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Abstract
Magnetic materials are of great importance for energy harvesting and conversion and informa-
tion technologies, as exemplified by permanent magnets and spintronic applications, respectively.
There is a strong impetus to develop new high performance magnets to satisfy the increasing
requirements of such technologies. On the other hand, high-throughput (HTP) screening based
on density functional theory calculations provides an efficiency way to predict novel materials
with target properties. Therefore, it is meaningful to accelerate the development of functional
magnetic materials by using the high-throughput screening method. In this thesis, we endeavored
to perform HTP engineering of both 3D and 2D magnetic materials, focusing on spintronic and
permanent magnet applications.
For the spintronic applications, based on HTP density functional theory calculations, we per-
formed a systematic screening by examining peculiar electronic structure. For instance, we have
done HTP screening for spin-gapless semiconductors (SGSs) in quaternary Heusler alloys XX′YZ.
Following an empirical rule, we focused on compounds with 21, 26, or 28 valence electrons, result-
ing in 12000 possible chemical compositions. After systematically evaluating the thermodynamic,
mechanical, and dynamical stabilities, we have identified 70 so far unreported SGSs, confirmed
by explicit electronic structure calculations with proper magnetic ground states, of which 17
candidates have a distance to the convex hull smaller than 0.10 eV/atom. It is demonstrated
that all four types of SGSs can be realized, defined based on the spin characters of the touching
bands around the Fermi energy. Particularly, it is found that the type-II SGSs exhibit promising
transport properties for spintronic applications, such as large anisotropic magnetoresistance and
anomalous Nernst effects driven by spin-orbit coupling.
On the other hand, as to 2D materials, we carried out a systematic HTP screening for in-plane
ordered MXene (i-MXene), which can be obtained by etching the main group element (A) away
from the recently synthesized in-plane ordered MAX (i-MAX) phase. Such 2D i-MXenes provide
us a new playground for 2D magnetic materials. It is observed that the spin configurations, hence
the magnetic anisotropy, can be tuned by strain. We found that five i-MXenes have a signifi-
cantly large out-of-plane magnetic anisotropy energy (>0.5 meV/f.u.), and the four ferromagnetic
candidates have high Curie temperature based on the 2D Ising model. Additionally, we found
i-MXene can realize large Seebeck effect, antiferromagnetic topological insulator, and spin-gapless
semiconductors, making them interesting for future studies.
In terms of designing permanent magnets, we carried out a systematic HTP screening for rare-
earth free permanent magnets by incorporating light interstitials (H, B, C, N) into magnetic full
Heusler alloys. We successfully identified 32 candidates with an out-of-plane magnetic anisotropy
larger than 0.4 MJ/m3 as well as 10 cases with large in-plane anisotropy. Detailed analysis reveals
that the interstitials are very efficient in inducing global tetragonal distortions, whereas the local
chemical bonding and changes in the crystalline environment result in significant enhancement of
MAE. We strongly believe this provides an efficient way to tailor MAE, and such newly predicted
permanent magnet candidates are promising gap magnets between rare earth based Sm-Co and
Nd-Fe-B and the transition metal based AlNiCo and ferrite.
To summarise, in addition to screening over various types of functional magnetic materials, my
work provides valuable solutions to the pending challenges of HTP design of magnetic materials.
We have established automated workflows, which can be easily applied on the other magnetic
materials. This paves the way for further design of advanced magnetic materials with optimal
performance.
Zusammenfassung
Magnetische Materialien sind von großer Bedeutung für Technologien zur Gewinnung und
Umwandlung von Energie und Informationen. Es ist sehr dringlich, neue Hochleistungsmag-
neten zu entdecken, um die wachsenden Ansprüche neuer Technologien zu befriedigen. Anderer-
seits ist Hochdurchsatz-Screening (High-Throughput-Screening, HT-Screening) ein hocheffizienter
Weg, um neue Materialien mit besonderen Eigenschaften zu entwickeln. Unter diesem Gesich-
stspunkt ist es sinnvoll, den Prozess der Entdeckung neuer Materialien durch den Einsatz von
High-Throughput-Screening Methoden zu beschleunigen. In dieser Doktorarbeit wurde ein High-
Throughput-Screening für zwei- und dreidimensionale magnetische Materialien durchgeführt mit
einem Fokus auf Spintronik- und Permanentmagnetanwendungen.
Für Spintronikanwendungen wurde ein systematisches Screening auf der Basis von Hochdurchsatz-
Dichtefunktionaltheorieberechnungen in 2D und 3D Materialien durchgeführt. Erstens wurde ein
HT Screening für Halbleiter mit verschwindender Bandlücke in einem Spinkanal (spin-gapless
semiconductors, SGSs) in quaternären Heusler Verbindungen X X′ Y Z durchgeführt (X, X′, und
Y sind Übergangsmetallelemente außer Tc, und Z ist eines der Elemente B, Al, Ga, In, Si, Ge, Sn,
Pb, P, As, Sb, and Bi). Einer empirischen Regel folgend, haben wir uns auf Verbindungen mit
21, 26, oder 28 Valenzelektronen konzentriert, mit 12.000 chemischen Zusammensetzungen. Nach
systematischer Auswertung der thermodynamischen, mechanischen und dynamischen Stabilität
haben wir 70 vorher nicht veröffentlichte SGSs identifiziert, bestätigt durch explizite Elektronen-
strukturberechnungen mit dem richtigen magnetischen Grundzustand, von denen 17 Kandidaten
einen Abstand zur konvexen Hülle von weniger als 0,10 eV/Atom haben. Es konnte gezeigt werden,
dass alle vier SGSs-Typen realisiert werden können, definiert anhand des Spincharakters der sich
berührenden Bänder an der Fermienergie. Typ-II SGSs zeigen vielversprechende Transporteigen-
schaften für Spintronikanwendungen. Der Einfluss von Spin-Bahn-Kopplung wurde untersucht,
mit dem Ergebnis von großen anisotropen Magnetwiderständen und anormalen Nernst-Effekten.
Für 2D Materialien, im Geiste der aus der MAX Phase gewonnenen 2D MXene, haben wir
eine systematische Hochdurchsatzuntersuchung von in der Ebene geordneten MXenen (i-MXene)
durchgeführt, die leicht durch Wegätzen des Hauptgruppenelements A von den kürzlich synthe-
sierten in der Ebene geordneten MAX (i-MAX) Phasen gewonnen werden können. Diese 2D
i-MXene versorgen uns mit einer Spielwiese für 2D Materialien jenseits von Graphen, insbeson-
dere für 2D Magnetenanwenwendungen. Es wurde beobachtet, dass die Spinkonfiguration und
damit die magnetische Anisotropie durch Verzerrung verändert werden kann. Für fünf i-MXene
haben wir eine beobachtbare (>0.5 meV/f.u.) uniaxiale magnetische Anisotropieenergie gefun-
den, und die vier ferromagnetischen Kandidaten haben eine signifikant hohe Curie-Temperatur
basierend auf dem 2D Ising-Modell. Im Hinblick auf die Elektronenstruktur haben wir gefunden,
dass in i-MXenen ein großer Seebeckeffekt, antiferromagnetische topologische Isolatoren und SGSs
realisiert werden können.
Für Permanentmagnetanwendungen haben wir ein systematisches High-Throughput-Screening
für seltenerdfreie Permanentmagneten durch Einbindung von leichten interstitiellen Atomen (H,
B, C, N) in magnetische vollständige Heuslerverbindungen durchgeführt. Wir haben erfolgreich
32 Kandidaten mit uniaxialier magnetischer Anisotropie größer als 0.4 MJ/m3 sowie 10 Fälle mit
großer Anisotropie und in der Ebene-Magnetisierung gefunden. Detaillierte Analyse zeigt dass
die interstitiellen Atome sehr effizient sind um tetragonale Verzerrungen zu bewirken, wohingegen
die lokale chemische Bindungund und änderungen in der kristallinen Umgebung eine deutliche
Verbesserung der MAE bewirken. Wir sind überzeugt davon, dass dies ein effizienter und gener-
ischer Weg ist um die MAE maßzuschneidern, und dass solche neuen Permanentmagnetkandidaten
die Lücke im Anwendungsspektrum zwischen den seltenerdbasierten Permanentmagneten Sm-Co
und Nd-Fe-B und den übergangsmetallbasierten leistungsschwächeren AlNiCo- und Ferritmag-
neten füllen können.
Zusammenfassend lässt sich sagen, dass meine Arbeit neben dem Screening verschiedener Arten
von funktionellen magnetischen Materialien hilfreiche Lösungen für die anstehenden Heraus-
forderungen des HTP-Designs von magnetischen Materialien bietet. Wir haben automatisierte
Arbeitsabläufe etabliert, die sich leicht auf die anderen magnetischen Materialien anwenden lassen.
Dies ebnet den Weg für das weitere Design von fortschrittlichen Magnetmaterialien mit optimaler
Leistung.
1 Introduction
Advanced materials play a vital role in the development and welfare of the human society [1]. Mag-
netic materials have been applied in the last thousands of years, and are essential for nowadays
energy and information technologies. For instance, permanent magnets can be used to convert
between mechanical and electrical energies, leading to applications in wind turbines and electric
vehicles [2, 3]. Another subject of great interest is spintronics, where the spin degree of freedom
of electrons is applied to store and transfer information, with many different types of magnetic
materials engaged [2, 4, 5]. An emergent research field is two-dimensional (2D) magnetism, moti-
vated by the discovery of 2D graphene [6], which exhibits many intriguing fundamental problems
and is very promising to engineer miniaturised devices. Thus, it is of great impetus to develop
mechanistic understanding of the existing magnetic materials and to design novel systems with
optimal performance.
Particularly, spin-orbit coupling (SOC) couples the spin and orbital degrees of freedom of the
electrons, which is a relativistic effect [4, 7], giving rise to many interesting magnetic properties for
practical applications. For instance, when combined with time-reversal symmetry breaking (i.e.,
magnetic ordering), SOC lowers the crystalline symmetry of the magnetic materials, resulting
in anisotropic physical properties. A well known example is the magnetocrystalline anisotropy
energy (MAE), which determines the spontaneous magnetization direction and is a critical factor
for permanent magnets, magnetic storage, and 2D magnets [2, 3, 4, 8, 9]. Moreover, in terms
of nonequilibirum properties, SOC acts as an artificial magnetic field in the reciprocal space,
which sets the foundation for the second generation of spintronics, dubbed as spin-orbitronics. In
contrast to the spin-dependent electric current studied in the first generation of spintronics, spin-
orbitronics deals with the generation, manipulation, and detection of pure spin current to operate
information [2, 5]. Therefore, our goals in this thesis are to elucidate the role of SOC
in various types of magnetic materials and to design functional magnetic materials
via accurate density functional theory (DFT) calculations.
On the other hand, previous materials design paradigms are mostly carried out based on the em-
pirical understanding of the structural-property relationships and the try-and-error experiments.
Such methods are resource and time costly. To accelerate the development and exploitation of
novel materials, the US government launched the Materials Genome Initiative (MGI) in 2011,
where integrated theoretical and experimental methodologies are proposed to engineer the ma-
terials properties. DFT calculations play an essential role in MGI, due to the predictive power
enabled by the accurate evaluation of the electronic structure. Facilitated by the abundant compu-
tational resources available, high-throughput (HTP) DFT calculations become the working horse
of materials design, where automated workflows are carried out on thousands of compounds in
contrast to the traditional way of performing calculations on a few compounds. Nevertheless,
due to the peculiarities of magnetic materials, there are many challenges to perform systematic
HTP calculations to screen for magnetic materials with optimal performance. We endeavor
to explore several aspects of constructing HTP workflows applicable for designing
magnetic materials, as discussed in detail later.
In the follow-up sections of this chapter, we will review briefly the fundamental theory of
permanent magnets, spintronics, and 2D magnets, aiming at elucidating the current challenges
and justifying our theoretical and numerical solutions.
1
1.1 Permanent magnets
Permanent magnets are widely applied in modern advanced technologies, e.g., electric vehicles,
wind turbines, automatization, and robotics [3]. At present, the rare-earth based magnets Sm-Co
and Nd-Fe-B are prototypical of high performance permanent magnets, with a substantial cost and
performance gap to other classes of commercially available permanent magnets such as AlNiCo
and ferrites [10]. In terms of the intrinsic properties of permanent magnets, the key quantities
are Curie temperature (TC), saturation magnetization (MS), and MAE. The MAE (represented
by the lowest-order uniaxial anisotropy K) sets an upper limit for the intrinsic coercivity 2Kµ0Ms ,
where the coercivity is given by
Hα =
α2K
µ0Ms
− βMs. (1.1)
Here, α and β are phenomenological parameters, corresponding to extrinsic mechanisms and the
local demagnetization effect. The uniaxial anisotropy K reflects the crystal symmetry. Based on
thermodynamics law, we use the Callen-Callen model [11] to get the anisotropy K behaviour at
low temperature (T<<TC)
K(T )
K(0) = [
MS(T )
MS(0)
]n (1.2)
where n = (l + 1)l/2 is the exponent related to the crystal symmetry and l is the order of the
spherical harmonic describing the angular dependence of the anisotropy.
It is noted that MAE originates from the relativistic effects, i.e., the intrinsic MAE related to the
crystal structure and chemical bonding environment resulting from the SOC, the shape anisotropy
associated with the macroscopic shape caused by the dipole-dipole interaction. The SOC of a local
atom breaks the continuous symmetry of the magnetization by developing anisotropic energy
surface [11], making local contribution to the intrinsic MAE. The SOC term in the Hamiltonian
is written as
HSOC = −
∇V
2m2c2 s · l = ξs · l, (1.3)
where ∇V , m and c denote the derivative of a scalar electrostatic potential, the mass of the
electron and the speed of light, respectively, while s (l) is the spin (orbital) angular momentum
operator. ξ is the SOC strength, which can be estimated by ξ = 0.4(εd5/2−εd3/2) for the d orbitals
and ξ = 0.4(εf7/2 − εf5/2) for the f orbitals [12], respectively. The SOC strength is proportional
to the derivative of the scalar potential. Therefore, the larger the atomic number is, the larger
the magnitude of the SOC strength. Furthermore, the MAE can be understood in a way that
SOC tries to recover the orbital moment which is quenched in solids, i.e., it can be attributed to
the interplay of exchange splitting, crystal fields, and SOC. Using the second order perturbation
theory, a model was put forward by Bruno [13] that the intrinsic MAE is associated with the
orbital moment as
MAE = −
∑
i
ξi
4µB
∆l↓i (1.4)
where ∆l↓i is the orbital moment difference between the hard and easy axes for atom i, and ξi is
the SOC strength for atom i. The Bruno model is best applicable when the spin up channel is
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nearly fully occupied. A more general model is shown by van der Laan [14] by considering the
spin-flip effect.
At present the mostly available high-performance permanents are the rare earth element based
4f -3d alloys Sm-Co and Nd-Fe-B [3]. Thus it is important to understand the magnetism of 4f -3d
alloys for better applications. It is noted that the SOC strength and exchange splitting are atomic
properties determined by the relativistic effects and the screened Coulomb interaction, whereas
the crystal field depends on the hybridization of the d-orbitals of the magnetic transition metal
(TM) atoms or the rare earth (RE) f -orbitals with the surrounding atoms, providing an effective
way to tailor the MCA by engineering local crystalline environments. The most salient feature
behind the 4f -3d magnetic compounds is the energy hierarchy, driven by the coupling between
RE-4f and TM-3d sublattices [15], namely, the high TC ensured by the strong TM-TM exchange
coupling and MCA originated from the interplay of RE and TM sublattices. For instance, the
Y-based compounds usually exhibit significant MCA, such as YCo5 [16], whereas for the RE
atoms with nonzero 4f moments, the MCA is significantly enhanced due to non-spherical nature
of the RE-4f charges caused by the crystal fields [17]. Moreover, the exchange coupling between
RE-4f and TM-3d moments is activated via the RE-5d orbitals, which enhances the MCA by
entangling the RE and TM sublattices. On the other hand, the intra-atomic 4f -5d coupling on
the RE sites is strongly ferromagnetic, while the interatomic 3d-5d between TM and RE atoms is
antiferromagnetic (AFM). This leads to the AFM coupling between the spin moments of the TM-
3d and RE-4f moments, as observed in most 4f -3dmagnets. Such multiple sublattice couplings for
TM-Re materials give rise to two challenges for the understanding of the magnetism in theory, i.e.
it is hard to treat the strongly correlated 4f -electrons and the multiple sublattice couplings have
been utilized to construct atomistic spin models to understand the finite temperature magnetism
of 4f -3d materials. Therefore, to understand the 4f -3d magnetic materials, it is necessary to treat
the correlated 4f -electrons with SOC and spin fluctuations consistently, where the most accurate
method probably is DFT+DMFT with the continuous time quantum Monte Carlo based impurity
solver [18]. For instance, based on the implemented method to evaluate the free energy at a finite
temperature [19], both the transversal and longitudinal magnetic fluctuations are accounted for
in the DFT+DMFT methods [20], leading to a good estimation of the Curie temperature of Fe.
Turning towards applications, it is of great importance to develop novel permanent magnets to
fill in the gap of MAE and magnetization between the high performance magnets (Sm-Co and
Nd-Fe-B) and the widely used magnets (ferrite and alnico), ideally without critical elements such
as rare-earth elements. Such permanents are classified as gap magnets [21]. In the past decades,
several typical gap magnets have been designed. For instance, by alloying technology, we can
achieve the Mn based gap magnets Mn-Al and Mn-Bi alloys [2, 22, 23, 24]. For τ -MnAl, it took
about 20 years (from 1960 to 1980) to realize half value of the theoretical energy density due to the
difficulty to achieve both the high purity and the high ordered micro magnetic structures [25]. At
room temperature, the coercivity of α-MnBi is as high as 2 kOe [26, 27], but with low purity due
to phase competition [23]. On the other hand, the most efficient way to achieve high performance
α-MnBi with high purity is to fabricate thin films [28, 29]. Another gap magnet is the L10 FeNi
alloys, of which the MAE is as large as 1.3 MJ/m3, arising from the tetragonal distortion and
chemical bonding [30]. However, it is difficult to synthesize highly ordered L10 FeNi. Several
techniques have been developed to obtain pure ordered L10 FeNi, e.g. cyclicoxi-reduction process
at low temperature, inducing nitride interstitials into A1-FeNi, and inducing tetragonal distortion
by interface associated strain [31, 32]. FeCo, FeMn and MnNi magnets can also be grown by
interface engineering with comparable performance as L10 FeNi [33, 34, 31]. Lastly, the Co-rich
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intermetallic compounds, e.g. HfCo7 and Zr2Co11, are also high performance permanent magnets
with large magneto-crystalline anisotropy constant K1, large saturation magnetization Ms, and
high Curie temperature TC [35, 36, 37, 38, 39, 40].
In practice, substitution doping, imposed strain and interstitial doping are used to design new
gap magnets. For instance, with proper substitution doping of Co, the MAE of tetragonally
distoted Fe can be enhanced with a magnitude of meV [33] However, such a tetragonal distortion
is not stable if the film is thicker than 2 nm [41, 42, 43]. Further theoretical and experimental
studies demonstrate C and B interstitial doping can stabilize the tetragonal distortion of α-Fe
with Co substitution doping [44, 45]. Similarly, the MAE of Heusler alloys (Ni-Mn-Sn, Ni-Mn-Sb
and Ni-Mn-In) can be enhanced by incorporating with interstitial C and B [46, 47, 48, 49].
In our work, we have done a systematic high-throughput screening on the effect of light in-
terstitial C, N, B, and H in the cubic magnetic full Heusler alloys aiming at designing new gap
magnets [50]. We found the enhanced MAE of Heuslers with interstitial originates from not only
the induced tetragonal distortion but also the chemical environment surrounding the interstitial
atoms. Our research demonstrates that Heusler alloys with interstitial atoms can fill in the gap be-
tween the present high and low performance permanent magnets, awaiting for further experimental
study.
1.2 Spintronics
In the last century, one of the most important technology achievements is the semiconductor
silicon chip based electronics. The operation for computation in electronics is realized by using the
complementary metal-oxide semiconductor (CMOS) logic, where binary data is stored as charge
switching of “on” and “off” in the field-effect transistors (FETs). In traditional electronics, the
freedom of charge is applied to manipulate, store and transfer information. However, the size of
the electronic transistors cannot be reduced illimitably because the scorching heat of current will
decrease the efficiency of the device and the quantum effects play a critical role at nanoscale size.
On the other hand, the electron has the degree of freedom of not only charge but also spin. Thus,
scientists are trying to take advantage of the spin degree of freedom of electrons to realize devices
with high efficiency, small size and low (or zero) current, leading to spintronics based information
technology [2].
The first generation spintronics is based on ferromagnetic materials, beginning with the dis-
covery of giant magnetoresistance (GMR) effect [51]. In 1986, Peter Grünberg [51] observed the
switching between antiferromagnetic and ferromagnetic coupling in multilayer Fe/Cr by apply-
ing an external magnetic field, leading to further discoveries of GMR in multilayers Fe/Cr [52]
and Fe/Cr/Fe [53]. Later on, such GMR effect is explained by the scattering between layers,
the scattering originated from the roughness of layers and the orientation of the magnetization
of the magnetic layers [54, 55]. Immediately after the discovery of GMR, Parkin et al. found
the oscillatory behaviour of the GMR by manipulating the thickness of the nonmagnetic lay-
ers [56]. Furthermore, the GMR effect was also discovered in multi-layers composed of magnetic
layers with different coercivities [57]. Following the discovery of GMR, researchers also developed
the tunnel magnetoresistance (TMR) and spin-transfer torque (STT) technologies. In TMR, the
resistance of the magnetic tunnel junction (MTJ) is manipulated by tilting the spin configura-
tion of the electrode. The Fe/MgO/Fe based MTJ can even realize the TMR ratio as large as
600% [58]. The GMR and TMR now are applied mostly as read heads for the hard disk drives,
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Figure 1: (a)GMR effect at 4.2 K in FeCr(001) multi-layers. In the parallel spin configuration, the
electrons can go easily through both magnetic layers, leading to small resistance. In the anti-
parallel spin configuration, the electrons of each channel are slowed down, leading to high
resistance. (b) Sketch of the spin transfer torque. (c) The illustration of the spin-dependent
Hall effects, i.e. anomalous Hall effect (AHE), spin Hall effect (SHE) and inverse spin Hall
effect (ISHE). (d) Schematic of the torques acting on the magnetization. (e) Sketch of SOT
in ferromagnetic (FM)/normal metal (NM) bilayer. (f) Sketch for the spin pumping and
ISHE voltage signal.
improving the information storage performance dramatically. TMR is also applied in the mag-
netic random-access memories (MRAM) [2]. However such TMR-based MRAM is expensive in
power consumption. This leads to the new concept of STT, lowering the energy consumption
by transferring the spin angular momentum of the magnetic materials through a spin polarized
current [59, 60]. Injecting into a ferromagnet, the spin polarized current will transfer its trans-
verse component, creating a torque on the magnetization or a steady-state gyration regimethe,
leading to spin-transfer oscillator [61]. STT can also realize racetrack memory [62] and nonvolatile
random-access memory [63].
In spintronics, the essential target is to make use of the spin degree of freedom of electrons. In
the above, the ferromagnetic materials are applied to achieve that purpose. However, the stray
field caused by the domain ferromagnetism will impede the applications. To solve this problem, in
the second generation spintronics, SOC plays an essential role, leading to spin-orbitronics [64]. In
spin-orbitronics, we work with the spin current instead of spin-polarized current. Correspondingly,
the conversion and store of information are realized by the generation, manipulation and detection
of the spin current (the flow of spin angular momentum). Spin Hall effect (SHE) and spin-orbit
torque (SOT) are two major subjects for spin-orbitronics.
The heavy metals have strong SOC thus large SHE, which is an efficient method to convert
charge current into spin current and vice-versa. SHE has been observed in paramagnetic Ta
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and Pt, ferromagnetic metal FePt, antiferromagnetic MnPt, Mn80Ir20 and Mn3Sn, semiconductor
GaAs, and topological materials Bi2Se3 and TaAs [65, 66, 67, 68, 69, 70, 71, 72, 73]. In the
opposite process, namely inverse spin Hall effect (ISHE), a pure spin current gets through the
materials generating the pure charge current, which can be used for the detection of spin current.
It is noted that both SHE and ISHE are characterised by the spin Hall angle θ, defined by the
ratio between the transverse spin current component density and the longitudinal charge current
density.
SOT is another popular spin-orbitronic technology, dealing with the interaction of the magne-
tization and spin current. Such SOT can be applied in magnetization switching and spin-orbit
pumping. The theory begins with the Landau-Lifshitz-Gilbert (LLG) equation [74]
dm
dt
=−γm×B︸ ︷︷ ︸ + αm× dmdt︸ ︷︷ ︸ +
γ
Ms
T︸ ︷︷ ︸,
precession relaxation torque
(1.5)
where γ, α, and MS denote the gyromagnetic ratio, the Gilbert damping parameter, and the
saturation magnetization, respectively, while m, B and T mark the magnetization unit vector,
the effective field and the total torque, respectively. Perpendicular to m, the torque is expressed
by [75]
T = τFLm× ε︸ ︷︷ ︸ + τDLm× (m× ε)︸ ︷︷ ︸
FL: field-like DL: damping-like
(1.6)
where ε is the unit torque vector. The field- and damping-like terms act on the magnetization like
the precession and relaxation terms in the LLG equation (1.5). To generate finite SOT, we can
use either SHE or Edelstein effect to create an effective non-equilibrium spin polarization [76]. In
view of symmetry, for SOT non-centrosymmetric symmetry is a necessary condition, which can be
realized in NM/FM hetrostructures, e.g. Ta/CoFeB and Pt/Co [77, 78, 79]. On the other hand,
Edelstein effect requires Rashba splitting, which can also be applied for spin-charge conversion
hence SOT, as has been observed in LaAlO3/SrTiO3, Ag/Bi, and Cu/Bi2O3/NiFe [80, 81, 82]. As
SOT can be summarized as torque induced by spin current, the Onsager reciprocal effect is spin
pumping. Usually we can realize spin pumping through pure spin current by means of generating
non-equilibrium magnetization dynamics using the ferromagnetic resonance (FMR). Then the
pure spin current can be injected into the conducted NM layers with zero charge under zero bias
voltage, as has been observed in bilayers NiFe/Pt and Au (or Mo)/GaAs [83, 84]. Furthermore,
the spin pumping can generate a time dependent spin polarized current including both dc- and
ac-components. It is found that the ac-component is at least one order of magnitude than the
dc-component ()NiFe|Pt [85, 86], leading to ac spintronics applications.
Recent studies [87, 75, 88] have shown antiferromagnets (AFM) can also be applied in spin-
orbitronics. For instance, both theoretical and experimental studies have shown that AFM MnX
(X= Fe, Pd, Ir, and Pt) also have large SHE, even stronger than nonmagnetic heavy metals [89, 90].
Further, SOT switching has been observed in the FM/AFM junctions, e.g., IrMn|CoFeB [91],
IrMn|NiFe [92], MnPt|Coe [93], and Mn3Ir|NiFe [94]. Such SOT switching has the potential for
future neuromorphic computing.
Lastly, the skyrmion, which is a topological swirling configuration of spins, is also a way to create
spin polarized current by SOC, of which the magnetization rotates continuously without changing
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the chirality at the edge. Here the chirality is given by the Dzyaloshinskii-Moriya interaction
(DMI) [95, 96]
HDMI = (S1 × S2) · d12 (1.7)
where S1 and S2 are the neighbor spins and d12 is the DMI vector, where DMI is a chirality
interaction lowering or increasing the energy for the spin rotation. Such DMI is induced by
SOC in materials without inversion symmetry, where the crystal is non-centrosymmetric when
the inversion symmetry is broken by disorder or interface of materials. The skyrmion can be
applied in information storage and processing due to their ultra-small and nonvolatile quasi-
particle features [97, 98].
Overall, spintronics is attracting more and more interest due to the potential for future high-
performance information technologies. In our work, we focus on ferromagnetic materials. In
ferromagnetic spintronics, the injection of spin polarized electrons from a ferromagnetic electrode
into a semiconductor will realize devices with non-volatile, reconfigurable logic functions and
ultralow power consumption, which is called spin field effect transistors (spin-FETs). Such spin-
FET devices are required in future quantum computing [99]. One intuitive idea to manipulate the
injected spin polarized current is to obtain additional functionality in a semiconductor, which has
been realized in the diluted magnetic semiconductor (DMS), e.g., the magnetic transition metal
(Fe, Cr, Mn, Ni, Co, and Gd) doped III-V semiconductor [100]. Moreover, the spin polarized
current source can be generated by the half metallic materials with 100% spin polarized current,
of which the electronic structures have a finite gap around Fermi level in one spin channel and
finite states around Fermi level in the opposite spin channel [99].
Figure 2: Sketches of the density of states for the four types of SGSs, defined based on the touching
schemes of the majority (marked in blue) and minority (marked in red) bands.
One interesting question is whether we can combine the features of both the diluted magnetic
semiconductor and half-metal, where the so-called spin-gapless semiconductors (SGSs) concept
was introduced in Co-doped PbPdO2 in 2008 [101]. In a half-metal, if in the majority spin
channel the density of states is nearly zero forming the gapless state, while there is still a finite
gap in the minority spin channel, then such materials can be classified as SGSs. In general, the
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main characteristic feature of SGSs is that the valence band maximum (VBM) and conduction
band minimum (CBM) touch each other directly or indirectly in the spin polarized systems,
corresponding to the direct and indirect SGSs. Following Ref. [101], four types of SGSs can be
defined based on the spin characters of the touching bands around the Fermi level as sketched
in Fig. 2. In type-I SGSs, the VBM and CBM are in the same spin channel while there is a
gap in the opposite spin channel, which is the conventional SGS. Contrary to type-I, the VBM
and CBM can hold the opposite spin characters, hereafter dubbed type-II SGSs. Moreover, if
the VBM (CBM) is of one spin character while the CBMs (VBMs) originate from both spin
channels, type-III (type-IV) SGSs will be defined. Due to the special electronic structures, the
superior performance of SGSs in comparison to the usual half-metals is that 100% spin polarized
carriers can be excited from the valence to conduction bands with no energy cost, leading to new
functionalities of spintronics devices and potential applications in logic gates. For instance, the
spin-polarized transport properties of SGSs can be tuned by shifting the Fermi energy with finite
gate voltages [101, 102], which is promising for future spintronic applications. Heusler alloys have
been regarded as the most promising playground for SGGs research since the first above room
temperature SGS is realized in the inverse Heusler Mn2CoAl [102]. During the exploration of SGSs
in Heusler alloys, an empirical rule is discovered, that is, only in cases of the valence electrons with
a number of 18, 21, 24 or 28 the Heusler alloys are more likely to realize SGS phase [103, 104, 105].
Furthermore, for direct gapped SGSs, it is of great interest to study spin-orbit coupling effect. If
the direct gap is opened, then such SGS is a promising candidate for quantum anomalous Hall
effect, while there should be some underlying symmetries protected by the degeneracy if the gap
is not opened. So, based on the empirical valence electron number rule, we have done a systematic
screening for SGSs in Heusler alloys, especially focusing on the mechanism behind forming a SGS
and SOC effect on the transport properties [106]. We found the transport properties of type-II
SGS are particularly interesting as the sign of anomalous Hall conductivity (AHC) can be tuned
by just applying a slight chemical potential though the AHC is zero at Fermi level, thus leading to
a large anomalous Nernst effect near Fermi level. Such results reveal that type-II SGSs are likely
promising candidates for engineering spintronic field-effect transistors.
1.3 2D magnets
Table 1: Summary of experimental realized 2D magnets. Mord, TC, TN, and P.N. denote the magnetic
order, Curie temperature, Néel temperature, and physical nature, respectively. Jinter Jintra are
the interlayer and intralayer exchange parameters. |Mat| stands for the magnetic moment per
magnetic atom.
Compound Mord
TC/ TN Jinter Jintra MAE |Mat| P.N.
(K) (meV/at.) (meV) (µB/at.)
CrI3 [107] FM 61 11.64 2.37 0.85 3.0 Insulating
Cr2Ge2Te6 [108] FM 68 6.70 0.47 0.66 3.4 Insulating
Fe3Ge2Te2 [107] FM 205 23.40 3.71 2.00 1.4 Metallic
MnPS3 [109] Néel-AFM 78 -0.77 -0.07 – 2.4 Insulating
FePS3 [110] Néel-AFM 104 - - – 2.4 Insulating
NiPS3 [111] Néel-AFM 155 - - – 2.4 Insulating
8
Pioneered by the discovery of graphene [112, 113, 114, 115], two dimensional (2D) materials have
been attracting intensive interest to researchers, due to a vast spectrum of functionalities such as in
mechanical, electrical, optoelectronic, superconducting, and topological [113, 114] applications and
thus immense potential in engineering miniaturized devices. Particularly, 2D materials can real-
ize van der Waals (vdW) heterostructures without enforcing the lattice matching [116, 117, 118],
leading to a various combinations of materials and thus further opportunities to tailor proper-
ties [118]. However, 2D magnets remain to be a challenge in experiments. Until very recently, the
long range magnetic orderings have been observed in monolayers CrI3 [119], Cr2Ge2Te6 [108] and
Fe3GeTe2 [120, 121]. Furthermore, 2D magnets can form van der Waals (vdW) heterostructures
with the recent synthesized 2D ferroelectric In2Se3 [122], to realize multiferroics and hence to
pave the way to engineer novel spintronic devices. Overall, 2D magnetism is a challenging field,
awaiting for extensive research.
From the theoretical perspective, 2D magnetism can be explained by a generalized Heisenberg
spin Hamiltonian [123]:
H = −12
∑
i,j
(JijSi · Sj + ξSzi · Szj)−
∑
i
Λ(Szi )2, (1.8)
where Jij denotes the exchange coupling between spin site i (with spin operator Si) and j (with
spin operator Sj), while Λ and ξ are the “onsite” and “intersite” magnetic anisotropies. Here,
the isotropic Heisenberg model corresponds to the weak magnetic anisotropy case (Λ ≈ 0 and
ξ ≈ 0), while Ising model and XY model are valid for the strong magnetic anisotropy case.
In fact, the 2D magnetism is significantly different from 3D magnetism due to the dimension
crossover. According to the Mermin-Wagner theorem [8], the long-range ordering is strongly
suppressed at finite temperature for systems with short-range interactions of continuous symmetry
in reduced dimensions, due to the divergent thermal fluctuations. Nevertheless, Onsager proved
that the 2D magnets can be protected by a gap in the spin-wave spectra originated from a strong
magnetic anisotropy [9]. Moreover, if the rotational invariance of spins is broken by a dipolar
interaction, single-ion anisotropy, anisotropic exchange interactions, or external magnetic fields,
the 2D magnetism can be retained at finite temperature.
Coming to materials, perhaps the family of transition metal thiophosphates MPS3 (M = Mn, Fe,
and Ni) is the best representative for magnetic phases in 2D magnets, i.e. the natures for few layer
form MPS3 (M = Mn, Fe, and Ni) are 2D-Heisenberg, 2D-Ising and 2D XXZ models [124, 125].
For few layer systems FePS3 and MnPS3, the magnetic phase transition temperatures remain
almost the same as the corresponding bulk compounds [111]. On the other hand, for NiPS3, the
monolayer system is nonmagnetic while few-layer slab has a slightly reduced Néel temperature
comparing to the bulk form [126]. Such special magnetic ordering behaviour can be attributed to
the 2D-XXZ nature of the effective Hamiltonian [111]. A more interesting and complex ordering
2D monolayer magnet is the CrI3 with FM interlayer coupling [119], while the corresponding
bulk form is AFM [127]. The Cr3+ ions in the octahedral environment have t2g orbitals occupied
by the 3d3 electron configuration, leading to quenched SOC effect and hence making negligible
contribution to the MAE [109]. Moreover, the large out-of-plane MAE originates from the strong
intersite SOC of I atoms [109]. Perhaps the most surprising observation is the bilayer of CrI3
becomes interlayer AFM coupling again [128] with a reduced Néel temperature of 46 K comparing
to the bulk value of 61 K. Such magnetic order transition FM→AFM between monolayer and
bilayer can be explained by the stacking fault of bilayer based on DFT calculations, namely the
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rhombohedral (monoclinic) stacking favors FM (AFM) interlayer exchange [129, 130]. Thus, in
2D magnets, an intriguing question to explore is the dimensional crossover, i.e., how the magnetic
ordering changes few-layer and monolayer cases in comparison to the bulk phases.
Interestingly, the magnetism of 2D magnets can be manipulated by various methods, such
as electric control, vdW hetrostructures with 2D ferroelectric materials and mechanical forces
(strain or pressure). The electric control, through either an electric field or electrostatic dop-
ing, changes the electron population, orbital occupation, and electrochemical reaction, leading to
tunability of the exchange coupling and magnetic anisotropy and thus the magnetism. Under a
bias electric field, the spin configuration for the bilayer CrI3 can be switched between the FM
and AFM interlayer coupling [128, 131], where the gating effect can be further enhanced by the
sandwich of dielectric BN layers/electrode/CrI3 layers [132]. Surprisingly, ionic gating on mono-
layer Fe3GeTe2 can even enhance the Curie temperature to the room temperature due to that the
MAE is sensitive to the bias voltage [133]. The electrostatic field via electron-and hole-doping
can switch the spin-configuration of MnPSe3 between AFM and FM [134], providing a new tech-
nology for magnetization switching for logics and memories. Magnetic materials critically hinge
on the material structure where the magnetism can be controlled by pressure or strain, leading
to spin-lattice coupling and magnetostriction effect. Under pressure of 1 GPa, the magnetization
of Cr3Ge2Te6 can be switched from out-of-plane to in-plane [135]. Due to lattice mismatch, the
strain has been applied to tailor the properties of vdW materials. For instance, it is demonstrated
that 2% biaxial compressive strain leads to a magnetic state transition from AFM to FM for
FePS3 monolayers [134], and 1.8% tensile strain changes the FM ground state into AFM for CrI3
monolayers [136]. Moreover, strain can also induce significant modification of the MAE, e.g., 4%
tensile strain results in a 73% increase of MAE for Fe3GeTe2 with a monotonous dependence in
±4% range [121]. On the other hand, the ferroelectric vdW materials are sensitive to strain as
well [137]. Therefore, it is fascinating to investigate the multiferroic vdW heterostructures com-
positing of 2D magnetic and ferro-/piezo-electric materials, where the effective interlayer coupling
originated from charge, lattice, and magnetic degrees of freedom can be tailored by strain and
external electric fields. For instance, theoretical research found that the vdW heterostructure
Cr2Ge2Te6/In2Se3 can realize mutiferroic duality, namely switching between FM and magnetic
semiconductor states [116]. More interestingly, DFT calculations reveal that the valence state
of Fe and the spin configurations can be tuned by switching the polarisation direction in vdW
hetrostructure FeI2/In2Se3 [138].
Overall, 2D magnet is an interesting field with rich physics and interesting applications, waiting
for further exploration. In the past decade, the MAX phases with a chemical formula of Mn+1AXn
(M: early transition metal; A: main group element; X: C or N; n: integer up to 6), provide a good
playground for 2D materials beyond graphene since the corresponding 2D nanosheets Mn+1Xn can
be obtained by etching the A elements away from the parent MAX compounds [139]. Quite a few
2D MXenes, e.g., Sc2C, V2C, Mo2C, Nb2C, Ta2C, Ti2C, Zr2C, Hf2C, Ti2N, Zr2N, and Hf2N, have
been experimentally synthesized [140]. Gao et al. predicted that the MXenes Ti2C and Ti2N are
nearly half metals (the magnetism is not very stable as the exchange splitting is rather weak),
which can be further tuned into SGSs under biaxial strain [141]. It is also found that Mn2N with
functional groups O, OH and F can also be half-metals [142]. It is a pity there is still no magnetic
MXene reported in experiments due to the fact that it is difficult to obtain the MAX compound
with Fe, Co and Ni [143, 144]. Furthermore, the in-plane ordered MAX (i-MAX) compounds with
a formula of (M2/3M′1/3)2AX have been synthesized by substituting 1/3 transition metal or rare
earth element M′ for M in M2AX compounds [145, 146], which may provide us new opportunities
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for realizing intrinsic 2D magnetic in-plane ordered MXene (i-MXene) (M2/3M′1/3)2X as there is
the possibility to etch the A element away from the i-MAX (M2/3M′1/3)2AX compounds with
magnetic doped M′ atoms. Based on this, we have done a systematic high-throughput screening
for i-MXene (M2/3M′1/3)2X, especially focusing on the case where M′ is magnetic [147]. We found
the intrinsic spontaneous magnetism can be induced in i-MXenes with remarkably high Curie
temperature evaluated using 2D Ising model. In terms of electronic structure, the magnetic i-
MXenes can host fascinating transport properties, e.g., antiferromagnetic topological insulators
and spin-gapless semiconductors.
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2 Density Functional Theory
In the last century, one of the greatest scientific milestones is the development and application
of quantum mechanics, which opens the door for fundamental understanding on the atomic and
subatomic physics. Correspondingly, in order to perform effective calculations on the solid state
properties, density functional theory (DFT) has been formulated, where the many-body inter-
acting systems are mapped onto noninteracting homogeneous systems via the electron density,
leading to an accurate description of the electronic structure of the ground state. This offers a
significant reduction of the numerical efforts to solve the many-body problem in comparison with
the wave-function based methods. DFT is constructed based on two fundamental theorems, i.e.,
the Hohenberg-Kohn [148] and Kohn-Sham [149] theorems, resulting in an effective single particle
approximation where the exchange-correlation functional is subject to constant development up
to today. From the applications point of view, DFT has been used to evaluate various physical
properties of different classes of materials, providing a starting point for more accurate descrip-
tions [150, 151]. In this chapter, we go through the fundamental aspects of DFT and briefly the
construction of high-throughput (HTP) workflows.
2.1 Quantum Many Body Problem
The physical properties of a solid are directly determined by its electronic structure. The solid
systems include quite a large amount of particles (in the order of magnitude of 1023). In order
to understand the solid systems, we have to solve the quantum many body problems. However,
it is impossible to get the analytical solutions. So we have to make some proper approximations.
Ignoring the relativistic effects, the Hamiltonian of a solid with N electrons and M nuclei is written
as
Ĥ = T̂e + V̂e−e + V̂ext + T̂n + V̂n−n
= −
N∑
i=1
ħh2
2me
∇2i +
1
2
∑
i6=j
ZiZje
2
4πε0|ri − r j |
−
N∑
i
M∑
I
Zne
2
4πε0|ri − RI |
−
M∑
I=1
ħh2
2mn
∇2I
+ 12
∑
I 6=J
ZIZJe
2
4πε0|Ri − R j |
.
(2.1)
where ri and RI denote the position for i-th electron and I-th nucleus. T̂e and T̂N denote the
kinetic energies of electrons and nuclei. V̂e−e (V̂n−n) denotes the Coulomb interaction potential
of electrons (nuclei). V̂ext is the potential acting on the electrons. The mass of a nucleus is much
heavier (in the magnitude of 103) than that of an electron. Therefore an electron moves much
faster than a nucleus. In this regard, Born-Oppenheimer (BO) approximation [152] points out
that in a solid system the motion of the nuclei and electrons can be separated from each other.
Based on BO approximation, the nuclei can be seen as fixed while the electrons are just moving
in a static external potential Vext formed by the nuclei. For the electrons, the Hamiltonian is
Ĥ = T̂e + V̂e−e + V̂ext + V̂n−n. (2.2)
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The Schrödinger equation for electrons is expressed by
iħh
∂
∂t
ψ({ri} , t) = Ĥψ({ri} , t) = Eψ({ri} , t). (2.3)
where ψ({ri} , t) is wavefunction for time independent potentials, factorized as
ψ({ri} , t) = ψ({ri})e−i
E
ħh t. (2.4)
In principle, all physical properties of a solid system can be derived from wavefunctions. Especially,
the total energy is written as the expectation value of the Hamiltonian
E = 〈H〉 = 〈ψ| Ĥ |ψ〉 = Te + Ve−e + Vn−n + Ve−n +
∫
d3rVext(r )ρ(r ), (2.5)
where the electron density ρ(r ) is expressed by the expectation value of the wavefunction
ρ(r ) = 〈ψ| ρ̂(r ) |ψ〉 = N
∫
d3r1d
3r2...d
3rN |ψ(r1, r2, ..., rN )|2. (2.6)
However, the Schrödinger equation Eq. (2.3) cannot be solved exactly since it is still a many body
problem. So further approximations are still needed.
2.2 Density Functional Theory
DFT is a powerful method to solve the electronic structures of solid systems. It is a mean field
theory for many body systems, leading to an effective single particle Schrödinger equation based
on the variational principle. DFT has been successfully applied in the fields of condensed-matter
physics, computational physics, and computational chemistry. The results have been proven to
be well compared with that of experiments. Showing in Fig. (3) [151], the number of publications
on the topic of DFT has been dramatically increased in the past 40 years.
Before the birth of DFT, dating back to 1920s, the Thomas-Fermi model has been proposed
to solve the electronic structures of many body systems by using the density of electrons instead
of wave function [153]. Based on the Thomas-Fermi model, the electrons are assumed to exist
in the ideal homogeneous gas environment and the interactions of electrons are not considered.
Then the quantum many body problem is simplified to the single particle problem, of which the
solution can be obtained by solving Schrödinger equation. Furthermore, motivated by the spirit
of Thomas-Fermi model, W. Kohn and P. Hohenberg constructed the basic theories of density
functional theory [149, 148].
2.2.1 Hohenberg-Kohn Theorems
In the trailblazing paper [148], P. Hohenberg and W. Kohn pointed out that the total energy of
the ground state for an inhomogeneous electron gas system could be obtained by introducing a
universal functional of the electron density independent of the external potential. Such arguments
are named as Hohenberg-Kohn (H-K) theorems:
1. The external potential ν(r ) (hence the total energy) is uniquely determined by the functional
of the charge density ρ(r ) at the ground state.
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Figure 3: The number of publications per year (1980-2019) on topic of DFT. Data is from ISI web of
science with the key word of “density functionary theory”.
2. A universal functional for the total energy (E[ρ(r )]) of the ground state can be defined in
terms of the charge density ρ(r ). The ground state is the global minimum of such functional.
The above theorems are the essential theories for DFT. In the following we will show the proof
of both theorems.
Proof of the first H-K theorem: We are going to prove that the external potential ν(r ) is
the only functional of the electron density ρ(r ) by contradiction. We assume there is another
external potential function ν ′(r ) (different more than a constant from ν(r )) which gives rise to
the same electron density state ρ(r ). In the following, the quantity corresponding to external
potential function ν ′(r ) is labeled with a prime symbol. Obviously, ν ′(r ) and ν(r ) belong to
distinct Hamiltonians H′ and H, hence give rise to distinct wavefunctions ψ′ and ψ. Based on the
variational principle, there is no wavefunction to give an energy that is less than the energy of ψ
state to the Hamiltonian H,
E = 〈ψ|H |ψ〉 < 〈ψ′|H |ψ′〉 (2.7)
Assuming the ground state is not degenerated, we can rewrite the exception value in Eq. (2.7)
by the following expression
〈ψ′|H |ψ′〉 = 〈ψ′|H ′ |ψ′〉+
∫
d3r[ν(r )− ν ′(r )]ρ(r ) (2.8)
Exchanging labels in Eq. (2.8), we obtain
〈ψ|H ′ |ψ〉 = 〈ψ|H |ψ〉+
∫
d3r[ν ′(r )− ν(r )]ρ(r ) (2.9)
14
Combining Eqs. (2.8), (2.9) and (2.7), we can obtain:
E + E′ < E′ + E (2.10)
which is totally a contradiction. Therefore this theorem has been proven.
Proof of the second H-K theorem: The second H-K theorem demonstrates that the ground state
energy of any solid system can be expressed by a universal functional of electron density ρ(r ).
The ground state energy and electron density can be obtained by minimizing such functional
with respect to the electron density. Considering the kinetic energy and the electron-electron
interactions, P. Hohenberg and W. Kohn defined a universal functional FHK [ρ(r )]
FHK [ρ(r )] = T [ρ(r )] + Ve−e[ρ(r )] (2.11)
The total energy functional can be expressed by functional FHK [n(r )] as
EHK [ρ(r )] = FHK [ρ(r )] +
∫
d3rVextρ(r ) + Vn−n
= T [ρ(r )] + Ue−e[ρ(r )] +
∫
d3rVextρ(r ) + Un−n.
(2.12)
The potential ν(r ) is uniquely determined by the electron density and the potential in turn
uniquely (apart from degenerated state) determines the wavefunction of ground state. So, all the
other observables of the system are also uniquely determined. Then we can rewrite the energy as
a function of wavefunction as
E[ρ(r )] = E[ρ(r )] = 〈ψ| Ĥ |ψ〉 (2.13)
On the other hand, the ground state energy (E0) can be expressed by the unique electron density
ρ0(r )
E0 = E[ρ0(r )] = 〈ψ0| Ĥ |ψ0〉 (2.14)
Considering the variational principle, a different electron density state ρ′(r ) will give rise a higher
energy
E′ = E[ρ′(r )] = 〈ψ′| Ĥ |ψ′〉 > 〈ψ0| Ĥ |ψ0〉 = E0 (2.15)
Therefore the ground state really has the lowest energy functional. Moreover, the charge density
and energy at the ground state can be obtained by minimizing the energy functional with respect
to the variations in the charge density ρ0(r ).
In summary, the charge density ρ(r ) is considered as the basic variable in HK theorems.
However, the problem is still unsolved because the universal functional FHK [n(r )] is unknown.
W. Kohn and L.J. Sham [149] derived the explicit universal functional FHK [n(r )] by inducing the
Kohn-Sham ansatz as following.
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2.2.2 Kohn-Sham Equations
After the birth of Schrödinger equation, quantum mechanics was immediately applied in analyt-
ically solving the Hydrogen or hydrogen-like atom system. Thereafter, Hartree introduced the
self-consistent field method to approach the wave functions and energies for many-body time-
independent Schrödinger equation [154]. Unfortunately, the method did not respect to the anti-
symmetry principle for wave function. Fock modified Hartree’s method by considering exchange
coupling and the principle of antisymmetry of the wave function in the self-consistent field method.
This leads to the famous Hartree-Fock method [155], which is a variational, wavefunction-based
approximation, where the solution for the many body system is approached by a single-particle
picture. The electrons are treated as single particle orbitals, where the interactions of the other
electrons are approximated in an effective potential. The Hartree-Fock method is the basic theory
for energy band theory. However, the electron correlation is not considered in such a method.
Motivated by the Hartree-Fock method, Kohn and Sham [149] proposed a way to determine
the explicit functional of electron density and kinetic energy for the Hohenberg-Kohn theorems.
Here, the many body system is mapped onto a fictitious noninteracting system with the same
electron density as the many body system, such that we can solve the many body problem in a
single-particle-like Schrödinger equation way while the electron interaction part is summarized in
an exchange-correlation term. The mapping is performed for the purpose to minimize the energy
functional of the fictitious noninteracting system by using the variational principle.
In the non-interacting system, only the kinetic energy T [ρ(r )] makes a contribution to the
universal functional F : F 0[ρ(r )] = T [ρ(r )] (the superscript “0” represents the non-interaction
system). Moreover, the universal functional of the interacting system is logically written by
F [ρ(r )] = Ts[ρ(r )] + UH [ρ(r )] + EXC [ρ(r )], (2.16)
where UH [ρ(r )] denotes the electrostatic interaction which is expressed by
UH [ρ(r )] =
1
2
∫ ∫ ρ(r )ρ(r ′)
|r − r ′|
drdr ′. (2.17)
In Eq. (2.16), we use the kinetic energy of the non-interacting system, where the kinetic energy
difference between interacting and non-interacting systems is counted in the term EXC [ρ(r )]. In
the fictitious non-interacting system, the following constrained conditions should be satisfied
ρ(r ) =
∑
i
ρi(r )|φi(r )|2, (2.18)
〈φi|φj〉 = δij. (2.19)
The kinetic energy is obtained by the constrained condition functional
T [ρ] = min
ρi,φi
{∑
i
〈φi|∇2|φi〉
}
, ρ(r ) =
∑
i
ρi(r )|φi(r )|2, 〈φi|φj〉 = δij (2.20)
Then the ground state energy is evaluated by
E[νext, ρ] = min
ρi,φi
{
T [
∑
i
ρi|φi|2] + UH [
∑
i
ρi|φi|2] + EXC [
∑
i
ρi|φi|2]− 〈ρ|νext〉
}
,
ρ(r ) =
∑
i
ρi(r )|φi(r )|2, 〈φi|φj〉 = δij.
(2.21)
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The exchange correlation term (EXC [ρ(r )]) is the contribution from all errors derived by
the treatment of noninteracting system apart from the classical Coulomb self-interaction term
VH [ρ(r )]. Based on variation principle, we can obtain the single-particle-like Schrödinger equa-
tion
[−12∇
2 + VKS(r )]φj(r ) = εjφj(r ), (2.22)
where φj(r ) and εj denote the one-electron wave function (called Kohn-Sham orbital) of the
fictitious noninteracting system and the corresponding Kohn-Sham eigenvalue. The electron moves
in the effective Kohn-Sham potential
VKS(r ) = νext(r ) + VH(r ) + VXC(r ), (2.23)
where the external potential νext(r ) is also included, while the Hartree energy related potential is
called as Hartree potential
VH(r ) =
δU [ρ]
δρ(r ) =
∫ ρ(r ′)
|r − r ′|
dr ′. (2.24)
And the exchange-correlation contribution is
VXC(r ) =
δEXC [ρ]
δρ(r ) . (2.25)
The fine exchange-correlation VXC for the fictitious noninteracting system should result in the right
ground electron density ρ(r ) for the original interacting many body system, which is expressed
by the state φj of noninteracting system. The Kohn-Sham potential Eq. (2.23) depends on the
accuracy of the electron density functional ρ(r ) in Eq. (2.18) obtained from an iterative solution of
Eqs. (2.22), (2.23), (2.20), (2.21) and are dubbed as Kohn-Sham equations. Kohn-Sham equations
are now widely applied in modern DFT codes. As shown in Fig. (4), the procedure is that we set
an initial guessed starting electron density. Finally, we can solve the equations iteratively to reach
self-consistency.
2.2.3 Exchange Correlation Functional
Until now, the Kohn-Sham equations are strictly clear and exact, except for the unknown exchange
correlation term. In principle, we can get the strictly exact solution for such Kohn-Sham equations
if the exchange correlation functional is chosen properly. However, in practice, the exchange
correlation functional cannot be exactly determined. Firstly, it is conceptually impossible: We
can never obtain the wavefunction for any many-body system. Secondly, the inaccuracy originates
from the numerical nature. So the wave functions can only be numerically expressed using a
certain basis. An exact solution requires a complete basis set. However, the problems cannot
be solved analytically. This means we have to use the infinite expansion expression to approach
the real wavefunction, which can never be realized in a numerical way. We have to set a suitable
expansion cut-off. In conclusion, some further approximations have to be considered to approach
the exchange correlation functional.
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Figure 4: Scheme of the iterative numerical way to procedure Kohn-Sham equations in a self-consistency
way for normal DFT calculations.
2.2.4 Local Density Approximation
One simple idea to construct Exchange Correlation Functional is based on the homogeneous
electron gas (HEG) model, where the electrons are treated as localized on a positive charge
background of nuclei [148]. The exchange contribution in the HEG can be analytically known.
On the other hand, the electron density can be split into exchange (eHEGX ) and correlation (eHEGC )
parts:
eHEGXC [ρ(r )] = eHEGX [ρ(r )] + eHEGC [ρ(r )]. (2.26)
For the nonspinpolarized system, the exchange correlation functional is expressed as
ELDAXC [ρ(r )] =
∫
ρ(r )eHEGXC [ρ(r )]dr
=
∫
(eHEGX [ρ(r )] + eHEGC [ρ(r )])dr
= ELDAX [ρ(r )] + ELDAC [ρ(r )].
(2.27)
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Obviously, the exchange correlation ELDAXC only depends on the local density. So such functional is
named as local density approximation (LDA) [156]. The expression of exchange energy functional
eLDAX is analytically written as [156]
ELDAX [ρ(r )] =
∫
ρ(r )eHEGX [ρ(r )]dr
= −34(
3
π
)1/3
∫
ρ(r )4/3dr
(2.28)
where
eHEGX [ρ(r )] = −
3
4(
3
π
)1/3ρ(r )1/3. (2.29)
On the other hand, the correlation part cannot be explicitly expressed, implying further approx-
imation is still needed. One simple approximation is based on the perturbation theory. In current
DFT codes, the expressions are parameterized based on the data of quantum Monte Carlo simu-
lations of the HEG [157]. The HEG somehow behaves like a metallic system. So LDA functional
is well suited for metallic solids. Surprisingly, LDA also can give rise to fine results for a molecule
system due to system-error cancellation [151]. However, LDA tends to overestimate the bind-
ing energies, resulting in too short bond lengths. Several LDA xc functionals have already been
widely applied in modern DFT codes, e.g., Vosko-Wilk-Nusair (VWN), Perdew-Zunger (PZ81),
Cole-Perdew (CP), and Perdew-Wang (PW92) [156, 158, 159, 160].
2.2.5 Generalized Gradient Approximation
More physically, the electron density should have a gradient, where the homogeneous gas model is
not strictly exact. So, a more accurate approximation is to consider the electron density distribu-
tion has a gradient, meaning the exchange-correlation functional is affected by both the electron
density and the corresponding gradient. A so-called gradient expansion approximations (GEA)
tried to include higher-order corrections in terms of |∇ρ(r )|, |∇2ρ(r )| etc. [161]. However, such
approximation always gives rise to even worse results than LDA. A modified approximation of GEA
was made by a more general functional of both the electron density ρ(r ) and the corresponding
gradient ∇ρ(r ) instead of a power series like expansion [162], which is expressed as
EGGAXC [ρ(r )] =
∫
f(ρ(r ),∇ρ(r ))dr . (2.30)
Such approximation is called generalized gradient approximation (GGA), which is especially ac-
curate for systems with a significant inhomogeneous electron density. At present, there are two
concepts for GGA. Becke argued that the GGA functional should be fitted by the experimental
and computational data and whether a functional good or not is determined by the computa-
tional results. An important functional based on such a concept is the B88 functional proposed by
Becke [163]. On the other hand, Perdew held the point that the functional should be determined
by the physical nature of a solid system. Based on such a concept, Perdew, Burke and Ernzerhof
developed the so-called PBE functional [162], without any empirical parameters.
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2.2.6 Spin-polarized calculations in DFT
Up to now, we have focused on the nonmagnetic system. In order to understand magnetic mate-
rials, it is necessary to expand DFT to spin-polarized systems. For the collinear magnetism, one
simple treatment is to deal with the electron density in each spin orientation, that is to decompose
electron density ρ(r ) into spin up ρ↑(r ) and spin down ρ↓(r ) channels. Then the total electron
density ρ(r ), spin density s(r ) and spin polarization (P (r )) can be written as
ρ(r ) = ρ↑(r ) + ρ↓(r ) (2.31)
s(r ) = ρ↑(r )− ρ↓(r ) (2.32)
P (r ) = ρ↑(r )− ρ↓(r )
ρ↑(r ) + ρ↓(r )
(2.33)
The Kohn-Sham equations are then decomposed into spin-up and -down channels with a spin
dependent equations indexed by σ:
[−12∇
2 + V σKS(r )]φσj (r ) = εσj φσj (r ). (2.34)
V σKS(r ) = νσ(r ) +
δU [ρ↑(r ), ρ↓(r )]
δρσ
+ δEXC [ρ↑(r ), ρ↓(r )]
δρσ
(2.35)
ρ(r ) =
∑
σ
Nσ∑
j=1
|φσj (r )|2 (2.36)
where Nα is the number of electrons for spin α (up or down) channel. Then the exchange corre-
lation functional is changed accordingly into local spin density approximation (LSDA). Logically,
we can write the LDA and GGA functionals in the form of
ELSDAXC [ρ↑(r ), ρ↓(r )] =
∫
ρ(r )eHEGXC [ρ↑(r ), ρ↓(r )]dr (2.37)
EGGAXC [ρ↑(r ), ρ↓(r )] =
∫
f(ρ↑(r ), ρ↓(r ),∇ρ↑(r ),∇ρ↓(r ))dr . (2.38)
Based on functional deviation, the effective exchange-correlation potential is logically written as:
ν
LSDA/GGA
XC-σ =
δE
LSDA/GGA
XC
δρσ
(2.39)
where σ denotes the spin polarization direction of spin up or spin down channel.
Further, the non-collinear magnetic DFT calculations can be realized by substituting a 3D spin
density s(r ) matrix into the spin-polarized calculations scheme.
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2.3 Relativistic Effect in DFT
It is well known that spin is of the relativistic origin [7]. The relativistic effects on a solid system can
be divided into the kinematical and spin-orbit coupling (SOC) parts [7]. The kinematical effects
originate from “contracted” orbitals due to the high speed electron moving around a heavy nucleus,
which are more probably in s and p shells. However, orbitals with larger angular momentum are
affected by core orbitals in an expansion of the valence state (d and f orbitals). On the other
hand, the spin-orbit coupling, namely the coupling between orbital and spin degrees of freedom,
will give rise to subshell splitting [7]. In the following, we will focus on the spin-orbit coupling
effect, which is described by a four component formulated Dirac equation [164]. The single particle
Dirac equation is written as
HDψ = Eψ, (2.40)
where ψ denotes the four component single particle wavefunction and HD is the single particle
Dirac Hamiltonian
HD = cα · p + βmc2 + V. (2.41)
Here, αi (i=1,2,3) and β are defined to satisfy the energy-momentum relation
αi =
[
0 σi
σi 0
]
, β =
[
I2 0
0 −I2
]
, (2.42)
where σi denotes the Pauli matrix [164, 165], p is the momentum operator p = −iħh∇ and I2 is
a 2× 2 unit matrix
I2 =
[
1 0
0 1
]
. (2.43)
The magnetism or spin can be physically explained by the Dirac theory for the electrons [166].
Firstly, the magnetization connects spin with Maxwell equation. Secondly, the spin-orbit interac-
tion is the origin for the magneto-crystalline anisotropy. The first aspect will help us to construct
the modern spin-density-functional theory. Assuming the electronmagnetimetic field is described
by the scalar potential ϕ and the vector potential A, the momentum can be obtained by minimal
substitution pµ → p − qA.
At the beginning, we consider only the effect of time-independent vector potential qA. The
stationary Dirac equation for an electron is expressed by
HΨ = EΨ = [cα · (p − eA) + βmc2]Ψ. (2.44)
The solution for the above equation is a four component spinor function in terms of two-
component function φ and χ, which is expressed by
Ψ =
[
φ
χ
]
. (2.45)
Here φ and χ are dubbed as the “large” and “small” components, respectively. Then we can
rewrite the Dirac equation as[
mc2 cσ · (p − eA)
cσ · (p − eA) −mc2
] [
φ
χ
]
= E
[
φ
χ
]
. (2.46)
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Based on the above, we can obtain two coupled equations as
mc2φ+ cσ · (p − eA)χ = Eφ, (2.47)
cσ · (p − eA)φ−mc2χ = Eχ. (2.48)
Define W = E −mc2, which is the energy shift over the rest mass energy. In the non-relativistic
limit, W  mC2. Then we obtain χ = cσ·(p−eA)2mc2+W φ ≈
cσ·(p−eA)
2mc2 φ. Thus, we can obtain
[ 12m(p − eA)
2 − eħh2mσ · (∇× A)]φ = Wφ. (2.49)
As is known ∇ × A = B. The eħh2mσ · (∇ × A) term is just the Zeeman splitting induced by the
magnetic field: µS · B, which is just the concept of spin.
Next, we consider the time-independent scalar potential V = −eϕ. The stationary Dirac
equation will be HΨ = EΨ = [cα · p +βmc2 +V ]Ψ. Here the wavefunction can still be expressed
by the “large” and “small” components. Similarly, we can obtain
[
V +mc2 cσ · p
cσ · p V −mc2
] [
φ
χ
]
= E
[
φ
χ
]
. (2.50)
Then two coupled equations can be obtained
(V +mc2)φ+ cσ · pχ = Eφ, (2.51)
cσ · pφ+ (V −mc2)χ = Eχ (2.52)
Easily, we can get
χ = cσ · p(E − V +mc2)φ. (2.53)
Similar to vector potential case, we can still use the relation W = E −mc2:
1
E − V +mc2 =
1
W − V + 2mc2 =
1
2mc2 (1 +
W − V
2mc2 )
−1 ≈ 12mc2 (1−
W − V
2mc2 ). (2.54)
Substituting the above to Eq. (2.53), we can obtain:
χ = cσ · p 12mc2 (1−
W − V
2mc2 )φ. (2.55)
Moreover, we can get:
( p
2
2m + V −
p4
8m3c2 −
iσ · p × [p, V ]
4m2c2 −
p · [p, V ]
4m2c2 )φ = Wφ, (2.56)
where,
[p, V (r )]φ = −iħh(∇V (r ))φ. (2.57)
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If we consider the relativistic effect as perturbation, we can decompose the Dirac Hamiltonian
into two independent parts as
HDΨ = WΨ +HSOCΨ = EΨ, (2.58)
where W is nonrelativistic contribution and HSOC is the relativistic or spin-orbit coupling effect
part. We call the third term in the left hand of Eq. (2.56) as the spin-orbit coupling term which
is expressed as [166]
HSOC = −
iσ · p × [p, V ]
4m2c2
= − ħh∇V4M2c2σ · p × r
≈ ξ(r)σ · l
(2.59)
where ∇V (r ) = −eφ(r ) is the electrostatic potential felt by the electron. The electrostatic
potential always has strong effect in the core regions. Thus SOC term can be regarded as the
summation of the local contribution ξσ · l. The SOC constant ξ is a radial function as:
ξ(r) = −Zeħh
2
2m2c2
1
r
dφ
dr
. (2.60)
In general, SOC is the interaction between spin and orbit motion around the nucleus. When an
electron is moving around the electric field originated from the nucleus, the atomic energy level
will be shifted due to SOC interaction. Such energy level shifting will be reflected in the electronic
structures, leading to various interesting physics in solid systems. For instance, in a semiconductor
without inversion symmetry, SOC interaction will cause a spin splitting of electron (or hole) at
non-zero K point in absence of magnetic field, which is called Dresselhaus effect [167]. Another
example is the Rushba effect [168], of which the spin splitting happens in the 2D plane where
the inversion symmetry is broken by a gradient potential (∇V ) along the perpendicular direction.
The corresponding Rushba spin-orbit coupling is given by
HR = α(∇V × p) · σ (2.61)
where α = gµBE02mc2 (E0 is the eigenvalue). Furthermore, SOC interaction is the essential physics of
spintronics and magnetic anisotropy, as has been discussed in Chapter of Introduction.
Moreover the Kohn-Sham-Dirac equation is written as [7, 166]
[−iħhcα ·∇+ βmc2 + ν(r ) + νh(r ) + v xc(r )]ψk(r )
−µ0β
∫
dr ′[h(r ′) + hh(r ′) + hxc(r ′)] · δM(r
′)
δψk(r )
= Ekψk(r ).
(2.62)
where ν(r ), νh(r ) and v xc(r ) denote the mechanical, Hartree and exchange correlation potentials,
while h(r ′), hh(r ′), and hxc(r ′) denote the magnetic, Hartree, and exchange correlation fields.
In general, the order of magnitude for hh(r ′) is 2 to 3 times lower than that for hxc(r ′). The
nonlocal term in EXC [J ] is near to the exchange correlation for LSDA:
EXC [J ] ≈ ELSDAXC (2.63)
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Figure 5: Workflow for a typical HTP computational research.
2.4 DFT codes and HTP
In our research, all calculations are carried out in an automatic way within our in-house-developed
high-throughput environment (HTE) [169, 170]. The structure relaxation is performed by using
the Vienna ab initio Simulation Package (VASP) [171, 172] in a two-step manner to save computa-
tional time. Firstly, ultrasoft pseudopotentials [172] are used in combination with the PW91 [173]
exchange correlation functional, where the cutoff energy for the plane wave basis is set to 250
eV and a k-space density of 30 Å−1. The follow-up finer relaxation is done using the projector
augmented plane wave (PAW) method with the exchange-correlation functional under the general-
ized gradient approximation (GGA) parametrized by Perdew, Burke, and Ernzerhof (PBE) [162].
The cutoff energy for the plane wave expansion is increased to 350 eV and the k-mesh density is
increased to 40 Å−1 to achieve a good convergence. The electronic structure together with the
magnetic moments of the candidates are calculated with a k-mesh density of 120 Å−1 using the
full-potential local-orbital minimum-basis band structure scheme (FPLO) [174, 175]. Based on
the force theorem [176], the MAE value is calculated by using FPLO in a two-step way. Firstly,
the self-consist DFT calculation is performed using FPLO code with the the exchange-correlation
functional of PBE-GGA approximation in a k-mesh density of 50 Å−1. Then a one-step DFT
calculation is performed based on the converged charge density within the magnetization parallel
to different directions. Thus the MAE value is obtained by considering the Bloch band energy
difference between different magnetization directions. The semi-classical Boltzmann transport
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calculations are calculated based on the first-principles electronic structures obtained from the
full-potential (linearized) augmented plane wave and local orbitals (FP(L)APW+lo) method, as
implemented in the WIEN2K package [177]. The value of RMTKmax is set to be 8 for good con-
vergence, where RMT is the minimum of the muffin-tin radii of the atoms and Kmax is the cutoff
vector for the interstitial plane waves. The default values of the muffin-tin radii have been chosen
so there is no charge leakage out of the muffin-tin spheres. The self-consistent calculations are
performed using the PBE-GGA approximation for the exchange-correlation functional with a total
Monkhorst-Pack k-points of 8000 in the whole Brillouin zone. Then the semi-classical transport
properties are calculated by using the BoltzTrap code [178] based on the electronic structures
obtained from a one-step calculation with a denser k-points of 64,000 in the whole Brillouin zone.
To satisfy the requirement of new technologies, it is becoming more and more urgent to de-
sign materials with desired properties, leading to the concept of Materials Genome Initiative
(MGI) [179]. Particularly, DFT is a powerful method for material design in MGI due to its high
accuracy. Furthermore, high-throughput (HTP) screening method based on DFT can realize au-
tomation for computational material science [170, 180], where thousands of compounds can be
calculated following the workflows. Using HTP, a large amount of calculations have been done
recently, where the data are also stored for further reutilization (such as machine learning). For
instance, the Automatic Flow (AFLOW) HTP environment is used in screening of super alloys,
high entropy alloys and metallic glasses [181], while Open Quantum Materials Database (OQMD)
HTP is widely applied in the energy materials, such as Li battery electrodes and anodes, Li battery
cathode coatings with HF, inorganic perovskites for solar cell [182]. The automated interactive
infrastructure and database (AiiDA) is a user-friendly environment for HTP computational stud-
ies with the features of open source, plugin framework, high performance computer Interface,
workflows, data provenance, and open science [183]. In 2D field, the Computational 2D Materials
Database (C2DB) is a systematic HTP environment, which has been used to study the stabilities
and magnetic properties of 2D materials [184]. It should be noticed that the HTP calculations for
magnetic materials is still a challenging field. For instance, it is even hard to do calculations in
a HTP manner for the key intrinsic magnetic properties, i.e. MS, MAE and TC. Moreover, it is
a tricky problem to determine the magnetic ground state as the magnetic subspacegroup method
will give rise to too many magnetic structures [185] and the prototype substitution method is
not systematic. In this point of view, we still need to develop a more systematic and reasonable
method to do HTP screening for magnetic materials.
The essential spirit of HTP is to manage the tedious DFT calculations automatically as shown in
Fig. 5. Firstly, the elements are substituted into the initial structure. Then the crystal structures
together with the magnetic spin configurations are relaxed. Based on the relaxed structures, the
database is constructed to determine the thermodynamical stability according to the formation
energy (∆H) and the convex hull (Econ). The follow-up step is to check the mechanical stability
(which is determined by the elastic constant) and the dynamical stability (which is determined
by the Phonon dispersion obtained from Phonopy code [186]). Finally, the physical properties of
the stable candidates are calculated.
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3 Transport Theory
Transport phenomena refer to the transformation of any physical quantity [187], e.g. mass, energy,
momentum, particle, charge, angular momentum etc. All physical changes in the universe are
associated with transport. Regarding this, transport is the fundamental mechanics behind the
evolution of the universe.
Table 2: Comparison between diffusion of momentum, energy and mass.
Transported quantity Physical phenomenon Physical law Equation
Momentum Viscosity Newton fluid τ = −ν ∂ρν∂x
Energy Heat conduction Fourier′s law qA = −k
dT
dx
Mass Molecular diffusion Fick′s law J = −D ∂C∂x
In general, there are two commonalities in transport phenomena as shown below.
1. Diffusion: Diffusion is the movement of anything (e.g., particles, momentum, and energy)
from the high to low density region when there is a gradient source. There are some obvious
similarities in form for the transport equations of diffusion as shown in Table (2) [187]. More
generally, we use the diffusion flux (J) to describe the transfer of a physical quantity (n)
through the local gradient source with the intensity (W)
∂n
∂t
= −∇ · J +W. (3.1)
Analogous to Newton’s second law, the dynamics for a diffusion process can be expressed by
m
d2x
dt2
= 1
µ
dx
dt
+ F (t), (3.2)
where µ and F denote the mobility of particle and the external force.
2. Onsager reciprocal relation: In the first principle, (J) is the flux of transported phys-
ical quantity as a result of the gradient distribution of some physical source (X). In the
homogenous system, the flux should be proportional to the intensity of the physical force
J = LX , (3.3)
where L is the Onsager transport coefficients. In practice, a few kinds of physical sources
and fluxes can coexist. Thus, we should rewrite Eq. (3.3) in a generalized way as
Jk =
∑
l
LklXl, (3.4)
which reflects the effect of the local source on the local flux. Combining the above equation
with statistical physics, we can obtain the flux of local entropy as
(∂S
∂t
)k =
∑
l
LklXl. (3.5)
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According to the second thermodynamics law, the phenomenological coefficients Lkl should
be positive. Furthermore, Onsager stated that the phenomenological coefficients Lkl is sym-
metric except for the case when time-reversal symmetry is broken [188]. In math, such
Onsager reciprocal relation is expressed as
Lkl = Llk. (3.6)
In our research, we focus on the electron transport of solid systems based on the above funda-
mental principles.
3.1 Semi-classical Boltzmann Transport
3.1.1 Boltzmann equation
In general, the transport properties of a solid system are affected by the external fields and (or)
temperature gradients as well as scattering derived by impurities, lattice waves, etc. In the weak
field environment, the dynamical behavior for a wavepacket can be expressed by semi-classical
dynamical equations as
dr
dt
= νn(k) =
1
ħh
∂En(k)
∂k
(3.7)
and
dk
dt
= − e
ħh
ε(r , t)− e
ħhc
νn(k)× B(r , t), (3.8)
where n is the index for the n-th band, while En(k) is the corresponding eigenvalue. ε and B
denote the external electric and magnetic fields.
For a solid state system, there are many electrons. So we use the distribution function to
describe the collective behavior of the electrons:
fnσ(r , k, t)
drdk
(2π)3 . (3.9)
The above equation describes the electron distribution for the spin σ of band n in the interval
phase space within the position dr of r and wavevectors dk of k. The transport properties
of a solid system are determined by the distribution function f(r , k, t). The current density is
eventually written by the integrals of the distribution function for the velocity over the whole
Brillouin zone (Ω)
j(r , t) = − e(2π)3
∑
n,σ
∫
Ω
fn,σ(r , k, t)νn(k)dk. (3.10)
Based on Fermi-Dirac statistics, we know the static equilibrium electron distribution function
is easily written as
f0 = 1
e(En−µ)/kBT + 1 . (3.11)
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where n is the index for the n-th band, while En is the corresponding eigenvalue. We always deal
with the case where the non-equilibrium state does not depart very much from the equilibrium
state. In such a situation, the local interval phase arrivals the local equilibrium, while the whole
system is under nonequilibrium state. Assume τ is the average relaxation time for an interval
phase and T is the relaxation time of the whole system, then the dynamical (δt) process time
should satisfy the condition
τ << δt << T. (3.12)
Considering the electron number conservation rule, without collisions, the electron distribution
function of the solid system must obey the continuity equation such that
∂f
∂t
+∇ · (uf) = 0, (3.13)
where u is in the six-dimensional phase space as u = (ẋ, ẏ, ż, k̇x, k̇y, k̇z). Considering the in-
compressible flow condition, ∇ · u = 0 should be satisfied [189]. Then we can rewrite Eq. (3.13)
as
∂f
∂t
+ u ·∇f = 0. (3.14)
The above equation describes the dynamical behaviour of the electrons by the external force,
which is a reversible process. Such an external force will change the positions and velocities of
the original equilibrium state. Thus the solid system reaches in a nonequilibrium state, which
is assumed to be a nearly equilibrium state. Furthermore, the collisions will force the system to
recover to the equilibrium state. So the collision should be balanced with the impact induced by
the external force. The collisions will change the momentum of the electrons. Arising from the
defects, phonons, or other electrons, the collisions do not allow the discontinuous change for the
number of electrons and their momenta. All collision effects are summarized as a collision term.
Then we can write
∂f
∂t
+ ṙ ·∇rf + k̇ ·∇kf = Ik{f}, (3.15)
where Ik{f} is the collision integral. The above equation is the so called Boltzmann equation. In
general, Ik{f} is a function of r , k and t, and a functional of the distribution function f. The
probability θ(k, k ′) is the collision process for carriers from state k to k ′. The opposite process
has the probability of θ(k ′, k). Based on the detailed balance principle, the probability matrix
should satisfy the following condition θ(k, k ′) = θ(k ′, k). The decrease of distribution at phase
space (r , k) by scattering from k to k ′ is written as
∫
f(r , k, t)[1− f(r , k ′, t)]θ(k, k ′)dk = a. (3.16)
Similarly, the increase of distribution at phase space (r , k) is caused by the scattering process
from k ′ to k as ∫
f(r , k ′, t)[1− f(r , k, t)]θ(k ′, k)dk ′ = b. (3.17)
Eventually, we can write the collision integral as
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Ik{f} = b− a. (3.18)
Collision acts locally in space, establishing a local equilibrium in a short time scale. Such a process
is described by
f0(r , k, t) = 1
exp(E(k−µ((r),t))kBT ((r,t) ) + 1
. (3.19)
To obtain the solution of Boltzmann equation (3.15), we rewrite the distribution function as
f(r , k, t) = f0(r , k, t) + δf(r , k, t). (3.20)
In order to solve the deviation δf(r , k, t), we assume µ = µ(r ) and T = T (r ) are time indepen-
dent. Then the differential of f0 is written as
df0 = kBT
∂f0
∂E
d(E − µ
kBT
)
= kBT
∂f0
∂E
(− dµ
kBT
− (E − µ)dT
kBT 2
+− dE
kBT
)
= −∂f
0
∂E
(∂µ
∂r
· dr + E − µ
T
∂T
∂r
· dr − ∂E
∂k
· dk).
(3.21)
Then
∂f0
∂r
= (∂µ
∂r
+ E − µ
T
T
∂r
)(−∂f
0
∂E
) (3.22)
∂f0
∂k
= ħhν ∂f
0
∂E
. (3.23)
Therefore the Boltzmann equation is obtained as
∂δf
∂t
+ ν ·∇rδf −
e
ħh
[ε+ 1
c
ν × B] · ∂δf
∂k
+ ν · [∇rµ+
E − µ
T
∇rT ](−
∂f0
∂E
) = Ik(f0 + δf). (3.24)
The above is a nonlinear integrodifferential equation in δf . It is noticed that δf is first order
small of f0. So the gradient term ∇rδf is second order smallness. Then we drop the second order
small item, obtaining the linearized Boltzmann equation:
∂δf
∂t
− e
ħh
[ε + 1
c
ν × B] · ∂δf
∂k
+ ν · [∇rµ+
E − µ
T
∇rT ](−
∂f0
∂E
) = Lδf, (3.25)
where Lδf is the linearized collision integral. L is a linear operator acting on δf .
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3.1.2 Relaxation time approximation and metal conductivity
In principle, the nonequilibrium distribution function can be obtained by solving the Boltzmann
equation (3.24). However this equation is a too complex partial differential equation to be easily
solved. If an external field (gradient external magnetic and electrical field, or gradient tempera-
ture) is applied, the system will go beyond the equilibrium. Removing external force, the scattering
term will recover the system to equilibrium. Let us consider the uniform field, where ∇rf = 0.
For convenience, we always use the first order linear to approach the scattering item as
∂f(k, t)
∂t
|collion = b− a = −
f(k, t)− f0(k, t)
τ(k) = −
δf
τ(k) ,
(3.26)
where f0(k, t) is the equilibrium Fermi-Dirac distribution function f0(k) = 1
1+exp(E(k)−µkBT
)
. Here we
use a phenomenological model to describe the Boltzmann partial differential equation by inducing
the difference of the distribution function between nonequilibrium and equilibrium states, and the
relaxation time τ(k). Such method is based on the spirit that the scattering relaxes the system
to the equilibrium state, where the relaxation time is proportional to the difference between
nonequilibrium and equilibrium distribution functions in the linear approach. In general, the
relaxation will be as a function of momentum k. The solution of equation (3.26) is rewritten as
f(k, t) = f0(k) + [f(k, t = 0)− f0(k)]exp[−t/τ [k)]. (3.27)
In the above equation, the initial nonequilibrium distribution function f(k, t = 0) will recover to
the equilibrium distribution function using time τ(k). So, this method is called relaxation time
approximation.
Consider a normal metal under a uniform stationary electric field ε while B = 0 and ∇T = 0.
The external force is expressed as
dk
dt
= − e
ħh
ε. (3.28)
Under such a condition, the distribution function in Boltzmann equation is independent of the
position r . Considering the relaxation time approximation, the Boltzmann equation in Eq. (3.15)
is reduced to
− e
ħh
ε ·∇kf(k) = −
f(k)− f0(k)
τ(k) .
(3.29)
Obviously, the nonequilibrium distribution function f should depend on the external field ε. Then
f can be expressed by the Taylor expansion series in term of ε as
f = f0 + f1 + f2 + ... (3.30)
Then Eq. (3.29) is changed into
e
ħh
ε ·∇kf0 +
e
ħh
ε ·∇kf1 + ... =
f1
τ(k) +
f2
τ(k) + ...
(3.31)
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The terms with the same order should have the same parameter in the right and left in the above
equation. Then we can obtain:
e
ħh
ε ·∇kf0 =
f1
τ(k)
(3.32)
and
e
ħh
ε ·∇kf1 =
f2
τ(k) .
(3.33)
Based on Eq. (3.32), we can rewrite the first item as
f1 = eτ(k)
ħh
ε ·∇kf0
= eτ(k)
ħh
ε · [∇kE(k)(
∂f0
∂E
)]
= eτ(k)ε · ν(k)(∂f
0
∂E
).
(3.34)
Here we have used the relationship of 1ħh∇kE(k) = ν(k), which can be obtained from electronic
structures by using DFT calculations. In the weak field condition, the nonequilibrium distribution
function f is close to the equilibrium distribution function f0. Then we can just consider the zero
and first order terms for the nonequilibrium distribution function, i.e., f = f0 + f1. Then the
current density is expressed as
jα = − 2e(2π)3
∫
Ω
fνα(k)dk
= 2e(2π)3
∫
Ω
(f0 + f1)να(k)dk
= − 2e(2π)3
∫
Ω
f0να(k)dk − 2e
2
(2π)3
∫
Ω
τ(k)νβ(k)[να(k)](∂f
0
∂E
)dk.
(3.35)
The equilibrium distribution f0 makes no contribution to the current density due to the anti-
symmetry relationship f0(−k) = −f0(k). Then
jα = − 2e
2
(2π)3
∫
Ω
τ(k)νβ(k)να(k)(∂f
0
∂E
)dk. (3.36)
Based on Ohm’s law, the conductivity tensor has a linear relationship with the current density as
jα = σαβεβ. So the conductivity tensor thereby can be expressed by
σαβ = − 2e
2
(2π)3
∫
Ω
τ(k)νβ(k)να(k)(∂f
0
∂E
)dk. (3.37)
The partial derivative function for equilibrium distribution function f0 is expressed as
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∂f0
∂E
= −∂f
0
∂µ
= − T
E(k)− µ
∂f0
∂T
= −
exp(E(k)−µkBT )
kBT (exp(E(k)−µkBT ) + 1)
2
. (3.38)
We should notice that the partial functions ∂f
0
∂µ ,
∂f0
∂E and
∂f0
∂T decrease sharply when the eigensvalue
E(k) is away from the chemical potential µ, reaching 0.1% of the peak at just about 5kBT ≈ 0.1
eV (T is room temperature) as showing in Fig. (6). Therefore only the states around Fermi level
make a contribution to the conductivity hence the transport properties.
Figure 6: The distribution ∂f
0
∂E as a function of eigen value E − µ.
3.2 Topological transport
3.2.1 Bloch theorem
In a crystal with the periodic potential, the Hamiltonian of an electron should naturally satisfy
the following condition:
H(r ) = H(r + R), (3.39)
where r and R denote the position of the electron and the translation vector of the lattice,
respectively. Moreover, F. Bloch derived the so-called Bloch theorem [190]. Such theorem states
that the solution eigenfunction of the Schrödinger equation for an electron in a periodic potential
condition should satisfy
|ψn,k(r + R)〉 = eik·R |ψn,k(r )〉 . (3.40)
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On the other hand, Bloch theorem also indicates that the wavefunction of an electron in a periodic
potential must be in the form of
|ψn,k(r )〉 = eik·r |un,k(r )〉 , (3.41)
where un,k has the same periodicity as crystal lattice
|un,k(r + T )〉 = |un,k(r )〉 . (3.42)
The wavefunction of Eq. (3.41) is named as “Bloch wavefunction”. We will give a restricted proof
of the Bloch theorem in the following. Firstly, we define a translation operator TR to describe the
period boundary condition, where any function should obey
TRf(r ) = f(r + R). (3.43)
Considering the periodicity of Hamiltonian in Eq. (3.39), we can obtain:
TRH(r ) |ψn,k(r )〉 = H(r + R) |ψn,k(r + R)〉 = H(r ) |ψn,k(r + R)〉 = H(r )TR |ψn,k(r )〉 .
(3.44)
So,
TRH = HTR. (3.45)
This means H and TR commute with each other. On the other hand, a translation operator that
acts on the lattice just plays a role to shift the lattice. In this point of view, we can easily know
TRTR′ = TR′TR = TR+R′. (3.46)
Therefore any translation operator is associated with a good quantum number, of which the
solution can be simultaneously solved by:
H(r ) |ψn,k(r )〉 = εn,k |ψn,k(r )〉 (3.47)
TR |ψn,k(r )〉 = C(R) |ψn,k(r )〉 . (3.48)
Based on Eq. (3.46), we can easily obtain:
TRTR′ |ψn,k(r )〉 = C(R′)TR |ψn,k(r )〉 = C(R′)C(R) |ψn,k(r )〉 . (3.49)
TRTR′ |ψn,k(r )〉 = TR+R′ |ψn,k(r )〉 = C(R + R′) |ψn,k(r )〉 . (3.50)
So,
C(R′)C(R) = C(R + R′). (3.51)
The translation vector can be expressed by the primitive Bravais lattice
R = n1a1 + n2a2 + n3a3. (3.52)
Based on Eq. (3.51), we can get:
C(R) = C(a1)n1C(a2)n2C(a3)n3. (3.53)
According to the form of Eq. (3.51), the format solution of C(ai) should be
C(ai) = ei2πxi. (3.54)
Here, we use the Born-von Karman boundary condition [188] to describe k = x1b1 +x2b2 +x3b3,
where bi is the basis vector for the reciprocal lattice satisfying bi · aj = 2πδij . Then, we obtain
C(R) = C(a1)n1C(a2)n2C(a3)n3 = ei2π
∑
i xini = ei2π
∑
i ai·bi = eik·R. (3.55)
Substituting Eq. (3.55) into Eq. (3.48), we can get the conclusion
|ψn,k(r + R)〉 = eik·R |ψn,k(r )〉 . (3.56)
Finally, the Bloch theorem is proven.
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3.2.2 Adiabatic theorem
The adiabatic theorem was originally pointed out by M. Born and V. Fock [191]. In such a theorem,
a physical system remains in the instantaneous eigenstate if a given perturbation is acting on it
slowly enough to recover to the equilibrium and if there is a gap between the eigenvalue and the
rest of the Hamiltonian’s spectrum. M. Born and V. Fock also firstly proved such theorem [191]
as follows. The concept is in the situation to deal with the time-dependent Hamiltonian.
The solution of the Schrödinger equation for the time-dependent Hamiltonian is written as
iħh
∂
∂t
Ψ(x, t) = ĤΨ(x, t), (3.57)
which can be obtained from the time-independent Schrödinger equation Ĥψn(x) = Enψn(x) as
Ψ(x, t) =
∑
n
cnΨn(x, t) =
∑
n
cnψn(x)e−iEnt/ħh. (3.58)
The n-th eigenstate Ψn(x, t) of time-dependent Hamiltonian is formed just by picking up a phase
factor −iEnt/ħh from the eigenstate ψn(x) in the time-independent Hamiltonian. In the adiabatic
process, both the eigenvalues and eigenfunctions are time-dependent as the Hamiltonian will
change with-respect to time.
Ĥ(t)ψn(x, t) = En(t)ψn(x, t). (3.59)
At any instant time point, the eigenstate should form a complete orthogonal basis as
〈ψn(t)|ψm(t)〉 = δnm. (3.60)
Based on the Eqs. (3.59), (3.58), and (3.60), we can write the general solution for the time-
dependent Schrödinger equation as
Ψ(t) =
∑
n
cn(t)ψn(t)eiθn(t), (3.61)
where the phase factor is expressed as the integral of energy
θn(t) = −
1
ħh
∫ t
0
En(t′)dt′. (3.62)
Here θn(t) is defined as the dynamic phase factor. Substituting such term, the Schrödinger
equation is then rewritten as
iħh
∑
n
(ċnψn + cnψ̇n + icnψnθ̇n)eiθn =
∑
n
cnĤψne
iθn. (3.63)
Considering θ̇n = − ddt
1
ħh
∫ t
0 En(t′)dt′ = −
En(t)
ħh , the third term of the left side will be
iħh
∑
n icnψnθ̇ne
iθn = ∑n cnEnψneiθn . Based on the time-independent Schrödinger equation,
the third term of the left side is then canceled with the right side for Eq. (3.63). So, we can
obtain ∑
n
ċnψne
iθn(t) = −
∑
n
cnψ̇ne
iθn(t). (3.64)
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Adding an arbitrary eigenstate 〈ψm| to give an inner product, we obtain the following expression
from Eq. (3.64) based on the complete orthogonal basis.
˙cm = −
∑
n
cn
〈
ψm
∣∣∣ψ̇n〉 ei(θn−θm). (3.65)
In Schrödinger equation, the the time derivative is written as
Ḣ |ψn〉+H
∣∣∣ψ̇n〉 = Ėn |ψn〉+ En ∣∣∣ψ̇n〉 . (3.66)
Again, we take the inner product by inducing 〈ψm|
〈ψm| Ḣ |ψn〉+ 〈ψm|H
∣∣∣ψ̇n〉 = 〈ψm| Ėn |ψn〉+ 〈ψm|En ∣∣∣ψ̇n〉 . (3.67)
Considering the hermiticity of Hamiltonian, 〈ψm| Ĥ
∣∣∣ψ̇n〉 = Em 〈ψm∣∣∣ψ̇n〉. Then, we can obtain
〈ψm| Ḣ |ψn〉+ Em
〈
ψm
∣∣∣ψ̇n〉 = Ėnδmn + En 〈ψm∣∣∣ψ̇n〉 . (3.68)
So,
˙cm(t) = −cm
〈
ψm
∣∣∣ψ̇m〉− ∑
n,n6=m
cn
〈ψm| Ḣ |ψn〉
En − Em
ei(θn−θm). (3.69)
In the adiabatic approximation, the evolution time for the system is slowly enough that we can
assume Ḣ ≈ 0. Thus the second term of the above equation can be ignored. Therefore, the
solution is written as
cm(t) = cm(0)eiγm(t) = cm(0)e−
∫ t
0〈ψm(t′)|ψ̇m(t′)〉dt′, (3.70)
where
γm(t) = i
∫ t
0
〈
ψm(t′)
∣∣∣ψ̇m(t′)〉 dt′. (3.71)
The above is the so-called geometric phase, of which the value must be a real number. Assum-
ing cn(0) = 1 and cm(0) = 0, the particle remains in the n-th eigenstate of the time-evolving
Hamiltonian, only picking up the phase factor during the evolution process. Then Eq. (3.61) is
rewritten as
Ψn(t) = eiθn(t)eiγn(t)ψn(t). (3.72)
3.2.3 Berry phase approach
In the adiabatic approximation, the geometric phase factor γn(t) in principle can be canceled out
by an appropriate choice of the gauge for the eigenfunctions. Further, if the adiabatic process is
cyclic, the geometric phase becomes a gauge-invariant physical quantity, dubbed as Berry phase.
In the following, we will discuss Berry phase.
Based on Bloch theorem, the choice of un,k is not unique as there is a phase uncertainty. On
the other hand, any physically observed quantity should be independent of gauge choice. Here we
discuss the system with a Hamiltonian varying through a parameter R → R(t). Moreover, a cyclic
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process happens in such a system from t=0 to T, where R(t = 0)→ R(t = T ). In the system, the
state changes so slowly that it will recover to an instantaneous equilibrium along a closed path C
in the parameter space. For the purpose of understanding the evolution of the phase factor, we
use an instantaneous orthogonal basis un(R(t)) from the instantaneous eigenstates En(t ) with an
instantaneous Hamiltonian H(R(t)) with parameter R(t) at time t:
H(R(t)) |un(R(t))〉 = En(t) |un(R(t))〉 . (3.73)
Due to phase uncertainty, the above equation does not completely determine the eigenstate. On
the other hand, the eigenstate can change smoothly with a single value along the closed path as
the system changes slowly enough. Furthermore, the time resolved evolution of the eigenstate
should be expressed by the time-dependent Schrödinger equation as
iħh
∂
∂t
|Φ(t)〉 = H(R(t)) |Φ(t)〉 . (3.74)
According to adiabatic theorem, the system will always stay in the instantaneous state (ground
state), just picking up a phase factor during the evolution process. Based on Eq (3.70), the time
dependent eigenstate can be expressed by
|Φ(t)〉 = eiγn(t)eiθ(t) |un(R(t))〉 (3.75)
and
∂
∂t
γn(t) = i 〈un(R(t))|
∂
∂t
|un(R(t))〉 . (3.76)
As the eigenstate is time-dependent to parameter R(t). We can obtain: ∂un∂t =
∂un
∂R
dR
dt . Then
based on Eq. (3.71) the geometric phase is expressed by an integral over an arbitrary path in the
parameter phase as
γn(t) = i
∫
〈un|
d
dt
|un〉 dt = i
∫
〈un|
∂
∂R
|un〉·dR = i
∫
〈un|∇R |un〉·dR = i
∫
dR·An(R). (3.77)
That is the geometric phase
γn(t) =
∫
dR · An(R), (3.78)
where An(R) is a vector expressed by:
An(R) = i 〈un(R(t))|∇R |un(R(t))〉 . (3.79)
Such a vector is called “Berry connection” or “Berry vector potential”, originally introduced by
M. Berry [192]. Obviously, the dynamic phase depends on the integrated path of the parameter
phase An(R). The eigenstate will pick up the phase factor γn(t). The vector potential An(R) is a
gauge dependent quantity. After gauge transformation, we can therefore obtain the following
An(R)→ An(R)−∇Rχ (3.80)
and
|un(R(t))〉 → eiχ(R(t)) |un(R(t))〉 . (3.81)
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Thus, the phase factor will be determined by the difference of χ between the initial and final
points: χ(R(t = T ))−χ(R(t = 0)). For a cyclic process through a closed path C, the single value
condition of the wavefunction requires the phase term to be one. Obviously, we can obtain:
χ(R(t = T ))− χ(R(t = 0)) = 2mπ, (3.82)
where m is an integer. Thus, we can conclude that along a closed path the geometric phase is
gauge independent, which is called the “Berry phase” [192]:
γC =
∮
C
dR · An(R). (3.83)
Based on Stokes′ theorem, the Berry phase can also be expressed by the integration of the area
formed by the closed path
γC =
∮
S
dS · Ωn(R). (3.84)
The curvature of the Berry connection is expressed by
Ωn(R) = ∇R × An(R). (3.85)
The αβ component of Berry curvature tensor is obtained by
Ωnαβ(R) =
∂
∂Rα
(A)β −
∂
∂Rβ
(A)α
= i
〈
∂
∂Rα
un(R)
∣∣∣∣∣ ∂∂Rβ un(R)
〉
− i
〈
∂
∂Rβ
un(R)
∣∣∣∣∣ ∂∂Rαun(R)
〉
.
(3.86)
The berry curvature plays a role just like the magnetic field in electrodynamics. In the following, we
will show the derivation of the Berry curvature in another expression. We begin with Schrödinger
equation
H |un(R)〉 = En |un(R)〉 . (3.87)
Inducing the spatial gradient, we can obtain
∇R(H |un(R)〉) = ∇R(En |un(R)〉). (3.88)
The above can be converted into
∇RH |un(R)〉+H |∇Run(R)〉 = ∇REn |un(R)〉+ En |∇Run(R)〉 . (3.89)
By taking an arbitrary state 〈um(R)| in the above equation, we obtain the following expression
〈um(R)|∇RH |un(R)〉+〈um(R)|H |∇Run(R)〉 = 〈um(R)|∇REn |un(R)〉+〈um(R)|En |∇Run(R)〉 .
(3.90)
That is
〈um(R)|∇RH |un(R)〉+ 〈um(R)|H |∇Run(R)〉 = ∇REnδmn + En 〈um(R)|∇Run(R)〉 . (3.91)
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We can also make use of the hermiticity relationship of Hamiltonian: 〈um(R)|H |∇Run(R)〉 =
Em 〈um(R)|∇Run(R)〉. Then we can obtain:
〈um(R)|∇RH |un(R)〉+ Em 〈um(R)|∇Run(R)〉 = ∇REnδmn + En 〈um(R)|∇Run(R)〉 . (3.92)
So, for n 6= m, we can conclude the identity as
〈um(R)|∇Run(R)〉 =
〈um(R)|∇RH |un(R)〉
En − Em
. (3.93)
We should notice the completeness relation for the basis∑
m
|um〉 〈um| = 1. (3.94)
The Berry phase can be expressed by substituting Eq. (3.79) into Eq. (3.90)
γC = i
∫
S
dS · Ω(R)
= i
∫
S
dS ·∇× 〈un|∇ |un〉
= i
∫
S
dS · [〈∇un| × |∇un〉+ 〈un|∇× |∇un〉]
= i
∫
S
dS · 〈∇un| × |∇un〉
= i
∫
S
dS ·
∑
m,m6=n
〈∇un|um〉 × 〈um|∇un〉 .
(3.95)
The phase factor should be a real number. So the above equation suggests the Berry phase is the
negative value of the imaginary part
γC = −Im
∫
S
dS ·
∑
m,m6=n
〈∇un|um〉 × 〈um|∇un〉 . (3.96)
By substituting Eq (3.93) into Eq (3.96) and considering the commutative of the index m and
n, we can finally obtain the perturbation theory expression of Berry curvature as
Ωn = Im
∑
m6=n
〈un(R)|∇RH |um(R)〉 × 〈um(R)|∇RH |un(R)〉
(En − Em)2
. (3.97)
3.2.4 Magnetic monopole
In this part, we will discuss two simple examples of Berry phase applications. The Hamiltonian
for a two level system is generally written as
H = 12
[
Z X − iY
X + iY −Z
]
= 12(R · σ). (3.98)
The two states have the eigenvalues of E± = ±R = ±
√
X2 + Y 2 + Z2, crossing with each other
at the original point (R = 0). This result demonstrates that the degeneracy occurs when all
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three parameters vanish, which has been originally discovered by V Neumann and Wigner [193]:
it is necessary to vary three parameters in order to obtain an accident degeneracy for a Hermit
Hamiltonian. The gradient of the Hamiltonian is ∇RH = 12σ. Therefore the Berry curvature is
Ω = 12
R
R2
, (3.99)
which can be considered as a magnetic field originated from a monopole at the original point. In
the monopole, the integration of the Berry curvature over a sphere on the surface can be calculated
as
1
2π
∫
S
dS · Ω = 1. (3.100)
The divergence of the curvature is
∇R · Ω = 2πδ(R). (3.101)
Obviously, the magnetic field behaves like a point resource field at R = 0, leading to Berry
curvature. Such special field is called as “magnetic monopole” [193].
3.2.5 Berry phase for Bloch bands
In a solid system with crystal periodicity, the eigenstate ψnk in the Hamiltonian is expressed by
the quantum number of (k, n). Based on Bloch theory, the eigenstate is expressed by
ψnk(r ) = eik·runk(r ) (3.102)
and
Hψnk(r ) = Enkψnk(r ). (3.103)
In the momentum representation, we can rewrite
Hkψnk(r ) = Enkψnk(r ), (3.104)
where H(k) is generated by Fourier transformation
Hkψnk(r ) = e−ik·rHeik·r . (3.105)
If we select k as the parameter R in the Berry phase, we can construct Berry connection as
An(k) = i 〈unk |
∂
∂k
|unk〉 . (3.106)
For the Bloch bands, we select the closed path over the whole Brillouin zone (BZ). Based on
Eqs. (3.83) and (3.79), the Berry phase is written as
γC = i
∫
BZ
dk · 〈un(k)|∇k |un(k)〉 . (3.107)
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Similar to Eq. (3.85), the Berry curvature of the Bloch bands is expressed by
Ωn(k) = ∇k × 〈un(k)| i∇k |un(k)〉 . (3.108)
In a solid system, the driving force of the electron dynamics could be either an external electric
or magnetic field. In the weak field condition, we can use the perturbation theory to express the
Berry curvature as
Ωnij = Im
∑
m 6=n
〈unk(k)|∇kiHk |umk(k)〉 × 〈umk(k)|∇kjHk |unk(k)〉
(Enk − Emk)2
. (3.109)
In general, we are interested in Hamiltonian which dependents not only on the k but also another
parameter λ, meaning H = H(λ, k). In general, the Berry phase should be in phase (λ, k) space
with components: Ωnkk ≡ Ωnk and Ωnλλ ≡ Ωnλ, which can be easily obtained from Eq. (3.109).
Merging ki and kj in k, we can write a Berry curvature involving λ- and k-derivatives:
Ωnλk = Im
∑
m6=n
〈unk |∇kH(k, λ) |umk〉 × 〈umk |∇λH(k, λ) |unk〉
(Enk − Emk)2
, (3.110)
which is called the mixed Berry curvature. Obviously, in the k space, the Berry curvature should
obey the following symmetric constraints [194]: (i) having time-reversal symmetry, Ωn(-k) =
-Ω(k); (ii) having space-inversion Ωn(-k) = Ω(k). Therefore, with both space and time inversion
symmetries, the solid system will have exactly zero Berry curvature at each k point. In order to
achieve non-trivial Berry curvature, the material can have (i) either non-zero electric polarization,
breaking the space-inversion symmetry, (ii) or spontaneous magnetization (such as ferromagnetic
or anti-ferromagnetic), which breaks the time inversion symmetry [194]. From now on, we will
focus on the spontaneous magnetization situation.
3.2.6 Anomalous Hall conductivity
In this part, we will demonstrate the method to calculate the intrinsic anomalous Hall conductivity
(AHC) in solids based on Berry phase approach. Let us begin with the unperturbed Hamiltonian
H = p
2
2m + V (r ). (3.111)
The evolution of velocity for electrons is beyond adiabatic approximation. On the other hand,
under a weak electric field ε, the Bloch theorem is invalid because the wave vector is not a good
quantum number any more. Luckily, the time dependent electric field can be canceled out by
introducing a uniform vector potential:
∂
∂t
A(t) = −ε. (3.112)
Then the Hamiltonian will be time dependent:
H(t) = 12m(p + eA(t))
2 + V (r ). (3.113)
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After gauge transformation, the lattice translation symmetry is retained, implying momentum p
becomes a good quantum number again. Taking the relationship of p = ħhq , we can rewrite the
Hamiltonian as:
H(q , t) = H(q + e
ħh
A(t)). (3.114)
The gauge-invariant crystal momentum is
k = q + e
ħh
A(t). (3.115)
Considering dqdt = 0, we can get
dk
dt
= − e
ħh
ε. (3.116)
The velocity operator is defined as
v = dr
dt
= i
ħh
[H, r ]. (3.117)
In momentum space, the velocity operator is then expressed as
v (q) = dr
dt
= e−iq ·r i
ħh
[H, r ]eiq ·r = 1
ħh
∇qH(q , t). (3.118)
Due to the time dependent term A(t), the wavefunction should be obtained by solving the
time-dependent Schrödinger equation
iħh
∂
∂t
|ψ(t)〉 = H(t) |ψ(t)〉 . (3.119)
We can express ψ(t) in basis of the instantaneous eigenstates un(t) as
|ψ(t)〉 =
∑
n
e−
i
ħh
∫ t
0 dt
′En(t′)an(t) |un(q , t)〉 . (3.120)
Based on time-dependent perturbation theory, we can rewrite the ψ(t) by using the first order
perturbation correction as [194]
|ψ(t)〉 = e− iħh
∫ t
0 dt
′En(t′)[|un(q , t)〉 − iħh
∑
m,m6=n
〈um(q , t)| ∂∂t |un(q , t)〉
En − Em
|um(q , t)〉]. (3.121)
Based on the velocity operator in Eq. (3.118), we can calculate the velocity with perturbated
correction as
v n(q) = −i
∑
m,m6=n
(
〈un(q , t)|∇qH |um(q , t)〉 × 〈um(q , t)| ∂∂tH(q , t) |un(q , t)〉
(En − Em)2
−h.c.)+1
ħh
∇qEn(q).
(3.122)
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Furthermore, based on the mixed Berry phase in Eq. (3.110), we can write the Berry curvature in
the (q , t) space as
Ωntq = −2Im
∑
m6=n
〈unq(q , t)|∇kH(k, t) |umq(q , t)〉 × 〈umq(q , t)| ∂∂tH(q , t) |unq(q , t)〉
(Enq − Emq)2
, (3.123)
So, the velocity is written as
vn(q) =
1
ħh
− Ωntq . (3.124)
Using the identity relationship
〈unq(q , t)|∇qH |umq(q , t)〉 = (En − Em) 〈∇qunq(q , t)|umq(q , t)〉 , (3.125)
we can also write the above Berry curvature as
Ωntq = i(
〈
∇qunq(q , t)
∣∣∣∣∣ ∂∂tunq(q , t)
〉
−
〈
∂
∂t
unq(q , t)
∣∣∣∣∣∇qunq(q , t)
〉
). (3.126)
In summary, in the weak electric field condition, the perturbation will create an anomalous
transverse velocity which is proportional to the Berry curvature of the Bloch band [195]. From
Eqs. (3.115) and (3.116), we can get:
∇q = ∇k (3.127)
∂
∂t
= ∂
∂t
k ·∇k = −
e
ħh
ε ·∇k . (3.128)
Then the velocity is expressed by
vn(k) =
1
ħh
∇qEn(k)−
e
ħh
ε × Ωnk , (3.129)
where
Ωn(k) = i 〈∇kunk | × |∇kunk〉 . (3.130)
In format, the Berry curvature component is written as
Ωnij(k) = Im
∑
m,m6=n
〈unk |∇kiH |umk〉 × 〈umk |∇kjH |unk〉
(En − Em)2
(3.131)
Overall, the external field creates an adiabatic process, where the non-zero Berry curvature will
produce a transverse velocity. Based on the previous semiclassical Boltzmann transport theory,
the electric current density is expressed by the Fermi-Dirac distribution function (f(k))
jα = − 2e(2π)2
∫
dkf(k)να(k) · ε. (3.132)
The first term in Eq. (3.129) makes no contribution to the current density due to anti-symmetry
of Bloch bands. Considering jα = σαβεαβεβ, we can finally conclude the expression of anomalous
Hall conductivity as:
σαβ =
e2
ħh
∑
n
∫
BZ
dkΩnαβ. (3.133)
It should be noticed that the anomalous Hall conductivity expression can also be derived by
the Kubo formula [196].
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4.1 Paper I
In this work, we have carried out a systematic high throughput screening for SGSs out of 12,
000 Heusler with different chemical compositions based on the empirical rule, and we successfully
identified 70 SGSs which are thermodynamically, mechanically, and dynamically stable. It is
demonstrated that the magnetization of such compounds can be understood following the Slater-
Pauling rule but a new scheme of crystal field splitting of the D4h-type is required, originated from
the anisotropic chemical bonding. Furthermore, all four types of SGSs can be realized, where the
conductivities show interesting behavior.
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High-throughput screening for spin-gapless semiconductors in quaternary Heusler compounds
Qiang Gao, Ingo Opahle, and Hongbin Zhang*
Institute of Materials Science, Technische Universität Darmstadt, 64287 Darmstadt, Germany
(Received 1 August 2018; revised manuscript received 14 December 2018; published 27 February 2019)
Based on high-throughput density functional theory calculations, we performed a systematic screening for
spin-gapless semiconductors (SGSs) in quaternary Heusler alloys XX ′Y Z (X, X ′, and Y are transition metal
elements except Tc, and Z is one of B, Al, Ga, In, Si, Ge, Sn, Pb, P, As, Sb, and Bi). Following an empirical
rule, we focused on compounds with 21, 26, or 28 valence electrons, resulting in 12 000 possible chemical
compositions. After systematically evaluating the thermodynamic, mechanical, and dynamical stabilities, we
have identified 70 so far unreported SGSs, confirmed by explicit electronic structure calculations with proper
magnetic ground states, of which 17 candidates have a distance to the convex hull smaller than 0.10 eV/atom.
It is demonstrated that all four types of SGSs can be realized, defined based on the spin characters of the bands
around the Fermi energy. Type-II SGSs show promising transport properties for spintronic applications. The
effect of spin-orbit coupling is investigated, resulting in large anisotropic magnetoresistance and anomalous
Nernst effects.
DOI: 10.1103/PhysRevMaterials.3.024410
I. INTRODUCTION
In recent years, spin-gapless semiconductors (SGSs) have
drawn intensive attention to the spintronics community. Con-
ventional SGSs are half metals with the majority-spin channel
being semimetallic, i.e., the gap is zero, while there is a finite
band gap in the minority-spin channel. Following Ref. [1],
four types of SGSs can be defined based on the spin char-
acter of the bands around the Fermi energy as sketched in
Fig. 1(a). In the type-I SGSs, the valence band maximum
(VBM) and conduction band minimum (CBM) are in the same
spin channel while there is a gap in the opposite spin channel.
This is the conventional SGS mentioned above. Moreover, the
CBM and VBM can hold opposite spin characters, hereafter
dubbed type-II SGSs. Additionally, if the VBM (CBM) is of
one spin character while the CBMs (VBMs) originate from
both spin channels, type-III (type-IV) SGSs will be defined. In
principle, the VBM and CBM can touch each other at the same
or different k points, corresponding to the direct or indirect
zero band gap. In comparison to the usual half metals, the
100% spin-polarized carriers can be excited from the valence
to conduction bands with no energy cost, leading to new
functionalities and potential applications in logic gates. For
instance, the spin-polarized transport properties of SGSs can
be tuned by shifting the Fermi energy with finite gate voltages
[1,2], which is promising for future spintronic applications.
Based on first-principles calculations, it was originally
proposed that Co-doped PbPdO2 can host the SGS state [1].
However, its Curie temperature (TC) is just about 180 K
[3], well below room temperature. The first above-room-
temperature SGS was experimentally observed in the inverse
Heusler Mn2CoAl (TC = 720 K) [2]. Later on, the Heusler
compounds were considered outstanding candidates for SGSs.
*Corresponding author: hzhang@tmm.tu-darmstadt.de
For example, ternary Heusler Ti2MnAl, quaternary Heusler
CoFeMnSi, and DO3-type Heusler V3Al were predicted theo-
retically to be SGSs [4–6] and also confirmed by experimental
measurements [7–9]. Interestingly, during the explorations
of SGSs in the Heusler compounds, an empirical rule was
discovered. That is, the Heusler compounds with 18, 21, 26, or
28 valence electrons are more likely to realize the SGS phase
[4,10,11]. However, there has been no systematic study to
design novel SGS Heusler systems. Particularly, there are still
a few questions about SGSs to be understood. For instance, all
four types of SGSs should in principle exist but most exper-
imentally studied systems are of type I and type II [4,5,10].
A particularly intriguing question is the effect of spin-orbit
coupling (SOC) on the transport properties of SGSs, i.e.,
whether a band gap can be opened with nontrivial topological
properties. Wang has proposed recently that SGSs are promis-
ing for massless and dissipationless spintronics and quantum
anomalous Hall effects [12]. In this regard, SGSs with direct
band touching will be very interesting, since they may host
nontrivial topological properties after considering SOC.
On the other hand, high-throughput (HTP) screening based
on density functional theory (DFT) calculations has been
proven to be an efficient way to search for materials with
desired properties [13,14]. Using the AFLOWLIB database,
Carrete et al. have done HTP calculations on approximately
79 000 half-Heusler compounds and found 75 systems which
are thermodynamically stable, where the thermal conductivi-
ties and thermoelectric performance have also been evaluated
[15]. The Heusler compounds with ten valence electrons
(X2Y Z , X = Ca, Sr, and Ba; Y= Au; Z = Sn, Pb, As, Sb,
and Bi) are demonstrated to have ultralow lattice thermal
conductivities according to He’s HTP calculations [16]. In a
more recent HTP study, He et al. have identified 99 new non-
magnetic semiconductors following the 18 valence electron
rule with promising thermoelectric properties [17]. Further-
more, for spintronic applications, Ma et al. have performed a
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(b)
(c)
Crystal Structure 4a 4b 4c 4d
S1 X X Y Z
S2 X Y X Z
S3 Y X X Z
(d)
Spin configuration X X Y Z
NM - - - -
FM ↑ ↑ ↑ -
AF1 ↑ ↓ ↑ -
AF2 ↑ ↓ ↓ -
AF3 ↑ ↑ ↓ -
(e)
Generate Heusler alloys
Relax crystal structure
& magnetic configuration
Check Mtot
Calculate electronic structure
Check mechanical &
dynamical stabilities
Transport calculations
If NV = 21, 26, 28
If H ≤ 0 eV/atom
If Mtot ≈ 3, 2, 4 µB
FIG. 1. (a) Sketches of the density of states for the four types
of SGSs, defined based on the touching schemes of the majority
(marked in blue) and minority (marked in red) bands. (b) The crystal
structure of quaternary Heusler XX ′Y Z , where the solid (dashed)
lines indicate the conventional cubic (primitive rhombohedral) cell.
(c) The three possible site occupations for a quaternary Heusler
alloy with a specific chemical composition. (d) The possible spin
configurations within the primitive cell. (e) The work flow for the
present HTP screening.
systemic HTP study on 405 inverse Heusler alloys resulting
in 14 stable semiconductors and 10 half metals [18]. Focusing
on the magnetic properties, Sanvito et al. did HTP calculations
on 36 540 Heusler alloys, leading to 248 thermodynamically
stable compounds with 20 magnetic cases [19]. Moreover, 21
antiferromagnetic Heusler compounds with high Néel temper-
ature have been proposed for spintronic applications [20]. Last
but not least, among 286 Heusler compounds, HTP screening
calculations suggest 62% have a tetragonal structure due to
the peak-and-valley character in the density of states [21].
In this work, we have carried out a systematic HTP
screening for SGSs in Heusler compounds (including DO3
binary, ternary, and quaternary Heusler systems). Based on the
empirical rule, we considered 12 000 systems with 21, 26, or
28 valence electrons and identified 80 novel SGSs, which are
thermodynamically stable based on the formation energies.
Among them, 70 are both mechanically and dynamically
stable. It is noted that the Heusler alloys with 18 valence
electrons are also promising for realizing SGSs [4,7,22],
which will be investigated in the future. We have identified
all four types of SGSs in the quaternary Heusler compounds,
together with one case showing direct band touching at the
Fermi energy. The longitudinal and transversal transport prop-
erties were also evaluated based on the semiclassical transport
theory, revealing that SGSs are promising materials for spin-
tronic applications. It is demonstrated that the magnetization
direction can be used to tailor the electronic structure and
hence the physical properties for SGSs with heavy elements,
due to the anisotropy caused by SOC.
II. COMPUTATIONAL DETAILS
We considered quaternary Heusler compounds with a gen-
eral chemical formula XX ′Y Z , where X, X ′, and Y are tran-
sition metal elements except for the radioactive Tc, and Z
is one of the main group elements among B, Al, Ga, In, Si,
Ge, Sn, Pb, P, As, Sb, and Bi. For convenience, the ternary
and binary (DO3-type) Heusler systems are considered as
quaternary Heusler by allowing X, X ′, or Y to be the same
element. As shown in Fig. 1(b), quaternary Heusler XX ′Y Z
has the so-called LiMgPdSn-type structure with space group
F 4̄3m (space group 216), consisting of 4 Wyckoff positions
4a(0,0,0), 4c( 14 ,
1
4 ,
1
4 ), 4b(
1
2 ,
1
2 ,
1
2 ), and 4d(
3
4 ,
3
4 ,
3
4 ) [23,24].
According to the empirical rule for the number of valence
electrons (NV ), all the possible chemical composition with 21,
26, and 28 valence electrons are generated, leading to about
12 000 possible compounds. Moreover, three site occupations
are considered for each chemical composition, as shown in
Fig. 1(c) [25]. Lastly, we consider that all the transition
metal elements (X, X ′, and Y) are magnetic while the main
group element (Z) is nonmagnetic (NM). For each chemical
composition in each site occupation, we consider five spin
configurations, namely, the NM, FM, AF1, AF2, and AF3
phases [Fig. 1(d)].
The HTP screening has been carried out in an automated
way following the work flow shown in Fig. 1(e), managed
with our in-house-developed high-throughput environment
(HTE) [14,26]. The DFT calculations are performed using the
Vienna ab initio Simulation Package (VASP) [27,28]. For each
composition-occupation case, the structural relaxation is done
in a two-step manner to save computational time. In the first
step, ultrasoft pseudopotentials [29] are used in combination
with the PW91 [30] exchange correlation functional, where
the cutoff energy for the plane wave basis is set to 250 eV and
a k-space density of 30 Å
−1
. The follow-up finer relaxation
is done using the projector augmented plane wave (PAW)
method with the exchange-correlation functional under the
generalized gradient approximation (GGA) parametrized by
Perdew, Burke, and Ernzerhof (PBE) [31]. The cutoff energy
for the plane wave expansion is increased to 350 eV and
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the k-mesh density is increased to 40 Å
−1
to achieve good
convergence. The structural relaxations are done for each
magnetic configuration mentioned above.
After obtaining the magnetic ground state together with
the optimized crystalline structures, the formation energy
(H) is evaluated to verify the thermodynamic stability, i.e.,
the stability with respect to decomposing into constituting
elements. For a general quaternary Heusler XX ′Y Z , the for-
mation energy is expressed as
HXX
′Y Z = 14 [EXX
′Y Z − (EX + EX ′ + EY + EZ )], (1)
where EX , EX
′
, EY , and EZ are the energies of elements X, X ′,
Y, and Z in their bulk forms, while EXX
′Y Z is the ground state
energy of XX ′Y Z . In addition, we also evaluated the distances
to the convex hull based on the Open Quantum Materials
Database (OQMD) [32].
The electronic structure together with the magnetic mo-
ments of the compounds with negative formation energies
are calculated with a denser k mesh of 21 × 21 × 21 using
the full-potential local-orbital minimum-basis band structure
scheme (FPLO) [33,34]. The SGS phase can be identified
by examining the value of magnetic moments (i.e., being an
integer following the Slater-Pauling rule as discussed below)
and the band structure directly.
For the candidate SGSs, we further checked the mechanical
and dynamical stability. The mechanical stability describes
the stability of the crystal against deformations or distortions
in terms of strain, which can be obtained based on the elastic
constants (Ci j). The elastic constants are associated with the
second-order change of the internal energy for a crystal under
an arbitrary deformation of strain as
Ci j = 1
V0
(
∂2E
∂εi∂ε j
)
, (2)
where E is the internal energy, V0 is the equilibrium volume
of the crystal, and εi or ε j denote applied strains. For a cubic
crystal system (such as Heusler compounds in this work), the
elastic constant matrix has only three independent elements as
Ccubic=
⎡
⎢⎢⎢⎢⎢⎢⎣
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44
⎤
⎥⎥⎥⎥⎥⎥⎦
. (3)
Correspondingly, the Born stability conditions [35] suggest
C11 + 2C12 > 0, C11 − C12 > 0, C44 > 0, (4)
which are related to the bulk, tetragonal, and shear moduli,
respectively.
On the other hand, the dynamical stability describes the
change of the total energy with respect to the internal degrees
of freedom, i.e., the atomic displacements. In the harmonic
approximation, the total energy of a crystal can be expressed
as in terms of displacements DRσ ,
E = E0 + 1
2
∑
R,σ
∑
R′,σ ′
DRσ
σσ ′
RR′DR′σ ′ , (5)
where R is the position, σ is the Cartesian index, and σσ
′
RR′ is
the interatomic force constant matrix. The dynamical stability
is determined by the dynamical matrix D(q), which can be
obtained from Fourier transformation of (R) as follows:
D(q) = 1
M
∑
R
(R)e−iqR, (6)
where q is the wave vector of phonon. Dynamical stabil-
ity indicates that D(q) is positive-definite, meaning all the
phonons have real and positive frequencies ω(q). The phonon
dispersion calculations are carried out using the Phonopy [36]
package with force constants obtained from VASP.
Finally, the transport properties are studied for a few
representative SGS candidates, including the anomalous Hall
conductivity (AHC) and the longitudinal conductivity. The
AHC is calculated by integrating the Berry curvature [(k)]
over the whole Brillouin zone (BZ) as σxy = e2h̄
∫
BZ (k)d
3k,
with the Berry curvature given by
xy(k) = 2Im
∑
εnk,εmkEF
∑
m =n
〈ψnk|νx|ψmk〉〈ψmk|νy|ψnk〉
(εmk − εnk )2 , (7)
where ψαk is the spinor Bloch wave function corresponding
to the eigenenergy εαk, and νi is the ith Cartesian component
of the velocity operator. In our calculations, in order to
achieve numerical convergence, the AHC is obtained using
the Wannier interpolation technique based on the maximally
localized Wannier functions [37]. Furthermore, the longitu-
dinal conductivities at finite temperature (300 K) for SGSs
are calculated based on the semiclassical theory with the
BoltzTrap [38] code. Here the energy-independent relaxation
time (τ ) is used to approximate the distribution function as(
∂ f
∂t
)
s
= − f − f0
τ
, (8)
where f0 and f are the equilibrium and nonequilibrium distri-
bution functions, respectively. The conductivity is expressed
by
σαβ (T, μ) = 1
V
∫
σ̄αβ (ε)
[
−∂ f0(T, ε, μ)
∂ε
]
dε, (9)
where α and β are the Cartesian indices, and V and μ indicate
the unit cell volume and the chemical potential, respectively.
The transport distribution function σ̄αβ (ε) can be evaluated by
σ̄αβ (ε) = e
2
N
∑
i,k
τ · να (i, k) · νβ (i, k) · δ(ε − εi,k )
dε
, (10)
να (i, k) = 1
h̄
∇kεi,k, (11)
where k, i, and N are the wave vector, band index, and the
number of the sampled k points. For bonding analysis, the
crystal orbital Hamilton population (COHP) was evaluated
using the LOBSTER code [39].
III. RESULTS AND DISCUSSION
A. HTP search validation
To validate our HTP scheme, we collected previously
reported Heusler SGSs, and compared with our DFT re-
sults (Table I). The lattice constants, total magnetic moments
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TABLE I. Comparisons between our HTP calculations and pre-
vious reported SGSs. For the mechanical and dynamical stabilities,
“1” (“0”) indicates the system is stable (unstable). “Ref. Exp.” and
“Ref. Cal.” denote experimental and computational references. The
latt., H , and Econ are the lattice constant, formation energy, and
distance to the convex hull per atom. “Dyn. sta.” and “Mec. sta.”
mean dynamical and mechanical stabilities.
latt. Mtot H Mec. Dyn. Econ
Compound (Å) (μB) (eV/at.) sta. sta. (eV/at.)
NV = 21
Ti2CoSi 6.081 3.00 − 0.3718 0 1 0.3222
Ref. Cal. [4] 6.030 3.03
MnCrTiSi 5.855 3.02 − 0.4103 1 1 0.1237
Ref. Cal. [40] 5.860 2.98
MnCrVAl 5.897 3.00 − 0.2110 1 1 0.0023
Ref. Cal. [40] 5.900 2.99
MnVTiAs 5.978 2.90 − 0.2353 1 1 0.3807
Ref. Cal. [40] 5.990 2.87
CoVTiAl 5.978 3.00 − 0.3248 1 1 0.1032
Ref. Cal. [40] 6.040 3.00
FeVTiSi 5.978 3.02 − 0.4351 1 1 0.1899
Ref. Cal. [40] 5.910 2.99
FeCrTiAl 5.964 3.02 − 0.2920 1 1 0.0720
Ref. Cal. [40] 5.970 3.00
CoVHfGa 6.193 2.95 − 0.2434 1 1 0.1916
Ref. Cal. [41] 6.260 3.00
CrFeHfGa 6.127 3.00 − 0.1858 1 1 0.1252
Ref. Cal. [41] 6.261 3.02
ZrCoVIn 6.445 2.97 − 0.0632 0 1 0.2468
Ref. Cal. [10] 6.468 3.00 − 0.3500
ZrFeCrIn 6.408 3.02 0.0279 1 0 0.2419
Ref. Cal. [10] 6.419 3.00 − 0.0325
ZrFeCrGa 6.177 3.00 − 0.1690 1 1 0.1580
Ref. Cal. [10] 6.184 3.00 − 0.2400
ZrFeVGe 6.199 3.06 − 0.2069 1 0 0.2691
Ref. Cal. [10] 6.210 3.00 − 0.2500
NV = 26
Mn2CoAl 5.729 2.01 − 0.2666 1 1 0.0404
Ref. Exp. [2] 5.798 2.00
Ref. Cal. [42] 5.760 2.00
CoFeCrAl 5.692 2.00 − 0.1931 1 1 0.1139
Ref. Exp. [43] 5.736 2.00
Ref. Cal. [44] 5.710 2.00 − 0.2500
CoFeCrGa 5.717 2.00 − 0.0686 1 1 0.0984
Ref. Exp. [45] 5.736 2.00
Ref. Cal. [44] 5.730 2.00
CoFeTiAs 5.835 2.00 − 0.3615 1 1 0.2895
Ref. Cal. [40] 5.850 1.99
CoMnCrSi 5.669 2.00 − 0.3280 1 1 0.0710
Ref. Cal. [5] 5.630 2.00 − 0.3750
FeMnCrSb 6.059 2.00 0.0996 1 1 0.2896
Ref. Cal. [5] 5.980 2.00
ZrCoFeP 5.941 2.00 − 0.3491 0 0 0.5949
Ref. Cal. [10] 5.944 2.00 − 0.6500
NV = 28
CoFeMnSi 5.597 4.00 − 0.3833 1 1 0.0137
Ref. Exp. [8] 5.658 4.00
Ref. Cal. [46] 5.609 4.00
Mn2CuAl 5.710 0.00 − 0.1066 0 0 0.0454
Ref. Cal. [47] 5.650 0.00
TABLE I. (Continued.)
latt. Mtot H Mec. Dyn. Econ
Compound (Å) (μB) (eV/at.) sta. sta. (eV/at.)
Cr2ZnSi 5.972 0.00 0.08745 1 0 0.3500
Ref. Cal. [48] 5.850 0.00
Cr2ZnGe 6.123 0.00 0.1898 1 1 0.2750
Ref. Cal. [48] 6.140 0.22
Cr2ZnSn 6.413 0.00 0.3079 1 0 0.3079
Ref. Cal. [48] 6.530 0.14
(Table I), and the electronic structure (not shown) are in
good agreement with the literature. However, even though the
formation energies for most of the reported Heusler SGSs are
negative, ZrFeCrIn and Cr2ZnX (X = Si, Ge, and Sn) turn out
to be thermodynamically unstable in our HTP calculations.
For ZrFeCrIn, in the previous calculations [10], the energies
of composite elements with the fcc structure are considered,
which leads to an underestimation of the formation energy.
This explains also the big difference for the formation energy
of ZrCoVIn. For the Cr2ZnX (X = Si, Ge, and Sn) com-
pounds, only the inverse Heusler structure is considered in
Ref. [48]. According to our calculations, for all three com-
pounds, an antiferromagnetic metallic configuration in the full
Heusler structure is energetically preferable, but the formation
energies are still positive. Clearly, even though the electronic
structure might be interesting with the hypothetical crystal
structures, the stability should be checked before making valid
predictions.
For quaternary compounds, the thermodynamical stabil-
ity with respect to other competing binary, ternary, and
quaternary phases, i.e., the distance to the convex hull,
should also be evaluated. We note that 55 previously un-
known, thermodynamically stable (low convex hull) quater-
nary Heusler compounds are discovered among 2 000 000
compounds by using a machine-learning method [49]. More-
over we evaluate the distances to the convex hull. As shown in
Table I, for the experimentally synthesized cases, CoFeCrAl
and CoFeCrGa have distances to the convex hull of 0.1139
and 0.0984 eV/atom, respectively. As reported, CoFeCrAl
and CoFeCrGa are stable in partially disordered and ordered
phases [43,45,50], respectively. This suggests that quaternary
Heusler compounds with a distance to the convex hull of
0.10 eV/atom can still be synthesized. On the other hand,
Mn2CoAl has a small convex hull of 0.0404 eV/atom, and
CoFeMnSi is the most stable one with respect to the com-
peting phases as its distance to the convex hull is just 0.0137
eV/atom. In this regard, we suspect that MnCrVAl, CoVTiAl,
FeCrTiAl, CoMnCrSi, and Mn2CuAl from previous theoreti-
cal calculations are more likely to be synthesized.
Furthermore, it is observed that the mechanical stability
or the dynamical stability criteria are also critical for some
previously predicted compounds. For instance, according to
our calculations, Ti2CoSi and ZrCoVIn are mechanically un-
stable, ZrFeVGe is dynamically unstable, and ZrCoFeP and
Mn2CuAl are both mechanically and dynamically unstable.
We note that such compounds may still be synthesized ex-
perimentally using molecular beam epitaxy, which is known
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TABLE II. Basic information on the newly predicted SGS candidates with negative formation energies (H ). Candidates with a distance to
the convex hull (Econ) less than 0.10 eV/atom are highlighted in bold. The compounds with symbol † are either dynamically or mechanically
unstable.
XX ′Y Z latt. Mtot H Econ SGS XX ′Y Z latt. Mtot H Econ SGS
(4a,4b,4c,4d) (Å) (μB) (eV/atom) (eV/atom) type (4a,4b,4c,4d) (Å) (μB) (eV/atom) (eV/atom) type
NV = 21 NV = 26
IrVYSn 6.720 3.00 − 0.0942 0.5628 SOC-I CoOsTiSb 6.255 2.00 − 0.1635 0.3515 I
CoVYSn 6.620 3.00 − 0.0862 0.3848 II CoFeHfSb 6.232 2.00 − 0.2847 0.2523 I
CoVScSn 6.402 3.00 − 0.2049 0.2221 III CoOsZrSb 6.453 2.00 − 0.1075 0.4645 I
IrVScSn 6.518 3.00 − 0.2488 0.4052 SOC-II RhFeTiSb 6.259 1.95 − 0.3896 0.1104 I
RhVScSn 6.518 3.00 − 0.2773 0.3527 I CoFeTiSb 6.074 2.00 − 0.2948 0.2202 I
CoVYGe 6.377 3.00 − 0.0763 0.4697 II IrFeTiSb 6.287 1.99 − 0.2932 0.3108 III
CoVScGe 6.145 3.00 − 0.2749 0.2931 II CoRuTiSb 6.228 2.00 − 0.3261 0.1889 I
IrVScGe 6.300 3.00 − 0.3025 0.4045 II CoFeNbGe 5.961 2.00 − 0.2374 0.1506 I
RhVScGe 6.290 3.00 − 0.3318 0.4502 II CoOsNbSn† 6.352 2.00 − 0.0609 0.2091 I
RhVYGe 6.512 3.00 − 0.1377 0.5663 III CoRuTaSn† 6.303 2.00 − 0.1268 0.1852 I
CoVYSi 6.297 3.00 − 0.1077 0.4701 II IrFeTaSn 6.354 1.98 − 0.1782 0.2328 I
CoVScSi 6.058 3.00 − 0.3550 0.2990 II CoOsTaGe 6.143 2.00 − 0.0702 0.3048 I
IrVScSi 6.215 3.00 − 0.4254 0.4096 SOC-II CoOsTaSi† 6.064 1.99 − 0.2546 0.2234 I
RhVScSi 6.210 3.00 − 0.4242 0.4628 II CoOsTaSn 6.332 2.00 − 0.007 0.2413 I
RhVYSi 6.438 3.00 − 0.1862 0.6398 III CoFeTaGe 5.938 2.00 − 0.2475 0.1275 I
PtVScAl 6.369 3.00 − 0.4431 0.2869 SOC-I CoFeTaSi 5.856 2.00 − 0.4222 0.1275 I
PtVYAl 6.608 3.00 − 0.2477 0.5013 I CoFeTaSn 6.154 2.00 − 0.1522 0.0898 I
PtVYGa 6.600 3.00 − 0.1867 0.5733 I IrCoNbAl 6.162 1.99 − 0.5563 0.0277 I
FeCrHfAl 6.142 3.00 − 0.2456 0.0504 II IrCoNbGa 6.173 2.00 − 0.4043 0.0097 I
OsCrHfAl 6.299 3.00 − 0.403 0.0530 II IrCoNbIn 6.360 2.00 − 0.1326 0.1544 I
RuCrHfAl 6.284 3.00 − 0.4544 0.0666 II IrCoTaAl 6.140 2.00 − 0.5579 0.0631 I
FeCrTiAl 5.964 3.00 − 0.292 0.0504 II IrCoTaGa† 6.150 2.00 − 0.4200 0.0370 I
FeCrZrAl 6.194 3.00 − 0.2156 0.0914 III IrCoTaIn† 6.336 2.00 − 0.1622 0.1768 I
OsCrZrAl 6.347 3.00 − 0.3543 0.0617 SOC-II CoCoNbAl† 5.970 2.00 − 0.4312 0.0082 I
RuCrZrAl 6.335 3.00 − 0.4154 0.0626 III CoCoNbGa† 5.968 2.00 − 0.3299 0.0001 I
FeCrScSi 5.992 3.00 − 0.279 0.2400 II CoCoNbIn† 6.179 2.00 − 0.0869 0.0331 I
FeCrScSn 6.364 3.00 − 0.0891 0.2309 II IrCoTiPb 6.380 2.00 − 0.0571 0.3829 I
FeCrYSi 6.236 3.00 − 0.0081 0.4739 III IrCoTiSn 6.276 2.00 − 0.3789 0.1461 I
OsCrYSi 6.386 3.00 − 0.0246 0.4860 SOC-III IrCoTiSi 5.965 2.00 − 0.6805 0.0785 I
CoVHfAl 6.211 3.00 − 0.2896 0.1134 I CoRuCrAl† 5.848 2.01 − 0.2802 0.0558 II
IrVHfAl 6.346 3.00 − 0.4634 0.1596 II NiCrMnAl 5.809 2.00 − 0.2127 0.1173 III
RhVHfAl 6.342 3.00 − 0.3855 0.2355 II NiReCrAl 5.920 1.97 − 0.1633 0.2177 II
CoVZrAl 6.258 3.00 − 0.2662 0.1408 I CoOsCrAl 5.866 2.00 − 0.2412 0.0688 II
CoVZrGa 6.238 3.00 − 0.2317 0.2233 I NV = 28
IrTiZrSn† 6.651 2.98 − 0.3335 0.3965 II NiFeMnAl 5.731 4.00 − 0.2773 0.0577 IV
IrTiZrSi 6.385 2.96 − 0.4232 0.4778 II Continue with NV = 21
FeVNbAl 6.117 2.99 − 0.2012 0.1238 II MnCrNbAl 6.077 3.00 − 0.1912 0.0228 II
FeVTaAl 6.097 2.99 − 0.2202 0.0958 II MnCrTaAl 6.053 2.99 − 0.2124 0.0256 II
MnCrZrGe 6.157 2.99 − 0.1473 0.2687 II FeVHfGe 6.158 3.00 − 0.2094 0.2646 II
MnCrZrSi 6.076 3.00 − 0.2569 0.2621 II FeVHfSi 6.079 3.00 − 0.3187 0.2753 II
MnCrZrSn 6.393 3.00 − 0.0593 0.2317 II FeVHfSn 6.386 3.00 − 0.129 0.1580 II
to be efficient in obtaining metastable crystalline phases. For
all the systems which have been experimentally synthesized,
such as CoFeCrAl, CoFeCrGa, CoFeMnSi, and Mn2CoAl, we
observed that they fulfill all three stability criteria based on our
calculations. This confirms the reliability of our theoretical
framework to do HTP screening for novel SGSs.
B. New SGS candidates
In the previous section we have shown that our high-
throughput approach is suitable to identify realistic SGS can-
didates reported in the literature. We now proceed with HTP
calculations for potential new SGS candidates following the
work flow shown in Fig. 1(e). In total, we have identified
80 new SGS candidates with negative formation energies.
These compounds are listed in Table II along with their cal-
culated lattice parameters, total magnetic moment, formation
energy, and the distance to the convex hull data as well as
the type of SGS. More detailed information can be found in
the Supplemental Material [51], including elastic constants,
local magnetic moments, dynamical and mechanical stability
(Sec. S1), as well as band structures (Secs. S3 and S4).
Among the SGS candidates listed in Table II, 70 com-
pounds are also mechanically and dynamically stable. Con-
sideration of the distance to the convex hull reduces the
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number of stable SGS candidates significantly. The results
obtained in the previous section indicate that quaternary
Heusler compounds with a distance to the convex hull Econ
of about 0.1 eV/atom can still be synthesized. This relatively
large Econ may be partially due to disorder effects. Among
our newly predicted SGS candidates, 17 compounds have a
distance to the convex hull below 0.1 eV/atom. These alloys
are thus most likely to be synthesized and highlighted in
Table II. CoRuCrAl, IrCoTaGa, and Co2NbX (X = Al, Ga,
and In) also have very small distances (<0.03 eV/atom)
to the convex hull, but are either dynamical or mechanical
unstable. Such candidates may be synthesized by special
experimental techniques such as the molecular beam epitaxy
method.
Recent studies have shown that configuration-disorder-
driven entropy can stabilize some oxides and alloys [52,53].
Similarly, CoFeCrAl with a distance to the convex hull
as high as 0.1139 eV/atom can be synthesized due to
Cr-Al antisite disorder [43,50]. Furthermore, disorder will
also have an impact on the electronic structure. To ex-
plore this further, we performed a case study on NiFeM-
nAl. The total magnetic moment will be reduced by 8% for
Ni(Fe0.7Mn0.3)(Mn0.7Fe0.3)Al with Fe-Mn antisite disorder.
The energy bands are smeared out due to the disorder effect,
but the main features of the electronic structures are still
preserved. Detailed discussion of disorder effect can be found
in Sec. S5 of the Supplemental Material [51].
Most of the newly predicted SGSs in Table II are
quaternary Heusler compounds. We have only found
three new ternary SGSs (e.g., Co2NbX , X = Al, Ga,
and In), but they are either dynamically or mechani-
cally unstable. Among the previous predicted six ternary
Heusler SGSs, only Mn2CoAl is a stable candidate. In
this regard, Mn2CoAl is a special case. Our analysis
on systems with the same number of valence electrons
as Mn2CoAl, such as Mn2FeSi, reveals that the CBM
and VBM have very strong overlap, destroying the SGS
behavior. In general, the occurrence of the SGS phase depends
significantly on detailed hybridization of the atomic orbitals,
as discussed below. Therefore, the empirical rule on the num-
ber of electrons serves only as a qualitative guide, and explicit
DFT calculations on the electronic structure are required to
identify such phases. It is noteworthy that all four types of
SGSs as sketched in Fig. 1(a) are represented in Table II.
There are 28 (32, 9, and 1) type-I (type II, type-III, and
type-IV) SGSs, respectively. In the following, we will discuss
the electronic and magnetic properties for some representative
cases among the 70 both mechanically and dynamically stable
candidates, focusing on developing better understanding of
the physical properties.
1. Magnetization
Essentially, SGSs are half metals; thus the total magnetic
moments are expected to be integers, and they should obey
the Slater-Pauling rule [10,40]. According to Table II, it is
obvious that when NV is 26 and 28, the resulting magnetic
moments are 2.0 μB and 4.0 μB following Mtot = (NV −
24) μB, where Mtot and NV are the total magnetic moment
and number of valence electrons per unit cell, respectively.
For the cases with NV being 21, the total magnetic moments
are 3.0 μB following Mtot = (NV − 18) μB. This is consistent
with the expected values based on the Slater-Pauling rule.
Such behaviors of the magnetization for Heusler com-
pounds can be understood based on the atomic models, as
demonstrated in previous studies [10,40]. Generally, the mag-
nitude of the magnetic moments is caused by the competition
between the crystal field splitting (between t2g and eg states)
and the exchange splitting (between the majority and minority
spin channels) [54–56]. In Ref. [40], a picture with bonding
and antibonding t2g and eg bands is applied to interpret the
quaternary Heusler compounds with one magnetic ion, due
to significant hybridization between the d orbitals. Such a
picture has to be generalized in order to understand the
magnetization of the quaternary Heusler SGSs, especially for
cases with more than one type of magnetic atom.
The t2g-eg picture is valid for compounds with one mag-
netic ion. For instance, as shown by the density of states for
PtVYAl (Fig. S1(a) in the Supplemental Material [51]), the
t2g states in the majority-spin channels are occupied, resulting
in a total magnetization of 3.0 μB per formula unit. This is
generally true for other cases with NV = 21, such as XVScSn
(X = Co, Ir, and Rh), PtVYAl, and FeCrScSi. For the NV = 26
cases, the t2g shells in both spin channels are filled, while
the eg state is only occupied in the majority-spin channel,
leading to a total magnetization of 2.0 μB per formula unit,
as demonstrated by IrFeTiSb Fig. S1(b) in the Supplemental
Material.
The crystal field splitting changes greatly for systems with
two or more magnetic ions. It is well known that for full
Heusler with chemical formula X2Y Z , the site symmetry for
both Y and Z is m3̄m (Oh), while that for X is 4̄3m (Td ). The
d shell will split into t2g and eg subshells in both Oh and Td
crystallographic symmetries [57]. For quaternary Heuslers,
the site symmetry for X, X ′, Y, and Z sites is the same, i.e.,
of the Td type. However, it is observed that the t2g-eg picture is
not applicable in quaternary Heusler alloys with two magnetic
ions, as detailed below.
In the tetrahedral crystal field (Td symmetry), the doubly
degenerated state eg is lower in energy than the triply degen-
erated t2g state [58]. It is noted that the relative energy level
between the t2g and eg states depends on the bonding to the
neighboring atoms [56]. Furthermore, we found that the t2g
and eg shells will “split” into subshells, namely, t2g → e′g +
b1g and eg → a∗1g + b∗1g, as sketched in Fig. 2(a) (cf. Sec. S2.1
in the Supplemental Material [51] for a detailed discussion
on the effect of chemical environment on the crystal field
splitting). Taking FeVNbAl as an example, for both Fe and
V atoms, as indicated by the partial density of states shown
in Fig. 2(b), there are two peaks (marked as e′g and b1g)
originating from the t2g orbitals, which can accommodate two
and one electrons, respectively. For the eg orbitals, the two
resulting peaks are denoted as a∗1g and b
∗
1g; each can host one
electron. We want to emphasize that the t2g → e′g + b1g and
eg → a∗1g + b∗1g “splitting” are not due to the lowering of the
symmetry from Td to D4h but due to the strong d-d hybridiza-
tion as detailed below. Thus we dub it the D4h-like picture.
As shown in Fig. S7 in the Supplemental Material [51], the
resulting e′g and b1g subshells have equal contributions from
the dxy, dyz, and dzx orbitals, which is also the same for the
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FIG. 2. (a) Sketch of crystal field splitting for magnetic atoms
in typical quaternary Heusler compounds (see main text for detailed
discussion). (b) Local density of states (LDOS) for Fe (upper panel)
and V (lower panel) atoms in FeVNbAl. The dashed line denotes the
Fermi level. The black and red curves denote the t2g and eg orbitals,
respectively. The shaded region highlights the strong hybridization
between the Fe-b1g subshell and V-e′g subshell in the majority spin
channel, of which the energy range is from about −1 to 0 eV.
a∗1g and b
∗
1g subshells with equal contributions from the dx2−y2
and d3z2−r2 orbitals. In general, for the quaternary Heusler
compounds, it is observed that the b1g subshell originating
from the t2g shell can be either higher or lower in energy than
the eg-derived a∗1g subshells [Figs. 2(a) and 2(b)].
Such a D4h-like picture of crystal field splitting can be
attributed to the bonding strength of different atomic pairs
associated with the magnetic ions. For FeVNbAl, although
the nearest-neighbor V-Nb bond length (2.64 Å) is the same as
that of the nearest-neighbor V-Al bond, the integrated COHP
for the V-Nb bonds is about −4.04 eV, which is much stronger
than the V-Al bonding with an integrated COHP of −1.33 eV.
The nearest-neighbor Fe-Nb and Fe-Al bond lengths are the
same (2.64 Å), and also the integrated-COHP values are
comparable (−2.33 eV and −2.07 eV). Moreover, the next-
nearest-neighbor V-Fe bond length is about 3.05 Å, but the
integrated COHP is about −1.62 eV, which is comparable to
that of the nearest-neighbor V-Al, Fe-Nb, and Fe-Al bonds,
indicating strong bonding between next-nearest-neighbor V-
Fe bonds. Such features can be clearly observed from the DOS
[Fig. 2(b)], where the hybridization between the d orbitals of
V and Fe is obviously strong. Such splittings of the original
t2g and eg shells do not result in the separation of the {dxy, dyz,
dzx} (due to local tetragonal crystal fields) or {dx2−y2 , d3z2−r2 }
(due to Jahn-Teller like distortions) orbitals (cf. Fig. S7 in
the Supplemental Material [51]), like the local tetragonal
distortions on the d orbitals in the octahedral environment. In
contrast, the {dxy, dyz, dzx} orbitals are still triply degenerated
in the e′g and b1g subshells, while the {dx2−y2 , d3z2−r2 } orbitals
are still doubly degenerated in both a∗1g and b
∗
1g subshells (cf.
Fig. S7 in the Supplemental Material [51]).
Following such a splitting scheme, the resulting magnetic
moments for compounds with two magnetic elements can be
easily understood. For the NV = 21 cases such as FeVNbAl
(cf. Fig. 2(b) and Fig. S5 in the Supplemental Material [51]),
the magnetic moment of 2.0 μB on the V atoms is due to the e′g
subshell (which originates from t2g shell) in the majority-spin
channel [Fig. 2(b)]. Moreover, for the Fe atoms, the e′g, b1g,
and a∗1g subshells in the majority-spin channel are occupied,
while only the e′g and a
∗
1g subshells in the minority-spin
channel are occupied, resulting in a magnetic moment of
1.0 μB. It is noted that in this case the b1g subshells can be
higher in energy than the a∗1g subshells. The magnetization of
other two magnetic ion compounds with NV = 21 can also be
understood in a similar way (not shown).
A similar picture can also be applied to the NV = 26 cases
with two magnetic ions, where the total magnetic moments of
2.0 μB can be attributed to 1.0 μB atomic moments from two
atoms. Here we take CoFeTaGe (cf. Fig. S2(b) and Fig. S6
in the Supplemental Material [51]) as an example. The bond
lengths of nearest-neighbor Co-Ge and Fe-Ge almost have
the same value as 2.57 Å. However the integrated COHP of
Co-Ge is −1.62 eV, which is larger than that of Fe-Ge (−1.03
eV). Moreover, the next-nearest-neighbor Co-Fe bonds have a
comparable bond length to the Co-Ge and Fe-Ge bonds (about
2.96 Å), but a much weaker bonding with integrated COHP
as −0.50 eV. The resulting crystal field splittings are very
comparable to those in the cases with NV = 21 (cf. Fig. S6
in the Supplemental Material [51]). For the Co atoms, the
only unoccupied state is the b∗1g subshell in the minority-spin
channel, whereas the majority-spin channel is fully occupied,
resulting in a 1.0 μB magnetic moment. For the Fe atoms,
the t2g is not split in either spin channel and lies below the
Fermi level. The eg state is weakly split into a∗1g and b
∗
1g
subshells below the Fermi level in the majority-spin channel.
On the other hand, in the minority-spin channel the eg state
is split into a widespread a∗1g subshell below the Fermi level
and a localized b∗1g above the Fermi level. So the majority-
spin channel also has one more state than the minority-spin
channel, resulting in one μB magnetic moment (cf. Fig. S6 in
the Supplemental Material).
In short, it is observed that the magnetization of qua-
ternary Heusler compounds with two magnetic ions can be
understood based on the crystal splittings of the D4h-like
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picture. Such splittings originate from the anisotropic bonding
between the ions. In this regard, the required band filling
to achieve SGSs is more flexible for quaternary Heusler
compounds than the ternary cases. This explains also why
we found more candidate SGSs in the quaternary Heusler
systems, as mentioned above. On the other hand, as to the only
new SGS (NiFeMnAl) with 28 electrons (cf. Fig. S3 in the
Supplemental Material), the hybridization between d orbitals
from the Ni, Fe, and Mn atoms is so strong that the atomic
picture is not applicable. This is also true for the other cases
with three magnetic ions.
2. Properties of four types of SGSs
For all four types of SGSs, the electronic structures for one
representative case in each class are shown in Fig. 3, together
with the AHCs and spin-resolved longitudinal conductivities.
For PtVYAl, which is a type-I SGS, the VBM (at the 
point) and CBM (at the X point) touch each other indirectly
in the majority-spin channel, while there is a gap of about
0.6 eV in the minority-spin channel. Thus, the system is
expected to show typical behavior of half metals, i.e., 100%
spin-polarized transport properties. For type-II SGSs as ex-
emplified by FeVHfSi, the VBM and CBM have the opposite
spin characters and touch each other indirectly at the Fermi
level [Fig. 3(b)]. In this case, the spin polarization of the
resulting current can be tuned by tailoring the Fermi energy.
For RuCrZrAl which represents type-III SGSs, the valence
bands near the Fermi energy are mostly of the majority-spin
character, while the conduction bands constitute both majority
and minority spin character carriers. This is in contrast to the
case of NiFeMnAl (a type-IV SGS), where the conduction
bands originate from one spin channel while the valence bands
have both majority and minority spin characters.
Such specific electronic structures for four types of SGSs
can be reflected in the transport properties in terms of the
AHC and longitudinal conductivity, shown as well in Fig. 3.
Due to vanishing DOS at the Fermi energy, a common phe-
nomenon for the four representative SGSs is that the AHC
vanishes at Fermi level. That is, the indirect band gaps for
such compounds are topologically trivial, i.e., there exists
no quantum anomalous Hall effect. This is comparable with
the experimental AHC of Mn2CoAl (also a type-II SGS) [2].
Moreover, for type-II SGSs such as HfVFeSi, there is a sign
change for the AHC around the Fermi energy, due to the
fact that the spin character of the carriers changes when they
are excited from VBM to CBM. The resulting derivative of
the AHC is as high as 1597 S/(cm eV), corresponding to
a large anomalous Nernst effect (ANE). In this sense, such
type-II SGSs are likely promising candidates for engineering
spintronic field-effect transistors.
The right panels of Fig. 3 display the spin-resolved longi-
tudinal conductivities at 300 K for four types of SGSs. Like
the AHC, the longitudinal conductivities of all four SGSs
are quite low due to the vanishing DOS at the Fermi energy.
For type-I SGSs as exemplified by PtVYAl, the conductivity
mostly originates from the majority-spin channel, showing
typical behavior of half metals. For type-II SGSs (FeVHfSi),
due to the VBM and CBM with opposite spin characters,
the spin polarization of the longitudinal conductivity can
be conveniently tuned by controlling the chemical potential.
Such compounds may be used to fabricate spin valves which
are switchable via electrostatic gating. In case of type-III
SGSs (RuCrZrAl), above the Fermi energy the conductivity
has finite values for both spin channels, while the conductivity
is nonzero only for one spin channel below the Fermi energy
(Fig. 3). Such transport property is opposite that of the type-IV
SGSs [Fig. 3(d)]. It is an interesting question how such two
types of SGSs can be utilized for future spintronic devices.
3. Effects of spin-orbit coupling
It is observed that SOC can induce significant changes
in the electronic structure of SGSs, since the band gaps of
SGSs are on average of small magnitude (cf. Sec. S4 in the
Supplemental Material [51]). For instance, for IrVScSn, the
indirect band gap is about 58.4 meV without SOC [Fig. 4(a)].
When SOC is turned on with magnetization direction along
the [001] direction, the band gap is reduced to only 0.6 meV.
Such a large change in the magnitude of the band gap can
be attributed to the fact that the CBM is mainly derived from
the Ir-d orbitals, where the atomic SOC strength is about
0.5 eV. Such SOC effect on electronic structure is particularly
associated with compounds constituted of heavy elements
such as Os, Ir, and Pt, due to the strong atomic SOC strength.
Similarly, it is expected that SOC has significant influence on
the electronic structure for compounds with heavy elements
such as Os, Ir, and Pt. This is indeed confirmed by our explicit
DFT calculations for IrVScSn, IrVScSi, IrVYSn, PtVScAl,
and OsCrZrAl (cf. Sec. S4 in the Supplemental Material),
where the band gap size can be fine tuned by about 15 meV
on average. As to OsCrYSi, the gap is even closed and the
CBM and VBM are overlapping. In the following we discuss
IrVScSn as an example for SOC effects on SGSs.
As the SGSs are magnetic, the combination of magnetic
ordering with SOC lowers the symmetry of the systems, lead-
ing to magnetization-direction-dependent physical properties.
Figure 4(c) shows the magnetization direction dependence
of the band gap for IrVScSn, as the magnetization direction
rotates in the (001) plane. Obviously, the magnitude of the
band gap shows a continuous behavior of the sinusoidal type
as a function of the azimuthal angle ϕ (the angle between
the magnetization direction and the [100] axis). A maximal
band gap of 14.8 meV is achieved for ϕ = π4 . Such changes
in the fine structure of electronic structure can be manifested
by the anisotropic magnetoresistance (AMR) effect. Using
the constant relaxation time (τ ) approximation, we estimated
the AMR ratio at 300 K following the semiclassical transport
theory, given by
ρ(0) − ρ(π4 )
ρ(0)
=
1
σ (0) − 1σ ( π4 )
1
σ (0)
=
1
σ (0)/τ − 1σ ( π4 )/τ
1
σ (0)/τ
, (12)
where σ (ϕ) [ρ(ϕ)] is the longitudinal conductivity (resis-
tivity) with the azimuthal angle ϕ for the magnetization
direction in the (001) plane. This results in an AMR ratio
as large as 33%. On the other hand, the magnetocrystalline
anisotropy energy between such two cases with azimuthal
angle ϕ = 0 and π4 is only about 10−6 eV per formula unit,
due to the underlying cubic symmetry. Therefore, we suspect
that such materials with large AMR ratio and easily tunable
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FIG. 3. (a), (b), (c), and (d) are the band structure (left), anomalous Hall conductivity (middle), and spin-resolved longitudinal conductivity
(right) of PtVYAl (type I), FeVHfSi (type II), RuCrZrAl (type III), and NiFeMnAl (type IV), respectively. The inset in the middle panel of (b)
displays the zoom-in of AHC ±0.17 eV around the Fermi energy. The solid blue and dashed red lines denote the majority and minority spin
channels, respectively. The horizontal dashed lines indicate the Fermi energy.
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FIG. 4. (a) and (b) are the band structures of IrVScSn without
and with SOC. Without SOC, the solid blue and dashed red curves are
majority and minority spin channels, respectively. (c) The calculated
gap as a function of azimuthal angle ϕ (the angle between the
magnetization direction and the [100] axis) in the (001) plane. The
horizontal dashed lines indicate the Fermi energy.
magnetization directions can be applied for future spintronic
applications.
4. SGS with direct band touching
As shown in Fig. 5, we find NiCrMnAl is a special SGS,
where a direct band touching occurs at the  point. Without
considering SOC, the CBM from the minority-spin channel
FIG. 5. (a) and (b) are the band structures of NiCrMnAl without
and with SOC. Without SOC, the solid blue and dashed red curves
are majority and minority spin channels, respectively. (c) The dashed
red and solid blue curves are AHC and ANE results ±0.15 eV around
Fermi level, respectively. The horizontal [panels (a) and (b)] and
vertical [panel (c)] dashed lines indicate the Fermi energy.
touches the VBM with the opposite spin character. That is, it
is a type-II SGS following the classification discussed above.
Unfortunately, due to the presence of a conduction band which
goes slightly below the Fermi energy at the X point, the direct
touching point is hidden. When SOC is turned on, a band
gap of 24 meV is opened locally at the  point. However,
the resulting band gap is topologically trivial according to
the AHC shown in Fig. 5(c), since the AHC changes its sign
around the Fermi energy, similarly to what we saw in the
above discussions of FeVHfSi. Moreover, the AHC shows a
singularity for an energy about 50 meV above the Fermi en-
ergy. This indicates there is band anticrossing in the electronic
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structure. Particularly, due to the drastic variation of the AHC
with respect to the chemical potential around Fermi level, the
resulting derivative of the AHC is as large as −6000 S/(cm
eV) at the Fermi level. That is, a gigantic anomalous Nernst
effect is expected in NiCrMnAl. Such a derivative of the
AHC is much larger than that of the recent experimentally
realized large anomalous Nernst effect in Mn3Sn with a value
of −845 S/(cm eV) [59–61]. In this sense, type-II SGSs may
be promising materials for anomalous Nernst applications.
IV. CONCLUSIONS
To summarize, we have carried out a systematic high-
throughput screening for spin-gapless semiconductors (SGSs)
in quaternary Heusler compounds with 21, 26, and 28 valence
electrons. After validating our calculations with the previously
reported cases, we predicted 80 new stable compounds (based
on the formation energy) as promising candidates of spin-
gapless semiconductors, where 70 cases are stable based on
further evaluation of the mechanical and dynamical stabilities.
The magnetization of SGSs obeys the Slater-Pauling rule,
which can be interpreted based on a new scheme of crystal
field splitting of the D4h-like picture. Interestingly, all four
types of SGSs have been identified among our candidate
systems, where both the longitudinal conductivity and
transversal anomalous Hall conductivity are calculated. We
find the type-II SGSs are particularly interesting for spintronic
applications as the spin polarization of the longitudinal con-
ductivity is very sensitive to the chemical potential, while
the anomalous Hall conductivity changes its sign across the
Fermi level, leading to a significant anomalous Nernst effect.
This is also true for the SGS candidate NiCrMnAl with direct
touching. Additionally, it is also demonstrated that spin-orbit
coupling can have significant effect on the electronic structure
of SGSs with heavy elements, where the band gap can be
tuned by the magnetization direction, resulting in a large
anisotropic magnetoresistance in cubic crystals. Therefore,
we suspect that SGSs are promising materials for future
spintronic applications, awaiting further experimental and
theoretical explorations.
All the data are freely available in the Novel Materials
Discovery (NOMAD) Laboratory [62].
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S1 Detailed data
The detailed data is shown in the following table, including lattice constants,
total and partial magnetic moments, formation energies, distances to the
convex hull, elastic constants, mechanical and dynamical stabilities, magnetic
orders, and SGS types. aopt, �H, and Econ are lattice constant, formation
energy, and the distance to the convex hull, respectively. For mechanical
and dynamical stabilities, 1 and 0 are stable and unstable. In magnetic
order, FM and FIM are ferromagnetic and ferrimagnetic. In SGS type,
’SOC-’ means spin-orbit coupling (SOC) has significant influence on such
SGS. The compounds are arranged according to similar chemical component.
The convex hull is obtained from the Open Quantum Materials Database
(OQMD). [1]
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S2 Density of states for magnetism discus-
sions
We have discussed the magnetism of Heusler SGSs in the main text. For
the understanding of exchange and crystal field splitting, we have shown the
representative total and partial density of sates (DOS) of the considered 1 and
2 main magnetic compounds with NV =21 or 26. In case of NV =21, PtVYAl
and FeVNbAl are the representatives of 1 and 2 main magnetic ions Heusler
SGS. In case of NV =26, IrFeTiSb and CoFeTaGe are the representatives of 1
and 2 main magnetic ions Heusler SGS.
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Figure S1: DOS for one magnetic ion Heusler SGS. (a) NV =21 Heusler SGS PtVYAl.
V makes main contribution to the magnetic moment. (b) NV =26 Heusler SGS IrFeTiSb.
Fe makes main contribution to the magnetic moment. Here the blue and red curves are
the majority and minority spin channels, respectively. (a) PtVYAl is one main magnetic
ion SGS. V makes main contribution to the magnetic moment. (b)
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Figure S2: DOS for two magnetic ions Heusler SGS. (a) NV =21 Heusler SGSs FeVNbAl.
It has two main magnetic ions with about 2 µB magnetic moment in V and 1 µB in Fe.
(b) NV =26 Heusler SGSs CoFeTaGe. It has two main magnetic ions with about 1 µB
magnetic moment in both Co and Fe. Here the blue and red curves are the majority and
minority spin channels, respectively. Here we do not show the simple atom model for the
two magnetic ions SGSs. S5
Figure S3: DOS for 28 valence Heusler SGS NiFeMnAl. It can be seen that
there is strong hybridization between Ni, Fe, and Mn.
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S2.1 Crystal field splitting
In order to understand the spin splitting clearly for the two magnetic ion
SGS clearly, we show the local density of states (LDOS) of the magnetic ions
for FeVNbAl and CoFeTaGe in the following.
Here we want to demonstrate that chemical environment can change
crystal field splitting. For instance, following wikipedia on crystal field theory,
for the Oh point group, the t2g shell should be lower in energy than the eg
shell; whereas for the Td point group, the t2g shell is higher than the eg shell.
To clarify the situation, we have performed calculations on the local density
of states for the hypothetical V2NbFe and Al2NbFe compounds, as shown in
Fig. S4 in comparison with that of NbFeVAl. For V2NbFe and Al2NbFe, the
local group of Fe is Oh, resulting in a splitting of t2g and eg shells from the
Fe-3d states. However, for V2NbFe, the t2g shell is lower in energy than the
eg shell, while the main peaks for the t2g and eg shells are located at the same
energy for Al2NbFe. In this sense, depending on the chemical environment,
the crystal field splitting can be changed significantly. We believe this is what
happens in NbFeVAl, where the t2g shell is lower in energy than the eg shell
due to the anisotropic bonding environment.
As shown in Fig. S5, in comparison to the Fe-3d shell in V2NbFe, the
Fe-3d shell in FeVNbAl will split into four peaks, marked as e�g, b1g, a
∗
1g, and
b∗1g subshells. Such a picture is not driven by lowering of the local symmetry.
For instance, both the e�g and b1g subshells originated from the t2g shell have
equal contributions from the dxy, dyz, and dzx orbitals (Fig. S5(c)), and the
a∗1g and b
∗
1g subshells originated from the eg shell have equal contributions
from the dx2−y2 and d3z2−r2 orbitals (Fig. S5(c)). That is, the three-fold
(two-fold) degeneracy for the t2g (eg) shell is kept, as required by the Td point
group. In FeVNbAl (Fig. S5), the triply degenerated Fe-t2g and V-t2g states
split into e�g and b1g subshells in both spin channels. On the other hand, the
eg states of Fe in both spin channels and V in the majority spin channel
split into two subshells a∗1g and b
∗
1g. We suspect that such pseudo splitting
(t2g → e�g + b1g and eg → a∗1g + b∗1g) is caused by the strong hybridization
between the Fe-3d and V-3d electrons, as highlighted in Fig. ?? (b)&(c) for
the t2g shell. Such a “splitting” picture of the “2-1-1-1” type can be applied
for many other quaternary Heusler compounds as discussed in the main text.
It is very comparable to the splitting scheme for the D4h symmetry, thus we
call it “D4h-like picture”.
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Figure S4: Local density of states (LDOS) of Fe atoms in V2NbFe [a], Al2NbFe
[b], and NbFeVAl [c].
S8
Figure S5: [a] The LDOS of Fe-3d in the arbitrary calculation V2NbFe,
which is the pure octahedral crystal field. [b] The LDOS of Fe-3d in FeVNbAl.
[c] The LDOS of V-3d in FeVNbAl. In[b] and [c], the shaded region highlights
strong hybridization between the Fe-b1g and V-e
�
g subshells in the majority
spin channel, of which the energy range is from about -1 to 0 eV.
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Figure S6: LDOS for magnetic ions in CoFeTaGe. Up: Co with 1 µB magnetic
moments. Down: Fe with 1 µB magnetic moments. The black and red curves
are the original t2g and eg states, respectively.
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Figure S7: LDOS for decomposed orbitals of the two magnetic ions in
FeVNbAl. Up and down are Fe and V. We can see that the orbitals dxy, dyz,
and dzx are always degenerated in the eg and b1g subshells originated from
the t2g shell, which is the same for the dx2−y2 , d3z2−r2 orbitals in the a
∗
1g and
b∗1g subshells originated from eg shell.
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S5 Disorder effect
Taking NiFeMnAl (with formation energy of -0.28 eV/atom and distance to
the convex Hull being 0.05 eV/atom) as an example, we discuss the effect of
the anti-site induced disorder on the magnetic properties and electronic
structures of the SGS NiFeMnAl by using the the AKAI-KKR-CPA code
(cpa2002v010). [2, 3]
The Fe-Mn anti-site disorder is applied in this case study. For a specific
anti-site concentration x, the chemical formula is
Ni(Fe1−xMnx)(Mn1−xFex)Al. The magnetic moment as a function of anti-site
concentration plot is shown in Fig. S8. When the disorder degree is
increased, the total magnetic moment is decreased.
As to disorder effect on the electronic structures, we calculated the Bloch
spectral function for NiMnFeAl with 10% Fe-Mn anti-side disorder as shown
in Fig. S9. After inducing anti-site disorder, in the majority spin channel,
the once separated conduction and valence bands are overlapping. On the
other hand, the main features of the electronic structures are still kept.
Figure S8: The total magnetic moment as a function of anti-site degree.
S24
Figure S9: The Bloch spectral function of NiMnFeAl. Up (a) and (b) are
order phase, (c) and (d) are 10% Fe-Mn anti-site disorder phase. The left and
right are majority and minority spin channels.
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4.2 Paper II
In this work, we carried out a systematic high throughput screening for rare-earth free permanent
magnets by incorporating light interstitials (H, B, C, N) into magnetic full Heusler alloys. We
successfully identified 32 candidates with an out-of-plane magnetic anisotropy larger than 0.4
MJ/m3 as well as 10 cases with large in-plane anisotropy. Detailed analysis reveals that the
interstitials are very effective in inducing global tetragonal distortions, whereas the local chemical
bonding and changes in the crystalline environment result in significant enhancement of MAE. We
strongly believe this provides an efficient and generic way of tailoring MAE and hence designing
permanent magnets in other types of compounds.
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A B S T R A C T
Based on high-throughput density functional theory calculations, we investigated the effects of light intersti-
tial H, B, C, and N atoms on the magnetic properties of cubic Heusler alloys, with the aim to design new rare-
earth free permanent magnets. It is observed that the interstitial atoms induce significant tetragonal distor-
tions, leading to 32 candidates with large ( > 0.4 MJ/m3) uniaxial magneto-crystalline anisotropy energies
(MAEs) and 10 cases with large in-plane MAEs. Detailed analysis following the perturbation theory and
chemical bonding reveals the strong MAE originates from the local crystalline distortions and thus the
changes of the chemical bonding around the interstitials. This provides a valuable way to tailor the MAEs to
obtain competitive permanent magnets, filling the gap between high performance Sm-Co/Nd-Fe-B and
widely used ferrite/AlNiCo materials.
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1. Introduction
Permanent magnets are of great technical importance for many key
technologies such as electric vehicles, wind turbines, and automatisa-
tion and robotics to name only a few [1]. Looking at the intrinsic mag-
netic properties, such materials demand a large magneto-crystalline
anisotropy energy (MAE), a sizable saturation magnetization, and a
high Curie temperature. The MAE originates from the spin-orbit cou-
pling (SOC) and sets an upper limit for the microstructure dependent
coercivity of permanent magnets. At present, rare-earth magnets
based on Sm-Co (MAE: 17.0 MJ/m3, Magnetization (Ms): 910 kA/m)
and Nd-Fe-B (MAE: 5.0 MJ/m3, Ms: 720 kA/m) are prototypes of high
performance permanent magnets, with a substantial cost and perfor-
mance gap to other classes of commercially available permanent mag-
nets such as AlNiCo (MAE: 0.04 MJ/m3, Ms: 50 kA/m) and ferrites
(MAE: 0.03 MJ/m3, Ms: 125 kA/m) [2]. Thus, there is a great interest to
develop novel permanent magnets so that the full spectra of applica-
tions can be achieved, ideally without critical elements such as rare-
earth elements [3,4].
An enlightening idea was proposed to achieve giant MAE in
tetragonally distorted FeCo alloys [5], where both the tetragonal dis-
tortion and fine tuning of the number of electrons by alloying are
crucial for the enhanced MAE. Follow-up experimental studies on
FeCo alloys deposited on various substrates confirmed the theoretical
prediction [6]. Nevertheless, due to the strong tendency for the FeCo
alloys to relax, it is difficult to maintain the tetragonal distortion
induced by the underlying substrates for thin films thicker than
2 nm [68]. Recently, following the prediction based on DFT calcula-
tions [9,10], systematic studies have been performed on FeCo+X (X=
C and B), where spontaneous tetragonal distortions with c/a=1.04 can
be induced by a few atomic percent interstitial doping of C or B atoms
occupying the octahedral interstitial sites. The resulting MAE can be
as large as 0.5 MJ/m3 with B concentration up to 4 at%, where the
tetragonal strain reaches 5%. For Fe0.38Co0.62, a large interstitial con-
centration of 9.6 at% B was achieved [10]. The effect of light intersti-
tials on the magnetic properties of body-centered cubic (BCC) iron
has also been well studied. a-Fe with 12.5 at% content of nitrogen
interstitial has been grown by sputtering on the MgO (100) sub-
strates, leading to about 10% tetragonal distortion and significant
enhancement of magnetization and MAE [11]. First-principle calcula-
tions and experimental results show that Fe with nitrogen interstitial
has sizable MAE, favoring perpendicular magnetization [11]. Using
the molecular beam epitaxy, boron has been incorporated into bcc Fe
as interstitial dopants, which gives rise to tetragonal distortions but
the resulting MAE still favors in-plane magnetization due to tendency
for B atoms to be agglomerated [12], where the interstitial content of
B atoms can be as high as 14 at%.
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Considering only the crystal structure, the austenite phase of
Heusler alloys with the conventional cubic cell can be regarded as a
2 £ 2 £ 2 supercell of the bcc lattice. In this regard, light interstitials
such as H, B, C, and N can also be promising to induce significant
tetragonal distortions and thus substantial MAE to Heusler alloys,
like the FeCo alloys and bcc Fe. It is noted that the Heusler alloys in
the tetragonal martensitic phase do show significant MAE. For
instance, among 286 Heusler compounds, a systematic high through-
put (HTP) screening suggests 19 potential tetragonal systems with
large out-of-plane MAE (as large as 0.9 MJ/m3) [13]. Matsushita et al.
found 15 Heusler compounds have tetragonal distortions of which
the MAEs range from -12 MJ/m3 to 5.19 MJ/m3 [14]. Focus on Ni
based full Heusler compounds, Herper et.al. [15] found tetragonal
Ni2FeGe has an MAE of 0.95 MJ/m3, which can be further increased to
1 to 2 MJ/m3 by non-magnetic doping. Furthermore, imposing strain
by proper substrates is helpful to engineer a large MAE out of the
cubic Heusler alloys. It is found that the out-of-plane MAE of epitaxial
Co2MnGa (001) films can be remarkably enhanced from 0.11 MJ/m3
to 0.33 MJ/m3 by changing the substrate from ErAs/InGaAs/InP to
ScErAs/GaAs [16]. Lastly, previous experiments have already demon-
strated that interstitials can be incorporated into Heusler alloys, lead-
ing to enhanced mechanical stability and magnetocaloric effect
[17,18]. For Ni43Mn46Sn11Cx, when the interstitial content x is
increased from 0 to 8 the martensitic phase transformation tempera-
ture is increased from 196 to 249 K, while a remarkable increase of
MAE is observed when x is increased from 0 to 2 [17]. Due to large
loss of manganese in content of x=8, there is even a distortion of crys-
tal structure from Hg2CuTi-type to the Cu2MnAl-type [17]. Similar
effect has also been observed in Ni50Mn34.8In14.2, Ni43Mn46Sn11 and
Ni50Mn38Sb12 doped with B interstitial [1820].
In this work, focusing on developing rare-earth free permanentmag-
nets, we have performed high-throughput first-principles calculations
to investigate the effects of light interstitials (e.g., H, B, C, and N) on cubic
Heusler alloys. After identifying themost favorable site preference of the
interstitial atoms, the MAE of compounds with negative formation
energy was evaluated to select the most promising candidates. Apart
from thermodynamically stable criteria, the disorder effect should also
be considered, which is however beyond the scope of the present paper
and saved for future study. We observed that the induced MAE can be
as large as 2.4 MJ/m3, and there are 32 systems with a sizable out-of-
plane MAE (> 0.4 MJ/m3). Detailed analysis based on the Bain path and
the atom-resolvedMAE reveal that not only the global tetragonal distor-
tion but also the associated local chemical bonding are crucial for the
interstitial induced magnetic anisotropy.
2. Computational details
Starting from 128 full Heusler alloys with space group Fm3m
including at least one of the magnetic atoms Cr, Mn, Fe, Co, and Ni
from the Inorganic Crystal Structure Database (ICSD) [21] (cf.
Table A.1 in Appendix Appendix A), we performed density functional
theory (DFT) calculations firstly to identify the energetically most
favored interstitial sites for H, B, C, and N atoms. There are four types
of interstitial sites based on the symmetries, as shown in Fig. 1(a).
The DFT calculations are managed with our in-house developed
high-throughput environment (HTE) [22,23], using both the Vienna
ab initio Simulation Package (VASP) [24,25] and full-potential local-
orbital (FPLO) [26,27] codes. The structure optimization is performed
in a two step manner. Firstly, ultrasoft pseudopotentials (US-PP) [28]
are used in combination with the PW91 [29] exchange correlation
functional, where the cutoff energy for the plane wave basis is set to
250 eV and and a k-mesh density of 30A
 1. Secondly, the structure is
relaxed using the projector augmented plane wave (PAW) method
with the exchange-correlation functional under the generalized gra-
dient approximation (GGA) parameterized by Perdew, Burke, and
Ernzerhof (PBE) [30] with increasing plane wave expansion as 350 eV
and k-mesh density as 40 A
 1 to achieve good convergence. After
obtaining the energy lowest configuration, the MAEs of candidates
with negative formation energies are calculated by using FPLO with a
k-mesh density of 120 A
 1 to guarantee fine convergence. For the
MAE calculations of Ni2FeGa with C interstitial, the resulting kmesh
is set as 24 £ 24 £ 17. The bonding analysis is done in terms of the
crystal orbital Hamilton population (COHP) evaluated using the LOB-
STER code [31].
3. Results and discussions
As shown in Fig. 1(a), the systems we considered correspond to
doping 6.25 at% interstitial atoms (I) into the full Heusler alloys
(X2YZ), leading to a general chemical formula X2YZI1/4. This is in
accordance with the typical doping concentrations experimentally
accomplishable, e.g., 12.5 at% content of N in Fe and 9.6 at% of B in
Fe0.38Co0.62. [10,11] Like for the Fe-Co alloys, we find light intersti-
tials can indeed cause stable tetragonal distortion to cubic full
Heusler alloys, which is defined by the c/a ratio between the c-axis
and in-plane lattice constants. As shown in Table 1, with N intersti-
tials, Fe2NiAl has a tetragonal distortion as large as c/a=1.57. Such a
strong tetragonal distortion prevails in the other Heuslers with the
other types of interstitial atoms, which breaks the cubic symmetry
Fig. 1. (a) The possible interstitial sites in the conventional austenite unit cell of full Heusler compounds X2YZ. The blue and green octahedrons denote the 24f (0.25,0,0) and 24g
(0.5,0.25,0.25) interstitial sites, while the red and pink tetrahedrons mark the 16e(0.125,0.875,0.875) and 16e(0.875,0.625,0.875) interstitial sites. (b) The crystal structure (space
group No. 99, P4mm) for the tetragonal Heusler compound Ni2FeGa with interstitials (int.) at the most stable octahedral sites. The corresponding Wyckoff positions for the int., Fe
and Ni atoms are as follows, int.: 1a(0,0,0.75+d), Ni-i: 8g(0.25,0.25,0.75)+d, Ni-ii: 8g(0.25,0.25,0.25)+d, Fe-iii: 1a(0,0,0.5+d), Fe-iv: 1b(0.5,0.5,0.5+d), and Fe-v: 4d(0.5,0,d), where d
denotes small displacement from the specified high symmetry locations compatible with the local symmetry. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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and hence leads to possible significant MAE. From the theoretical
point of view, the MAE is defined as the total energy difference
between the magnetization parallel to [100] (in-plane) and [001]
(out-of-plane) directions as
MAE ¼ E½100E½001 ð1Þ
where Ea is the total energy when magnetization direction is parallel
to a. When the MAE value is positive (negative), the spontaneous
magnetization will lie in the out-of-plane (in-plane) direction. Never-
theless, not all the interstitials are thermodynamically stable, as indi-
cated by the formation energy. The candidates with an MAE more
than 0.4 MJ/m3 and a negative formation energy are listed in Table 1.
We notice all the parent Heusler compounds listed in Table 1 are
ferromagnetic apart from Mn2VGa and Rh2MnAl. In our high
throughput calculations, for convenience, all Heusler compounds are
assumed to be ferromagnetic (FM). Previous studies [32,33] have
shown Rh2MnAl is an antiferromagnet where the Mn atoms are anti-
ferromagnetic coupling between nearest neighbors in the (111)
plane, which is still in the same antiferromagnetic phase after
incorporating C or N interstitials. As to Mn2VGa, experimental
research [34] has shown it is a half-metallic ferrimagnet with antifer-
romagnetic coupling between Mn and V with a total net saturation
magnetization per formula unit as 1.88 mB at 5 K. After inducing
interstitial (C, B or N), Mn2VGa is still ferrimagnettic with antiferro-
magnetic coupling between Mn and V, although initial spin configu-
ration is ferromagnetic. Mn2VGa have large MAE values as 1.82
MJ/m3, 1.50 MJ/m3 and 1.26 MJ/m3 with B, C and N interstitial,
respectively. However, due to the ferrimagnettic phase, the resulting
magnetization densities for Mn2VGa with B, C and N interstitial are as
weak as about 0.04-0.05 mB/A
 3. Among all listed compounds in
Table 1, Rh2NiSn is weak ferromagnetic as experimental study [35]
suggests it has a magnetic moment 0.6 mB per formula unit. Our cal-
culations demonstrate that H interstitials can induce a tetragonal dis-
tortion of c/a=1.26 and a sizable MAE value as 0.82 MJ/m3, whereas
the magnetization is only about 0.02mB/A
 3.
As shown in Table 1, we found 32 compounds with a large out-of-
plane MAE ( > 0.4 MJ/m3) as well as 10 compounds with a large in-
plane MAE (absolute value larger than 0.4 MJ/m3). In general, the
Table 1
The basic information of the most promising candidates of Heusler compounds with interstitials,
where “site” marks the energetically preferred interstitial site, DH indicate the formation energy in
unit of eV/atom, c/a ratio of resulting lattice constants along c-axis and in-plane, MAE in MJ/m3 and
meV/f.u. (in parenthesis), total magnetic moment Mtot in the unit of mB/f.u., and the magnetization
M/V in the unit of mB/A
 3. It should be noticed the general chemical formula for Heusler compound
with interstitial is X2YZI1/4, where I is the interstitial.
Parent int. site DH c/a MAE Mtot M/V
Fe2CoGa B 24f 0.0616 1.45 1.4949 (0.4998) 5.56 0.1120
C 24f 0.0486 1.48 1.3017 (0.4072) 5.37 0.1092
N 24f 0.1088 1.50 1.3180 (0.4295) 5.36 0.1089
H 24f 0.0922 1.48 2.3677 (0.6863) 5.95 0.1227
Ni2FeGa C 24f 0.1207 1.40 0.9636 (0.2961) 2.93 0.0595
N 24f 0.1620 1.40 1.4292 (0.4386) 2.97 0.0602
H 24f 0.1916 1.39 0.5582 (0.1668) 3.13 0.0654
Fe2CoGe H 24f 0.0627 1.51 0.6291 (0.2080) 5.48 0.1142
N 24f 0.0576 1.56 0.4047 (0.1368) 5.01 0.1025
Fe2NiAl H 24f 0.2545 1.53 0.4947 (0.1298) 4.56 0.0955
N 24f 0.2842 1.57 0.5270 (0.1368) 4.40 0.0902
Fe2NiGa H 24f 0.1915 1.55 0.5670 (0.1298) 4.67 0.0977
B 24f 0.1219 1.51 0.7853 (0.1758) 4.42 0.0893
C 24f 0.1208 1.53 0.9217 (0.1863) 4.31 0.0874
N 24f 0.1620 1.53 1.3295 (0.2429) 4.45 0.0939
Co2MnGa C 24f 0.1289 1.13 0.5267 (0.6303) 4.52 0.0920
N 24f 0.1836 1.12 0.4755 (0.1576) 4.76 0.0922
Co2MnGe C 24f 0.0788 1.25 0.5388 (0.1226) 4.06 0.0831
N 24f 0.1226 1.29 0.5476 (0.1325) 4.13 0.0841
Co2MnSi C 24f 0.2571 1.21 0.5384 (0.1464) 4.16 0.0898
Rh2MnAl C 24f 0.5088 1.10 0.9501 (0.3336) 4.25 0.0742
N 24f 0.5457 1.06 1.1675 (0.4487) 4.49 0.0784
Rh2NiSn H 24f 0.2288 1.26 0.8236 (0.3063) 0.99 0.0166
Mn2VGa C 24f 0.1533 1.20 1.5038 (0.4874) 2.26 0.0435
B 24f 0.1474 1.23 1.8263 (0.5987) 2.48 0.0472
N 24f 0.2377 1.21 1.2674 (0.4087) 2.34 0.0451
Co2FeAl N 24g 0.2770 1.08 0.4881 (0.3009) 5.01 0.1038
Au2MnAl H 16e 0.1835 0.92 0.7732 (0.6489) 3.82 0.0582
N 24g 0.1975 1.27 0.4091 (0.2412) 3.66 0.0476
C 24g 0.2770 1.21 0.5271 (0.4923) 3.82 0.0574
Ni2MnIn C 24f 0.0057 1.21 1.0288 (0.3513) 3.96 0.0685
Ni2MnGa H 24f 0.2519 1.27 1.3278 (0.4898) 4.20 0.0852
B 24f 0.2204 1.28 0.5822 (0.1850) 4.02 0.0788
C 24f 0.1780 1.29 0.9573 (0.3031) 3.91 0.0771
Fe3Ge H 24f 0.0563 1.42 1.5018 (0.4655) 6.44 0.1319
B 24f 0.0254 1.16 0.5868 (0.1812) 5.54 0.1211
Fe3Ga B 24f 0.0710 1.21 0.6896 (0.2142) 6.16 0.1229
N 24f 0.1101 1.19 0.5184 (0.1610) 5.92 0.1022
Ni2MnSn B 24g 0.0959 1.06 0.6747 (0.2064) 3.75 0.0645
C 24g 0.0480 1.17 0.4261 (0.1421) 3.70 0.0653
N 24g 0.0892 1.17 0.4756 (0.1613) 3.74 0.0697
Rh2MnSn C 24f 0.2679 1.26 0.8846 (0.3529) 3.66 0.0572
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interstitial atoms prefer to be located at the octahedral centers
(including both the 24f and 24g sites) except for the H interstitials in
Au2MnAl which is stable at the tetrahedral center. For the cases of
octahedral center, the interstitials mostly prefers 24f sites (14 ;0,0)
where there are the same atoms in the plane perpendicular to the c-
axis. On the other hand, for Co2FeAl with N, Au2MnAl with N and C,
Ni2MnSn with B, C and N, interstitials prefer 24g sites (12 ;
1
4 ;
1
4). We
note that Fe3Ge with H interstitial has the largest magnetization den-
sity as 0.13mB /A
 3 as well as quite large MAE value (1.50 MJ/m3), indi-
cating it is a promising permanent magnet. Furthermore, comparing
with the magnetization and MAE of experimentally realized perma-
nent magnets [1,3640] Heusler alloys with interstitials can fill the
gap between the low performance magnets (such as AlNiCo and fer-
rite) and high performance magnets (such as Sm-Co and Nd-Fe-B) in
terms of MAE and magnetization, which can spread a wide spectrum
of applications.
Interestingly, Au2MnAl with H is the only candidate where the
interstitials prefer the tetrahedral center (16e site). However, for
cases of Au2MnAl with N and and C, interstitial prefers to be located
in the octahedral centers with in-plane MAE. Such special interstitial
behaviors can be easily understood based on the chemical bonding.
Intuitively, due to the large atomic spheres of Au atoms, there is
more space between the tetrahedron edge bound than the other
Heusler compound. For instance, in Au2MnAl with H, the bond length
of H-Au pair in tetrahedral center (1.83 A

) is comparable with that in
octahedral center (1.93 A

). On the other hand, the bond length of Cu-
H pair for Cu2MnAl with H in tetrahedral center is just 1.62 A

, of
which the value is obviously smaller than the H-Au pair for H intersti-
tial in the tetrahedral center of Au2MnAl (1.83 A

). This suggests Au
atom can really provide more space for interstitials in the tetrahedral
site. It should be noticed that Cu-H pair in octahedral center also has
a bit larger bond length (1.70 A

) than that in tetrahedral center. How-
ever, in the tetrahedral center case, the bond length is too small to
provide enough space for the interstitials. Thus, the H interstitials
prefer the octahedral centers in Cu2MnAl. On the other hand, for
Au2MnAl with C and N, it is observed that the interstitial atoms still
prefer the octahedral center because of the larger atomic radii of C
and N atoms compared to that of H. Therefore, in order to get the
interstitials incorporated at the tetrahedral center, two conditions
should be satisfied: (a) The interstitial atoms should be small; (b)
There should be large atoms in the parent compound, providing
more space. Different site preference of the H and C/N interstitials
induces significant changes on the MAE of Au2MnAl, e.g., H-intersti-
tial case favors out-of-plane magnetization while C/N interstitial
cases lead to in-plane magnetization.
According to Table. 1, Fe2CoGa with interstitials is a promising can-
didate for permanent magnets. However, in the ICSD database [21],
Fe2CoGa (ICSD ID: 102385 and 197615) and Fe2CoGe (ICSD ID: 52954)
are in the full Heusler structure, while early M€ossbauer measurements
have shown Fe2CoGa and Fe2CoGe are energetically favored in the
inverse Heusler structure [41,42]. Previous theoretical study [43] found
that full Heusler Fe2CoGa have amartensitic phase transition with a c/a
ratio as 1.4, which is also confirmed by our calculation (cf. Fig. 2(a)).
According to our Bain-path calculations, the inverse Heusler structure
is still more energetically favored for Fe2CoGa, even after considering
H, B, C, and N interstitials. Nevertheless, after introducing interstitials,
for the full Heusler structure, the c/a ratio is near to 1.4; whereas for
the inverse Heusler structure, the c/a ratio of Fe2CoGa with interstitials
is just from 1.1-1.2 due to there is no metastable phase (Fig. 2(a)). The
MAE values of the inverse Fe2CoGa with B, C, N, and H interstitial are
0.1026MJ/m3, 0.2148MJ/m3, 0.3798MJ/m3, and 0.1925MJ/m3, respec-
tively. Such lower MAE values are partially due to that interstitials
induce much weaker tetragonal distortion to Fe2CoGa for inverse
Heusler structure (1.1  c/a  1.2) than that for full Heusler structure
(1.45 c/a  1.5).
More interestingly, C, N, and H interstitials induce significant
MAEs to Ni2FeGa. Experimental studies suggest that Ni2FeGa can be
grown by melt-spinning technique [44] or glass-purify method [45],
transforming from high chemical ordering L21 structure (full Heusler)
to martensitic structure at 142 K with a high Curie temperature of
430 K [44]. Further experiments showed polycrystalline alloys
Ni53þxFe20xGa27 have smaller but comparable entropy changes as
classical magnetocaloric Heusler alloy systems Ni-Mn-Ga and Ni-Mn-
Sn [46]. DFT calculations suggest that Ni2FeGa has a tetragonal (corre-
sponding to the martensitic phase) structure of c/a=1.35 [15,47] with
an MAE as 0.318 MJ/m3 [15]. We also found that Ni2FeGa is stable in
the tetragonal structure with a c/a ratio as 1.35 (Fig. 2(b)) and a com-
parable MAE as 0.2334 MJ/m3 (0.0698 meV per chemical formula
cell). However, the energy difference between tetragonal and cubic
structures is as small as 2.80 meV/atom. As proposed by Barman, the
martensite phase transition temperature is proportional to the
energy difference between cubic and martensite phases [48], as man-
ifested by the experimental martensitic transition at 142 K [44]. After
inducing interstitial C, H, or N, Ni2FeGa is stable in the tetragonal
Fig. 2. Total energy as a function of tetragonal distortion ratio (c/a) for Fe2CoGa with and without interstitials. The reference energy is the energy of the compound in cubic inverse
Heusler structure for Fe2CoGa with each interstitial as well as the parent compound. The opened and filled symbols represent the results of Fe2CoGa in inverse and full Heusler
structures, respectively. (b) The total energy as a function of tetragonal distortion ratio for Ni2FeGa in full Heusler structure with and without interstitials. Here the reference energy
is the energy of the compound in cubic full Heusler structure.
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phase with c/a  1.40. Correspondingly, the MAEs have been
enhanced to 1.43 MJ/m3, 0.94 MJ/m3, and 0.56 MJ/m3 for Heusler
Ni2FeGa with N, C, and H interstitials, respectively. Obviously, C and
N interstitials cause more significant enhancement on the MAE than
the H interstitials, though the resulting c/a ratios are comparable.
Therefore, we suspect that both the tetragonal distortion and the
chemical bonding environment will influence the MAE values for
Heusler with interstitial, which will be discussed in detail below.
Turning now to the origin of the induced MAE by interstitials,
from the theoretical perspective, beside the shape anisotropy due to
the magnetic dipole-dipole interaction, the magneto-crystalline
anisotropy can be attributed to the spin-orbit coupling (SOC), which
is the dominant contribution to MAE and hence coercivity for PMs.
Based on the perturbation theory, Bruno [49] pointed out that the
MAE can be formulated as
MAE ¼
X
i
ξ i
4mB
Dmi; ð2Þ
where ξ i denotes the atomic SOC constant and Dmi is the orbital
moment difference between the magnetization directions parallel
to [001] and [100] for the i-th atom. We note that such a model is
best applicable for strong magnets where the majority spin chan-
nel is almost fully occupied, whereas there is a more general for-
mula considering the spin-flip and quadruple terms [50]. Taking
Ni2FeGa as an example, Table 2 shows the atom-resolved orbital
moments and the resulting contributions to the MAE using Bruno’s
formula, where the atomic SOC constants for Ni and Fe are
630 cm1 (corresponding to 78.1100 meV) and 400 cm1 (corre-
sponding to 49.5937 meV) taken from Ref. [51]. The resulting MAE
for Ni2FeGa with C, N, and H interstitials based on the Eq. (2) are
0.316 meV/f.u., 0.528 meV/f.u. and 0.330 meV/f.u., respectively.
Correspondingly, the MAEs based on Eq. (1) are 0.296 meV/f.u.,
0.439 meV/f.u. and 0.167 meV/f.u., respectively. The relative MAE
differences of Bruno’s model to that of Eq. (1) are 17.17%, 23.83%
and 79.61%. Nevertheless, the tendency is correctly reproduced
and we believe the atomic-resolved contributions evaluated based
on Eq. (2) are still valuable to elucidate the origin of MAE. It is
noteworthy that the tetragonal distortion ratios for Ni2FeGa with
H, C and N interstitial are 1.39, 1.40 and 1.40, respectively (cf.
Table 1). To make a direct comparison to the pristine Ni2FeGa, we
evaluated the MAE and orbital moments for Ni2FeGa without inter-
stitials but with imposed c/a=1.40, resulting in an MAE of 0.066
meV and 0.170 meV per chemical formula by using Eq. (1) and Bru-
no’s model Eq. (2), respectively. Again, the MAEs obtained from the
Bruno’s model can be well compared with that from Eq. (1) for
Ni2FeGa with C and N interstitial, but for H interstitial case it is
roughly compared. It is noted that the Bruno’s model should be
applied with caution for multicomponent materials with heavy
elements, where substantial atomic SOC will induce strong spin-
flip contributions [5254]. For instance, it is observed that the
orbital moment difference Dm for the Au atoms in Au2MnAlI1/4 (I =
H, C and N) is in the magnitude of 0.01 mB, which is comparable to
that of the Mn atoms. Furthermore, the MAE values based on the
Bruno’s formula are 0.813, 4.37, and 3.09 meV/f.u. for Au2MnAlI1/4
(I = H, C and N), respectively, which are significantly deviated from
the values obtained via self-consistent calculation, i.e., -0.252,
-0.220 and -0.178 meV/f.u. Nevertheless, as there is no heavy ele-
ment in Ni2FeGaI1/4 (I = C, N and H), we believe that the Bruno’s
model is valuable to elucidate the fact that the main influence of
interstitials on MAE is local, i.e., originated from the magnetic
atoms surrounding the interstitials.
The remarkable variation of the orbital moments and the resulting
significant enhancement of MAEs can be attributed to the magnetic
atoms surrounding the interstitial atoms. It is noted that C and N
interstitials can give rise a significant MAE to Ni2FeGa, while the
effect of H interstitial is rather weaker. Following Table 2, it is clear
that without interstitials (c/a=1.40), Fe atoms have the leading contri-
bution to the MAE of 0.26 meV per atom, while the contribution from
Ni (about -0.039 meV per atom) is an order of magnitude lower with
opposite sign. The change in c/a from 1.35 to 1.40 has minor influence
on the MAE and orbit moment. After considering interstitial N (H),
the contribution for Ni-i atoms within the same plane is enhanced to
0.250 meV (0.097 meV) per atom. As to C interstitial atoms, the MAE
of Ni-i atoms is slightly (Fig. 1(b)) increased to 0.039 meV per atom.
That is, all types of the interstitial atoms lead to a sign change of the
contribution to MAE for Ni-i. On the other hand, the orbital moments
and thus the resulting MAE contribution are very comparable for the
Ni-ii atoms with and without interstitials, because the Ni-ii atoms are
far away from the interstitials. Furthermore, for the H interstitial
case, both the MAE and orbital moments of all Fe (including iii, iv and
v) atoms change only slightly comparing to those in the pristine com-
pound with imposed c/a=1.40, whereas the N and C interstitials lead
to significant enhancement of contribution for Fe-iii atoms to MAE.
For instance, the MAE contributions of Fe-iii atoms below the intersti-
tials are increased to 0.681 meV and 0.508 meV per atom with N and
C interstitials, more than two times larger than that (0.260 meV) in
the parent compound. Meanwhile the contributions from Fe-iv and
Fe-v atoms are slightly reduced. Therefore, the interstitial atoms have
very strong influence on the MAE of the local surrounding atoms,
while the global tetragonal distortion has relatively marginal effects.
Table 2
Perturbative analysis of the MAE for Ni2FeGaI1/4 (I = H, N, and C) and tetrago-
nal Ni2FeGa. The orbital moments mL (mB) and their variations DmL between
the magnetization directions of [001] and [100] are listed for Ni2FeGaI1/4 (I =
H, N, and C) and tetragonally distorted Ni2FeGa with corresponding c/a ratio.
The magneto-crystalline anisotropy energy (MAE, meV) from symmetry-
distinct atoms is obtained based on the Bruno’s formula (Eq. (2)), with the
resulting sum (
P
) in comparison with the MAE obtained from explicit DFT
calculations in parenthesis.
c/a atom m½001L m
½100
L DmL MAE
int. (mB) (mB) (mB) (meV)
with
interstitial
Ni-i 0.024 0.019 0.005 0.097
Ni-ii 0.020 0.022 0.002 0.039
1.39 Fe-iii 0.068 0.043 0.025 0.309
H Fe-iv 0.063 0.040 0.023 0.284
Fe-v 0.066 0.046 0.020 0.247P    0.330
(0.167)
Ni-i 0.025 0.012 0.013 0.250
Ni-ii 0.020 0.024 0.004 0.078
1.40 Fe-iii 0.068 0.013 0.055 0.681
N Fe-iv 0.067 0.053 0.014 0.173
Fe-v 0.072 0.049 0.023 0.285P    0.528
(0.439)
Ni-i 0.013 0.011 0.002 0.039
Ni-ii 0.022 0.024 0.002 0.039
1.40 Fe-iii 0.058 0.017 0.041 0.508
C Fe-iv 0.067 0.048 0.019 0.235
Fe-v 0.073 0.051 0.021 0.260P    0.316
(0.296)
w/o
interstitial
1.35 Ni 0.022 0.024 0.002 0.039
- Fe 0.065 0.044 0.021 0.260P    0.180
(0.070)
1.40 Ni 0.021 0.023 0.002 0.039
- Fe 0.061 0.041 0.020 0.248P
- - - 0.170
(0.066)
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The effects of interstitials on MAEs and orbital magnetizations
can be further understood based on the chemical bonding pairs
between the interstitials and surrounding magnetic atoms. For
instance, the distance between the interstitial atoms (at the octa-
hedral center) H, C, and N and the Ni-i atoms in the same z-plane
(Fig. 1 (b)) have comparable bond lengths of 1.85 A

, 1.88 A

, and
1.88 A

, respectively. However, the integrated COHP of the H-(Ni-i)
bond is just -0.63 eV, which is much weaker than that of the C-
(Ni-i) (-2.12 eV) and N-(Ni-i) (-1.96 eV) bonds. Meanwhile, the
pairs between atoms Fe-iii (below the interstitials, Fig. 1 (b)) and
the interstitial atoms H, C, and N have the bond lengths of 1.65 A

,
1.83 A

, and 1.83 A

, respectively, with the corresponding bond inte-
grated COHP being -1.24 eV (H-(Fe-iii)), -2.88 eV (C-(Fe-iii)) and
-2.38 eV (N-(Fe-iii)). Obviously, the bond strengths between C
interstitials and the surrounding magnetic atoms (Fe-iii and Ni-i)
are the strongest. This explains the significant change of orbital
moments of Ni2FeGa with C interstitial comparing to Ni2FeGa at
the same tetragonal distortion ratio without interstitial. There-
fore, the H interstitial just causes tetragonal distortion to Ni2FeGa
without bonding to the neighboring atoms as indicated by rela-
tively smaller values of the integrated COHP, while both C and N
interstitials not only induce tetragonal distortion but also change
the local chemical environment by forming strong bonds. More-
over, for all interstitials, bond pairs with Ni-i and Fe-iii atoms
have similar bond lengths, but the strength of the former is
weaker than the latter. Such bonding behavior explains the effect
of interstitials on the magnetization and Fe-iii atoms have more
significant contributions to the variation of the MAE than the Ni-i
atoms.
4. Conclusion
Based on high-throughput DFT calculations, we investigated the
effects of (H, B, C, and N) interstitials on the magnetic properties of
cubic full Heusler compounds. We identified 32 compounds with
substantial uniaxial MAEs. Detailed analysis reveals that in addition
to the breaking of the cubic symmetry, the changes in the local crys-
talline environment can induce significant contribution to the MAE,
which can be attributed to the chemical bonding between the inter-
stitial and surrounding magnetic atoms. This could provide an effi-
cient way to design permanent magnets, which shall be explored
further both experimentally and theoretically.
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Appendix A
Table A.1
All the considered Heusler compounds (Com.) together with the ICSD ID number.
Com. ID Com. ID Com. ID Com. ID
Au2MnAl 57504 Co2CrAl 57600 Co2FeAl 57607 Co2HfAl 110,809
Co2MnAl 606611 Co2NbAl 57620 Co2TaAl 606,667 Co2TiAl 606,680
Co2VAl 57,643 Co2ZrAl 57648 Co2CrGa 102318 Co2CrIn 416,260
Co2FeGa 102392 Co2FeGe 247268 Co2FeIn 102,392 Co2FeSi 622985
Co2HfGa 102,433 Co2MnGa 623116 Co2NbGa 623126 Co2TaGa 102451
Co2TiGa 102453 Co2VGa 623,228 Co2LiGe 53,673 Co2MnGe 52,971
Co2TiGe 169,469 Co2ZnGe 52994 Co2HfSn 102,483 Co2MnSb 53,002
Co2MnSi 106,484 Co2MnSn 102,332 Co2NbSn 102,554 Co2ScSn 102,646
Co2TiSi 53,080 Co2VSi 53,086 Co2TiSn 102,583 Co2VSn 102684
Co2ZrSn 102687 Cu2CrAl 57653 Cu2MnAl 607012 Cu2CoSn 103057
Cu2FeSn 151,205 Cu2MnIn 102996 Cu2MnSb 53,312 Cu2MnSn 103,057
Cu2NiSn 103,069 Fe2CrAl 184446 Fe2MnAl 57,806 Fe2MoAl 57,807
Fe2NiAl 57,808 Fe2TiAl 57,827 Fe2VAl 57,832 Fe2CoGa 103473
Fe2CoGe 52,954 Fe2CrGa 102,755 Fe2NiGa 103460 Fe2TiGa 103469
Fe2VGa 103,473 Fe2MnSi 632,569 Fe2VSi 53555 Fe2TiSn 103641
Fe2VSn 103,644 Mn2VAl 57,994 Mn2RhGa 247,951 Mn2VGa 103813
Mn2RuGe 247,950 Mn2RuSn 247,949 Mn2WSn 104,980 Ni2CrAl 57,662
Ni2HfAl 57,901 Ni2MnAl 57,976 Ni2NbAl 58,016 Ni2ScAl 58,050
Ni2TaAl 58,055 Ni2TiAl 58,063 Ni2VAl 58,071 Ni2ZrAl 58081
Ni2CuSb 53,320 Ni2CuSn 103,068 Ni2HfGa 103,734 Ni2MnGa 103803
Ni2NbGa 103,839 Ni2ScGa 103,874 Ni2TaGa 103,881 Ni2TiGa 103886
Ni2VGa 103,892 Ni2ZrGa 103,902 Ni2LiGe 53,673 Ni2MnGe 192566
Ni2ZnGe 53,865 Ni2HfIn 54,595 Ni2HfSn 104250 Ni2MgIn 51982
Ni2MnIn 639,954 Ni2ScIn 59,446 Ni2TiIn 59451 Ni2ZrIn 59460
Ni2LiSi 44,819 Ni2LiSn 25,325 Ni2MgSb 104841 Ni2MgSn 104,842
Ni2TiSb 76,700 Ni2ZrSb 76,703 Ni2ScSn 105,339 Ni2TiSn 105,369
Ni2VSn 105,376 Ni2ZrSn 105,383 Pd2MnAl 57,981 Pd2MnAs 107955
Ni2NbSn 105,181 Pd2MnGe 53,705 Rh2NiSn 105,327 Pd2MnIn 51,990
Pd2MnSb 643,312 Pd2MnSn 104,945 Rh2MnAl 57,986 Rh2MnGe 53,706
Rh2MnPb 104936 Rh2MnSn 104,964 Ru2FeSi 53,525 Ru2FeSn 103,615
Fe3Al 57,793 Fe3Ga 108,436 Fe3Ge 53,462 Fe3Si 53545
Mn3Si 76,227 Ni3Al 58,038 Ni3Sb 76,693 Ni3Sn 105354
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4.3 Paper III
In this work, we carried out a systematic high throughput screening for i-MXenes, focusing on the
magnetic properties. It is discovered that the spin configurations, hence the magnetic anisotropy,
can be tuned by strain. We found that five i-MXenes have observable (>0.5 meV/f.u.) out-of-
plane magnetic anisotropy energies, and the four ferromagnetic candidates have significant high
Curie temperature based on the 2D Ising model. We found i-MXene can realize large Seebeck
effect, antiferromagnetic topological insulator and spin-gapless semiconductors.
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Magnetic i-MXenes: a new class of multifunctional
two-dimensional materials†
Qiang Gao and Hongbin Zhang*
Based on density functional theory calculations, we investigated two-dimensional in-plane ordered
MXenes (i-MXenes), focusing particularly on their magnetic properties. It has been observed that robust
two-dimensional magnetism can be achieved by alloying nonmagnetic MXenes with magnetic transition
metal atoms. Moreover, both the magnetic ground states and the magnetocrystalline anisotropy energy
of i-MXenes can be effectively manipulated by strain, indicating a strong piezomagnetic effect. Further
studies on the transport properties reveal that i-MXenes provide an interesting platform to realize large
thermoelectric response, antiferromagnetic topological insulators, and spin-gapless semiconductors.
Thus, i-MXenes are a new class of multifunctional two-dimensional magnetic materials which are promis-
ing for future spintronic applications.
1. Introduction
The MAX compounds with a general chemical formula of
Mn+1AXn (M: early transition metal; A: main group element; X:
C or N; n: integer up to 6) have drawn intensive attention
recently, due to their potential applications as structural, elec-
trical, and tribological materials.1 The corresponding two-
dimensional (2D) nanosheets Mn+1Xn, named MXenes, can be
obtained by etching the A elements away, e.g., Ti3C2 from
Ti3AlC2.
2 This defines a new class of 2D materials beyond gra-
phene,3 with a number of materials reported showing multi-
functionality, covering energy, spintronic, nano-electronic, and
topological applications.4,5 In recent years, many MXenes have
been experimentally synthesized and applied especially as
energy materials.6–17 For instance, theoretical calculations pre-
dicted that Ti3C2 is a high performance anode material for
lithium ion batteries,18 which was confirmed later by experi-
ments.19 Although most MXenes are metallic due to the par-
tially occupied d-shells of the transition metal atoms,
functionalization can be applied to open up a finite band gap
thus further tailoring their properties. For instance, passivated
MXenes Mo2MC2 (M = Ti, Zr and Hf) with the O2 group are
found to be robust quantum spin Hall insulators with band
gaps from 0.1 eV to 0.2 eV.20 In particular, the magnetic pro-
perties of MXenes deserve further investigation, driven by the
discovery of 2D magnetic monolayers, such as CrI3 and
Cr2Ge2Te6.
21–23 Gao et al.24 predicted that Ti2C and Ti2N are
nearly half-metals, which can be tuned into spin-gapless semi-
conductors (SGSs) under biaxial strain. Theoretical calcu-
lations also demonstrated that Mn2N with the functional
groups O, OH and F can be half-metals with high Curie temp-
eratures.25 Based on a theoretical study, He et al.26 found that
the functionalized MXene Mn2CF2 is a promising half-metal
with a high Curie temperature of 520 K, a wide half-metallic
gap of 0.9 eV and a sizable magnetic anisotropy of 24 μeV.
Although the MXene V2C is nonmagnetic, inducing vacancy,
(V2/3□1/3)2CF2 (□ is vacancy) is a ferromagnetic semi-
conductor.27 By introducing an asymmetrically functionalized
group, MXenes will form the so-called Janus structure with a
chemical formula of M2XTT′ (T and T′ denote different chemi-
cal groups). A theoretical study28 found that Cr2CFCl,
Cr2CClBr, Cr2CHCl, Cr2CHF, and Cr2CFOH behave as bipolar
antiferromagnetic semiconductors with the opposite spin
character in the valence band maximum (CBM) and the con-
duction band minimum (VBM), providing a new strategy to
generate a 2D spin-polarized current for spintronic appli-
cations. Such bipolar antiferromagnetic semiconductor behav-
iour is also predicted in the asymmetrically functionalized
double MXene (Cr2TiC2FCl).
29 However, high-throughput
density functional theory (DFT) calculations reveal that it is
difficult to obtain MAX compounds with Fe, Co, and Ni,30,31
making it challenging to realize magnetic MXenes.
Recently, in-plane ordered MAX (i-MAX) compounds with a
formula of (M2/3M1/3)2AX have been synthesized by substitut-
ing M in M2AX compounds with a 1/3 foreign transition metal
or a rare earth element M′.32,33 Based on theoretical studies on
i-MAX compounds (Mo2/3M1/3)2AC (M′ = Sc, Y and A = Al, Ga,
In, Si, Ge, In), it was found that the stable conditions for the
†Electronic supplementary information (ESI) available. See DOI: 10.1039/
C9NR10181K
Institute of Material Science, TU Darmstadt, Otto-Berndt-Strasse 3, Darmstadt,
Germany. E-mail: hzhang@tmm.tu-darmstadt.de; Fax: +4961511623135;
Tel: +4961511623135
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formation of i-MAX compounds are: (1) a significant difference
between the atomic radii of the dopant metal M′ and the
parent M and (2) small A atoms.34 For the synthesized Cr-
based i-MAX compounds, DFT calculations suggest that
(Cr2/3Zr1/3)2AlC is stable in an anti-ferromagnetic spin con-
figuration,35 while (Cr2/3M′1/3)2AlC (M′ = Sc and Y) are probably
stable in a mixed state due to a small energy difference
between the anti-ferromagnetic and ferromagnetic phases.36
This suggests that various magnetic states are possible in
i-MAX compounds, and thus they are interesting for the for-
mation of the corresponding i-MXenes in the monolayer limit.
On the other hand, i-MXenes can also be obtained from i-MAX
compounds by etching away the A-element atoms, such as the
ordered i-MXenes W4/3C and Nb4/3C.
37,38
In this work, we performed systematic density functional
theory calculations to investigate the magnetic and electronic
properties of i-MXenes with a general chemical formula
(M2/3M′1/3)2X, focusing particularly on the cases where M′ is
magnetic. It is observed that robust magnetism can be
induced, and there exists significant magneto-structural coup-
ling, leading to a tunable magnetic ground state and magnetic
anisotropy by strain. Moreover, our calculations suggest that
the i-MXenes possess fascinating transport properties, such as
a large Seebeck effect, and can be used in antiferromagnetic
topological insulators and spin-gapless semiconductors.
2. Computational methods
To maintain reasonable computational effort, we considered
11 known nonmagnetic MXenes as the parent compounds,
namely, Sc2C, V2C, Mo2C, Nb2C, Ta2C, Ti2C, Zr2C, Hf2C, Ti2N,
Zr2N, and Hf2N.
39 With a general chemical formula
(M2/3M′1/3)2X, the i-MXene can be obtained by substituting one
third dopant M′ into M atom in pure MXene with a chemical
formula M2X. Further, the dopant atom M′ is chosen to be one
of the transition metal except Tc, leading to 319 compounds.
As shown in Fig. 1, the symmetry of the hexagonal MXenes will
be lowered after substitution of the dopants, resulting in a rec-
tangular structure. In our calculations, both hexagonal and
rectangular structures are considered in order to understand
the effect of strain. To determine the magnetic ground state,
we consider the non-magnetic (NM), ferromagnetic (FM), inter-
layer antiferromagnetic (AFM), and intralayer AFM configur-
ations of the magnetic M′ sublattice (Fig. S2 in the ESI†).
Our DFT calculations are performed in an automated way
in the in-house developed high-throughput environment,40–43
which is interfaced to the Vienna ab initio Simulation Package
(VASP)44,45 and the full-potential local-orbital minimum-basis
code (FPLO).46,47 The exchange–correlation functional in the
generalized gradient approximation (GGA) is applied, as para-
meterized by Perdew, Burke, and Ernzerhof (PBE).48 To guaran-
tee good convergence, the plane-wave energy cutoff and
k-mesh density are set at 500 eV and 60 Å−1, respectively. The
calculations to obtain optimized structures and various mag-
netic configurations are carried out using the VASP, while the
electronic structure and physical properties are determined
using the FPLO and WIEN2k49 codes, as detailed in our pre-
vious work.40,41,50
It is noticed that only the GGA functional has been applied
to pristine MXenes in the literature because the Coulomb
interaction is screened significantly in such metallic systems,
whereas the hybrid functional gives similar results as those by
the GGA functional for MXenes such as Ti2X and V2X (X = C
and N) as reported in ref. 24. We suspect that the same argu-
ment is also valid for most i-MXenes considered in this work
which also show metallic behavior. Moreover, our calculations
(not shown) reveal that the exchange parameters and hence
the resulting Curie temperature have strong dependence on
the value of the effective U parameter for the Fe-d states, as
observed in ref. 21, 22 and 51–53.
3. Results and discussion
As summarized in Fig. 2, among the 319 i-MXenes exhibiting a
rectangular geometry, 257 compounds are non-magnetic, and
the remaining 62 compounds are magnetic (with the total
magnetic moments greater than 0.2μB/f.u. in the ferromagnetic
spin configuration). Among the magnetic candidates, 40 (26)
are in the ferromagnetic (antiferromagnetic) ground states.
Furthermore, for compounds in the imposed hexagonal geo-
metry, the magnetic M′ sublattice forms a triangular lattice,
which is frustrated and thus can result in an in-plane noncol-
linear magnetic structure. We found that there are 15
i-MXenes with AFM intralayer exchange coupling between the
moments on the M′ sites (cf. Table S1 in the ESI†), indicating
possible 2D noncollinear magnetic states. Such compounds
will be saved for detailed investigation in the future and in the
current work we focus only on the collinear magnetic
configurations.
Interestingly, comparing the magnetic ground states of
i-MXenes in the rectangular and hexagonal geometries, there
are 6 compounds whose magnetic configurations can be
Fig. 1 [a] Top view of the i-MXene (M2/3M’1/3)2X in both hexagonal
lattice (red) and rectangular lattice (green). Side views of the i-MXene in
hexagonal [b] and rectangular [c] lattices. “-A” and “-B” denote the
atoms above or below the central layer of X (X = C or N) atoms in the
i-MXene. The original pure MXene crystallizes in a hexagonal lattice.
After inducing 1/3 foreign transition metal dopant, the hexagonal sym-
metry is broken and tilted to the rectangular lattice.
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changed (Fig. 2), e.g., 3 NM compounds become FM, and 3
AFM compounds change to FM. For instance, (Zr2/3Ti1/3)2N
changes from NM (in the rectangular lattice) to FM (in the hex-
agonal lattice) with a total magnetic moment of 0.95μB/f.u.
The same NM → FM transition occurs for (Ti2/3Ru1/3)2C and
(Zr2/3Cu1/3)2C, with magnetic moments of 0.29 and 0.30μB/f.u.,
respectively. The underlying mechanism can be understood
based on the density of states (DOS) of the Zr-5d orbitals as
shown in Fig. S4 in the ESI.† Based on the Stoner model, the
criterion for a stable ferromagnet is
UNðEFÞ > 1 ð1Þ
where U is the exchange integral and N(EF) is the DOS at the
Fermi level in the paramagnetic state. For the rectangular
lattice, the Fermi level is located around a peak of DOS. In the
imposed hexagonal structure, the DOS at the Fermi level is sig-
nificantly enhanced from 5.2 states per eV per u.c. to 6.0 states
per eV per u.c. (Fig. S4 in the ESI†), resulting in the instability
of the ferromagnetic state. The same behavior is also observed
for (Ti2/3Ru1/3)2C and (Zr2/3Ru1/3)2C (cf. Fig. S4 in the ESI†).
For compounds with the AFM → FM transition, such as
(Hf2/3Fe1/3)2C and (Ti2/3V1/3)2C, the magnetic moments of the
Fe(V) atoms change from 1.09 (0.58)μB in the rectangular
lattice to as large as 1.79 (0.64)μB in the hexagonal lattice. For
(Hf2/3Fe1/3)2C, the magnetic moments of Fe atoms are
enhanced by 64%, which can be attributed to the enhanced
exchange splitting (cf. Fig. S5 in the ESI†). It also turns out to
be a gapless semiconductor, which will be discussed in detail
later. On the other hand, the band structures for (Ti2/3V1/3)2C
are shown in Fig. S6 in the ESI† in both rectangular (Rect.)
and hexagonal (Hex.) lattices along with the anomalous Hall
conductivity (AHC) of (Ti2/3V1/3)2C in the hexagonal lattice. In
the rectangular lattice, (Ti2/3V1/3)2C is AFM with zero AHC.
Obviously, for the FM state in the hexagonal lattice there exists
a finite AHC of −160 S cm−1 at the Fermi level. In this view,
strain can be applied to tune the topological transport pro-
perties, leading to the piezospintronic effect as discussed in
the case of bulk materials.54,55
It is noted that the lattice deformation from the rectangular
to the hexagonal lattice is of marginal magnitude. For
instance, the strain along the a and b directions for
(Ti2/3Fe1/3)2C are just about 0.14% and 0.18%, where the
energy difference between rectangular and hexagonal lattices
is as small as 1.2 meV per atom. Thus, it is easy to tailor
i-MXenes from a low symmetry rectangular lattice to the hexag-
onal lattice with higher symmetry. On the other hand, it has
been previously reported that the piezomagnetic effect can be
realized in pure MXenes M2C (M = Hf, Nb, Sc, Ta, Ti, V, and
Zr) by applying biaxial strain.56 In this regard, we suspect that
the piezomagnetic effect is dramatically enhanced in i-MXenes
as manifested by the six aforementioned cases. As the hexag-
onal lattice with high symmetry is more interesting and easy to
obtain, we will focus on the physical properties of such
systems in the remaining part of this work.
For two-dimensional magnets, according to the Mermin–
Wagner theorem, there is no long range ordering if there is
continuous symmetry for the order parameters.57 In this
regard, to stabilize 2D magnets at finite temperature, magneto-
crystalline anisotropy energy (MAE) is essential, which breaks
the rotational symmetry of Heisenberg moments.53 The MAEs
for magnetic i-MXenes are evaluated using the force theorem:58
MAE ¼
X
i[occ:
ðεi½100  εi½001Þ ð2Þ
where εi
[001] and εi
[100] denote the energy eigenvalues of the
i-th band for magnetization along the [001] and [100] direc-
tions, respectively.
Table 1 lists 5 i-MXenes with an out-of-plane MAE larger
than 0.5 meV per f.u. among all magnetic i-MXenes (cf.
Table S2 in the ESI† for MAE of all the magnetic cases). It is
noticed that (Hf2/3Fe1/3)2C has the largest MAE of 1.39 meV per
f.u., favoring the out-of-plane magnetization direction. In
addition, the MAEs of (Zr2/3Fe1/3)2C and (Ti2/3Fe1/3)2C are
0.74 meV per f.u. and 0.03 meV per f.u., respectively. Such a
trend of increasing MAE with X varying from Ti, Zr and Hf can
be attributed to the variation of the strength of the atomic
spin–orbit coupling (SOC) as 11.2 meV (Ti), 42.1 meV (Zr) and
126.5 meV (Hf).59,60 Furthermore, the enhanced MAE of
(Zr2/3Fe1/3)2C and (Hf2/3Fe1/3)2C originates from the trigonal
crystal fields which lead to strongly coupled SOC bands
around the Fermi energy, as manifested by the orbital pro-
jected band structures (Fig. S8 in the ESI†). As shown in the
orbital projected band structures (Fig. S8 in the ESI†), for
(Hf2/3Fe1/3)2C, the Fe-3dxy and Fe-3dx2−y2 bands are split by
73 meV along the K–Γ section, while for (Zr2/3Fe1/3)2C, the Fe-
3dxy and Fe-3dx2−y2 bands are split by 40 meV along the M–K
section. As the dxy and dx2−y2 orbitals are strongly coupled by
SOC, such a special electronic structure leads to high MAEs.
Such a mechanism is in good agreement with the giant MAE
realized in artificial Fe atoms adsorbed on III–V nitride thin
films with local trigonal symmetry.61
Fig. 2 Classification of the magnetic ground states for the 319
i-MXene, where “NM to FM” and “AFM to FM” mark the compounds
whose ground state changes by imposing hexagonal geometry.
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To obtain the Curie temperature, we took (Hf2/3Fe1/3)2C as
an example and evaluated the exchange parameters between
magnetic Fe atoms by mapping the DFT total energies to the
Heisenberg model:
H ¼  1
2
X
i=j
JijSi  Sj ð3Þ
where Jij is the exchange parameter for the local moments at
the i and j sites, and Si/j marks the on-site spin operator.
Considering three magnetic configurations, i.e., FM, AFM-0,
and AFM-β (cf. Fig. S2† for spin configurations AFM-β and
AFM-0), the energy differences can be formulated in terms of
the interlayer ( Jinter) and intralayer ( Jintra) exchange parameters
(cf. Fig. S3 in the ESI† for Jintra and Jinter):
EFM  EAFM-0 ¼ JinterS 2; ð4Þ ð4Þ
EFM  EAFM-β ¼ 8JintraS 2: ð5Þ
Here we use the square of the local spin moment length to
represent the square of the spin operator. The resulting
exchange coupling parameters for (Hf2/3Fe1/3)2C are: Jinter =
36.75 meV and Jintra = 0.70 meV. Similarly, we obtained the
exchange coupling parameters for other ferromagnetic com-
pounds such as (Hf2/3Cr1/3)2N, (Ta2/3Fe1/3)2C, (Ti2/3Hf1/3)2N,
and (Zr2/3Fe1/3)2C (Table 1). Obviously, the value of interlayer
exchange coupling is much larger than that of the intralayer
coupling for all the compounds listed above. Due to the sig-
nificantly large magnetic anisotropy, we can use the 2D Ising
model to estimate the Curie temperature51,62
TC ¼ 2Jinter
kB ln 1þ
ffiffiffi
2
p  : ð6Þ
with the results listed in Table 1. Surprisingly, the Curie temp-
eratures of (Hf2/3Fe1/3)2C and (Hf2/3Cr1/3)2N are even above
room temperature. It is noted that for the recently synthesized
2D magnet CrI3 with a Curie temperature of 45 K, the MAE is
about 1.71 meV per f.u.21,22,52,53 Obviously, the out-of-plane
MAEs of (Hf2/3Fe1/3)2C and (Hf2/3Cr1/3)2N are almost the same
as that of CrI3. Futhermore, for CrI3 the interlayer and intra-
layer exchange parameters are 11.64 meV and 2.37 meV.63 So,
the exchange parameters for (Hf2/3Fe1/3)2C and (Hf2/3Cr1/3)2N
are larger than that of CrI3. In this view, we suspect that
i-MXenes (Hf2/3Fe1/3)2C and (Hf2/3Cr1/3)2N are promising 2D
magnets with high Curie temperatures.
4. Electronic properties
4.1. Thermoelectric properties of semiconductors
Previously, it has been reported that 2D semiconductors have
very large thermoelectric power.64,65 For example, SnSe mono-
layers are regarded as promising thermoelectric materials, e.g.,
the Seebeck coefficient is increased from 160 μV K−1 to 300 μV
K−1 when the temperature is increased from 300 K to 700 K.64
Although most i-MXenes tend to be metallic, there are nine
nonmagnetic semiconductors, i.e., (Sc2/3X1/3)2C (X = Au, Cu, Ir,
Ni, Zn, Cd, and Hg), (Hf2/3Ir1/3)2C and (Ti2/3Au1/3)2C. Among
them, (Sc2/3Cd1/3)2C and (Sc2/3Hg1/3)2C are large gap semi-
conductors (with the finite band gap larger than 0.4 eV and
less than 1.0 eV), which can be good thermoelectric materials.
The band structures of these two semiconductors in the hexag-
onal lattice are displayed in Fig. 3 together with the Seebeck
coefficients as a function of chemical potential. The band gaps
of (Sc2/3Cd1/3)2C and (Sc2/3Hg1/3)2C are as large as 0.41 and
0.79 eV, respectively. Furthermore, the valence band maximum
(VBM) and conduction band minimum (CBM) are flat around
Table 1 The basic information about the magnetic i-MXene candidates in the hexagonal lattice with an out-of-plane MAE larger than 0.5 meV per
f.u., including the MAE with the unit of meV per f.u., the magnetic moment (Mat) per magnetic atom with the unit of μB, magnetic order, the
exchange coupling parameters, the main magnetic atom and the Curie temperature (TC)
Compound MAE (meV per f.u.) Mat (μB per at.) Magnetic order Magnetic atom Jinter (meV) Jintra (meV) TC (K)
(Ta2/3Fe1/3)2C 0.86 1.82 AFM Fe −10.05 0.56 —
(Zr2/3Fe1/3)2C 0.74 1.71 FM Fe 10.16 −2.24 267.54
(Hf2/3Fe1/3)2C 1.39 1.79 FM Fe 33.94 0.70 893.67
(Hf2/3Cr1/3)2N 0.76 1.01 FM Cr 13.06 0.20 343.90
(Ti2/3Hf1/3)2N 0.71 0.30 FM Ti 7.22 0.97 190.11
Fig. 3 Band structures and Seebeck coefficients for (Sc2/3Cd1/3)2C [a]
and (Sc2/3Hg1/3)2C [b]. The horizontal dashed lines denote the Fermi
level.
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the Fermi level. Such a behavior implies that both compounds
have the potential to realize a large Seebeck effect. To confirm
this, the Seebeck coefficients have been evaluated for these
two compounds, as shown in Fig. 3. The peaks of Seebeck
coefficients around the Fermi level for (Sc2/3Cd1/3)2C
((Sc2/3Hg1/3)2C) are remarkably as high as 2100 (3000) μV K−1
at 100 K, 820 (1200) μV K−1 at 300 K, and 520 (700) μV K−1 at
500 K. The enhanced Seebeck coefficients can be attributed to
the large derivative of the DOS with respect to the energy and
hence the flat bands above and below the Fermi energy (cf.
Fig. S7 in the ESI†). It is noted that the densities of states for
these two systems are very comparable for the hexagonal and
rectangular lattices, leading to negligible changes in the
Seebeck coefficients (cf. Fig. S7 in the ESI†). Therefore, we
suspect that (Sc2/3Cd1/3)2C and (Sc2/3Hg1/3)2C are good candi-
dates as 2D thermoelectric materials.
4.2. Topological properties
As discussed above, most i-MXenes are metallic due to the par-
tially filled d-shells of the transition metal atoms. However,
motivated by the reported nontrivial topological state in some
functionalized MXenes,20 we also studied the topological
nature of the i-MXene (Ta2/3Fe1/3)2C with a tiny band gap of
1.34 meV. Surprisingly, (Ta2/3Fe1/3)2C with a collinear AFM
ground state hosts a nontrivial state, as shown in the bulk and
surface electronic structures in Fig. 4. Without considering
spin–orbit coupling (SOC), the VBM and CBM almost cross
each other at the Fermi energy. According to the fat band ana-
lysis (Fig. S9 in the ESI†), these two bands are mainly contribu-
ted by the Fe-3dyz and Fe-3dzx orbital character, which is
strongly coupled by SOC. Upon switching on SOC, a remark-
able direct gap of 75.0 meV is opened, leading to band inver-
sion and thus the occurrence of the topological nontrivial
state. This is clearly confirmed by our explicit calculation of
the edge states of the corresponding 1D ribbons with a width
of 70 units, as shown in Fig. 4(b). Furthermore, the nontrivial
edge state is protected by a combination of the time reversal
(T ) and space inversion (P) symmetries (TP), as demonstrated
for CuMnAs in ref. 66.
4.3. Spin-gapless semiconductors
It has been reported that the MXene Ti2C can become a spin-
gapless semiconductor (SGS) under 2% strain.24 We found two
SGS candidates among i-MXenes in the hexagonal geometry,
e.g., (Hf2/3Fe1/3)2C and (Zr2/3Fe1/3)2C with total magnetic
moments of 1.79 and 0.74μB/f.u., respectively. These two SGSs
are not within the classification of four types of SGSs defined
in our previous work,50 because the VBM and CBM have both
spin characters, as shown in Fig. 5. For such SGSs at the Fermi
level, in the spin up channel the CBM and VBM touch each
other directly between K–Γ (in the A region), while in the spin
down channel there is only a small gap for the CBM and VBM
between K–M (in region B). That is the VBM and CBM of the
spin up and spin down channels can be roughly seen at the
same energy level. When SOC is switched on, the touching
bands open a local band gap, suggesting a topologically non-
Fig. 4 Band structures [a] and edge states [b] for the AFM topological
insulator (Ta2/3Fe1/3)2C. When SOC is turned off, the band structures of
the spin up channel overlap with those of the spin down channel. So
only the band structure in one spin channel is shown. In both [a] and [b],
the dashed line denotes the Fermi level.
Fig. 5 The band structures (left) and anomalous Hall conductivity
(right) of (Hf2/3Fe1/3)2C [a] and (Zr2/3Fe1/3)2C [b]. The horizontal dashed
lines denote the Fermi energies.
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trivial state. This can be manifested by explicit evaluation of
the anomalous Hall conductivity. For instance, it is observed
that the anomalous Hall conductivity is finite around the
Fermi energy, which is almost quantized to 3 and 5e2/h with
tiny band gaps of 3.8 meV and 0.3 meV for (Hf2/3Fe1/3)2C and
(Zr2/3Fe1/3)2C, respectively. That is, such i-MXenes are Chern
insulators with nontrivial Chern numbers of 3 and 5, though
the band gaps are small.
5. Conclusions
In conclusion, we systematically studied the magnetic and
electronic properties of i-MXene compounds, which provide an
interesting platform for multifunctional applications. The
magnetic ground states for i-MXenes are investigated for both
rectangular and hexagonal lattices, where slight strain can be
applied to tune the magnetic ground state. Due to the under-
lying crystal fields, the magnetocrystalline anisotropy of
i-MXenes can be significantly enhanced, i.e., there are 5
systems with the magnetic crystalline anisotropy energy larger
than 0.5 meV per f.u. Furthermore, investigation on the elec-
tronic properties reveals that i-MXenes can host fascinating
transport properties. Semi-classical transport calculations
demonstrate that i-MXenes (Sc2/3Cd1/3)2C and (Sc2/3Hg1/3)2C
have significantly large Seebeck coefficients with a magnitude
of 1000 μV K−1. Based on edge state calculations, (Ta2/3Fe1/3)2C
can be classified as an antiferromagnetic topological insulator.
We observe that (Hf2/3Fe1/3)2C and (Zr2/3Fe1/3)2C are spin-
gapless semiconductors with enhanced anomalous Hall con-
ductivity. Thus our calculations suggest that i-MXenes are a
new class of 2D materials which are promising for future appli-
cations, calling for further experimental exploration.
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S1 Spin configuration
Figure S1: Crystal structure for i-MXene (M2/3M
�
1/3)2X in hexagonal (red) and
rectangular (green) lattices. The “A” and “B” symbols denote the correspond-
ing atoms lie above and below the center layer X (X = C and N) atoms. In the
following structures, the atom labels have the same meaning as this figure.
S2 Noncolinear spin configurations
In the hexagonal lattice, the doped transition metal M� of intralayer forms a
triangular lattice in the 2×2×1 super cell as showing in Fig. S3, implying the
noncolinear antiferromagnetic state may be stable. Table S1 lists the noncolinear
antiferromagnetic candidates.
Table S1: The noncolinaer antiferromagnetic candidates
spin Candidate
AFM-β (Sc2/3Mo1/3)2C (Nb2/3Mn1/3)2C (Zr2/3Mn1/3)2C (Sc2/3Nb1/3)2C
AFM-α (Ta2/3Mn1/3)2C (Mo2/3Fe1/3)2C (Zr2/3Ni1/3)2C (Zr2/3Fe1/3)2C
(Hf2/3Mn1/3)2C (Zr2/3Co1/3)2N (Ti2/3Fe1/3)2N (Zr2/3Mn1/3)2N
(Zr2/3Fe1/3)2N (V2/3Mn1/3)2C (Hf2/3Cr1/3)2N
S1
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Figure S2: Spin configurations for i-MXene in rectangular lattice: [a] ferro-
magnetic (FM) and [b] interlayer antiferromagnetic (AFM-0) spin state. For
comparison with hexagonal i-MXene in noncolinear spin configuration, we also
calculate rectangular i-MXene in similar spin configurations. [c] AFM-1 and [d]
AFM-2 are the interlayer antiferromagnetic coupling spin configurations, while
[e] AFM-3 and [f] AFM-4 are the interlayer ferromagnetic coupling spin config-
urations. Noncolinear antiferromagnetic spin configurations for the interlayer
coupling of antiferromagnetic (AFM-α) [i] and ferromagnetic (AFM-β) [j] cases.
S2
[a]
[b]
Figure S3: The schematic diagrams of exchange coupling parameters [a] Jinter
and [b] Jintra for i-MXene (Hf2/3Fe1/3)2C. [a] AFM-0: The exchange coupling
of Fe atoms of above and below layers is set as antiferromagnetic, while the
intralayer coupling for Fe is set as ferromagnetic. [b] AFM-β: The intralayer
coupling of Fe atoms is set as noncolinear antiferromagnetic while the interlayer
coupling of Fe atoms are ferromagnetic. It should be noticed there are in total 6
nearest neighbor Fe atoms for each Fe, of which four are antiferromagnetic and
two are ferromagnetic to the center of Fe atom of the hexagonal Fe atoms.
S3
S3 DOS for some i-MXene.
In order to discuss i-MXene with spin configuration transition from NM to FM,
we have shown the density of states (DOS) for (Zr2/3Ti1/3)2N, (Ti2/3Ru1/3)2C
and (Zr2/3Ru1/3)2C in Fig. S4. We also show the Fe atomic DOS in (Hf2/3Fe1/3)2C
with the hexagonal and rectangular lattice in order to understand the spin con-
figuration transition from AFM to FM.
[a]
-2 -1 0 1 2
Energy-E
F
 (eV)
0
5
10
15
D
O
S
 (
st
at
es
/e
V
/u
.c
.)
-0.04 -0.02 0.02 0.04
5
5.5
6
[b]
-2 -1 0 1 2
Energy-E
F
 (eV)
0
5
10
15
20
25
30
D
O
S
 (
st
at
es
/e
V
/u
.c
.)
Rect.
Hex.
-0.04 -0.02 0.02 0.04
12
14
[c]
-2 0 2
Energy-E
F
 (eV)
0
5
10
15
20
25
30
D
O
S
 (
st
at
es
/e
V
/u
.c
.)
Rect.
Hex.
-0.04 -0.02 0.02 0.04
8
10
Figure S4: Density of states comparison between rectangular (Rect.) and
hexagonal (Hex.) lattices for [a] (Zr2/3Ti1/3)2N, [b] (Ti2/3Ru1/3)2C and [c]
(Zr2/3Ru1/3)2C in non-magnetic spin configuration.
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Figure S5: Fe atomic DOS in (Hf2/3Fe1/3)2C withe hexagonal and rectangular
lattice.
S4
S4 Band structures and AHC for (Ti2/3V1/3)2C.
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Figure S6: [a] Band structures for (Ti2/3V1/3)2C in rectangular (Rect.) and
hexagonal (Hex.) lattices. In rectangular lattice, the band structures of spin up
and spin down (dn) are overlapping. For the hexagonal lattice, here we use the
k−path of rectangular lattice for comparison. [b] Anomalous hall conductivity
for (Ti2/3V1/3)2C in the hexagonal lattice.
S5 DOS and Seebeck coefficients for (Sc2/3Cd1/3)2C
and (Sc2/3Hg1/3)2C.
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Figure S7: DOS for (Sc2/3Cd1/3)2C [a] and (Sc2/3Hg1/3)2C [b]. Seebeck
coefficient as a function of chemical potential for (Sc2/3Cd1/3)2C [a] and
(Sc2/3Hg1/3)2C [b]. The ”rect.” and ”hex.” denote the results in rectangular
and hexagonal lattices.
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S6 Projected band structures
[a]
[b]
Figure S8: Orbital projected band structures for (Hf2/3Fe1/3)2C (a) and
(Zr2/3Fe1/3)2C. The Fe 3d-2 and Fe 3d+2 symbols denote the Fe 3dxy and
Fe-3dx2−y2 orbitals, respectively.
S6
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[b]
Figure S9: Orbital projected band structures for Fe atoms in (Ta2/3Fe1/3)2C
without and with SOC. The Fe 3d+1 and Fe 3d-1 symbols denote the Fe 3dzx
and Fe 3dyz orbitals, respectively.
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S7 MAE
Table S2: MAE values for i-MXene in hexagonal and rectangular lattices in unit
of meV/f.u. ΔE = Ehex. − Erect.
Com. hex rect. ΔE Comp. hex rect. ΔE
(Hf2/3Cr1/3)2C 0.092 0.0431 0.0489 (Hf2/3Fe1/3)2C 1.3854 1.4141 -0.0287
(Hf2/3Hg1/3)2C -0.0001 -0.7499 0.7498 (Hf2/3Mn1/3)2C -0.0567 -0.0979 0.0412
(Mo2/3Cr1/3)2C 0.0561 -0.0114 0.0675 (Mo2/3Fe1/3)2C -0.0558 -0.0018 -0.054
(Mo2/3Mn1/3)2C 0.0109 -0.0319 0.0428 (Nb2/3Co1/3)2C 0.0158 -0.041 0.0568
(Nb2/3Fe1/3)2C 0.0286 0.0253 0.0033 (Nb2/3Mn1/3)2C 0.201 0.1018 0.0992
(Nb2/3Sc1/3)2C 0.0001 0.0 0.0001 (Sc2/3Cr1/3)2C 0.0775 0.0005 0.077
(Sc2/3Mn1/3)2C 0.0357 0.0159 0.0198 (Sc2/3Mo1/3)2C 0.0042 0.0 0.0042
(Sc2/3Nb1/3)2C -0.0001 -0.0007 0.0006 (Sc2/3Ta1/3)2C 0.001 0.0665 -0.0655
(Sc2/3V1/3)2C -0.009 0.0024 -0.0114 (Ta2/3Co1/3)2C 0.3184 0.2116 0.1068
(Ta2/3Fe1/3)2C 0.8628 0.3584 0.5044 (Ta2/3Mn1/3)2C -0.0442 0.0868 -0.131
(Ta2/3Nb1/3)2C 0.0 -0.0001 0.0001 (Ti2/3Cr1/3)2C 0.0015 -0.0015 0.003
(Ti2/3Mo1/3)2C 0.0339 0.0253 0.0086 (Ti2/3Nb1/3)2C 0.0193 0.0254 -0.0061
(Ti2/3Pd1/3)2C -0.0211 -0.0051 -0.016 (Ti2/3Sc1/3)2C -0.0005 0.0023 -0.0028
(Ti2/3Ta1/3)2C 0.0565 -0.0093 0.0658 (Ti2/3V1/3)2C 0.0216 0.0195 0.0021
(Ti2/3Y1/3)2C 0.038 0.0083 0.0297 (V2/3Co1/3)2C -0.0124 -0.0467 0.0343
(V2/3Fe1/3)2C 0.0535 0.0667 -0.0132 (V2/3Mn1/3)2C 0.0993 0.1013 -0.002
(V2/3Rh1/3)2C -0.0505 -0.0708 0.0203 (V2/3Sc1/3)2C -0.0128 0.0016 -0.0144
(V2/3Ti1/3)2C 0.0057 0.0059 -0.0002 (Zr2/3Cr1/3)2C 0.0056 0.0349 -0.0293
(Zr2/3Fe1/3)2C 0.7446 0.8125 -0.0679 (Zr2/3Hf1/3)2C -0.6085 -0.0467 -0.5618
(Zr2/3Mn1/3)2C 0.0688 0.132 -0.0632 (Zr2/3Ni1/3)2C 0.0587 0.0348 0.0239
(Hf2/3Co1/3)2N 0.1272 0.1094 0.0178 (Hf2/3Cr1/3)2N 0.7536 0.6041 0.1495
(Hf2/3Fe1/3)2N 0.3874 -0.5089 0.8963 (Hf2/3Mn1/3)2N -0.4437 -0.5283 0.0846
(Hf2/3Sc1/3)2N -0.6875 -1.0708 0.3833 (Hf2/3Zr1/3)2N 0.054 0.0934 -0.0394
(Ti2/3Fe1/3)2N -0.1369 -0.1276 -0.0093 (Ti2/3Hf1/3)2N 0.7144 0.4739 0.2405
(Ti2/3Mn1/3)2N 0.0735 0.0024 0.0711 (Ti2/3Nb1/3)2N -0.0157 0.0496 -0.0653
(Ti2/3Sc1/3)2N 0.0026 0.002 0.0006 (Ti2/3V1/3)2N 0.0029 0.0049 -0.002
(Ti2/3Y1/3)2N -0.021 0.0029 -0.0239 (Zr2/3Co1/3)2N -0.0404 -0.0613 0.0209
(Zr2/3Fe1/3)2N -0.0638 -0.0768 0.013 (Zr2/3Hf1/3)2N 0.0558 -0.1121 0.1679
(Zr2/3Mn1/3)2N 0.056 0.0532 0.0028 (Zr2/3Sc1/3)2N 0.0 0.0454 -0.0454
(Zr2/3V1/3)2N 0.0252 0.0145 0.0107 (Ti2/3Ti1/3)2C 0.0063 0.0 0.0063
(Ti2/3Ti1/3)2N -0.0223 0.0 -0.0223
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S8 Energy comparison for Hexagonal and rect-
angular lattice
Table S3: The energy comparison for i-MXene in NM and FM spin configu-
rations within hexagonal and rectangular lattice. ENM and EFM denote the
energy of NM and FM spin configurations in unit of eV/atom. Mtot is the total
magnetic moment in unit of µB/f.u.
Rect. Hex.
commpound ENM EFM Mtot ENM EFM Mtot
(Hf2/3Cr1/3)2C 0.0034 0.0 0.4118 0.0034 0.0 0.4293
(Hf2/3Hg1/3)2C 0.0022 0.0 0.2573 0.0005 0.0 0.344
(Mo2/3Cr1/3)2C 0.0085 0.0 0.8835 0.0109 0.0 0.842
(Mo2/3Fe1/3)2C 0.0452 0.0 1.182 0.044 0.0 1.173
(Mo2/3Mn1/3)2C 0.0588 0.0 1.2948 0.0594 0.0 1.318
(Nb2/3Co1/3)2C 0.0039 0.0 0.4637 0.0039 0.0 0.4497
(Nb2/3Fe1/3)2C 0.0283 0.0 1.0397 0.0288 0.0 1.0473
(Ta2/3Co1/3)2C 0.0053 0.0 0.4113 0.0058 0.0 0.453
(Ta2/3Mn1/3)2C 0.0283 0.0 0.7803 0.0283 0.0 0.7713
(Ti2/3Nb1/3)2C 0.0125 0.0 0.7057 0.0134 0.0 0.7147
(Ti2/3Pd1/3)2C 0.0041 0.0 0.3772 0.0049 0.0 0.382
(Ti2/3Sc1/3)2C 0.0093 0.0 0.8355 0.0113 0.0 0.836
(Ti2/3Ta1/3)2C 0.0112 0.0 0.725 0.0134 0.0 0.718
(Ti2/3Ti1/3)2C 0.0278 0.0 0.8935 0.0414 0.0 0.9207
(V2/3Co1/3)2C 0.0064 0.0 0.638 0.0073 0.0 0.6497
(V2/3Fe1/3)2C 0.0331 0.0 1.0948 0.0335 0.0 1.1273
(V2/3Mn1/3)2C 0.0277 0.0 0.697 0.0275 0.0 0.705
(V2/3Rh1/3)2C 0.0009 0.0 0.3035 0.0005 0.0 0.3033
(Zr2/3Cr1/3)2C 0.0034 0.0 0.3828 0.0034 0.0 0.425
(Zr2/3Fe1/3)2C 0.011 0.0 0.8817 0.0129 0.0 0.9173
(Zr2/3Ni1/3)2C 0.0033 0.0 0.3608 0.0032 0.0 0.336
(Hf2/3Co1/3)2N 0.0051 0.0 0.3463 0.0059 0.0 0.3637
(Hf2/3Cr1/3)2N 0.0012 0.0 0.2668 0.0016 0.0 0.3557
(Hf2/3Mn1/3)2N 0.035 0.0 0.7438 0.036 0.0 0.6857
(Hf2/3Zr1/3)2N 0.0025 0.0 0.5643 0.0031 0.0 0.5553
(Ti2/3Fe1/3)2N 0.0385 0.0 1.1135 0.0382 0.0 1.1017
(Ti2/3Hf1/3)2N 0.0035 0.0 0.5707 0.0043 0.0 0.5777
(Ti2/3Mn1/3)2N 0.0416 0.0 0.804 0.0413 0.0 0.8093
(Ti2/3Sc1/3)2N 0.0121 0.0 0.5993 0.0121 0.0 0.5753
(Ti2/3Ti1/3)2N 0.0003 0.0 0.5787 0.0144 0.0 0.575
(Ti2/3Y1/3)2N 0.002 0.0 0.3975 0.0016 0.0 0.3777
(Zr2/3Co1/3)2N 0.0094 0.0 0.4592 0.0101 0.0 0.469
(Zr2/3Fe1/3)2N 0.0341 0.0 1.235 0.0379 0.0 1.266
(Zr2/3Hf1/3)2N 0.0053 0.0 0.5257 0.0058 0.0 0.53
(Zr2/3Mn1/3)2N 0.0324 0.0 1.0635 0.034 0.0 1.07
(Zr2/3Y1/3)2N 0.0035 0.0 0.4002 0.0039 0.0 0.4207
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Table S3: The energy comparison for i-MXene in NM and FM spin configu-
rations within hexagonal and rectangular lattice. ENM and EFM denote the
energy of NM and FM spin configurations in unit of eV/atom. Mtot is the total
magnetic moment in unit of µB/f.u.. (continued)
Rect. Hex.
commpound NM FM Mtot NM FM Mtot
(Nb2/3Mn1/3)2C 0.0299 0.0 0.7793 0.0295 0.0 0.799
(Nb2/3Sc1/3)2C 0.0017 0.0 0.4298 0.0024 0.0 0.412
(Sc2/3Cr1/3)2C 0.0095 0.0 1.101 0.0066 0.0 1.1063
(Sc2/3Mn1/3)2C 0.0013 0.0 0.6163 0.0011 0.0 0.6443
(Sc2/3Mo1/3)2C 0.0008 0.0 0.8827 0.0048 0.0 0.731
(Sc2/3Nb1/3)2C 0.0028 0.0 0.4998 0.005 0.0 0.5507
(Sc2/3Ta1/3)2C 0.002 0.0 0.4267 0.0028 0.0 0.4363
(Sc2/3V1/3)2C 0.0 0.0 0.9322 0.0049 0.0 0.4447
(Ta2/3Fe1/3)2C 0.0237 0.0 1.0207 0.0249 0.0 1.0117
(Ta2/3Sc1/3)2C 0.0008 0.0 0.5032 0.0015 0.0 0.341
(Ti2/3Cr1/3)2C 0.001 0.0 0.2468 0.001 0.0 0.2323
(Ti2/3Mo1/3)2C 0.0019 0.0 0.2175 0.0022 0.0 0.2063
(Ti2/3Y1/3)2C 0.0039 0.0 0.7477 0.0002 0.0 0.2853
(V2/3Sc1/3)2C 0.0015 0.0 0.4797 0.0002 0.0 0.541
(V2/3Ti1/3)2C 0.0063 0.0 0.519 0.0019 0.0 0.4413
(Zr2/3Hf1/3)2C 0.0001 0.0 0.2242 0.0013 0.0 0.5593
(Zr2/3Mn1/3)2C 0.0026 0.0 0.7227 0.0041 0.0 0.714
(Zr2/3Y1/3)2C 0.0025 0.0 0.3045 0.002 0.0 0.666
(Hf2/3Fe1/3)2N 0.0321 0.0 1.0337 0.032 0.0 1.0477
(Hf2/3Sc1/3)2N 0.0065 0.0 0.4035 0.0009 0.0 0.6017
(Ti2/3Nb1/3)2N 0.0005 0.0 0.2492 0.0057 0.0 0.5223
(Ti2/3V1/3)2N 0.0011 0.0 0.2352 0.0 0.0 0.298
(Zr2/3Sc1/3)2N 0.0112 0.0 0.6917 0.0088 0.0 0.699
(Hf2/3Fe1/3)2C 0.0019 0.0 0.9 0.016 0.0 0.8797
(Hf2/3Mn1/3)2C 0.0068 0.0 0.525 0.0008 0.0 0.5257
(Ti2/3V1/3)2C 0.0053 0.0 0.722 0.0069 0.0 0.701
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Table S4: The energy comparison for i-MXene with NM to FM spin configura-
tion transition when the lattice is changed from hexagonal and rectangular.
commpound NM FM AFM-0 AFM-β AFM-α
(Ti2/3Ru1/3)2C 0.0007 0.0 0.0007 0.0007 0.0007
(Zr2/3Cu1/3)2C 0.0012 0.0 0.0012 0.0008 0.0012
(Zr2/3Ti1/3)2N 0.0015 0.0 0.0014 0.0016 0.0011
Table S5: Energy (in unit of eV/atom) compassion for i-MXene within various
spin configurations in both rectangular (Rect.) and hexagonal (Hex.) lattice.
Compound Structure NM FM AFM-0
AFM-3 AFM-2
AFM-4 AFM-1
/AFM-β /AFM-α
AFM→ FM
(Hf2/3Fe1/3)2C
Rect. 0.016 0.0107 0.0 0.0018 0.0045 0.015 0.015
Hex. 0.0105 0.0 0.0039 0.0021 0.0091 - -
(Hf2/3Mn1/3)2C
Rect. 0.0084 0.0084 0.0050 0.0079 0.0 0.0147 0.0215
Hex. 0.0119 0.0055 0.0089 0.0 0.0046 - -
(Ti2/3V1/3)2C
Rect. 0.0069 0.0022 0.0 0.0055 0.0038 0.0062 0.0009
Hex. 0.0042 0.0 0.002 0.0052 0.002 - -
AFM→ AFM
(Nb2/3Mn1/3)2C
Rect. 0.0408 0.0109 0.0076 0.0043 0.0 0.0069 0.0121
Hex. 0.0361 0.0066 0.0031 0.0027 0.0 - -
(Nb2/3Sc1/3)2C
Rect. 0.005 0.0033 0.0 0.0048 0.0043 0.0047 0.0043
Hex. 0.0055 0.0031 0.0 0.0049 0.0054 - -
(Sc2/3Cr1/3)2C
Rect. 0.0182 0.0087 0.0 0.0036 0.0156 0.0172 0.017
Hex. 0.0184 0.0118 0.0 0.0176 0.0039 - -
(Sc2/3Mn1/3)2C
Rect. 0.0079 0.0066 0.0016 0.0044 0.0011 0.0051 0.0
Hex. 0.0089 0.0078 0.0 0.0039 0.0037 - -
(Sc2/3Mo1/3)2C
Rect. 0.0023 0.0015 0.0 0.0031 0.0027 0.003 0.0029
Hex. 0.0077 0.0029 0.0009 0.0027 0.0 - -
(Sc2/3Nb1/3)2C
Rect 0.0126 0.0098 0.0073 0.0011 0.0061 0.0016 0.0
Hex. 0.0147 0.0097 0.0084 0.0019 0.0 - -
(Sc2/3Ta1/3)2C
Rect. 0.0054 0.0034 0.0 0.0014 0.004 0.0027 0.0025
Hex. 0.0065 0.0037 0.0 0.0019 0.0025 - -
(Sc2/3V1/3)2C
Rect. 0.0072 0.0072 0.0 0.0021 0.0031 0.024 0.0015
Hex. 0.0061 0.0012 0.0 0.0008 0.0005 - -
(Ta2/3Fe1/3)2C
Rect. 0.0278 0.0041 0.0 0.0147 0.0058 0.0099 0.022
Hex. 0.0286 0.0037 0.0 0.0103 0.0152 - -
(Ta2/3Sc1/3)2C
Rect. 0.0014 0.0006 0.0 0.0009 0.0009 0.0009 0.0009
Hex. 0.0024 0.0009 0.0 0.0013 0.0013 - -
(Ti2/3Cr1/3)2C
Rect. 0.0028 0.0018 0.0 0.0028 0.0024 0.0028 0.0021
Hex. 0.0029 0.0019 0.0 0.0029 0.0028 - -
(Ti2/3Mo1/3)2C
Rect. 0.0022 0.0003 0.0 0.0021 0.002 0.0021 0.0018
Hex. 0.0029 0.0007 0.0 0.0025 0.0025 - -
(Ti2/3Y1/3)2C
Rect. 0.0053 0.0014 0.0 0.0011 0.0013 0.0021 0.0027
Hex. 0.0011 0.0009 0.0 0.0007 0.0009 - -
(V2/3Sc1/3)2C
Rect. 0.0051 0.0036 0.0 0.0034 0.0033 0.0036 0.0033
Hex. 0.0045 0.0043 0.0 0.0044 0.0041 - -
(V2/3Ti1/3)2C
Rect. 0.0092 0.0029 0.0 0.0024 0.0026 0.0028 0.0027
Hex. 0.0032 0.0013 0.0 0.0031 0.0026 - -
(Zr2/3Hf1/3)2C
Rect. 0.0037 0.0036 0.0 0.0022 0.0016 0.0015 0.0008
Hex. 0.0064 0.0051 0.0 0.0032 0.0036 - -
(Zr2/3Mn1/3)2C
Rect. 0.0132 0.0106 0.0087 0.0016 0.0032 0.002 0.0
Hex. 0.0126 0.0085 0.0075 0.0003 0.0 - -
(Zr2/3Y1/3)2C
Rect. 0.0044 0.0019 0.0 0.0005 0.002 0.002 0.0009
Hex. 0.0039 0.0019 0.0 0.0012 0.0008 - -
(Hf2/3Fe1/3)2N
Rect. 0.0411 0.009 0.0088 0.0241 0.0139 0.0109 0.0
Hex. 0.0413 0.0093 0.0085 0.0 0.0233 - -
(Hf2/3Sc1/3)2N
Rect. 0.0104 0.0039 0.0007 0.0036 0.0006 0.0035 0.0
Hex. 0.0041 0.0032 0.0 0.0031 0.0031 - -
(Ti2/3Nb1/3)2N
Rect. 0.0025 0.002 0.0 0.0027 0.0024 0.0023 0.0024
Hex. 0.0079 0.0022 0.0 0.0019 0.002 - -
(Ti2/3V1/3)2N
Rect. 0.0027 0.0016 0.0 0.0025 0.0028 0.0026 0.0027
Hex. 0.0029 0.0029 0.0 0.0029 0.0026 - -
(Zr2/3Sc1/3)2N
Rect. 0.0179 0.0067 0.0 0.0124 0.0087 0.011 0.0073
Hex. 0.0164 0.0076 0.0 0.0111 0.012 - -
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Table S5: Energy (in unit of eV/atom) compassion for i-MXene within various
spin configurations in both rectangular (Rect.) and hexagonal (Hex.) lattice.
(continued)
Compound Structure NM FM AFM-0
AFM-3 AFM-2
AFM-4 AFM-1
/AFM-β /AFM-α
FM→ FM
(Zr2/3Co1/3)2N
Rect. 0.0105 0.0011 0.0098 0.0099 0.0012 0.0 0.0012
Hex. 0.0113 0.0012 0.0113 0.0 0.0105 - -
(Zr2/3Mn1/3)2N
Rect. 0.0438 0.0114 0.0268 0.0 0.0151 0.0106 0.0162
Hex. 0.0342 0.0002 0.0161 0.0 0.0041 - -
(Zr2/3Y1/3)2N
Rect. 0.0041 0.0006 0.0146 0.0024 0.0024 0.0 0.0033
Hex. 0.0039 0.0 0.0031 0.0026 0.0022 - -
(Zr2/3Fe1/3)2N
Rect. 0.0451 0.011 0.0201 0.0264 0.0154 0.0 0.0177
Hex. 0.0473 0.0094 0.0205 0.0 0.0278 - -
(Zr2/3Hf1/3)2N
Rect. 0.0053 0.0 0.0119 0.0023 0.0031 0.0037 0.0014
Hex. 0.0058 0.0 0.0052 0.004 0.0021 - -
(Hf2/3Cr1/3)2C
Rect. 0.0034 0.0 0.0025 0.0036 0.0019 0.0017 0.0004
Hex. 0.0034 0.0 0.0023 0.002 0.0034 - -
(Hf2/3Hg1/3)2C
Rect. 0.0022 0.0 0.0007 0.0021 0.0012 0.0021 0.0012
Hex. 0.0005 0.0 0.0002 0.0005 0.0005 - -
(Mo2/3Cr1/3)2C
Rect. 0.0089 0.0004 0.0065 0.0 0.0017 0.0031 0.0021
Hex. 0.0109 0.0 0.0068 0.0046 0.0006 - -
(Mo2/3Fe1/3)2C
Rect. 0.0452 0.0 0.0021 0.0163 0.0087 0.0003 0.0083
Hex. 0.0442 0.0002 0.0027 0.0 0.0158 - -
(Mo2/3Mn1/3)2C
Rect. 0.0588 0.0 0.0077 0.021 0.0016 0.0021 0.0152
Hex. 0.0594 0.0 0.008 0.0023 0.0214 - -
(Nb2/3Co1/3)2C
Rect. 0.0039 0.0 0.0039 0.0037 0.0017 0.001 0.0017
Hex. 0.0039 0.0 0.0039 0.0009 0.0036 - -
(Nb2/3Fe1/3)2C
Rect. 0.0283 0.0 0.0024 0.012 0.0038 0.0059 0.0174
Hex. 0.0288 0.0 0.0021 0.0061 0.0123 - -
(Ta2/3Co1/3)2C
Rect. 0.0053 0.0 0.0053 0.0052 0.0031 0.0001 0.0016
Hex. 0.0058 0.0 0.0058 0.0003 0.0059 - -
(Ta2/3Mn1/3)2C
Rect. 0.0362 0.0079 0.0084 0.0053 0.0 0.0113 0.0146
Hex. 0.0304 0.0021 0.0026 0.0 0.0055 - -
(Ti2/3Nb1/3)2C
Rect. 0.0125 0.0 0.0012 0.0076 0.0051 0.0076 0.0038
Hex. 0.0134 0.0 0.0017 0.0083 0.0083 - -
(Ti2/3Pd1/3)2C
Rect. 0.0041 0.0 0.0041 0.0041 0.0013 0.0012 0.0013
Hex. 0.0049 0.0 0.0049 0.0014 0.0049 - -
(Ti2/3Sc1/3)2C
Rect. 0.0093 0.0 0.0007 0.0093 0.0093 0.0093 0.0093
Hex. 0.0113 0.0 0.0016 0.0104 0.0104 - -
(Ti2/3Ta1/3)2C
Rect. 0.0112 0.0 0.0003 0.0059 0.0055 0.0061 0.004
Hex. 0.0134 0.0 0.0018 0.0071 0.0077 - -
(Ti2/3Ti1/3)2C
Rect. 0.0278 0.0 0.0116 0.011 0.013 0.0087 0.0091
Hex. 0.0414 0.0 0.014 0.028 0.0263 - -
(V2/3Co1/3)2C
Rect. 0.0064 0.0 0.0052 0.0064 0.003 0.0024 0.003
Hex. 0.0073 0.0 0.0063 0.0027 0.0073 - -
(V2/3Fe1/3)2C
Rect. 0.0331 0.0 0.0039 0.0136 0.007 0.0088 0.0168
Hex. 0.0335 0.0 0.0042 0.0092 0.014 - -
(V2/3Mn1/3)2C
Rect. 0.0314 0.0037 0.0073 0.0 0.0006 0.005 0.0042
Hex. 0.031 0.0035 0.0068 0.0 0.0047 - -
(V2/3Rh1/3)2C
Rect. 0.0009 0.0 0.0009 0.0009 0.0009 0.0009 0.0009
Hex. 0.0005 0.0 0.0005 0.0005 0.0005 - -
(Zr2/3Cr1/3)2C
Rect. 0.0043 0.0 0.0028 0.0039 0.0033 0.0023 0.0009
Hex. 0.0034 0.0 0.0018 0.0014 0.003 - -
(Zr2/3Fe1/3)2C
Rect. 0.0159 0.0049 0.0081 0.0035 0.0003 0.0 0.0074
Hex. 0.0168 0.0039 0.0072 0.0 0.0041 - -
(Zr2/3Ni1/3)2C
Rect. 0.0037 0.0004 0.0037 0.0035 0.0014 0.0 0.0014
Hex. 0.0041 0.0009 0.0041 0.0 0.0042 - -
(Hf2/3Co1/3)2N
Rect. 0.0051 0.0 0.0033 0.0052 0.0005 0.0013 0.0005
Hex. 0.0059 0.0 0.0059 0.001 0.0058 - -
(Hf2/3Cr1/3)2N
Rect. 0.0078 0.0066 0.0078 0.0 0.0035 0.0074 0.0017
Hex. 0.008 0.0064 0.0078 0.0 0.0072 - -
(Hf2/3Mn1/3)2N
Rect. 0.0382 0.0032 0.0291 0.0091 0.0 0.0064 0.0073
Hex. 0.036 0.0 0.0271 0.0032 0.0055 - -
(Hf2/3Zr1/3)2N
Rect. 0.0025 0.0 0.0035 0.0029 0.0041 0.0027 0.0015
Hex. 0.0031 0.0 0.0068 0.0031 0.0031 - -
(Ti2/3Fe1/3)2N
Rect. 0.0408 0.0023 0.0152 0.0219 0.011 0.0 0.0135
Hex. 0.0405 0.0023 0.0153 0.0 0.0219 - -
(Ti2/3Hf1/3)2N
Rect. 0.0035 0.0 0.0017 0.0016 0.0016 0.0018 0.0016
Hex. 0.0043 0.0 0.0026 0.0028 0.0023 - -
(Ti2/3Mn1/3)2N
Rect. 0.0416 0.0 0.0239 0.0087 0.0005 0.0103 0.007
Hex. 0.0413 0.0 0.0242 0.0101 0.008 - -
(Ti2/3Sc1/3)2N
Rect. 0.0121 0.0 0.0004 0.0091 0.0085 0.0085 0.0085
Hex. 0.0121 0.0 0.0091 0.0085 0.0092 - -
(Ti2/3Ti1/3)2N
Rect. 0.0003 0.0 0.0003 0.006 0.0098 0.006 0.006
Hex. 0.0144 0.0 0.0032 0.01 0.0083 - -
(Ti2/3Y1/3)2N
Rect. 0.002 0.0 0.0013 0.0012 0.0016 0.0015 0.0015
Hex. 0.0016 0.0 0.0012 0.0014 0.0012 - -
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Table S6: The atomic magnetic moments for transition mental atoms M and
M� in i-MXene (M2/3M �1/3)2X within both rectangular and hexagonal lattices.
Rect. and Hex. represent the rectangular and hexagonal lattice, respectively.
MM , MM � and Mtot are the magnetic moment for M (in unit of µB) atom, M
�
atom (in unit of µB) and total magnetic moment (in unit of µB/f.u.).
(M2/3M
�
1/3)2X
Rect. Hex.
MM MM� Mtot MM MM� Mtot
NM→FM
(Ti2/3Ru1/3)2C 0 0 0 0.166 0.104 0.290
(Zr2/3Ti1/3)2N 0 0 0 0.470 0.54 0.950
(Zr2/3Cu1/3)2C 0 0 0 0.225 0.0 0.30
FM→FM
(Hf2/3Cr1/3)2C -0.014 0.664 0.412 -0.005 0.69 0.429
(Hf2/3Hg1/3)2C 0.185 0.021 0.257 0.258 0.031 0.344
(Mo2/3Cr1/3)2C 0.039 1.305 0.884 0.009 1.282 0.842
(Mo2/3Fe1/3)2C -0.052 1.921 1.182 -0.046 1.905 1.173
(Mo2/3Mn1/3)2C -0.111 2.235 1.295 -0.101 2.247 1.318
(Nb2/3Co1/3)2C 0.019 0.646 0.464 0.017 0.632 0.45
(Nb2/3Fe1/3)2C -0.121 1.791 1.04 -0.099 1.794 1.047
(Ta2/3Co1/3)2C -0.02 0.643 0.411 0.0 0.678 0.453
(Ta2/3Mn1/3)2C -0.199 1.593 0.78 -0.2 1.581 0.771
(Ti2/3Nb1/3)2C 0.383 0.339 0.706 0.39 0.345 0.715
(Ti2/3Pd1/3)2C 0.281 0.037 0.377 0.287 0.037 0.382
(Ti2/3Sc1/3)2C 0.525 0.299 0.836 0.534 0.3 0.836
(Ti2/3Ta1/3)2C 0.359 0.405 0.725 0.354 0.392 0.718
(Ti2/3Ti1/3)2C 0.475 0.475 0.893 0.489 0.489 0.921
(V2/3Co1/3)2C 0.118 0.742 0.638 0.129 0.746 0.65
(V2/3Fe1/3)2C -0.091 1.804 1.095 -0.059 1.814 1.127
(V2/3Mn1/3)2C -0.261 1.575 0.697 -0.253 1.575 0.705
(V2/3Rh1/3)2C 0.217 0.051 0.303 0.13 0.031 0.303
(Zr2/3Cr1/3)2C -0.033 0.665 0.383 -0.026 0.729 0.425
(Zr2/3Fe1/3)2C -0.075 1.502 0.882 -0.047 1.515 0.917
(Zr2/3Ni1/3)2C 0.224 0.106 0.361 0.204 0.098 0.336
(Hf2/3Co1/3)2N 0.107 0.322 0.346 0.086 0.398 0.364
(Hf2/3Cr1/3)2N 0.091 -0.582 -0.267 -0.117 0.763 0.356
(Hf2/3Mn1/3)2N -0.371 1.84 0.744 -0.391 1.791 0.686
(Hf2/3Zr1/3)2N 0.302 0.242 0.564 0.3 0.244 0.555
(Ti2/3Fe1/3)2N -0.162 1.937 1.113 -0.166 1.932 1.102
(Ti2/3Hf1/3)2N 0.316 0.248 0.571 0.318 0.249 0.578
(Ti2/3Mn1/3)2N -0.352 1.862 0.804 -0.355 1.869 0.809
(Ti2/3Sc1/3)2N 0.359 0.228 0.599 0.335 0.221 0.575
(Ti2/3Ti1/3)2N 0.306 0.52 0.579 0.301 0.301 0.575
(Ti2/3Y1/3)2N 0.237 0.142 0.397 0.219 0.135 0.378
(Zr2/3Co1/3)2N 0.034 -0.737 -0.459 0.029 -0.753 -0.469
(Zr2/3Fe1/3)2N -0.063 1.959 1.235 -0.042 1.977 1.266
(Zr2/3Hf1/3)2N 0.254 0.295 0.526 0.251 0.296 0.53
(Zr2/3Mn1/3)2N -0.088 1.782 1.064 -0.105 1.808 1.07
(Zr2/3Y1/3)2N 0.226 0.169 0.4 0.225 0.176 0.421
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Table S7: The atomic magnetic moments for transition mental atoms M and
M� in i-MXene (M2/3M �1/3)2X within both rectangular and hexagonal lattices.
Rect. and Hex. represent the rectangular and hexagonal lattice, respectively.
The magnetic moment is in unit of µB/atom. ↑ and ↓ denote the up and down
layer transition atom, respectively.
(M2/3M
�
1/3)2X
Rect. Hex.
MM↑ MM↓ MM�↑ MM�↓ MM↑ MM↓ MM�↑ MM�↓
AFM→AFM
(Nb2/3Mn1/3)2C 0.183 -0.183 1.555 -1.555 0.061 -0.061 1.807 -1.807
(Nb2/3Sc1/3)2C 0.251 -0.251 0.17 -0.17 0.263 -0.263 0.195 -0.195
(Sc2/3Cr1/3)2C 0.239 -0.239 1.241 -1.241 0.077 -0.077 1.409 -1.409
(Sc2/3Mn1/3)2C 0.145 -0.145 0.673 -0.673 0.028 -0.028 1.326 -1.326
(Sc2/3Mo1/3)2C 0.347 -0.347 0.624 -0.624 0.104 -0.104 0.449 -0.449
(Sc2/3Nb1/3)2C 0.205 -0.205 0.388 -0.388 0.185 -0.185 0.343 -0.343
(Sc2/3Ta1/3)2C 0.157 -0.157 0.357 -0.357 0.172 -0.172 0.349 -0.349
(Sc2/3V1/3)2C 0.298 -0.298 0.865 -0.865 0.148 -0.148 0.5 -0.5
(Ta2/3Fe1/3)2C 0.154 -0.154 1.816 -1.816 0.079 -0.079 1.723 -1.723
(Ta2/3Sc1/3)2C 0.297 -0.297 0.179 -0.179 0.269 -0.269 0.173 -0.173
(Ti2/3Cr1/3)2C 0.103 -0.103 0.166 -0.166 0.175 -0.175 0.438 -0.438
(Ti2/3Mo1/3)2C 0.132 -0.132 0.054 -0.054 0.181 -0.181 0.083 -0.083
(Ti2/3Y1/3)2C 0.46 -0.46 0.28 -0.28 0.202 -0.202 0.125 -0.125
(V2/3Sc1/3)2C 0.327 -0.327 0.119 -0.119 0.319 -0.319 0.126 -0.126
(V2/3Ti1/3)2C 0.282 -0.282 0.24 -0.24 0.335 -0.335 0.173 -0.173
(Zr2/3Hf1/3)2C 0.104 -0.104 0.134 -0.134 0.246 -0.246 0.289 -0.289
(Zr2/3Mn1/3)2C 0.016 -0.016 1.167 -1.167 0.117 -0.117 1.052 -1.052
(Zr2/3Y1/3)2C 0.183 -0.183 0.118 -0.118 0.221 -0.221 0.155 -0.155
(Hf2/3Fe1/3)2N 0.206 -0.206 1.936 -1.936 0.232 -0.232 1.934 -1.934
(Hf2/3Sc1/3)2N 0.236 -0.236 0.142 -0.142 0.319 -0.319 0.199 -0.199
(Ti2/3Nb1/3)2N 0.115 -0.115 0.156 -0.156 0.152 -0.152 0.246 -0.246
(Ti2/3V1/3)2N 0.129 -0.129 0.108 -0.108 0.167 -0.167 0.299 -0.299
(Zr2/3Sc1/3)2N 0.377 -0.377 0.3 -0.3 0.487 -0.487 0.357 -0.357
AFM→FM
(M2/3M
�
1/3)2X
Rect. Hex.
MM↑ MM↓ MM�↑ MM�↓ MM MM� Mtot
(Hf2/3Fe1/3)2C 0.087 -0.087 1.04 -1.04 -0.137 1.623 0.899
(Hf2/3Mn1/3)2C 0.128 -0.128 0.919 -0.919 -0.125 1.089 0.559
(Ti2/3V1/3)2C 0.367 -0.367 0.698 -0.698 0.314 0.454 0.721
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5 Conclusion
In this thesis, we have done systematic high-throughput computational screening for multi-
functional magnetic materials from bulk to 2D forms, focusing on the properties driven by SOC.
Firstly, we have done HTP screening for spin-gapless semiconductors (SGS) in quaternary
Heusler alloys, based on the empirical valence electron number rule. Among about 19,000 possible
compounds, we identify 70 newly stable SGS candidates based on formation energy together with
mechanical and dynamical stabilities, where 17 cases have a distance to the convex hull less than
0.10 eV/atom. Based on the chemical bonding analysis, we found a new crystal splitting scheme of
the D4h-like picture to explain the magnetization of SGS Heusler compounds with two magnetic
atoms, which is beyond the conventional competing mechanism between the t2g and eg splitting
and exchange interaction. All four types of SGSs can be realized based on the spin characters
of the touching bands around Fermi level, where various transport properties are observed. We
found type-II SGSs are especially interesting for spintronic applications: a) The spin polarization
of the longitudinal conductivity can be manipulated by the chemical potential. b) The anomalous
Hall conductivity (AHC) changes its sign across the Fermi level, leading to a significant large
anomalous Nernst effect. Additionally, we have also found that spin-orbit coupling will have a
remarkably strong effect on the electronic structures of SGSs with heavy elements, where the
transport properties can be tuned by the magnetization direction. We conclude that SGSs are
promising candidates for future spintronic applications.
Secondly, we have done HTP calculations for the light interstitial (H, B, C and N) effect on
the magnetic properties of full Heusler compounds, aiming at designing rare earth free permanent
magnets. The light interstitial breaks the cubic symmetry and hence induces a stable tetragonal
distortion to the Heusler alloy based on Bain path calculations, leading to a substantial uniaxial
magneto-crystalline anisotropy energy (MAE). In total, we found 32 compounds with a sizable
out-of plane MAE as well as 10 cases with a sizable in-plane MAE, filling in the application
spectral gap between high and low performance permanent magnets. Chemical bonding analysis
reveals that the chemical environment around the light interstitial will enhance the MAE further.
Thirdly, we have done a systematic HTP screening for 2D in-plane ordered MXene (i-MXene),
providing a new playground for 2D magnets. It has been found the magnetic spin configura-
tions can be manipulated by imposed strain from rectangular to hexagonal lattices. Due to the
underlying trigonal crystal fields, the MAE of i-MXene will be significantly enhanced, resulting
in five cases with an out-of plane larger than 0.5 meV/f.u. Electronic structure calculations re-
veal that i-MXenes can host fascinating transport properties, i.e. i-MXene (Sc2/3Cd1/3)2C and
(Sc2/3Hg1/3)2C have significantly large Seebeck coefficients with the magnitude of 1000 µV/K,
(Ta2/3Fe1/3)2C is an anti-ferromagnetic topological insulator based on edge state calculations, and
(Hf2/3Fe1/3)2C and (Zr2/3Fe1/3)2C are both spin gapless semiconductors with enhanced anoma-
lous hall conductivity. Such results demonstrate that i-MXenes can be used in multifunctional
applications.
In summary, we have established and applied HTP methods to perform HTP design of mag-
netic materials. It paves the way for further investigations, particularly magnets as green energy
solutions.
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