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Abstract
Quantum decoherence plays a pivotal role in the dynamical description of the quantum-to-classical tran-
sition and is the main impediment to the realization of devices for quantum information processing. This
paper gives an overview of the theory and experimental observation of the decoherence mechanism. We
introduce the essential concepts and the mathematical formalism of decoherence, focusing on the picture of
the decoherence process as a continuous monitoring of a quantum system by its environment. We review
several classes of decoherence models and discuss the description of the decoherence dynamics in terms of
master equations. We survey methods for avoiding and mitigating decoherence and give an overview of
several experiments that have studied decoherence processes. We also comment on the role decoherence
may play in interpretations of quantum mechanics and in addressing foundational questions.
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1. Introduction
Hilbert space is a vast and seemingly egalitarian place. If |ψ1〉 and |ψ2〉 represent two possible physical
states of a quantum system, then quantum mechanics postulates that an arbitrary superposition α |ψ1〉 +
β |ψ2〉 constitutes another possible physical state. The question, then, is why most such states, especially for
mesoscopic and macroscopic systems, are found to be very difficult to prepare and observe, often prohibitively
so. For example, it turns out to be extremely challenging to prepare a macroscopic quantum system in a
spatial superposition of two macroscopically separated, narrow wave packets, with each individual wave
packet approximately representing the kind of spatial localization familiar from the classical world of our
experience. Even if one succeeded in generating such a superposition and confirming its existence—for
example, by measuring fringes arising from interference between the wave-packet components—one would
find that it becomes very rapidly unobservable. Thus, we arrive at the dynamical problem of the quantum-
to-classical transition: Why are certain “nonclassical” quantum states so fragile and easily degraded? The
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question is of immense importance not only from a fundamental point of view, but also because quantum
information processing and quantum technologies crucially depend on our ability to generate, maintain, and
manipulate such nonclassical superposition states.
The key insight in addressing the problem of the quantum-to-classical transition was first spelled out
almost fifty years ago by Zeh [1], and it gave birth to the theory of quantum decoherence, sometimes
also called dynamical decoherence or environment-induced decoherence [1–9]. The insight is that realistic
quantum systems are never completely isolated from their environment, and that when a quantum system
interacts with its environment, it will in general become rapidly and strongly entangled with a large number
of environmental degrees of freedom. This entanglement dramatically influences what we can locally observe
upon measuring the system, even when from a classical point of view the influence of the environment on
the system (in terms of dissipation, perturbations, noise, etc.) is negligibly small. In particular, quantum
interference effects with respect to certain physical quantities (most notably, “classical” quantities such as
position) become effectively suppressed, making them prohibitively difficult to observe in most cases of
practical interest.
This, in a nutshell, is the process of decoherence [1–9]. Stated in general and interpretation-neutral terms,
decoherence describes how entangling interactions with the environment influence the statistics of future
measurements on the system. Formally, decoherence can be viewed as a dynamical filter on the space of
quantum states, singling out those states that, for a given system, can be stably prepared and maintained,
while effectively excluding most other states, in particular, nonclassical superposition states of the kind
epitomized by Schro¨dinger’s cat [10]. In this way, decoherence lies at the heart of the quantum-to-classical
transition. It ensures consistency between quantum and classical predictions for systems observed to behave
classically. It provides a quantitative, dynamical account of the boundary between quantum and classical
physics. In any concrete experimental situation, decoherence theory specifies the physical requirements,
both qualitatively and quantitatively, for pushing the quantum–classical boundary toward the quantum
realm. Decoherence is a genuinely quantum-mechanical effect, to be carefully distinguished from classical
dissipation and stochastic fluctuations.
One of the most surprising aspects of the decoherence process is its extreme efficiency, especially for
mesoscopic and macroscopic quantum systems. Furthermore, due to the many uncontrollable degrees of
freedom of the environment, the dynamically created entanglement between system and environment is
usually irreversible for all practical purposes; indeed, this effective irreversibility is a hallmark of decoherence.
Increasingly realistic models of decoherence processes have been developed, progressing from toy models to
complex models tailored to specific experiments (see Sec. 4). Advances in experimental techniques have
made it possible to observe the gradual action of decoherence in experiments such as cavity QED [11],
matter-wave interferometry [12], superconducting systems [13], and ion traps [14, 15] (see Sec. 6).
The superposition states necessary for quantum information processing are typically also those most
susceptible to decoherence. Thus, decoherence is a major barrier to the implementation of devices for quan-
tum information processing such as quantum computers. Qubit systems must be engineered to minimize
environmental interactions detrimental to the preparation and longevity of the desired superposition states.
At the same time, these systems must remain sufficiently open to allow for their control. Strategies for
combatting the adverse effects of decoherence include decoherence avoidance, such as the encoding of in-
formation in decoherence-free subspaces (see Sec. 5.1), and quantum error correction [16], which can undo
the decoherence-induced degradation of the superposition state (see Sec. 5.3). Such strategies will be an
integral part of quantum computers. Not only is decoherence relevant to quantum information, but also
vice versa. An information-centric view of quantum mechanics proves helpful in conveying the essence of the
decoherence process and is also used in recent explorations of the role of the environment as an information
channel (see Secs. 2.2 and 2.5).
Decoherence is a technical result concerning the dynamics and measurement statistics of open quantum
systems. From this view, decoherence merely addresses a consistency problem, by explaining how and when
the quantum probability distributions approach the classically expected distributions. Since decoherence
follows directly from an application of the quantum formalism to interacting quantum systems, it is not tied
to any particular interpretation of quantum mechanics, and it neither supplies such an interpretation nor
amounts to a theory that could make predictions beyond those of standard quantum mechanics. However,
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the bearing decoherence has on the problem of the relation between quantum and classical has been fre-
quently invoked to assess or support various interpretations of quantum mechanics, and the implications of
decoherence for the so-called quantum measurement problem have been analyzed extensively (see Sec. 7).
Indeed, historically decoherence theory arose in the context of Zeh’s independent formulation of an Everett-
style interpretation [1]; see Ref. [17] for an analysis of the connections between the roots of decoherence and
matters of interpretation.
It is a curious “historical accident” (Joos’s term [18, p. 13]) that the implications of environmental en-
tanglement were appreciated only relatively late. While one can find—for example, in Heisenberg’s writings
(see Sec. 7.3 and Ref. [19])—a few early anticipatory remarks about the role of environmental interactions
in the quantum-mechanical description of physical systems, it was not until the 1970s that the ubiquity and
implications of environmental entanglement were realized by Zeh [1, 20]. In the 1980s, the formalism of
decoherence was further developed, chiefly by Zurek [2, 3], and the first concrete decoherence models and
numerical estimates of decoherence rates were worked out by Joos and Zeh [21] and Zurek [22] (see also
Refs [23–25]). Zurek’s 1991 Physics Today article [26] was an important factor in introducing a broader au-
dience of physicists to decoherence theory. Such dissemination and maturing of decoherence theory came at
a perfect time, as the 1990s also saw the blossoming of quantum information [27–37], as well as experimental
advances in the creation of superpositions of mesoscopically and macroscopically distinct states [38–41]. The
quantum states relevant to quantum information processing and Schro¨dinger-cat-type experiments required
the insights of decoherence theory, and conversely the new experiments served as a fertile ground for testing
the predictions of decoherence theory. Accordingly, these developments led to a rapid rise in interest and
research activity in the field of decoherence. Today, decoherence has become a central topic of modern
quantum mechanics and is studied intensely both theoretically and experimentally.
Existing reviews of decoherence include the papers by Zurek [5], Paz and Zurek [4], and Hornberger
[42]. Two books dedicated to decoherence are presently available: a volume by Joos et al. [8] (a collection
of chapters written by different authors), and a monograph by this author [9], which offers, among other
material, a detailed treatment of the topics surveyed in this paper. Textbooks on open quantum systems,
such as Ref. [43], also contain a substantial amount of material on decoherence, especially in the context of
quantum master equations.
This article is organized as follows. Section 2 introduces the theory, formalism, and fundamental concepts
of decoherence. Section 3 discusses the description of decoherence dynamics in terms of master equations.
Section 4 reviews several classes of important decoherence models. Section 5 describes methods for avoiding
and mitigating the influence of decoherence. Section 6 gives an overview of several experiments that have
demonstrated the gradual, controlled action of decoherence. Section 7 comments on the implications of
decoherence for foundational issues in quantum mechanics and for the different interpretations of quantum
mechanics. Section 8 offers concluding remarks.
2. Basic formalism and concepts
In the double-slit experiment, we cannot observe an interference pattern if we also measure which slit
the particle passes through, that is, if we obtain perfect which-path information (Fig. 1). In fact, there is a
continuous tradeoff between interference (phase information) and which-path information: the better we can
distinguish the two possible paths, the less visible the interference pattern becomes [44, 45]. What is more,
for a decrease in interference visibility to occur it suffices that there are degrees of freedom somewhere in the
world that, if they were measured, would allow us to make, with a certain degree of confidence, a statement
about the path of the particle through the slits. While we cannot say that prior to their measurement, these
degrees of freedom have encoded information about a particular, definitive path of the particle—instead, we
have merely correlations involving both possible paths—no actual measurement is required to bring about
the decrease in interference visibility. It is enough that, in principle, we could make such a measurement to
obtain which-path information.
This is somewhat loose talk, and conceptual caveats lurk. But it captures quite well the essence of
what is happening in decoherence, where those “degrees of freedom somewhere in the world” are degrees
of freedom of the system’s environment that interact with the system, leading to the creation of quantum
4
(a) (b) (c)
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particles
Figure 1: Basic idea of the decoherence process, illustrated in the context of a quantum double-slit experiment. (a) Particles
passing through a double slit create an interference pattern on a distant screen. (b) If one monitors which slit each particle
passes through, the interference pattern vanishes. (c) The monitoring may arise from any measurement-like interaction, such
as the scattering of environmental particles. The motional states of the environmental particles will then encode information
about the path of the particle through the slits, resulting in the disappearance of the interference pattern. If the environment
obtains only partial (rather than complete) which-path information, an interference pattern with reduced visibility obtains.
correlations (entanglement) between system and environment. Decoherence can thus be thought of as
a process arising from the continuous monitoring of the system by the environment [2]; effectively, the
environment is performing nondemolition measurements on the system (see Sec. 2.2). We now give a
formal quantum-mechanical account of what we have just tried to convey in words, and then flesh out the
consequences and details.
2.1. Decoherence and interference damping
Consider again the double-slit experiment and denote the quantum states of the particle (call it S, for
“system”) corresponding to passage through slit 1 and 2 by |s1〉 and |s2〉, respectively. Suppose that the
particle interacts with another system E—for example, a detector or an environment—such that if the
quantum state of the particle before the interaction is |s1〉, then the quantum state of E will become |E1〉
(and similarly for |s2〉), resulting in the final composite states |s1〉 |E1〉 and |s2〉 |E2〉, respectively. Owing
to the linearity of the Schro¨dinger time evolution, for an initial superposition state α |s1〉 + β |s2〉 the final
composite state will be entangled,
|Ψ〉 = α |s1〉 |E1〉+ β |s2〉 |E2〉 . (1)
Consider now the reduced density matrix ρS for the system [46–48], which is obtained by tracing out (i.e.,
averaging over) the degrees of freedom of the environment in the composite system–environment density
matrix ρSE ,
ρS = TrE(ρSE). (2)
The reduced density matrix exhaustively encodes the statistics of all possible local measurements on the
system S. That is to say, for any observable that pertains only to the Hilbert space of the system, O =
OS ⊗ IE , where IE is the identity operator in the Hilbert space of the environment, the reduced density
matrix ρS will be sufficient to calculate the expectation value of O. To see this, let {|ψk〉} and {|φl〉} be
orthonormal bases of the Hilbert spaces of the system and environment, respectively. Then the expectation
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value of O is
〈O〉 = Tr (ρSEO)
=
∑
kl
〈φl| 〈ψk| ρSE (OS ⊗ IE) |ψk〉 |φl〉
=
∑
k
〈ψk|
(∑
l
〈φl| ρSE |φl〉
)
OS |ψk〉
=
∑
k
〈ψk| (TrE ρSE)OS |ψk〉
=
∑
k
〈ψk| ρSOS |ψk〉
= TrS (ρSOS) , (3)
showing that indeed only the reduced density matrix, rather than the full composite density matrix ρSE ,
is needed to calculate the expectation value. Since in the context of decoherence we are chiefly concerned
with the effects of the environment on the measurable properties of the system, the reduced density matrix
plays an essential role in decoherence theory for describing the quantum state of a system in the presence
of environmental entanglement [2, 3, 9].
For the composite state vector described by Eq. (1), the reduced density matrix is [9]
ρS = TrE(ρSE) = TrE |Ψ〉〈Ψ|
= |α|2 |s1〉〈s1|+ |β|2 |s2〉〈s2|+ αβ∗|s1〉〈s2|〈E2|E1〉+ α∗β|s2〉〈s1|〈E1|E2〉. (4)
Now suppose, for example, that we measure the particle’s position by letting the particle impinge on a
distant detection screen. Statistically, the resulting particle probability density P (x) will be given by
P (x) = TrS(ρSx) =
= |α|2 |ψ1(x)|2 + |β|2 |ψ2(x)|2 + 2 Re {αβ∗ψ1(x)ψ∗2(x)〈E2|E1〉} , (5)
where ψi(x) ≡ 〈x|si〉. The last term represents the interference contribution. Thus, the visibility of the
interference pattern is quantified by the overlap 〈E2|E1〉, i.e., by the distinguishability of |E1〉 and |E2〉. In
the limiting case of perfect distinguishability (〈E2|E1〉 = 0), no interference pattern will be observable and
we obtain the classical prediction. Phase relations have become locally (i.e., with respect to S) inaccessible,
and there is no measurement on S that can reveal coherence between |s1〉 and |s2〉. The coherence is now
between the states |s1〉 |E1〉 and |s2〉 |E2〉, requiring an appropriate global measurement (acting jointly on S
and E) for it to be revealed. Conversely, if the interaction between S and E is such that E is completely
unable to resolve the path of the particle, then |E1〉 and |E2〉 are indistinguishable and full coherence is
retained at the level of S, as is also directly obvious from Eq. (1).
Here is another way of putting the matter. Looking back at Eq. (1), we see that E encodes which-way
information about S in the same “relative-state” sense [49] in which EPR correlations [50–52] may be said
to encode “information.” That is, if 〈E2|E1〉 = 0 and we were to measure E and found it to be in state
|E1〉, we could, in EPR’s words [50, p. 777], “predict with certainty” that we will find S in |s1〉.1 Whenever
such a prediction is possible were we to measure E, no interference effects between the components |s1〉
and |s2〉 can be measured at S, even if E is never actually measured. In the intermediary regime where
1Of course, this must not be read as saying that S was already in |s1〉 (i.e., “went through slit 1”) prior to the measurement
of E. Nor does it mean that the result of a subsequent path measurement on S is necessarily determined, by virtue of
the measurement on E, prior to this S-measurement’s actually being carried out. After all, as Peres [53] has cautioned us,
unperformed measurements have no outcomes. So while the picture of E as “encoding which-path information” about S is
certainly suggestive and helpful, it should be used with an understanding of its conceptual pitfalls.
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0 < |〈E2|E1〉| < 1, E encodes only partial which-way information about S, in the sense that a measurement
of E could not reliably distinguish between |E1〉 and |E2〉; instead, sometimes the measurement will result in
an outcome compatible with both |E1〉 and |E2〉. Consequently, an interference experiment carried out on S
would find reduced visibility, representing diminished local coherence between the components |s1〉 and |s2〉.
Equation (5) shows that the reduction in visibility increases as |E1〉 and |E2〉 become more distinguishable.
As hinted above, the description developed so far describes the essence of the decoherence process if we
identify the particle S more generally with an arbitrary quantum system and the second system E with the
environment of S. Then an idealized account of the decoherence interaction has the (von Neumann [47])
form (∑
i
ci |si〉
)
|E0〉 −→
∑
i
ci |si〉 |Ei(t)〉 . (6)
Here we have introduced a time parameter t, where t = 0 corresponds to the onset of the environmental
interaction, with |Ei(t = 0)〉 ≡ |E0〉 for all i.2 At t < 0 the system and environment are assumed to be
uncorrelated (an assumption common to most decoherence models).
A single environmental particle interacting with the system will typically only insufficiently resolve the
components |si〉 in the system’s superposition state. But because of the large number of such particles (and,
hence, degrees of freedom), the overlap between their different joint states |Ei(t)〉 will rapidly decrease as a
result of the buildup of many interaction events. Specifically, in many decoherence models an exponential
decay of overlap is found [3, 5, 9, 21, 43, 54–57],
〈Ei(t)|Ej(t)〉 ∝ e−t/τd for i 6= j. (7)
Here, τd is the characteristic decoherence timescale, which can be evaluated for particular choices of the
parameters in each model (see Sec. 4). Because the overlap of the environmental states quantifies the
observability of interference effects between the corresponding system states that are correlated with the
environmental states, Eq. (7) describes an exponentially fast suppression of local interference.
2.2. Environmental monitoring and information transfer
We will now motivate, in a different and more rigorous way, the picture of decoherence as a process
of environmental monitoring. First, we express the influence of the environment in a completely general
way. We assume that at t = 0 there are no correlations between system S and environment E, ρSE(0) =
ρS(0)⊗ ρE(0). We write ρE(0) in its diagonal decomposition, ρE(0) =
∑
i pi|Ei〉〈Ei|, where
∑
i pi = 1 and
the states |Ei〉 form an orthonormal basis of the Hilbert space of E. If H denotes the Hamiltonian (here
assumed to be time-independent) of SE and U(t) = e−iHt/~ represents the unitary time evolution operator,
then the density matrix of S evolves according to
ρS(t) = TrE
{
U(t)
[
ρS(0)⊗
(∑
i
pi|Ei〉〈Ei|
)]
U†(t)
}
=
∑
ij
pi 〈Ej |U(t) |Ei〉 ρS(0) 〈Ei|U†(t) |Ej〉 . (8)
Introducing the Kraus operators [58, 59] defined by Eij(t) =
√
pi 〈Ej |U(t) |Ei〉, we obtain
ρS(t) =
∑
ij
Eij(t)ρS(0)E
†
ij(t). (9)
It is customary to combine the two indices i and j into a single index and write the Kraus operators as
Wk(t) ≡ √pik 〈Ejk |U(t) |Eik〉 , (10)
2In cases where the environment does not start out in a pure state, we can always purify it through the introduction of an
additional (fictitious) environment. Without loss of generality, we can therefore always take the environment to be in a pure
state before its interaction with the system.
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such that
ρS(t) =
∑
k
Wk(t)ρS(0)W
†
k (t). (11)
Unitarity of the evolution of SE implies that the Kraus operators satisfy the completeness constraint∑
k
Wk(t)W
†
k (t) = IS , (12)
where IS is the identity operator in the Hilbert space of S.
3 The Kraus-operator formalism (also called
operator-sum formalism) represents the effect of the environment as a sequence of (in general nonunitary)
transformations of ρS generated by the operators Wk [43, 60]. The Kraus operators exhaustively encode
information about the initial state of the environment and about the dynamics of the joint SE system, and
they play the role of generators of so-called dynamical maps (see Sec. 3).
Following the treatment given by Hornberger in Ref. [42], we will now use Eq. (11) to formally motivate
the view that decoherence corresponds to an indirect measurement of the system by the environment, and
that it thus results from a transfer of information from the system to the environment. In such an indirect
measurement, we let the system S interact with a probe—here the environment E—followed by a projective
measurement on E. The probe is treated as a quantum system. This procedure aims to yield information
about S without performing a projective (and thus destructive) direct measurement on S. To model such an
indirect measurement, consider again an initial composite density operator ρSE(0) = ρS(0)⊗ρE(0) evolving
under the action of U(t) = e−iHt/~, where H is the total Hamiltonian. Consider a projective measurement
M on E with eigenvalues α and corresponding projectors Pα = |α〉〈α|, with P 2α = P †α = Pα. The probability
of obtaining outcome α in this measurement when S is described by the density operator ρS(t) is
Prob (α | ρS(t)) = TrE (PαρE(t)) = TrE
{
PαTrS
[
U(t) (ρS(0)⊗ ρE(0))U†(t)
]}
. (13)
The density matrix of S conditioned on the particular outcome α is
ρ
(α)
S (t) =
TrE {[I ⊗ Pα] ρSE(t) [I ⊗ Pα]}
Prob (α | ρS(t))
=
TrE
{
[I ⊗ Pα]U(t) [ρS(0)⊗ ρE(0)]U†(t) [I ⊗ Pα]
}
Prob (α | ρS(t)) . (14)
Inserting the diagonal decomposition ρE(0) =
∑
k pk|Ek〉〈Ek| and carrying out the trace gives [42]
ρ
(α)
S (t) =
∑
k
Mα,k(t)ρS(0)M
†
α,k(t)
Prob (α | ρS(t)) , (15)
where we have introduced the measurement operators
Mα,k(t) =
√
pk 〈α|U(t) |Ek〉 , (16)
which obey the completeness constraint
∑
α,kMα,k(t)M
†
α,k(t) = IS . Equation (15) describes the effect of
the indirect measurement on the state of the system. If, however, we do not actually inquire about the result
of this measurement, we must assign to the system a density operator that is a sum over all the possible
conditional states ρ
(α)
S (t) weighted by their probabilities Prob (α | ρS(t)),
ρS(t) =
∑
α
Prob (α | ρS(t)) ρ(α)S (t) =
∑
α,k
Mα,k(t)ρS(0)M
†
α,k(t). (17)
3Conversely, Eq. (12) may also be used as an indicator of unitarity; if it were not obeyed, then one would need to conclude
that SE is evolving nonunitarily due to the presence of an additional environment E′.
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Note that this expression is formally analogous to the Kraus-operator expression of Eq. (11), which described
the effect of a general environmental interaction on the state of the system. Recall, further, that the situation
we encounter in decoherence is precisely one in which we do not actually read out the environment—or, in
the present picture, in which we do not inquire about the result of the indirect measurement. This suggests
that decoherence can indeed be understood as an indirect measurement—a monitoring—of the system by
its environment.
2.3. Measures and visualization of decoherence
Given the reduced density matrix ρS(t) for a system interacting with an environment, there exist sev-
eral measures for quantifying the amount of decoherence introduced into the system by the environmental
interaction. Two commonly used measures are the purity,
ς(ρS) = Trρ
2
S , (18)
and the von Neumann entropy [61],
S(ρS) = −Tr (ρS log2 ρS) . (19)
Both are based on the fact that the entanglement with the environment causes an initially pure quantum
state of the system to become progressively mixed.
Consider first the purity, ς(ρS) = Tr ρ
2
S . If S is in a pure state, i.e., if its density matrix can be written
as a single projector ρS = |ψ〉〈ψ| on a pure state |ψ〉, then ρ2S = ρS and therefore ς(ρS) = 1. In the opposite
limit of a maximally mixed state of an N -dimensional system,
ρS =
1
N
∑
i
|ψi〉〈ψi|, (20)
where the states {|ψi〉} form an orthonormal basis of the system’s Hilbert space, the purity attains its lower
bound, ς(ρS) = 1/N .
Similarly, the von Neumann entropy S(ρS) = −Tr (ρS log2 ρS) is equal to zero for a pure state and
increases for nonpure states, up to a value of log2(N) for a maximally mixed state. This can be seen
explicitly by writing out the trace in the expression for the von Neumann entropy, which for an arbitrary
density matrix ρ with eigenvalues λi yields
S(ρ) = −Tr (ρ log2 ρ) = −
∑
i
λi log2 λi, (21)
where any eigenvalues λi that are equal to zero (representing states not contained in the mixture) are by
convention excluded from the sum. For a pure state, there will be only a single nonzero eigenvalue λi, which
must be equal to 1, and therefore S(ρ) = 0. For a maximally mixed state, λi = 1/N for all i, and thus
S(ρ) = log2(N), its largest possible value.
A conceptual note on mixed density matrices is in order. Such density matrices may arise in two
fundamentally different ways. In the first, a state-preparation procedure produces different possible pure
states for the system; the mixture then reflects an observer’s ignorance of which (pure) state was prepared
in a particular run, which connects with the statistical distribution of (pure) states in the limit of many
runs of the experiment. In this case, the probabilities associated with the pure states in the mixture can be
thought of as classical entities: they represent either subjective ignorance in a situation when a single pure
state was actually prepared, or they describe relative frequencies of pure states (for a physical ensemble of
systems). Such mixtures are also called proper [6, 9, 62–64]. The second, distinct way in which a mixture
may obtain is for a system entangled with an environment. Now, however, the reduced density matrix
describing the mixture is “improper,” in the sense that no pure state can be ascribed to the system because
of the presence of entanglement. The “mixedness” of the reduced state—reflecting a loss of information
about a particular pure state arising from the environmental information transfer described in Sec. 2.2—is
purely quantum-mechanical in nature. Therefore, mixed reduced density matrices for systems entangled
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(a) (b)
x
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x
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Figure 2: Visualization of the decoherence dynamics in one dimension, showing the reduced density matrix representing a
superposition of two Gaussian wavepackets separated in position space. (a) The initial density matrix before the onset of
decoherence, exhibiting large off-diagonal terms that represent spatial coherence. (b) Decoherence arising from entanglement
with an environment diminishes the size of the off-diagonal terms over time. The direct peaks along the diagonal represent
the position-space probability density P (x) = ρ(x, x) and are, in the absence of dissipation, not affected by the decoherence
process.
(a) (b)
x
p
interferencedirect peak
direct peak
x
p
Figure 3: Wigner representation of a decohering superposition of two position-space Gaussian wave packets in one spatial
dimension. (a) Interference is represented by an oscillatory, ridge-like pattern between the direct peaks. (b) Decoherence
manifests itself as a progressive damping of the oscillatory pattern.
with an environment are not ignorance-interpretable [6, 9, 62–64], i.e., they do not describe a situation in
which the system is in a pure state but one does not know which.4
To visualize the decoherence of a quantum state, one may display the decay of the off-diagonal elements
in the reduced density matrix as a function of time. As an example, Fig. 2 shows the reduced density matrix
for a particle that moves in one spatial dimension and is described by a superposition of two position-space
Gaussian wave packets. The interaction with the environment progressively reduces the size of the off-
diagonal terms, while in the absence of dissipation the direct peaks (representing the probability distribution
of finding the different possible position values in a measurement) remain unchanged.
An alternative and commonly used approach to representing the decoherence of a system represented
by a continuous degree of freedom (such as position) is the Wigner function [66, 67]. Using the example of
a position degree of freedom, the Wigner function representing a position-space density matrix ρ(x, x′) ≡
〈x| ρ |x′〉 is defined by
W (x, p) =
1
2pi~
∫ +∞
−∞
dy exp
(
ipy
~
)
ρ(x+ y/2, x− y/2), (22)
where p is the conjugate momentum variable. The Wigner function is attractive because it resembles a phase-
space probability distribution: it is real-valued and normalized,
∫
dx
∫
dpW (x, p) = 1, and position and mo-
4The degree to which this distinction between proper and improper ensembles is considered fundamental, or even relevant,
depends in some measure on one’s interpretation of quantum states. For example, in the interpretation known as QBism [65],
all quantum states are purely subjective entities that encode an observer’s probabilistic expectations associated with his future
measurement interactions. On this view, the notion of the system’s being in a particular quantum state is not applicable to
begin with, and the above cautionary note against interpreting decohered reduced density matrices as proper mixtures would
consequently appear unnecessary. The use of a mixed reduced density matrix would simply reflect an observer’s adjustment of
his subjective probabilistic expectations on account of the presence of an environment.
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mentum distributions may be obtained from the marginals P (x) =
∫
dpW (x, p) and P (p) =
∫
dxW (x, p).
Of course, owing to the uncertainty principle, no proper quantum phase-space probability distribution is
admissible, a fact that is reflected in the observation that the Wigner function (with the notable exception
of Gaussians [68]) may be negative in certain regions. In the Wigner representation, interference terms
appear as an oscillatory, ridge-like pattern between the direct peaks, as shown in Fig. 3 for a superposition
of two Gaussian wave packets separated in position space. The wavelength λ of the oscillations is inversely
proportional to the spatial separation ∆x of the wave packets, λ = 2pi~/∆x, which implies that the oscil-
lations become more rapid as the superposition becomes more nonclassical (i.e., as ∆X increases) [5, 9].
Decoherence then manifests itself as a progressive damping of these oscillations (see also Sec. 4.2 and Fig. 7).
2.4. Environment-induced superselection
As we have seen, decoherence results when a quantum system becomes entangled with its environment.
How much the system becomes entangled—and thus how strong the effect of decoherence is—depends
on how its initial quantum state relates to the Hamiltonian that governs the interaction between system
and environment. In particular, as we will elaborate below, the specific structure of a given interaction
Hamiltonian implies a set of quantum states that will become least entangled with the environment and are
therefore most immune to the decohering influence of the environment. The states that are dynamically
chosen through this stability criterion [2, 3] are commonly referred to as preferred states or pointer states.
In situations where the pointer states form a proper basis of the Hilbert space of the system—as is often the
case for low-dimensional systems—one may also speak of a preferred basis or pointer basis. In this sense,
the interaction with the environment imposes a dynamical filter on the state space, selecting those states
that can be stably prepared and observed even in the presence of the environmental interaction [1–3, 20, 24].
Zurek, who studied the process of state selection via environmental interactions in two influential papers in
the 1980s [2, 3], called it environment-induced superselection.
To find the pointer states, we decompose the total system–environment Hamiltonian H into the self-
Hamiltonians HS and HE of the system S and environment E (describing the intrinsic dynamics), and a
part Hint representing the interaction between system and environment,
H = HS +HE +Hint. (23)
In many cases of practical interest, Hint dominates the evolution of the system, such that H ≈ Hint; this
situation is referred to as the quantum-measurement limit of decoherence. Let us first consider this case and
determine the corresponding pointer states. In the spirit of the stability criterion, the idea is to find a set
of system states {|si〉} that remain unchanged and do not get entangled with the environment under the
evolution generated by Hint. This condition is met for the eigenstates {|si〉} (with eigenvalues {λi}) of the
part of the interaction Hamiltonian Hint that addresses the Hilbert space of the system—i.e., for the states
of the system that are stationary under Hint [2]. In this case, a system–environment product state |si〉 |E0〉
at t = 0 (when the interaction with the environment is turned on) will evolve according to
e−iHintt/~ |si〉 |E0〉 = λi |si〉 e−iHintt/~ |E0〉 ≡ |si〉 |Ei(t)〉 , (24)
where we have assumed that Hint is not explicitly time-dependent. Since the state remains a product state
for all subsequent times t > 0, there is no entanglement or decoherence. Note that superpositions of pointer
states are in general not immune to decoherence, since the environmental states |Ei(t)〉 tend to become
rapidly distinguishable and therefore lead to an entangled system–environment state.
Thus, in the quantum-measurement limit the pointer states |si〉 are obtained by diagonalizing the interac-
tion Hamiltonian in the subspace of the system. We may also define a pointer observable OS =
∑
i oi|si〉〈si|
of the system as a linear combination of pointer-state projectors Πi = |si〉〈si|. Because each |si〉 is an
eigenstate of Hint, it follows that OS commutes with Hint,[
OS , Hint
]
= 0. (25)
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This commutativity criterion [2, 3] is particularly easy to apply when Hint takes the (commonly encountered)
tensor-product form Hint = S ⊗ E, in which case the pointer observables will be those observables that
commute with the system part S of the interaction Hamiltonian.
If the operator S appearing in Hint is Hermitian and thus could represent a physical observable, it will
describe the quantity monitored by the environment, in the spirit of the discussion in Sec. 2.2. For example,
often position dynamically emerges as the environment-selected quantity because many interaction Hamil-
tonians describe scattering processes governed by force laws that depend on some power of particle distance.
Then the Hamiltonian will commute with the position operator, and the corresponding eigenstates—the
pointer states—are approximate eigenstates of position, represented by narrow position-space wave packets.
These states are dynamically robust, thus accounting for the fact that position is a preferred, stable quantity
in our everyday world. Their superpositions, however, are typically rapidly decohered, especially if they refer
to mesoscopically or macroscopically distinct positions. A ubiquitous source of decoherence of such spatial
superpositions is the scattering of environmental particles, a process known as collisional decoherence (see
Sec. 4.1). This explains why mesoscopic and macroscopic spatial superpositions tend to be prohibitively
difficult to observe for larger systems [2, 3, 21, 26, 57, 69–74].
But collisional decoherence may also be significant in microscopic systems. For instance, chiral molecules
such as sugar occur in two distinct spatial configurations: left-handed and right-handed. When these
molecules are immersed into a medium, the scattering of environmental particles resolves these two configu-
rations, and thus the left-handed and right-handed chirality eigenstates dynamically emerge as the preferred
states. Energy eigenstates of such molecules, on the other hand, are represented by superpositions of chi-
rality eigenstates and are therefore subject to immediate decoherence. This explains why chiral molecules
are found not in energy eigenstates but in chirality eigenstates [75–78].
To give another example, the fact that we do not observe superpositions of different electric charges
can be explained as a consequence of the coupling of a charge to its own Coulomb far-field acting as an
environment [1, 79, 80]. The interaction leads to decoherence of charge superpositions and therefore to the
environment-induced superselection of eigenstates of the charge operator. This role of the environment was
already spelled out by Zeh [1] in his 1970 paper marking the birth of decoherence theory:
This interpretation of measurement may also explain certain “superselection rules” which state,
for example, that superpositions of states with different charge cannot occur. . . . [Such states]
cannot be dynamically stable because of the significantly different interaction of their components
with their environment, in analogy with the different handedness components of a sugar molecule.
In general, any interaction Hamiltonian Hint can be written as a diagonal decomposition of system and
environment operators Sα and Eα, Hint =
∑
α Sα ⊗ Eα. For Hermitian operators Sα, such a Hamiltonian
represents the simultaneous environmental monitoring of different observables Sα of the system. Then the
pointer states will be simultaneous eigenstates of the operators Sα:
Sα |si〉 = λ(α)i |si〉 for all α and i. (26)
The quantum limit of decoherence [81] applies in situation where the self-Hamiltonian of the system
dominates over the interaction Hamiltonian. This represents a situation in which the frequencies of the
environment are small compared with the frequencies of the system. Then the environment will be able to
monitor only quantities that are constants of motion. In the case of nondegeneracy, this will be the energy
of the system, leading to the environment-induced superselection of energy eigenstates for the system [81].5
For more realistic models of decoherence, the stability criterion, Eq. (25), often cannot be fulfilled exactly.
Furthermore, in many situations the self-Hamiltonian of the system and the interaction Hamiltonian are
5Energy eigenstates are given a special role in textbooks because of their stationarity. Note, however, that for closed systems
superpositions of energy eigenstates are equally viable. It is only through the inclusion of an environment and consideration
of the resulting decoherence that such superpositions become dynamically suppressed, leading to the emergence of energy
eigenstates as the preferred states of the system. Therefore, decoherence can be used to justify the special status commonly
attributed to energy eigenstates.
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of approximately equal strength, which means that neither of the two limiting cases discussed above—the
quantum-measurement limit of negligible intrinsic dynamics and the quantum limit of decoherence of a slow
environment—are appropriate. To deal with such situations, a more general, operational method known
as a predictability sieve [82–84] can be used to identify classes of approximate pointer states. Here one
computes the amount of decoherence introduced into the system over time for a large set of initial, pure
states of the system evolving under the total system–environment Hamiltonian. Typically, this decoherence
is measured as a decrease in purity Trρ2S or an increase in von Neumann entropy S(ρS) = −Tr (ρS log2 ρS)
of the reduced density matrix ρS over time (see Sec. 2.3 for a description of these measures). This allows one
to rank the states according to their susceptibility to decoherence, and in this way the states most robust to
the environmental interaction—the (approximate) pointer states—can be identified [5, 82–84]. For example,
in the model for quantum Brownian motion (see Sec. 4.2), different measures of decoherence all lead to the
selection of minimum-uncertainty wave packets in phase space as the most robust states [5, 8, 20, 82, 85, 86].
We note that the term “predictability sieve” is motivated by the connection between the purity of a
state of a system and our knowledge of this state. A pure state encodes perfect knowledge (one assigns
precisely one state vector to the system) and therefore maximum “predictability.” On the other hand,
decoherence caused by entanglement with (and thus information transfer to) the environment renders the
reduced density matrix progressively impure, which introduces an additional, purely quantum-mechanical
probabilistic element and diminishes the degree of predictability. In this sense, the states most robust to
decoherence—the (exact or approximate) pointer states whose purity is least affected by the presence of the
environmental interactions—are also the most predictable [82–84].
Subspaces of a system’s Hilbert space spanned by pointer states that couple to the environment in the
same way are known as decoherence-free subspaces. Because any state in such a subspace will be immune to
decoherence, decoherence-free subspaces are a valuable tool for encoding quantum information in a manner
that avoids decoherence. Decoherence-free subspaces will be discussed in Sec. 5.1.
2.5. Proliferation of information and quantum Darwinism
Decoherence theory focuses on the effect that entanglement with an environment has on a quantum
system. As discussed in Sec. 2.2, decoherence represents a process in which the environment monitors
the system and information is transferred from the system to the environment. In this spirit, quantum
Darwinism [87–100] turns the focus from the system to the environment and considers the information that
the environment encodes about the system. Building on the ideas of decoherence and environmental encoding
of information, quantum Darwinism broadens the role of the environment to that of a communication and
amplification channel. It studies how interactions between the system and its environment lead to the
redundant storage of selected information about the system in many fragments of the environment. Hence
the name “quantum Darwinism”: certain states of the system are fitter than others in the sense that they
are able to imprint their information robustly and redundantly across the environment. By measuring some
of these environmental fragments, observers can indirectly obtain information about the system without
appreciably disturbing the system itself. Indeed, this represents how we typically observe objects. For
example, we see an object not by directly interacting with it, but by intercepting scattered photons that
encode information about the object’s spatial structure [93, 94].
In this sense, quantum Darwinism provides a dynamical explanation for the robustness of states to
observation, especially for macroscopic objects. It has been shown that the observable of the system that
can be imprinted most completely and redundantly in many distinct fragments of the environment coincides
with the pointer observable selected by the system–environment interaction [88–91]; conversely, most other
states do not seem to be redundantly storable. Indeed, the redundant proliferation of information regarding
pointer states may be as inevitable as decoherence itself [101].
Quantum Darwinism has been studied in several concrete models, including spin environments [90, 97],
quantum Brownian motion [102], and photon and photon-like environments [93, 94, 101]. The efficiency
of the amplification process described by quantum Darwinism can be expressed in terms of the quantum
Chernoff information [101], and the ability of this information measure to appropriately capture the rich
dynamics of amplification has been confirmed in the context of realistic spin models [97].
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The structure and amount of information that the environment encodes about the system can be quanti-
fied using the measure of mutual information, either in its classical [88, 89] or quantum [5, 90, 91] definition.
Classical mutual information measures how well one can predict the outcome of a measurement of a given
observable of the system S by measuring an observable on a fraction of the environment E [88, 89]. Quantum
mutual information generalizes this concept and is defined as [5, 90, 91]
IS:E = S(ρS) + S(ρE)− S(ρSE), (27)
where ρS is the density matrix of the system S, ρE is the density matrix of the environment E, ρSE is the
density matrix of the composite system SE, and S(ρ) is the von Neumann entropy, Eq. (19), associated with
ρ. Quantum mutual information represents the amount of entropy that would be created if all quantum
correlations between S and E were destroyed; in other words, it quantifies how strongly system and envi-
ronment are correlated. Classical and quantum mutual information give similar results [5, 88–91] because
the difference between the two measures, known as the quantum discord [103], vanishes when decoherence is
effective enough to select a pointer basis [103]. We note here that the measure of quantum discord has also
been applied to an analysis of Bohr’s suggestion that the classicality of a measurement outcome is related
to its communicability by classical means [104].
Recently, many of the more subtle details of quantum Darwinism have begun to be investigated. For
example, Zwolak and Zurek [98] have shown that environmental imprints left by quantum systems other than
the system of interest do not appreciably affect the redundancy of the environmental information about the
system of interest. The influence of factors such as initial correlations, interactions between subenvironments,
and non-Markovian dynamics that may hinder the redundant encoding of information in the environment
has been studied by several authors [95, 105–107]. Among such studies, Pleasance and Garraway [106] used
the model of a single qubit interacting with a collection of bosonic environments to investigate environmental
encoding of information in the presence of many subenvironments. Ciampini et al. [107] employed photonic
cluster states to explore, both theoretically and experimentally, the influence that correlations between parts
of the environment have on the redundancy and objectivity of environmental information. It has also been
shown [105–107] that non-Markovian dynamics and the resulting memory effects can result in a backflow of
information from the environment to the system in a manner that impedes the creation of robust, classical,
redundant environmental records. In addition to the aforementioned photonic experiment by Ciampini et
al. [107], experimental studies of the ideas of quantum Darwinism have been reported by Unden et al. [100],
who used a controlled interaction between a nitrogen vacancy center (the system) and several nuclear spins
(the environment).
2.6. Decoherence versus dissipation and noise
Dissipation is always accompanied by decoherence (see, for example, the early studies by Walls and
Milburn [23] and by Caldeira and Leggett [25], who investigated the influence of damping on the coherence
of superpositions of macroscopically different states). The converse, however, is not necessarily true. In fact,
one of the earliest models of decoherence due to random spin environments [3, 108] clearly demonstrated
that the system may rapidly decohere without any loss of energy from the system. When dissipation and
decoherence are both present, the loss of coherence is usually many orders of magnitude faster than any
relaxation processes induced by dissipation. For example, a classic paper by Zurek [22] gave a ballpark
estimate for the ratio of the relaxation timescale τr to the decoherence timescale τd for a massive object
represented by a coherent superposition of two positions separated by ∆x:
τr
τd
∼
(
∆x
λth
)2
, (28)
where
λth =
~√
2mkBT
(29)
is the thermal de Broglie wavelength of the object. Applied to a macroscopic object of mass m = 1 g
at T = 300 K with a macroscopic separation ∆x = 1 cm, Eq. (28) gives τr/τd ∼ 1040 [22]. Thus, for
14
macroscopic objects described by such nonclassical superposition states, dissipation is typically negligible
over the timescale relevant to the decoherence process.
Decoherence is a consequence of environmental entanglement, and as such is a purely quantum-mechanical
effect. In the literature (especially in the area of quantum information processing), the term “decoherence”
is often used more broadly to encompass any process, quantum or classical, that detrimentally affects the
desired superposition states. An example would be classical noise processes arising, for instance, from ex-
perimental fluctuations and imperfections, such as variations in laser intensities in ion-trap experiments
[109, 110], bias fluctuations in superconducting qubits [111], and inhomogeneities in the magnetic fields used
in NMR quantum processing [112]. When averaged over many different realizations of such noise processes,
the density matrix of the system then shows a decay of off-diagonal terms, representing a loss of interfer-
ence similar to what would result from environmental entanglement. But it is important to realize that
for an individual instance of the noise process applied to an individual system, the evolution is completely
unitary—there is no “washing-out” of phase information, no loss of information from the system, and no
creation of entanglement between the system and an environment. Hence the consequences of the noise
process could in principle be undone through a local operation acting on the system alone (in fact, this is
the basis of the spin-echo method for reversing collective spin dephasing in NMR experiments). Such a local
reversal is not possible for decoherence resulting from environmental entanglement; “undoing” decoherence
to restore an (unknown) pre-decoherence state of the system will require appropriate measurements on the
environment to gather information that has leaked from the system [5, 113].6
We note that the loss of phase coherence due to environmental entanglement has sometimes been simu-
lated (with the above caveats) by classical fluctuations introduced through the addition of time-dependent
perturbations to the self-Hamiltonian of the system; see, for example, Refs. [109, 113, 120, 121] and Sec. 6.4
for applications of this approach to decoherence in ion traps.
3. Master equations
To calculate the time-evolved reduced density matrix of a decohering system, the route we have discussed
so far consists of determining the time evolution |ψ〉 |E0〉 −→ |ΨSE(t)〉 of the joint quantum state of the
system and environment, and then obtaining the reduced density matrix of the system by tracing out
the degrees of freedom of the environment in the composite density matrix ρSE(t) = |ΨSE(t)〉〈ΨSE(t)| =
U(t)ρSE(0)U
†(t), where U(t) = e−iHt/~ is the time-evolution operator for the composite system SE evolving
under the total Hamiltonian H. This is the procedure formally represented by Eq. (8):
ρS(t) = TrE ρSE(t) ≡ TrE
{
U(t)ρSE(0)U
†(t)
}
. (30)
Alternatively, we can start from the Liouville–von Neumann equation for the composite density matrix
ρSE(t),
∂
∂t
ρSE(t) = − i~ [H, ρSE(t)] , (31)
and then take the trace over the environment, which yields a differential equation for the evolution of the
reduced density operator,
∂
∂t
ρS(t) = − i~TrE {[H, ρSE(t)]} . (32)
The evolution equations (30) and (32) require calculating the exact dynamics of the system and environment,
as the reduced density matrix at some time t (or, equivalently its differential change) depends on the
full system–environment state and its entire past history. Typically, solving such equations presents an
intractable problem both analytically and numerically, and therefore the exact description is generally not
6Incidentally, this is reminiscent of the situation in a quantum eraser experiment [114–117], where interference fringes can
be extracted from the no-fringes data only once the outcomes of measurements on one particle are correlated with the outcomes
of measurements on the other, entangled partner [118, 119].
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useful in practice. Furthermore, since we are usually not interested in the dynamics of the environment
(unless we explicitly inquire about, say, the storage of information in the environment, as in the program
of quantum Darwinism described in Sec. 2.5), calculating the full composite system–environment state also
provides unnecessary detail.
Master equations offer a shortcut. To provide a reduction in computational effort over Eqs. (30) and
(32), such master equations are typically based on certain assumptions and simplifications that lead to an
approximate (but in practice sufficiently accurate) description of the decoherence process. The reduced
density matrix is calculated directly from an (in general nonunitary) evolution equation that depends only
on the reduced, not the global, density matrix. A generalized master equation for the reduced density matrix
is of the form
∂
∂t
ρS(t) = K [ρS(t′), t′ < t] , (33)
where K is a superoperator that takes the history of the reduced density matrix as input. Of particular
interest to the description of decoherence processes are Markovian master equations,
∂
∂t
ρS(t) = LρS(t). (34)
Such master equations are local in time (the right-hand side of the equation does not depend on the history
of the density matrix), and the superoperator L does not depend on time or the initial preparation.
Markovian master equations are widely used in the description of decoherence dynamics. They enable a
relatively easy calculation of the reduced dynamics while still providing, in many cases of practical interest,
a good approximation to the exact dynamics and the experimentally observed data. We will now discuss
their derivation and underlying assumptions. We start by introducing the concept of dynamical maps
(Sec. 3.1), followed by the discussion of the approach to Markovian master equations via the formalism of
quantum dynamical semigroups and their generators (Sec. 3.2.1). Separately, we describe the derivation
of Markovian master equations from microscopic considerations (Sec. 3.2.3). We also comment on the
formalism of quantum trajectories (Sec. 3.3) and on the treatment of non-Markovian decoherence (Sec. 3.4).
3.1. Dynamical maps
In what follows, we will make the usual assumption of an initially uncorrelated system–environment
state, ρSE(0) = ρS(0)⊗ ρE(0). Equation (30) defines a state transformation
ρS(0) 7→ ρS(t) = VtρS(0), (35)
with
VtρS(0) ≡ TrE
{
U(t) [ρS(0)⊗ ρE(0)]U†(t)
}
. (36)
The transformation Vt given in Eqs. (35) and (36) is an instance of a dynamical map [43, 60]. A dynamical
map Vt : ρ(0) 7→ ρ(t) is a transformation that takes an arbitrary initial quantum state ρ(0) to a final quantum
state ρ(t) at some fixed time t in accordance with the rules of quantum mechanics. Since the map defined
in Eq. (36) was solely derived from the Schro¨dinger equation and the trace operation, it will automatically
obey the correct quantum rules. In Sec. 2.2, we already showed [see Eq. (11)] that the right-hand side of
Eq. (36) can be expressed in terms of Kraus operators Wk(t) [58, 59], and therefore the dynamical map Vt
defined by Eq. (36) can be written as
VtρSE(0) =
∑
k
Wk(t)ρS(0)W
†
k (t), (37)
where the Wk(t) are operators in the Hilbert space HS of S obeying the completeness constraint (12), i.e.,∑
kWk(t)W
†
k (t) = IS . For a Hilbert space HS of finite dimension N , the number of Kraus operators required
to represent a dynamical map is bounded by N2 [60].7 Since Eq. (36) represents the most general way in
7For a (separable) Hilbert space of infinite dimension, a countable set of Kraus operators is needed.
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which the state of the open quantum system S may change, it follows from Eq. (37) that any dynamical
map can be completely characterized in terms of a set of Kraus operators Wk ∈ HS with
∑
kWkW
†
k = IS
[43, 59, 60, 122]. Therefore, the Kraus operators play the role of generators of dynamical maps.
Alternatively, and equivalently [59], a dynamical map Vt may be characterized by requiring it to obey
the following three mathematical conditions [43, 60]: complete positivity, convex linearity, and trace preser-
vation. Let us describe these conditions in turn.
1. Complete positivity. It is well known that a valid density operator must be positive semidefinite,
i.e., its eigenvalues must be nonnegative, because these eigenvalues have the physical interpretation
of probabilities. Therefore, a dynamical map Vt must be positive in the sense that it takes positive
semidefinite operators to positive semidefinite operators. But this is not sufficient. Instead, we must
require complete positivity [43, 58, 60, 122–125], a much stronger condition. It means that also all
extensions Vt ⊗ idn of Vt to a composite Hilbert space Hext = HS ⊗ H˜n ≡ HS ⊗ Cn for all integer
n must be positive, where idn denotes the identity map on the space H˜n that leaves all operators in
that space unchanged. That is, we require that Vt⊗ idn maps any ρ ∈ Hext onto another valid density
operator.
The physical motivation behind this requirement is as follows. Imagine an ancillary system A (rep-
resented by the Hilbert space H˜n), which is assumed to have no intrinsic dynamics (i.e., the self-
Hamiltonian is HA = 0), and which is placed at a large distance from the system S of interest such
that it does not interact with S. Then the dynamical map for the composite system SA will be given
by Vt ⊗ idn, which should again be positive for any state of the composite system SA; this is the
condition of complete positivity. If this condition is not met, then it can be shown (see, for example,
Refs. [124–127]) that, if S and A start out entangled,8 the linear map Vt⊗ idn may give rise to negative
probabilities.9 Thus, complete positivity ensures that Vt generates physically consistent dynamics even
when the system S initially has correlations with another system.
A related motivation of completely positivity that is especially pertinent to open quantum systems
can be given by considering two identical, noninteracting N -level systems S1 and S2 immersed into
the same environment [125, 128]. Suppose that Vt generates the reduced evolution of S1 so that, to
first approximation, Vt⊗Vt generates the evolution of the joint system S1S2. Then one can show that
for entangled states of S1S2, Vt ⊗ Vt preserves positivity if and only if Vt is completely positive [128].
See Ref. [125] for a detailed discussion of the requirement of completely positivity in the context of
open quantum systems and quantum master equations.
2. Convex linearity. Consider a convex-linear combination of density operators, ρ = λρ1 + (1−λ)ρ2 with
0 < λ < 1. This represents an ignorance-interpretable mixture of the two ensembles ρ1 and ρ2, with
(classical) probability weights λ and 1 − λ. Thus, we require that it should be possible to represent
the time-evolved mixture again as an ignorance-interpretable mixture of the two ensembles evolved
individually under the action of the dynamical map:
Vtρ = Vt {λρ1 + (1− λ)ρ2} = λVtρ1 + (1− λ)Vtρ2. (38)
3. Trace preservation. We demand that the time-evolved density matrix remains a trace-one operator:
Tr {Vtρ} = 1. (39)
We emphasize again that this characterization of dynamical maps in terms of completely positive, convex-
linear, trace-preserving maps is equivalent to the characterization in terms of maps generated by a complete
set of Kraus operators [see Eq. (37)] [59].
8We can imagine that the quantum correlations between S and A arose from some past interaction prior to the initial time
point when the map Vt ⊗ idn is applied.
9A simple example is the 2D transposition map T : ( a bc d ) 7→ ( a cb d ), which is linear and positive. However, when its
extension T ⊗ id2 is applied to the density matrix ρ = |Ψ+〉〈Ψ+| representing the maximally entangled bipartite state
∣∣Ψ+〉 =
2−1/2 (|0〉 |0〉+ |1〉 |1〉), the resulting matrix is no longer positive.
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3.2. Markovian master equations
In Eq. (34), we introduced the notion of a Markovian master equation, given by ∂tρS(t) = LρS(t)
with a time-independent superoperator L. There exist several approaches to deriving the dynamical maps
representing Markovian master equations: an axiomatic approach based on the theory of quantum dynamical
semigroups (see Sec. 3.2.1) [60, 122, 123, 129–131]; a microscopic approach proceeding from a consideration
of the relevant Hamiltonians and the evolution generated by them (see Sec. 3.2.3); and a monitoring approach
(see Refs. [72, 132]).
The common key assumption underlying these approaches is known as the Markov approximation. Here
one considers two timescales: (i) the typical relaxation time τr of the open quantum system, describing the
timescale on which the environment affects the evolution of the system; and (ii) the typical coherence time
τc of the environment, representing the characteristic timescale for the decay of correlations between the
degrees of the environment that are being generated by the interaction with the system. In the Markov
approximation, one assumes that τr  τc, i.e., the environmental self-correlations are assumed to decay
rapidly compared to the timescale on which the open system evolves. Then, on this coarse-grained timescale
defined by τr, the environment may be considered memoryless, meaning that it does not appreciably retain
information about its interaction with the system between time points much farther apart than the timescale
set by environmental self-correlations.
3.2.1. Semigroup approach to Markovian master equations and the Lindblad form
In terms of a family {Vt | t ≥ 0} of dynamical maps parametrized by t, the Markov property can be
rigorously stated in terms of the semigroup condition [60, 122, 123, 129–131],
Vt2Vt1 = Vt1+t2 . (40)
If this relation is fulfilled, then {Vt | t ≥ 0} is said to form a quantum dynamical semigroup [60]. In this
case, it can be shown that (given mild assumptions) there exists a superoperator L such that [60]
Vt = exp(Lt), (41)
which implies the quantum Markovian master equation (34), ∂tρS(t) = LρS(t). The superoperator L is a
linear map known as the generator of the dynamical semigroup; it is also often referred to as the Liouville
superoperator.
Gorini, Kossakowski, and Sudarshan [123] first showed that for a finite-dimensional Hilbert space HS of
the system, the most general form of the generator L is [43, 60]
LρS = − i~
[
H ′S , ρS
]
︸ ︷︷ ︸
unitary part
+
N2−1∑
α,β=1
γαβ
{
FαρSF
†
β −
1
2
F †βFαρS −
1
2
ρSF
†
βFα
}
︸ ︷︷ ︸
nonunitary part (“dissipator”)
. (42)
Here, N = dim(HS), and the Fα are a set of N2 linear operators forming an orthonormal10 basis in the
Liouville space of linear and bounded operators in HS , with FN2 chosen to be proportional to the identity
(see Refs. [43, 60] for mathematical details). The coefficients γαβ define a matrix, and one can show that
this matrix is positive, i.e., that all its eigenvalues κµ are nonnegative. Conversely, if a master equation can
be brought into the form (42) with a positive coefficient matrix, it will represent the generator of a quantum
dynamical semigroup and hence ensure complete positivity. Equation (42) is known as the first standard
form of the generator.
The first term on the right-hand side of Eq. (42) describes the unitary evolution of the system under
a Hamiltonian H ′S . This Hamiltonian will, in general, differ from the self-Hamiltonian HS of the system
because of the presence of the environment, which renormalizes the energy levels of the system. Accordingly,
10Orthonormality is here defined in terms of the Hilbert–Schmidt scalar product (Fα, Fβ) = trS(F
†
αFβ).
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H ′S is often referred to as the environment-renormalized (or Lamb-shifted) Hamiltonian (one can show that
it commutes with HS). The second term on the right-hand side of Eq. (42) reflects the nonunitary influence
of the environment, which changes the coherence of the system and may also lead to a loss of energy from
the system (i.e., dissipation). It is sometimes referred to as the dissipator [43] (but note that it may generate
decoherence without dissipation, so the terminology is not always apt). In the context of applications to
decoherence models, the time-independent coefficients γαβ encapsulate all relevant information about the
physical parameters of the decoherence (and possibly dissipation) processes. If the Fα are chosen to be
dimensionless, then the γαβ have units of frequency (i.e., inverse time).
Because the coefficient matrix γαβ is positive, we may diagonalize it and rewrite Eq. (42) as
LρS = − i~
[
H ′S , ρS
]
+
N2−1∑
µ=1
κµ
{
LµρSL
†
µ −
1
2
L†µLµρS −
1
2
ρSL
†
µLµ
}
, (43)
where the Lindblad operators Lµ are linear combinations of the operators Fα. Lindblad [122] (see also
Ref. [129]) showed that Eq. (43) is the most general form for a bounded generator in any separable Hilbert
space for a countable set of indices {µ}.11 Equation (43) is known as the second standard form, the diagonal
standard form, or the Lindblad form of the generator [43, 60]. When the generator (43) is inserted into
Eq. (34), the resulting master equation is referred to as the Gorini–Kossakowski–Sudarshan–Lindblad master
equation, or Lindblad master equation for short. If one chooses the Lindblad operators to be dimensionless,
then the quantities κµ (i.e., the eigenvalues of the coefficient matrix) have units of inverse time and may
be interpreted directly as decoherence rates. We note that a given Lindblad generator L does not uniquely
determine the Lindblad operators or the Hamiltonian H ′S [43].
In applications to decoherence models, the Lindblad operators Lµ are constructed from linear combina-
tions of the system operators Sα appearing in the diagonal decomposition of the interaction Hamiltonian,
Hint =
∑
α Sα ⊗ Eα. When the system operators Sα represent physical observables monitored by the envi-
ronment, they will be Hermitian and therefore the Lindblad operators, being linear combinations of the Sα,
will be Hermitian as well. In this case, the Lindblad generator (43) may be further simplified by writing it
in double-commutator form, resulting in the master equation
∂
∂t
ρS(t) = − i~ [H
′
S , ρS(t)]−
1
2
N2−1∑
µ=1
κµ [Lµ, [Lµ, ρS(t)]] . (44)
Note that the second, nonunitary term on the right-hand side vanishes if
[Lµ, ρS(t)] = 0 for all µ, t, (45)
in which case ρS(t) will evolve unitarily. Incidentally, this leads to a connection with the concept of pointer
states. Recall that the Lindblad operators Lµ are linear combinations of the operators Sα in the diagonal
decomposition of the interaction Hamiltonian. Thus Eq. (45) implies (disregarding very specific linear
combinations of Sα) that we must also have [Sα, ρS(t)] = 0 for all α, t. This, however, is nothing but the
pointer-state criterion of Eq. (26), which says that quantum states that are simultaneous eigenstates of all
operators Sα will not decohere, and therefore will evolve unitarily.
3.2.2. Two simple examples of Lindblad master equations
A particularly important and simple case is that of a single system observable monitored by the envi-
ronment, corresponding to Hint = S ⊗ E. Let us mention two such basic examples.
11The assumption of boundedness does not hold in many physical applications: both the Hamiltonian HS of the system
and the Lindblad operators Lµ will in general be unbounded. It turns out, however, that one can define quantum dynamical
semigroups using expressions of the Lindblad form (43) even for unbounded Lindblad operators [133, 134], and conversely one
finds that all known instances of generators of quantum dynamical semigroups are of Lindblad form (or can be readily adapted
to it) [43, 60].
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Pure decoherence in the spin–boson model. Consider a qubit whose σz spin coordinate is coupled to an
environment of harmonic oscillators (this is the spin–boson model discussed in Sec. 4.3). In the absence of
intrinsic tunneling dynamics, the qubit evolution can be described by a Lindblad master equation with a
single Lindblad operator L = σz,
∂
∂t
ρS(t) = − i~
[
HS , ρS(t)
]−D [σz, [σz, ρS(t)]] . (46)
This equation may be derived from the relevant Hamiltonians using a microscopic approach; see Eq. (95)
and Ref. [9] for details. It describes the environmental monitoring and resulting decoherence in the {|0〉 , |1〉}
eigenbasis of σz, with D playing the role of a decoherence rate. To see this explicitly, we write the Lindblad
double commutator on the right-hand side of Eq. (46) in matrix form in the {|0〉 , |1〉} basis,
D [σz, [σz, ρS(t)]] = D
(
1
2
ρS(t)− 2σzρS(t)σz
)
=˙ D
(
0 ρ
(01)
S (t)
ρ
(10)
S (t) 0
)
, (47)
where ρ
(ij)
S (t) denotes the matrix element 〈i| ρS(t) |j〉, i ∈ {0, 1}. It then follows from Eq. (46) that the
evolution of the off-diagonal matrix elements of the reduced density matrix (expressed in the eigenbasis of
σz) governed by the D term alone is
∂
∂t
ρ
(01)
S (t) = −Dρ(01)S (t),
∂
∂t
ρ
(10)
S (t) = −Dρ(10)S (t). (48)
This shows that the off-diagonal elements decay exponentially at a rate given by D, while the diagonal
elements (the occupation probabilities) are not affected. Thus Eq. (47) generates pure decoherence in the
{|0〉 , |1〉} basis without dissipation.
Spatial decoherence. As another example, consider a free particle in one dimension, subject to environmental
monitoring of its position. The most simple way in which we may represent this environmental interaction
is in terms of a single Lindblad operator L ∝ x. With H ′S = HS = p2/2m, Eq. (44) reads
∂
∂t
ρS(t) = − i
2m~
[
p2, ρS(t)
]− Λ [x, [x, ρS(t)]] , (49)
where the coefficient Λ has dimensions of (time)
−1 × (length)−2. Writing this equation in the position
representation, one obtains
∂ρS(x, x
′, t)
∂t
= − i
2m~
(
∂2
∂x′2
− ∂
2
∂x2
)
ρS(x, x
′, t)− Λ (x− x′)2 ρS(x, x′, t), (50)
which is the classic equation of motion for spatial decoherence due to environmental scattering first derived
in Ref. [21] (see Sec. 4.1). The second term on the right-hand side of Eq. (50) generates exponential decay
of spatial coherences (represented by the off-diagonal elements x 6= x′) at a rate given by Λ (x− x′)2,
ρS(x, x
′, t) = ρS(x, x′, 0) exp
[−Λ(x− x′)2t] , (51)
where we have neglected the intrinsic dynamics. We see that the localization rate depends on the square of
the separation |x− x′|. We have already encountered this dependence in Eq. (28), and we will find it again
below in the context of an explicit scattering model [see Eqs. (69) and (70)] and the Caldeira–Leggett master
equation for quantum Brownian motion [see Eqs. (86) and (87)]. In fact, if we add a harmonic potential to
the system, Eq. (49) represents the high-temperature limit of the master equation for quantum Brownian
motion with the dissipative term neglected, as given in Eq. (88) of Sec. 4.2.3 (see also Sec. 5.2.4 of Ref. [9]
for details). When dissipative effects are included, the appropriate Lindblad operator is a linear combination
of the position and momentum operators of the system [see Eq. (89)].
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3.2.3. Microscopic derivation of Markovian master equations
In the previous section, we obtained the most general form of a Markovian (and time-homogeneous)
quantum master equation from the formalism of quantum dynamical semigroups and their generators. This
approach is mathematically elegant, leads to a very general result, and automatically ensures the complete
positivity of the evolution. Still, from a physical point of view, it would also be desirable to directly derive
Markovian master equations from the underlying Hamiltonian description of the system and its environment.
To do so, one proceeds from the total Hamiltonian, H = HS + HE + Hint, and an initially uncorrelated
system–environment state, ρSE(0) = ρS(0)⊗ ρE(0), and then imposes the following two main assumptions.
The first assumption is the Born approximation, which takes the coupling between system and environ-
ment to be sufficiently weak and the environment to be sufficiently large such that, to second order in the
interaction Hamiltonian Hint, changes of the density operator of the environment may be neglected and
the composite system–environment state remains in an approximate product state over time. That is, one
assumes that ρSE(t) ≈ ρS(t)⊗ρE , where ρE is the stationary state of E (i.e.,
[
HE , ρE
]
= 0). The second as-
sumption is the Markov approximation mentioned above, i.e., the assumption of a memoryless environment
on the coarse-grained relaxation timescale τr defined by the evolution of the open system. Comparisons of
the predictions of master equations derived from the Born and Markov approximations with experimental
data indicate that these approximations are reasonable in many physical situations (but see Sec. 3.4 for
comments on exceptions and non-Markovian models).
We will now give a brief sketch of the derivation (see, e.g., Refs. [9, 43] for details). We start from the
Liouville–von Neumann equation for the total density operator ρ(I)(t) in the interaction picture,
∂
∂t
ρ(I)(t) =
1
i~
[
Hint(t), ρ
(I)(t)
]
, (52)
where Hint(t) is the interaction Hamiltonian in the interaction picture. (From here on, operators bearing
explicit time arguments shall be understood as interaction-picture operators, while for interaction-picture
density operators we use the superscript “(I)” to distinguish them from time-dependent Schro¨dinger-picture
density operators.) We formally integrate Eq. (52), insert the resulting expression for ρ(I)(t) into the right
side of Eq. (52), and trace over the environment. This gives
∂
∂t
ρ
(I)
S (t) =
1
i~
TrE
[
Hint(t), ρ(0)
]
+
(
1
i~
)2 ∫ t
0
dt′ TrE
[
Hint(t),
[
Hint(t
′), ρ(I)(t′)
]]
. (53)
Without loss of generality, the first commutator can be made to vanish by redefining H0 and Hint. Imposing
the Born approximation allows us to replace the total density operator ρ(I)(t′) by ρ(I)S (t
′)⊗ ρE ,
∂
∂t
ρ
(I)
S (t) = −
1
~2
∫ t
0
dt′ TrE
[
Hint(t),
[
Hint(t
′), ρ(I)S (t
′)⊗ ρE
]]
. (54)
Now the master equation is expressed entirely in terms of the reduced state of the system and the initial
state of the environment. Inserting into Eq. (54) the diagonal decomposition of the interaction Hamiltonian
in the interaction picture, Hint(t) =
∑
α Sα(t)⊗ Eα(t), and writing out the double commutator, one finds
∂
∂t
ρ
(I)
S (t) = −
1
~2
∫ t
0
dt′
∑
αβ
{
Cαβ(t− t′)
[
Sα(t)Sβ(t
′)ρ(I)S (t
′)− Sβ(t′)ρ(I)S (t′)Sα(t)
]
+ Cβα(t′ − t)
[
ρ
(I)
S (t
′)Sβ(t′)Sα(t)− Sα(t)ρ(I)S (t′)Sβ(t′)
]}
, (55)
with
Cαβ(t− t′) = TrE {Eα(t− t′)EβρE} = 〈Eα(t− t′)Eβ〉ρE . (56)
The quantities Cαβ(t−t′) are referred to as environment self-correlation functions. This term is motivated by
the following observation. Each operator Eα (provided it is Hermitian) may be thought of as an observable
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measured on the environment through its coupling to the system. Equation (56) then quantifies how much
the result of such a measurement is correlated with the same measurement carried out at a different instant
a time τ = t− t′ apart. Thus, it measures how much information the environment retains over time about
its interaction with the system.
Imposing the Markov approximation corresponds to assuming that the environment self-correlation func-
tions Cαβ(τ) are sharply peaked around τ = 0 and decay rapidly (on a timescale τc) compared to the system
relaxation timescale τr that measures the change of ρ
(I)
S (t) due to the interaction with the environment.
This leads to two immediate consequences. First, because the change of ρ
(I)
S (t) is negligibly small over the
time interval for which the Cαβ(τ) have appreciable magnitude, we may replace the retarded-time density
operator ρ
(I)
S (t
′) on the right-hand side of Eq. (55) by the current-time density operator ρ(I)S (t). The result-
ing master equation is time-local, but the dependence of the integral limit on t in Eq. (55) means that the
equation is not yet Markovian. However, we can replace the lower limit of the integral in Eq. (55) by −∞,
because the functions Cαβ(t− t′) vanish for t′  t. After making the substitution t′ −→ τ = t− t′, we arrive
at the Markovian master equation
∂
∂t
ρ
(I)
S (t) = −
1
~2
∫ ∞
0
dτ
∑
αβ
{
Cαβ(τ)
[
Sα(t)Sβ(t− τ)ρ(I)S (t)− Sβ(t− τ)ρ(I)S (t)Sα(t)
]
+Cβα(−τ)
[
ρ
(I)
S (t)Sβ(t− τ)Sα(t)− Sα(t)ρ(I)S (t)Sβ(t− τ)
]}
. (57)
We note again that imposing the Markov assumption means that the evolution is considered only on a
coarse-grained timescale, since we are not resolving changes on the order of the environment self-correlation
timescale τc.
Finally, transforming Eq. (57) back to the Schro¨dinger picture yields the Born–Markov master equation
(sometimes also called Redfield equation [135, 136]12)
∂
∂t
ρS(t) = − i~ [HS , ρS(t)]−
1
~2
∑
α
{[Sα, BαρS(t)] + [ρS(t)Cα, Sα]} , (58)
where the system operators Bα and Cα are defined as
Bα =
∫ ∞
0
dτ
∑
β
Cαβ(τ)S
(I)
β (−τ), (59a)
Cα =
∫ ∞
0
dτ
∑
β
Cβα(−τ)S(I)β (−τ). (59b)
In many situations of interest, the general form (58) of the Born–Markov master equation simplifies con-
siderably. For example, if only a single system observable S is monitored by the environment, Eq. (58)
becomes
∂
∂t
ρS(t) = − i~ [HS , ρS(t)]−
1
~2
{[S,BρS(t)] + [ρS(t)C, S]} , (60)
with corresponding simplifications of Eqs. (56), (59a), and (59b). Moreover, in many cases one finds a rather
simple time dependence for the operators Sα(τ) and Eα(τ) appearing in Eqs. (56), (59a), and (59b), which in
turn makes calculating the quantities Bα and Cα relatively easy. Examples of applications of Born–Markov
master equations to specific models are given in Sec. 4.
While the Born–Markov master equation (58) is both time-local and Markovian, it does not guarantee
the complete positivity of the evolution [60, 125]. Therefore, it may lead to unphysical states with negative
12In the literature, the term “Redfield equation” is occasionally (see, e.g., Refs. [42, 43]) associated with the time-local but
pre-Markovian master equation obtained just prior to Eq. (57), i.e., before the integration limit is extended to infinity. In his
original paper [135], Redfield did, however, include the step of extending the integration limit in this way (see his Eq. 2.14).
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populations and does not, in general, describe a quantum dynamical semigroup (see Ref. [125] for a detailed
discussion). A well-known case of a Born–Markov master equation that violates complete positivity is the
Caldeira–Leggett master equation [137] discussed in Sec. 4.2.3. In fact, there are situations in which a
Born–Markov master equation does not even preserve the positivity of the time-evolved reduced density
matrix [125, 138] (see, e.g., the model discussed in Example 3.4 of Ref. [125]).
Complete positivity can be ensured, however, by imposing a third, secular approximation, known as
the rotating-wave approximation, which was analyzed in detail by Davies [130, 133, 139, 140] (see also
Refs. [42, 43, 60, 138]). Its application requires that the system has a discrete and nondegenerate (or exactly
degenerate) spectrum (see Ref. [140] for an analysis of the case of nearly degenerate spectra). It is justified
when the relaxation timescale τr of the open quantum system S is much larger than the timescale τS set
by the typical energy differences ~(ω − ω′) of the system Hamiltonian HS , i.e., if τr  |ω − ω′|−1. This
condition is fulfilled, for example, in many quantum-optical settings. One then proceeds by first inserting a
decomposition of the interaction-picture interaction Hamiltonian in terms of eigenoperators of HS into the
Markovian master equation (57), which leads to Fourier-type summations of the form
∑
ωω′ e
i(ω−ω′)tf(ω, ω′).
Since the exponentials ei(ω−ω
′)t oscillate rapidly over the relaxation timescale τr, they will average out to
zero unless ω ≈ ω′. In the rotating-wave approximation, one therefore neglects all terms ω 6= ω′. One
can then show [42, 43, 60, 130, 133, 139] that this procedure transforms the Born–Markov master equation
into the first standard form (42) for the generator of a quantum dynamical semigroup, with, as required, a
positive coefficient matrix γαβ . Accordingly, the master equation ensures complete positivity, and can also
be brought into the Lindblad form (43).
It is interesting to note that, while complete positivity is of course desirable (and a necessary feature of
any exact, physically meaningful evolution), imposing the rotating-wave approximation may in turn obscure
other relevant physical features [141]. Such observations serve as a reminder that master equations and their
underlying approximations must be judiciously chosen and applied to ensure that they are appropriate to a
given physical situation.
3.3. Quantum trajectories
In quantum-jump and quantum-trajectory approaches [142–154], the evolution of the reduced density
matrix is conditioned on the results of a sequence of measurements performed on the environment. In this
way, one may consider an individual system evolving stochastically, conditioned on a particular measurement
record. This evolution is described by a Lindblad master equation of the form (44), where now the reduced
density matrix (denoted by ρCS below) is conditioned on the records of measurements of the Lindblad
operators Lµ,
dρCS = −
i
~
[
HS , ρ
C
S
]
dt− 1
2
∑
µ
κµ
[
Lµ,
[
Lµ, ρ
C
S
]]
dt+
∑
µ
√
κµW[Lµ]ρCS dWµ, (61)
where W[L]ρ ≡ Lρ+ ρL† − ρTr{Lρ+ ρL†}, and the dWµ are so-called Wiener increments. Equation (61)
represents what is known as a diffusive unraveling of the Lindblad equation into individual quantum trajec-
tories, which can then be expressed by means of a stochastic Schro¨dinger equation [142–154]. Unraveling of
a master equation has been used, for example, to characterize the dynamically emerging pointer states in
collisional decoherence [73, 74] and quantum Brownian motion [155].
3.4. Non-Markovian decoherence
While Born–Markov master equations adequately capture the decoherence dynamics of many physically
relevant systems, the underlying assumption of weak coupling to an essentially unchanging, memoryless
environment is not always fulfilled in practice, and significantly non-Markovian dynamics may arise. An
important example of such a breakdown of Markovian decoherence dynamics is encountered in the case
of a superconducting qubit that interacts strongly with a low-temperature environment of other two-level
systems [156, 157]. Another example is an experiment [158] that has measured strongly non-Ohmic spectral
densities for the environment of a quantum nanomechanical system; such densities lead to non-Markovian
evolution.
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Figure 4: Illustration of environmental scattering. Particles in the environment, such as photons or gas molecules, are scattered
by a central particle. When they carry away which-path information, collisional decoherence results.
If memory effects in the environment are substantial, then the evolution of the reduced density matrix
will depend on the past history of the system and the environment. In general, this may mean that time-local
master equations are no longer applicable and one has to instead solve integro-differential equations, which
is typically a difficult task (see also the Nakajima–Zwanzig projection-operator technique [8, 159–161]). It
turns out, however, that in some cases time-local master equations can still provide a good representation
even of non-Markovian processes. Such equations are of the form
∂
∂t
ρS(t) = K(t)ρS(t), (62)
where the superoperator K(t) is now time dependent but evaluated at a single time t only, as is the reduced
density matrix. To give an example, a non-Markovian but time-local master equation for quantum Brownian
motion (see Sec. 4.2) can be obtained through a formal modification of the Born–Markov master equation
[4, 5]. In general, non-Markovian, time-local master equations may be obtained using the so-called time-
convolutionless projection operator technique [162–165].
4. Decoherence models
Many physical systems can be represented either by a qubit (i.e., a spin-12 particle) if the state space of
the system is discrete and effectively two-dimensional, or by a particle described by continuous phase-space
coordinates. Similarly, a wide range of environments can be modeled as a collection of quantum harmonic
oscillators (“oscillator environments,” representing a quasicontinuum of delocalized bosonic modes) or qubits
(“spin environments,” representing a collection of localized, discrete modes).
A harmonic-oscillator environment is a very general model at low energies. Many systems interacting
with an environment can be effectively described by one or two degrees of freedom of the system linearly
coupled to an environment of harmonic oscillators; indeed, it turns out that sufficiently weak interactions
with an arbitrary environment can be mapped onto a system linearly coupled to a harmonic-oscillator
environment [166, 167].
Spin environments are particularly appropriate models in the low-temperature regime, where decoherence
is typically dominated by interactions with localized modes, such as paramagnetic spins, paramagnetic
electronic impurities, tunneling charges, defects, and nuclear spins [156, 157, 168]. Each such localized mode
may be described by a finite-dimensional Hilbert space with a finite energy cutoff, allowing one to model
these modes as a set of discrete states. Since typically only two such states are relevant, the localized modes
can be mapped onto an environment of spin- 12 particles.
In the following, we will discuss four important standard models, namely, collisional decoherence (Sec. 4.1),
quantum Brownian motion (Sec. 4.2), the spin–boson model (Sec. 4.3), and the spin–spin model (Sec. 4.4).
For details on these and other decoherence models, including derivations of the relevant master equations,
see, e.g., Secs. 3 and 5 of Ref. [9].
4.1. Collisional decoherence
Collisional decoherence arises from the scattering of environmental particles by a massive free quantum
particle, a process by which the scattered environmental particles obtain which-path information about the
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central particle (see Fig. 4; compare also Fig. 1c). Models of collisional decoherence were first studied in
the classic paper by Joos and Zeh [21]. Subsequently, a more rigorous derivation of the master equation was
given by Hornberger and Sipe [57]; it remedied a flaw in Joos and Zeh’s original derivation that had resulted
in decoherence rates that were too large by a factor of 2pi (see also Refs. [69, 70, 169]). These treatments
consider the case in which the mass M of the central particle is much larger than the masses m of the
scattered environmental particles, such that the center-of-mass state of the central particle is not disturbed
by the scattering events (i.e., no recoil). This situation is applicable, for example, to the decoherence of a
macroscopic object due to scattering of microscopic or mesoscopic particles such as photons or air molecules,
an ubiquitous process in nature; it also applies to scenarios such as the controlled decoherence of fullerene
molecules due to collisions with a gaseous environment [170, 171]. If the masses of the central particle and
the environmental particles are similar, then a more general description is required that also includes the
dissipative dynamics (see below) [70–74, 132, 172, 173].
4.1.1. Master equation
Assuming M  m holds, the time evolution of the reduced density matrix is given by [9, 21, 42, 57, 69, 70]
∂ρS(x,x
′, t)
∂t
= −F (x− x′)ρS(x,x′, t). (63)
This master equation describes pure spatial decoherence without dissipation. The decoherence factor F (x−
x′) represents the characteristic decoherence rate at which coherence between two positions x and x′ becomes
locally unobservable. It is given by
F (x− x′) =
∫ ∞
0
dq %(q)v(q)
∫
dnˆdnˆ′
4pi
(
1− eiq(nˆ−nˆ′)·(x−x′)/~
)
|f(qnˆ, qnˆ′)|2 , (64)
where %(q) is the number density of incoming environmental particles with magnitude of momentum equal
to q = |q|, nˆ and nˆ′ are unit vectors (with dnˆ and dnˆ′ representing the associated solid-angle differentials),
and v(q) is the speed of particles with momentum q. If the environmental particles are massive, we have
v(q) = q/m, where m is each particle’s mass; for massless particles such as photons, v(q) is equal to the speed
of light. The quantity |f(qnˆ, qnˆ′)|2 is the differential cross-section for the scattering of an environmental
particle from initial momentum q = qnˆ to final momentum q′ = qnˆ′.
To further evaluate the decoherence factor F (x − x′) [Eq. (64)], we distinguish two important limiting
cases. In the short-wavelength limit, the typical wavelength of the scattered environmental particles is
much shorter than the coherent separation ∆x = |x− x′| between the well-localized wave packets in the
spatial superposition state of the system. Then a single scattering event will be able to fully resolve this
separation and thus carry away complete which-path information, leading to maximum spatial decoherence
per scattering event. In this limit, F (x − x′) turns out to be simply equal to the total scattering rate Γtot
[9]. This implies the existence of an upper limit (saturation) for the decoherence rate when increasing the
separation ∆x, in contrast with decoherence rates obtained from linear models [compare Eqs. (28) and (87)].
If we ignore the comparably slow internal dynamics of the system, Equation (63) then implies exponential
decay of spatial interference terms at a rate given by Γtot,
ρS(x,x
′, t) = ρS(x,x′, 0)e−Γtott. (65)
Such collisional decoherence in the short-wavelength regime has been observed, for example, for fullerene
molecules interacting with an environment of background gas particles [170], and good agreement of the
measured decoherence rates with theoretical predictions obtained from Eq. (65) has been found [171] (see
also Sec. 6.2).
In the opposite long-wavelength limit, the environmental wavelengths are much larger than the coherent
separation ∆x = |x− x′|, which implies that an individual scattering event will reveal only incomplete
which-path information. For this case, the change of the reduced density matrix imparted by environmental
scattering is given by
∂ρS(x,x
′, t)
∂t
= −Λ(x− x′)2ρS(x,x′, t). (66)
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Figure 5: Collisional decoherence of a density matrix representing a Gaussian wave packet, as generated by the master equation
(71). Reading from left to right, the spatial coherence length, represented by the width of the Gaussian in the off-diagonal
direction x = −x′, becomes progressively reduced by the environmental interaction.
Here, Λ is a scattering constant that represents the physical properties of the system–environment interaction
and is given by
Λ =
∫
dq %(q)v(q)
q2
~2
σeff(q), (67)
where
σeff(q) =
2pi
3
∫
d cos Θ (1− cos Θ) |f(q, cos Θ)|2 (68)
is the effective cross-section for the scattering interaction, with Θ denoting the scattering angle (i.e., the
angle between incoming and outgoing directions of a scattered environmental particle).
If we again neglect the internal dynamics, then Eq. (66) leads to
ρS(x,x
′, t) = ρS(x,x′, 0)e−Λ(∆x)
2t, (69)
showing that spatial coherences become exponentially suppressed at a rate that depends on the square of
the separation ∆x [9]. We see that the quantity Λ(∆x)2 plays the role of a decoherence rate, and therefore
τ∆x =
1
Λ(∆x)2
(70)
is the characteristic spatial decoherence time. The dependence on the coherent separation ∆x is reasonable:
if the environmental wavelengths are much larger than ∆x, a large number of scattering events will need to
accumulate before an appreciable amount of which-path information has become encoded in the environment,
and this amount will increase, for a constant number of scattering events, as ∆x becomes larger. Note that
if ∆x is increased beyond the typical wavelength of the environment, the short-wavelength limit needs to be
considered instead, for which the decoherence rate is independent of ∆x and attains its maximum possible
value.
4.1.2. Time evolution and decoherence rates
To study the effect of the environment on a given initial wave function in one spatial dimension, let us
consider the evolution (66) in the long-wavelength limit and also include the self-Hamiltonian HS = p
2/2M
of the central particle. In the position representation, the evolution is then given by the master equation
[compare Eq. (50)]
∂ρS(x, x
′, t)
∂t
= − i
2m~
(
∂2
∂x′2
− ∂
2
∂x2
)
ρS(x, x
′, t)− Λ(x− x′)2ρS(x, x′, t). (71)
Let us start with an initial Gaussian wave packet centered at x = 0 and apply the master equation (71).
The resulting time evolution is shown in Fig. 5. We see that the coherence length (the width of the Gaussian
in the off-diagonal direction x = −x′, representing spatial coherences) decreases over time, describing the
collisional decoherence process. In this way, the density matrix approaches a quasiclassical probability
distribution of positions clustered around the diagonal x = x′. Note that the width of the ensemble in
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Figure 6: Progressive decoherence (left to right) of a density matrix describing a spatial superposition of two Gaussian wave
packets, as generated by the master equation (71). Spatial coherence, represented by the peaks along the off-diagonal direction
x = −x′, becomes damped by the environmental interaction.
Environment Dust grain Large molecule
Cosmic background radiation 1 1024
Photons at room temperature 10−18 106
Best laboratory vacuum 10−14 10−2
Air at normal pressure 10−31 10−19
Table 1: Estimates of collisional decoherence timescales (in seconds) obtained from Eq. (70) for spatial coherences over a
distance ∆x chosen to be equal to the size of the object (∆x = 10−3 cm for a dust grain and ∆x = 10−6 cm for a large
molecule), calculated for four different environments. The first two entries represent photon environments, and the last two
entries represent an environment of ambient air molecules at room temperature. See Ref. [9] for details on the calculation of
the shown values.
the diagonal x = x′ direction—i.e., the size of the probability distribution P (x, t) ≡ ρS(x, x, t) for different
positions—increases in time. This is due to two influences: the free spreading of the wave packet (which
is equally present in the absence of an environment), and an increase in the mean energy of the system
due to the scattering interaction, rooted in the no-recoil assumption made in deriving the master equation
(71). Figure 6 shows the evolution generated by Eq. (71) for a superposition of two Gaussian wave packets
separated in position space. The off-diagonal peaks, which represent spatial coherence between the wave
packets, become gradually suppressed due to the coupling to the environment.
Numerical values of collisional decoherence rates obtained from Eq. (70), with the physically relevant
scattering parameters Γtot and Λ appropriately evaluated (see Ref. [9] for details), have demonstrated the
extreme efficiency of collisions with environmental particles in suppressing spatial interferences. Table 1
lists a few classic order-of-magnitude estimates [8, 9, 21]. Carefully controlled decoherence experiments
have shown excellent agreement between theory and experimental data, for example, for the decoherence
of fullerenes due to collisions with background gas molecules in a Talbot–Lau interferometer [57, 170, 171,
174, 175] (see Sec. 6.2), and for the decoherence of sodium atoms in a Mach–Zehnder interferometer due to
the scattering of photons [176] and gas molecules [177].
4.1.3. Generalizations and refinements
Whenever the mass of the central particle becomes comparable to the mass of the environmental particles
(as in the case of air molecules scattered by small molecules and free electrons [178]), the no-recoil assumption
does not hold and more general models for collisional decoherence and dissipation have to be considered.
An important step in this direction was the master equation given by Dio´si [70], though the derivation was
based on a number of approximations that may be considered difficult to justify at the microscopic level [72].
Later, a general, nonperturbative treatment based on the quantum linear Boltzmann equation was developed
by Hornberger and collaborators [71–74, 132, 172, 173] (see Ref. [172] for a comprehensive review). The
resulting framework properly accounts for the dynamical interplay between decoherence (in both position
and momentum) and dissipation; previous results are recovered as limiting cases [71, 72, 132, 172, 173].
The dynamically selected pointer states are found to be exponentially localized solitonic wave functions that
follow the classical equations of motion [73, 74].
In all aforementioned models of collisional decoherence, the central particle is treated as a point-like
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particle with no orientational degrees of freedom—i.e., as an isotropic sphere with no rotational motion.
Motivated by experiments involving molecular rotors and the observation that near-field interferometry with
massive molecules is highly sensitive to molecular rotations [179, 180], recently the theoretical treatment
of collisional decoherence has been extended to the derivation of Markovian master equations describing
the spatio-orientational decoherence of rotating, anisotropic, nonspherical molecules due to scattering in-
teractions with a gaseous environment [181–185]. Specific cases considered include molecules with a dipole
moment [181] and molecules with a high rotation rate, known as superrotors [184], and good agreement
with experimental data has been found [184]. In this way, the development of increasingly refined models
of collisional decoherence in response to experimental advances and insights speak nicely to the interplay
between theory and experiment.
4.2. Quantum Brownian motion
A classic and extensively studied model of decoherence and dissipation is the one-dimensional motion
of a particle weakly coupled to a thermal bath of noninteracting harmonic oscillators, a model known as
quantum Brownian motion [5, 8, 9, 20, 43, 54, 82, 85, 86, 137, 186, 187]. (By “thermal bath” we shall mean
an environment in thermal equilibrium.) The self-Hamiltonian HE of the environment is given by
HE =
∑
i
(
1
2mi
p2i +
1
2
miω
2
i q
2
i
)
, (72)
where mi and ωi are the mass and natural frequency of the ith oscillator, and qi and pi denote the canonical
position and momentum operators. The interaction Hamiltonian Hint is chosen to be
Hint = x⊗
∑
i
ciqi, (73)
which describes the bilinear coupling of the system’s position x to the positions qi of the environmental
oscillators, with ci denoting the coupling strength between the system and the ith environmental oscillator.
Note that the interaction Hamiltonian (73) describes a continuous monitoring of the position of the system
by the environment.
4.2.1. Master equation
Given the Hamiltonians (72) and (73), one can derive the Born–Markov master equation for quantum
Brownian motion. The result is (see, e.g., Refs. [9, 43] for a derivation)
∂
∂t
ρS(t) = − i~
[
HS , ρS(t)
]− 1
~
∫ ∞
0
dτ
{
ν(τ)
[
x,
[
x(−τ), ρS(t)
]]− iη(τ)[x,{x(−τ), ρS(t)}]} . (74)
Here, x(τ) denotes the system’s position operator in the interaction picture, x(τ) = eiHSτ/~xe−iHSτ/~. The
curly brackets {·, ·} in the second line denote the anticommutator {A,B} ≡ AB +BA. The functions
ν(τ) =
∫ ∞
0
dω J(ω) coth
(
~ω
2kBT
)
cos (ωτ) , (75)
η(τ) =
∫ ∞
0
dω J(ω) sin (ωτ) , (76)
are known as the noise kernel and dissipation kernel, respectively. The function J(ω), called the spectral
density of the environment, is given by
J(ω) =
∑
i
c2i
2miωi
δ(ω − ωi). (77)
Spectral densities encode physical properties of the environment. One frequently replaces the collection of
individual environmental oscillators by an (often phenomenologically motivated) continuous spectral-density
function J(ω) of the environmental frequencies ω.
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If we focus on the important case of a system represented by a harmonic oscillator with self-Hamiltonian
HS =
1
2M
p2 +
1
2
MΩ2x2, (78)
the resulting Born–Markov master equation is (see, e.g., Refs. [5, 9, 43])
∂
∂t
ρS(t) = − i~
[
HS +
1
2
M Ω˜2x2, ρS(t)
]− iγ
~
[
x,
{
p, ρS(t)
}]−D[x, [x, ρS(t)]]− f~ [x, [p, ρS(t)]]. (79)
The coefficients Ω˜2, γ, D, and f are given by13
Ω˜2 = − 2
M
∫ ∞
0
dτ η(τ) cos (Ωτ) , (80a)
γ =
2
MΩ
∫ ∞
0
dτ η(τ) sin (Ωτ) , (80b)
D =
1
~
∫ ∞
0
dτ ν(τ) cos (Ωτ) , (80c)
f = − 1
MΩ
∫ ∞
0
dτ ν(τ) sin (Ωτ) . (80d)
The first term on the right-hand side of Eq. (79) represents the unitary dynamics of a harmonic oscillator
whose natural frequency is shifted by Ω˜. The second term describes momentum damping (dissipation) at a
rate proportional to γ; it depends on the spectral density J(ω) of the environment but not on the temperature
T . The third term has the Lindblad double-commutator form [see Eq. (44)] and describes decoherence of
spatial coherences over a distance ∆X at a rate D(∆X)2. Note that D depends on both the spectral
density J(ω) and the temperature T of the environment. The fourth term also represents decoherence, but
its influence on the dynamics of the system is usually negligible, especially at higher temperatures. In the
long-time limit γt 1, the master equation (79) describes dispersion in position space given by
∆X2(t) =
~2D
2m2γ2
t. (81)
We thus see that the ensemble width ∆X(t) in position space asymptotically scales as ∆X(t) ∝ √t. This is
the same scaling behavior as in classical Brownian motion, thus motivating the term “quantum Brownian
motion.”
We note that it is possible to derive the exact, non-Markovian master equation for quantum Brownian
motion [186] (see also Refs. [25, 137, 188, 190, 191] for preliminary results). Remarkably, this equation also
turns out to be time-local. The exact master equation takes the same form as the Born–Markov equation (74)
presented above, but with the coefficients Ω˜2, γ, D, and f now being substantially more complex functions
of time and other time-dependent coefficients, which in turn are described in terms of integrals over the
noise and dissipation kernels (75) and (76). We refer the reader to Ref. [186] for details.
4.2.2. Time evolution
Figure 7 shows the time evolution of position-space and momentum-space superpositions of two Gaussian
wave packets (represented in the Wigner picture [66, 67]; see Sec. 2.3), as described by Eq. (79) an studied
by Paz, Habib, and Zurek in Ref. [54]. The oscillations between the direct peaks represent interference
13In the literature, the upper integral limit in the expressions for the coefficients is sometimes considered explicitly time-
dependent, rather than being extended to infinity (see, e.g., Refs. [4, 5]). This corresponds to not taking the final step in the
microscopic derivation of the Born–Markov equation, namely, the replacement of the integral limit by infinity (see Sec. 3.2.3).
This results in a partially pre-Markovian master equation that in certain cases (for example, for low-temperature environments
[188, 189]) provides a more physically appropriate description than can be given using the Markovian coefficients (79).
29
xp
x
p
Figure 7: Evolution of superpositions of Gaussian wave packets in quantum Brownian motion as studied in Ref. [54], visualized
in the Wigner representation [66, 67]. Time increases from top to bottom. In the left column, the initial wave packets are
separated in position; in the right column, the separation is in momentum. Interference between the two wave packets is
represented by the oscillatory pattern between the two direct peaks.
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Figure 8: Ohmic spectral density J(ω) with a high-frequency cutoff Λ as defined by Eq. (82). The frequency axis is in units of
Λ.
between the two wave packets; as time goes on, these oscillations become progressively suppressed due to
the interaction with the environment. The superposition of spatially separated wave packets is decohered
much more rapidly than the superposition of two distinct momentum states.
This can be explained in terms of the structure of the environmental monitoring. The interaction Hamil-
tonian couples only the position coordinate of the system to the environment, but not the momentum
coordinate. Thus the environment monitors only position, and therefore one would expect that decoherence
should occur only in position, not momentum. However, the intrinsic dynamics of the system are such that
a superposition of two momenta will evolve into a superposition of positions, which in turn is sensitive to
environmental monitoring. Thus, superpositions of momenta will also be decohered, albeit on a timescale as-
sociated with the intrinsic dynamics, which is much longer than the timescale for the decoherence interaction
described by the interaction Hamiltonian.
This interplay of environmental monitoring and intrinsic dynamics leads to the emergence of pointer
states that are minimum-uncertainty Gaussians (coherent states) well-localized in both position and mo-
mentum, thus approximating classical points in phase space [5, 8, 20, 54, 82, 85, 86, 155]. Using a Poissonian
unraveling of the master equation into individual quantum trajectories, the motion of these Gaussians may
be represented by a stochastic differential equation that describes momentum damping as well as diffusion
in position and momentum [155].
4.2.3. The Caldeira–Leggett master equation
Let us now consider the frequently used case of an ohmic spectral density J(ω) ∝ ω with a high-frequency
cutoff Λ,
J(ω) =
2Mγ0
pi
ω
Λ2
Λ2 + ω2
, (82)
where γ0 is the effective coupling strength between system and environment. This function is shown in
Fig. 8. We evaluate the coefficients Ω˜2, γ, D, and f in Eq. (80) for this spectral density in the limit of a
high-temperature environment (kBT  Ω and kBT  Λ), and in the limit of the cutoff Λ of environmental
frequencies being much higher than the characteristic frequency Ω of the system. Then the master equation
for quantum Brownian motion becomes (see, e.g., Refs. [9, 43] for a derivation)
∂
∂t
ρS(t) = − i~
[
H ′S , ρS(t)
]− iγ0
~
[
x,
{
p, ρS(t)
}]− 2Mγ0kBT
~2
[
x,
[
x, ρS(t)
]]
+
2γ0kBT
~2Λ
[
x,
[
p, ρS(t)
]]
. (83)
where
H ′S = HS +
1
2
M Ω˜2x2 =
1
2M
p2 +
1
2
M
[
Ω2 − 2γ0Λ
]
x2 (84)
is the frequency-shifted Hamiltonian H ′S of the system. The last term on the right-hand side of Eq. (83) is
negligible in the limit Λ Ω considered here and can therefore be omitted. Thus, we arrive at
∂
∂t
ρS(t) = − i~
[
H ′S , ρS(t)
]− iγ0
~
[
x,
{
p, ρS(t)
}]− 2Mγ0kBT
~2
[
x,
[
x, ρS(t)
]]
, (85)
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which is known as the Caldeira–Leggett master equation [137] (here applied to the case of a system represented
by harmonic oscillator). It has been used extensively to model decoherence and dissipation processes [69,
192, 193]. It has been shown to sometimes provide an adequate representation even when the underlying
assumptions are not strictly fulfilled, for example, in quantum-optical settings for which we often have
kBT . ~Λ [24]. Comparisons of the predictions from the Caldeira–Leggett master equation with those of
more complicated, non-Markovian models often exhibit surprisingly good agreement [54].
In the position representation, the final term on the right-hand side of Eq. (85) may be expressed as
− γ0
(
x− x′
λth
)2
ρS(x, x
′, t), (86)
where λth is the thermal de Broglie wavelength defined in Eq. (29). This term describes spatial localization
with a decoherence rate τ−1|x−x′| given by [22]
τ−1|x−x′| = γ0
(
x− x′
λth
)2
. (87)
This is Eq. (28), and as discussed there, given that λth is extremely small for macroscopic and even mesoscopic
objects, it follows that, typically, superpositions of macroscopically separated center-of-mass positions will
be decohered on a timescale that is many orders of magnitude shorter than the dissipation (relaxation)
timescale γ−10 . Therefore, over timescales on the order of the decoherence time, it is often safe to drop the
second, dissipative term on the right-hand side of Eq. (85), yielding a master equation that describes pure
decoherence,
∂
∂t
ρS(t) = − i~
[
H ′S , ρS(t)
]− 2Mγ0kBT
~2
[
x,
[
x, ρS(t)
]]
, (88)
which is of the Lindblad double-commutator form (44). Incidentally, this result provides a microscopic
motivation for the simple Lindblad master equation (49) for spatial decoherence we had written down
previously.
Note that the decoherence rate given by Eq. (87) grows without bounds as the separation x − x′ is
increased, which is an obviously unphysical behavior. Just as in the case of collisional decoherence, we
expect that the decoherence rate will saturate; in the present case, this should happen when the separation
x − x′ grows to approach the maximum coherence length of the oscillator environment. The absence of
such a saturation point indicates the limitations of the Caldeira–Leggett model. In fact, by considering the
general model of a massive particle coupled to a massless scalar field, one can show [4, 188, 193] that not only
the Caldeira–Leggett model but also the quantum Brownian master equation (79) is based on an implicit
long-wavelength assumption (compare the discussion in Sec. 4.1). The absence of a saturation point for the
decoherence rate given by Eq. (87) is therefore nothing but an artifact of the underlying model, showing
that one needs to be careful when extrapolating models to different parameter regimes [69, 192, 193].
While we presented the Caldeira–Leggett master equation in the context of quantum Brownian motion,
it is in fact far more general. It may be applied to arbitrary system potentials, and instead of a system
described by position and momentum coordinates, we may instead use a spin- 12 particle represented by the
Pauli spin operators σx and σz, giving rise to models of the spin–boson kind (see Sec. 4.3).
As it stands, the Caldeira–Leggett master equation (85) cannot be expressed in Lindblad form and
therefore cannot guarantee complete positivity [43]. However, it can be brought into Lindblad form through
a minimal modification. This amounts to adding a term −γ0(8MkBT )−1[p, [p, ρS(t)]], which is small in the
relevant high-temperature limit [43]. The resulting Lindblad master equation then has the single Lindblad
operator
L =
√
4MkBT
~2
x+ i
√
1
4MkBT
p. (89)
4.3. Spin–boson models
In the spin–boson model (see, e.g., Refs. [9, 43, 55] for reviews), a qubit interacts with an environment of
harmonic oscillators. This model has been of strong interest in investigations of decoherence; it has been used,
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for example, in the first studies of qubit decoherence in the early years of quantum information [194, 195].
Spin–boson models are exceptionally versatile because many quantum systems can be represented by a two-
level system, and because harmonic-oscillator environments are, as mentioned before, of great generality
[166, 167].
Let us first consider a simplified spin–boson model where the self-Hamiltonian of the system is taken to
be
HS =
1
2
~ω0σz, (90)
with eigenstates |0〉 and |1〉. In contrast with the more general case discussed below, this Hamiltonian does
not include a tunneling term 12~∆0σx, and thus HS does not generate any nontrivial intrinsic dynamics.
The self-Hamiltonian for the environment of harmonic oscillators is the same as in Eq. (72),
HE =
∑
i
(
1
2mi
p2i +
1
2
miω
2
i q
2
i
)
, (91)
and we choose the bilinear interaction Hamiltonian
Hint = σz ⊗
∑
i
ciqi. (92)
Using the bosonic creation and annihilation (i.e., raising and lowering) operators a†i and ai, we may recast
the total Hamiltonian as
H =
1
2
~ω0σz +
∑
i
~ωia†iai + σz ⊗
∑
i
(
gia
†
i + g
∗
i ai
)
, (93)
with [ai, a
†
j ] = δij (for simplicity, we have dropped the vacuum-energy term
∑
i
~ωi
2 ).
Note that since the total Hamiltonian H = HS +HE +Hint commutes with σz, no transitions between
the σz eigenstates |0〉 and |1〉 can be induced by H. Because there is no energy exchange between the
system and the environment, the model describes decoherence without dissipation. Such a model is a good
representation of decoherence processes that occur on a timescale that is much shorter than the timescale
for dissipation, as is often the case in physical applications. The resulting evolution can be solved exactly
(see, e.g., Refs. [9, 42] for details). For an ohmic spectral density with a high-frequency cutoff, it is found
that superpositions of the form α |0〉+ β |1〉 are exponentially decohered on a timescale set by the thermal
correlation time τB = 2~(kBT )−1 of the environment.
Inclusion of a tunneling term 12~∆0σx yields the general spin–boson model defined by the Hamiltonian
H =
1
2
~ω0σz +
1
2
~∆0σx +
∑
i
(
1
2mi
p2i +
1
2
miω
2
i q
2
i
)
+ σz ⊗
∑
i
ciqi. (94)
One typically considers the unbiased case ω0 = 0, corresponding to a symmetric double-well potential (but
see Sec. VII of Ref. [55] for a treatment of the biased case). The non-Markovian dynamics of this model
have been studied in great detail in Refs. [55, 187]. The particular dynamics strongly depend on the various
parameters of the model, such as the temperature of the environment, the form of the spectral density
(subohmic, ohmic, or supraohmic), and the system–environment coupling strength. For each parameter
regime, a characteristic dynamical behavior emerges: localization, exponential or incoherent relaxation,
exponential decay, and strongly or weakly damped coherent oscillations [55].
In the weak-coupling limit, one can derive the Born–Markov master equation for the Hamiltonian (94)
(where we shall again assume ω0 = 0 for simplicity). Because of the formal similarity between the spin–
boson Hamiltonian and the Hamiltonian for quantum Brownian motion, the derivation proceeds in much
the same way as for the quantum Brownian motion. The result is (see, e.g., Refs. [4, 9] for details)
∂
∂t
ρS(t) = − i~
(
H ′SρS(t)− ρS(t)H ′†S
)
−D [σz, [σz, ρS(t)]]− ζσzρS(t)σy − ζ∗σyρS(t)σz, (95)
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where
H ′S = ~
(
1
2
∆0 + ζ
∗
)
σx. (96a)
ζ∗ =
∫ ∞
0
dτ [ν(τ)− iη(τ)] sin (∆0τ) , (96b)
D =
∫ ∞
0
dτ ν(τ) cos (∆0τ) , (96c)
with the noise and the dissipation kernels ν(τ) and η(τ) taking the same form as in quantum Brownian
motion [see Eqs. (75) and (76)]. The first term on the right-hand side of Eq. (95) represents the evolution
under the environment-renormalized (and in general non-Hermitian) Hamiltonian H ′S . The second term is
in the Lindblad double-commutator form (44) and generates decoherence in the σz eigenbasis at a rate given
by D. The last two terms describe the decay of the two-level system. In the absence of tunneling (∆0 = 0
and hence also ζ = 0), Eq. (95) reduces to the pure-decoherence Lindblad master equation (46) discussed
in Sec. 3.2.2.
4.4. Spin-environment models
A qubit linearly coupled to a collection of other qubits—also known as a spin–spin model—is often a
good model of a two-level system (for example, a superconducting qubit) that interacts strongly with a low-
temperature environment [156, 157]. The model of a harmonic oscillator interacting with a spin environment
may be relevant to the description of decoherence and dissipation in quantum-nanomechanical systems and
micron-scale ion traps [196]. For details on the theory of spin-environment models, see Refs. [157, 197–199].
A basic version of a spin–spin model was studied by Zurek in his seminal paper of 1982 [3]. This model
neglects the intrinsic dynamics of the system and environment, and the interaction Hamiltonian describes a
bilinear coupling between the system and environment spins,
H = Hint =
1
2
σz ⊗
N∑
i=1
giσ
(i)
z ≡
1
2
σz ⊗ E. (97)
This Hamiltonian represents the environmental monitoring of the observable σz and leads to decoherence in
the {|0〉 , |1〉} eigenbasis of σz. Specifically, one can show [3, 108] that the decoherence rate increases expo-
nentially with the number N of environmental spins, and that for large N and a broad class of distributions
of the coupling coefficients gi, the interference damping follows an approximately Gaussian time dependence
∝ exp(−Γ2t2), where the decay constant Γ is determined by the initial state of the environment and the
distribution of the couplings gi.
If a tunneling term is added to the Hamiltonian (representing the intrinsic dynamics of the system), the
Hamiltonian becomes
H = HS +Hint =
1
2
~∆0σx +
1
2
σz ⊗
N∑
i=1
giσ
(i)
z ≡
1
2
~∆0σx +
1
2
σz ⊗ E. (98)
This model can be solved exactly [108, 200]. The particular preferred (pointer) states selected by the
dynamics depend on the relative strengths of the self-Hamiltonian HS of the system and the interaction
Hamiltonian Hint. In general, the preferred states are those that are most robust under the action of the
total Hamiltonian. In the quantum-measurement limit, where the interaction Hamiltonian dominates the
evolution [this is the model described by Eq. (97)], the emerging pointer states are indeed found to be
close to the eigenstates of the interaction Hamiltonian (i.e., the eigenstates {|0〉 , |1〉} of σz) [108], as also
predicted by the commutativity criterion, Eq. (25). In the quantum limit of decoherence, where the modes
of the environment are slow and the self-Hamiltonian HS of the system dominates, the pointer states are
found to be close to the eigenstates of HS , i.e., the eigenstates |±〉 = (|0〉 ± |1〉) /
√
2 of σx [108].
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In the weak-coupling limit, spin environments can be mapped onto oscillator environments [166, 201].
Specifically, the reduced dynamics of a system weakly coupled to a spin environment can be described by the
system coupled to an equivalent oscillator environment with an explicitly temperature-dependent spectral
density of the form
Jeff(ω, T ) = J(ω) tanh
(
~ω
2kBT
)
, (99)
where J(ω) is the original spectral density of the spin environment. See Sec. 5.4.2 of Ref. [9] for details and
examples.
Many physical settings in which spin environments are the appropriate model are also those where
low temperatures and strong system–environment interactions render the Born–Markov assumptions of
weak coupling and negligible memory effects inapplicable. Therefore, one needs to look for non-Markovian
solutions, which are typically difficult to calculate. In principle, techniques such as the instanton formalism
[156] allow for analytical calculations of relevant quantities such as spin expectation values. One challenging
task is the tracing (averaging) over the degrees of freedom of a strongly coupled environment. Prokof’ev
and Stamp [156] have demonstrated that this task can be accomplished by considering four limiting cases
of the general spin-environment model, averaging over the environment in each case, and then combining
the four averages to represent the average for the general model; see Ref. [156] for details.
5. Decoherence avoidance and mitigation
Combatting the detrimental effect of decoherence is of paramount importance whenever nonclassical
quantum superposition states need to be generated and maintained, for example, in quantum information
processing, quantum computing, and quantum technologies [202]. Accordingly, a number of methods have
been developed to prevent quantum states from decohering in the first place (or, at least, to minimize
their decoherence), and to undo (correct for) the effects of decoherence. In the terminology of quantum
information processing where the effects of decoherence amount to processing errors, the first approach is
often known as error avoidance, whereas the second approach is referred to as error correction. Here, we will
discuss decoherence-free subspaces (Sec. 5.1) as an instance of an error-avoidance scheme, and also comment
on techniques such as reservoir engineering and dynamical decoupling (Sec. 5.2). We will then give a brief
description of quantum error correction (Sec. 5.3).
5.1. Decoherence-free subspaces
Recall that while the pointer states themselves are robust against decoherence, superpositions of such
states will generally be rapidly decohered. By contrast, in a pointer subspace [3] or decoherence-free subspace
(DFS) [195, 203–211] (see Refs. [212, 213] for reviews), every possible state in that subspace will be robust
to decoherence. This, obviously, is a much stronger statement than the existence of individual pointer
states, and it is therefore not surprising that the existence of a DFS, especially a high-dimensional one
for larger systems, is nontrivial and that the conditions required for such a DFS to be present tend to be
correspondingly difficult to meet in practice.
5.1.1. Condition for the existence of a decoherence-free subspace
For a given interaction HamiltonianHint =
∑
α Sα⊗Eα, a DFS is spanned by a basis {|si〉} of orthonormal
pointer states with the added condition that the action of each system operator Sα in Hint must be the same
for each of the pointer-basis states |si〉. In other words, the result of the system–environment interaction
applied to these pointer states must be trivial in the sense that it must not distinguish between these
states. In this way, the existence of a DFS corresponds to the presence of a symmetry in the structure
of the system–environment interaction (i.e., a dynamical symmetry). Mathematically, this condition is
implemented through strengthening the pointer-state condition of Eq. (26), by requiring that the pointer
states are simultaneous degenerate eigenstates of each Sα,
Sα |si〉 = λ(α) |si〉 for all α and i. (100)
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If this condition is fulfilled, then the evolution generated by the interaction Hamiltonian Hint =
∑
α Sα⊗Eα
for an arbitrary, initially pure state |ψ〉 = ∑i ci |si〉 in the DFS is
e−iHintt |ψ〉 |E0〉 = |ψ〉 e−i(
∑
α λ
(α)Eα)t/~ |E0〉 ≡ |ψ〉 |Eψ(t)〉 . (101)
This shows that the system does not get entangled with the environment and therefore remains decoherence-
free. Of course, in general the self-Hamiltonian of the system will also contribute, in which case one needs to
additionally ensure that this Hamiltonian does not take the state outside the DFS, which would then make
it vulnerable to decoherence. The concept of a DFS can be generalized and extended to the formalism of
noiseless subsystems or noiseless quantum codes [211–217]; see Ref. [213] for a review.
5.1.2. Collective versus independent decoherence
The condition (100) for the basis states of a DFS is strong and therefore often difficult to fulfill in practice.
To illustrate this point, let us consider a system consisting of N two-level systems (qubits) interacting with
an environment of harmonic oscillators (this is the spin–boson model discussed in Sec. 4.3). The interaction
Hamiltonian is
Hint =
N∑
i=1
σ(i)z ⊗
∑
j
(
gija
†
j + g
∗
ijaj
)
≡
N∑
i=1
σ(i)z ⊗ Ei, (102)
where the gij are coupling coefficients, and a
† and a are the raising and lowering operators for the harmonic
oscillators of the environment.
Recall that the existence of a DFS is related to the presence of a dynamical symmetry in the interaction
Hamiltonian. A drastic way of creating such a symmetry is to require that each qubit operator σ
(i)
z couples
to the environment in exactly the same way. This means that the interaction with the environment is
invariant under an exchange of any two qubits, and therefore the environment cannot distinguish between
the qubits. This limiting case is commonly referred to as collective decoherence, and in the example of the
spin–boson interaction (102) corresponds to dropping the dependence of the coupling coefficients gij on the
index i labeling the particular qubit. Then the interaction Hamiltonian (102) becomes
Hint =
(∑
i
σ(i)z
)
⊗ E ≡ Sz ⊗ E. (103)
One sees that this Hamiltonian represents an interaction between the collective spin operator and a single
environment operator.
The condition (100) for basis states of a DFS then tells us that the DFS will be a spanned by states that
are simultaneous degenerate eigenstates of Sz =
∑
i σ
(i)
z . Consider a computational-basis state |m1〉 |m2〉 ⊗
· · ·⊗ |mN 〉, where we let mi = 0 represent the eigenvalue +1 of σz, and mi = 1 the eigenvalue −1. Any such
computational-basis state will be an eigenstate of Sz, with integer eigenvalues ranging from M = −N (for
the state |11 · · · 1〉) to M = +N (for the state |00 · · · 0〉). Since we would like to span a subspace from a set
of degenerate of eigenstates of Sz, and would like this subspace to be as large as possible so we can make the
largest possible number of quantum states immune to decoherence, we need to look for the greatest number
of computational-basis states with the same eigenvalue M of Sz. This happens for M = 0, corresponding
to computational-basis states for which half of the qubits are in the state |0〉 and half in the state |1〉. For
a system of N qubits, there are
(
N
N/2
)
such computational-basis states. These states will then span a DFS.
For example, for four qubits (N = 4), represented by a Hilbert space of dimension 24 = 16, we have
(
4
2
)
= 6
computational-basis states with the same eigenvalue M = 0, namely, |0011〉 , |0101〉 , |0110〉 , |1001〉 , |1010〉,
and |1100〉. These states span a six-dimensional DFS. For large N , Stirling’s formula for approximating the
binomial coefficient gives
log2
(
N
N/2
)
≈ N − 1
2
log2(piN/2)
N1−−−→ N, (104)
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which shows that the dimension of the DFS approaches the dimension of the Hilbert space of the system.
Thus, in this limiting case of perfectly collective decoherence of a very large qubit system, essentially every
state in the system’s Hilbert space will be immune to decoherence.
Using the spin–boson example just discussed, we can also see that no DFS exists when no two qubits
couple to the environment in the same way, that is, if the interaction Hamiltonian does not exhibit any
dynamical symmetry. In this limiting case, known as independent decoherence, the couplings gij appearing
in the interaction Hamiltonian (102) will be different for each qubit, and thus the Hamiltonian retains its
form (102), Hint =
∑N
i=1 σ
(i)
z ⊗Ei, with the environment operators Ei differing between any two qubits. The
usual DFS condition (100) would then require us to find an orthonormal set of simultaneous, degenerate
N -qubit eigenstates of each single-qubit operator σ
(i)
z , i = 1, . . . , N . The only computational-basis states
that fulfill this condition are |00 · · · 0〉 and |11 · · · 1〉, albeit with different eigenvalues, and therefore no DFS
can exist [203].
In practice, it would be challenging to find a system in which each qubit couples to exactly the same
environment. Fortunately, one can show that a DFS is robust to small deviations from perfect dynam-
ical symmetry. Specifically, one may investigate the consequences of perturbing a symmetric interaction
Hamiltonian, such as the Hamiltonian given by Eq. (103), by adding additional, small coupling terms g˜ij
that break the symmetry by distinguishing between the qubits. Such perturbations will introduce a tunable
dependence of the environmental interaction on the qubit index i. This poses the question of the sensitivity
of a DFS to such perturbations, and how the sensitivity scales with the system. Using the measure of dy-
namical fidelity [203, 218], which quantifies how the evolution of a given initial state differs in the presence
of additional system–environment couplings, it has been shown [203, 218, 219] that, to first order in the
strength of the symmetry-breaking perturbations, a DFS is robust to such perturbations. The influence of
perturbations resulting in noncollective decoherence effects has also been studied experimentally; see the
photonic experiment reported in Ref. [220] for an example. We note that strategies for quantum error
correction [16, 221–225] may be used to combat decoherence arising from subspaces that are not perfectly
decoherence-free [207].
5.1.3. Experimental realizations of decoherence-free subspaces
Starting with the proof-of-principle demonstration for two-photon states by Kwiat et al. [226], several
experiments have realized DFSs. Among the first, in 2001 Kielpinski et al. [227] reported the creation
of a two-dimensional (i.e., one-bit) DFS using a pair of trapped, interacting 9Be+ ions, with the qubit
states formed by two hyperfine levels and a decohering environment simulated by fluctuations of the laser
intensity, and Viola et al. [228] described generation of a one-bit DFS using three NMR qubits. Roos et
al. [229] created a DFS using two trapped 40Ca+ ions subject to a dephasing environment and achieved
coherence times around 1 s. Two-ion DFSs were also reported by Ha¨ffner et al. [230] and Langer et al. [231].
Coherence times of up to 34 s were found, and long lifetimes of up to 20 s were observed for the entanglement
between ion pairs. DFSs for a photon pair were further investigated experimentally by Altepeter et al. [220],
who also studied the sensitivity of a DFS to perturbations that introduce noncollective couplings to the
environment.
Mohseni et al. [232] experimentally demonstrated how the performance of a photonic implementation
of the Deutsch–Jozsa quantum algorithm [233] can be substantially enhanced through the use of a DFS.
DFSs have also been experimentally realized in quantum cryptography, for example, in the fault-tolerant
quantum key distribution protocol proposed and implemented by Zhang et al. [234]. The usefulness of DFSs
is not limited to quantum information processing, either. For instance, a DFS has been successfully realized
to protect a neutron interferometer from unwanted noise arising from low-frequency mechanical vibrations
[235].
5.2. Reservoir engineering and dynamical decoupling
Even approximate dynamical symmetries will often be absent in multi-qubit systems, and therefore one
approach consists of actively creating such symmetries through a strategy known as environment engineering
or reservoir engineering. Dalvit, Dziarmaga, and Zurek [236] have shown how this idea, in principle, could
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lead to a DFS that is spanned by superposition states of Bose–Einstein condensates. In the context of ion
traps, theoretical [237] and experimental [113, 121, 238] studies have investigated how different DFSs for
the trapped ion can be created through a laser-induced manipulation of the system–environment coupling.
Beyond DFSs but related in spirit, engineering of the couplings between system and environment has
also been used to drive the system into particular quantum superposition states (“quantum state engineer-
ing”). Experimental implementations of this approach have been reported, for example, with trapped ions
[239–241], superconducting circuits [242], and atomic ensembles [243]. Reservoir engineering even opens
up the possibility of an unorthodox implementation of universal quantum computation [244], in which the
interaction with the environment is not an adversary but rather a resource for quantum information pro-
cessing. It has also been shown [245–248] that for two quantum systems that do not interact with each other
but are coupled to a common environment, the decoherence and dissipation produced by the environment
can sometimes lead to the creation of entanglement between the two systems. This is a noteworthy result,
given that the action of decoherence and dissipation is usually considered detrimental to the presence of
entanglement between systems [249–251]. Such dynamical entanglement generation through environmental
interactions was demonstrated, for example, in an exactly solvable model of two qubits interacting with a
heat bath of harmonic oscillators [245], as well as arising from Markovian dissipative dynamics [246]; see
also Refs. [247, 248].
Coherence of quantum states may be maintained also through a sequence of rapidly applied control
pulses (or projective measurements) that average the coupling between system and environment to zero,
an approach known as dynamical decoupling or quantum bang-bang control [252–257]. In this way, a dy-
namically decoupled subspace is created, and coherence may be maintained to a large degree as long as
the rate of the control pulses is higher than the rate at which entanglement with the environment is being
produced. Dynamical decoupling can also be used to enhance the fidelity of quantum gates by several orders
of magnitude [258, 259].
5.3. Quantum error correction
Quantum error correction (see, e.g., Refs. [16, 223–225, 260] for reviews) is the technique of undoing the
change of the quantum state of a system induced by decoherence. The idea of quantum error correction,
going back to Steane [221] and Shor [222], is to couple the system to an ancilla in such a way that the
original, pre-decoherence state can be reconstructed.
5.3.1. Basic concepts
To see how such state reconstruction is made possible, we observe that any changes to the state of a
qubit resulting from its interaction with an environment E can be reduced to the combined action of three
different, discrete transformations. Specifically, for a single qubit in an initially pure state |ψ〉, the evolution
of the combined system–environment state may always be written in the form [9, 223–225]
|ψ〉 |er〉 −→ I |ψ〉 |eI〉+
∑
s=x,y,z
(σs |ψ〉) |es〉 , (105)
where I is the identity operator, the Pauli operators σs act on the Hilbert space of S, |er〉 is the initial state
of the environment, and |eI〉 and {|es〉} denote states of the environment that need not be orthogonal or
normalized. Equation (105) is simply a consequence of the fact that the Pauli operators, together with the
identity, form a complete set of operators in the Hilbert space of the qubit.
The effects of σx and σz on the qubit state are referred to as a bit-flip error and phase-flip error,
respectively (since σy = iσxσz, the operator σy represents the simultaneous presence of a bit-flip error and
phase-flip error). State changes resulting from environmental entanglement alone (i.e., decoherence) are fully
captured by phase-flip errors. To see this explicitly, consider a qubit in an arbitrary state |ψ〉 = a |0〉+ b |1〉
undergoing an entangling interaction with an environment,
|ψ〉 |er〉 −→ a |0〉 |e0〉+ b |1〉 |e1〉 . (106)
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We may rewrite the right-hand side as
a |0〉 |e0〉+ b |1〉 |e1〉 = (a |0〉+ b |1〉) 1
2
(|e0〉+ |e1〉) + (a |0〉 − b |1〉) 1
2
(|e0〉 − |e1〉)
= (I |ψ〉) 1
2
(|e0〉+ |e1〉) + (σz |ψ〉) 1
2
(|e0〉 − |e1〉) . (107)
Making the identifications |eI〉 ≡ 12 (|e0〉+ |e1〉) and |ez〉 ≡ 12 (|e0〉 − |e1〉), we recover Eq. (105) with only
the σz (phase-flip) term present,
|ψ〉 |er〉 −→ I |ψ〉 |eI〉+ (σz |ψ〉) |ez〉 . (108)
For N qubits, this can be shown to generalize to
|ψ〉 |er〉 −→
∑
i
(Ei |ψ〉) |ei〉 , (109)
where the so-called error operators Ei represent tensor products of N operators involving identity and σz
operators; the number of σz operators appearing in a given operator Ei is refereed to as the weight of the
error operator. In many cases of interest, only a limited number K < N of qubits become entangled with
the environment (“partial decoherence”), and hence only the 2K different error operators up to weight K
will need to be considered. A further dramatic reduction in the number of error operators to be taken into
account occurs in the case of independent qubit decoherence, where each qubit couples independently to
an environment (see Sec. 5.1). In this case, only error operators of weight equal to one will need to be
considered (corresponding to independent phase flip errors), and therefore no more than N such operators
in total will be needed to describe the result of the decoherence process.
To bring about the actual correction of the quantum error imparted by decoherence, we start from the
post-decoherence state
∑
i (Ei |ψ〉) |ei〉 of Eq. (109) and couple an ancilla to the qubit system in such a way
that the composite system evolves as
|a0〉
[∑
i
(Ei |ψ〉) |ei〉
]
−→
∑
i
|ai〉 (Ei |ψ〉) |ei〉 . (110)
Here |a0〉 is the initial state of the ancilla, and |ai〉 are ancilla states that we shall assume to be (approx-
imately) orthogonal so that they can be distinguished by a subsequent measurement. This measurement
of the ancilla, represented by an observable OA =
∑
i ai|ai〉〈ai| with all eigenvalues ai being distinct, will
project the system–ancilla combination onto one of the states |ak〉 (Ek |ψ〉) |ek〉, with measurement outcome
ak. We have therefore isolated a single error operator Ek, and knowledge of the outcome ak provides the
necessary information for applying a countertransformation E−1k = E
†
k to the system. This transformation
changes the state from |ak〉 (Ek |ψ〉) |ek〉 to |ak〉 |ψ〉 |ek〉, thereby restoring the original pre-decoherence state
of the system. Note that no information about the state of the system is necessary to correct the error—
as must be, for otherwise any such information gain would result in an uncontrollable disturbance of the
system.
5.3.2. Challenges
We have sketched here only the bare essentials of quantum error correction, and in a highly simplified
form. In practice, a number of challenges and complications arise. Let us mention just three. First, and
perhaps most importantly, it is usually impossible to realize a system–ancilla evolution of the form (110) such
that all possible error operators are perfectly distinguishable, by measurement, via corresponding orthogonal
ancilla states. We have to settle for a limited scope, usually one in which error operators only up to a certain
weight can be distinguished, and one in which the error correction only works for a subspace of the qubit’s
Hilbert space (referred to as the code space). In this endeavor, an important strategy for realizing an error-
correcting code is the redundant encoding of the qubit state in multiple physical qubits through a successive
application of cnot gates,
(a |0〉+ b |1〉) |00 · · · 0〉 −→ a |000 · · · 0〉+ b |111 · · · 1〉 . (111)
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For example, to correct phase-flip errors of a single qubit without needing to know or restrict the state of
the qubit, redundant encoding of the qubit state in three qubits is required; this is the so-called three-bit
code for phase errors (see, e.g., Sec. 7.4.5 of Ref. [9] for details). Incidentally, the three-bit code was the
basis of the first experimental demonstration of quantum error correction, reported in 1998 [261].
A second challenge in realizing quantum error correction, especially for larger numbers of qubits, is the
implementation of the final countertransformations restoring the original quantum state. A third challenge
comes from the fact that adding an ancilla increases the effective size of the system, thereby making it
potentially more prone to decoherence (recall that the rate of decoherence typically scales exponentially
with system size).
Undoubtedly, quantum error correction will be an integral part of any viable quantum computer. It
may be combined (or concatenated [207]) with decoherence-free subspaces to achieve universal fault-tolerant
quantum computation [208, 262].
6. Experimental studies of decoherence
Decoherence happens all around us, and in this sense its consequences are readily observed. But what
we would like to be able to do is experimentally study the gradual and controlled action of decoherence,
preferably of superpositions of mesoscopically or macroscopically distinguishable states. Such experiments
have many important applications and implications. They demonstrate the possibility of generating non-
classical superposition quantum states for mesoscopic and macroscopic systems, and they show that the
quantum–classical boundary can be shifted by changing the relevant experimental parameters. They are
useful for assessing the predictions of decoherence models, and for designing quantum devices—for example,
those needed for quantum information processing—that are good at evading the detrimental influence of the
environment. They can also be used to search for deviations from standard unitary quantum mechanics.
Realizing an experiment capable of measuring the progressive decoherence of a quantum state requires
meeting several challenges. The first is the task of preparing a suitable quantum superposition state (see
Ref. [263] for an overview of the state of the art in generating superpostions of mesoscopically and macro-
scopically distinguishable states). Second, decoherence of this superposition must be sufficiently slow for its
gradual action to be observed. Third, one must be able to measure the decoherence introduced over time
without imparting a significant amount of additional, unwanted decoherence. Ideally, one would also like to
have sufficient control over the environment, so that one can tune the strength and form of its interaction
with the system.
In what follows, we shall focus on four experimental areas that have played a key role in experimental
studies of decoherence: atom–photon interactions in a cavity (Sec. 6.1), interferometry with mesoscopic
molecules (Sec. 6.2), superconducting systems such as SQUIDs and Cooper-pair boxes (Sec. 6.3), and ion
traps (Sec. 6.4). Section 6.5 briefly lists a few other experimental areas in which decoherence has been
studied. Finally, in Sec. 6.6, we comment on the use of experimental investigations of decoherence for
testing quantum mechanics.
6.1. Photon states in a cavity
In decoherence experiments of the cavity-QED type [11, 264], an atom interacts with a radiation field
in a cavity in such a way that information about the atomic state is imprinted on the state of the field,
resulting in an entangled atom–field state. Atom and field are then disentangled through a measurement of
the atomic state, resulting in a superposition of two coherent field states whose decoherence is monitored
over time. In 1996 Brune et al. generated a superposition of radiation fields with classically distinguishable
phases involving several photons and observed the controlled decoherence of this state [11, 38, 265] (see
Refs. [11, 264] for reviews).
In this experiment (see Fig. 9), a rubidium atom is prepared in a superposition of energy eigenstates
|g〉 (the “lower” state) and |e〉 (the “upper” state) corresponding to two circular Rydberg states. This
preparation is done by applying a pi/2 pulse in a microwave cavity R1, at a frequency ν that is very close
to the resonant frequency νge of the atomic transition between the two Rydberg levels g and e. The atom
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Figure 9: Schematic illustration of the cavity experiment by Brune et al. [38]. A rubidium atom emitted from an oven O passes
through a cavity R1 that uses a microwave pi/2 pulse to prepare the atom in a superposition of two circular Rydberg energy
eigenstates |g〉 and |e〉. The atom then enters a cavity C containing a photon field described by a coherent state |α〉. The field
state suffers a dispersive phase shift χ that depends on the energy state of the atom, leading to the creation of an entangled
atom–field state of the form 1√
2
(|g〉 ∣∣αe−iχ〉 + |e〉 ∣∣αeiχ〉). Subsequently, another microwave pi/2 pulse is applied in cavity R2
to further transform the atomic state, and finally the atom’s energy is measured by ionization chambers De and Dg . This
disentangles the atom from the field, leaving the latter in a superposition |±〉 = 1√
2
(∣∣αeiχ〉± ∣∣αe−iχ〉) of two coherent field
states with distinguishable phases. Figure adapted with permission from Ref. [266].
enters a cavity C made of highly reflecting superconducting mirrors, with a long damping time Tr; more
recent experiments have realized cavities with damping times in excess of a tenth of a second [267, 268].
The cavity contains a radiation field that consists of a few photons and is described by a coherent state |α〉,
|α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉 , (112)
where α is a complex number. This state may be visualized as a vector in phase space whose squared length
|α|2 is equal to the mean number n¯ of photons.
The interaction between the atom and field inside the cavity is tuned such that there is no energy transfer.
The atom effectively acts as a transparent dielectric for the field, by imposing a state-dependent dispersive
phase shift on the field. If the atom is in the state |e〉, then the coherent field state |α〉 experiences a phase
shift χ such that |α〉 is transformed to ∣∣eiχα〉; if the atom enters in the state |g〉 instead, the phase shift is
−χ and |α〉 is transformed to ∣∣e−iχα〉. Thus, for an atom prepared in a coherent superposition 1√
2
(|g〉+ |e〉)
of |g〉 and |e〉, the entangling evolution is
1√
2
(|g〉+ |e〉) |α〉 −→ 1√
2
(|g〉 ∣∣αe−iχ〉+ |e〉 ∣∣αeiχ〉) . (113)
The atom then passes through an additional microwave cavity R2, which applies another pi/2 pulse at the
same frequency ν as cavity R1. The pulse transforms the atomic states according to |g〉 −→ 1√2 (|g〉 − |e〉)
and |e〉 −→ 1√
2
(|g〉+ |e〉), resulting in the combined atom–field state
|Ψatom+field〉 = 1
2
(|g〉 ∣∣αe−iχ〉− |e〉 ∣∣αe−iχ〉+ |g〉 ∣∣αeiχ〉+ |e〉 ∣∣αeiχ〉)
=
1
2
(∣∣αe−iχ〉+ ∣∣αeiχ〉) |g〉+ 1
2
(− ∣∣αe−iχ〉+ ∣∣αeiχ〉) |e〉 . (114)
Finally, the energy of the atom is measured, collapsing the state (114) onto either one of the energy eigen-
states |g〉 and |e〉. This measurement destroys the entanglement between atom and photon field, and the
field is left in a superposition of the coherent-field states
∣∣αeiχ〉 and ∣∣αe−iχ〉 whose relative phase depends
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on the outcome of the measurement. If the outcome is the ground state g, the field state will be the “even”
state
|+〉 = 1√
2
(∣∣αeiχ〉+ ∣∣αe−iχ〉) . (115)
If the outcome is the excited state e, the field state will be the “odd” state
|−〉 = 1√
2
(∣∣αeiχ〉− ∣∣αe−iχ〉) . (116)
(The terminology “even” and “odd” is motivated by the observation that for a phase shift χ equal to pi/2,
these states contain, respectively, only even and odd photon numbers [268].)
To quantify the “catness” of the superpositions |±〉 = 1√
2
(∣∣αeiχ〉± ∣∣αe−iχ〉)—i.e., to measure the degree
to which the components
∣∣αeiχ〉 and ∣∣αe−iχ〉 represent mesoscopically or macroscopically distinguishable
states—we consider the squared magnitude of the overlap between
∣∣αeiχ〉 and ∣∣αe−iχ〉, ∣∣〈αeiχ|αe−iχ〉∣∣2. For
two general coherent states |α〉 and |β〉, we have
|〈α|β〉|2 = e−|α−β|2 , (117)
and therefore ∣∣〈αeiχ|αe−iχ〉∣∣2 = e−2|α|2(1−cos 2χ) = e−4|α|2 sin2 χ. (118)
We may therefore quantify the “catness” (or “size” of the cat-like state) by introducing a parameter D2
equal to the argument of the exponential in Eq. (118) [38],
D2 = 4n¯ sin2 χ, (119)
where we have used that n¯ = |α|2. This also represents the squared distance between the (direct) peaks of
the density matrices representing the superpositions |±〉 = 1√
2
(∣∣αeiχ〉± ∣∣αe−iχ〉) of coherent states [268].
We see that the overlap depends both on the mean photon number n¯ = |α|2 and on the phase difference χ,
and decreases exponentially with n¯. This makes sense: the “catness” increases if the size of the system and
the phase difference are increased. For fixed mean photon number n¯, Eq. (118) shows that the minimum
overlap is obtained for χ = pi/2 (i.e., when the vectors representing the two coherent states point in opposite
directions).
Owing to the properties of the Rydberg atoms, the experiment by Brune et al. [38] achieved relatively
large phase shifts of up to χ = 0.31pi, with mean photon number n¯ ≈ 10. For these values, the overlap∣∣〈αeiχ|αe−iχ〉∣∣ = e−2|α|2 sin2 χ [see Eq. (118)] is less than 3 × 10−5. Thus the states ∣∣αeiχ〉 and ∣∣αe−iχ〉
are very nearly orthogonal, and therefore the field effectively acts as a meter that encodes which-state
information about the energy eigenstates |g〉 and |e〉 in the mesoscopically distinct states ∣∣αeiχ〉 and ∣∣αe−iχ〉.
A subsequent experiment has realized mesoscopic superposition states involving n¯ = 29 photons [269].
By coupling a superconducting qubit to a waveguide cavity resonator, a superposition of coherent states
involving 111 photons has been generated [270] (see also Ref. [271]).
The experiment by Brune et al. [38, 272] then measured the progressive decoherence of the field super-
position |±〉 = 1√
2
(∣∣αeiχ〉± ∣∣αe−iχ〉) [see Eqs. (115) and (115)] that is left behind in the cavity C after
the passage and detection of the atom. This measurement was accomplished by sending a second rubidium
atom through the apparatus. One can show [9, 11, 265, 266, 272] that upon detection, this second atom will
be found in the same state (g or e) as the first atom provided the superposition has not been decohered.14
Thus, the conditional detection probability Pee for finding both the first and second atoms in the state e
after passage through the apparatus will be equal to one. If, however, the field state has started to decohere
14For such a perfect correlation to obtain, we also need to require that the state components
∣∣αeiχ〉 and ∣∣αe−iχ〉 be orthogonal.
This holds to a good approximation even for the modest photon numbers used by Brune et al.; see the discussion following
Eq. (119).
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nant or dispersive interactions. We have prepared EPR
pairs (Hagley et al., 1997) of entangled atoms, demon-
strated the operation of a quantum gate (Rauschenbeu-
tel et al., 1999) and used it to perform the first quantum
nondemolition detection of a single photon (Nogues
et al., 1999). Combining up to six operations on four qu-
bits (three atoms and one field mode), we have prepared
and studied a GHZ entangled triplet (Rauschenbeutel
et al., 2000). In the context of quantum information pro-
cessing, this experiment constitutes, to our knowledge,
the most complex combination so far of successive logic
operations involving individually addressable quantum
systems. We have also prepared mesoscopic field state
superpositions illustrating the main aspects of the Schro¨-
dinger cat paradox. By observing directly the evolution
of these states, we have confirmed the basic features of
environment-induced decoherence theories, in an ex-
periment which provides a glimpse at the quantum/
classical border (Brune et al., 1996).
The present setup, however, suffers experimental limi-
tations: nonideal Ramsey and Rabi pulses limit the fidel-
ity of complex entanglement manipulations. Cavity
damping and residual thermal fields contribute also to
decoherence processes. Finally, the Poisson statistics of
the atomic source leads to prohibitively long data acqui-
sition times for experiments involving more than three
particle correlations. Various improvements are under
way to overcome these difficulties. Better cavities with-
out ring should allow us to manipulate atomic coher-
ences for longer times and distances. Atomic sources
based on cold atom techniques could be used to prepare
single atoms on demand (Frese et al., 2000). Finally, the
detection efficiency could be boosted to nearly 100%
and the thermal field background completely eliminated.
Among the possible experiments under way or under
consideration, let us mention tests of quantum nonlocal-
ity with massive particles [EPR, GHZ, and more com-
plex multiparticle situations (Mermin, 1990)], quantum
teleportation of atomic quantum states (Davidovich
et al., 1994), unrestricted quantum nondemolition of
photon numbers via dispersive interactions (Brune et al.,
1990), measurement of the Wigner function of nonclas-
sical field states (Lutterbach et al., 1997; Nogues et al.,
2000), cavity-assisted collisions between two or more
Rydberg atoms, leading to other forms of qubit en-
tanglement (Zheng and Guo, 2000). With deterministic
single atom sources, more complex manipulations of en-
tanglement as well as the implementation of simple
quantum algorithms or error correction codes will be-
come possible. In these experiments the scalability im-
plied by single particle addressing will be an asset.
Finally, we are also considering in the long term ex-
periments coupling two cavities via their interactions
with a single atom. Two mesoscopic fields at macro-
scopic distances could thus be entangled, a situation
which would marry the ‘‘strangeness’’ of the EPR and
Schro¨dinger cat situations.
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mental results for two different values of the field component
separation are shown here (circles and triangles). The phase
shifts, corresponding to #/2$!170 and 70 kHz, respectively,
are depicted in the insets. The curves result from a simple
analytical model.
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Figure 10: Progressive decoherence of a superposition of two coherent field states as a function of the wait time τ (expressed in
units of the cavity damping time Tr), as reported in Refs. [38, 272]. The two-atom correlation signal measures the coherence of
the superposition; a value of zero corresponds to a complete loss of decoherence. Decoherence of superpositions of the coherent
states
∣∣αeiχ〉 and ∣∣αe−iχ〉 for two different values of the phase shift χ is shown: χ = 0.13pi (circles) and χ = 0.31pi (triangles).
The phase difference between the coherent-state component is also i ualized in the insets, showing the vector representations
of the components. The mean photon number is n¯ = 3.3. Solid lines are theoretical predictions [266, 272]. Figure reproduced
with permission from Ref. [11].
before the second atom has passed through the cavity C, Pee will decrease, ap roaching a value of
1
2 in the
limit of complete decoherence. The longer one waits before sendi g the second atom through C, the more
the field state will have decohered. Thus, by adjusting the wait time τ between sending the first and second
atoms through the apparatus and recording Pee as a func ion of τ , the gradual d coherence of the field state
can be measured [11, 266, 272].
The first experimental realizations [38, 272] used he bserved data for Pe and Peg (the probability of
finding the second atom in the state e if the first atom was found in g) to define the two-atom correlation
function η(τ) = Pee(τ)−Peg(τ). In the absence of decoherenc and therefore perf ct two-atom correlations,
we have Pee = 1 and Peg =
1
2 , and thus η =
1
2 ; in the case of complete decoherence, the correlation is lost
and we have Pee = Peg =
1
2 , and thus η = 0. Figure 10 shows the experimental results for tw differ nt
phase shifts χ = 0.13pi and χ = 0.31pi. Good agreement is found with theoretical predictions obtained from
a simple model [266, 272]. It is clearly se n hat, as expected, decoherence becomes more rapid as the phase
shift χ between the coherent-state components
∣∣αeiχ〉 and ∣∣αe−iχ〉—and thus their distinguishability—is
increased.
In a subsequent experiment reported by Dele´glise et al. [268], the field states inside the cavity were
reconstructed at different stages of their gradual decoherence. Thus, h effect of the decoherence process
on the quantum state could be visualized explicitly (see Fig. 11); the autho s even generated a movie of
the decoherence process (available as supplementary information for Ref. [268]). In the experiment, the
mean photon number was n¯ = 3.5 and the phase difference was χ = 0.37pi. A simple model of decoherence
[23, 264, 273] predicts a decoherence timescale on the order of Td = 2Tr/D
2, where Tr is the damping time
of the optical cavity. In the experiment by Dele´glise et al. [268], this damping time was Tr = 0.13 s, leading
to a predicted decoherence time of Td = 19.5 ms when adjusted for thermal background, which is in good
agreement with the measured value Td = (17± 3) ms.
The experiment by Brune et al. [38] was also used to observe the decoherence of the atomic state due to
the photon field. The combination of the two microwave cavities R1 and R2 effectively forms a (spatially
separated) Ramsey interferometer [264, 274]. One may then measure the detection probability Pg(ν) of
finding an atom, after passage through the apparatus, in the ground state g as a function of the frequency
ν in the cavities R1 and R2 (see Fig. 12). One finds that, in the absence of a photon field in cavity C, Pg(ν)
displays an oscillatory (fringe) pattern. This pattern arises because either cavity R1 or R2 may trigger
a transition from state g to state e, and it is impossible to distinguish in which cavity a given transition
occurred. The indistinguishability of these two “paths” (transition in R1 or in R2) implies interference
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4 
We have shown that atoms interacting with a cavity field can be 
used to engineer and reconstruct a wide variety of photonic states 
and to study their evolution. Pushing one step further, we plan to use 
information provided by the atoms to implement feedback 
procedures and preserve the quantum coherence over longer time 
intervals26. We will also extend these studies to fields stored in two 
cavities. Atoms will be used to entangle the cavity fields into non-
local quantum states27,28, reconstruct these states and protect them 
against decoherence by quantum feedback operations. 
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Figure 11: Experimental observation of the decoherence of the superposition |−〉 = 1√
2
(∣∣αeiχ〉− ∣∣αe−iχ〉) [see Eq. (116)] of
two coherent photon fields, as reported by Dele´glise et al. [268]. The mean photon number is n¯ = 3.5 and the phase difference
is χ = 0.37pi. (a) Reconstructed wave functions as a function of the time elapsed since state preparation, shown in the Wigner
representation projected onto the 2D plane [66, 67] (see Ref. [268] for details on the state reconstruction procedure). Coherence
between the state components is represented by oscillations in the indicated region between the top and bottom peaks. This
coherence is seen to disappear as time progresses. (b) Corresponding density matrices. Coherence is now represented by the
off-diagonal terms in the first row and column. (c) Measurement of coherence as a function of time, obtained from an analysis
of the density matrices. The solid line represents an exponential fit with an offset to ccount for a noise background. Figure
adapted with permission from Ref. [268].
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cavity C storing a small coherent field jal. The coupling
between the atom and the cavity is measured by the “Rabi
frequency” V [13]. The e ! g atomic transition and the
cavity frequencies are slightly off resonance (detuning d),
so that the atom and the field cannot exchange energy
but only undergo 1yd dispersive frequency shifts (single
atom index effect). The atom-field coupling during time t
produces an atomic-level dependent dephasing of the field
and generates an entangled state given (for Vyd ø 1) by
Eq. (1) with f ≠ V2tyd [13].
The states e and g are circular Rydberg levels with
principal quantum numbers 51 and 50 (transition fre-
quency n0 ≠ 51.099 GHz). They have a long radiative
lifetime (30 ms) and a very strong coupling to radiation.
The cavity C is a Fabry-Pérot resonator with its axis nor-
mal to the atomic trajectory. It is made of two supercon-
ducting niobium mirrors (mirror distance 2.7 cm; mode
waist 6 mm). Vy2p is 24 kHz [14]. The cavity Q factor
is 5.1 3 107 (photon lifetime Tr ≠ 160 ms). The cavity
is tuned by adjusting the mirror separation, thus varying
dy2p between 70 and 800 kHz. The effective interaction
time t is set to 19 ms by selecting atoms with a velocity
of 400 mys. For d ≠ 100 kHz, f is 0.69 radian which is
an unusually large single atom index effect.
The setup is sketched in Fig. 2. It is cooled to 0.6 K
by a He4-He3 cryostat making thermal radiation negligible
(mean blackbody photon number in C: 0.05). All Rb
atoms effusing from the oven O are pumped out of the
F ≠ 3 ground hyperfine level by a diode laser L1 and
optically repumped into this level by a diode laser beam
L01 oriented at 58± relative to the atomic beam. With a
proper tuning of L01 in the Doppler profile, only atoms at
400 6 6 mys are prepared in F ≠ 3. The atoms are then
excited into the circular state e in box B [15]. This pulsed
process involves laser excitation from F ≠ 3 (lasers L2)
and prepares, on the average, 0.5 atom within a 2 ms time
window, every 1.5 ms.
Each circular atom is prepared in a superposition of e
and g by a resonant microwave py2 pulse in a low Q
cavity R1. It then crosses C in which a small coherent
field with an average photon number n varying from
FIG. 2. Sketch of the experimental setup.
0 to 10 is injected by a pulsed source S (see below
how n is measured). The field, which evolves freely
while each atom crosses C, relaxes to vacuum before
being regenerated for the next atom (Tr ø 1.5 ms). We
make sure that the field is coherent by checking that
n is proportional to the square of the injection pulse
duration. After leaving C, each atom undergoes another
py2 pulse in a cavity R2 identical to R1. R1 and R2 are
fed by a cw source S0 whose frequency n is swept across
n0. The atoms are finally counted in e and g by two
field ionization detectors (De, Dg; detection efficiency
40 6 15%). With 50 000 events recorded in 10 min, the
probability Ps1dg snd to find the atom in g as a function of
n is reconstructed.
Figure 3(a) shows the signal obtained when C is empty
(dy2p ≠ 712 kHz). Ps1dg snd exhibits Ramsey fringes [16]
typical of atoms subjected to two pulses separated by a time
interval T ≠ 230 ms. The fringes result from a quantum
interference. The e ! g transition can occur either in
R1 or in R2 (atom crossing C in g or e). These two
“paths” are indistinguishable, leading, in the final transition
rate, to an interference term between the corresponding
probability amplitudes. The phase difference between
these amplitudes is 2psn 2 n0dT so that Ps1dg snd oscillates
with the period 1yT ≠ 4.2 kHz. The fringe contrast,
FIG. 3. Ps1dg snd signal exhibiting Ramsey fringes: (a) C
empty, dy2p ≠ 712 kHz; (b)–(d) C stores a coherent field
with jaj ≠ p9.5 ≠ 3.1, dy2p ≠ 712, 347, and 104 kHz, re-
spectively. Points are experimental and curves are sinusoidal
fits. Insets show the phase space representation of the field
components left in C.
4888
Figure 12: Ramsey interference fringes measured in the experiment by Brune t al. [38] for the probability of detecting the
atom in the ground state g after passage through the cavities R1, C, and R2 [see Fig. 9], shown as a function of the microwave
frequency ν in R1 and R2. Solid lines represent sinusoidal fits. (a) Fringes observed in the absence of a photon field in
cavity C. The interference arises from the i distinguishability of the two quantum “paths” representing the atomic transition
g → e occurring in either R1 or R2. (b)–(d) When a photon field (mean photon number n¯ = 9.5) is present in C, it obtains
information about the two quantum paths, making them progressively distinguishable as the phase difference χ (and therefore
the distinguishability) between the coherent states
∣∣αeiχ〉 and ∣∣αe−iχ〉 is increased (visualized by the insets on the right). This
leads to a corresponding decrease in fringe visibility. The phase shifts are (a) χ = 0.03pi, (b) χ = 0.06pi, and (c) χ = 0.21pi.
Figure reproduced with permission from Ref. [38].
between the paths, which manifests itself in an interference pattern for the detection probability at the
output. However, in the presence of a photon field in cavity C, the field will obtain information about the
atomic state [compare Eq. (113)]. This which-path information diminishes the visibility of the interference
pattern, with the visibility quantified by the overlap between
∣∣αeiχ〉 and ∣∣αe−iχ〉 as given by Eq. (118). This
is again an instance of decoherence, but it is now the atomic state that decoheres due to the environment
provided by the photon field.
6.2. Matter-wave interferometry
In matter-wave interferometry experiments with molecules (see Ref. [12] for a review), spatial interfer-
ence fringes are demonstrated for mesoscopic molecules ranging from C60 and C70 fullerenes [39] to large
molecular clusters (Fig. 13) [275, 276]. Because the de Broglie wavelength of such molecules is on the order
of picometers, one cannot use ordinary double-slit interferometry as one would do for photons or particles
such as electrons [277–279]. Instead, the experiments are based on the Talbot effect familiar from classical
optics [280], a genuine interference phenomenon in which a plane wave incident on a diffraction grating
creates images of the grating at multiples of the Talbot length Lλ = d
2/λ behind the grating, where d is the
slit spacing and λ is the wavelength of the incident wave (see Fig. 14) [170, 280].
In the matter-wave interferometry experiments with C60 and C70 molecules [170, 171, 281–283], one does
not, however, work with an incident plane (i.e., coherent) wave as required for the Talbot effect, but rather
with an uncollimated, incoherent molecular beam to allow for sufficiently high intensity. To accommodate
such beams, the experiments make use of the three-grating setup shown in Fig. 15, realizing a so-called
Talbot–Lau interferometer [170, 171, 281–283]. The first grating is used to produce sufficient transverse
coherence of the molecular beam (on the order of 2–3 grating periods) at the location of the second grating,
which plays the role of the diffraction grating in the Talbot effect (see again Fig. 14) and is placed at the
Talbot length Lλ behind the first grating. (For C70 molecules, the wavelength is a few picometer, and given
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In many discussions on the foundations of physics, single-particle di!raction at a double slit1–4 or grating5–12 is regarded as a para-digmatic example for a highly non-classical feature of quantum 
mechanics, which has never been observed for objects of our mac-
roscopic world. "e quantum superposition principle has become 
of paramount importance also for the growing #eld of quantum 
information science13. Correspondingly, research in many labora-
tories around the world is focusing on our understanding of the 
role of decoherence for increasingly complex quantum systems and 
possible practical or truly fundamental limits to the observation of 
quantum dynamics14,15.
Here we report on a new leap in quantum interference with 
large organic molecules. In contrast to earlier successful experi-
ments with internal molecular wave packets,16 our study focuses on 
the wave evolution in the centre of mass motion of the molecule 
as a whole, that is, pure de Broglie interference. We do this with 
compounds that have been customized to provide useful molecu-
lar beams at moderate temperatures17,18. Figure 1 compares the size 
of two per$uoroalkylated nanospheres, PFNS8 and PFNS10, with 
a single C60 fullerene19 and it relates a single tetraphenylporphyrin 
molecule (TPP) to its complex derivatives TPPF84 and TPPF152. 
We demonstrate the wave nature of all these molecules in a three-
grating near-#eld interferometer20,21 of the Kapitza-Dirac-Talbot-
Lau type22,23, as shown in Figure 2.
Results
Experimental setup. "e particles are evaporated in a thermal 
source. "eir velocity is selected using the gravitational free-fall 
through a sequence of three slits. "e interferometer itself consists 
of three gratings G1, G2 and G3 in a vacuum chamber at a pressure 
of p < 10 − 8 mbar. "e #rst grating is a SiNx membrane with 90-nm 
wide slits arranged with a periodicity of d = 266 nm. Each slit of G1 
imposes a constraint onto the transverse molecular position that, 
following Heisenberg’s uncertainty relation, leads to a momentum 
uncertainty. "e latter turns into a growing delocalization and 
transverse coherence of the matter wave with increasing distance 
from G1. "e second grating, G2, is a standing laser light wave with a 
wavelength of L = 532 nm. "e interaction between the electric laser 
light #eld and the molecular optical polarizability creates a sinusoidal 
potential, which phase-modulates the incident matter waves. "e 
distance between the #rst two gratings is chosen such that quantum 
interference leads to the formation of a periodic molecular density 
pattern 105 mm behind G2. "is molecular nanostructure is sampled 
by scanning a second SiNx grating (G3, identical to G1) across the 
molecular beam while counting the number of the transmitted 
particles in a quadrupole mass spectrometer (QMS).
In extension to earlier experiments, we have added various tech-
nological re#nements: the oven was adapted to liquid samples, a 
liquid-nitrogen-cooled chamber became essential to maintain the 
source pressure low, a new mass analyser allowed us to increase 
the detected molecular $ux by a factor of four and many optimi-
zation cycles in the interferometer alignment were needed to meet 
all requirements for high-contrast experiments with very massive 
particles.
Observed interferograms. We recorded quantum interferograms 
for all molecules of Figure 1, as shown in Figure 3. In all cases the 
measured fringe visibility V, that is, the amplitude of the sinusoidal 
modulation normalized to the mean of the signal, exceeds the maxi-
mally expected classical moiré fringe contrast by a signi#cant multi-
ple of the experimental uncertainty. "is is best shown for TPPF84 
and PFNS8, which reached the highest observed interference con-
trast in our high-mass experiments so far, with individual scans 
up to Vobs = 33% for TPPF84 (m = 2,814 AMU) and Vobs = 49% for 
PFNS8 at a mass of m = 5,672 AMU. In addition, we have observed 
a maximum contrast of Vobs = 17 o 4% for PFNS10 and Vobs = 16 o 2% 
for TPPF152 (see Figure 3), in which our classical model predicts 
Vclass = 1%. "is supports our claim of true quantum interference for 
all these complex molecules.
"e most massive molecules are also the slowest and therefore 
the most sensitive ones to external perturbations. In our particle 
Figure 1 | Gallery of molecules used in our interference study. (a) The 
fullerene C60 (m = 720 AMU, 60 atoms) serves as a size reference and 
for calibration purposes; (b) The perfluoroalkylated nanosphere PFNS8 
(C60[C12F25]8, m = 5,672 AMU, 356 atoms) is a carbon cage with eight 
perfluoroalkyl chains. (c) PFNS10 (C60[C12F25]10, m = 6,910 AMU, 430 
atoms) has ten side chains and is the most massive particle in the set. 
(d) A single tetraphenylporphyrin TPP (C44H30N4, m = 614 AMU, 78 
atoms) is the basis for the two derivatives (e) TPPF84 (C84H26F84N4S4, 
m = 2,814 AMU, 202 atoms) and (f) TPPF152 (C168H94F152O8N4S4, 
m = 5,310 AMU, 430 atoms). In its unfolded configuration, the latter is the 
largest molecule in the set. Measured by the number of atoms, TPPF152 
and PFNS10 are equally complex. All molecules are displayed to scale. The 
scale bar corresponds to 10 Å.
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Figure 2 | Layout of the Kapitza-Dirac-Talbot-Lau (KDTL) interference 
experiment. The effusive source emits molecules that are velocity-selected 
by the three delimiters S1, S2 and S3. The KDTL interferometer is composed 
of two SiNx gratings G1 and G3, as well as the standing light wave G2. The 
optical dipole force grating imprints a phase modulation J(x)sAopt·P/(v·wy) 
onto the matter wave. Here Aopt is the optical polarizability, P the laser 
power, v the molecular velocity and wy the laser beam waist perpendicular 
to the molecular beam. The molecules are detected using electron impact 
ionization and quadrupole mass spectrometry.
Figure 13: Examples of molecular clusters used in matter-wave interferometry experiments, drawn to scale (the scale bar
represents 10 A˚). (a) Fullerene C60 (m = 720 amu, 60 atoms). (b) Perfluoroalkylated nanosphere PFNS8 (m = 5672 amu, 356
atoms). (c) PFNS10 (m = 6910 amu, 430 atoms). (d) Tetraphenylporphyrin TPP (m = 614 amu, 78 atoms). (e) TPPF84
(m = 2814 amu, 202 atoms). (f) TPPF152 (m = 5310 amu, 430 atoms). Figure reproduced with permission from Ref. [275].
Lλ
Figure 14: Schematic illustration of the Talbot effect. When a plane wave of wavelength λ is incident from the left on a
diffraction grating, a repeating image of the grating is generated at distances equal to multiples of the Talbot length Lλ = d
2/λ
behind the grating, where d is the spacing of the slits in the diffraction grating.
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Figure 15: Schematic illustration of the Talbot–Lau interferometer used in Refs. [39, 171, 281–283] for demonstrating interference
patterns for C60 and C70 fullerene molecules, and for studying their decoherence. Molecules emitted from a source are velocity-
selected and pass through the first grating to produce sufficient beam coherence. The second grating is a diffraction grating
implementing the Talbot effect (see Fig. 14). The third grating acts as a scanning mask for the molecular density pattern
subsequently recorded by ionizing and detecting the molecules. Figure adapted with permission from Ref. [281].
the experimental slit spacing d of about one micrometer, one finds a macroscopic Talbot length on the
order of one meter; the exact Talbot length, and thus grating separation, in the fullerene experiments of
Refs. [170, 171, 281–283] is Lλ = 38 cm.)
If there is indeed coherence between the different possible paths through the second grating, then the
Talbot image of the diffraction grating will manifest itself as an oscillatory variation of the transverse
molecular density at multiples of the Talbot length. To image this density pattern, a third grating, placed
at a distance equal to the Talbot length behind the second grating, is scanned across the pattern (in the
x direction shown in Fig. 15), thus serving as a detection mask. The molecules that have passed through
all three gratings are then ionized by a laser beam and detected. A sinusoidal variation of the number of
detected molecules as a function of the position of the third grating indicates the presence of interference
fringes. These fringes confirm the delocalization of the spatial wavefunction of the molecule due to the
presence of the diffraction grating. Since the grating period is roughly one micrometer, the fringes therefore
announce quantum coherence between two spatial locations one micrometer apart.15
In an improved version [284] of this original Talbot–Lau setup, the mechanical diffraction grating is re-
placed by a standing laser light wave, which eliminates perturbations arising from van der Waals interactions
between the grating walls and the molecules. An all-optical implementation using optical ionization gratings
has also been realized [285]. Interference fringes observed for C70 molecules and the much larger TPPF20
molecules [276] are shown in Fig. 16.
Two important sources of decoherence ubiquitous in nature were studied in a controlled fashion using
fullerene interferometry experiments: collisional decoherence (see Sec. 4.1) [170, 171] and thermal deco-
herence [283]. To induce controlled collisional decoherence, the experiments by Hornberger et al. [171]
and Hackermu¨ller et al. [170] introduced a background gas of adjustable pressure into the interferometer.
Scattering of gas molecules by the fullerenes creates entanglement, and which-path information about the
fullerene is carried away by the gas molecules. The higher the gas pressure, the greater the likelihood for a
fullerene to collide with a gas particle, and thus the stronger the resulting decoherence effect. Figure 17a
shows the experimentally observed decrease of fringe visibility as a function of gas pressure, which was found
to be in excellent agreement with theoretical models for collisional decoherence [57, 174]. The experimental
data were also used to confirm the predictions of more realistic collisional-decoherence models based on the
quantum linear Boltzmann equation [12, 71–74, 132, 172, 173]. Moreover, as already mentioned in Sec. 4.1,
Talbot–Lau interferometry is sensitive to molecular rotations [179, 180], and this observation has inspired
15Such fringes could, in principle, also be explained in terms of the classical Moire´ effect, which is a consequence of the
blocking of rays by the grating. This effect, however, is independent of the velocity (and thus de Broglie wavelength) of the
molecules. Therefore, a variation of the fringe visibility with molecular velocity indicates the presence of quantum interference
arising from the Talbot effect. This variation was indeed observed in the fullerene experiment of Ref. [281], confirming the
quantum nature of the observed interference fringes.
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quantum fringe visibility in excess of the classical thresh-
old.
We here present quantum interference collected at the
mass of one specific library compound, particularly for
L12= C284H190F320N4S12 which has 12 fluorous side
chains, a mass of 10 123 amu and 810 atoms bound in
a single hot nanoparticle.
All molecules of the library were evaporated at a tem-
perature of about 600K. We selected the velocity class
around v = 85m/s ( vFWHM = 30m/s) corresponding
to a most probable de Broglie wavelength of approxi-
mately 500 fm. This is about four o ders of agnitude
smaller than the diameter of each individual molecule.
We detected the signal by electron ionization quadrupole
mass spectrometry. During the interference measure-
ments the mass filter was set to the target mass of L12
and only this compound contributed to the collected in-
terference pattern.
The molecular beam was dilute enough to prevent clas-
sical interactions between any two molecules within the
interferometer. Given that 80mg of library L molecules
were evaporated in 45 minutes, we estimate a flux at the
source exit of 2 ⇥ 1015 particles per second. Including
the acceptance angle of the instrument, the velocity se-
lection as well as the grating transmission we estimate a
molecular density inside the interferometer of 30mm 3.
This corresponds to a mean particle distance of about
300µm which is su cient to exclude interactions with
other neutral molecules in the beam.
The average flight time of a molecule through the
tightly focused standing light wave amounts to about
400 ns, i.e. much longer than the time scale of molec-
ular vibrations (10 14 - 10 12 s) and rotations ( 10 10 s).
Therefore, the mean scalar polarizability governs the in-
teraction with the standing light wave although the opti-
cal polarizability is generally described by a tensor. Ther-
mal averaging also occurs for the orientation of any pos-
sibly existing molecular electric dipole moment [9]. The
internal molecular states are decoupled from de Broglie
interference as long as we exclude e↵ects of collisional or
thermal decoherence [23, 24] or external force fields [8].
The thermal mixture of internal states is another rea-
son why two-particle interference, i.e. mutual coherence
of two macromolecules, is excluded in our experiments.
The chances of finding two of them in the same indistin-
guishable set of all internal states electronic, vibrational
and rotational levels, configuration, orientation and spin
is vanishingly small.
In Figure 3(a) we show a high contrast quantum inter-
ference pattern of L12. In contrast to far-field di↵rac-
tion where the fringe separation is governed by the de
Broglie wave-length of the transmitted molecules,[25, 26]
near-field interferometry of the Talbot-Lau type gener-
ates fringes of a fixed period, which are determined by
the experimental geometry. Specifically, the expected in-
terference figure in our KDTLI configuration is a sine
curve whose contrast varies with the phase-shifting laser
power as well as with the molecular beam velocity and
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FIG. 3: (a) Quantum interference pattern of L12 recorded at
a laser power of P ⇠= 1W. The circles represent the exper-
imental signal s as a function of the position z of the third
grating. The solid line is a sinusoidal fit to the data, with a
quantum fringe visibility of V = 33(2)%. The shaded area
represents the background signal of the detector. A classical
picture predicts a visibility of only 8% for the same experi-
mental parameters. b) Measured fringe visibility V as a func-
tion of the di↵racting laser power P . The expected contrast
according to the quantum and the classical model are plotted
as the blue and red lines, respectively [20]. The dashed blue
lines correspond to the expected quantum contrast when the
mean velocity is increased (reduced) by 5ms 1.
polarizability. We distinguish the genuine quantum inter-
ferogram [4, 20] from a classical shadow image by com-
paring the expected and experimental interference fringe
visibility (contrast) with a classical model.
The far o↵-resonance optical polarizability is assumed
to be well approximated by the static value ↵opt ⇠=
↵stat ⇠= 410A˚3 ⇥ 4⇡✏0 as estimated using Gaussian G09
[27] with the 6-31 G basis set. The absorption cross sec-
tion of L12 at 532 nm was estimated using the value of
pure tetraphenylporphyrine dissolved in toluene [28] as-
suming that the perfluoroalkyl chains contribute at least
an order of magnitude less to that value [29]. We thus
find  532 ⇠= 1.7⇥ 10 21m2.
In Figure 3(b) we show the expected classical and
quantum contrast as a function of the di↵racting laser
power. Our experimental contrast is derived from the
recorded signal curves, such as shown in Figure 3(a) by
V = (Smax Smin)/(Smax+Smin), where Smax and Smin
Figure 16: Interference fringes observed i molec lar interferometry experiments. (a) Fringes for C70 molecules, as reported
by Brezger al. [281]. Figur adapt d with p rmission from Ref. [281]. (b) Fringes for TPPF20 molecules, as observed by
Eibenberger et al. [276]. Measured fringe visibilities were V = 38 % for the C70 molecules and V = 33 % for the TPPF20
molecules. Solid lines are sinusoidal fits. Figure reproduced with permission from Ref. [276].
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FIG. 10 Observation of thermal decoherence in a Talbot-
Lau int rferometer. The expect d visibility reduction (solid
line) is in good agreement with the experimental observation
(points). The bottom scale gives the heating laser power,
the top scale shows the me n m lecular temperature at the
interferometer entrance. The maximal interference path sep-
aration of 990 nm is comparable to the wavelengths of the
thermal photons, implying th more than a single photon
has to be emitted to fully destroy the fringe visibility. Com-
bined with the highly nonlinear temperature dependence of
the emission probability, this explains the particular form of
the curve (Hackermu¨ller et al., 2004). In the experiment the
gratings are separated by 38 cm and the mean beam velocity
is 100m/s.
A. Endogenous heat radiation
Every complex particle with a finite temperature emits
thermal radiation. The l caliz tion due to that radiation
is thus a basic decoherence effect expected to occur in
any thermal object. It can be studied conveniently with
fullerenes since they behave in many ways like a small
solid when heated to high internal energies.
At temperatures exceeding 1000K fullerenes radiate in
a continuous optical spectrum, similar to a black body
(Hansen and Campbell, 1998). They also start to evap-
orate C2 subunits and to emit thermal electrons. All of
these processes can occur while the hot molecules traverse
the Talbot-Lau interferometer. However, ionization and
fragmentation lead to a complete loss of the molecules
and thus do not contribute to the recorded signal.
In the experiment the fullerenes were heated by sev-
eral intense laser beams in front of the interferometer
(Hackermu¨ller et al., 2004). Both the ionization yield
in the excitation region and the increased final detec-
tion efficiency are recorded as a function of the heating
laser power and the particle velocity, providing a tem-
perature calibration. The agreement of these measure-
ments with a model calculation yields the distribution of
micro-canonical temperatures in the molecular ensemble
(Hornberger et al., 2005). Photoemission is the fastest
and most efficient cooling process, and a good portion of
the internal energy is emitted before the molecules en-
ter the interferometer. However, it still is probable for
the molecules to emit several near-infrared or even visi-
ble photons during their transit between the first and the
third grating.
The theoretical account of the expected decoherence
must consider that fullerenes differ from ideal black-
body emitters. A microscopically realistic description
of the spectral emission rate is obtained by including
their known frequency-dependent absorption cross sec-
tion, their finite heat capacity, and the fact that they
are not in thermal equilibrium with the radiation field
(Hornberger et al., 2005).
As shown in Fig. 10, the prediction from decoherence
theory is well confirmed by the experimental observa-
tion: The interference visibility is gradually reduced with
increasing molecular temperature until it vanishes com-
pletely. The upper scale gives the mean micro-canonical
temperature in the molecular beam, showing that at
1500K the fullerenes still behave as quantum waves in
this experimental arrangement, while they are indistin-
guishable from classical particles when close to 3000K.
The calculation shows that between three and four pho-
tons are typically required to reduce the visibility by one
half. This is consistent with the emitted wavelength
being comparable to the spartial delocalization of the
molecular matter waves.
These studies imply that thermal decoherence can turn
into a serious obstacle for interferometry with very com-
plex particles. In particular, the effect suffices to explain
the localization of truly macroscopic objects, since the
critical temperature for the effective quantum-to-classical
transition decreases with increasing size (Hornberger,
2006; Joos et al., 2003). At the same time, thermal de-
coherence should be avoidable for particles with masses
up to 109 amu by cooling them to their vibrational
ground state, i. e. below 77K; at these masses also
the vacuum chamber containing the setup needs to be
cooled to avoid decoherence due to blackbody radiation
(Nimmrichter et al., 2011b).
B. Collisional decoherence
A second fundamental decoherence effect is related to
the scattering of ambient gas particles off the delocal-
ized molecule. Using a Talbot-Lau interferometer one
can study this effect quantitatively by the gradual ad-
mission of different gases into the vacuum chamber. At
room temperature, the collisional momentum and infor-
mation transfer is so high that already a single scattering
event per molecule suffices to fully destroy the interfer-
ence. On the other hand, because of the high mass of the
interfering particles and the wide detection area there is
no dominant beam depletion due to collisions within the
Figure 17: Influence of different sources of decoherence on the visibility of interference fringes for C70 fullerenes. (a) Decoherence
due to scattering of background gas molecules in the interferome er, as demonstrated in the experiments by Hornberger et
al. [171] and Hackermu¨ller et al. [170]. The plot shows the fringe visibility as a function of the pressure of the background
gas. Experimental data are represented by circles, and the theoretical prediction is shown as solid lin [57, 174, 286]. Figure
adapted with permission from Ref. [170]. (b) Reduction in fringe visibility as a result of emission of thermal radiation from
heated fullerenes, shown for different laser heating powers and corresponding mean microcanonical molecular temperatures,
as demonstrated in the experiment by Hackermu¨ller et al. [283]. The theoretical predictio [283] (see also Refs. [286, 287]) is
shown as solid line. Figure reproduced with permission from Ref. [12].
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the development of collisional-decoherence models that take into account both spatial and orientational de-
coherence of anisotropic molecules [181–185]; predictions derived from these models are in good agreement
with experimental data [184].
To study decoherence of fullerenes due to emission of thermal radiation, Hackermu¨ller et al. [283] used
laser beams to heat the fullerene molecules to temperatures up to 3,000 K. Because the photons emitted from
the heated molecules carry away which-path information, spatial coherence—and thus fringe visibility—is
reduced. By changing the molecular temperature, the strength of the resulting thermal decoherence can be
adjusted. Figure 17b shows the experimentally observed visibility of the interference fringes as a function
of the laser heating power, with the corresponding (mean microcanonical) temperature of the molecular
beam shown as well. We see that at temperatures below around 1,500 K (the source temperature is 900 K),
thermal decoherence is still relatively weak and the fringe visibility is only mildly affected. Around 2,000 K,
the decoherence becomes strong enough for interference fringes to start being visibly reduced, while around
2,500 K the visibility has been halved. Above 3,000 K, decoherence is complete and fringes are no longer
discernible.
The observed dependence of the fringe visibility on molecular temperature is in good agreement with
theoretical predictions [283]; see also Refs. [286, 287] for a detailed theoretical analysis of the experiment.
To explain the temperature dependence [286], one notes that only above 2,000 K there is a non-negligible
probability for a heated fullerene to emit a photon with a wavelength comparable to the extent of the
spatial delocalization of the fullerene state (as given by the slit spacing d) such that appreciable which-path
information can be obtained. Thus, this temperature marks the onset of decoherence. The emission of
several photons of such wavelength is needed to cause a 50% decrease in fringe visibility, which requires
the higher temperature regime of 2,500 K. Around 3,000 K, the average number of emitted photons per
fullerene becomes large enough to produce full decoherence with no remaining fringe visibility. While for
fullerene molecules substantial thermal decoherence obtains at only relatively high temperatures, for much
larger molecules it becomes a significant source of decoherence even at room temperature, showing the
importance of thermal decoherence for understanding the quantum-to-classical transition on macroscopic
scales [8, 9, 287]. For example, observation of interference fringes for molecules on the order of 109 amu
(which is orders of magnitude beyond current experiments) would likely necessitate cooling the molecules
to their vibrational ground state at below 77 K [12, 288].
6.3. Superconducting systems
Superconducting qubit systems, such as superconducting quantum interference devices (SQUIDs) and
Cooper-pair boxes, play a prominent role in the exploration of coherence and decoherence in macroscopic
systems. Their importance to fundamental studies of macroscopic quantum behavior was spelled out early
by Leggett [289], who suggested, in 1980, that such systems may become ideal vehicles for the creation
of cat-like superpositions of macroscopically distinct states. Superconducting qubits are also considered
promising candidates for the realization of a quantum computer [290].
Superconductivity is a phenomenon in which pairs of electrons of opposite spin condense into a boson-like
particle, known as a Cooper pair. Each Cooper pair is in a low-energy ground state. Provided the thermal
vibrational energy of the crystal lattice of the material is lower than the energy gap between the ground
and first excited states of the Cooper pair, interactions with the lattice cannot excite the Cooper pairs. The
Cooper pairs can therefore freely move around the lattice, forming a resistance-free, persistent “supercurrent”
whose collective center-of-mass motion may be described quantum-mechanically by a single, macroscopically
extended wave function. When a thin insulating barrier between two pieces of superconducting material
is inserted (known as a Josephson junction), Cooper pairs will tunnel through the barrier, leading to a
flow of supercurrent even if no voltage is applied. This Josephson effect is a purely quantum-mechanical
phenomenon (for reviews, see, e.g., Refs. [291, 292]).
Figure 18 schematically shows a SQUID with a single Josephson junction, a setup referred to as an
rf-SQUID. The supercurrent creates an intrinsic magnetic flux Φint threading the loop, and in addition an
external magnetic field is applied to provide an adjustable external magnetic flux Φext. The requirement
that the macroscopic wave function around the loop must be continuous translates into a condition for the
total trapped flux Φ = Φint + Φext, which must obey ∆φJ + 2piΦ/Φ0 = 2pik, k = 1, 2, . . ., where ∆φJ is
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Figure 18: Schematic illustration of a SQUID. A ring of superconducting material is interrupted by a thin insulating barrier
(Josephson junction), which causes a dissipation-free current (“supercurrent”) consisting of Cooper pairs to flow in the loop.
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Figure 19: Double-well potential U(Φ) governing the evolution of the macroscopic flux variable Φ in an rf-SQUID. (a) Away
from the bias point Φext = Φ0/2, the well is tilted. Low-lying energy eigenstates ψk(Φ) = 〈Φ|k〉 are tightly localized in each
well, representing approximate flux eigenstates. They also approximately correspond to a persistent supercurrent flowing in a
fixed direction (clockwise or counterclockwise) around the SQUID loop. The potential U(Φ) is shown in units of IcΦ0, where
Ic is the critical current of the Josephson junction and Φ0 is the flux quantum. (b) At the bias point Φext = Φ0/2, the
double well is symmetric. The two lowest-lying energy eigenstates become delocalized across the wells and consist of coherent
superpositions of two macroscopic supercurrents flowing in opposite directions around the loop. These superpositions were
observed in several experiments [40, 41, 293, 294].
the phase shift introduced by the Josephson junction and Φ0 = h/2e is the flux quantum. In this way,
the total flux Φ becomes quantized and serves as the single macroscopic variable representing the collective
quantum-mechanical evolution of the Cooper pairs.
The evolution of Φ is effectively governed by a tilted double-well potential U(Φ) in flux space (Fig. 19a)
[187], with the amount of tilt determined by the applied external flux, and resonant quantum tunneling
between the wells may occur [295, 296]. Away from the bias point Φext = Φ0/2, each well contains low-lying
energy eigenstates |k〉 that are well-localized within each well, corresponding to approximate eigenstates of
the flux operator. These localized eigenstates in a given well also approximately correspond to a macroscopic
supercurrent flowing in a definite direction (clockwise or counterclockwise) around the loop. The two lowest-
lying energy eigenstates are well-separated from higher-energy states, such that the SQUID effectively acts
as a two-state system, forming a superconducting flux qubit.
At the bias point Φext = Φ0/2, the double-well potential U(Φ) becomes symmetric (Fig. 19b). The pres-
ence of the tunneling barrier leads to a level anticrossing that produces an energy ground state |0〉 and a first
excited state |1〉 that are delocalized across the two wells. They are given by coherent superpositions of the
states |〉 and |	〉 (which are localized in each well) representing “classical” clockwise and counterclockwise
supercurrents,
|0〉 = 1√
2
(|〉+ |	〉) , (120a)
|1〉 = 1√
2
(− |〉+ |	〉) . (120b)
Such superposition states of macroscopic supercurrents flowing in opposite directions were first observed
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Figure 20: (a) Superconducting flux qubit used in the experiment by Chiorescu et al. [293]. The micrometer-sized supercon-
ducting loop is interrupted by three Josephson junctions (the use of three junctions, rather than one, enables easier tuning of
the SQUID), and the flux in the loop is measured by coupling it to a second SQUID. The black and white arrows indicate the
clockwise and counterclockwise directions of the supercurrent. (b) Observation of superpositions of macroscopic supercurrents
flowing in opposite directions, as evidenced by measurements of Rabi oscillations and reported by Chiorescu et al. [293]. The
plots show the occupation probability P(τ) for the clockwise supercurrent state as a function of the length τ of the microwave
pulse. From top to bottom, the three data sets correspond to decreasing amplitude of the microwave pulse, with the Rabi
frequency decreasing as also predicted by theory. Figures adapted with permission from Ref. [293].
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Figure 21: Loss of coherence of a superposition of two supercurrents flowing in opposite directions in a SQUID, as measured
in the experiment by Chiorescu et al. [293] using Ramsey interferometry. Progressive dephasing is observed as the decay of the
oscillation amplitude over time. The oscillation represents the probability P(τ) of measuring a clockwise supercurrent as a
function of the delay time τ . Figure adapted with permission from Ref. [293].
in several experiments in the early 2000s [40, 41, 293, 294]. Friedman et al. [40] confirmed their existence
indirectly through spectroscopic measurements of the energy splitting between them and found excellent
agreement with theoretical predictions. The supercurrent in the experiment was several microampere. In
experiments by Chiorescu et al. [293] (see Fig. 20a) and Ilichev et al. [294], the existence of the supercurrent
superpositions was confirmed through the observation of Rabi oscillations between the states |〉 and |	〉
(Fig. 20b).
The gradual loss of coherence from these supercurrent superpositions was first measured by Chiorescu
et al. [293] using Ramsey interferometry. The SQUID was tuned close to the bias point and initialized
in the ground state |0〉. A pi/2 microwave pulse was applied to transform this state into an equal-weight
superposition of |0〉 and |1〉. The state was then allowed to evolve freely for a duration τ , followed by
the application of a second pi/2 microwave pulse. In the resulting state, occupation probabilities for the
supercurrent states |〉 and |	〉 will exhibit an oscillatory dependence on the delay time τ . This dependence
was experimentally observed (see Fig. 21), with a measured frequency in excellent agreement with theoretical
predictions. The characteristic time for the loss of phase coherence was obtained from the decay envelope of
the oscillation and found to be around 20 ns. In subsequent experiments with superconducting flux qubits,
various influences that limit coherence time were studied, including flux noise [297, 298] and photon noise
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[299]; in the latter experiment, relatively long coherence times of several microseconds were observed [299].
Loss of coherence has also been observed for superconducting charge qubits (Cooper-pair boxes [300])
and phase qubits. In a charge qubit, Cooper pairs tunnel through a Josephson junction onto a supercon-
ducting island, and the two qubit basis states are formed by states differing by the amount of charge on the
island. Superpositions of such charge states were experimentally observed through Rabi oscillations [301]
and coherent oscillations with a decay time of 0.5µs were measured [302]. For phase qubits, where the
variable of interest is the phase difference between the electrodes of the Josephson junction, superpositions
of macroscopically distinct phase states with coherence times up to several µs have been observed [303, 304].
Since then, several improved designs of superconducting qubits, such as quantronium, transmon, and flux-
onium qubits, have further enhanced the coherence time [290]. For example, a 3D transmon has achieved
coherence times on the order of 100µs [305, 306].
Drawing on experimental data, a number of theoretical studies have investigated and modeled loss-of-
coherence processes in superconducting qubits, focusing on sources such as intrinsic quasiparticle tunneling
[307], the coupling to electromagnetic circuitry for SQUID readout [308], two-level defects in the Josephson
junction [309], and fluctuations in the bias current of the Josephson junction [111]. Such investigations have
indicated that many sources of an intrinsic loss of coherence in superconducting qubits may be modeled in
terms of an environment composed of effective two-level systems [304, 309], i.e., by means of a spin–spin
model (compare Sec. 4.4) [156, 157].
It should be noted here that in the aforementioned experimental and theoretical studies of supercon-
ducting qubits, the loss of coherence is typically due to ensemble dephasing induced by fluctuations (noise),
rather than by an entanglement-based transfer of information to an environment. While phenomenologically
the effect on the system’s density matrix may be similar for both processes, the physical differences between
the two processes should be remembered; see the discussion in Sec. 2.6.
6.4. Ion traps
Ion traps are one of the most promising and advanced platforms for the implementation of a quantum
computer [15]. The idea of using trapped ions for quantum computation goes back to the groundbreaking
papers by Cirac and Zoller [310] and Monroe et al. [311]. The dynamics of trapped ions have been studied
extensively [14]. Several quantum-computational tasks have been experimentally realized using ion-trap
qubits, including demonstrations of the Deutsch–Jozsa algorithm [233], quantum teleportation [312, 313],
quantum error correction [314], decoherence-free subspaces [227, 229–231], entanglement between several
ions [315], and entanglement purification [316]; see Ref. [15] for a comprehensive review. In ion-trap qubits,
ions are bound by a time-dependent potential (Paul trap [14, 317]), and the qubit states are formed by a
pair of long-lived internal states of the ions [14, 15]. States of individual ions are typically initialized using
optical-pumping techniques and are manipulated by laser pulses. Two-qubit operations may be carried out
through coupling of collective motional degrees of freedom [310] or other means [15].
Many studies of the loss of coherence in ion traps have focused on dephasing caused by noise and
fluctuations in the physical (and often classical) parameters describing the trapping and control of the ions
(see, e.g., Refs. [15, 121, 318–322]). In fact, the influence of an environment is often simulated by actively
driving fluctuations in parameters such as the trap frequency or by applying external noise [113, 121]. Since
such loss of coherence is due to classical noise processes (manifesting their effect only in an ensemble average
for which phase relations become smeared out) rather than entanglement-induced information transfer,
the points discussed in Sec. 2.6 regarding the distinction between noise-induced and entanglement-induced
decoherence should be kept in mind. A frequently used technique for measuring dephasing in ion traps is
Ramsey interferometry, in much the same way as we have already discussed for photons in a cavity (Sec. 6.1)
and superconducting qubits (Sec. 6.3).
Two different kinds of superposition states in ion traps should be distinguished: superpositions of the
internal atomic levels that represent the qubit basis states, and superpositions of the motional states of
the ions. Since superpositions of the internal qubit levels are merely microscopic, they are not in the
territory of the mesoscopic and macroscopic “cat-like” superposition states we have discussed previously
in the context of photon fields, matter-wave interferometry, and SQUIDs. For such trapped-ion qubit
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reduce the contrast b. The form of contrast decay vs TR is
dependent on the spectrum of magnetic-field noise which
has components corresponding to times both long and short
compared to TR. The coherence time is limited in part by
slow drift of the magnetic field over the measurement time
scale of a single point. For the TR ! 4 s data in Fig. 3(a),
this time scale is 400 s. Moreover, since the measurement
of the contrast can take many hours for the longer Ramsey
intervals, the magnetic noise environment can vary over
different points in Fig. 3(b). As a benchmark, we fit the
contrast b for different TR to the exponential b"TR# !
b0e$ TR=! [Fig. 3(b)] and find ! ! 14:7 % 1:6 s. In princi-
ple, if the magnetic-field drift is small for the period of a
single measurement, we can interrupt data collection to
measure (via ""A) and correct for magnetic-field deviations
from B0.
Logical qubits of the DFS [6] comprising two entangled
physical qubits in the form of Bell states,
j!% i ! 1!!!
2
p "j01i % j10i#; (3)
are also immune to fluctuations in (uniform) magnetic
fields. Any phase acquired due to a fluctuation of magnetic
field by one state of the superposition is acquired equally
by the other state of the superposition. In the experiment
described below (performed in a separate but similar trap),
the physical qubit states j0i and j1i are the magnetic-field-
sensitive hyperfine states jF! 1; mF ! $ 1i and jF!
2; mF ! $ 2i respectively at a field B ’ 0:0013 T. Using
the technique of Ref. [22], we demonstrate that entangle-
ment is long lived.
Even though the states j!% i are immune to uniform
time-varying magnetic fields, they are not invariant to
magnetic-field differences between the locations of the
two ions. Such a gradient can cause the states j01i and
j10i to acquire phase at a differential rate "#"t# due to the
different local magnetic fields. This results in a coherent
oscillation between j!& i and j!$ i according to
j "t#i ! cos
"
"#"t#
2
#
j!& i & i sin
"
"#"t#
2
#
j!$ i: (4)
Before each experiment we perform Doppler cooling,
resolved-sideband cooling, and optical pumping to bring
the two ions to the vibrational ground state in the trap with
internal state j11i [23]. As described in [24], we prepare
the maximally entangled state
j#$ ii ! 1!!!
2
p "j00i $ ij11i#: (5)
Following this step, we apply a rotation R"$2 ; $ $4# to both
ions to create the state, j!& i.
After preparation of the j!& i state, we wait for a delay
tD and then apply a final rotation R"$2 ; 0# to both qubits.
This transforms j!& i into the Bell state j#& i ! 1!!2p "j00i &
j11i#, but does not affect the singlet state j!$ i as it is
invariant under collective rotations. We detect both ions
simultaneously; from the fluorescence count distributions,
we can determine the parity of the final state [25] and
therefore the probabilities of j!& i and j!$ i in Eq. (4) as
a function of tD.
Figure 4 displays data for the coherent oscillation
around three different delays tD. For these data, the
magnetic-field gradient induces an oscillation frequency
FIG. 4. Coherent oscillation between j!& i and j!$ i states as
a function of delay tD. P!$ represents the probability of mea-
suring j!$ i. The line is a sinusoidal fit to the data. Data are
shown after delays of 300 ms, 1 s, and 2 s.
FIG. 3. (a) Ramsey data at TR ! 4 ms (squares) and 4 s (tri-
angles). The y axis represents the probability of measuring the
state j "i. The contrast b for the 4 ms data is 0:933 % 0:014 and
for the 4 s data is 0:742 % 0:043. The #D ’ 1 rad phase shift in
the 4 ms data is due to detuning the local oscillator by the
differential Stark shift ( ' 4:2 kHz) such that the Ramsey $=2
pulses are resonant. (b) Contrast vs Ramsey interval TR. Each
datum represents the fitted contrast b for a phase scan with
Ramsey interval TR. The solid curve is a weighted least-squares
fit to the data with reduced %2 ’ 1:16.
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Figure 22: Loss of coherence of a superposition of two hyperfine levels in a single trapped 9Be+ ion, as reported by Langer et
al. [231]. The loss of coherence is quantified by the Ramsey fringe contrast as a function of the wait time TR between the two
pi/2 pulses. The solid line is an exponential fit, from which a coherence time of (14.7 ± 1.6) s is obtained. Figure reproduced
with permission from Ref. [231].
states, a dominant source of loss of coherence are fluctuations in the magnetic trapping field (see, e.g.,
Refs. [15, 319, 320, 323]). A superposition state of the ion will be sensitive to such fluctuatio s if its
components differ in magnetic moment. Because the loss of coherence due to magnetic-field fluctuations has
substantially limited achievable coherence times [15], several ion-trap experiments ave used qubit states
that have the same magnetic moment and that are therefore insensitive to fluctuations of the mag etic field
(see, e.g., Refs. [231, 324, 325]). In this way, coherence times of 10 s for a superpositio of two hyperfine
levels in a single 9Be+ ion have been achieved [231] (see Fig. 22). Other fluctuations in the experi ental
parameters that lead to a loss of coherence arise in the context of the control of the ion, for example, in
the form of fluctuations in the intensity [109] and duration [110] of the laser b am, off-resonant excitations
[326], AC-Stark shifts [327], and detuning errors [328].
Let us now turn to the second kind of superposition states relevant to ion traps, namely, superpositions
of motional states. Provided proper tuning of the trap parameters, the motion of a trapped ion is equivalent
to that of a quasi-one-dimensional harmonically bound particle, and therefore the motional state of the ion
may be represented by a harmonic oscillator [14, 329]. From a practical point of view, motional states of
trapped ions are important because in certain implementations of ion-trap qubits, two-qubit gate operations
are implemented by storing quantum information in motional states [310]. Different motional superposition
states have been realized experimentally, including superpositions of coherent states [113, 121, 329, 330] and
Fock states (i.e., number eigenstates) [113, 121], and their dephasing has been observed [113, 121, 323]. In
1996, Monroe et al. [330] rep rted the observation of an ion for which the internal spin states |↑〉 and |↓〉
were quantum-correlated (entangled) with two coherent motional states |α↑〉 and |α↓〉 representing wave
packets oscillating back and forth in the trap potential,
|Ψ〉 = 1√
2
(|↑〉 |α↑〉+ |↓〉 |α↓〉) . (121)
In the experiment, α↓ = −α↑, so the motions of the wave packets were 180◦ out of phase with each other;
the maximum separation between the two wave packets at the turning points was 83 nm, with a wave-packet
size of 7.1 nm.
Dephasing of such states was experimentally studied by Turchette et al. [121] using Ramsey interferome-
try (see Fig. 23). The authors simulated a dephasing environment by varying the trap frequency during the
wait time between the two Ramsey pi/2 pulses, which introduced a relative phase shift between the compo-
nents in the superposition. The frequency was changed adiabatically to avoid energy transfer to and from
the ion. The loss of coherence then appears as the result of an averaging over many different instances of the
random noise process. It is therefore to be understood as a consequence of ensemble averaging, rather than
entanglement with an environment (see again Sec. 2.6 for comments on this distinction). Superpositions of
Fock states, with number differences up to ∆n = 3, and their dephasing were also observed. In a different
experiment, Schmidt-Kaler et al. [323] measured motional center-of-mass-mode coherence times on the order
of 100 ms for a trapped 40Ca+ ion described by a superposition of two vibrational states.
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is coupled to the ion for 3 !s between the beam splitter
pulses of the interferometer. The variance "2 of # $Sec.
II B 2a% is proportional to the mean-squared voltage noise
&V2'. Figure 10 shows a plot of the interference fringe con-
trast as a function of the applied mean-squared voltage,
scaled by the squared ‘‘size’’ of the cat state !()!2. Decay
curves were recorded for a variety of superposition sizes
!()!, and all the data agree with a single exponential, as in
Eq. $33%. The initial contrast for each value of !()! is nor-
malized to unity at &V2'!0.
2. Cat states, natural noise
The natural noise that gives rise to the heating described
in Sec. III D 3 causes decoherence. For this experiment, we
simply wait for some amount of time between the Ramsey
zones and measure the fringe contrast as a function of this
time. The results are shown in Fig. 11. As in the previous
case, the results are consistent with a single exponential. This
time, the decay constant has meaning relative to another ex-
perimental quantity: it should be the same as that measured
for the heating. For example, the mean quantum number in
the system is given by Eq. $8%, from which * is interpreted as
the heating rate of Sec. III D 3. The decay constant relevant
to the decoherence measured in Fig. 11 is given by Eq. $73%,
with the same coupling constant * appearing. The measured
numbers for * agree reasonably well. We find a decay rate of
*/2+!5.7"1 quanta/ms from the heating data $Fig. 8% and
*/2+!7.5"0.7 quanta/ms from the decoherence data $Fig.
11%. Discrepancies can easily arise due to variations in heat-
ing rate from day to day and other systematic errors that are
not included in the error quoted on * , such as miscalibration
of the size of the coherent states () . In addition, there is
some spin decoherence during the 80 !s of Ramsey time
used for the longest data points $see the discussion of Sec.
II C%. The contrast is normalized to unity at t!0.
3. Cat states, phase noise
Results from coupling of the Schro¨dinger-cat interferom-
eter to the engineered phase reservoir are shown in Fig. 12.
The theory has only one free parameter, which is a scaling to
convert voltage noise to phase deviation $see below for a
discussion of this%. The theory curves are from Eq. $44%, all
with the same scaling parameter. Note that there is no simple
universal scaling law for the functional form of the decoher-
ence as there is in the case of Schro¨dinger cats subject to
amplitude noise. The contrasts at &V2'!0 are normalized to
unity. The phase noise reservoir is applied for ,10 !s.
FIG. 10. Decay of Schro¨dinger-cat state coherences with applied
amplitude noise. Note the universal scaling of the states to an ex-
ponential with decay constant proportional to !()!2. The reservoir
was applied for 3 !s.
FIG. 11. Decay of Schro¨dinger-cat state coherences in natural
amplitude noise. Note again the universal scaling of the states to an
exponential with decay constant proportional to !()!2, and that the
decay constant is the same as that derived from the heating data of
Fig. 8. This is discussed further in the text.
FIG. 12. Decay of Schro¨dinger-cat state coherences in an ap-
plied phase noise reservoir. Several sizes of cats are shown. The
reservoir was applied for 20 !s.
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Figure 23: Dephasing of an entangled superposition |Ψ〉 = 1√
2
(|↑〉 ∣∣α↑〉 + |↓〉 ∣∣α↓〉) of coherent states ∣∣α↑〉 and ∣∣α↓〉 for different
sizes |∆α| = ∣∣α↑ − α↓∣∣ of the superposition, as reported by Turchette et al. [121]. The loss of coherence is due to a simulated
phase-damping environment, produced by varying the voltage V that controls the frequency of the ion trap and then averaging
over many such noisy realizations. The plot shows the Ramsey fringe contrast as a function of the applied mean-squared voltage
noise 〈V 2〉. Solid lines are based on a theoretical model; see Eq. (44) of Ref. [121]. Figure reproduced with permission from
Ref. [121].
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FIG. 3: Density matrices (absolute value) of states which are 2:2 and 1:3 entangled (  = 0), bound entangled (  = 0.32), and
fully separable (  = 0.60). The components of the Smolin state (Eq. 2) are highlighted with distinctive colors. The density
matrices of all measured states are shown in the Supplementary Information.
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FIG. 4: Negativity and smallest eigenvalue of the partial transpose for each 2:2 and 1:3 bipartition of the measured states as
a function of decoherence. A positive smallest eigenvalue of the partial transpose, min[eig(⇢T)] > 0, reveals undistillability.
Bipartitions data are slightly o↵set horizontally for clarity, but all visible groups correspond to the same amount of decoherence
indicated by the tick marks. Error bars indicate ± 1 standard deviation, calculated from propagated statistics in the raw state
identification events. The solid lines were calculated by decohering the prepared initial state with a 0.05 o↵set in   (due to
imperfections in the decoherence implementation). The properties shown in bold were determined by tests independent of the
plotted data (see Supplementary Information).
Figure 24: Dynamics of multiparticle entanglement under the influence of an engineered dephasing environment, as studied
experimentally by Barreiro et al. [251]. The amount of dephasing, quantified by the parameter γ, increases from left to right.
The plots show the absolute values of the tomographically reconstructed density matrix for four trapped-ion qubits subject to
engineered dephasing. (a) Without dephasing (γ = 0), the state violates a Bell–CHSH inequality. (b) For modest dephasing
(γ = 0.32), the entanglement becomes bound. (c) For stronger dephasing (γ = 0.60), the entanglement disappears and the
state becomes separable. Figure reproduced with permission from Ref. [251].
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Ion traps have also been used to experimentally explore the dynamics of entanglement under the influ-
ence of an environment. For example, Barreiro et al. [251] reported an experiment in which four entangled
trapped-ion qubits were coupled to an engineered, tunable environment. By varying the amount of dephasing
(represented by a parameter γ) introduced into the multiparticle system and then tomographically recon-
structing the resulting state, crossovers between different entanglement regimes were observed (see Fig. 24).
In the absence of dephasing (γ = 0), the entangled multiparticle state was shown to violate a Bell–CHSH
inequality. With even a relatively small amount of dephasing (γ = 0.06), the state no longer violates the
inequality. Around γ = 0.3, the state crosses over into bound entanglement [331], i.e., it becomes a state
that is entangled but not distillable. Around γ = 0.6, the state becomes completely separable, indicating
that all entanglement initially present in the multiparticle state has been lost to dephasing.
As already discussed in Sec. 5.1, trapped ions have also been used in experimental studies of decoherence-
free subspaces [227, 229–231], reservoir engineering [113, 121, 237, 238] (of which the aforementioned studies
by Turchette et al. [121] are an example), and quantum state engineering [239–241].
6.5. Other experimental areas
We shall very briefly list a few other existing and prospective areas for the observation of decoherence.
Quantum dots. Decoherence of electron spins in quantum dots [332] has been studied for a number of sources
of decoherence, including electrostatic fluctuations [333, 334], spin environments [333, 335–337] and phonon
environments representing acoustic vibrations of the crystal lattice [338].
Mechanical quantum resonators. Mechanical quantum resonators [339–342], coupled either to electronic
transducers (“quantum electromechanical systems” [340–342]) or photon fields (“cavity optomechanical
systems” [339]), are promising candidates for the generation of spatial macro-superpositions [263]. Such
resonators may be effectively treated, under the right conditions, as a one-dimensional quantum harmonic
oscillator, which represents the fundamental flexural mode. Several potential decoherence mechanisms have
been explored. For example, the role of intrinsic tunneling two-level defects (i.e., spin- 12 particles) as a
decohering (and dissipative) environment has been studied [196, 339, 342–349], including consideration of
decoherence models in which the resonator interacts with a collection of two-level systems that are in turn
subject to a decohering bosonic bath [196, 349]. While decoherence in quantum resonators has often been
investigated in the context of dissipative processes such as heating (see, e.g., Refs. [339, 343, 344, 346–348]),
pure dephasing has also been observed and analyzed [350–354]. For example, Ref. [354] experimentally
studied dephasing of a resonator due to a simulated phase reservoir, realized by inducing fluctuations in the
resonator frequency through applied voltage noise.
Bose–Einstein condensates. Different kinds of superposition states and nonclassical phenomena have been
observed in Bose–Einstein condensates, including: interference fringes between independent, overlapping
condensates arising from the indistinguishability of bosons [355]; interference between single atoms in a co-
herently split condensate involving either spatial or internal degrees of freedom (see, e.g., Refs. [356, 357]);
and many-particle entanglement [358–360]. For Bose–Einstein condensates described by a superposition
of macroscopically different particle numbers (see, e.g., Refs. [361–367]), collisional decoherence due to
scattering processes between condensate and noncondensate atoms has been studied theoretically [236]. De-
coherence of phonons representing the collective quantum excitations of the condensate atoms in an isolated
Bose–Einstein condensate has also been modeled [368]. Ref. [369] considered the coherent splitting of a
Bose–Einstein condensate into two distinct momentum modes traversing a Mach–Zehnder-like interferom-
eter, such that the accumulated phase difference between the two arms of the interferometer leads to an
interference signal at the output. The authors investigated the susceptibility of this interference signal to de-
coherence processes, as well as to hypothetical collapse theories such as continuous spontaneous localization
models [370–372].
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Box 1—Measuring macroscopicity
How can one compare di↵erent experimental approaches for establishing large mechanical super-
position states? Various measures are on o↵er for attributing a size to a given state.80,96–101 They
presuppose a distinguished partitioning of the many particle Hilbert space into single degrees of
freedom, and most of them rely on distinguished measurement or decoherence bases. Such ap-
proaches work well if the examined systems and states are of the same kind, but they do not allow
us to compare disparate mechanical superposition states in an unbiased way, say superconducting
ring currents with an interfering buckyball.
To circumvent this problem, a recent macroscopicity measure40 quantifies the empirical rele-
vance of the concrete experiment at hand, rather than an abstract state in Hilbert space. Ultimately,
any such experiment tests the hypothesis that the superposition principle is no longer valid at a cer-
tain scale. A superposition state can thus be called the more macroscopic the better its demonstra-
tion allows one to rule out even minimal modifications of quantum mechanics that lead to classical
behavior on the macroscale.
To turn this into a definite measure one needs to parametrize the class of minimal classicalizing
modifications. This can be done without looking at specific realizations, such as the CSL model, by
focusing on their observational consequences on the level of the density operator. Demanding the
modification to obey basic symmetry and consistency requirements (Galilean and scale invariance,
consistent treatment of identical and of uncorrelated particles) the scope of falsified theories can be
characterized in the end by a single bound, a coherence time parameter ⌧e. Given two experiments,
the one implying a larger value of ⌧e is thus more macroscopic, and one may define its degree of
macroscopicity as µ = log10(⌧e/1 s). The electron is taken as reference, such that the experiment
confirms quantum mechanics as strongly as an electron behaving like a wave for longer than 10µ
seconds.40
The figure shows the macroscopicities for a selection of past and proposed experiments. The
superconducting loop currents of Ref. 21 feature relatively low due to the small electron mass and
coherence time. It would be much higher in a hypothetical large SQUID with a length of 20mm
and 1ms coherence time. For the oscillating micromembrane we assume that the device from Ref.
85 can be kept in a superposition of the zero- and and one-phonon state for 1000 oscillation periods.
OTIMA nanoparticle interference (108 amu)
Nanosphere interference (107 amu)
Oscillating micromirror (1015 amu)
Talbot-Lau interf. (105 amu)
Hypothetical giant SQUID
Membrane phonons
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Figure B1—Macroscopicities of different superposition experiments Macroscopicities µ
reached in past experiments (top) and proposed tests (bottom) of the superpostion principle as eval-
uated in Ref. 40.
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Figure 25: Macroscopicity of mechanical superpositions reached in existing (top) and prospective (bottom) experiments, as
reported in Refs. [263, 378]. The macroscopicity is quantified by a parameter µ defined by Nimmrichter and Hornberger
[378]. It represents the susceptibility of the superposition states to minimal modifications of quantum mechanics that would
induce a dynamical reduction of the density operator to a classical mixture. References to existing experiments are as follows:
neutron interference [381]; persistent current superpositions in SQUIDs [40] (see Sec. 6.3); far-field interference of Na atoms
[382]; far-field interference of C60 [39] (see Sec. 6.2); Mach–Zehnder interference of Cs [383]; Talbot–Lau interference of PFNS8
[275]. References to prospective experiments are as follows: membrane phonons refer to the experiment of Ref. [384] extended
in such a way that more than 1,000 oscillation cycles between the zero-phonon and one-phonon states become observable;
the hypothetical giant SQUID refers to a loop of length 20 mm, a wire cross-section of 100µm2, and a coherence time of
1 ms; Talbot–Lau interferometry at 105 amu [175]; oscillating micromirror [373]; nanosphere interference [379]; and OTIMA
nanoparticle interference refers to an all-optical matter-wave interferometer in the time domain using pulsed ionization gratings
[175]. Figure reproduced with permission from Ref. [263].
6.6. Prospective tests of quantum mechanics
Decoherence experiments are also useful for testing the universal validity of quantum mechanics [13, 263,
288, 373–377], most notably with respect to the hypothetical presence of a novel nonunitary mechanism in
nature that would break the linearity of the Schro¨dinger time evolution and lead to wave-function collapse.
Such mechanisms that modify the linear structure of quantum mechanics are known under the headings of
collapse theories, dynamical reduction models, and continuous spontaneous localization models; see Ref. [370]
for a comprehensive review. As long as the observable effect of such nonlinearities is to effectively destroy or
prevent quantum interferences, the challenge is to distinguish such effects from those produced by ordinary
quantum decoherence [371, 372]. One would need to sufficiently shield the system from decoherence in order
to unambiguously isolate the postulated reduction effect. This goal is difficult to achieve, because for the
collapse mechanism to become appreciable, the size of the system must be sufficiently large, in which case
decoherence will in general be strong as well [178, 378].
The superpositions realized in current experiments are still not sufficiently macroscopic to rule out col-
lapse theories, although it has been demonstrated [175] that matter-wave interferometry with large molecular
clusters (in the mass range between 106 and 108 amu) would be able to test the collapse theories proposed
in Refs. [371, 372]; such experiments may soon become technologically feasible [12, 263]. Other promising
avenues for testing quantum mechanics include motional superposition states of micromechanical oscilla-
tors [373, 375], interference of free nanoparticles [376, 379] (an approach that offers the prospect of spatial
superpositions separated by 100 nm for particles on the order of 109 amu [376]), and molecular nanorotors
[377]. Ultimately, experiments carried out in space rather than on Earth might be able to push the limit for
macroscopic superpositions to objects involving on the order of 1010 atoms [288]. In such space-based experi-
ments, low background gas pressures (. 10−13 Pa) would minimize collisional decoherence, low temperatures
(. 20 K) would minimize thermal decoherence, and microgravity (. 10−9 g) would minimize decoherence
induced by gravitational time dilation [380], potentially enabling tests of quantum gravity models [288].
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A related issue of interest is the question of how one may best quantify the “catness”—i.e., the macro-
scopicity or “size”—of a given superposition state. Various measures of macroscopicity have been suggested
[13, 289, 378, 385–390]. Most are focused on analyzing particular representations of quantum states and
rely on quantum-information-theoretic measures such as the quantum Fisher information [390]. Such ap-
proaches tend to depend on particular basis choices for the decomposition of the wave function and can
make it difficult to compare macroscopicities of states between physically different systems. Nimmrichter
and Hornberger [378] have introduced an alternative measure of macroscopicity that quantifies the extent to
which a given superposition state would be capable of ruling out small modifications of quantum mechanics.
To represent such a modification in the most general and model-independent way, the authors considered a
dynamical-semigroup framework in which a dynamical generator obeying certain invariance and symmetry
conditions is added to the evolution equation for the density operator of an N -particle system such that su-
perpositions of macroscopically distinct states are dynamically transformed into classical mixtures. Specific
collapse models, such as continuous spontaneous localization models [370], may be recovered as special cases
within this framework. The effect of the modification can be quantified in terms of the resulting coherence
time τ of the superposition, leading to the definition of a corresponding macroscopicity parameter µ [378].
Figure 25 shows estimates of µ for several existing and prospective experiments. One sees that, by this
measure, the spatial superpositions involved in matter-wave interferometry (see Sec. 6.2) exhibit some of
the largest macroscopicity; the aforementioned proposed experiments on free nanoparticles [376, 379] and
micromechanical oscillators [373, 375] would also rank high on the macroscopicity scale.
7. Decoherence and the foundations of quantum mechanics
Since the early days of quantum mechanics, the interpretation of the quantum formalism and its attending
foundational questions have been the subject of much debate (see, for example, Bacciagaluppi and Valentini’s
analysis of the 1927 Solvay conference [391]). Especially given that decoherence theory was “discovered”
only relatively recently, it is natural to ask what role decoherence may play in addressing foundational
problems and informing the existing interpretations of quantum mechanics. One of the central topics in
the foundations of quantum mechanics is known as the quantum measurement problem [6, 392–396], and
in Sec. 7.1 we will discuss whether decoherence has anything of substance to say about it. In Sec. 7.2,
we will then briefly review the role that decoherence plays, or may play, in the various interpretations
of quantum mechanics. In Sec. 7.3, we will comment on Niels Bohr’s views on the primacy of classical
concepts and their relationship to the quantum–classical correspondence described by decoherence. For
in-depth discussions of the connections between decoherence and the foundations of quantum mechanics,
see, for example, Refs. [6, 7, 9, 397]. Looking beyond the subject of decoherence, the interviews collected in
Ref. [396] provide an overview of contemporary attitudes toward the interpretation of quantum mechanics.
7.1. Decoherence and the measurement problem
Application of the unitary Schro¨dinger evolution to a measuring apparatus interacting with a system pre-
pared in a quantum superposition state cannot dynamically describe the stochastic selection of a particular
term in the superposition as the measurement outcome (the “collapse of the wave function”); rather, system
and apparatus end up in an entangled state, with all terms of the original superposition still present and
quantum-correlated with different apparatus states. This is the measurement problem: the question of how
to reconcile the linear, deterministic evolution described by the Schro¨dinger equation with our observation
of the occurrence of random measurement outcomes. Whether one considers the measurement problem a
genuine difficulty depends strongly on one’s interpretation of quantum states (see Ref. [396] for a represen-
tation of different views on the issue). Generally, the need to supply a dynamical account of the reduction
of the superposition to a single outcome in the course of a measurement is much more acute when the
quantum state is construed as a real, physical entity, rather than as encapsulating an observer’s information
or beliefs. (The latter, “epistemic” view is most radically, and consistently, realized in the QBist interpreta-
tion of quantum mechanics [65], in which quantum states represent an observer’s beliefs—his probabilistic
expectations—about his future experiences resulting from his interactions with the system.)
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The measurement problem as just defined cannot be solved by decoherence [6, 9]. This is so for two rea-
sons. First, the dynamics of decoherence processes are based entirely on the standard, unitary Schro¨dinger
evolution. Second, the predictively relevant part of decoherence theory relies on reduced density matrices,
which are derived from the requirement that they encode the correct quantum statistics (expectation val-
ues) for all measurements pertaining to only a subset of degrees of freedom of a composite system in a
multipartite (and in general entangled) state. This derivation presumes the existence and validity of the
usual measurement axioms of quantum mechanics, in particular, the collapse postulate and Born’s rule. In
other words, for the kinds of entangled quantum states produced by decoherence-type interactions to be
interpreted as describing a situation in which the system becomes “classical,” we need to take the exis-
tence of measurement outcomes as a priori given, or otherwise give an account outside of decoherence of
how measurement outcomes are produced, because the property of classicality is ultimately a statement
about measurement statistics. Thus decoherence, by itself, cannot address the measurement problem in any
substantial way.
Of course, to say that decoherence has no bearing on the measurement problem—or on any of the “big”
foundational problems in general—is not to suggest that decoherence and its underlying ideas cannot be of
relevance in the investigation of fundamental questions. In fact, to give just one example, further explorations
of the role of the environment, such as those undertaken in the development of quantum Darwinism (see
Sec. 2.5), have already shed valuable light on deeper issues concerning information transfer, amplification,
irreversibility, and communication in the quantum setting [87–95, 99, 104, 398, 399] (see Ref. [92] for an
overview of some of the relevant ideas).
If one takes the quantum measurement problem to include the preferred-basis problem [9], and if the
preferred-basis problem is understood in the sense defined in Sec. 2.4, then decoherence solves it, as discussed
there. Indeed, the ability of decoherence to dynamically define preferred bases is exploited in certain
interpretations of quantum mechanics (see the following Sec. 7.2).
7.2. Decoherence in interpretations of quantum mechanics
The interplay between decoherence and the interpretation of quantum mechanics goes back to the birth
of decoherence. As mentioned in the Introduction, decoherence theory itself initially came about all but as
a by-product of Zeh’s development of an interpretation in the mold of Everett’s many-worlds interpretation
[1]. Since then, various interpretations have been assessed and refined in light of the insights and results
brought about by the decoherence program. Most notably, decoherence has been used to define certain
structural elements in interpretations, as well as identify internal consistency issues. Below, we shall give
just give a few examples; the interested reader is pointed to Refs. [6, 7] for in-depth discussions of the
interplay between decoherence and interpretations.
In Everett-style “many worlds” interpretations of quantum mechanics [49, 400], the quantum state is
interpreted realistically and never collapses; our observation of definite measurement outcomes is then ex-
plained as a continuous “branching” of universes, worlds, observers, and minds in the course of measurement-
like interactions. Another version, which arguably includes Everett’s own conception, interprets the global
entangled state as merely describing relations between states (“relative-state interpretation”); see also
Refs. [401, 402]. The preferred-basis problem is particularly acute in such interpretations, since the par-
ticular decomposition of the global quantum state (representing, in principle, the entire universe) defines
the “worlds” (or “relations”) and thus their properties at each instant in time; those worlds must also be
appropriately connected in time. Here, the pointer states defined by the stability criterion of decoherence
(see Sec. 2.4) provide a ready-made solution, and in this way decoherence theory has played a critical role
in defining the branching structure in Everett-style interpretations [84, 400, 403–405]. Such an approach
does not need to define the worlds a priori or by means of an external rule; instead, the worlds are defined
dynamically through the standard Schro¨dinger evolution, and since they are dynamically stable, they lead
to robust, temporally extended trajectory-like branches. A relative-state interpretation that draws heavily
from the insights and structures provided by decoherence theory is the “existential interpretation” of Zurek
[82, 84, 406]. This interpretation was later extended to include the results of quantum Darwinism [92], as well
as a decoherence-inspired account of the origin of Born’s rule based on symmetry and invariance properties
of entangled system–environment states (“environment-assisted invariance”) [5, 87, 92, 99, 406–410].
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In modal interpretations of quantum mechanics [411], the physical quantity represented by an observable
may be assigned a definite value even if the system is not in an eigenstate of that observable. The assignment
of such definite values (corresponding to well-defined physical properties) must be in agreement with the
prediction of quantum mechanics; in particular, the proper Born probabilities and time evolution must be
recovered. Also, at least on macroscopic scales the modally assigned definite values ought to correspond to the
definite “classical” quantities of our experience, such as well-localized positions. Recognizing the importance
of environmental interactions highlighted by decoherence theory, some modal interpretations have derived
their value assignments from states obtained from an orthogonal decomposition of the decohered reduced
density matrix [412, 413]. For finite-dimensional state spaces, the resulting states are found to be very close
to the states that would be dynamically selected by the stability criterion of decoherence, ensuring proper
classicality of the modally assigned properties [412, 413]. For infinite-dimensional state spaces, however,
this agreement often breaks down; for example, for an environmental-scattering model it was shown that
the modal properties obtained from the orthogonal decomposition of the decohered reduced density matrix
were significantly delocalized while the pointer states indicated tight localization [414]. Such inconsistencies
can pinpoint limitations and empirical inadequacies of certain types of modal interpretations.
The consistent-histories interpretation of quantum mechanics [415–417] dispenses with the usual no-
tions of measurement and instead defines time-ordered sequences of events (“histories”) for a closed system
and assigns appropriate probabilities to these sequences. As a minimal requirement, such sets of histories
must fulfill a consistency condition [415–417] to ensure the applicability of Boolean logic in the form of
the additivity of probabilities. This, however, is not enough, as most consistent histories do not exhibit
appropriate quasiclassicality for macroscopic systems [82, 418–423]. To address this issue, the pointer bases
obtained from decoherence have frequently been used to dynamically yield consistent, quasiclassical histories
[82, 420, 421, 424, 425], and the importance of “records” (represented by stable system–environment correla-
tions) for the definition of quasiclassical histories has been emphasized repeatedly [5, 82, 420, 421, 424, 426].
In particular, the redundant environmental encoding of such records, as described by quantum Darwinism,
has been identified as a key mechanism for ensuring consistent, stable, quasiclassical, objective histories
[427] (see also Refs. [5, 82, 87, 420]).
7.3. Bohr’s views on the primacy of classical concepts
In Niels Bohr’s writings on quantum mechanics, the indispensability and primacy of “classical concepts”
(such as position and momentum) is widely emphasized (see, for example, Refs. [428–433]). Indeed, Howard
has stated that “the doctrine of classical concepts turns out to be more fundamental to Bohr’s philosophy
of physics than are better-known doctrines, like complementarity” [434, p. 202]. Given that decoherence
theory describes a dynamical emergence of classicality, it is not surprising that decoherence has sometimes
been suggested to make Bohr’s insistence on fundamental classical concepts superfluous. For example, Joos
has traced the birth of the ideas of decoherence theory to a dissatisfaction with the “orthodoxy of the
Copenhagen school” [435, p. 54]. He has argued that “the message of decoherence” is that “we do not need
to take classical notions as the starting point for physics,” because “these emerge through the dynamical
process of decoherence from the quantum substrate” [435, p. 77]. Similarly, Zeh [436] has asserted that
the Heisenberg–Bohr picture of quantum mechanics can now be claimed dead. Neither classical
concepts, nor any uncertainty relations, complementarity, observables, quantum logic, quantum
statistics, or quantum jumps have to be introduced on a fundamental level.
Any analysis of such claims is complicated by the variety of meanings of the term “classical”—referring var-
iously to concepts, dynamical properties, statistics, phenomena, laws, or theories. A closer reading of Bohr’s
views reveals that his insistence on the primacy of classical concepts is chiefly grounded in epistemological
concerns, and that it pertains to his understanding of the functional role of experiments [19, 437]. For
Bohr, classical concepts are indispensable because without them, it would impossible to acquire empirical
knowledge of the world through experiments. Therefore, according to Bohr, any interpretation of quantum
mechanics must in the end fall back on the use of classical concepts, rendering circular any attempt to
derive such concepts from the quantum formalism. This suggests that we must clearly distinguish between
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Bohr’s epistemological thesis of the primacy of classical concepts based on his view of the functional role
of an experiment, and the dynamical problem of the quantum–classical transition. It is the latter that is
addressed by decoherence theory, not the former [19, 437].
While Bohr repeatedly emphasized the epistemological necessity of classical concepts, he offered only a
few oblique comments on the problem of why, physically and dynamically, macroscopic systems and mea-
surement apparatuses may be described in classical terms. These comments mostly involved the “heaviness”
and large size of macroscopic systems, though they frequently also referred to irreversible amplification ef-
fects (see, e.g., Refs. [433, 438]); for example, with regard to measurement apparatuses Bohr stated that
they “concern bodies sufficiently heavy to permit the quantum [effects] to be neglected in their description”
[433, p. 170].
Heisenberg, in a tantalizing passage, wrote that [439, pp. 121–2]
the system which is treated by the methods of quantum mechanics is in fact a part of a much
bigger system (eventually the whole world); it is interacting with this bigger system; and one
must add that the microscopic properties of the bigger system are (at least to a large extent)
unknown. . . . The interaction with the bigger system with its undefined microscopic properties
then introduces a new statistical element into the description . . . of the system under consider-
ation. In the limiting case of the large dimensions this statistical element destroys the effects of
the “interference of probabilities” in such a manner that the quantum-mechanical scheme really
approaches the classical one in the limit.
In a similar vein, elsewhere Heisenberg suggested that “the interference terms are . . . removed by the
partly undefined interactions of the measuring apparatus, with the system and with the rest of the world”
[440, p. 23]. Even though one might identify a faint hint of the later ideas of the decoherence program in
Heisenberg’s pronouncements, there is no mention of the critical ingredient: entanglement.
In the 1950s and 1960s, several of Bohr’s disciples, including Weizsa¨cker and Rosenfeld, attempted to
develop a physical account of the quantum-to-classical transition based on notions of irreversibility, a strategy
they saw as serving as a dynamical justification of Bohr’s classical concepts [19]. The thermodynamic theory
of Daneri, Loinger, and Prosperi [441], which built on Bohr’s hints concerning the role of irreversibility and
amplification, is perhaps the best known (though circular [442, 443]) approach. Yet, none of these early
efforts recognized the role of entanglement in a dynamical explanation of quantum statistics turning into
classical-looking distributions.
8. Concluding remarks
Schro¨dinger called entanglement “the characteristic trait of quantum mechanics, the one that enforces its
entire departure from classical lines of thought” [444, p. 555]. He used his eponymous cat paradox to argue
how entanglement amplified to macroscopic scales demonstrates the apparent irreconcilability of quantum
mechanics with our “classical” experience of the everyday world. On this view, entanglement was perceived
to be a peculiar quantum feature that would have to be tamed in order to bridge the gap between quantum
and classical descriptions. So it is perhaps ironic that entanglement turned out to be the key to a dynamical
explanation of the emergence of classicality in quantum mechanics.
Without a doubt, future experiments will realize ever-larger Schro¨dinger cat–like states, and we will
continue our journey toward the realization of a quantum computer. A key role in all such endeavors will
be played by a deep understanding of decoherence and an ongoing development of decoherence models of
increasing complexity and detail. It is indeed remarkable how the basic idea of decoherence—that entangle-
ment of a quantum system with an environment has a dramatic influence on what is observable at the level
of the system, an idea already spelled out in the very first paper by Zeh [1]—has enriched so thoroughly our
theoretical understanding and experimental control of the quantum-to-classical transition.
We shall close with a quote by Zeh himself, who not only was a pioneer of decoherence theory but
remained, for the rest of his life, a steadfast, thoughtful advocate of the inseparability of his discovery from
the interpretation of quantum mechanics. In 1996, he humbly observed [445] that decoherence is
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a normal consequence of interacting quantum mechanical systems. It can hardly be denied to
occur—but it cannot explain anything that could not have been explained before. Remarkable
is only its quantitative (realistic) aspect that seems to have been overlooked for long.
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