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Eingebettete Systeme, d. h. Mikrocontroller, die mit Sensoren und Aktoren agieren,
werden seit langer Zeit zur Steuerung und Regelung in vielen Anwendungen ein-
gesetzt. So wurde bereits 1970 ein eingebettetes System in einem Militärflugzeug
zur Verarbeitung und Anzeige von Sensorwerten verwendet [63]. Jedoch wurden
Mikrocontroller erst in den 1980er Jahren so erschwinglich, dass eingebettete Sys-
teme auch in größeren Mengen, beispielsweise in Kraftfahrzeugen, Haushaltsgerä-
ten und Geldautomaten, eingesetzt werden konnten.
Die Programmierung des eingebetteten Systems in [63] erfolgte am Anfang di-
rekt in Maschinencode, da zu der Zeit noch kein Assembler zur Verfügung stand,
der mit dem Befehlssatz und den Datenflüssen zwischen den enthaltenen Rechen-
einheiten umgehen konnte.
Später wurden hardware-abhängige, maschinennahe Assemblersprachen ver-
wendet, die einen Teil der Komplexität des Maschinencodes abstrahieren konn-
ten. Der Nachteil dieser Sprachen war, dass gleiche Algorithmen und Funktionen
immer noch für jede Hardware neugeschrieben werden mussten.
Der Einsatz von hardware-unabhängigen, imperativen Sprachen, wie ANSI C,
erlaubte eine portable Programmierung von eingebettenen Systemen. Da sich die
Komplexität von Funktionen, die von eingebetteten Systemen erfüllt werden soll-
ten, immer weiter erhöhte und diese komplexen Funktionen auch in sicherheits-
relevanten Bereichen wie der Steuerung von Flugzeugen eingesetzt wurden, war
eine Programmierung in imperativen Sprachen nicht mehr anforderungsgerecht.
Im Automobilbau kam noch der Kostendruck hinzu, da dort neue Fahrzeugmo-
delle und damit auch neue Funktionen in den eingebetteten Systemen in immer
kürzeren Zyklen entwickelt werden.
Aus diesem Grund werden zunehmend graphische Programmiersprachen ge-
nutzt, welche die Komplexität der Funktionen in graphischen Blöcken, den soge-
nannten Funktionsblöcken, kapseln. Diese werden vom Nutzer auf einer Zeichenflä-
che platziert und deren Aus- und Eingänge, die einzelnen Signalen entsprechen,
mit Linien verbunden, um ein Gesamtsystem zu entwickeln. Beispiele für solche
Programmiersprachen sind Matlab/Simulink [149] und LabVIEW [102]. Abbil-
dung 1.1 zeigt ein Beispiel für die Darstellung von verbundenen Funktionsblöcken
in Simulink.
Die graphische Programmierung ist eine Form der sogenannten modellbasierten
Softwareentwicklung (MDSD), bei der mithilfe von Werkzeugen aus graphischen














































Abbildung 1.1.: Entwurf mit Funktionsblöcken in Simulink
den kann [141]. Für Simulink-Modelle wird dies beispielsweise mit dem Simulink
Coder (ehemals Real-Time Workshop) [150] realisiert.
Neben der Entwicklung von eingebetteten Systemen werden graphische Pro-
grammiersprachen auch für Simulationen und für die Messwertverarbeitung ver-
wendet. Simuliert werden kann beispielsweise die Umgebung von eingebetteten
Systemen im Automotive-Bereich, um diese Systeme unter kritischen Situationen
testen zu können, die in der Realität nur mit hohem Aufwand bzw. Risiko erreicht
werden [136]. Ein Beispiel ist die Simulation des physikalischen Verhaltens der
Bremse für den Test eines Bremssystems. Bei der Messwertverarbeitung werden
Signale von realen Systemen aufgezeichnet und über einzelne graphisch editierba-
re Operatoren transformiert und für den Nutzer aufbereitet angezeigt.
Einige der graphischen Programmiersprachen sind auch standardisiert: Beispie-
le hierfür sind die Funktionsbausteinsprache (FBS) [64] für speicherprogrammier-
bare Steuerungen und das Funktionsbausteinkonzept der IEC 61499-1 [65] für den
Entwurf und die Implementierung von Automationssystemen. Ein Beispiel für
einen Entwurf nach IEC 61499-1 ist in Abbildung 1.2 darstellt.
Die graphischen Modelle, die aus Funktionsblöcken bestehen, werden im Fol-
genden funktionsblockorientierte Modelle genannt.
1.1. Problemstellung
Die Anforderungen an die eingebetteten Systeme änderten sich mit der Zeit: Wo
es beispielsweise im Kraftfahrzeug früher nur das Antiblockiersystem gab, wer-






























































Abbildung 1.2.: Entwurf mit Funktionsblöcken nach IEC 61499-1 [161]
gramm (ESP), eingebaut. Zur Umsetzung dieser neuen Funktionen werden die
existierenden Modelle erweitert und es entstehen neue Modellvarianten. Auch für
die Simulationen der Umgebung eines eingebetteten Systems entstehen neue Vari-
anten. Für das ESP müssen beispielsweise neue Sensorsignale simuliert werden.
Durch die hohe Modularisierung innerhalb der funktionsblockorientierten Mo-
delle wird eine hohe Wiederverwendbarkeit gewährleistet. Hierzu werden die
erstellten Modelle in Bibliotheken abgelegt. Wird ein bestimmtes Modell benö-
tigt, kann dieses aus der Bibliothek herausgesucht werden. Neue Modelle werden
meist als Erweiterung von vorhandenen Modellen erstellt. Hierzu wird ein vor-
handenes Modell kopiert und an die neuen Anforderungen angepasst. So kann
beispielsweise die Bremssteuerung um eine zusätzliche Eingabe durch das ESP
ergänzt werden. Die entstandene neue Variante wird wiederum in die Bibliothek
gelegt.
Durch die hohe Variantenvielfalt, die bei den Funktionen eines Kraftfahrzeugs
mit der Zeit entsteht, werden diese Bibliotheken immer größer. Für die Suche in
der Bibliothek stellen sich dem Entwickler jedes Mal folgende Fragen: Existiert
bereits ein Modell, welches den gerade benötigten Anforderungen genügt, und
wenn nicht, welche Variante in der Bibliothek verursacht den geringsten Anpas-
sungsaufwand, um die Anforderungen zu erfüllen? Wird der Entwickler bei der
Suche nicht unterstützt, kann es vorkommen, dass er die richtige Variante nicht fin-
det und er deshalb Varianten unnötig mehrfach entwickelt, so dass Mehraufwand
und damit auch Mehrkosten entstehen. Ein weiterer Nachteil ist, dass Fehler, die
in einer der Modellvarianten behoben werden, in den anderen Varianten weiterbe-
stehen. Nur mit großem Aufwand können alle Stellen gefunden werden, in denen
der gleiche Fehler auftritt.
3
1. Einleitung
Um die Defizite bei der Entwicklung funktionsblockorientierter Modelle besser
zu verdeutlichen, soll das bisherige Vorgehen im Folgenden bildlich auf den Au-
tomobilbau übertragen werden. Zwischen beiden Bereichen gibt es Parallelen: So-
wohl beim Automobilbau als auch bei den Modellen gibt es grundlegende Bestand-
teile. Beim Automobilbau sind es die Einzelteile, wie Chassis, Motor, Getriebe und
Sitze, die durch Schrauben verbunden werden. Bei den funktionsblockorientierten
Modellen sind es die Funktionsblöcke, die durch Linien verbunden werden.
Bestellt ein Kunde ein Fahrzeug, so würde, bei Verwendung der gleichen Metho-
dik wie bei funktionsblockorientierten Modellen, nicht ein Facharbeiter, sondern
ein Ingenieur das Fahrzeug per Hand aus den vorhandenen Einzelteilen zusam-
menschrauben. Für diese Arbeit würde ein Ingenieur benötigt werden, da nur er
die Einzelteile und ihre Abhängigkeiten untereinander kennt bzw. sich diese Ab-
hängigkeiten erst erarbeiten muss. Nur er weiß, dass für ein funktionierendes ESP
ein bestimmter Satz an Sensoren eingebaut werden muss. Nachdem das Fahrzeug
fertig montiert ist, würde er es zur späteren Wiederverwendung ein zweites Mal
zusammenbauen. Ein Exemplar wird an den Kunden ausgeliefert und das Zweite
in ein Lagerhaus gestellt. Bestellt ein anderer Kunde ein Fahrzeug, dass bereits
im Lager vorhanden ist und auch gefunden wird, so würde der Ingenieur dieses
Fahrzeug identisch nachbauen und an den Kunden ausliefern. Da jedoch jeder
Kunde ein individuelles Fahrzeug haben möchte, wird dieses mit hoher Wahr-
scheinlichkeit noch nicht im Lager zu finden sein. Daher würde der Ingenieur im
Lager stattdessen ein ähnliches Fahrzeug suchen. Dieses würde er im ersten Schritt
identisch nachbauen und danach im zweiten Schritt an den Kundenwunsch anpas-
sen. So würde der Ingenieur beispielsweise den Motor austauschen, das bisherige
Stufenheck in ein Fließheck umbauen, das Navigationssystem entfernen und am
Ende das Fahrzeug neu lackieren. Daraufhin würde er es nochmal identisch für
das Lager nachbauen und ein Exemplar an den Kunden ausliefern.
Dieses gedachte Vorgehen ist so absurd, dass es in der Realität im Automobil-
bau nie angewendet werden würde. Die vorgestellte Methodik ist jedoch bei den
funktionsblockorientierten Modellen immer noch Stand der Technik.
Im Automobilbau wurde das Problem der gewünschten Variabilität bereits früh
erkannt. Statt sie individuell einzeln anzufertigen, werden Fahrzeuge eines Typs
als sogenannte Produktlinie entworfen und entwickelt. Dabei werden die Einzeltei-
le eines Fahrzeugs von vornherein so entwickelt, dass aus deren Kombination un-
zählige Modellvarianten entstehen können. So besteht ein Fahrzeug aus einer ge-
meinsamen Grundkonstruktion, dem Chassis, und vielen alternativen oder optio-
nalen Bestandteilen, wie verschiedenen Motoren, Getrieben und diversen Fahrer-
assistenz- und Unterhaltungsfunktionen. Hinzu kommt noch die nichttechnische
Variabilität, wie die Farbe des Lacks und die verwendeten Materialien des Innen-
raums.
Beim Kauf kann sich der Kunde eine entsprechende Modellvariante über einen
Produktkonfigurator zusammenstellen. Er wählt dabei Features aus, die er haben
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möchte. Im Produktkonfigurator sind alle Abhängigkeiten zwischen den Features
beschrieben, so dass ungültige Bestellungen verhindert werden. Nach der Konfigu-
ration wird seine Variante im Werk aus den vorhandenen Einzelteilen nach vorde-
finierten Montageanleitungen zusammengesetzt und ausgeliefert. Um die Modula-
rität und die Wiederverwendung zu maximieren, wird nicht nur eine Fahrzeugse-
rie als Produktlinie aufgefasst, sondern auch Teile davon. So gibt es beispielsweise
eigene Produktlinien von Motoren, die auch über mehrere Serien hinweg einge-
setzt werden.
Auch für Software wird das Prinzip der Produktlinien bereits angewendet. Bei-
spieldomänen für diese sogenannten Softwareproduktlinien [103] sind eingebettete
Steuerungssysteme [70, 166], Automotive [154], Medizintechnik [13] und Luftfahrt-
technik [38]. Auch für funktionsblockorientierte Modellierungssprachen wie Simu-
link [149] existieren Produktlinienansätze in der Praxis [112, 163].
Jedoch werden die Softwareproduktlinien noch nicht flächendeckend eingesetzt,
da die Entwicklung einer solchen Softwareproduktlinie aufwendig ist. Am Anfang
sind nur wenige Varianten vorhanden, sodass sich der Aufwand einer Entwick-
lung als Produktlinie nicht lohnt und die Anwendung einer einfachen Modellbi-
bliothek leichter ist. Später existieren bereits so viele Varianten, dass die Einfüh-
rung einer Produktlinie zu aufwendig wird.
Meist erfordert dies eine komplette Neuimplementierung der Softwareprodukt-
linie, da bereits im Entwurf die Gemeinsamkeiten und Unterschiede zwischen den
Modellvarianten beachtet werden müssen. Der Vorteil einer Neuimplementierung
ist eine mögliche Neustrukturierung der Gesamtheit der Modelle, sodass später
besser auf neue Anforderungen reagiert werden kann, die bei Erstellung der ers-
ten Varianten noch nicht bekannt waren. Der Nachteil der Neuimplementierung
ist jedoch, dass alle bisherigen Modellvarianten verworfen werden müssen und
hohe Kosten entstehen. Zudem können bei der Neuimplementierung wichtige Va-
rianten fehlen und es kann damit Wissen verloren gehen.
1.2. Zielstellung
Sinnvoller als eine Neuimplementierung einer Produktlinie ist die Migration der
vorhandenen Modelle. Hierzu werden die vorhandenen Modelle auf Gemeinsam-
keiten und Unterschiede analysiert und in eine Produktlinie umgewandelt. Der
Vorteil ist hier, dass alle bereits existierenden Varianten vorhanden bleiben und
kein Wissen verloren geht. Die Varianten werden nur neu strukturiert. Nachteilig
ist jedoch der hohe manuelle Aufwand für diese Umstrukturierung. Würde diese
bisher manuelle Umstrukturierung automatisiert werden, so senkte das insgesamt
die Hürde für die Einführung von Softwareproduktlinien für funktionsblockorien-




Die vorliegende Arbeit zielt deshalb auf eine automatische Migration funkti-
onsblockorientierter Modelle ab. Eine automatische Erstellung von Produktlinien
durch eine Migration vorhandener funktionsblockorientierter Modelle wurde bis-
her nicht in vollem Umfang gelöst. Daher soll dieses Problem in dieser Arbeit mit
folgender Forschungsfrage gelöst werden:
Wie können aus einer Sammlung von funktionsblockorientierten Einzelmodel-
len möglichst automatisch Produktlinien erstellt werden, welche genau die
gegebenen Einzelmodelle enthalten?
Übertragen auf das oben genannte Beispiel des Automobilbaus bedeutet dies:
Wie können aus den Fahrzeugen, die sich im Lager befinden, automatisch Produkt-
linien erstellt werden, die genau die Varianten im Lager abdecken. Dazu gehören
auch die automatische Erstellung der Bauanleitungen, nach denen die einzelnen
Varianten zusammengesetzt werden können, und die Erstellung des Produktkon-
figurators, der nur gültige Varianten zulässt.
Für eine Lösung dieser Forschungsfrage sind Voraussetzungen und Anforde-
rungen an eine automatisierte Migration zu definieren. Da dies jedoch ein tieferes
Verständnis über die Produktlinienentwicklung erfordert, wird in Kapitel 2 zu-
nächst auf die Begriffe und Entwicklungsmethodiken der Softwareproduktlinien
und die bisher existierenden Arbeiten im Bereich der Migration eingegangen. Da-
rauf aufbauend werden die Voraussetzungen und Anforderungen definiert und
das Lösungskonzept der Arbeit vorgestellt.
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In diesem Kapitel werden zuerst die wichtigsten Begriffe im Gebiet der Software-
produktlinien erläutert, die zum Verständnis der Arbeit benötigt werden. Es wird
der typische Ablauf der Entwicklung einer Produktlinie analysiert, dieser mithilfe
des Stands der Technik auf Automatisierbarkeit untersucht und daraus die An-
forderungen und notwendigen Schritte einer automatischen Migration, d. h. das
Lösungskonzept dieser Arbeit, abgeleitet.
2.1. Softwareproduktlinien
Nach Northrop und Clements [103] ist eine Softwareproduktlinie,
„[...] ein Satz von software-intensiven Systemen, welche gemeinsame,
verwaltete Merkmale besitzen, die spezifische Bedürfnisse eines be-
stimmten Marktsegments erfüllen, und die aus einem gemeinsamen
Fundus von Kernbestandteilen in einer vorgeschriebenen Art und Wei-
se entwickelt werden.“
Statt Softwareproduktlinie wird auch häufig nur der Begriff Produktlinie verwen-
det. In dieser Arbeit wird ebenfalls diese Kurzform benutzt. Die einzelnen Syste-
me, d. h. die Ausprägungen oder Instanzen der Produktlinie, werden allgemein
als Produkt bzw. Produktvariante bezeichnet.
Die Entwicklung einer Produktlinie wird nach [30, 109] in zwei Phasen getrennt:
In der Domänenentwicklung (engl. domain engineering) werden die Kernbestandtei-
le bzw. Bausteine entwickelt, welche für die einzelnen Produkte der Produktlinie
benötigt werden. Die Applikationsentwicklung (engl. application engineering) be-
nutzt daraufhin diese Bausteine, um daraus die entsprechenden Produkte zusam-
menzusetzen. Im Automobilbau entspricht die Domänenentwicklung der Entwick-
lung der Bauteile und Montagepläne, und die Applikationsentwicklung entspricht
der Montage der Bauteile nach Kundenwünschen. Die Erzeugung einer Produkt-
linie durch die Migration von vorhandenen Produkten entspricht der Phase der
Domänenentwicklung.
Die Domänenentwicklung wird, analog zu den Phasen der Softwareentwick-
lung, in Domänenanalyse, -entwurf und -implementierung getrennt. Diese Phasen
werden in den nächsten Abschnitten genauer betrachtet.
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2.1.1. Domänenanalyse
In der Domänenanalyse wird die Domäne der Produktlinie festgelegt. Diese Phase
wird auch Domain-Scoping genannt. Eine Domäne kann dabei unter anderem als
„Menge von Systemen“ [138] betrachtet werden. Das Ergebnis der Domänenanaly-
se ist ein Domänenmodell, welches die Variabilität der Domäne beschreibt.
Eine mögliche Methode der Domänenanalyse ist die feature-orientierte Domänen-
analyse (FODA) nach Kang et al. [71], bei der Features die Grundlage bilden. Wie
der Begriff Feature genau zu definieren ist, dafür gibt es je nach Kontext verschie-
dene Sichtweisen [24]. In [30] unterscheiden Czarnecki und Eisenecker zwischen
Problemraum (engl. problem space) und Lösungsraum (engl. solution space).
Der Problemraum beschreibt die domänenspezifische abstrakte Sichtweise, d. h.
die Anforderungen an ein System. So ist dort ein Feature „eine klar erkennbare
Charakteristik eines Konzepts (z. B. System, Komponente, etc.), die für einen Be-
treffenden dieses Konzepts relevant ist“ [30]. Der Lösungsraum hingegen betrifft
die implementatorische Seite (siehe Abschnitt 2.1.2). Ein Feature aus der Sicht
der Implementierung ist nach Batory [14] „eine Erweiterung der Funktionalität
eines Programms“. Diese Funktionalitätserweiterung setzt eine bestimmte Anfor-
derung um. Damit kann ein Feature eine Anforderung als auch deren Umsetzung
beschreiben.
Features im Automobilbau können beispielsweise von der abstrakten Anforde-
rung erfüllt Abgasnorm Euro 5 über das konkretere ABS bis hin zum konkreten
Dieselmotor reichen.
In dieser Arbeit wird ein Feature aus der Sicht der Implementation, d. h. des
Lösungsraumes betrachtet: Ein Feature ist eine Gruppe von Implementationsartefakten,
die aus logischer Sicht zusammengehören und ggf. ein- bzw. ausgeschaltet werden können.
In FODA wird als Domänenmodell ein sogenanntes Feature-Modell verwendet,
welches nach der Definition von Czarnecki und Eisenecker [30] Teil des Problem-
raums ist. Feature-Modelle sind auch Teil der zu erzeugenden Produktlinie in
dieser Arbeit und werden daher im Folgenden näher betrachtet.
Feature-Modelle beschreiben die Abhängigkeiten zwischen den Features und
werden in der Regel durch ein baumförmiges Diagramm (Feature-Diagramm) mit
den Features als Knoten und den zwischen diesen geltenden Zusammenhängen
als Kanten dargestellt, wobei das Diagramm noch um zusätzliche Regeln ergänzt
werden kann [71]. Ein Feature-Modell kann auch Teil des in der Einleitung er-
wähnten Produktkonfigurators sein, mit dem der Kunde sein Fahrzeug zusam-
menstellen kann.
Die Zusammenhänge zwischen den Features werden im Feature-Modell als Re-
lation eines Eltern-Features mit dessen Kind-Features beschrieben. In [71] sind
dabei folgende Relationen definiert:
• Mandatory-Feature: Genau dann, wenn das Eltern-Feature ausgewählt ist,
muss auch das eine Kind-Feature ausgewählt sein.
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• Optionales Feature: Genau dann, wenn das Eltern-Feature ausgewählt ist,
kann optional auch das eine Kind-Feature ausgewählt sein.
• Alternative Features: Genau dann, wenn das Eltern-Feature ausgewählt ist,
muss genau eines der Kind-Features ausgewählt sein.
Diese Darstellung wurde später durch diverse Autoren erweitert. Wichtige Er-
weiterungen sind:
• Inklusiv-Oder-Relationen [27]: Genau dann, wenn das Eltern-Feature ausge-
wählt ist, muss mindestens eines der Kind-Features ausgewählt sein.
• Gruppenkardinalitäten [114]: Die Alternativen und Inklusiv-Oder-Relationen
bilden Gruppen, bestehend aus genau einem Eltern-Feature und beliebig
vielen Kind-Features. Die Anzahl der auszuwählenden Kind-Features kann
durch Gruppenkardinalitäten verallgemeinert werden. So bedeutet das Kar-
dinalitätsintervall ⟨m . . . n⟩, dass mindestens m aber höchstens n Kind-Fea-
tures ausgewählt werden müssen, wenn das Eltern-Feature ausgewählt ist.
Alternativen lassen sich äquivalent als ⟨1 . . . 1⟩ bzw. ⟨1⟩ und Inklusiv-Oder
als ⟨1 . . . ∗⟩ darstellen.
• Feature-Attribute [29]: Jedes Feature enthält, ähnlich wie UML-Klassen, zu-
sätzliche Attribute, die das Feature näher beschreiben. Meist sind dies At-
tribute vom Typ Integer oder String, die durch deren großen Wertebereich
nicht als eigene Features dargestellt werden können. Beispielsweise können
damit Anzahlen beschrieben werden.
Abbildung 2.1 zeigt ein Beispiel-Feature-Diagramm, welches die Features eines
Regelkreismodells und deren Zusammenhänge beschreibt. Für einen Regelkreis
werden unbedingt ein Regler und eine Regelstrecke benötigt. Beide sind daher
als Mandatory-Features gekennzeichnet. Der Regler enthält immer einen Propor-
tionalteil (P) und optional einen Integral- bzw. Differenzialteil (I bzw. D). Gültige
Kombinationen sind somit P, PI, PD und PID. Die Regelstrecke kann entweder line-
ar oder nichtlinear sein. Beide Features sind alternativ. Optional können während
der Simulation bestimmte Kennwerte bestimmt werden (Feature Kennwerte). Wird
dieses ausgewählt, so muss mindestens ein zu bestimmender Kennwert gewählt
werden. Mit Gruppenkardinalitäten könnte im Beispiel noch der Fall ausgedrückt
werden, dass bei mehr Kennwerten immer mindestens zwei ausgewählt werden
müssen (⟨2 . . . ∗⟩). Mit Feature-Attributen können beispielsweise für die P-, I- und
D-Teile des Reglers noch die konkreten Parameter zugeordnet werden. Gruppen-
kardinalitäten und Feature-Attribute werden in dieser Arbeit nicht benötigt.
Da mithilfe der baumförmigen Feature-Diagramme nicht immer alle Zusam-
menhänge beschrieben werden können [132], werden diese in Feature-Modellen
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Abbildung 2.1.: Darstellung eines Feature-Modells als Feature-Diagramm
durch Regeln ergänzt. FODA [71] definiert hierzu sogenannte Kompositionsregeln
(engl. composition rules):
• fA requires fB: Wenn Feature fA ausgewählt wird, dann muss auch Feature fB
ausgewählt werden. Die aussagenlogische Entsprechung ist fA ⇒ fB.
• fA mutually exclusive with bzw. excludes fB: Wenn Feature fA ausgewählt wird,
dann darf Feature fB nicht ausgewählt werden. Die aussagenlogische Entspre-
chung ist fA ⇒ ¬ fB und damit auch fB ⇒ ¬ fA.
Auch dies ist nicht ausreichend, um alle Zusammenhänge zwischen Features
darzustellen. Dazu muss der Feature-Baum zu einem Feature-Graphen erweitert
werden, d. h. ein Feature darf mehrere Eltern-Features haben, oder es müssen kom-
plexere Regeln erlaubt werden [132].
Einige Erweiterungen der FODA-Feature-Modelle erlauben solche komplexeren
Regeln: In [7] verwenden Antkiewicz und Czarnecki XPath-Ausdrücke [162], um
Bedingungen zwischen den Features zu definieren. In [32] benutzen Czarnecki
und Kim für den gleichen Zweck die Object-Constraint-Language (OCL) [106].
Solche komplexeren Sprachen sind notwendig, wenn Feature-Attribute verwendet
werden. Werden keine Attribute benötigt, so können die Regeln durch aussagen-
logische Formeln ausgedrückt werden. Diese Form ist besonders vorteilhaft, da
Feature-Diagramme ohne Attribute selbst auch als aussagenlogische Formeln aus-
gedrückt werden können [14]. Mit beliebigen aussagenlogischen Formeln können
auch die Zusammenhänge dargestellt werden, die nicht durch Feature-Relationen
in einem Feature-Baum ausdrückbar sind.
In den oben genannten und vielen weiteren neueren Arbeiten wird nicht mehr
der Begriff Regel (engl. rule), sondern der allgemeinere Begriff Constraint für Be-
dingungen verwendet, die zusätzlich zum Feature-Diagramm gelten.
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Eine Auswahl von Features wird als Feature-Konfiguration bezeichnet. Sie ist gül-
tig, wenn alle Bedingungen und Abhängigkeiten, die im Feature-Modell definiert
sind, erfüllt werden. Da die Abhängigkeiten formal beschrieben sind, kann die
Überprüfung maschinell erfolgen. Eine gültige Feature-Konfiguration für das Bei-
spiel in Abbildung 2.1 ist {Regelkreis, Regler, P, I, Regelstrecke, linear}. Ei-
ne ungültige Konfiguration ist beispielsweise {Regelkreis, Regler, I, D, linear,
nichtlinear, Kennwerte}, da hier einige Mandatory-Features nicht ausgewählt
sind und die Kardinalitätsbeschränkungen der Feature-Gruppen nicht eingehal-
ten werden.
2.1.2. Domänenentwurf und -implementierung
Im Domänenentwurf und in der Domänenimplementierung werden die Archi-
tektur und die einzelnen Bestandteile der Produktlinienvarianten entworfen und
implementiert. Dabei ist es sinnvoll, das Feature-Konzept auch auf den Entwurf
und die Implementierung zu übertragen. In den meisten Fällen besteht die Im-
plementierung aus Code. Im Folgenden werden daher ebenfalls code-basierte Im-
plementierungskonzepte beschrieben. Diese lassen sich jedoch auch auf Modelle
übertragen.
Im Allgemeinen ist es schwierig, eine 1:1-Beziehung zwischen Features und gro-
ben Softwarestrukturen wie Komponenten zu finden, denn Features und Kompo-
nenten sind in der Regel orthogonal zueinander: Feature-betreffender Code ist
über mehrere Komponenten verteilt und Komponenten enthalten Code für ver-
schiedene Features [9]. Um die Abbildung zwischen Features und Code zu defi-
nieren, wurde diese von Prehofer erstmals mit der feature-orientierten Programmie-
rung [111] explizit gemacht. Dort wurde jedoch noch keine Verbindung zu den
Produktlinien gezogen. Werden Features in allen Phasen der Domänenentwick-
lung verwendet, wird von der feature-orientierten Softwareentwicklung (engl. feature
oriented software development, kurz FOSD) gesprochen [10].
Zur expliziten Darstellung von Features in Code gibt es zwei verschiedene Sich-
ten [73], die untereinander umgewandelt werden können [74].
• Physische Trennung von Features: Die Trennung der Features in Module. Dabei
werden alle Codeteile der Komponenten, welche ein Feature implementieren,
ausgelagert und in ein eigenes Modul (z. B. ein Verzeichnis oder eine Datei)
zusammengestellt. Hierfür muss die verwendete Sprache entsprechende Pro-
grammmechanismen bereithalten. Solche Mechanismen sind beispielsweise
Mixins oder Aspekte. Ein Feature wird dann dadurch beschrieben, welche
Änderungen es an Komponenten erfordert, z. B. das Hinzufügen oder Än-
dern von Methoden. Die konkreten Komponenten für die Anwendung wer-
den später nach Bedarf daraus generiert.
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• Virtuelle Trennung von Features: Die Trennung der Features durch Annota-
tionen. Hier bleiben die Komponenten mit allen möglichen Feature-Imple-
mentierungen zusammen, jedoch wird der Code der Features entsprechend
annotiert. Die Annotationen legen dabei fest, welche Codeteile zu welchen
Features gehören. Angegeben werden können diese über Präprozessordirek-
tiven (z. B. #ifdef in C) direkt im Code oder extern durch Positionsangaben.
Bestehen die Komponenten nicht aus Code, sondern sind wie in dieser Arbeit
Modelle, dann sind beide Sichtweisen ebenso möglich:
• Bei der physischen Trennung von Features in Modellen werden die notwen-
digen Änderungen, um von einem Basismodell zu einer Modellvariante zu
gelangen, durch Entfernen- und Hinzufügen-Operationen beschrieben. Eine
Modellierungssprache, die dies unterstützt, ist die Common Variability Lan-
guage (CVL) [47]. Auf diese wird in Abschnitt 2.2.1 näher eingegangen.
• Bei virtuell getrennten Features verweisen die Annotationen statt auf Code-
abschnitte auf Modellelemente eines Modell-Templates. Das Modell-Template
enthält dabei alle die Elemente, welche in den einzelnen Varianten vorkom-
men. Eine einzelne Variante kann damit durch Entfernen von Elementen des
Modell-Templates gewonnen werden. Jedem Element des Modell-Templates
sind für diesen Zweck ein Ausdruck mit Features als Bedingung hinterlegt,
der bestimmt, bei welcher Feature-Kombination ein Element in der Variante
übernommen oder gelöscht wird [28]. In der Automotive-Domäne wird für
Modell-Template auch der Begriff 150 %-Modell verwendet [56]. Diese Form
der Domänenimplementierung wird auch in dieser Arbeit benutzt.
Die beiden Sichtweisen lassen sich auch auf das Beispiel des Automobilbaus
aus der Einleitung übertragen: Bei der physischen Trennung von Features würde
das Fahrzeug als eine Basiskonstruktion und verschiedene Erweiterungskits be-
schrieben werden. Ein Erweiterungskit, welches für jeweils ein einzelnes Feature
entwickelt wird, enthält die notwendigen Bauteile und eine Anleitung, an welcher
Stelle im Fahrzeug diese eingebaut werden müssen. Bei virtuell getrennten Fea-
tures würde es bereits ein Fahrzeug geben, in dem alle möglichen Extras verbaut
sind. Die enthaltenen Bauteile wären mit Etiketten versehen, auf dem das Feature
steht, zu dem es gehört. Entsprechend den Kundenwünschen würden dann alle
Bauteile von nicht gewünschten Features ausgebaut werden.
Mit dem Abschluss der Domänenentwicklung liegen alle Bestandteile vor, die
für die Erzeugung von Produktvarianten benötigt werden: Ein Feature-Modell,
welches die Features und deren möglichen Kombinationen beschreibt, und die




Besonders bei großen Produktlinien kann es sinnvoll sein, aus Gründen der einfa-
cheren Konfigurierbarkeit die Produktlinie zu partitionieren. Jede Einzelprodukt-
linie kann dabei unabhängig entwickelt und an verschiedenen Stellen wiederver-
wendet werden. Dieses Prinzip soll in dieser Arbeit verwendet werden, um die
generierten Produktlinien untereinander zu koppeln.
In [80] wird für diesen Zweck eine Hierarchie von sogenannten Kompositionen
(engl. compositions) vorgestellt. Kompositionen als Teil des Lösungsraums sind
Subsysteme, die Komponenten und ggf. weitere untergeordnete Kompositionen
enthalten. Jeder Komposition ist ein entsprechendes Feature-Modell zugeordnet,
mit dem dieser Teil der Produktlinie konfiguriert werden kann. Die Konfigurier-
barkeit, d. h. die Menge noch frei wählbarer Features, von untergeordneten Kom-
positionen können durch die übergeordneten Kompositionen eingeschränkt wer-
den. Diese Abhängigkeiten zwischen den Kompositionen werden durch Komposi-
tionsprofile (engl. composition profiles) festgelegt. Beispielsweise werden diese als
Constraints beschrieben, die zwischen den Features der verschiedenen Feature-
Modelle gelten.
Diese Partitionierung hat den Nachteil, dass die partitionierten Produktlinien
nicht mehrfach verwendet werden können. Deshalb wird in [116] eine Modellie-
rung der Abhängigkeiten zwischen den Einzelproduktlinien vorgeschlagen, die
auch die Instanzen der Produktlinien, d. h. die Produkte, mit einbezieht. Damit
können Produktlinien mehrfach, durch verschiedene, ggf. untereinander abhän-
gige Konfigurationen instanziiert, in einem Produkt einer anderen Produktlinie
auftauchen. In [115] wird für diese hierarchischen Produktlinien der Begriff Multi-
Softwareproduktlinien verwendet.
Neben der Kopplung von zunächst unabhängigen Produktlinien durch Cons-
traints und Instanziierung (Aggregation) kann eine Multi-Softwareproduktlinie
auch durch eine Hierarchie von spezialisierten bzw. generalisierten Produktlinien
aufgebaut werden [115, 117]. Bei der Spezialisierung von Produktlinien wird die
Variabilität einer Produktlinie verringert, indem ein Teil der Features entweder fest
ausgewählt oder deren Auswahl verboten wird [31]. Bei der Generalisierung wird
die Variabilität einer Produktlinie erhöht, indem beispielsweise Features hinzuge-
fügt werden. Damit ist auch eine Mehrfachvererbung von Produktlinien möglich.
In [117] wird, neben der Spezialisierung und Generalisierung von Produktlinien,
die Dekomposition von Produktlinien in Dimensionen beschrieben. Die einzelnen
Dimensionen haben den aspekt-ähnlichen Charakter der Feature-Module (siehe
Abschnitt 2.1.2). Sie sind jedoch statt im Lösungsraum im Problemraum angesie-
delt. Damit lassen sich Änderungen in den Produktlinien beschreiben, ohne extra
neue Produktlinien durch Generalisierung anlegen zu müssen.
Auch im Automobilbau können Multiproduktlinien auftreten: So können bei-
spielsweise die Motoren eine eigene Produktlinie bilden, deren Varianten in meh-
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reren Fahrzeugserien verwendet werden. In der Produktlinie einer Fahrzeugse-
rie werden dann Produkte der Motoren-Produktlinie verwendet. Über Constraints
zwischen beiden Produktlinien wird festgelegt, dass in einer bestimmten Fahr-
zeugserie nur ein Teil der existierenden Motorvarianten auswählbar ist.
2.1.4. Anwendungsentwicklung
In der Entwicklung von Softwareproduktlinien ist die zweite Phase, die Anwen-
dungsentwicklung, dafür zuständig, die gewünschten Produktvarianten der Pro-
duktlinie zu erstellen. Dabei muss der Entwickler die aus der Domänenimplemen-
tierung verfügbaren Bestandteile gemäß seinen Anforderungen manuell zusam-
mensetzen. Dies ist mühsam und fehleranfällig.
Bei Anwendung der feature-orientierten Softwareentwicklung sind jedoch al-
le Informationen vorhanden, um die Anwendungsentwicklung zu automatisieren.
Wird eine gültige Feature-Konfiguration übergeben, kann ein Generator die Kom-
ponenten entsprechend der Feature-Implementierung automatisch zusammenset-
zen. Bei physisch getrennten Feature-Modulen muss der Generator je nach Fea-
ture-Konfiguration die Änderungen, die in den Feature-Modulen beschrieben sind,
nacheinander auf einen Basiscode bzw. auf ein Basismodell anwenden. Bei virtu-
ell getrennten Features wertet der Generator die Annotationen aus. Nur die Teile,
die mit den ausgewählten Features oder deren Kombination gekennzeichnet sind,
werden in das generierte Produkt übernommen. Der Generator kann jedoch nur
genau die Produkte erzeugen, die in der Produktlinie enthalten sind.
Da die Generierung der Produkte in dieser Arbeit nicht benötigt wird, wird an
dieser Stelle nicht weiter auf die Phase der Anwendungsentwicklung eingegangen.
2.2. Erzeugung und Refactoring von Produktlinien
In der klassischen Entwicklung von Softwareproduktlinien mit den oben genann-
ten Entwicklungsschritten wird davon ausgegangen, dass eine Softwareprodukt-
linie von Grund auf neu entworfen und implementiert wird. Meist, wie auch in
dieser Arbeit, sind jedoch schon einzelne Produkte vorhanden, die eigenständig
entwickelt wurden. Dabei stellt sich die Frage, was weniger Aufwand bedeutet:
Das Verwerfen der vorhandenen Produkte und eine komplette Neuentwicklung
oder eine Migration der existierenden Produkte. Da die Migration aus Gründen
des Wissenserhalts zu bevorzugen ist, soll im Folgenden analysiert werden, welche
bereits vorhandene Techniken den Aufwand der Migration minimieren können.
2.2.1. Refactoring von Produktlinien
Da die bereits vorhandenen Produkte nicht unter der Voraussicht einer späteren
Umstellung auf Produktlinien entwickelt wurden, ist für die Migration ein Um-
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bauen der Produkte, ein sogenanntes Refactoring, notwendig. Dieses ist folgender-
maßen definiert:
„Refactoring ist der Prozess, ein Softwaresystem so zu verändern, dass
das externe Verhalten erhalten bleibt, jedoch die innere Struktur ver-
bessert wird.“ [48]
Ursprünglich wurde der Begriff für Änderungen in objektorientiertem Code de-
finiert. Beispiele für Refactoring-Operationen sind das Extrahieren von mehrmals
verwendetem Code in eine eigene Methode, das Verschieben von Methoden in-
nerhalb der Klassenhierarchie und das Erzeugen von abstrakten Oberklassen oder
Interfaces für vorgegebene Klassen [48].
Alves et al. [4] definieren den Begriff Refactoring für Produktlinien folgender-
maßen: Beim Refactoring von Softwareproduktlinien soll die Konfigurierbarkeit ver-
bessert werden, ohne das Verhalten zu ändern. Ein Anwendungsfall ist das Zu-
sammenführen von Produktlinien.
Neben Änderungen in der Produktlinie sind auch Änderungen am Feature-
Modell selbst möglich: Beim Refactoring von Feature-Modellen [4] bleiben die Fea-
tures bestehen, nur das Feature-Modell wird geändert. Dabei müssen bisher gül-
tige Feature-Konfigurationen gültig bleiben. Es können jedoch neue Features und
Feature-Konfigurationen hinzukommen, d. h. die Anzahl der Varianten kann stei-
gen, was eine Generalisierung des Feature-Modells zur Folge hat. In dieser Arbeit
soll jedoch die Anzahl der Produkte nicht geändert werden. Eine Möglichkeit zur
Automatisierung des Feature-Modell-Refactorings wird in [33] vorgeschlagen.
Beim feature-orientierten Refactoring werden Programme in Features zerlegt. Wie
oben beschrieben kann dies virtuell durch Hinzufügen von Annotationen gesche-
hen oder physisch durch Extraktion der feature-spezifischen Bestandteile (Code
oder Modellelemente) in Module.
Der Startpunkt des Refactorings sind die vorhandenen Produkte, die implizit
Features enthalten. Das Problem dabei ist es hier, eine explizite Abbildung Feature-
zu-Code bzw. Feature-zu-Modell zu finden. Dabei gibt es verschiedene Verfahrens-
weisen, je nachdem ob nur ein Produkt oder mehrere Produkte vorhanden sind.
Automatisiertes Refactoring auf Basis eines Produktes
Der erste Fall ist, dass nur ein Produkt vorhanden ist, in dem alle Features imple-
mentiert sind. Die Features selbst bzw. das Feature-Modell sind bekannt, beispiels-
weise durch eine Domänenanalyse basierend auf der bekannten Funktionalität des
Programms. Es fehlt jedoch jegliche Zuordnung zwischen Feature und Code.
Hierbei helfen Methoden des Programmverstehens (engl. program understan-
ding, program comprehension). Eine Methode zum Finden der Implementierung
eines Features ist die Analyse von Traces. Dabei wird im vorliegenden Programm
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der Programmfluss von mehreren Szenarien durch einen Profiler aufgezeichnet
und verglichen. Ein Szenario enthält die Verwendung eines Features, ein ande-
res nicht. Aus den Unterschieden des Programmablaufs lassen sich die Code-
Einheiten identifizieren, die das Feature implementieren. Eisenbarth et al. [41]
verwenden zur Analyse der Traces die Formale Begriffsanalyse (siehe auch Ab-
schnitt 5.3), um herauszufinden, welche Code-Einheiten bei welchen Szenarien
aufgerufen werden und zu welchem Feature sie gehören. Antoniol et al. [8] bauen
darauf auf und vergleichen die Ergebnisse mit anderen Analysemethoden (unter
anderem probabilistische Verfahren). Die genannten Arbeiten haben aber eher die
Erhöhung des Programmverständnis zum Ziel und weniger das exakte Auffinden
von feature-spezifischem Code. Sie können jedoch beim Erstellen der Produktlinie
helfen.
Sind die Code-Einheiten, welche die Features implementieren, hinreichend be-
kannt, kann das Produkt mit Werkzeugunterstützung in seine Features zerlegt
werden. Hierzu schlagen Liu et al. [86] eine teilautomatische Schrittfolge vor,
wie Quellcode in Feature-Module, also physisch getrennte Features (siehe Ab-
schnitt 2.1.2), umgewandelt werden kann. Im ersten Schritt wird vom Nutzer ma-
nuell festgelegt, welche Features beispielsweise in einer Klasse implementiert sind
und in welcher Reihenfolge diese auf den Quellcode angewendet wurden. Im zwei-
ten Schritt muss der Nutzer angeben, welche Attribute und Methoden(-deklaratio-
nen) von welchen Features eingeführt werden. Daraufhin kann in den weiteren
Schritten der Quellcode teilautomatisch in Feature-Module zerlegt werden: Code,
der auf Attribute bzw. Methoden eines Features zugreift, wird als Code-Änderung
dem Feature-Modul des entsprechenden Features zugeordnet. Der Nutzer muss
also nicht manuell jede Codezeile einem Feature zuordnen.
Bei funktionsblockorientierten Modellen ist es möglich, einzelne Varianten als
150 %-Modelle zu betrachten, die durch Entfernen von Modellteilen neue Varian-
ten bilden können. Beispielsweise können Funktionsblöcke identifiziert werden,
welche den Datenfluss innerhalb des Modells steuern. Durch Erweiterung der Mo-
delle um Möglichkeiten zur Aufzeichnung des entstehenden Datenflusses können
ebenfalls Traces erzeugt und mit den oben genannten Methoden analysiert wer-
den. Aufgrund des immer noch hohen manuellen Aufwands soll dies nicht in
dieser Arbeit behandelt werden.
Automatisiertes Refactoring auf Basis von Produktvarianten
Der zweite Fall ist, dass nicht ein Produkt mit allen Features vorhanden ist, son-
dern dass mehrere Produktvarianten nebeneinander existieren. Dabei ist nicht be-
kannt, welche Features existieren und in welchen Kombinationen sie in den ge-
gebenen Varianten auftreten. Da sich Features durch Unterschiede zwischen den
Varianten ausdrücken, können diese durch Vergleichen der Varianten gefunden
werden. Beispielsweise gibt es folgende Ansätze:
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In [70] beschreiben Jepsen et al. die Erstellung einer Produktlinie von eingebet-
teten Systemen, welche Frequenzwandler steuern. Hierzu wurden zwei Produkte,
d. h. Quellcodeprojekte, die einen Großteil des Codes der gesamten Produktlinie
enthalten, mit dem Werkzeug GNU diff [53] verglichen und zusammengeführt.
GNU diff kann automatisch Unterschiede finden und in #ifdef-Blöcke kapseln.
Die produktspezifischen #ifdef-Symbole wurden dann manuell durch feature-
spezifische ersetzt und daraus das Feature-Modell erstellt. Die daraus entstehen-
de Plattform wurde als Basis für die weitere Entwicklung genutzt. Nach und nach
wurden weitere Produkte manuell hinzugefügt. Eine Zusammenfassung von mehr
als zwei Produkten von Anfang an wurde wegen zu hohem Aufwand nicht als
sinnvoll erachtet. Neben der direkten Ableitung der Features aus den Unterschie-
den wurde auch die Möglichkeit einer neuen Domänenanalyse unabhängig vom
Code untersucht. Dies scheiterte jedoch, da die daraus gewonnenen Features und
die schon vorhandenen Implementierungsvarianten nur schwer zu vereinen wa-
ren. Aufgrund des hohen manuellen Anteils ist dieser Ansatz für diese Arbeit
nicht praktikabel.
Ein automatischer Ansatz für Modellvarianten wurde von Zhang et al. [168]
vorgestellt. Da hier eine ähnliche Aufgabenstellung zu der vorliegenden Arbeit
besteht, soll dieser Ansatz im Folgenden detaillierter analysiert werden:
Der Ausgangspunkt sind EMF-Modelle, die Varianten einer Produktlinie dar-
stellen. EMF (kurz für Eclipse Modeling Framework) [147] ist ein Framework für den
Umgang mit strukturierten Datenmodellen. Es deckt dabei unter anderem die
Modelldefinition, die Modelltransformation, die Codegenerierung und die Persis-
tenz der Modelle ab. Im verwendeten Beispiel repräsentieren die EMF-Modelle
Gleispläne.
Als Beschreibungsmittel der zu erzeugenden Produktlinie wird die bereits er-
wähnte Common Variability Language (CVL) [47] verwendet, mit der Modell-
Produktlinien nach dem Prinzip der Feature-Module beschrieben werden können.
Die Grundlage ist ein Basismodell, welches durch Ersetzungsoperationen, beste-
hend aus dem Entfernen und Hinzufügen von Modellteilen, in die entsprechende
Modellvariante überführt wird. Auf der Seite des Problemraumes existiert eine
Beschreibungsform, die äquivalent zu den Feature-Gruppen der Feature-Modelle
ist. Diese Gruppen bestehen aus 1) einem Eltern-Feature (in CVL: composite va-
riability), welches die Entfernen-Operation enthält, 2) einer Gruppenkardinalität
(in CVL: iterator), mit dem die Anzahl der auswählbaren Kind-Features als In-
tervall angegeben wird, und 3) den Kind-Features selbst, welche die möglichen
Hinzufügen-Operationen enthalten. Eine solche Gruppe beschreibt damit mögli-
che alternativ oder parallel ausführbare Ersetzungen im Modell.
Um diese Form der Produktlinie automatisch aus einzelnen Modellvarianten zu
erzeugen, wird eine der existierenden Varianten als Basismodell gewählt und die-
se mit den restlichen Modellen mithilfe von EMF Compare [148] verglichen. Bei n
Modellen entstehen daraus n− 1 Differenzmodelle, welche die Gemeinsamkeiten
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und Unterschiede zwischen dem Basismodell MB und den einzelnen Modellen Mi
(1 ≤ i < n) beschreiben. Die Unterschiede werden als Ersetzungen im Basismo-
dell betrachtet: Elemente die nur in MB vorkommen, werden durch die Elemente
ersetzt, die nur in Mi vorkommen. Eine der Mengen kann auch leer sein, d. h. es
werden nur Elemente hinzugefügt oder nur Elemente entfernt.
Diese n− 1 Ersetzungsoperationen reichen jedoch nicht aus, um ein sinnvolles
Feature-Modell zu bilden. Um die identifizierten Ersetzungen zu zerlegen und
mögliche Zusammenhänge zu identifizieren, werden die Differenzmodelle des-
halb in der genannten Arbeit in einem zweiten Schritt paarweise verglichen. Wer-
den in zwei Differenzmodellen verschiedene im Basismodell zu ersetzende Ele-
mente gefunden (A wird durch B und C wird durch D ersetzt), deutet dies auf zwei
Variationspunkte hin und es werden zwei unabhängige Feature-Gruppen erzeugt.
Werden jedoch die gleichen Elemente im Basismodell beispielsweise in M1 und
M2 ersetzt, kann daraus abgeleitet werden, dass die entstehenden Ersetzungsope-
rationen alternativ sind: Die Elemente im Basismodell werden entweder durch die
Elemente aus M1 oder durch die Elemente aus M2 ersetzt. Sind die zu entfernen-
den Elemente im Basismodell und die hinzuzufügenden Elemente in M1 und M2
jeweils Teilmengen voneinander, kann der Variationspunkt zerlegt werden und
ggf. werden neue Feature-Gruppen erzeugt. Wie der Teilmengen-Test funktioniert,
wird in der genannten Arbeit nicht beschrieben. Auf der Seite des Basismodells ist
ein einfacher Identitätsvergleich möglich, jedoch nicht auf der Seite der anderen
Modelle, da die zu vergleichenden Elemente von verschiedenen Modellen stam-
men. In der genannten Arbeit wird jedoch ausdrücklich darauf hingewiesen, dass
hierfür EMF Compare nicht verwendet wird.
Ein Schwachpunkt an der Arbeit ist, dass nur flache Feature-Diagramme ent-
stehen. Alle Features liegen auf einer Ebene unterhalb des Wurzelknotens. Es
existieren damit keine Hierarchien. Ebenso werden Relationen zwischen den ge-
fundenen Features nur teilweise detektiert. Mögliche Zusammenhänge zwischen
den Feature-Gruppen werden ignoriert. Beide Punkte sind in der genannten Ar-
beit als zukünftige Aufgaben gekennzeichnet. Das Ergebnis ist eine Produktlinie,
welche mehr Varianten zulässt, als durch existierende Modelle vorgegeben sind,
wobei nicht garantiert werden kann, dass die zusätzlichen Varianten gültig sind.
Die erzeugten Produktlinien bilden jedoch eine Basis für eine manuelle Weiterent-
wicklung.
In [118] beschreiben Rubin und Chechik formal, wie aus einzelnen Modellen
eine Produktlinie erstellt werden kann. Basis ist auch dort ein Vergleich der Mo-
delle und ein Zusammenführen in ein Modell-Template. Ein formaler Beweis zeigt,
dass die erzeugten Produktlinien genau wieder die eingegebenen Modelle gene-
rieren können. Das erzeugte Feature-Modell besteht jedoch nur aus Alternativen,
wobei jede Variante auf ein alternatives Feature abgebildet wird und die Model-
lelemente im Modell-Template entsprechend annotiert werden. Damit entspricht
die Anzahl der Features immer der Anzahl der Varianten. Dies löst jedoch nicht
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das Problem der steigenden Bibliotheksgröße, sondern verlagert den exponentiel-
len Anstieg der Variantenzahl nur auf die Features. Das grundsätzliche Verfahren,
Modelle durch Vergleich in ein Modell-Template zusammenzuführen, ist jedoch
sinnvoll und soll auch in dieser Arbeit verwendet werden.
Damit existieren erste automatisierte Ansätze, die mithilfe des Vergleichs von
Varianten Features finden und Feature-Modelle erzeugen können. Diese erfüllen
jedoch nicht die Anforderungen dieser Arbeit.
2.2.2. Finden der Abhängigkeiten zwischen den Features
Die bisher vorgestellten Arbeiten konnten die Abhängigkeiten zwischen den Fea-
tures nicht vollständig automatisch bestimmen. Es wurden zwar Feature-Modelle
erstellt, jedoch fehlten die zusätzlichen Abhängigkeiten, die nicht Teil des Feature-
Diagramms waren.
Wie in Abschnitt 2.1.1 beschrieben, können für diese Abhängigkeiten zwischen
den Features aussagenlogische Formeln, beispielsweise in Form von Implikatio-
nen, verwendet werden. Solche Implikationen können in einem naiven Ansatz
per Brute-Force gefunden werden. Als Testkriterium gelten die existierenden Va-
rianten oder Abhängigkeiten in der Implementierung. Bei Implikationen in der
Form a → b ist dies mit quadratischem Aufwand möglich. Sollen jedoch beliebi-
ge Implikationen unterstützt werden (z. B. a1 ∧ · · · ∧ an → b) wird der Aufwand
exponentiell und ist in der Praxis nicht mehr in akzeptabler Zeit berechenbar.
Eine mögliche Lösung wäre auf dem ersten Blick die Assoziationsanalyse. Sie ist
eine statistische Berechnungsmethode des Data Minings, welche sogenannte starke
Regeln (engl. association rules) in einer Menge von Transaktionen sucht [167]. Im
Beispiel der Warenkorbanalyse sind Transaktionen einzelne Kassenbons, welche
die gemeinsam gekauften Gegenstände aufzählen. Eine starke Regel gibt an, dass
es einen Zusammenhang zwischen dem Kauf verschiedener Waren gibt: Wenn Wa-
re A gekauft wurde, dann wurde in p % der Fälle auch Ware B gekauft. p ist dabei
die Konfidenz der Regel {A} → {B}. In der Domäne der Features sind die Trans-
aktionen gültige Feature-Konfigurationen und die gefundenen Zusammenhänge
sind: Wenn Feature A gewählt wurde, so wurde in p % der Fälle auch Feature B
gewählt.
Die Ergebnisse der Assoziationsanalyse sind wegen der Konfidenz statistischer
Natur und für das Finden der exakten Abhängigkeiten schwer nutzbar. Es ist zwar
möglich, alle starken Regeln zu berechnen und dann auf p = 100 % zu filtern,
aber der Mehraufwand, der für die Berechnung der starken Regeln mit p < 100 %
entsteht, ist nicht vertretbar.
Vielversprechender ist die Formale Begriffsanalyse (engl. formal concept analysis,
kurz FCA) [52], mit der exakte Zusammenhänge zwischen Attributen bestimmt
werden können, d. h. sie berechnet nur starke Regeln mit p = 100 %. Diese Me-
thode wurde bereits im Zusammenhang mit Feature-Modellen angewendet. Je-
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doch entstehen keine vollständigen Feature-Modelle [87] oder die Methoden ska-
lieren schlecht [120]. Eine detaillierte Diskussion dieser Arbeiten erfolgt in Ab-
schnitt 5.2.1.
2.3. Voraussetzungen und Anforderungen an eine
automatisierte Migration
Mit dem Wissen über den Aufbau und die manuelle Entwicklung von Software-
produktlinien und über die Vor- und Nachteile der bisherigen Arbeiten können
Voraussetzungen und Anforderungen an eine Lösung festgelegt werden.
Als zwingende Voraussetzungen, welche für diese Arbeit gelten, werden folgen-
de Punkte festgelegt:
• Migration gewünscht
Die organisatorische bzw. wirtschaftliche Frage, ob es sich lohnt, eine Mo-
dellbibliothek in eine Produktlinie zu transformieren, ist nicht Teil dieser
Arbeit. Es wird angenommen, dass diese Frage bereits positiv entschieden
wurde.
• Varianten vorhanden
Es wird weiterhin angenommen, dass die Modellbibliothek ähnliche Varian-
ten enthält. Ist dies nicht der Fall, so ist das Paradigma der Produktlinien
nicht sinnvoll anwendbar. Das Ergebnis wären im Extremfall Produktlinien
mit jeweils nur einem Produkt. Auf den Automobilbau übertragen, bedeutet
dies, dass es nicht sinnvoll ist, aus einem Pkw und einem Lkw eine Produkt-
linie zu erstellen.
• Varianten sind explizit
Alle Varianten müssen explizit vorliegen. Variabilität, die bereits in einem
Produkt enthalten ist und erst durch spezielle Analysen extrahiert werden
muss (vgl. Abschnitt 2.2.1), wird in dieser Arbeit nicht unterstützt.
In dieser Arbeit wird nicht davon ausgegangen, dass die gegebenen Modellvari-
anten zu genau einer Produktlinie gehören. Wie es im Automobilbau verschiedene
Produktlinien von Motoren, Getrieben und für ganze Fahrzeuge gibt, so bestehen
auch die Modelle aus Teilsystemen, die jeweils zu Produktlinien zusammengefasst
werden sollen. Daher gilt folgende Anforderung:
• Trennung in Gruppen von Varianten
Die zu migrierende Modellbibliothek kann Gruppen von jeweils zusammen-
gehörenden Varianten enthalten. Diese Gruppen müssen im ersten Schritt
identifiziert werden. Für jede der Gruppen wird nachfolgend eine eigene
Produktlinie erzeugt. Da es zwischen diesen Produktlinien Abhängigkeiten
geben kann, müssen diese in eine Multiproduktlinie integriert werden.
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Eine naive Lösung für die Erstellung des Modell-Templates wäre es, alle Vari-
anten nebeneinander zu legen. Statt einer exponentiell großen Variantenzahl wird
dabei jedoch ein exponentiell großes Modell-Template erzeugt. Daher gilt folgende
Anforderung:
• Minimierte Größe des Modell-Templates
Die Größe des erzeugten Modell-Templates soll minimiert werden, d. h. es
sollen unnötig mehrfach vorhandene Modellbestandteile zusammengefasst
werden.
Um auch den exponentiellen Anstieg der Features wie in der oben genannten
Arbeit von Rubin und Chechik [118] zu vermeiden, gilt folgende Anforderung:
• Varianten und Features sind orthogonal zueinander
Es soll eine Gleichsetzung zwischen Varianten und Features vermieden wer-
den. Eine Variante kann mehrere Features enthalten und ein Feature kann in
mehreren Varianten enthalten sein. Die Orthogonalität zwischen Varianten
und Features lässt sich nur bei einer Mindestzahl an Varianten gewährleis-
ten. Existieren beispielsweise nur zwei Varianten, so können auch nur zwei
alternative Features identifiziert werden.
Bei einigen bisherigen Arbeiten wurden Produktlinien erstellt, die mehr Vari-
anten zulassen, als vor der Migration vorhanden waren. Für diese zusätzlichen
Varianten wird jedoch deren syntaktische oder semantische Gültigkeit nicht kon-
trolliert. Daher wird in dieser Arbeit folgender Punkt gefordert:
• Exakte Abdeckung
Die erzeugten Produktlinien sollen exakt die gegebenen Varianten abdecken,
nicht mehr und nicht weniger. Der vorgestellte Ansatz dient nur zur Mi-
gration. Es sollen keine neuen Varianten erzeugt werden können, da deren
Gültigkeit nicht maschinell bestätigt werden kann.
Für das zu erstellende Feature-Modell gelten, besonders im Hinblick der Ver-
ständlichkeit, weitere Anforderungen:
• Minimierte Feature-Anzahl
Die Anzahl der Features soll minimiert werden. Es sollen nicht für jeden
einzelnen Modellbestandteil, d. h. für jeden Funktionsblock und jede Ver-
bindung, einzelne Features definiert werden, sofern diese Bestandteile nicht
einzeln in den Varianten auftreten können. Zusätzlich sollen Redundanzen
zwischen Features vermieden werden. Eine absolute Minimalität ist jedoch
aus Gründen der Verständlichkeit des Feature-Modells nicht in jedem Fall
angebracht.
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• Keine flachen Feature-Hierarchien
Es sollen möglichst keine flachen Feature-Hierarchien entstehen, z. B. in dem
alle Features direkt dem Root-Feature untergeordnet werden. Stattdessen
soll der Feature-Baum möglichst viele Ebenen besitzen. Dies erhöht die Über-
sichtlichkeit und Verständlichkeit des Feature-Modells für den Nutzer. Zu-
sammenhängende Teile sind dabei in Teilbäume zusammengefasst. Kind-
Features von nicht ausgewählten Eltern-Features müssen vom Nutzer nicht
beachtet werden, sodass sich die für den Nutzer zu betrachtende Feature-
Menge reduziert.
• Minimierte Anzahl an Feature-Constraints
Da die in einem Feature-Baum beschriebenen Zusammenhänge für den Nut-
zer leichter verständlich sind als komplexe Feature-Constraints, soll die Zahl
der Feature-Constraints minimiert werden. Da wegen der Anforderung Ex-
akte Abdeckung trotzdem alle Zusammenhänge im Feature-Modell enthalten
sein müssen, bedeutet das gleichzeitig, dass so viele Zusammenhänge wie
möglich im Feature-Baum enthalten sein sollten.
In dieser Arbeit sind damit keine Feature-Modelle erwünscht, in der sich alle
Features auf einer Ebene befinden und die durch die fehlende Hierarchie nicht
enthaltenen Zusammenhänge durch viele Feature-Constraints ausdrücken.
2.4. Lösungskonzept
Wie die vorhandenen Arbeiten gezeigt haben, werden die in Abschnitt 2.1 vorge-
stellten Schritte der Domänenentwicklung auch beim Refactoring von Produkten
zu Produktlinien und damit zur Migration verwendet:
In der Domänenanalyse werden in den vorhandenen Produkten Features auf-
grund von Gemeinsamkeiten und Unterschieden identifiziert und die Zusammen-
hänge in einem Feature-Modell beschrieben, und in der Domänenentwicklung
werden die vorhandene Produkte entsprechend der Features umgebaut. Es liegt
nahe, diese Schritte auch für die vollständige automatische Migration in dieser
Arbeit zu verwenden. Dabei entsteht folgende Schrittfolge:
Domänenanalyse
I. Identifikation der Produktvarianten (Domain-Scoping)
In diesem Schritt ist es die Aufgabe, aus einem Pool von Produkten diejeni-
gen Gruppen von Produktvarianten zu finden, die später eine Produktlinie
bilden sollen. Die Anforderung Trennung in Gruppen von Varianten macht die-
sen Schritt notwendig. Als Basis dient die strukturelle Ähnlichkeit zwischen
den Produkten basierend auf Gemeinsamkeiten und Unterschieden.
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Für jede der identifizierten Variantengruppen wird in den folgenden Schritten
(II bis VI) eine eigene Produktlinie erzeugt.
II. Identifikation der Features
Innerhalb der Produktvarianten sollen Features gefunden werden, welche
die vorkommenden Variationspunkte beschreiben. Die jeweiligen Gemein-
samkeiten und Unterschiede zwischen den Varianten dienen als Quelle für
die Feature-Identifikation. Damit wird die Erfüllung der Anforderung Vari-
anten und Features sind orthogonal zueinander ermöglicht. Zusätzlich muss in
diesem Schritt die Anforderung Minimierte Feature-Anzahl beachtet werden.
III. Identifikation der Feature-Abhängigkeiten
Durch eine Abhängigkeitsanalyse werden die Zusammenhänge zwischen
den Features in Form von Feature-Relationen ermittelt. Diese dienen als Ba-
sis für die Erstellung des Feature-Modells.
IV. Aufstellung des Feature-Modells
Anhand der gefundenen Zusammenhänge lassen sich Feature-Diagramme
und zusätzliche Feature-Constraints erzeugen. Dabei sind die Anforderun-
gen Keine flachen Feature-Hierarchien, Minimierte Anzahl an Feature-Constraints
und Exakte Abdeckung zu beachten.
Domänenentwurf und -implementierung
Für die Migration bilden die folgenden Schritte das Refactoring der existierenden
Varianten:
V. Erstellung des Modell-Templates
Aus den Gemeinsamkeiten und Unterschieden zwischen den Varianten, die
bei der Identifikation der Features ermittelt werden, kann für jede Produktli-
nie ein Modell-Template abgeleitet werden. Dadurch wird die Erfüllung der
Anforderung Minimierte Größe des Modell-Templates ermöglicht.
VI. Erstellung des Feature-Mappings
Da die Modell-Templates auf der Feature-Identifikation basieren, lässt sich
daraus die Abbildung zwischen den Features und den Bestandteilen des
Modell-Templates ermitteln.
Erstellung einer Multiproduktlinie
Der folgende Schritt dient zur anschließenden Verkettung der einzelnen pro Vari-
antengruppe generierten Produktlinien:
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VII. Erstellung der Multiproduktlinie
Die erzeugten Produktlinien werden gemäß ihrer Abhängigkeiten unterein-
ander gekoppelt. Dies erlaubt eine rekursive Generierung der Modelle und
deren Teilmodelle.
Die Abhängigkeiten zwischen den Schritten werden in Abb. 2.2 gezeigt. Sind
die Varianten und die Features identifiziert, können Feature-Modell und Modell-
Template unabhängig voneinander generiert werden. Beide werden durch das
Feature-Mapping zusammengefasst. Die Erstellung der Multiproduktlinie aus den






























Erzeugung einer Produktlinie pro Gruppe von Modellvarianten
Abbildung 2.2.: Abhängigkeiten zwischen den Migrationsschritten
Die weiteren Teile der Arbeit sind wie folgt gegliedert:
• In Kapitel 3 werden die Standards für funktionsblockorientierte Modelle
analysiert und daraus ein Metamodell abgeleitet, welches in dieser Arbeit
benutzt wird.
• In Kapitel 4 werden die Schritte Identifikation der Produktvarianten (I.), Identifi-
kation der Features (II.) und Erstellung des Modell-Templates (V.) behandelt. Zur
Umsetzung dienen Model-Matching- und Cluster-Algorithmen.
• In Kapitel 5 werden die Schritte Identifikation der Feature-Abhängigkeiten (III.),
Aufstellung des Feature-Modells (IV.), Erstellung des Feature-Mappings (VI.) und
Erstellung der Multiproduktlinie (VII.) umgesetzt. Hierzu wird die Formale
Begriffsanalyse angewendet.




Das Anwendungsgebiet dieser Arbeit sind funktionsblockorientierte Modelle. Die-
se kommen in verschiedenen Domänen vor und sind daher in verschiedenen Stan-
dards und Spezifikationen beschrieben. Dadurch gibt es in der Ausdrucksfähigkeit
und in der verwendeten Begriffswelt Unterschiede. Um für diese Arbeit eine all-
gemeine Beschreibungsform für funktionsblockorientierte Modelle zu definieren,
werden in diesem Kapitel die wichtigsten Standards und Spezifikationen analy-
siert und daraus ein Metamodell abgeleitet. Für die in dieser Arbeit als Beispieldo-
mäne verwendeten Simulink-Modelle wird eine Abbildung auf dieses Metamodell
vorgestellt.
3.1. Standards und Spezifikationen
Nach IEC 61131-3 [64] und IEC 61499-1 [65] ist ein Funktionsbaustein (engl. func-
tion block) eine Datenstruktur, bestehend aus Eingangs-, Ausgangs- und internen
Variablen, und Operationen (Algorithmen), welche diese Variablen manipulieren.
Die Operationen können je nach Anwendungsgebiet einfache Rechenoperationen
oder komplexe Algorithmen sein. Für die Konfiguration der Algorithmen werden
Parameter verwendet.
Bei den meisten Funktionsblockkonzepten wird zur besseren Wiederverwen-
dung zwischen dem Typ und der Instanz von Funktionsbausteinen bzw. Funktions-
blöcken unterschieden. Der Typ wird beispielsweise in einer Bibliothek hinterlegt
und kann mehrfach instanziiert werden. Jede Instanz kann dabei über einen ei-
genen Bezeichner identifiziert werden. In der objektorientierten Programmierung
entspricht der Typ einer Klasse und die Instanzen den Objekten dieser Klasse. Es
existiert jedoch keine Vererbungshierarchie zwischen den Typen.
In der Anwendung können die Funktionsblöcke als graphische Black-Box re-
präsentiert werden, wobei nur die Schnittstelle, bestehend aus den Ein- und Aus-
gängen, und die Parameter sichtbar sind. Zur Kommunikation der Bausteine un-
tereinander können die Schnittstellen durch gerichtete Verbindungen verknüpft
werden. Das entstehende Netzwerk kann als neuer Funktionsblocktyp (Subsystem)
gekapselt werden und wiederum mehrfach instanziiert werden. Dabei entsteht
eine Hierarchie von Funktionsblockinstanzen.
Ein Beispiel dieser Hierarchie in einer Simulink-typischen Darstellung wird in

























Abbildung 3.1.: Beispiel eines hierarchischen funktionsblockorientierten Modells
PID-Regler enthält folgende in Funktionsblöcken gekapselte Operationen: Addi-
tion (Funktionsblock Summe in der Abbildung), Subtraktion (Differenz), diskretes
Filter (PI-Regler und D-Regler) sowie Begrenzung (0 bis 60 kW). Über Ports
wird die Schnittstelle nach außen definiert (Führungsgröße und Regelgröße als
Eingang und Stellgröße als Ausgang). Dieses gekapselte Subsystem wird in Ab-
bildung 3.1b zur Modellierung eines Regelkreises instanziiert und mit weiteren
Funktionsblöcken verbunden. Der Funktionsblock Regelstrecke ist ebenfalls ei-
ne Instanz eines Subsystems. Als Führungsgröße für den Regelkreis wird ein
Sprungsignal verwendet.
Je nach Anwendungsgebiet, z. B. Prozessautomation, Automotive und Gebäude-
automation, gibt es unterschiedliche Funktionsblockkonzepte, die unterschiedli-
che Begriffe verwenden. Die dahinterstehenden Konzepte sind jedoch gleich oder
ähnlich. Eine Gegenüberstellung der verwendeten Begriffe für die einzelnen Funk-
tionsblock-Metamodelle ist in Tabelle 3.1 dargestellt. Die Begriffe innerhalb einer
Zeile sind jeweils äquivalent. Die einzelnen Funktionsblockkonzepte werden im
Folgenden näher analysiert.
Die Norm IEC 61131-3 [64] definiert unter anderem die graphische Funktionsbau-
steinsprache (FBS, engl. function block diagram) zur Programmierung von speicher-
programmierbaren Steuerungen (SPS). Die Basiselemente sind sogenannte Funktionen,
wie Binärverknüpfungen, grundlegende numerische Operationen und hardware-
nahe Elemente wie Zähler und Speicher. Diese werden instanziiert, untereinander
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verknüpft und bilden, zusammen mit Ein- und Ausgangsvariablen, einen Funkti-
onsbausteintyp. Dieser kann wiederum mit weiteren Funktionen in anderen Funkti-
onsbausteinen instanziiert werden. Am Ende entsteht ein ausführbares Programm,
bestehend aus einer Hierarchie von Funktionsbausteinen, welches von einer SPS
abgearbeitet werden kann.
Das Funktionsbausteinkonzept der IEC 61499-1 [65] ist in einer höheren Ab-
straktionsstufe als das der IEC 61131-3 angesiedelt. Das Basiselement repräsen-
tiert nicht mehr eine einzelne mathematische Operation, sondern verbirgt komple-
xe Algorithmen, die von einer Ausführungssteuerung kontrolliert werden. In der
Schnittstelle wird zwischen Ein- und Ausgängen für Daten (der Algorithmen) und
für Ereignisse (der Ausführungsumgebung) unterschieden. Innerhalb des Funk-
tionsbausteins werden die Ein- und Ausgänge durch Ein- und Ausgangsvariablen
repräsentiert. Das atomare Basiselement ist hier der sogenannte Basisfunktionsbau-
steintyp. Die Hierarchie lässt sich durch zusammengesetzte Funktionsbausteintypen
und deren Instanzen aufbauen. Die Bestandteile dessen (Basisfunktionsbausteine
und weitere zusammengesetzte Funktionsbausteine) werden unter dem Oberbe-
griff Teilfunktionsbaustein zusammengefasst. Zur Konfiguration der Funktionsbau-
steine werden Parameter eingesetzt, die bei der Erstellung des Modells festgelegt
werden und bei Ausführung nur noch gelesen werden können. Attribute dienen
zur Beschreibung der Funktionsbausteine und enthalten den Namen, die Version
oder eine Kurzbeschreibung. Ebenso können Attribute Eigenschaften für eine gra-
phische Repräsentation, wie Position, Farbe und Größe festlegen. Aus Funktions-
bausteinen entsteht eine Anwendung, die, in Unteranwendungen gegliedert, verteilt
ausgeführt werden kann. Ein Beispielentwurf nach IEC 61499-1 wurde bereits in
der Einleitung in Abbildung 1.2 dargestellt.
Die Norm IEC 61804-2 [66] verwendet eine vereinfachte Form des Funktionsbau-
steinkonzepts der IEC 61499-1 als Grundlage für die Electronic Device Description
Language (EDDL). Diese dient der Beschreibung der Konfigurierbarkeit von Ge-
räten und deren Funktionalität. Die Ausführungskontrolle und die zugehörigen
Ereignisein- und -ausgänge werden nicht zur Beschreibung benötigt und sind des-
halb nicht Teil dieses Funktionsbausteinkonzepts.
In der Domäne der Gebäudeautomation sind ebenfalls Funktionsblockkonzepte
zu finden: In der VDI 3813 [157, 158] wird mithilfe von Funktionsblöcken eine
funktionale Beschreibung eines Raumautomationssystems modelliert. Die Grundlage
bilden Raumautomationsfunktionen (RA-Funktionen) mit Ein- und Ausgangsgrößen
und Parametern. Die typischen Funktionen der Raumautomation sind im Blatt 2
der VDI 3813 [158] definiert und bilden damit einen Satz von vordefinierten Ty-
pen. Instanziiert und verbunden beschreiben sie ein Raumautomationssystem. Teil-
systeme können zur Wiederverwendung in Raumautomationsmakrofunktionen (RA-
Makrofunktionen) gekapselt und mehrmals instanziiert werden. Bei den verwen-
deten Begriffen wird nicht zwischen Typ und Instanz getrennt. Typ und Instanz











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































onsblockorientierten Entwürfen nach VDI 3813 aus Anforderungen ist in [122] zu
finden.
Neben der technologieunabhängigen Sicht wird auch bei konkreten Technolo-
gien eine Funktionsblocksicht verwendet. So definiert die LonMark in ihren In-
teroperabilitätsrichtlinien [88] für die LON-Plattform [121] eine Kapselung von
Funktionen in Funktionsblöcke. Die grundlegenden Typen bilden die sogenannten
Funktionsprofile. Diese sind Vorlagen für die spätere Implementierung, welche nur
die Schnittstellen und die grundlegende Semantik beschreiben. Die Schnittstelle
besteht aus Netzwerkvariablen für die Ein- und Ausgabe und Konfigurationsparame-
tern. Für die typischen Funktionen in der Gebäudeautomation hat die LonMark in
[89] entsprechende Funktionsprofile standardisiert. Die Hersteller implementieren
diese Funktionsprofile in Funktionsblöcken, welche in eingebetteten Geräten aus-
geführt werden. Zum Aufbau eines Systems werden die Funktionsblöcke aus den
Gerätebeschreibungen instanziiert. Die Wiederverwendung erfolgt daher in zwei
Stufen: 1) mit der Implementierung eines Funktionsprofils als Funktionsblock eines
Gerätetyps und 2) mit der Instanziierung eines Funktionsblocks eines Gerätetyps
als Funktionsblock einer konkreten Geräteinstanz. In der objektorientierten Pro-
grammierung entspricht dies der Definition eines Interfaces, dessen Implementie-
rung in einer Klasse und deren Instanziierung als Objekt. Die instanziierten Funk-
tionsblöcke werden über ihre Schnittstellen verbunden und bilden ein Raumauto-
mationssystem. Zur Modularisierung des Systems wird in der Netzwerkmanage-
mentplattform LNS (heute OpenLNS) [40] eine beliebig tiefe Verschachtelung der
Systeme in Subsysteme angeboten. Diese Subsysteme können jedoch nicht mehr-
mals instanziiert werden. Sie dienen rein zur Gliederung des Systems.
Matlab/Simulink [149] benutzt eine graphische Modellierungssprache, die auf
einer ähnlichen Abstraktionsstufe arbeitet, wie die Funktionsbausteinsprache der
IEC 61131-3. Grundlage sind Blöcke, die mathematische Grundfunktionen umset-
zen. Über Ein- und Ausgangsports werden diese zu Netzwerken verbunden. Ein
Netzwerk kann dabei als Subsystem gekapselt werden, welches wieder Ein- und
Ausgänge (Ports) anbietet. Für den internen Zugriff der ein- und ausgehenden
Daten werden spezielle Blöcke verwendet. Diese entsprechen den Ein- und Aus-
gangsvariablen in den oben genannten IEC-Normen. Durch weitere Kapselung in
Subsysteme entsteht eine Hierarchie, welche auf der obersten Ebene durch das Sys-
tem bzw. das Simulink-Modell abgeschlossen wird. Die Separierung zwischen Typ
und Instanz ist jedoch nicht so scharf wie in der IEC 61499-1. Subsysteme werden
nicht explizit als Typ angelegt und instanziiert. Stattdessen werden Subsysteme
direkt im Modell definiert und durch einen Subsystem-Block repräsentiert. Zur
Wiederverwendung werden die Subsystem-Blöcke kopiert oder referenziert. Beim
Kopieren geht die Verbindung zum Original verloren. Eine genauere Analyse des
Funktionsblockkonzepts von Simulink ist in Abschnitt 3.3 zu finden.
Die oben beschriebenen Funktionsbausteinkonzepte werden vor allem in der
Automation verwendet. In anderen Bereichen gibt es jedoch ein ähnliches Kon-
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zept, die sogenannten Komponenten (engl. components). In der Spezifikation von
UML 2.3 [107] sind Komponenten „eine modulare Einheit mit wohldefinierten
Schnittstellen“. Das Schnittstellenkonzept ist jedoch bei Komponenten gegenüber
Funktionsbausteinen anders. Statt Datenein- und -ausgängen werden Ports ange-
boten, wobei jeder Port mehrere Schnittstellen anbieten (provided interface) oder
benötigen (required interface) kann. Dies entspricht in etwa den Datentypen der
Ein- und Ausgänge der Funktionsbausteine. Netzwerke von Komponenten kön-
nen wiederum in übergeordnete Komponenten gekapselt werden und damit Hier-
archien bilden. Komponentenrealisationen sind die Implementierung der von den
Komponenten vorgegebenen Schnittstellen und damit deren Instanziierung. Eine
generelle Äquivalenz zwischen Funktionsbausteinen und UML-Komponenten ist
jedoch aufgrund der großen Beschreibungsmöglichkeiten in UML nicht gegeben.
Mit Einschränkungen ist dies dennoch möglich.
Eine solche eingeschränkte Anwendung des UML-Komponentenkonzeptes ist
in der Automotive-Domäne zu finden. In der Spezifikation von Autosar wird
im Rahmen des Virtual Functional Bus (VFB) [11] ein Komponentenkonzept für
die logische Beschreibung der Kommunikation zwischen Autosar-Komponenten
definiert. Dort ist ein Port nicht durch mehrere Schnittstellen definiert, sondern
nur durch eine: Ein PPort bietet eine Schnittstelle an und ein RPort benötigt eine
Schnittstelle. Je nach Paradigma der Schnittstelle (Publish-Subscribe oder Client-
Server) können die Ports als Ein- oder Ausgänge betrachten werden. Analog zur
IEC 61804-2 [66] gibt es atomare und zusammengesetzte Komponenten und es
wird zwischen Instanz und Typ getrennt, wobei die Instanz Prototype genannt
wird. Parameter, welche die Funktion beeinflussen, werden als spezielle Eingänge
beschrieben. Nur Kommunikationsattribute werden intern gesetzt. Diese dienen
zur Einstellung der Kommunikation zwischen den Funktionsbausteinen.
Wie in Tabelle 3.1 ersichtlich, wird bei allen untersuchten Konzepten die Tren-
nung von Typ und Instanz der Basisblöcke (I und II) verwendet. Zusammenge-
setzte Blöcke zur Erzeugung von Hierarchien gibt es ebenfalls in allen Konzepten,
wobei bei allen bis auf LON-LNS auch zwischen Typ und Instanz unterschieden
wird (III und IV). Eine gemeinsame Abstraktion von Basisblöcken und zusammen-
gesetzten Blöcken (V) gibt es bei den meisten Funktionsblockkonzepten. Ein Funk-
tionsblock hat bei allen untersuchten Konzepten eine äußere Schnittstelle (VI). Ei-
ne innere Schnittstelle der zusammengesetzten Blöcke als Zugangspunkt für die
enthaltenen Funktionsblöcke (VII) gibt es explizit nur bei einigen der Konzepte.
Bei der VDI 3813, bei LON-LNS und bei Autosar VFB sind diese zwar implizit
vorhanden, existieren jedoch nicht als eigenes Konzept. Außer bei der IEC 61131-3
und bei UML-Komponenten können Funktionsblöcke parametriert werden (VIII).
Attribute zur Beschreibung von Eigenschaften als eigenes Konzept existieren nur
in der IEC 61499-1 (IX). Bei allen untersuchten Konzepten existieren gerichtete
Verbindungen zwischen den Aus- und Eingangsschnittstellen (X) und ein Begriff
für das Gesamtsystem (XI).
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3.2. Ein Metamodell für funktionsblockorientierte
Modelle
Im letzten Abschnitt wurde gezeigt, dass das Funktionsbausteinkonzept in ver-
schiedenen Domänen ggf. unter verschiedenen Begriffen vorkommt. Um Modelle
der genannten Domänen für die Migration in eine Produktlinie einheitlich be-
schreiben zu können, ist es notwendig, ein Metamodell zu definieren.
Metamodelle sind Beschreibungen einer (Modellierungs-)sprache in einer ande-
ren (Modellierungs-)sprache [142]. Beispielsweise enthält UML [107] ein Metamo-
dell, welches unter anderem die Sprache der Klassendiagramme beschreibt. Die
dafür verwendete Modellierungssprache ist MOF [105]. In dieser Arbeit ist eine
Modellierungssprache für Funktionsblockmodelle zu definieren.
Neben der Beschreibung der Einzelmodelle sollen auch die Modell-Templates
mit diesem Metamodell beschreibbar sein. Dies bedeutet, dass das Metamodell
nicht alle Einschränkungen, die bei Einzelmodellen gelten, beinhalten darf. Bei-
spielweise ist es bei funktionsblockorientierten Modellen nicht erlaubt, mehrere
Verbindungen an einen datengetriebenen Eingang zu schließen. Im Modell-Tem-
plate, welches die Verbindungen mehrerer Varianten enthält, kann dies jedoch
vorkommen.
Die Abbildung 3.2 zeigt das in der Arbeit verwendete Metamodell für funkti-
onsblockorientierte Entwürfe als Ecore-Modell (die Darstellung entspricht einem
UML-Klassendiagramm). Im Folgenden wird dieses Metamodell als FB-Metamodell
bezeichnet. Es basiert auf den Konzepten von IEC 61499-1 und IEC 61804-2, wobei
die Bezeichnungen teilweise von Matlab/Simulink inspiriert sind. Dabei werden
folgende Klassen verwendet:
• Funktionsblock (FunctionBlock)
Um von der Prozessautomation und der IEC 61499-1 und 61804-2 abzugren-
zen, wird in dieser Arbeit der Begriff Funktionsblock als deutsche Überset-
zung von function block verwendet. FunctionBlock ist die Oberklasse für die
verschiedenen Funktionsblockinstanzen.
• Ein- und Ausgangsports (InputPort/OutputPort)
Die Ein- und Ausgangsports bilden die Schnittstelle der Funktionsblöcke.
Nach welchem Paradigma diese funktionieren, d. h. ob ereignisbasiert, da-
tengetrieben, kontinuierlich oder diskret, ist für diese Arbeit nicht relevant
und wird daher nicht beschrieben. Beide Klassen erben von Port, welcher
einen Port-Namen und einen Port-Typ spezifiziert.
• Verbindung (Connection)
Ausgangsports und Eingangsports können untereinander verbunden wer-
den. Eine Einschränkung der Anzahl der Verbindungen pro Port gibt es
nicht.
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Ein Netzwerk aus Funktionsblöcken und Verbindungen wird in einem wie-
derverwendbaren Subsystem gekapselt. Dessen Schnittstelle wird durch spe-
zielle Schnittstellenblöcke (InterfaceFunctionBlock) definiert.
• System (System)
Ein Subsystem, welches keine Schnittstellen besitzt, kann als vollständiges
System betrachtet werden. Ein System bildet die oberste Ebene der Subsys-
temhierarchie.
• Basisfunktionsblocktyp (BasicFunctionBlockType)
Der Typ eines Funktionsblocks, der nicht mehr zerlegbar ist. Die Implemen-
tierung des enthaltenen Algorithmus wird im Metamodell nicht betrachtet,
da diese für die Migration nicht benötigt wird. Jedoch können diese über
den Typnamen extern verwaltet werden. Für jeden Basisfunktionsblocktyp
sind die Schnittstelle (PortDef) und die Parameter definiert.
• Basisfunktionsblock (BasicFunctionBlock)
Eine Instanz eines Basisfunktionsblocktyps in einem Subsystem mit eigenem
Namen.
• Schnittstellenfunktionsblock (InterfaceFunctionBlock)
Mit den Schnittstellenfunktionsblöcken wird die Schnittstelle eines Subsys-
tems, jeweils getrennt nach Ein- und Ausgängen (InputFunctionBlock und
OutputFunctionBlock), definiert. Sie werden mit den anderen Funktionsblö-
cken des Subsystems verbunden und sind Teil des Subsystems.
• Subsystemfunktionsblock (SubsystemFunctionBlock)
Um ein Subsystem in einem anderen Subsystem zu verwenden, muss eine
Subsysteminstanz erzeugt werden. Diese wird durch einen Subsystemfunk-
tionsblock beschrieben. Die Schnittstelle dieses Funktionsblocks entspricht
der mit Schnittstellenfunktionsblöcken spezifizierten Schnittstelle des zu in-
stanziierenden Subsystems.
• Produktlinienvariantenblock (ProductLineVariantBlock)
Für die Darstellung des Modell-Templates werden spezielle Funktionsblö-
cke benötigt, die Instanzen von Produktlinien repräsentieren. Diese kommen
nicht in Einzelmodellen vor. Per Parameter wird festgelegt, welche Variante
von welcher Produktlinie instanziiert werden soll.
• Parameter (Parameter)
Basisfunktionsblocktypen und Subsysteme können durch Parameter konfi-
guriert werden. Jeder Parameter hat einen Namen und einen Datentyp.
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• Parameterzuweisung (ParameterSetting)
Eine Parameterzuweisung ordnet einem Parameter eines Funktionsblocks
(Instanz) einen Wert zu. Welche Parameter es gibt und welchen Datentyp
diese haben, wird durch den jeweiligen Typ (Basisfunktionsblocktyp, Sub-
system) definiert.
Im FB-Metamodell entstehen dabei Strukturen in zwei Dimensionen:
• Die Subsystemhierarchie in der Vertikalen enthält die Subsysteme und deren
Enthalten-Relation, welche über die Subsystemfunktionsblöcke definiert ist.
Die Hierarchie kann auf einen gerichteten Graphen abgebildet werden, bei
dem die Subsysteme die Knoten und die Enthalten-Relation die gerichteten
Kanten bilden. Da es in der Enthalten-Relation keine Zyklen geben kann, ist
der Graph azyklisch.
• Die Netzwerkstruktur des Subsystems in der Horizontalen wird durch die
enthaltenen Funktionsblöcke und deren Verbindungen gebildet. Sie bilden
eine graphähnliche Struktur mit den Funktionsblöcken als Knoten und den
Verbindungen als gerichtete Kanten. Diese Struktur ist kein Graph, da die
Verbindungen zwischen den Ports und nicht den Funktionsblöcken bestehen.
Werden die Ports ebenfalls als Knoten und die Zuordnung Funktionsblock
zu Port als Kanten beschrieben, so entsteht ein gerichteter Graph.
3.3. Funktionsblockmodelle in MATLAB/Simulink
Als Anwendungsbeispiel dieser Arbeit sollen Modelle von Matlab/Simulink [149]
(im Folgenden kurz als Simulink bezeichnet) verwendet werden. Für Simulink
existieren bereits Ansätze für Produktlinien [112, 128, 163]. Das FB-Metamodell
unterscheidet sich jedoch vom Simulink-Metamodell in einigen Details, sodass ei-
ne Abbildung zur Transformation zwischen beiden definiert werden muss.
3.3.1. Das Simulink-Metamodell
Simulink-Modelle sind auf Dateiebene in Simulink-Modelldateien (mit der En-
dung mdl) organisiert, die jeweils ein System enthalten. Simulink-Modelldateien
sind in zwei Typen unterteilt, die sich im Verhalten, aber nicht in ihrer Struktur
unterscheiden: Modelldateien (Model) enthalten ein ausführbares System, bestehend
aus einer Hierarchie von untergeordneten Systemen, die Subsysteme genannt wer-
den. Sollen Subsysteme in mehreren Modelldateien wiederverwendet werden, so
können diese in Bibliotheksdateien (Library) ausgelagert und von beliebigen Model-
len aus referenziert werden. Eine Bibliotheksdatei enthält ein nicht ausführbares

































Abbildung 3.3.: Metamodell für Simulink-MDL-Dateien
dabei auch für den Aufbau einer Verzeichnisstruktur zur Ordnung der wiederzu-
verwendenden Subsysteme benutzt.
Der Zugriff auf die Modelle erfolgt hauptsächlich über eine Benutzeroberflä-
che. Für den programmtechnischen Zugriff auf die Modelle wird eine Reihe von
Matlab-Funktionen (im Folgenden als Simulink-API bezeichnet) angeboten, die
lesende und schreibende Operationen auf die Simulink-Modelle erlauben. Anhand
der Simulink-Dokumentation [152] und durch eine Analyse der Simulink-API
[151] und des Dateiformats der mdl-Dateien wurde ein Metamodell für Simulink-
Modelle abgeleitet. Ein Ausschnitt daraus ist in Abbildung 3.3 dargestellt. Nicht
enthalten sind die Teile, welche die Voreinstellungen der Parameter jedes Block-
typs spezifizieren, und die jeweiligen Parametersätze zur Konfiguration der Mo-
dellbestandteile.
Den gekürzten Inhalt einer Beispielmodelldatei Modell.mdl und die zugehöri-
ge Darstellung in Simulink ist in Abbildung 3.4 zu finden. Jede Simulink-Datei
(Modell oder Bibliothek) enthält auf der obersten Ebene ein System, welches aus
Blöcken (Block) und Verbindungen (Line) besteht. Das System Modell enthält drei
Blöcke und zwei Verbindungen. Verbindungen können Verzweigungen (Branch)
besitzen, sodass jede Line einer 1:n-Verbindung (n ≥ 1) entspricht. Im Beispiel
trifft dies auf die Verbindung zwischen dem Block Sum und den Blöcken Delta
und Verzögerung des Subsystems Delta zu. Im FB-Metamodell müssen diese
durch n 1:1-Verbindungen ausgedrückt werden. n:1-Verbindungen sind aufgrund
der Datenflusssemantik in Simulink nicht erlaubt.
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(c) Darstellung des Subsystems Delta in
Simulink
Abbildung 3.4.: Struktur und Darstellung von Simulink-Modellen
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Jedes Objekt im Simulink-Metamodell enthält eine Liste von Parameter-Wert-
Paaren, die verschiedene Aspekte beschreiben. Einige wichtige Parameter sind als
Attribute und Assoziationen in Abbildung 3.3 dargestellt. Bei Blöcken werden so
Name, Blocktyp, Informationen zur graphischen Repräsentation (Position, Größe,
Farbe, Textstil usw.) und funktionsspezifische Einstellungen festgelegt. Bei Verbin-
dungen werden die zu verbindenden Blöcke und Ports und die Linienführung
beschrieben. In Abbildung 3.4a wurden die meisten Parameter zur Vereinfachung
weggelassen. Die möglichen Parameter sind von Simulink fest vorgegeben. Nur
bei Modellen und Subsystemen können weitere Parameter vom Nutzer definiert
werden. Aufgrund der erweiterten Verwendung der Simulink-Parameter werden
einige Parameter-Werte-Paare von Simulink-Elementen nicht auf eine Parameter-
zuweisung im FB-Metamodell abgebildet, sondern setzen Attribute und Assozia-
tionen in den Objekten des FB-Metamodells. Der Wertebereich der Parameter be-
nutzt die Typen von Matlab (Integer, Double, Complex, Vector, Matrix, String,
Enumeration, Array und Structure).
Für die Abbildung der Blöcke in Simulink auf die drei Funktionsblockarten im
FB-Metamodell ist der Blocktyp wichtig:
• Blöcke des Typs SubSystem repräsentieren ein instanziiertes Subsystem und
entsprechen dem Subsystemfunktionsblock des FB-Metamodells. Das Sub-
system selbst ist im Block enthalten (siehe Komposition containedSubsystem
in Abbildung 3.3 und Block Delta in Abbildung 3.4a). Im FB-Metamodell
hingegen wird das Subsystem vom Subsystemfunktionsblock nur referen-
ziert.
• Blöcke des Typs Reference repräsentieren eine Referenz auf einen anderen
Block (Relation referencedBlock). Simulink erzeugt jedoch nicht für jeden
Blocktyp Referenzen, sondern nur für Subsysteme und maskierte Blöcke
(Blöcke mit benutzerdefinierter UI). Die Erstellung der Referenzen erfolgt
dabei verborgen für den Nutzer in der Benutzeroberfläche durch Ziehen des
zu referenzierenden Blocks von einer Bibliothek in ein Modell oder in eine
andere Bibliothek. In der Benutzeroberfläche von Simulink wird dabei für
Referenzen der Begriff Link verwendet. Auch in der Simulink-API wird der
Blocktyp Reference verborgen. Nur in den Modelldateien ist dieser expli-
zit angegeben. Im FB-Metamodell entspricht dieser Blocktyp ebenfalls den
Subsystemfunktionsblock.
• Für die Definition der externen Schnittstelle des Subsystems gibt es spezielle
Blocktypen: Inport und Outport definieren die normalen Ein- und Ausgän-
ge eines Subsystems. Im Beispielsystem Delta in Abbildung 3.4c wird der
Eingang Signal und der Ausgang Delta definiert. Zusätzlich gibt es noch
die Blocktypen ActionPort, EnablePort und TriggerPort, welche spezielle
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Eingänge für die Ausführungssteuerung erzeugen. Alle diese Typen werden
im FB-Metamodell auf Schnittstellenfunktionsblöcke abgebildet.
• Alle anderen Blocktypen entsprechen den Basisfunktionsblocktypen des FB-
Metamodells. Beispiele dafür sind Sum für die Summenfunktion, Integrator
für die Integralfunktion und RandomNumber für einen Zufallszahlengenera-
tor. Für die Einbindung benutzerspezifischen Codes werden die generischen
Blocktypen M-S-Function, MATLABFcn (beide Matlab-Code) und S-Function
(C, C++) verwendet. Mit Stateflow [153] kann die innere Funktionalität eines
Blocks mithilfe eines Zustandsautomaten beschrieben werden.
In Simulink existieren Konzepte, die in dieser Arbeit nicht verwendet werden,
die jedoch in späteren Erweiterungen sinnvoll sind:
• Annotationen
Neben Blöcken und Verbindungen kann jedes System bzw. Subsystem soge-
nannte Annotationen besitzen. Diese sind äquivalent zu UML-Notizen und
stellen frei positionierbare Textfelder mit Kommentaren dar. Sie haben keine
Relevanz für die Funktion des Modells und werden in dieser Arbeit nicht
weiter betrachtet, da eine Variation von Kommentaren nicht Teil der Pro-
duktlinie sein soll. Da Annotationen jedoch hilfreiche Informationen für den
Nutzer enthalten können, wäre es sinnvoll, diese in einer späteren Erweite-
rung in die Produktlinie einzubinden.
• Spezifikation der Funktion in anderen Sprachen
Wie bereits oben genannt, kann neben den eingebauten Simulink-Funktionen
auch benutzerspezifische Funktionalität eingebunden werden, die in impera-
tiven Programmiersprachen (Matlab-Code, C/C++ usw.) oder als Zustands-
automaten (Stateflow) spezifiziert werden. Auch dort können Produktlinien
eingesetzt werden. Diese Arbeit befasst sich jedoch nicht mit der Analyse
von Einzelvarianten in anderen Sprachen. Die Simulink-Blöcke zur Einbin-
dung von benutzerspezifischer Funktionalität werden in dieser Arbeit als
Black-Box behandelt.
• Vorhandene Variabilität in Simulink-Modellen
Simulink-Modelle können bereits im eingeschränkten Maße Variabilität aus-
drücken (mehr hierzu in Abschnitt 3.3.2) und können damit eine Form von
Produktlinien darstellen. Inwieweit diese in der Industrie bereits eingesetzt
wird, konnte nicht in Erfahrung gebracht werden. In dieser Arbeit sollen je-
doch Simulink-Modelle mit Variabilität nicht als direkte Eingabe für die Mi-
gration zugelassen werden, da sie der Voraussetzung Varianten sind explizit
widersprechen. Zum einen erhöht sich dadurch die Komplexität: Statt meh-
reren Einzelmodellen müssten mehrere Produktlinien analysiert und vergli-
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chen werden. Und zum anderen ist davon auszugehen, dass eine Modell-
sammlung, die bereits eine Variabilität explizit vorsieht und damit eine Pro-
duktlinie bildet, nicht mehr migriert werden muss. Trotzdem können diese
Modelle indirekt verwendet werden, indem die Variabilität durch Erzeugen
von Einzelvarianten aufgelöst wird. Dies kann jedoch bei einer hohen Zahl
an Variationsmöglichkeiten zu einer nicht mehr handhabbaren Menge an
Einzelmodellen führen.
3.3.2. Variabilität in Simulink-Modellen
Obwohl Simulink-Modelle mit Variabilität nicht als Ausgangspunkt dieser Arbeit
verwendet werden sollen, ist es dennoch sinnvoll zu analysieren, ob die in dieser
Arbeit zu generierenden Produktlinien (mit Feature-Modell und Modell-Template)
mit den Mitteln von Simulink ausgedrückt werden können.
Spätestens in Simulink 3.0 (R11)1 aus dem Jahre 1999 wurden die konfigurier-
baren Subsysteme (engl. configurable subsystems) eingeführt. Diese sind ein spezi-
eller Typ von Subsystemen, dessen Inhalt umgeschaltet werden kann. Die einzel-
nen alternativen Varianten sind in eine Bibliothek ausgelagert und werden vom
konfigurierbaren Subsystem referenziert. Die Schnittstelle des konfigurierbaren
Subsystems ergibt sich dabei aus der Vereinigung der Ports der Varianten. Die
Auswahl der Variante erfolgt in der Benutzerschnittstelle lokal am Block. Für eine
Umschaltung von untereinander abhängigen Varianten im ganzen Modell muss
jedes einzelne konfigurierbare Subsystem aufgesucht und umgeschaltet werden.
Eine Umschaltung per Skript ist zwar möglich, dessen Erstellung und Pflege ist
jedoch aufwendig.
Die konfigurierbaren Subsysteme allein eignen sich nicht zur Darstellung der
Produktlinie, da sie nur Alternativen darstellen können und sich zwischen diesen
Alternativen keine Abhängigkeiten definieren lassen. Es ist zwar möglich, das Er-
gebnis der automatischen Migration, d. h. die geltenden Abhängigkeiten, in ein
Matlab-Skript umzuwandeln, jedoch erschwert dies die Pflege der Produktlinie.
Um das parallele Umschalten der Varianten im Modell zu vereinfachen, wurden
mit der Version R2009b von Simulink die sogenannten Variantenobjekte eingeführt.
Diese dienen als globale Schalter für die Auswahl von alternativen Varianten. Ver-
wendet werden diese von den neu eingeführten Blocktypen Modellreferenz-Variante
und ab Version R2010b Variantensubsystem. In diesen wird jedem der alternativen
Varianten ein Variantenobjekt zugeordnet. Eine Variante wird dann aktiv, wenn de-
ren Variantenobjekt aktiv ist. Variantenobjekte können an verschiedenen Stellen im
Modell verwendet werden, sodass ein Variantenobjekt viele Varianten auf einmal
aktivieren kann. Die Variantenobjekte werden aber nicht direkt vom Nutzer akti-
viert, sondern durch die Auswertung von zugeordneten logischen Bedingungen,
1Für die Simulink-Version 2.x ist keine Dokumentation mehr verfügbar.
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die Parameter enthalten. Diese Parameter werden vom Nutzer gesetzt. Sowohl die
Parameter als auch die Variantenobjekte sind nicht Teil des Simulink-Modells, son-
dern Teil der Matlab-Umgebung. Dies hat den Vorteil, dass mit einem Satz von
Variantenobjekten mehrere Modelle gleichzeitig umgeschaltet werden können. Ein
Nachteil der Unabhängigkeit zum Modell ist, dass die Variantenobjekte nicht in
den Modelldateien gespeichert werden und damit nach einem Neustart von Si-
mulink neu angelegt werden müssen. Ein Ausweg hierfür ist das Anhängen eines
Matlab-Skriptes an das Modell, welches die benötigten Variantenobjekte beim
Laden des Modells neu erzeugt. Dies verkompliziert jedoch die Anwendung. Bei-
spiele für Variantenobjekte und deren Bedingungen sind in Tabelle 3.2 zu finden.
cyl und fuel sind Parameter, die vom Nutzer gesetzt werden können. In diesem
Fall haben diese als (impliziten) Datentyp entsprechende Enumerationen.
Tabelle 3.2.: Beispiele von Variantenobjekten und deren Bedingungen
Variantenobjekt Variantenbedingung
Eng4cGAS cyl == 4 && fuel == Fuel.GAS
Eng6cGAS cyl == 6 && fuel == Fuel.GAS
Eng4cDIESEL cyl == 4 && fuel == Fuel.DIESEL
Eng8pcGAS cyl >= 8 && fuel == Fuel.GAS
EngNonELECTRIC fuel ˜= Fuel.NONE
EngCombustion fuel == Fuel.GAS || fuel == Fuel.DIESEL
Damit wird in Simulink eine Dreiteilung in Variantenparameter, Variantenobjekt
und Variantensubsystem erzeugt. Werden diese Begriffe auf die Begriffswelt der
Softwareproduktlinien abgebildet, sind die Variantenparameter und -objekte der
Problemraum und das Modell mit den Variantensubsystemen der Lösungsraum.
Variantenparameter und Variantenobjekte sind eine Art von Features, wobei die
Zusammenhänge untereinander nicht explizit beschrieben sind. Eine Möglichkeit
diese Zusammenhänge zu extrahieren, wird vom Autor dieser Arbeit in [129] be-
schrieben. Darauf soll hier jedoch nicht eingegangen werden.
Im Prinzip lassen sich Modell-Templates mit Bedingungen für jedes Modell-
element auf die Beschreibungsform der Variantenobjekte übersetzen. Ein Beispiel
eines Modell-Templates ist in Abbildung 3.5 dargestellt. In diesem Modell wird
ein Signal aus Zufallszahlen erzeugt, dieses ggf. verstärkt und der Signalverlauf
im letzten Schritt angezeigt. Der Funktionsblock Gain, der eine Verstärkung um
den Faktor zwei umsetzt, ist optional und wird mit den entsprechenden Verbin-
dungen zu den Nachbarblöcken durch das Feature WithGain aktiviert. Bei Nicht-
aktivierung des Features (not WithGain) wird eine direkte Verbindung zwischen
den Funktionsblöcken Random Number und Scope gezogen.
Für die Transformation in die Darstellung mit Variantenobjekten werden zusam-
































With Gain VO_WithGain WithGain == true
Without Gain VO_WithoutGain WithGain == false
Abbildung 3.6.: Varianz des Beispielsubsystems mit einem Variantensubsystem
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immer gleichzeitig vorkommen, in Subsysteme gekapselt. Danach werden Subsys-
teme, die Alternativen darstellen, in Variantensubsystemen gesammelt und diese
in das Modell eingebaut.
Abbildung 3.6 zeigt das Beispiel aus Abbildung 3.5 in dieser Form. Die Subsys-
teme With Gain und Without Gain kapseln die zwei Alternativen mit und ohne
Funktionsblock Gain und sind im Funktionsblock Variant Subsystem enthalten.
Die nicht verbundenen Ein- und Ausgangsblöcke In und Out definieren die ge-
meinsame Schnittstelle nach außen. Die fehlenden Verbindungen werden von Si-
mulink, je nach aktiviertem Variantenobjekt, automatisch bei der Ausführung des
Modells ergänzt. Die Konfiguration des Variantensubsystems ist ebenfalls in Abbil-
dung 3.6 dargestellt. Für die beiden Varianten werden die zwei Variantenobjekte
VO_WithGain und VO_WithoutGain erstellt und über deren Bedingungen an den
booleschen Variantenparameter WithGain gebunden. Dieser Parameter entspricht
dem gleichnamigen Feature WithGain aus Abbildung 3.5.
Durch die zweifache Kapselung pro Variationspunkt entstehen stark verschach-
telte Modelle, die schwer zu überblicken und schwer zu pflegen sind. Eine einzel-
ne Modellvariante wird nicht wie bei Produktlinien generiert, sondern aktiviert.
Sie enthält weiterhin die Teile aller anderen Varianten.
Die Zusammenhänge zwischen den Features bzw. Variantenparametern lassen
sich mit den Mitteln von Simulink nicht darstellen. Hierzu ist eine zusätzliche
Abstraktionsschicht notwendig, die auf Simulink aufsetzt und als Schnittstelle
zum Nutzer dient. Eine Darstellung der generierten Produktlinien mit Simulink-
Mitteln ist daher nur bedingt möglich und wird in dieser Arbeit nicht favorisiert.
Stattdessen wird ein Ansatz gewählt, bei dem die generierten Produktlinien in der
Darstellung des FB-Metamodells verbleiben und nur bei Generierung der Varian-
ten konkrete Simulink-Modelle erzeugt werden.
3.4. Eine Regelkreisbibliothek als Beispielmodell
Der automatisierte Migrationsprozess soll in dieser Arbeit an Beispielen gezeigt
werden. Hierzu wurde eine Modellsammlung gewählt, die im Rahmen der Beleg-
arbeit von Hensel [62] entstand. Bei den Modellen handelt es sich um Modelle
von Regelkreisen, die für den Test verschiedener Regelstrategien benötigt wur-
den. Die Modellsammlung besteht aus 64 Modelldateien, wobei jede Datei eine
Variante eines Regelkreises enthält. Zwei Varianten sind in den Abbildungen 3.7
und 3.8 dargestellt. Eine der Varianten (Abbildung 3.7) verwendet einen Dahlin-
Regler und ein nichtlineares Modell. Zusätzlich wird eine Störung simuliert. Die
andere Variante (Abbildung 3.8) verwendet hingegen einen PID-Regler und ein
lineares Modell. Bei beiden Varianten werden zusätzlich bestimmte Kennwerte er-
mittelt, unter anderem Ausregelzeiten und Sollwertabweichungen. Das Subsystem
des PID-Reglers wurde bereits in Abbildung 3.1a auf Seite 26 dargestellt.
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Die Einzelvarianten wurden durch Kopieren und Anpassen erstellt. Gleiche Mo-
dellteile sind nicht in Bibliotheken ausgelagert und referenziert, sodass keine ex-
plizite Relation zwischen den Modellen besteht.
Sum1




























































Abbildung 3.8.: Simulink-Modell des Regelkreises in der Variante PID-Regler/Li-
neares Modell
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Erstellung der Modell-Templates
Dieses Kapitel behandelt die automatische Erzeugung des Lösungsraumes und
setzt damit die in Kapitel 2 definierten Migrationsschritte Identifikation der Produkt-
varianten (I.), Identifikation der Features (II.) und Erstellung des Modell-Templates (V.)
um. Teile dieses Kapitels wurden vom Autor dieser Arbeit in [125, 126] veröffent-
licht.
4.1. Ausgangspunkt und Lösungsidee
Der Ausgangspunkt für die Identifikation von Varianten ist ein Satz von existie-
renden Subsystemen gemäß dem in Kapitel 3 beschriebenen FB-Metamodell. Diese
Subsysteme bestehen in der Regel aus weniger als 50 Funktionsblöcken. Größere
Subsysteme sind in der Praxis nicht üblich, da sie unübersichtlich und schwer zu
pflegen sind. Subsysteme mit tausenden Funktionsblöcken werden daher in dieser Arbeit
nicht unterstützt.
Komplexere Modelle bestehen daher immer aus einer Vielzahl von hierarchisch
gegliederten Subsystemen. Die Komplexität der Modelle liegt eher in der Hierar-
chie der Subsysteme als in den Subsystemen selbst. Da beim manuellen Entwi-
ckeln von Modellvarianten Subsysteme oft kopiert werden, können die Modell-
sammlungen viele identische Kopien enthalten.
Subsysteme werden nicht aufgelöst und neu gruppiert. Es ist nicht das Ziel dieser Ar-
beit, wie in [35], eine neue Subsystem-Struktur basierend auf Modellklonen zu er-
stellen. Auch beim Vergleich wird die Subsystem-Hierarchie beachtet: Unterschei-
den sich zwei Subsysteme nur in der Kapselung ihres Inhalts in untergeordnete
Subsysteme, so werden diese, obwohl sie nach Auflösung der untergeordneten
Subsysteme identisch sind, nicht als gleich behandelt. Je nach Anteil der gekapsel-
ten Teile des Subsystems werden diese als ähnlich oder unähnlich betrachtet.
Für die Analyse der Modelle wird in dieser Arbeit nur die Struktur betrachtet.
Die im FB-Metamodell enthaltenen Strukturen der Subsystemhierarchie und die
Netzwerkstruktur wurden in Abschnitt 3.2 definiert.
Die Semantik der Modelle, d. h. die in der Regel mathematischen Funktionen der
Funktionsblöcke und die damit erzeugte Funktion des Netzwerks, wird in dieser
Arbeit nicht betrachtet. Eine gleiche Funktionalität, d. h. die mathematische Identität,
der Subsysteme lässt sich zwar bei einfachen Funktionen prüfen. Ob es jedoch für
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jedes Modell möglich ist, ist nicht sofort ersichtlich. Außerdem ist es schwierig,
ein geeignetes Ähnlichkeitsmaß für mathematische Funktionen zu definieren. In
dieser Arbeit soll daher die Semantik der Modelle nicht beachtet werden.
Als Varianten kommen Subsysteme jeder Ebene der Subsystem-Hierarchie in
Frage, da die Produktlinien ebenfalls auf Subsystem-Ebene erzeugt werden sol-
len. Dies hat den Vorteil, dass auch in tieferen Ebenen identische oder ähnliche
Produktlinien erkannt werden können und damit auch dort Wiederverwendung
stattfindet. Eine Alternative wäre, die Systeme mit ihren Subsystemen als Bäume
zu vergleichen, was jedoch nur Varianten auf der System-Ebene erkennt und Klo-
ne von Subsystemen in tieferen Ebenen beibehält.
Für die Identifikation der Produktvarianten wird in dieser Arbeit eine Cluster-
analyse eingesetzt. Jeder Cluster fasst dabei Produktvarianten, d. h. Varianten von
Subsystemen zusammen. Als Ähnlichkeitsmaß für das Clustering soll die struktu-
relle Ähnlichkeit zwischen Subsystemen dienen. Zur Ermittlung der Ähnlichkeit
muss jedes Subsystempaar untereinander verglichen werden. Aus den dabei ge-
fundenen Gemeinsamkeiten und Unterschieden lassen sich die Modell-Templates
direkt ableiten.
4.2. Clusteranalyse
Wenn aus einem Pool von funktionsblockorientierten Modellen ähnliche Modelle,
d. h. die potentiellen Varianten, gefunden werden sollen, bietet sich die Clusterana-
lyse an. Mithilfe der Clusteranalyse können in einer Menge von Objekten, in dieser
Arbeit sind dies die einzelnen Subsysteme, homogene Gruppen, auch Cluster oder
Klassen genannt, identifiziert werden. Innerhalb der Cluster sollen Objekte mög-
lichst ähnlich (homogen) und Objekte verschiedener Cluster sollen hingegen mög-
lichst unähnlich (heterogen) sein [12]. Die Ähnlichkeit zwischen zwei Objekten
wird dabei durch ein Ähnlichkeits- bzw. Distanzmaß bestimmt, welches je nach
Anwendungsfall definiert werden kann.
Es gibt zwei grundsätzliche Eingabeformen für Clustering-Methoden, die von
der Repräsentation der Objekte abhängen.
In der ersten wird jedem Objekt ein Vektor in einem mehrdimensionalen Vek-
torraum zugeordnet. Eine Eingabe ist also eine Menge von Vektoren. Die Distanz
zwischen zwei Objekten lässt sich dann beispielsweise schnell als Euklidischer Ab-
stand der Vektoren berechnen. Außerdem können bei den Berechnungen Vektoren
verwendet werden, die nicht zu einem Objekt gehören, sondern Punkte zwischen
diesen darstellen. Dadurch lassen sich beispielsweise Schwerpunkte darstellen, die
für einige Cluster-Ansätze benötigt werden.
Lässt sich das Objekt nicht als Vektor darstellen, kann als Eingabe nur eine
Ähnlichkeitsmatrix verwendet werden. Diese enthält die Ähnlichkeiten von Ob-
jektpaaren, die je nach Anwendungsfall durch komplexe Berechnungen und Ver-
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gleiche bestimmt werden müssen. Im Gegensatz zu Vektoren lassen sich aber kei-
ne Punkte zwischen den Objekten darstellen, sodass viele vektorbasierte Cluster-
Algorithmen nicht verwendet werden können. Jedoch lassen sich alle Cluster-
Algorithmen, die mit einer Ähnlichkeitsmatrix arbeiten, auch mit Vektoreingaben
verwenden, da die Ähnlichkeitsmatrix direkt über den Euklidischen Abstand der
Vektoren berechnet werden kann.
Da in dieser Arbeit Subsysteme, d. h. graphähnliche Strukturen, geclustert wer-
den sollen, stellt sich die Frage, ob diese als Vektoren dargestellt werden können,
deren Abstand mit der Ähnlichkeit korreliert. In [3] wird zusammenfassend aufge-
zeigt, wie Inhalt und Struktur von XML-Daten als Vektoren für die Clusteranalyse
dargestellt werden können. Folgende Informationen werden in jener Arbeit heran-
gezogen: a) die Häufigkeit von enthaltenen Wörtern, b) die Häufigkeit von XML-
Pfaden der existierenden Elemente und Attribute und c) die Häufigkeit bestimm-
ter Wörter in bestimmten Elementen als Matrix. Für die funktionsblockorientier-
ten Modelle in dieser Arbeit müssen ungleich mehr Informationen kodiert wer-
den. Besonders für die Darstellung der Verbindungsstruktur lässt sich vermutlich
keine praktikable Vektordarstellung finden, deren Abstand mit der Ähnlichkeit
korreliert. Daher muss in dieser Arbeit auf vektorbasierte Cluster-Algorithmen
verzichtet werden und es stellt sich die Frage, welche Algorithmen für diese Ar-
beit geeignet sind.
In [12] werden Clusteranalyseverfahren in unvollständige, deterministische und
probabilistische Verfahren (Fuzzy-Verfahren) unterteilt. Unvollständige und proba-
bilistische Verfahren sind zum Finden von Varianten nur bedingt geeignet, da sie
entweder keine Cluster bilden oder die Clusterzuordnung mit einer bestimmten
Wahrscheinlichkeit versehen ist. Nur die deterministischen Verfahren erzeugen ei-
ne eindeutige Clusterzuordnung und werden daher in dieser Arbeit bevorzugt.
Innerhalb der deterministischen Verfahren wird zwischen hierarchischen und par-
titionierenden Verfahren unterschieden, auf die im Folgenden eingegangen wird.
Zusätzlich betrachtet werden noch eine spezielle Form der partitionierenden Ver-
fahren, die dichtebasierten Verfahren, und die inkrementellen Verfahren.
4.2.1. Hierarchische Verfahren
Bei den hierarchischen Verfahren entsteht eine Cluster-Hierarchie, die durch Zu-
sammenfassen (agglomerativ) oder Teilen (divisiv) von Clustern auf verschiedenen
Stufen gebildet wird. So wird beim hierarchisch-agglomerativen Clustering am An-
fang für jedes einzelne Objekt ein Cluster erzeugt. In jedem Schritt werden dann
die zwei Cluster zusammengefasst, welche die kürzeste Distanz untereinander be-
sitzen. Die Anzahl der Cluster verringert sich damit in jedem Schritt um eins,
sodass am Ende ein Cluster mit allen Objekten entsteht. Beim hierarchisch-divisiven
Clustering wird hingegen mit einem Cluster mit allen Objekten begonnen und
dann in jedem Schritt ein Cluster geteilt.
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Wie oben beschrieben, wird beim Zusammenfassen von Clustern deren Distan-
zen untereinander benötigt. Da die Distanz zunächst nur zwischen den einzelnen
Objekten definiert ist (aus der Ähnlichkeitsmatrix bzw. aus dem Abstand der Vek-
toren), muss die Distanz zwischen Clustern daraus abgeleitet werden. Dabei wer-
den in der Literatur unter anderem folgende Methoden genannt: Bei Single-Linkage
wird der kleinste Abstand zwischen den Objekten zweier Cluster als Clusterdi-
stanz festgelegt, bei Complete-Linkage der größte Abstand und bei Average-Linkage
der durchschnittliche Abstand. Complete-Linkage führt dabei zu kompakteren
und Single-Linkage zu verteilteren Clustern. Average-Linkage geht dabei einen
Mittelweg. Die Objekte in Clustern, die mit Complete-Linkage zusammengefasst
werden, sind alle untereinander sehr ähnlich, da durch den größten Abstand im-
mer alle enthaltenen Objekte die Distanz beeinflussen. Bei Single-Linkage hinge-
gen genügt bereits ein ähnliches Objektpaar zwischen den Clustern, um diese
zusammenzufassen. Dabei kann es zur sogenannten Kettenbildung (engl. chaining
phenomenon) kommen: Innerhalb eines Clusters sind die Abstände der am wei-
testen entfernten Objekte sehr groß, zwischen den Objekten jedoch klein. Dies hat
im Falle der Variantensuche einen großen Vorteil: Entstehen die Varianten durch
schrittweises Hinzufügen von Elementen in einzelne Varianten, so sind die Un-
terschiede und damit die Distanz zwischen den von einem Schritt zum anderen
entstehenden Varianten klein, jedoch von der ersten zur letzten Variante relativ
groß. Das Single-Linkage-Clustering ist daher unter den hierarchischen Verfahren
für diese Arbeit am besten geeignet.
Das Ergebnis des hierarchischen Clusterings ist ein Dendrogramm, eine baumför-
mige graphische Darstellung, welche die beiden Extreme ein Cluster mit allen Objek-
ten und ein Cluster pro Objekt enthält. Für die weitere Verarbeitung sind jedoch kon-
krete Cluster notwendig. Diese befinden sich in den mittleren Ebenen des Dendro-
gramms und können beispielsweise durch einen Schwellwert der Clusterdistanz
gewonnen werden. Dadurch zerfällt die Hierarchie in disjunkte Teilbäume, die je-
weils einzelne Cluster repräsentieren. Die Clusterzerlegung ist dann bezüglich der
Definition der Clusterdistanz optimal. Jedoch ist es schwierig, den Schwellwert all-
gemein festzulegen. Alternativ kann auch ein Schwellwert ermittelt werden, der
eine bestimmte Clusterzahl entstehen lässt. Jedoch ist es auch hier schwierig, einen
allgemeinen Wert zu bestimmen.
4.2.2. Partitionierende Verfahren
Bei den partitionierenden Verfahren entsteht keine Hierarchie von Clustern, son-
dern eine flache Clustermenge. Bei vielen Algorithmen dieser Art muss die An-
zahl der Cluster vorher bekannt sein. Ein einfacher Ansatz ist das Seed-oriented
Clustering, bei dem für jeden zukünftigen Cluster ein Saatobjekt festgelegt wird.
Jedes der weiteren Objekte wird dann dem zu ihm ähnlichsten Saatobjekt zugeord-
net. Das Ergebnis hängt dabei stark von den gewählten Saatobjekten ab. Iterative
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Verfahren versuchen dies durch Optimierung zu verbessern. Einer der bekanntes-
ten iterativen Algorithmen ist k-means [92]. Bei diesem Algorithmus werden die
k Cluster durch k Schwerpunkte definiert. Als Schwerpunkt eines Clusters ist der
Mittelwert der enthaltenen Objekte definiert. Das Optimierungsziel ist, die Schwer-
punkte so zu positionieren, dass die Objekte in einem Cluster möglichst nah am
Schwerpunkt liegen. Die Berechnung eines Mittelwerts setzt jedoch die Vektordar-
stellung voraus, sodass dieses Verfahren in dieser Arbeit nicht geeignet ist. Eine
Alternative hierfür ist k-medoids [75]. Statt eines Schwerpunkts wird ein Objekt
selbst als Zentrum eines Clusters verwendet, sodass eine Ähnlichkeitsmatrix ver-
wendet werden kann. Durch Wechseln dieser Objekte, Medoiden genannt, wird die
Clusterzuordnung analog zu k-means iterativ verbessert. Auch hier ist die Wahl
der Anzahl und Position der Startobjekte ein Problem. Die Verfahrensweise bei
unbekannter Clusteranzahl ist eines der größten Probleme beim Clustern, was zu
vielen Heuristiken und domänenspezifischen Lösungen geführt hat [68].
Bei unbekannter Anzahl von Clustern gibt es einige Ansätze zur Bestimmung
der Anzahl. In [25] werden beispielsweise eine Art von künstlichen neuronalen
Netzen, die sogenannten selbstorganisierenden Karten (engl. self-organizing maps),
verwendet, um Clusteranzahl und -ausdehnung zu lernen. Auch hier wird eine
Vektordarstellung der Objekte benötigt.
In [19] werden Dokumente anhand der enthaltenen Wörter saatorientiert geclus-
tert. Dabei wird das Ähnlichkeitsmaß so definiert, dass die Anzahl der Cluster
direkt aus der Ähnlichkeitsmatrix abgelesen werden kann. Außerdem lassen sich
auch die Saatobjekte ermitteln. Diese Form ist aber spezifisch für das verwendete
Problem und lässt sich nicht übertragen.
4.2.3. Dichtebasierte Verfahren
Eine spezielle Form der partitionierenden Verfahren sind die dichtebasierten Clus-
terverfahren. Dabei wird nicht von Clusterzentren ausgegangen, die in der Regel zu
kreisförmigen Clustern führen, sondern von Gebieten dicht zusammenliegender
Objekte, die von weniger bis gar nicht besetzten Gebieten umgeben sind.
Ein bekannter dichtebasierter Algorithmus für die Analyse von Datenbanken ist
Dbscan [44]. Dieser sucht beliebig geformte Cluster, benötigt jedoch als Parameter
unter anderem eine Maximalentfernung ε. Dies entspricht in etwa dem Schwell-
wert beim hierarchischen Clustering und muss auch hier vorher festgelegt werden.
Ausreißerobjekte, d. h. Objekte, die nicht den Clusterkriterien entsprechen, werden
in einem speziellen Noise-Cluster abgelegt. Liegen die Objekte in verschiedenen
Dichten vor, kann es unmöglich sein, geeignete Parameter für Dbscan zu finden.
Eine Lösung bietet die Weiterentwicklung Optics [6], bei dem die Objekte nicht
sofort Clustern zugeordnet werden, sondern die einzelnen Objekte nach ihrer Um-
gebungsdichte sortiert werden. Sprünge in der Dichteverteilung lassen dabei auf
die einzelnen Cluster schließen.
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Die dichtebasierten Verfahren sind grundsätzlich für die vorliegende Aufgaben-
stellung geeignet. Jedoch muss untersucht werden, inwieweit die Dichteverteilung
der zu clusternden Objekte eine eindeutige Trennung der Cluster zulässt.
4.2.4. Inkrementelle Verfahren
Das inkrementelle Clustering ist für den Anwendungsfall gedacht, bei dem eine
Menge von Objekten bereits geclustert ist und neue Objekte hinzukommen. Statt
eines neuen vollständigen Clusterings aller Objekte, welches bei großen Daten-
mengen sehr aufwendig sein kann, werden die neuen Objekte den vorhandenen
Clustern zugeordnet oder bilden neue Cluster. Die Operationen zum Hinzufügen
oder Entfernen von Objekten zu den Clustern ist dabei effizienter als das komplet-
te Neuberechnen der Cluster. In [18] wird der in Abschnitt 4.2.2 zitierte saatorien-
tierte Clusteransatz für Dokumente [19] erweitert. Dabei wird die Clustersaat neu
ermittelt und die neuen Dokumente und ein kleiner Teil der alten Dokumente den
neuen Clustersaaten zugeordnet.
Unter den Namen inkrementelles Clustering wird auch der Spezialfall geführt,
dass am Anfang keine Cluster vorhanden sind. Die Objekte werden dabei einzeln
hinzugefügt. Das erste Objekt bildet dabei einen Initialcluster. Jedes weitere Objekt
wird entweder einem vorhandenen Cluster hinzugefügt oder bildet einen neuen.
Ein Wechsel der Objekte von einem Cluster in ein anderes oder das Zusammenfas-
sen und Trennen vorhandener Cluster ist nicht vorgesehen. Damit ist jedoch das
Ergebnis stark von der Objektreihenfolge bei der Eingabe abhängig. Damit ist es
für diese Arbeit nur bedingt geeignet.
Dieses Vorgehen behebt jedoch einen Nachteil von vielen Clusteralgorithmen,
welche eine vollständige Ähnlichkeitsmatrix voraussetzen und daher die Ähnlich-
keit zwischen jedem Objektpaar bekannt sein muss. Der Aufwand außerhalb des
eigentlichen Clusterings steigt somit nicht mehr quadratisch mit der Anzahl der
Objekte, sondern ist im Idealfall linear.
4.2.5. Fazit
Aus der Analyse der vorhandenen Cluster-Methoden ergibt sich, dass vor allem
die hierarchischen und dichtebasierten Verfahren vielversprechend sind. Die üb-
rigen Verfahren sind ungeeignet, da sie entweder eine in dieser Arbeit nicht vor-





Für das Clustern der Subsysteme wird ein Ähnlichkeitsmaß benötigt. Da die Sub-
systeme aus Netzwerken von Funktionsblöcken bestehen, ist es sinnvoll, die Struk-
tur der Subsysteme zu vergleichen. Die Ähnlichkeit ergibt sich dabei aus Ge-
meinsamkeiten und Unterschieden innerhalb der Netzwerkstruktur, welche durch
Model-Matching-Verfahren gefunden werden können. Die Gemeinsamkeiten und
Unterschiede werden auch für die Identifikation der Features benötigt.
In den folgenden Abschnitten soll ein grober Überblick über das Matching von
Modellen gegeben werden. Hierzu werden die Anwendungsgebiete analysiert, die
Verfahren klassifiziert und Ansätze gesucht, die für das Matching der Subsysteme
geeignet sind.
4.3.1. Matching und dessen Anwendungsgebiete
In der Graphentheorie bezeichnet ein Matching (dt. auch Paarung) eine Menge von
Kanten zwischen Knoten, wobei kein Paar dieser Kanten einen Knoten gemeinsam
haben darf [91]. Diese Kanten beschreiben damit eine rechts- und linkseindeutige
Zuordnung bzw. Abbildung zwischen Knoten. Meist wird ein Matching für den
Spezialfall eines bipartiten Graphen gesucht: Es gibt zwei Knotenmengen A und
B, wobei zwischen A und B Kanten verlaufen, nicht jedoch innerhalb von A oder
B. Es wird also ein Matching zwischen den Knotenmengen A und B gesucht. Typi-
sche Probleme sind hier das Finden von maximalen (keine größere Kantenmenge
bzw. Paaranzahl möglich) oder perfekten Matchings (alle Knoten sind abgedeckt).
Sind die gegebenen Kanten gewichtet, ist auch die Suche nach dem gewichteten
Maximum möglich.
Das Matching zwischen zwei Modellen wird in der Regel implizit oder explizit
auf ein Matching eines bipartiten Graphen abgebildet: Die zwei Knotenmengen
repräsentieren die Modellelemente der jeweiligen Modelle und die Kanten die
möglichen Abbildungen. Sollen Ähnlichkeiten einbezogen werden, so werden die-
se durch eine entsprechende Gewichtung der Kanten ausgedrückt. Die Existenz
bzw. die Gewichtung der Kanten wird in der Regel durch den Vergleich der Mo-
dellelemente nach verschiedenen meist domänenspezifischen Kriterien bestimmt.
Für das Problem, ein bestes Matching zu finden, gibt es im Bereich der Modelle
unter anderem folgende Anwendungsgebiete:
Beim Schema-Matching geht es um die Integration von Daten, deren Beschrei-
bungsformate (die Schemata) unterschiedlich sind, jedoch die gleiche Domäne be-
treffen. Ein Beispiel sind zwei Datenbankschemata, die Beschreibungen über Per-
sonen enthalten, sich jedoch in den Attributen unterscheiden. So enthält eine Da-
tenbank Name und Adresse von Kunden, eine andere enthält Vorname, Nachname
und Telefonnummern von Telefonanschlussbesitzern. Schema-Matching-Verfahren
erstellen nun eine semantische Abbildung zwischen den Attributen (z. B. Name
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im ersten Schema entspricht Vorname und Nachname im zweiten Schema). Ne-
ben den Schemata können auch deren Instanzen, d. h. die Datenbankdaten selbst,
für das Finden des Matchings herangezogen werden. Übersichten über Schema-
Matching-Algorithmen werden von Rahm und Bernstein [113] und in der Disser-
tation von Do [37] gegeben.
Das Ontology-Matching hat das gleiche Ziel wie das Schema-Matching, jedoch
sollen hier unterschiedliche Ontologien verbunden werden, indem semantisch
äquivalente Begriffe und Relationen der unterschiedlichen Taxonomien und Klas-
sifikationen untereinander abgebildet werden [45].
Der Fokus des Metamodel-Matchings liegt im Bereich der Modell-Transformation.
Um Daten von einem Modellformat in ein anderes zu transformieren, muss eine
Abbildung zwischen deren Metamodellen existieren. Die Metamodel-Matching-
Verfahren können dabei helfen diese Abbildung automatisch zu erstellen [159].
Eine Übersicht und Analyse über existierende Matching-Systeme dieser drei so-
genannten Metadata-Matching-Domänen ist in [67] zu finden. Das Ergebnis dieser
Analyse ist, dass grundsätzlich ähnliche Techniken verwendet werden: Elemente
der Modelle und deren Struktur, d. h. die Relationen zwischen den Elementen,
wird nach domänenspezifischen Kriterien verglichen.
Die oben genannten Matching-Verfahren dienen vor allem zur Datenintegration:
Gleiche oder ähnliche Domänen werden in unterschiedlichen Sprachen beschrie-
ben und sollen integriert werden. Ein anderes Anwendungsgebiet ist das Model-
Differencing, also das Finden von Unterschieden in beliebigen Modellen. Hier ist
das Beschreibungsmittel, also das Schema oder das Metamodell, gleich, jedoch
liegen unterschiedliche Modell-Instanzen vor. Beispiele sind das Vergleichen von
zwei UML-Klassendiagrammen oder von zwei XML-Dateien des gleichen XML-
Schemas. Das zugrundeliegende Model-Matching kann daher auch als übergeord-
netes Verfahren zu den oben genannten gelten. Jedoch spielt die Semantik in der
Regel keine oder nur eine untergeordnete Rolle. Die Techniken sind jedoch diesel-
ben: Es werden die einzelnen Elemente und die Struktur verglichen. Eine Über-
sicht über Model-Differencing-Verfahren ist in [79] zu finden.
Da die zu vergleichenden Subsysteme das gleiche Metamodell verwenden, ist
das Matching-Problem dieser Arbeit ein Model-Matching-Problem.
4.3.2. Klassifizierung von Model-Matching-Verfahren
Die Matching-Verfahren lassen sich nach zwei Arten klassifizieren: 1) Danach wel-
che Vergleichskriterien zur Ermittlung der möglichen Matchings herangezogen
werden und wie daraus ein Kantengewicht berechnet wird, und 2) wie aus dem
so entstehenden bipartiten Graphen das beste Matching ermittelt wird.
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Vergleichskriterien für das Model-Matching
Kolovos et al. [79] gliedern die Vergleichsoperationen nach der Vergleichbarkeit
der Modellelemente. Im einfachsten Fall hat jedes Modellelement eine innerhalb
des Modells eindeutige ID, die sich nicht ändert. Werden Modelle verglichen, die
zwei Versionen des gleichen Modells darstellen, wobei das eine Modell durch Än-
derung des anderen entstanden ist, dann ist es ausreichend, die ID der Modelle
zu vergleichen. Dieses identitätsbasierte Matching funktioniert jedoch nicht, wenn
das Modell mehrmals parallel aufgebaut wird. Das Modell ist zwar in Aussehen
und Funktion gleich, die Modellelemente haben jedoch unterschiedliche IDs. Beim
signaturbasierten Matching wird die ID daher nicht bei Erzeugung der Modellele-
mente vorgegeben, sondern als Signatur aus den Eigenschaften des Modellele-
ments berechnet. Bei beiden Verfahren entsteht ein eindeutiges Matching. In dieser
Arbeit können diese jedoch nicht angewendet werden, da die verwendeten Funk-
tionsblockmodelle keine IDs besitzen und auch die Signaturen den Vergleich zu
sehr einschränken, da es außer dem Typ keine Eigenschaften gibt, die sich nicht
zwischen den Modellen ändern können. Daher muss ein ähnlichkeitsbasiertes Mat-
ching verwendet werden. Die Modellelemente werden nach bestimmten Kriterien
verglichen und daraus eine Ähnlichkeit und damit das Kantengewicht ermittelt.
Bei den Vergleichskriterien wird zwischen die Elemente betreffenden und die
Struktur betreffenden Kriterien unterschieden [159]. Dabei wird auch unterschie-
den was und wie verglichen wird. Auf der Elementebene können beispielsweise
Namen, Typen, Attribute und deren Werte verglichen werden. Als Methode wird
vielfach der Vergleich von Zeichenketten herangezogen, wobei auch hier eine Ähn-
lichkeit ermittelt werden kann. Externe Quellen, wie Synonymverzeichnisse, kön-
nen die Qualität des Ergebnisses durch das Einbeziehen von Semantik verbessern.
Auf der Strukturebene werden die Relationen zwischen den Elementen betrach-
tet. Dabei wird davon ausgegangen, dass ein Paar von Modellelementen zweier
Modelle ähnlich ist, wenn auch deren Umgebung ähnlich ist. Die grundsätzliche
Schwierigkeit liegt dabei weniger in der Auswahl als in der Gewichtung der ein-
zelnen Kriterien.
Bestes Matching
Wie oben beschrieben, werden beim Vergleichen der Modelle Ähnlichkeiten zwi-
schen den Elementen ermittelt, welche sich durch einen gewichteten bipartiten
Graphen darstellen lassen. Die dabei entstehende Kantenmenge ist jedoch in der
Regel kein Matching, da die Abbildung nicht eindeutig ist. Um das beste Matching
innerhalb des Graphen zu finden, gibt es zwei grundsätzliche Ansätze:
Bei lokalen Ansätzen wird, meist schon beim Vergleichen selbst, immer das lokal
beste, d. h. am höchsten gewichtete, Paar gewählt und die schlechteren verworfen.
Daraus ergibt sich sofort ein gültiges Matching. Ein bipartiter Graph entsteht dabei
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nur implizit. Diese Methode ist schnell, aber weniger genau. Beispiele für solche
Ansätze sind SiDiff [76], UMLDiff [165] und MatchBox [160].
Bei globalen Ansätzen werden die paarweise ermittelten Ähnlichkeiten, ggf.
durch einen Schwellwert gefiltert, in einen bipartiten Graph eingetragen. In die-
sem wird dann das beste Matching gesucht. In der Literatur gibt es verschiedene
Ansätze hierfür: Bei GenericDiff [164] und Similarity-Flooding [95] wird ein Stable-
Marriage-Algorithmus [50] verwendet, um ein stabiles Matching zu finden. In [93]
wird hingegen ein maximal gewichtetes bipartites Matching verwendet, welches
mit der Ungarischen Methode [101] ermittelt werden kann. Diese Methoden sind ge-
nauer, aber langsamer, denn die Laufzeit für beide genannten Algorithmen steigt
quadratisch bzw. kubisch mit der Anzahl der Knoten im bipartiten Graphen.
4.3.3. Frameworks
Da in dieser Arbeit als Metamodell-Format für die funktionsblockorientierten Mo-
delle EMF Ecore verwendet wird, liegt es auf dem ersten Blick nahe, für das Model-
Matching EMF Compare [148] zu verwenden. EMF Compare ist eine generische
Model-Matching-Implementierung für beliebige EMF-Ecore-Modelle. Nach einer
Analyse der Implementierung (eine detaillierte Dokumentation war beim Erstellen
der Dissertation nicht verfügbar) wurde jedoch die Anwendung in dieser Arbeit
verworfen.
So basiert der Vergleich der EMF-Objekte mit EMF Compare im Grunde auf der
Ermittlung der Ähnlichkeit von Signaturen. So wird a) der Name des Objektes,
b) die Namen der Attribute, c) die Namen der Relationen, d) die Werte der At-
tribute und e) die Namen der durch die Relationen referenzierten Objekte jeweils
in eine Zeichenkette umgewandelt und deren Ähnlichkeit ermittelt. Eine gewich-
tete Summe ergibt die lokale Ähnlichkeit zwischen den Objekten. Der Nachteil
ist, dass hier alle Attribute gleich behandelt werden. Eine unterschiedliche domä-
nenspezifische Behandlung lässt sich nur durch eine aufwendige Anpassung der
Implementierung erreichen. Durch die Containment-Relationen zwischen den EMF-
Objekten wird ein Baum aufgespannt, der als Vergleichsstruktur des Modells dient.
Die restlichen Relationen, d. h. die Querverweise zwischen den Knoten des Bau-
mes, fließen bis auf das obengenannte Kriterium (e) nicht in den Vergleich ein.
Verglichen werden immer nur die Kindobjekte von vorher gemappten Elternob-
jekten. Ein Mapping zwischen Objekt A und B wird dann erstellt, wenn B das
ähnlichste Objekt zu A und A das ähnlichste Objekt zu B ist. Bei nicht gemappten
Objekten wird später nach dem gleichem Prinzip versucht, sie global untereinan-
der abzubilden. Es erfolgt jedoch keine nachträgliche Optimierung der Mappings.
EMF Compare eignet sich damit nur für EMF-Modelle, die eine baumartige
Grundstruktur mit vielen Ebenen haben und bei der die Relationen zwischen den
Kindobjekten keine strukturtragende Rolle spielen. In dieser Arbeit sind jedoch
gerade diese Relationen wichtig, da sie die graphähnliche Struktur der Funktions-
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blöcke und deren Verbindungen beschreiben. EMF Compare kann daher in dieser
Arbeit nur mit größeren Anpassungen benutzt werden, was keinen Vorteil gegen-
über einer eigenen Implementierung außerhalb des Frameworks bietet.
4.3.4. Ansätze für das Matching von Simulink-Modellen
Speziell für Simulink-Modelle gibt es bereits kommerzielle Werkzeuge, welche
die Differenz von zwei Modellen ermitteln [43, 46, 146]. Diese sind jedoch nicht
offen und können nicht wiederverwendet werden. Zudem werden für die weitere
Verarbeitung Zwischenergebnisse benötigt, die bei den Tools nicht verfügbar sind.
Ein weiteres Framework zum Vergleichen beliebiger Modelle ist das Framework
SiDiff der Universität Siegen [156]. SiDiff war ursprünglich ein Vergleichsframe-
work für UML-Modelle im XMI-Format [76], wurde aber später für weitere Do-
mänen angepasst. Unter anderem entstand im Rahmen des MATE-Projekts [143]
eine Anpassung an Matlab/Simulink [131]. Die neueste Umsetzung von SiDiff
basiert nicht mehr auf XMI, sondern auf EMF Ecore [156]. Das Framework und
die domänenspezifischen Anpassungen sind jedoch nicht frei verfügbar, sodass
eine Evaluierung nicht möglich ist. Durch die unzureichende Dokumentation der
Anpassung für Matlab/Simulink ist auch keine Nachimplementierung möglich,
so dass dieser Ansatz nicht verwendet werden kann.
In [35] werden in Simulink-Modellen Modell-Klone gesucht, d. h. Teile des Mo-
dells, die strukturell gleich (isomorph) sind und sich höchstens in der Parametrie-
rung der Funktionsblöcke unterscheiden. Hierzu wird die Hierarchie der Subsyste-
me komplett aufgelöst, sodass sehr große Modelle ohne Hierarchie entstehen. Alle
zu analysierenden Modelle werden in einen einzigen Graphen umgewandelt. Der
Vergleich der Funktionsblöcke und der Verbindungen erfolgt signaturbasiert. Die
Signatur der Funktionsblöcke besteht aus dem Typ und funktionssteuernden Pa-
rametern. Die Signatur der Verbindungen enthält nur die Nummern der Aus- und
Eingangsports der verbundenen Funktionsblöcke, da diese Information im Graph
nicht enthalten ist. Für die Klonsuche wird ausgehend von signaturgleichen Funk-
tionsblöcken per Breitensuche nach signaturgleichen Nachbarn, zu dem es eine
signaturgleiche Verbindung gibt, gesucht. Die gefundenen Klone sind Kandidaten
für neue Subsysteme, die in Bibliotheken ausgelagert werden können. Da jedoch
keine strukturell ähnlichen Klone gefunden werden, ist dieser Ansatz nicht für die
Identifikation von Varianten einer Produktlinie geeignet.
In [15] werden Simulink-Modell-Klone gesucht, die semantisch, jedoch nicht
strukturell, gleich sind. Hierzu werden die Modelle durch Modelltransformation
in eine Normalform gebracht, die dann mithilfe des oben genannten Ansatzes [35]
auf strukturelle Klone durchsucht wird. Damit lassen sich zwar keine Varianten
finden, die in der Regel sowohl strukturell als auch semantisch ungleich sind,
jedoch kann dieses Verfahren genutzt werden, um die identifizierte Varianten auf
eine Menge semantisch unterschiedlicher Varianten zu reduzieren.
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4.3.5. Fazit
Es gibt sehr viele Ansätze, die sich mit Model-Matching und Model-Differencing
beschäftigen. Zunächst entstanden viele domänenspezifische Lösungen, die dann
zu generischen Frameworks weiterentwickelt wurden. Solche Frameworks haben
jedoch meist den Nachteil, dass sich die Struktur der Ursprungsdomäne (z. B. Bäu-
me) in den generischen Metamodellen widerspiegelt und der Einsatz für andersar-
tige Strukturen, wie die allgemeinen Graphen in dieser Arbeit, erschwert wird. Die
Ergebnisse von generischen Frameworks sind in der Regel ungenauer, da domä-
nenspezifisches Wissen im Modell nicht für den Vergleich zur Verfügung steht.
Anpassungen an die Domäne sind zwar möglich, jedoch setzt ein Framework
Grenzen, sodass eine domänenspezifische Neuimplementierung zu genaueren Er-
gebnissen führt.
Die meisten Matching-Verfahren gehen von Modellen aus, die nur aus Elemen-
ten, ggf. deren Attributen, und Relationen zwischen den Elementen bestehen. Dies
gilt für UML-Klassendiagramme, Entity-Relationship-Modelle und in abstrakterer
Sicht auch für Ontologien. Die funktionsblockorientierten Modelle passen jedoch
nicht in dieses Schema, denn die Elemente enthalten hier noch Schnittstellen
(Ports), über welche die Elemente verbunden sind. Sind diese, wie im Falle dieser
Arbeit, auch als eigene Elemente modelliert, würden die vorhandenen Verfahren
ohne Anpassung die meiste Zeit mit dem Matching der Schnittstellen verbringen,
was jedoch vermieden werden kann.
Als Ergebnis kann festgestellt werden, dass kein verfügbares existierendes Ver-
fahren oder Framework ohne Anpassung den Vergleich von funktionsblockorien-
tierten Modellen in ausreichender Genauigkeit ermöglichen kann. Daher wird in
dieser Arbeit ein eigener domänenspezifischer Ansatz entworfen und implemen-
tiert.
4.4. Model-Matching für funktionsblockorientierte
Modelle
In diesem Abschnitt wird ein Ansatz für die Bestimmung der Ähnlichkeiten zwi-
schen Subsystemen von FB-Modellen vorgeschlagen. Der Fokus liegt dabei in der
Auswahl geeigneter Kriterien und weniger auf einen optimalen und hochperfor-
manten Algorithmus. Da die Größe der Subsysteme in der Praxis mit weniger als
50 Funktionsblöcken relativ klein ist, hat die Skalierbarkeit des Algorithmus eine
geringere Relevanz.
4.4.1. Paarbildung in der Modellhierarchie
Ein Ziel des Model-Matchings in dieser Arbeit ist die Bestimmung der Ähnlich-
keitsmatrix der vorhandenen Subsysteme. Zur Bildung dieser ist es notwendig, für
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jedes Subsystempaar die Ähnlichkeit zu berechnen, d. h. für n Subsysteme sind (n2)
Vergleiche notwendig. Da jedoch beim Vergleich der Subsysteme deren Inhalt und
somit deren ggf. enthaltene Subsysteme eine Rolle spielt (vgl. die Kriterien im
nächsten Abschnitt), muss auf die Reihenfolge der Vergleiche geachtet werden:
Werden zwei Subsysteme verglichen, dann muss das Vergleichsergebnis zwischen
den enthaltenen Subsystemen bereits vorliegen. Um dies sicherzustellen, wird die
Struktur der Subsystemhierarchie ausgenutzt.
Die Subsystemhierarchie wird durch einen gerichteten azyklischen Graphen reprä-
sentiert: Jeder Knoten entspricht einem Subsystem und jede gerichtete Kante der
Relation Subsystem enthält Instanz eines anderen Subsystems. In dieser Arbeit wird
die Einschränkung getroffen, dass ein Subsystem keine Instanz von sich selbst
enthalten darf. Damit entstehen keine Zyklen und die Modelltiefe bleibt endlich.
Abbildung 4.1 zeigt eine Graphrepräsentation einer beispielhaften Subsystem-
hierarchie, bestehend aus drei Simulink-Modelldateien (m1, m2 und lib). m1 und
m2 sind Modelle und lib ist eine Bibliothek, deren enthaltene Subsysteme wie-
derverwendet werden. Um zu erreichen, dass beispielsweise beim Vergleich der
Subsysteme B und F bereits die Subsysteme C und I verglichen wurden, müssen










Abbildung 4.1.: Graphrepräsentation einer Beispiel-Subsystemhierarchie
Eine topologische Sortierung der Knoten eines gerichteten azyklischen Graphen
stellt sicher, dass für jeden beliebigen Knoten dessen Vorgänger im Graph in der
Sortierung ebenfalls Vorgänger und analog die Nachfolger im Graph auch Nach-
folger in der Sortierung sind [78]. Die alphabetische Ordnung der Subsystem-
Namen in Abbildung 4.1 entspricht einer möglichen topologischen Ordnung der
Knoten. Für die Paarbildung muss die Menge der Subsysteme zuvor invers topo-
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logisch geordnet werden (im Beispiel I, H, G, F, E, D, C, B, A). Die Paare selbst können
direkt aus der sortierten Subsystemliste erzeugt werden. Mit diesem Vorgehen ist
sichergestellt, dass beim Vergleich eines Subsystempaares bereits alle enthaltenen
Paare verglichen wurden und deren Ähnlichkeit damit vorliegt.
Bestimmte Paare müssen nicht verglichen werden. So kann angenommen wer-
den, dass ein Subsystem und dessen enthaltenes Subsystem keine alternativen
Varianten bilden. Damit kann beispielsweise der Vergleich zwischen Subsystem
C mit B und A weggelassen und in der Ähnlichkeitsmatrix mit Ähnlichkeit null
bewertet werden. In der Regel führt dies nur zu einer leichten Verringerung der
Anzahl zu vergleichender Paare. Die Komplexität beträgt weiterhin O(n2) mit n
als Anzahl der Subsysteme.
4.4.2. Vergleichskriterien bei funktionsblockorientierten Modellen
Jedes Subsystempaar wird einzeln verglichen. Hierzu werden die jeweils enthalte-
nen Funktionsblöcke beider Subsysteme (B1 und B2) gegenübergestellt und paar-
weise nach verschiedenen Kriterien verglichen. Der Typ der Funktionsblöcke muss
dabei übereinstimmen. Funktionsblöcke unterschiedlichen Typs (z. B. Typ Sum und
Product) werden als ungleich bewertet.
Bei Blocktypen, die nutzerspezifischen Code aufrufen, wird der Name der aufge-
rufenen Funktion als Teil des Typs behandelt. Somit sind solche Funktionsblöcke
nur ähnlich bzw. gleich, wenn sie die gleiche Funktion mit ggf. unterschiedlichen
Parametern aufrufen. Wie bereits beschrieben, erfolgt keine Ähnlichkeitsberech-
nung für den aufgerufenen Code selbst.
Subsystemfunktionsblöcke werden in der Regel als ein Typ (Subsystem) betrach-
tet. Eine Ausnahme bilden Instanzen von Subsystemen aus externen Bibliotheken,
die nicht Teil der Produktlinie sein sollen. Dies können beispielsweise Bibliothe-
ken von Drittherstellern sein, die weiterhin nur referenziert werden. Der Inhalt
dieser Subsysteme wird als Black-Box behandelt und wird nicht mit anderen Sub-
systemen verglichen.
Für den Vergleich werden die nachfolgend beschriebenen Kriterien berechnet.
Jedes Kriterium erzeugt eine normierte Ähnlichkeit zwischen 0,0 (unähnlich) und
1,0 (gleich). Eine gewichtete Summe s(b1, b2) bildet die Ähnlichkeit zwischen zwei
Funktionsblöcken b1 ∈ B1 und b2 ∈ B2.
• Lokale Kriterien 20 %
Diese Kriterien betreffen den Funktionsblock selbst. Die Gewichtung ist je-
weils für atomare Funktionsblöcke (erster Prozentsatz) und für Subsystem-
blöcke (zweiter Prozentsatz) angegeben.
– Name 80 % bzw. 16 %
Für den Namen wird die Ähnlichkeit mithilfe der Levenshtein-Distanz
[83] ermittelt.
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– Werte der Parameter 20 % bzw. 4 %
Jeder Blocktyp hat eine festgelegte Menge von Parametern. Damit ist
die Existenz der Parameter immer gegeben. Entscheidend für die Ähn-
lichkeit sind daher nur die Werte der Parameter. Als Maß für die Ähn-
lichkeit wird hier der Anteil der gleichen Parameterwerte verwendet,
um die relative Häufigkeit von Änderungen zu erfassen. Eine generelle
Ähnlichkeitsermittlung zwischen den Werten ist nicht zielführend, da
die Semantik der Werte bei jedem Parameter unterschiedlich ist.
– Inhalt 0 % bzw. 80 %
Bei Subsystemblöcken wird zusätzlich die Ähnlichkeit der Inhalte ver-
wendet und die anderen Kriterien geringer gewichtet. Für diese Ähn-
lichkeit wird das Vergleichsergebnis des entsprechenden Subsystempaa-
res verwendet. Durch die vorher festgelegte Reihenfolge der Vergleiche
(siehe Abschnitt 4.4.1) wird sichergestellt, dass das Vergleichsergebnis
an dieser Stelle bereits vorliegt.
• Nachbarschaftskriterien 80 %
Der benutzte Ansatz ist folgender: Wenn es Ähnlichkeiten in der Nachbar-
schaft gibt, dann sind auch die verglichenen Funktionsblöcke ähnlich. Zur
Ermittlung der Nachbarschaftsähnlichkeit werden, von den zu vergleichen-
den Funktionsblöcken (b1, b2) ausgehend, die in der Entfernung von bis zu
d Schritten liegenden Nachbarn N1 und N2 herangezogen (d. h. N1 = {x ∈
B1 | distance(x, b1) ≤ d}, N2 analog). Der Abstand ist dabei als kürzeste Ent-
fernung zwischen den Funktionsblöcken definiert, wobei zwei verbundene
Funktionsblöcke den Abstand eins haben. Unter diesen Nachbarn werden
Paare gleichen Typs gebildet: (n1, n2) ∈ N1 × N2 mit type(n1) = type(n2)
und für jedes Paar die gewichtete Summe der Nachbarschaftskriterien be-
rechnet und diese über alle Paare gemittelt. Der Vorteil, nicht nur den direk-
ten Nachbarn zu überprüfen, ist, dass eine Ähnlichkeit auch dann gegeben
ist, wenn neue Funktionsblöcke eingefügt wurden. Für jedes Nachbarpaar
(n1, n2) werden folgende Kriterien überprüft:
– Lokale Ähnlichkeit der Nachbarn 40 %
In diesem Kriterium wird die oben beschriebene lokale Ähnlichkeit des
Nachbarpaares herangezogen.
– Verwendete Ports 30 %
Es wird überprüft, ob die Verbindung zum jeweiligen Nachbarn (b1
nach n1 bzw. b2 nach n2), ggf. über mehrere andere Funktionsblöcke hin-
weg, jeweils am gleichen Port des Nachbarn n1 bzw. n2 und am gleichen
Port des Funktionsblocks b1 bzw. b2 selbst angeschlossen ist. Der Hin-
tergrund ist die unterschiedliche Semantik der Ports. Nur wenn jeweils
die gleichen Ports verwendet werden, ist eine Ähnlichkeit gegeben.
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– Abstand der Nachbarn 20 %
Der Abstand zum Nachbarn ist die Länge des kürzesten Pfads (wie
oben definiert), über den der Nachbar erreicht werden kann. Eine glei-
che Entfernung spricht für eine höhere Ähnlichkeit. Unterschiedliche
Entfernungen werden entsprechend abgewertet.
– Graphische Richtung 10 %
Haben die Funktionsblöcke eine graphische Position (Koordinaten) in
einem Diagramm, so kann diese mit herangezogen werden. Dies ist be-
sonders dann sinnvoll, wenn die anderen Kriterien, wie bei 1:n-Verbin-
dungen zu gleichartigen Funktionsblöcken, zu einer identischen Ähn-
lichkeit verschiedener Abbildungen führen. Um eine reproduzierbare
Abbildung zu erhalten, wird in geringem Maße die Richtungen, in der
sich die Nachbarn befinden, mit einbezogen. Hierzu wird der Winkel
zwischen den Richtungsvektoren berechnet. Je größer der Winkel, desto
geringer ist die Ähnlichkeit.
Die verwendeten Gewichtungsfaktoren sind ein Vorschlag, der das Ergebnis von
Experimenten mit einer Vielzahl von Simulink-Modellen ist. Je nach Art der Mo-
delle bzw. deren Erstellungshistorie können andere Gewichtungen zu besseren
Ergebnissen führen. Ist beispielsweise bekannt, dass Modelle vor allem durch Ko-
pieren erstellt wurden, kann die Gewichtung des Namens erhöht werden. Bei pa-
rallel erstellten Modellen ist die Struktur relevanter als der Name, d. h. die Nach-
barschaftskriterien sollten höher gewichtet werden. Ein möglicher Ansatz ist die
Verwendung von Profilen, in denen verschiedene Sätze von Gewichtungen vorde-
finiert sind, und vom Nutzer ausgewählt werden könnten. Dies wird jedoch in
dieser Arbeit nicht behandelt.
Neben den für funktionsblockorientierte Modelle allgemein gültigen Kriterien
können domänenspezifische Anpassungen die Qualität der Ähnlichkeitsermitt-
lung verbessern. In Simulink ist es beispielsweise erlaubt, den Funktionsblockna-
men auszublenden. Bei Funktionsblöcken des Typs Sum ist dies standardmäßig der
Fall. Der Nutzer kann damit den Namen weder sehen noch editieren. Intern wer-
den jedoch dennoch Namen verwendet, die automatisch beim Hinzufügen des
Blocks im Editor vergeben werden (Sum1, Sum2, usw.). Diese Namen haben da-
her für den Vergleich keine Bedeutung und eventuelle Unterschiede sollten daher
ignoriert werden.
4.4.3. Ähnlichkeitsermittlung von Subsystemen am Beispiel
Die Ergebnisse des Vergleichs der Funktionsblöcke sollen exemplarisch an einem
Subsystempaar dargestellt werden. Abbildung 4.2a zeigt das Subsystem S1, wel-
ches das lineare Verhalten einer Regelstrecke beschreibt, und Abbildung 4.2b zeigt
das Subsystem S2, welches einen speziellen Regelalgorithmus (den sogenannten
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Smith-Prädiktor [139]) modelliert, der das Regelstreckenmodell für eine bessere
Voraussage der Regelgröße enthält.
Wie beschrieben, erfolgt der Vergleich der Funktionsblöcke nur bei gleichem
Typ. Typen, die in beiden Modellen vorkommen sind: Summe, Verstärker (Drei-
ecksymbol), Übertragungsfunktion (1/ns + 1), Verzögerung (Totzeit), Integrator
(1/s), Eingangsport und Ausgangsport. Die jeweils ermittelten paarweisen Ähn-
lichkeiten sind in Tabelle 4.1 nach Typ zusammengefasst aufgeführt. Das beste
Matching ist jeweils durch Fettdruck markiert.
Am Beispiel ist zu erkennen, dass Namensgleichheit allein kein Hinweise auf
eine sinnvolle Abbildung ist (siehe Funktionsblöcke des Typs Sum in beiden Sub-
systemen).
Jedes der betrachteten Paare von Funktionsblöcken ist ein Kandidat für die spä-
tere Abbildung zwischen den Subsystemen. Paare mit geringer Ähnlichkeit (z. B.
kleiner 0,5) werden herausgefiltert. Im Beispiel wird daher die mögliche Abbil-
dung zwischen den Blöcken T_t und Totzeit mit der Ähnlichkeit 0,316 nicht
weiter betrachtet, obwohl dies die einzige mögliche Abbildung dieses Typs ist.
Die Ähnlichkeit zwischen den Ausgangsports in beiden Modellen (Regelgröße
in S1 und Stellgröße in S2) ist gering, da es keine ähnlichen Nachbarn gibt. Die
im Gegensatz dazu höhere Bewertung der Eingangsports (Stellgröße in S1 und
Regelgröße bzw. Führungsgröße in S2) resultiert aus den Nachbarpaaren (K_I2,
Negierung) und (K_I, Negierung).
Um die Ähnlichkeit der Subsysteme S1 und S2 zu ermitteln, muss das beste
Matching von Subsystemen gefunden werden. Dies wird im nächsten Abschnitt
behandelt.
4.4.4. Bestes Matching und Modellähnlichkeit
Aus den ermittelten paarweisen Ähnlichkeiten muss nun eine rechts- und links-
eindeutige Abbildung gefunden werden. Das Ziel ist eine Menge von disjunkten
Paaren, deren Summe der Ähnlichkeiten maximal ist.
Im Beispiel würde ein einfacher Greedy-Ansatz funktionieren: Für jeden Typ
wird jeweils das Paar mit der höchsten Ähnlichkeit für das Matching verwendet
und alle anderen Paare, welche die gleichen Funktionsblöcke benutzen, werden
gestrichen. Dies wird solange wiederholt bis keine Paare mehr vorhanden sind.
Die dabei übrig bleibenden Funktionsblöcke werden nicht abgebildet. Tritt jedoch
die Konstellation in Tabelle 4.2 auf, findet der Greedy-Algorithmus nicht die op-
timale Lösung: Der Greedy-Ansatz wählt das Paar 1 (A, C), streicht die Paare 2
und 3, und wählt das Paar 4. Die Summe beträgt 1,4. Die optimale Lösung ist
jedoch eine Abbildung mit den Paaren 2 und 3 mit der Summe 1,6.
Um das optimale Matching bezüglich der maximalen Ähnlichkeitssumme zu
erhalten, wird in dieser Arbeit ein maximal gewichtetes bipartites Matching gesucht,
d. h. ein Matching bei dem die Summe aller Kantengewichte maximal ist. Dieses
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Tabelle 4.2.: Beispiel für die Nichtoptimalität von Greedy-Algorithmen
Funktionsblöcke
Nr. S1 S2 Ähnlichkeit
1 A C 0,9
2 A D 0,8
3 B C 0,8
4 B D 0,5
kann mit der Ungarischen Methode [101] ermittelt werden. Hierzu wird ein gewich-
teter bipartiter Graph erzeugt. Wie bereits beschrieben, entsprechen die beiden
Knotenmengen des Graphen den Funktionsblöcken beider Subsysteme. Zwischen
diesen wird für jeden Matching-Paar-Kandidaten eine der ermittelten Ähnlichkeit
entsprechend gewichtete Kante erzeugt. Die Ungarische Methode benötigt jedoch
zur Ermittlung des Optimums einen vollständigen bipartiten Graphen, bei dem
die beiden Knotenmengen gleich groß sind. Bei Subsystempaaren mit unterschied-
licher Funktionsblockanzahl werden deshalb Platzhalterknoten eingefügt, um die
fehlenden Knoten aufzufüllen. Die Vollständigkeit eines bipartiten Graphen be-
deutet, dass zwischen jedem Knotenpaar, welches aus den zwei Knotenmengen
gebildet wird, eine Kante existiert. Zur Sicherung der Vollständigkeit werden des-
halb fehlende Kanten, insbesondere zu den Platzhalterknoten, hinzugefügt und
jeweils mit null gewichtet. Die Ungarische Methode ermitteln nun das Matching,
dessen Summe der Kantengewichte maximal ist. Aus diesem Matching werden
nachträglich die mit null gewichteten Paare entfernt.
Für die Ermittlung der Ähnlichkeit zwischen einem Funktionsblockpaar werden
bei den Nachbarschaftskriterien alle Nachbarpaare gleichen Typs einbezogen und
nicht nur die besten, da das optimale Matching zu diesem Zeitpunkt noch nicht
bekannt ist. Dies führt bei vielen Nachbarn gleichen Typs zu einem geringeren
Ähnlichkeitswert, da die Abbildungen mit geringer Ähnlichkeit mit eingerechnet
werden. Um diese Abweichung auszugleichen, werden für die Paare des optima-
len Matchings die Ähnlichkeiten nachträglich neu errechnet. Dabei werden nur
noch Nachbarpaare betrachtet, die selbst Teil des optimalen Matchings sind.
Tabelle 4.3 zeigt das optimale Matching, wie es von der Ungarischen Methode
ermittelt wurde, und die neu errechneten Ähnlichkeiten, die in diesem Fall alle
in der Nähe von oder gleich 1,0 sind. Die Abwertung erfolgt nur noch durch die
unterschiedlichen Namen.
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Tabelle 4.3.: Optimale Abbildung mit neu berechneten Ähnlichkeiten
Funktionsblöcke







N1 und N2 sind die jeweiligen Anzahlen der Funktionsblöcke in den beiden
zu vergleichenden Subsystemen. Der Wert sgesamt entspricht dem arithmetischen
Mittel der Ähnlichkeiten des optimalen Matchings, wobei nicht abgebildete Funk-
tionsblöcke implizit mit Ähnlichkeit null eingehen. Im Beispiel ist N1 = 9 und
N2 = 16, was eine Gesamtähnlichkeit sgesamt = 5,719/16 = 0,357 ergibt. Obwohl
beide Modelle nahezu identische Teilmodelle enthalten, ist die Ähnlichkeit durch
die vielen weiteren Unterschiede relativ gering. Beide Subsysteme sind damit ver-
mutlich keine Varianten eines Subsystems.
4.4.5. Schneller Vorvergleich
Ein Vergleich mit dem in den letzten Abschnitten beschriebenen Algorithmen ist
aufwendig und rechenintensiv. In bestimmten Fällen lässt sich jedoch diese Ähn-
lichkeitsermittlung umgehen:
In vielen Modellbibliotheken existiert eine Vielzahl von Subsystemen, die exak-
te Kopien voneinander sind. Für jedes Paar von identischen Subsystemen muss
jedoch trotzdem die aufwendige Ähnlichkeitsermittlung benutzt werden. Daher
ist es sinnvoll, vor jeder Ähnlichkeitsermittlung die Paare auf Gleichheit zu testen.
Der Test wird nach folgenden Kriterien ausgeführt:
• Die Anzahl an Funktionsblöcken und Verbindungen muss gleich sein.
• Für jeden Funktionsblock des einen Subsystems muss es im anderen Sub-
system einen Block mit gleichem Namen, Typ und Parameterwerten geben.
Bei Subsystemblöcken muss das identische Subsystem instanziiert werden.
Daraus entsteht ein Matching zwischen den Funktionsblöcken.
• Für jede Verbindung zwischen zwei Funktionsblöcken des einen Subsystems
muss es im anderen Subsystem eine Verbindung zwischen den jeweils abge-
bildeten Funktionsblöcken an den gleichen Ports geben.
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Bei Gleichheit ist die Ähnlichkeitsermittlung überflüssig, die Ähnlichkeit be-
trägt 1,0. Es entsteht jedoch ein Mehraufwand bei ungleichen Modellen. Dies kann
jedoch vernachlässigt werden, da im Gegensatz zur Ähnlichkeitsermittlung die
Laufzeit des Identitätsvergleichs bezüglich der Anzahl der Funktionsblöcke nur
linear steigt und der Vergleich beim Auffinden des ersten Unterschieds abgebro-
chen werden kann.
4.5. Clustering der Subsysteme
Die durch den Vergleich der Subsysteme ermittelte Ähnlichkeitsmatrix wird im
nächsten Schritt für das Clustering verwendet. Das Ziel des Clusterings ist es,
ähnliche Subsysteme zu gruppieren. Da Clusteralgorithmen mit Distanzen statt
Ähnlichkeiten arbeiten, wird die Ähnlichkeitsmatrix mit folgender Formel in eine
Distanzmatrix umgerechnet:
d(Si, Sj) = 1− s(Si, Sj) für 1 ≤ i ≤ n, 1 ≤ j ≤ n (4.2)
Die Ähnlichkeit s(Si, Sj) entsteht beim Vergleich der Subsysteme Si mit Sj. Die
Zahl n ist die Anzahl der Subsysteme. Wie die Ähnlichkeit, liegt die Distanz im
Intervall [0; 1]. Wobei die Distanz 0,0 Gleichheit und 1,0 völlige Unähnlichkeit be-
deutet.
Wie in Abschnitt 4.2 beschrieben, eignen sich für die hier zu lösende Clusterauf-
gabe die hierarchischen und dichtebasierten Verfahren. Daher sollen beide Verfah-
ren getestet werden.
4.5.1. Agglomerierendes Single-Linkage-Clustering der Subsysteme
Als hierarchisches Verfahren soll das agglomerierende Single-Linkage-Clustering
verwendet werden. Wie bereits in Abschnitt 4.2.1 beschrieben, wird beim agglome-
rierenden Clustering mit einelementigen Clustern für jedes Subsystem begonnen.
In jedem Schritt werden diejenigen zwei Cluster mit der kürzesten Distanz zu
einem neuen Cluster vereinigt. Beim Single-Linkage-Verfahren ist die Distanz zwi-
schen zwei Clustern die jeweils kürzeste Entfernung zwischen zwei Objekten der
Cluster.
Abbildung 4.3 zeigt das Dendrogramm, welches den Cluster-Baum des Single-
Linkage-Clusterings für das Beispiel der Reglermodelle darstellt. Auf der Abszisse
sind die einzelnen Clusterobjekte (die Subsysteme) und auf der Ordinate ist die
Distanz abgetragen. Die Vereinigung eines Cluster-Paares wird durch zusammen-
geführte Äste dargestellt, wobei die Höhe der Entfernung der beiden vereinigten
Cluster entspricht. Bei jeder Vereinigung wird die Distanz immer größer, sodass
im Diagramm eine baumförmige Struktur entsteht. Die Reihenfolge der Subsys-
teme im Dendrogramm ergibt sich aus der Baumstruktur und hat ansonsten kei-
ne Bedeutung. Bei den Distanzen bis 0,02 gibt es sehr viele Vereinigungen, was
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Abbildung 4.3.: Ergebnis des Single-Linkage-Clusterings als Dendrogramm
auf viele ähnliche Subsysteme zurückzuführen ist. Der Übersicht halber wurden
die Vereinigungen mit der Distanz 0,0 (identische Subsysteme) im Dendrogramm
nicht dargestellt. Bei der Distanz 0,82 (d. h. Ähnlichkeit 0,18) gibt es nur noch einen
Cluster, der alle Subsysteme enthält.
Da die Baumstruktur keine konkrete Menge an Clustern definiert, können diese
beispielsweise über einen Schwellwert gewonnen werden. In Abbildung 4.3 ist der
Schwellwert 0,5 als horizontale Linie eingezeichnet. Wird der Cluster-Baum an
diesem Schwellwert abgeschnitten, entstehen fünf Teilbäume, die jeweils einem
Cluster entsprechen. Im Dendrogramm sind diese durch gepunktete Linien ge-
trennt und durch Buchstaben gekennzeichnet. Die entstandenen Cluster enthalten
folgende Subsysteme:
• A: die verschiedenen Regelalgorithmen, die eine oder mehrere Übertragungs-
funktionen enthalten
• B: die Regelstrecken (lineares und nichtlineares Modell)
• C: die Signalquellen für Sollwert und Störung
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• D: die strukturell ähnlichen modellprädiktiven Regelalgorithmen
• E: die Simulationsmodelle, in denen der gesamte Regelkreis modelliert ist
Experimente, auch mit anderen Modellbibliotheken, haben ergeben, dass mit
diesem Schwellwert gute Ergebnisse erzielt werden können. Der optimale Schwell-
wert ist jedoch abhängig von der konkreten Modellbibliothek und liegt in der Re-
gel zwischen 0,4 und 0,6. Eventuelle Lücken in der Distanzverteilung, die für eine
automatische Schwellwertbestimmung verwendet werden könnten, wurden nicht
gefunden.
Das Clusterergebnis zeigt, dass zusammengehörige Subsysteme auch weitge-
hend in die gleichen Cluster zusammengefasst werden. Dies ist ein erster Hinweis
auf eine gute Qualität der Gesamtähnlichkeitsermittlung.
4.5.2. Dichtebasiertes Clustering der Subsysteme
Als dichtebasiertes Verfahren wurde das bereits in Abschnitt 4.2.3 genannte Op-
tics [6] verwendet. Auf die Arbeitsweise von Optics wird im Folgenden näher
eingegangen.
Optics benötigt für die Berechnungen zwei Parameter: Mit ε wird die maximale
Entfernung zwischen Nachbarobjekten definiert, die in die Berechnung einfließen.
Diese wird in dieser Arbeit auf die maximal mögliche Distanz 1,0 gesetzt. Der
zweite Parameter MinPts definiert eine minimale Anzahl an Nachbarobjekten, die
existieren müssen, damit diese zu einem Cluster gehören. Da in dieser Arbeit auch
Cluster mit zwei Elementen, d. h. Produktlinien mit zwei Varianten, gültig sein sol-
len, wird MinPts auf 1 gesetzt. Damit eine Variante zu einem Cluster gehört, ist es
daher ausreichend, dass eine einzige andere Variante in diesem Cluster existiert,
die ähnlich zu dieser ist. Alle anderen Varianten können weiter entfernt sein. Dies
führt zu der in dieser Arbeit gewünschten Kettenbildung: Die Varianten bilden
Ordnungen, bei der jeweils eine Variante sehr ähnlich zu ihrem direkten Vorgän-
ger und Nachfolger ist, jedoch weniger ähnlich zu den anderen Vorgängern und
Nachfolgern. Ein Wert MinPts > 1 ist daher für diese Arbeit nicht sinnvoll.
In Optics werden für die Berechnung zwei Maße definiert: Die Kerndistanz
(engl. core distance) eines Clusterobjektes p als erstes Maß ist die Entfernung zum
MinPts-ten Nachbarobjekt von p, soweit dieses innerhalb der ε-Umgebung von p
existiert. Mit den oben festgelegten Parametern (ε = 1,0 und MinPts = 1) ent-
spricht dies der Entfernung zum nächstgelegenen Clusterobjekt.
Das zweite Maß wird von der Kerndistanz abgeleitet: Die Erreichbarkeitsdistanz
(engl. reachability distance) r eines Clusterobjektes p bezüglich eines Clusterobjek-
tes o ist das Maximum der Kerndistanz von o und der Distanz zwischen o und p.
Für die oben festgelegten Parameter ist die Distanz von o zu einem beliebigen an-
deren Clusterobjekt p immer mindestens so groß, wie zum nächsten Nachbarn von
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o. Damit entspricht die Erreichbarkeitsdistanz der Distanz zwischen zwei Cluster-
objekten.
Auf Basis der Erreichbarkeitsdistanz werden die Clusterobjekte in Optics geord-
net. Die Ordnung entsteht dabei rekursiv: Es wird mit einem beliebigen Clusterob-
jekt begonnen und Schritt für Schritt das nächste Element bestimmt: Sind bereits
n geordnete Clusterobjekte vorhanden, wird aus der Menge der übrigen Objekte
jenes Clusterobjekt als n + 1-tes Objekt festgelegt, welches die minimale Erreich-
barkeitsdistanz zu den n Vorgängerobjekten besitzt. Zu jedem Objekt in dieser
Ordnung wird die minimale Erreichbarkeitsdistanz und das Vorgängerobjekt, auf
das sich diese bezieht, gespeichert.
Abbildung 4.4 stellt dies schematisch dar: Einem Clusterobjekt o ∈ O wurde
dessen minimaler Vorgänger p = pred(o) mit der Erreichbarkeitsdistanz
rmin(o) = r(pred(o), o) = r(p, o) (4.3)
zugeordnet. Für o wird daher ein Balken mit der Höhe r(p, o) gezeichnet und mit
Clusterobjekt p verbunden. Aus der Minimalität der Erreichbarkeitsdistanz folgt,
dass alle anderen Vorgänger von o eine größere oder gleich große Erreichbarkeits-
distanz haben, d. h. für alle x ∈ O mit x < o gilt: r(x, o) ≥ rmin(o). Aus der
Methode, wie o für die entsprechende Stelle in der Ordnung ausgewählt wurde,
folgt, dass alle Nachfolger von o eine mindestens so hohe Erreichbarkeitsdistanz
zu allen Vorgängern von o haben wie o zu p, d. h. für alle x ∈ O mit x < o und für









Abbildung 4.4.: Ordnung der Clusterobjekte nach Optics
Die Nachbarn von o unter deren Nachfolgern können ebenfalls bestimmt wer-
den. Dabei sind die nächsten Nachbarn von o diejenigen Clusterobjekte s, die o
als minimalen Vorgänger haben, d. h. NS(o) = {s ∈ O | pred(s) = o}. In Abbil-
dung 4.4 gilt dies beispielsweise für s1 und s2. Die nächsten Nachbarn des Clus-
terobjekts o sind daher p, s1 und s2. Da die Erreichbarkeitsdistanz für MinPts = 1
symmetrisch ist (r(o1, o2) = r(o2, o1) für alle o1, o2 ∈ O), kann aus der Menge der
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Nachbarn durch Vergleich derer Erreichbarkeitsdistanzen der nächste Nachbar er-
mittelt werden. Im Beispiel ist dies Clusterobjekt s1.
Abbildung 4.5 zeigt die Ordnung der Beispiel-Subsysteme in einer für Optics ty-
pischen graphischen Darstellungsform. Auf der Abszisse sind die einzelnen Clus-
terobjekte (die Subsysteme) und auf der Ordinate die Erreichbarkeitsdistanz ab-
getragen. Die Ordnung im Diagramm entspricht der Ordnung der Clusterobjekte.
Für jedes Clusterobjekt wird die oben berechnete minimale Erreichbarkeitsdistanz
rmin zum Vorgänger eingetragen. Welcher Vorgänger dies konkret ist, kann aus
dieser Darstellungsform nicht ermittelt werden. Bezüglich der Distanz dichtere
Bereiche erzeugen im Diagramm Senken zwischen höheren weniger dichten Be-
reichen. In Abbildung 4.5 sind die vielen sehr ähnlichen (mit einer Distanz < 0,02)






























Ordnung der Clusterobjekte (Subsysteme)
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Abbildung 4.5.: Ergebnis des dichtebasierten Clusterings mit Optics
Nach der Definition von Optics sind die Bereiche zwischen den Peaks (inklusive
des linken und exklusive des rechten Peaks) mögliche Cluster. Als Kriterium für
die Erkennung der Clustergrenzen werden in [6] sogenannte ξ-steile Bereiche (engl.
ξ-steep areas) definiert. Dabei wird angenommen, dass an einer Clustergrenze auf-
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einander folgende Punkte mindestens um ξ % kleiner bzw. größer werden. In den
Ergebnissen von Abbildung 4.5 führt diese Methode jedoch auch für hohe Werte
von ξ > 90 % dazu, dass zwischen jedem Peak ein eigener Cluster erkannt wird.
Dies entspricht der Logik des dichtebasierten Clusterings, welches nach gleichmä-
ßig dichten Bereichen mit weniger dichten Umgebung sucht. In dieser Arbeit ist
die Verteilung der Dichte jedoch nicht so ausgeprägt, sodass das genannte Kriteri-
um nicht für diese Arbeit geeignet ist.
Wird wie beim Single-Linkage-Clustering ein Schwellwert verwendet (in Abbil-
dung 4.5 ist der Schwellwert 0,5 eingetragen), so teilen Peaks über den Schwellwert
die Clusterobjekte in einzelne Cluster ein. Diese Cluster sind exakt die gleichen
Cluster, die mit dem Single-Linkage-Clustering in Abschnitt 4.5.1 entstanden sind.
Sie sind mit den gleichen Buchstaben (A–E), wie in Abbildung 4.3 gekennzeichnet,
wobei der linke Peak als Clustergrenze zum jeweiligen Cluster gehört. Die Höhe
des linken Peaks entspricht dabei der minimalen Distanz zu einem der Cluster
weiter links in der Ordnung.
Dass sich bei beiden Clusterverfahren die gleichen Cluster ergeben, liegt an der
gleichen verwendeten Operation: Bei beiden Verfahren wird die minimale Distanz
zwischen Clusterobjekten und ein gleicher Schwellwert verwendet. Die Ordnung
der Clusterobjekte in Abbildung 4.5 lässt sich demnach auch aus der Baumstruk-
tur des Dendrogramms (Abbildung 4.3) mit folgenden Vorgehen bestimmen:
Mithilfe einer Tiefensuche werden alle Knoten des Dendrogramms durchlaufen,
wobei jeweils der linke Ast zuerst durchlaufen wird. Wird ein Blattknoten ange-
troffen, wird dieser in die Ordnung als nächstes Element eingetragen. Als Erreich-
barkeitsdistanz wird die Distanz des letzten Knotens verwendet, von dem bei der
Tiefensuche nach rechts abgezweigt wurde. Daher wird für jeden Knoten im Den-
drogramm, der kein Blattknoten ist, im Diagramm der Clusterordnung ein Peak
mit gleicher Distanz erzeugt. Im Beispiel ist dies am besten im Cluster E zu erken-
nen: Im Distanzbereich 0,1 bis 0,5 des Dendrogramms in Abbildung 4.3 werden
die Knoten mit den Distanzen 0,23; 0,45; 0,35 und 0,49 durchlaufen. Genau diese
treten auch in Abbildung 4.5 auf. Auf welchen Vorgänger sich die Distanz bezieht,
lässt sich nicht aus der Baumstruktur ablesen, da diese Information während des
Single-Linkage-Clusterings nicht gespeichert wird.
4.5.3. Komplexität beider Verfahren
Da bei beiden Verfahren mit der gewählten Parametrierung die gleiche Clusterauf-
teilung gewonnen werden kann, ist die Komplexität beider Verfahren interessant.
Die Komplexität des agglomerativen Single-Linkage-Verfahrens (Berechnung
der Baustruktur des Dendrogramms) beträgt mit dem Algorithmus SLink nach
Sibson [137] für die Anzahl der Clusterobjekte n: O(n2).
Die Berechnung der Clusterordnung mit Optics besitzt ebenfalls die Komplexi-
tät O(n2). Diese kann jedoch durch den Einsatz von räumlichen Indexstrukturen
70
4.5. Clustering der Subsysteme
auf O(n log n) gesenkt werden [6]. Diese Indexstrukturen dienen zur effizienten
Suche von Clusterobjekten innerhalb der ε-Umgebung eines Clusterobjekts, die
für die Erreichbarkeitsdistanz benötigt wird. Da das in dieser Arbeit gewählte ε
maximal ist und sich damit keine Einschränkung im Suchradius ergibt, bringen
solche Indexstrukturen im ungünstigsten Fall keinen Vorteil.
Beide Verfahren haben somit in der Anwendung in dieser Arbeit die gleiche
Komplexität und sind damit gleich gut geeignet.
4.5.4. Nutzerintegration zum Finden der optimalen Lösung
Mit einem festgelegten Schwellwert kann nicht immer eine nach Nutzerwünschen
optimale Clusteraufteilung gefunden werden. Beispielsweise kann sich der Nut-
zer für den Cluster C, der Modelle der Signalquellen für den Sollwert und für
die Störung des Regelkreises enthält, wünschen, dass zwischen Sollwert und Stö-
rung getrennt wird. Die Distanz für diese beiden Teilcluster beträgt 0,45 und ist
in Abbildung 4.5 als Peak innerhalb des Clusters C zu erkennen. Der Schwellwert
müsste in diesem Fall unter 0,45 liegen.
Andererseits kann sich der Nutzer zusätzlich wünschen, dass alle Regel-Algo-
rithmen, die in die beiden Cluster A und D aufgeteilt wurden, zu einem Cluster
zusammengehören sollen. Der Schwellwert wäre hier auf über 0,75 zu setzen, was
jedoch auch die anderen Cluster zusammenfassen würde.
Für diese Fälle ist es sinnvoll, den Nutzer mit einzubeziehen. In dieser Arbeit
wird daher folgende Lösung vorgeschlagen: Eine erste Clusteraufteilung wird mit
einem geringeren Schwellwert < 0,5 ausgeführt. Es wird davon ausgegangen, dass
diese Cluster dann nicht mehr vom Nutzer geteilt werden sollen. Aus dieser Men-
ge an Clustern, die viel geringer ist als die Gesamtmenge an Clusterobjekten, kann
der Nutzer diejenigen Cluster zusammenfassen, die seiner Meinung nach zusam-
mengehören.
Abbildung 4.6 zeigt das Ergebnis von Optics für das Beispiel mit einem Schwell-
wert von 0,4. Dabei entstehen die folgenden Cluster, deren Bezeichnung von Ab-
bildung 4.5 übernommen wurde:
• A1: die verschiedenen Regelalgorithmen, die eine oder mehrere Übertra-
gungsfunktionen enthalten
• A2: die kontinuierlichen Smith-Prädiktoren
• B: die Regelstrecken (lineares und nichtlineares Modell)
• C1: die Signalquellen für Störungen
• C2: die Signalquellen für Sollwerte
• D: die strukturell ähnlichen modellprädiktiven Regelalgorithmen
71































E D A B C
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Abbildung 4.6.: Ergebnis des Clusterings mit Optics und Schwellwert 0,4
• E1: die Simulationsmodelle des gesamten Regelkreises (Trajektorie, mit Stö-
rung)
• E2: die Simulationsmodelle des gesamten Regelkreises (Lineare Simulation,
Nichtlineare Simulation)
• E3: die Simulationsmodelle des gesamten Regelkreises (Nichtlineare Simula-
tion mit zusätzlicher Auswertungslogik)
Der Nutzer könnte beispielsweise, entsprechend der Wünsche am Anfang die-
ses Abschnitts, folgende Cluster zusammenfassen und benennen:
• A1, A2 und D zu Cluster Regler
alle Regelalgorithmen die in den Simulationen verwendet werden
• B zu Cluster Regelstrecken
Varianten der Regelstrecken (linear und nichtlinear)
• C1 zu Cluster Störungen
Modelle für die Erzeugung von Störungen der Regelgröße
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• C2 zu Cluster Sollwerte
Modelle für die Erzeugung von Sollwerten für den Regelkreis
• E1, E2 und E3 zu Cluster Regelkreise
Simulationsmodelle des gesamten Regelkreises
Die Auswahl der Cluster ist subjektiv und daher auch nie vollständig zu auto-
matisieren. Die Clusteranalyse kann dem Nutzer jedoch eine große Hilfe bei der
Vorauswahl sein.
4.6. Variantenübergreifendes Matching
Mithilfe der Clusteranalyse wurden die Varianten der einzelnen Produktlinien
identifiziert. Bevor jedoch ein Modell-Template erstellt werden kann, ist ein Mat-
ching aller Bestandteile der Subsysteme über alle Varianten hinweg notwendig.
Bisher wurde bei der Ermittlung der Ähnlichkeit jedoch nur ein paarweises Mat-
ching der Funktionsblöcke erstellt. Dieses muss variantenübergreifend erweitert
werden. Ein Matching zwischen den anderen Bestandteilen, den Verbindungen
und den Werten der Parameter ist ebenfalls noch nicht vorhanden.
4.6.1. Variantenübergreifendes Matching der Funktionsblöcke
Für die Ermittlung der Ähnlichkeit zwischen den Subsystemen wurden diese be-
reits paarweise verglichen. Als Ergebnis existiert für jedes Paar eine Abbildung
zwischen den in beiden Subsystemen vorkommenden Funktionsblöcken. Für die
Erstellung des Modell-Templates muss jedoch eine Abbildung über alle Varianten
ermittelt werden. Im Idealfall sind dazu nur die paarweisen Abbildungen zu sam-
meln. Werden die Funktionsblöcke als Knoten und die paarweisen Abbildungen
als Kanten eines Graphen aufgefasst, so bilden die idealen Abbildungen soge-
nannte Cliquen, d. h. Teilgraphen in denen jeder Knoten mit jeweils allen anderen
Knoten direkt durch eine Kante verbunden ist. Die enthaltenden Cliquen sind da-
bei maximal, d. h. sie sind nicht Teil einer größeren Clique, und unabhängig, d. h.
sie sind nicht mit anderen Knoten außerhalb der Clique verbunden.
Dass dies nicht immer funktioniert, soll folgendes Beispiel zeigen: In Abbil-
dung 4.7 wird das jeweils paarweise Mapping zwischen den Funktionsblöcken
von vier Subsystemvarianten dargestellt. Da in jeder Variante genau ein Eingangs-
und Ausgangsblock und ein Square-Block vorkommt, werden diese immer richtig
untereinander abgebildet und bilden jeweils eine Clique der Größe 4. Eine dieser
Cliquen ist beispielhaft für die Eingangsblöcke als gepunktete Linie eingezeichnet.
Bei den Gain-Blöcken entstehen jedoch keine unabhängigen Cliquen. Stattdessen
existieren zwei Cliquen der Größe 3 (I und II) und zwei Cliquen der Größe 2 (III
und IV), die sich gegenseitig überlappen. Global betrachtet sind die Abbildungen
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Abbildung 4.7.: Abweichungen bei der globalen Abbildung von Funktionsblöcken
damit nicht vereinbar. Dies kann jedoch nicht beim paarweisen Vergleich behoben
werden, da solche Abweichungen aus dieser Sicht nicht erkennbar sind, denn lokal
sind die betreffenden Abbildungen immer korrekt.
Eine korrekte globale Abbildung des Beispiels aus Abbildung 4.7, die manuell
gewonnen werden könnte, besteht aus zwei unabhängigen Cliquen der Größe 3.
Die erste Clique bilden die Blöcke links des Square-Blocks bzw. bei Variante (d)
der Block Gain1. Die zweite Clique besteht aus den Blöcken rechts des Square-
Blocks bzw. bei Variante (d) aus dem Block Gain2. In der automatisch erzeugten
Abbildung fehlt jedoch eine Kante der ersten Clique. Außerdem sind zwei zusätz-
liche Kanten vorhanden (lang gestrichelt), die beide Cliquen verbinden. Die global
korrekten Abbildungen sind kurz gestrichelt.
Die abweichenden Kanten der Abbildung entstehen aus folgenden Gründen:
• Abbildung zweier Funktionsblöcke, die global nicht zusammengehören (falsch po-
sitive Abbildung). Im Beispiel trifft dies bei der Abbildung der Gain-Blöcke
zwischen den Varianten (b) und (c) zu. Da die Ähnlichkeit mit 0,79 relativ
hoch ist, kann dies nicht durch Filtern beim paarweisen Vergleich behoben
werden.
• Fehlende Abbildung zweier Funktionsblöcke, die jedoch global zusammengehören
(falsch negative Abbildung). Dieses Problem tritt bei Abbildungen mit relativ
kleiner Ähnlichkeit auf, die beim Vergleich herausgefiltert werden. Eine Mög-
74
4.6. Variantenübergreifendes Matching
lichkeit ist es, den Schwellwert des Filters zu verringern. Dies geht jedoch zu
Lasten der Qualität, da damit schlecht bewertete Abbildungen das Ergebnis
beeinflussen. Im Beispiel tritt dieser Fall nicht auf.
• Kombination aus beiden. In diesem Fall wird eine global korrekte Abbildung
durch eine global falsche mit höherer Ähnlichkeit verdrängt. Im Beispiel tritt
dies zwischen den Varianten (c) und (d) auf. Der Block Gain aus (c) wird in
(d) nicht auf Gain1 (die fehlende Kante der ersten Clique), sondern auf Gain2
abgebildet. Lokal betrachtet ist dies korrekt, da in Variante (d) gegenüber (c)
ein neuer Gain-Block mit anderem Verstärkungsfaktor (5 statt 2) links des
existierenden hinzugefügt wird.
Diese fehlenden oder falsch zugewiesenen Abbildungen können beim paarwei-
sen Vergleichen nicht vermieden werden. Daher ist es für eine gültige globale
Abbildung notwendig, diese zu reparieren.
Eine optimale Lösung für das Problem ist folgendermaßen zu finden: Statt der
besten Abbildung eines Typs werden jeweils alle Abbildungen eines Typs der paar-
weisen Vergleiche herangezogen, um die fehlenden Abbildungen nicht zu verlie-
ren. Im Beispiel würde der Graph dann statt sieben 13 Kanten für den Typ Gain
enthalten. Um die beste globale Abbildung für einen Typ zu erhalten, müssen alle
maximalen Cliquen ermittelt werden (mit exponentieller Komplexität [100]) und
aus den sich überlappenden Cliquen muss die beste Kombination mit beispiels-
weise der höchsten Summe der Kantengewichte gefunden werden. Dies entspricht
jedoch dem gewichteten Exact-Cover-Problem, welches NP-schwer ist.
Statt dieser aufwendigen optimalen Methode wird in dieser Arbeit ein heuristi-
scher Greedy-Ansatz vorgeschlagen. Algorithmus 4.1 stellt diesen in Pseudocode
dar. Als Eingabe dient der Abbildungsgraph, wie oben beschrieben mit Funkti-
onsblöcken gleichen Typs als Knoten und deren Abbildungen untereinander als
Kanten. Wie bei der optimalen Methode werden zuerst alle maximalen Cliquen
berechnet (Zeile 2). Wie bereits oben beschrieben, ist die Komplexität dieser Funk-
tion im schlimmsten Fall exponentiell. Da jedoch die Anzahl der Kanten relativ
gering ist, ist dies für die typischen Problemgrößen dieser Arbeit kein Hindernis.
Zur Berechnung der maximalen Cliquen kann der Bron-Kerbosch-Algorithmus
[17] verwendet werden. Im Beispiel findet dieser die in Abbildung 4.7 gezeigten
vier maximalen Cliquen I–IV.
Für den Greedy-Ansatz sollen die größten Cliquen zuerst verwendet werden.
Hierzu werden die Cliquen in Zeile 3 nach Größe absteigend sortiert. Bei glei-
cher Größe wird absteigend nach der Summe der Kantengewichte geordnet. Im
Beispiel haben die Cliquen I und II die Größe 3. Da die Clique I mit 2,56 eine
geringfügig größere Summe der Kantengewichte hat als II mit 2,52, liegt Clique I
in der Ordnung vor II. Bei III und IV ist es ähnlich, sodass die sortierte Liste (I, II,
III, IV) entsteht.
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Algorithmus 4.1 Erzeugen einer gültigen globalen Abbildung
1: function CreateGlobalMapping(G) ◃ G: Abbildungsgraph
2: M ← FindAllMaximalCliques(G) ◃ M: Menge von Cliquen
3: M ← SortByDescendingSize(M)
4: Z ← GetZeroDegreeNodes(G) ◃ Z: Menge aller Knoten ohne Kanten
5: S ← ∅ ◃ S: Menge der gewählten Cliquen
6: while M not empty do
7: C ← M[1] ◃ C: Clique als eine Menge von Knoten von G
8: S ← S ∪ {C}
9: M ← M \ {X ∈ M | X ∩ C ̸= ∅}
10: end while
11: R ← Nodes(G) \⋃E∈S E ◃ Knoten von G, die nicht in S enthalten sind
12: for all r ∈ R do
13: C ← GetBestClique(r, S)
14: if C ̸= ∅ then
15: Cr ← C ∪ {r}
16: S ← (S \ {C}) ∪ Cr
17: else
18: Z ← Z ∪ {r}
19: end if
20: end for
21: return (S, Z)
22: end function
23: function GetBestClique(r, S)
24: T ← ValidCliques(r, S)
25: if T = ∅ then
26: return ∅
27: end if
28: for i ← 1,|T| do
29: C ← T(i)
30: n(i)← GetNumberOfEdges(r, C)
31: m(i)← GetMaximalWeightOfEdges(r, C)
32: a(i)← GetAverageWeightOfEdges(r, C)
33: end for





In Zeile 4 werden die Knoten identifiziert, die keine Kanten haben. Dies sind
Funktionsblöcke, zu denen keine Abbildungen existieren. Diese werden später als
einelementiges Mapping behandelt. Im Beispiel tritt dieser Fall nicht auf.
In den Zeilen 6 bis 10 wird jeweils die erste Clique der Liste zur Lösungsmen-
ge S hinzugefügt und jeweils alle anderen Cliquen gelöscht, die sich mit dieser
Clique überschneiden. Im Beispiel enthält S beim Verlassen der While-Schleife die
Cliquen I und III. Durch das Löschen der überlappenden Cliquen bleibt der Block
Gain1 der Variante (d) übrig (Zeile 11), da er nicht in einer der gewählten Cliquen
vorkommt.
Jeder dieser übrig gebliebenen Knoten wird der am besten geeigneten Clique
hinzugefügt (Zeilen 12 bis 20). Dabei werden implizit Kanten zu jedem Element
der Clique erzeugt, sodass sich die Größe der Clique um eins erhöht. Existiert kei-
ne beste Clique, so wird der Knoten zur Menge Z hinzugefügt, welche die Funkti-
onsblöcke ohne Abbildung enthält. Welche die beste Clique ist, wird anhand von
drei Eigenschaften der Kanten zwischen dem übriggebliebenen Knoten r und der
untersuchten Clique C bestimmt:
• Anzahl n der Kanten (Zeile 30)
Je höher die Anzahl der Kanten zwischen dem Knoten r und den Knoten
der Clique C ist, desto weniger Kanten fehlen zum Entstehen einer um eins
größeren Clique. Die Anzahl der Kanten ist immer kleiner als die Anzahl
der Knoten in C. Wären sie gleich, würden keine Kanten fehlen und r wäre
bereits Teil der Clique C und wäre nicht übrig geblieben. Im Beispiel ist die
Anzahl der Kanten von Gain1 der Variante (d) zur Clique I null und zur
Clique III eins. Ist die Anzahl der Kanten null, kommt die entsprechende
Clique nicht als Kandidat in Frage und wird verworfen.
• Maximales Gewicht m der Kanten (Zeile 31)
Ist eine Kante vorhanden, die ein sehr hohes Kantengewicht hat, dann ist
dies ein Hinweis darauf, dass mindestens zu einem Block der Clique eine
hohe Ähnlichkeit besteht. Dies macht die entsprechende Clique zum bevor-
zugten Kandidaten. Im Beispiel kann nur zur Clique III ein maximales Kan-
tengewicht (0,93) bestimmt werden. Der Clique I wird der Wert null zuge-
wiesen.
• Durchschnittliches Gewicht a der Kanten (Zeile 32)
Damit das Gewicht aller Kanten Einfluss hat, wird als zusätzliches Kriterium
das arithmetische Mittel aller Kantengewichte berechnet. Ein hohes Mittel
ist ein Hinweis darauf, dass der Block eine hohe Ähnlichkeit mit fast allen
Blöcken der Clique hat. Im Beispiel wird nur für die Clique III ein durch-
schnittliches Kantengewicht (0,93) bestimmt, während der Clique I der Wert
null zugewiesen wird.
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Bei allen drei Kriterien gilt: Je höher der Wert für eine Clique, desto eher gehört
der betrachtete Block zu dieser. Die beste Clique lässt sich durch eine gewichtete
Summe des normierten Kriterienvektors finden. Das maximale und das durch-
schnittliche Gewicht sind bereits aufgrund des Wertebereichs der Ähnlichkeit auf
[0; 1] normiert. Nur die Anzahl der Kanten mit dem Wertebereich [0;∞) muss noch







+ wmmi + waai mit 1 ≤ i ≤ |S| (4.4)
Als gute Gewichtungsfaktoren haben sich wn = 0,1; wm = 0,3 und wa = 0,6
herausgestellt, d. h. das durchschnittliche Kantengewicht wird höher gewertet als
das maximale, und dieses höher als die Kantenanzahl.
Bei mehrmaligem Vergrößern der Cliquen durch Hinzufügen von Funktions-
blockknoten gleichen Typs kann es vorkommen, dass Funktionsblöcke des glei-
chen Subsystems in einer Clique enthalten sind, sodass implizit Abbildungen zwi-
schen Funktionsblöcken innerhalb eines Subsystems entstehen. Dieser Fehlerfall
wird durch vorheriges Filtern der Cliquen vermieden (Zeile 24). Es kommen nur
die Cliquen als Kandidaten in Frage, deren Funktionsblöcke nicht im Subsystem
von Funktionsblock r vorkommen. Ist die Liste der Kandidaten leer, so wird r in
Zeile 18 zu den Funktionsblöcken ohne Abbildung hinzugefügt.
Im Beispiel wird Clique III als einziger gültiger Kandidat ausgewählt und der
übrig gebliebene Funktionsblock wird zu diesem hinzugefügt. Die Gewichte der
Cliquen III und IV liegen nah beieinander (0,94 und 0,93). In einem ähnlichen Sze-
nario, z. B. wenn der Block Gain1 aus (d) nicht den Verstärkungsfaktor 5, sondern
wie Gain2 2 hat, kann das Kantengewicht von Clique IV größer als das von Cli-
que III sein. Wie wirkt sich das im Algorithmus aus? In der Ordnung erscheint
dann Clique IV vor III, sodass Clique IV und nicht III ausgewählt wird. Dadurch
bleibt der Block Gain aus Variante (c) übrig und bei den Kriterien entstehen die
Vektoren (1; 0,94; 0,94) für Clique IV und (2; 0,93; 0,86) für Clique I. Die gewichte-
ten Summen sind dann 0,896 für Clique IV und 0,862 für Clique I. Damit ist Cli-
que IV besser bewertet und der Block wird zu Clique IV hinzugefügt. Clique IV
enthält damit die gleichen Knoten, wie Clique III im ersten Beispiel.
Das Ergebnis von Algorithmus 4.1 sind gültige Abbildungen zwischen Funk-
tionsblöcken verschiedener Varianten, dargestellt als unabhängige Cliquen. Jede
Clique entspricht einem Funktionsblock, der in mehreren oder allen Varianten
vorkommt. Abbildung 4.8 zeigt die reparierten Abbildungen zwischen den Funkti-
onsblöcken. Es existieren drei Cliquen der Größe 4 (I, III und V) und zwei Cliquen
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Abbildung 4.8.: Korrekte globale Abbildung der Funktionsblöcke
4.6.2. Variantenübergreifendes Matching von
Subsystemfunktionsblöcken
Subsystemfunktionsblöcke werden als ein Typ behandelt und werden daher eben-
falls zu Cliquen zusammengefasst. Die zugehörigen Subsysteme können unter-
schiedlich sein und später, je nach Ergebnis der Clusteranalyse, zu gleichen oder
zu unterschiedlichen Produktlinien gehören.
Da ein variantenübergreifendes Matching beschreibt, welche gleichen Bestandtei-
le in einer oder mehreren Varianten vorkommen, müssen Cliquen von Subsystem-
funktionsblöcken zerlegt werden. Nur Subsystemfunktionsblöcke, die auf identi-
sche Subsysteme verweisen, verbleiben innerhalb einer Clique. Da jede Teilmenge
der Knoten einer Clique wiederum eine Clique ist, muss nach der Zerlegung Al-
gorithmus 4.1 nicht nochmals angewendet werden.
Für das zu generierende Modell-Template ist diese Zerlegung nachteilig, da
für jede Gruppe von identischen Subsystemen ein eigener Funktionsblock erstellt
werden muss. Damit steigt die Größe des Modell-Templates linear mit der Anzahl
der verwendeten Subsystemvarianten. Daher wird in dieser Arbeit für jede un-
zerlegte Clique von Subsystemfunktionsblöcken ein Produktlinienvariantenblock als
Platzhalter für die unterschiedlichen Varianten verwendet. Dieser Block ist ein ei-
gener Typ, der nur im Modell-Template verwendet wird. Damit reduziert sich die
Anzahl der Funktionsblöcke im Modell-Template. Über Parameter dieses neuen
Blocktyps wird später auf die Produktlinien und deren Konfiguration verwiesen.
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4.6.3. Variantenübergreifendes Matching von Verbindungen und
Parameterzuweisungen
Bisher wurden nur die Funktionsblöcke selbst untereinander abgebildet. Die Ver-
bindungen dazwischen flossen nur indirekt in die Ähnlichkeit ein. Da neben den
Funktionsblöcken auch die Verbindungen variieren können, müssen auch diese
untereinander abgebildet werden. Das Gleiche gilt für die Parameterzuweisungen
der Funktionsblöcke.
Die Verbindungen werden in dieser Arbeit als anonyme Objekte betrachtet, d. h.
sie haben keine Identität, mit der eine Abbildung unabhängig der verbundenen
Funktionsblöcke erstellt werden kann. Zwei Verbindungen in verschiedenen Sub-
systemvarianten werden deshalb genau dann aufeinander abgebildet, wenn die
Funktionsblöcke an der Quelle und am Ziel der Verbindung in den jeweiligen
Varianten bereits aufeinander abgebildet sind und wenn die Verbindungen die
gleichen Ports benutzen.
In Abbildung 4.8 gilt dies beispielsweise für die Verbindungen zwischen den
Funktionsblöcken In und Gain1 bzw. Gain in den Varianten (a), (c) und (d), d. h.
zwischen den Cliquen I und II. Diese bilden zusammen eine Clique der Größe 3.
Die Verbindung von In nach Square (Clique I zu Clique III) existiert nur in Vari-
ante (b) und bildet damit eine Clique der Größe 1. Hier lässt sich bereits erkennen,
dass beide Verbindungen alternativ sind: Beide Verbindungs-Cliquen sind in un-
terschiedlichen Varianten involviert.
Die Verwendung von Produktlinienvariantenblöcken bietet auch bei der Abbil-
dung der Verbindungen Vorteile: Wenn für jede Variante ein eigener Funktions-
block im Modell-Template existiert, müssen auch für jede Variante neue Verbin-
dungen im Modell-Template erstellt werden. Sind zwei solcher Variantenmengen
untereinander verbunden, müssen für jede Kombination neue Verbindungen er-
zeugt werden. Bei Verwendung der Produktlinienvariantenblöcke müssen die Ver-
bindungen zwischen diesen im Modell-Template nur einmal erstellt werden.
Auch die Parameterzuweisungen von Funktionsblöcken werden untereinander
abgebildet. So entsteht eine Clique von Parameterzuweisungen genau dann, wenn
in einer Clique von Funktionsblöcken die gleichen Parameter (zu erkennen am
gleichen Namen) den gleichen Wert haben. Im Beispiel der Clique II in Abbil-
dung 4.8 entstehen für den Parameter v, der den Verstärkungsfaktor bestimmt,
zwei Cliquen: II.v = 2 in den Varianten (a) und (c) (Cliquengröße 2) und II.v = 5
in der Variante (d) (Cliquengröße 1).
Aufgrund der Bindung beider Bestandteilarten (Verbindungen und Parameter-
zuweisungen) an die Funktionsblöcke, können keine ungültigen Abbildungen ent-
stehen. Die Cliquen der Verbindungen und Parameterzuweisungen sind daher
immer unabhängig.
Zwischen den Varianten und den Cliquen, die jeweils einen Bestandteil der ein-
zelnen Varianten beschreiben, besteht eine Relation. Für die oben genannten Cli-
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4.6. Variantenübergreifendes Matching
Tabelle 4.4.: Resultierende Relation zwischen Varianten und Cliquen für das Bei-
spiel (Ausschnitt)
Cliquen
















































a × × × × × × × × × ×
b × × × × × × ×
c × × × × × × × ×
d × × × × × × × × × ×
quen ist diese in Tabelle 4.4 eingetragen. Jedes Kreuz (×) steht für ein Element der
Relation: Eine Variante besitzt ein Bestandteil, welcher durch eine Clique beschrie-
ben ist. Jede Spalte entspricht damit einer Clique. Für die Verbindungs-Cliquen
wird hier die Schreibweise <Funktionsblockclique>.<Nummer des Ausgangs> →
<Funktionsblockclique>.<Nummer des Eingangs> verwendet. Für die Cliquen der
Parameterzuweisungen gilt, wie im obigen Beispiel, die Schreibweise <Funktions-
blockclique>.<Parametername> = <Wert>. Neben den in Tabelle 4.4 eingetragenen
Cliquen existieren noch weitere Cliquen für Parameterzuweisungen. Da sich die-
se zwischen den Varianten nicht unterscheiden, wurden sie der Übersicht halber
weggelassen.
Obwohl jede unzerlegte Clique der Subsystemfunktionsblöcke später als ein Pro-
duktlinienvariantenblock im Modell-Template repräsentiert wird, werden in der
Relation die zerlegten Cliquen verwendet. Dies ist notwendig, da in Kapitel 5 aus
dieser Relation die Zusammenhänge zwischen den Bestandteilen ermittelt werden.
Dabei ist nicht wichtig, wann welche Produktlinie verwendet wird, sondern wann
welche Variante auftritt.
4.6.4. Erstellen des Modell-Templates
Jede der im letzten Abschnitt ermittelten Cliquen kann durch ein Element der
Clique, d. h. durch einen Funktionsblock, eine Verbindung oder eine Parameter-
zuweisung repräsentiert werden. Bei Subsystemfunktionsblöcken wird die Clique
durch einen Produktlinienvariantenblock repräsentiert. Zusammengefasst in ein
Modell entsteht das Modell-Template, mit dem alle Varianten abgedeckt werden
können. Abbildung 4.9 zeigt das generierte Modell-Template für die vier Varian-
ten aus Abbildung 4.8 in einer Simulink-ähnlichen Notation. Die fünf Cliquen
der Funktionsblöcke (I–V) sind entsprechend markiert. Das Modell-Template ist
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Abbildung 4.9.: Generiertes Modell-Template aus den Varianten und Cliquen von
Abbildung 4.8
in diesem Fall kein gültiges Simulink-Modell, da unerlaubte n:1-Verbindungen
existieren und der Block Gain1 mehrere Werte für den gleichen Parameter hat. Im
FB-Metamodell ist dies jedoch gültig.
Die Bedingungen der Modellelemente können in dieser Phase noch nicht er-
zeugt werden, da die Features noch nicht bekannt sind. Die endgültig verwende-
ten Features werden erst in Kapitel 5 identifiziert.
4.7. Identifikation der Features
Jede der beim variantenübergreifenden Matching resultierenden Cliquen kann als
primitives Feature betrachtet werden. Diese Features schalten einzelne Bestandtei-
le des Modell-Templates ein oder aus. Wie in Tabelle 4.4 durch gleiche Spaltenin-
halte ersichtlich, kommen viele Bestandteile immer gemeinsam vor und können
damit durch ein gemeinsames Feature ausgedrückt werden (siehe Tabelle 4.5). Der
Vorteil ist, dass die Anzahl der Features reduziert wird. Der Nachteil ist jedoch,
dass Features, die unterschiedliche Dinge betreffen, aber immer gemeinsam aktiv
sind (und sich damit gegenseitig bedingen) trotzdem zu einem Feature zusam-
mengefasst werden.
Welche Features zusammengefasst werden und welche nicht, kann der Algorith-
mus nicht ohne Zusatzwissen bzw. Nutzereingaben entscheiden. Beispielsweise
können auch nur jene sich gegenseitig bedingenden Features zusammengefasst
werden, die in den Modellen bzw. im Modell-Template zusammenhängende Teile
bilden. Da jedoch Features und Lösungsraum in der Regel orthogonal zueinan-
der sind, wird diese Methode nicht favorisiert. Daher werden in dieser Arbeit die
primitiven Features so weit wie möglich zusammengefasst. Die Folge davon ist,
dass im Feature-Modell keine Mandatory-Relationen entstehen können, da diese
nur zwischen sich gegenseitig bedingten Feature-Paaren gelten und solche Paare
durch das Zusammenfassen nicht mehr existieren.
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Tabelle 4.5.: Zuordnung der Cliquen zu zusammengefassten Features
Feature Cliquen Beschreibung
Base I, III, V Basisbestandteile
Gain1 II, I.1 → II.1 Funktionsblock Gain1
Gain2 IV Funktionsblock Gain2
InToSquare I.1 → III.1 Verbindung von In nach Square
SquareToOut III.1 → V.1 Verbindung von Square nach Out
Gain1ToSquare II.1 → III.1, II.v = 2 Verbindung von Gain1 nach Square
Gain2L II.1 → IV.1, IV.1 → III.1, Gain2 vor Square
II.v = 5
Gain2R III.1 → IV.1, IV.1 → V.1 Gain2 nach Square
Die Namensgebung der Features muss später vom Nutzer erfolgen. Bis dahin
werden nur Platzhalternamen verwendet. Diese können beispielsweise aus den
Namen der einzelnen Bestandteile gebildet werden. Aus didaktischen Gründen
wurden den Features in Tabelle 4.5 bereits sinnvolle Namen gegeben.
Durch diese direkte Beziehung zwischen Features und Bestandteilen des Modell-
Templates entsteht automatisch ein Feature-Mapping, wobei jedem Bestandteil ein
Feature zugeordnet werden kann. In Abschnitt 5.4 wird die Anzahl der Features
durch Entfernen von redundanten Features noch weiter reduziert, sodass an dieser
Stelle noch nicht das endgültige Feature-Mapping erzeugt werden kann.
In Tabelle 4.6 sind als Zeilen die gültigen Feature-Konfigurationen aller zusam-
mengefassten Features des Beispiels dargestellt. Manuell können bereits erste Zu-
sammenhänge gefunden werden:
• Base ist immer ausgewählt.
• Gain1 und InToSquare sind alternativ, denn sie kommen nie gemeinsam vor.
• Wenn das Feature Gain2L ausgewählt ist, dann sind auch Gain1, Gain2 und
SquareToOut ausgewählt.
4.8. Zusammenfassung
In diesem Kapitel wurde eine Methode vorgeschlagen, wie aus Einzelmodellen
automatisch ein Modell-Template und eine Menge von Features und Feature-Kon-
figurationen generiert werden kann.
• Zur Identifikation der Produktvarianten wurden die Einzelmodelle durch
ein Model-Matching-Verfahren verglichen und nach Ähnlichkeit geclustert.
83
4. Identifikation von Varianten und Erstellung der Modell-Templates


































a × × × × ×
b × × × ×
c × × × ×
d × × × × ×
Jeder Cluster ist dabei ein Kandidat für eine Produktlinie. Jedoch entspre-
chen die Cluster, die bei einem festen Schwellwert entstehen, nicht unbedingt
den Wünschen des Nutzers. Eine Ideallösung kann jedoch in den meisten
Fällen durch Teilung oder Zusammenfassung der entstandenen Cluster er-
reicht werden.
• Mithilfe des Model-Matchings ließen sich ebenfalls die Gemeinsamkeiten
zwischen den Modellvarianten identifizieren, welche die Basis für die Featu-
res sind. Aus diesen gemeinsam auftretenden Bestandteilen der Modellvari-
anten konnte durch Zusammenfassen ein Modell-Template generiert werden,
welches den Lösungsraum der späteren Produktlinie repräsentiert.
• Aus der Zuordnung der Features zu den Modellvarianten konnten die gülti-
gen Feature-Konfigurationen des zu erzeugenden Feature-Modells ermittelt
werden.
Als Ergebnis dieses Kapitels werden das Modell-Template, die Features und die
gültigen Feature-Konfigurationen im nächsten Kapitel weiterverwendet.
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5. Synthese von Feature-Modellen und
Feature-Mappings
Dieses Kapitel behandelt die automatische Erzeugung des Problemraumes der zu
erzeugenden Produktlinie und die Verbindung zwischen Problem- und Lösungs-
raum und setzt damit die in Kapitel 2 definierten Migrationsschritte Identifikation
der Feature-Abhängigkeiten (III.), Aufstellung des Feature-Modells (IV.), Erstellung des
Feature-Mappings (VI.) und die Erstellung der Multiproduktlinie (VII.) um. Teile die-
ses Kapitels wurden vom Autor dieser Arbeit in [124, 126, 127] veröffentlicht.
5.1. Ausgangspunkt und Lösungsidee
Der Ausgangspunkt für die Synthese der Feature-Modelle sind die Ergebnisse von
Kapitel 4: Features, die gemeinsame Bestandteile der Modellvarianten repräsentie-
ren, gültige Feature-Konfigurationen und Modell-Templates, welche die Bestand-
teile aller Varianten zusammenfassen und mit den Features in Relation stehen.
Daraus entsteht die Teilforschungsfrage: Wie kann aus einer Liste von Feature-Kon-
figurationen effizient ein äquivalentes Feature-Modell aufgestellt werden, sodass auch bei
vielen Varianten und Features in akzeptabler Zeit ein gültiges Ergebnis entsteht?
Dabei sind die bereits genannten Anforderungen Keine flachen Feature-Hierarchien
und Minimierte Anzahl an Feature-Constraints zu beachten, um die Verständlichkeit
der im Feature-Baum beschriebenen Zusammenhänge für den Nutzer zu erhöhen.
Da wegen der Anforderung Exakte Abdeckung trotzdem alle Zusammenhänge im
Feature-Modell enthalten sein müssen, bedeutet das gleichzeitig, dass so viele Zu-
sammenhänge wie möglich im Feature-Baum enthalten sein müssen.
Wie bereits in Abschnitt 2.1.1 genannt, beschreiben Feature-Modelle die Zusam-
menhänge zwischen Features in Form eines Feature-Baums oder -graphen mit ggf.
zusätzlichen Feature-Constraints. Je nach Anwendungsfall existieren Erweiterun-
gen, welche die Ausdrucksstärke erhöhen.
Für die in dieser Arbeit zu generierenden Feature-Modelle werden folgende
Eigenschaften festgelegt:
• Features
In einer Feature-Konfiguration haben die Features nur die Zustände ausge-
wählt oder nicht ausgewählt. Es werden keine Feature-Attribute unterstützt,
die jedem Feature noch weitere Eigenschaften zuordnen können.
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• Feature-Relationen
Als Feature-Relationen zwischen Eltern- und Kind-Features werden Option,
Alternative (Exklusiv-Oder) und Inklusiv-Oder unterstützt. Die Mandatory-
Relation wird nicht benötigt, da sie durch das vorherige Zusammenfassen
von sich gegenseitig bedingenden Features nicht vorkommt. Als Struktur
wird der Feature-Baum verwendet, d. h. jedes Feature besitzt, bis auf das
Root-Feature, genau ein Eltern-Feature. Jedes Feature kann jedoch Eltern-
Feature von mehreren Feature-Relationen sein.
• Feature-Constraints
Für Feature-Constraints, welche die zusätzlichen Zusammenhänge darstel-
len, werden aussagenlogische Ausdrücke verwendet. Damit ist sichergestellt,
dass alle möglichen Zusammenhänge zwischen den Features beschrieben
werden können.
Da Feature-Modelle der oben festgelegten Form eine äquivalente Darstellung
von booleschen Ausdrücken sind [14], können Feature-Modelle automatisch er-
stellt werden, wenn die Zusammenhänge zwischen den Features bekannt sind.
Diese Zusammenhänge sind implizit in der Relation zwischen Varianten und Cli-
quen enthalten und können mithilfe der Formalen Begriffsanalyse [52] gefunden
werden.
Die Abbildung zwischen Problemraum, d. h. dem Feature-Modell, und Lösungs-
raum, d. h. dem Modell-Template, ist problemlos möglich, da die Features in Ab-
schnitt 4.7 aus dem Lösungsraum ermittelt wurden.
Im folgenden Abschnitt 5.2 werden existierende Verfahren zur Synthese von
Feature-Modellen vorgestellt. Da für den daraufhin vorgestellten Ansatz die For-
male Begriffsanalyse eine große Rolle spielt, werden die wichtigsten Begriffe und
Algorithmen in Abschnitt 5.3 kurz vorgestellt. Der eigentliche neue Ansatz zur
Extraktion des Feature-Diagramms und der Feature-Constraints wird in den Ab-
schnitten 5.4 und 5.5 beschrieben. Das für die Ausstellung der Produktlinie not-
wendige Feature-Mapping und die Zusammenführung zu einer Multiproduktlinie
sind in den Abschnitten 5.6 und 5.7 zu finden. Die Umsetzung der Produktlinien
im FeatureMapper [60] erfolgt in Abschnitt 5.8.
5.2. Existierende Verfahren zur
Feature-Modell-Synthese
Die bisher existierenden Verfahren zur Feature-Modell-Synthese nutzen aussagen-
logische Formeln, die Formale Begriffsanalyse oder andere Methoden. Nach dieser
Klassifizierung werden diese in den nächsten Abschnitten genauer analysiert.
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5.2.1. Ansätze basierend auf aussagenlogischen Formeln
In [14] zeigt Batory, dass sich Feature-Relationen und damit Feature-Modelle als
aussagenlogische Ausdrücke darstellen lassen. Tabelle 5.1 stellt diese Abbildungen
dar. Das Eltern-Feature wird mit fp und die Kind-Features mit fm, fo bzw. f1, . . . , fn
bezeichnet. Damit gibt es für jedes Feature-Modell eine eindeutige aussagenlogi-
sche Formel, welche die Auswahlsemantik des Feature-Modells beschreibt.
Tabelle 5.1.: Feature-Relationen und äquivalente boolesche Ausdrücke
Feature-Relation Boolescher Ausdruck
Mandatory fm ⇔ fp
Option fo ⇒ fp
Inklusiv-Oder fp ⇔ f1 ∨ . . . ∨ fn
Alternative fp ⇔ ( f1 ∨ . . . ∨ fn) ∧∧1≤i<j≤n ¬( fi ∧ f j)
Es ist nicht nur möglich, ein Feature-Modell in eine aussagenlogische Formel
umzuwandeln, sondern auch von der Aussagenlogik zurück zum Feature-Modell
zu gelangen: In [33] beschreiben Czarnecki und Wa˛sowski ein Verfahren, wie aus
beliebigen aussagenlogischen Formeln automatisch Feature-Diagramme erstellt
werden können. Die Abbildung von Formeln zu Feature-Modellen ist grundsätz-
lich nicht eindeutig, da in Feature-Modellen unterschiedliche Strukturen die glei-
che Semantik besitzen können.
Die Hierarchie des Feature-Diagramms wird in [33] mithilfe eines Implikati-
onsgraphen ermittelt. Die Knoten stellen dabei die Features und die gerichteten
Kanten binäre Implikationen a ⇒ b zwischen den Features dar. Ob eine solche Im-
plikation gilt und damit eine Kante zwischen zwei Feature-Knoten existiert, kann
mithilfe der Eingabeformeln ermittelt werden. In der genannten Arbeit werden
hierfür Entscheidungsbäume und SAT-Solver verwendet. Da Implikationen transitiv
sind (wenn a ⇒ b und b ⇒ c, dann auch a ⇒ c), ist der Graph transitiv abgeschlos-
sen. Gruppen von Mandatory-Features sind starke Zusammenhangskomponenten im
Graph. Diese Gruppen werden durch Einzelknoten ersetzt, sodass ein gerichteter
azyklischer Graph entsteht. Mithilfe der transitiven Reduktion wird die transitive Hül-
le des Graphen entfernt. Das Ergebnis ist die eindeutige Feature-Hierarchie als
Graph. Gruppen von Inklusiv-Oder-Relationen und Alternativen werden mithil-
fe von Primtermen von Formeln ermittelt, die aus den Eingabeformeln gebildet
werden.
Da die Feature-Hierarchie kein Baum, sondern in den meisten Fällen ein Graph
ist, können Features mehrere Eltern-Features haben. Welche dieser das richtige
Eltern-Feature ist, ist zunächst unbekannt. She et al. [134] nutzen hierzu ein Metrik,
die auf der Ähnlichkeit zwischen den Feature-Beschreibungen basiert. Die danach
geordneten Eltern-Features werden dem Nutzer zur Auswahl gestellt.
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Nach der Veröffentlichung der in diesem Kapitel vorgestellten Methode in [127],
stellten Andersen et al. in [5] eine effizientere Implementierung des Ansatzes von
Czarnecki und Wa˛sowski [33] mithilfe von SAT-Solvern vor. Dabei wird als Einga-
be zwischen aussagenlogischen Formeln in konjunktiver (KNF) und disjunktiver
Normalform (DNF) unterschieden. In [33] wurde nur von Formeln in KNF ausge-
gangen.
Formeln in KNF werden bei Szenarien angewendet, bei denen einzelne konjunk-
tiv verknüpfte Regeln vorkommen. Zum Beispiel entsteht aus den Regeln a ⇒ b
und a ∨ c die KNF (¬a ∨ b) ∧ (a ∨ c). Formeln in DNF kommen dagegen bei Sze-
narien vor, die gültige Feature-Konfigurationen als Eingabe haben. Existieren bei-
spielsweise drei Features a, b und c und die gültigen Feature-Konfigurationen sind
{a, b} und {b, c}, so entsteht die DNF (a ∧ b ∧ ¬c) ∨ (¬a ∧ b ∧ c). Dieser Ansatz
löst damit ebenfalls das Problem der Synthese von Feature-Modellen aus Feature-
Konfigurationen. Ein detaillierter Vergleich zwischen dieser DNF-basierten Metho-
de (im Folgenden DNF-FM-Synthese genannt) und der in diesem Kapitel vorge-
stellten Methode ist in Abschnitt 5.4.7 zu finden.
Bei beiden Ansätzen [5, 33] werden jedoch nicht die noch zusätzlich zum syn-
thetisierten Feature-Diagramm geltenden Zusammenhänge extrahiert. Es werden
damit keine Feature-Constraints erzeugt. Die damit erzeugten Produktlinien kön-
nen daher mehr Varianten enthalten, als in der Eingabe vorhanden waren. Dies
widerspricht jedoch der Anforderung Exakte Abdeckung.
5.2.2. Ansätze basierend auf der Formalen Begriffsanalyse
Wie bereits in Abschnitt 2.2.2 beschrieben, ist die Formale Begriffsanalyse (engl. for-
mal concept analysis, kurz FCA) [52] zum Finden der Zusammenhänge zwischen
Features und damit zur Synthese grundsätzlich geeignet.
Loesch und Ploedereder [87] finden mithilfe der FCA einfache Zusammenhänge
aus Feature-Konfigurationen. Dabei werden Features gefunden, die in jeder Konfi-
guration vorkommen, die niemals vorkommen (sogenannte tote Features), die sich
gegenseitig ausschließen und die immer gemeinsam vorkommen. Diese Informa-
tionen sind für die Synthese von Feature-Modellen jedoch nicht ausreichend.
In der Diplomarbeit von Thomas Ryssel [120] werden aus Anforderungen mithil-
fe der FCA Feature-Modelle erzeugt. Die Anforderungen bilden dabei im Grunde
gültige Feature-Konfigurationen, sodass die Methode auch in dieser Arbeit ange-
wendet werden könnte. Die beschriebenen Algorithmen sind jedoch nicht effizient,
d. h. der Berechnungsaufwand steigt exponentiell mit der Anzahl der Features.
Der Vergleich mit diesen Algorithmen erfolgt in den entsprechenden Abschnitten.
Bisher sind keine effizienten Ansätze bekannt, um vollständige Feature-Modelle
mithilfe der FCA zu synthetisieren. Die FCA ist dennoch vielversprechend und
wird in dieser Arbeit verwendet.
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5.2.3. Andere Ansätze
In [59] benutzen Haslinger et al. eine Ad-Hoc-Methode, um aus Feature-Konfigu-
rationen Feature-Modelle zu erstellen. Dabei werden Features, die in jeder Konfi-
guration vorkommen, als Root-Feature und dessen obligatorische Kind-Features
verwendet. Danach werden rekursiv Kind-Features herausgesucht (wie genau,
wird nicht beschrieben) und unter diesen Feature-Relationen bestimmt. Die be-
nötigten Feature-Constraints werden nicht ermittelt. Da der Algorithmus nur auf
einer relativ hohen Abstraktionsstufe beschrieben wird, kann über die Qualität
und Performance des Ansatzes keine Aussage getroffen werden.
Lopez-Herrejon et al. [90] verwenden Evolutionäre Algorithmen, um aus einer
Menge von gegebenen Feature-Konfigurationen Feature-Modelle zu generieren.
Dabei wird eine Population von zufälligen Feature-Modellen erzeugt und die-
se dann zufällig untereinander gekreuzt (Cross-Over) und mutiert. Zur Selekti-
on werden die einzelnen Feature-Modelle mithilfe einer Fitnessfunktion bewer-
tet, welche die vom Feature-Modell bereits abgedeckten Feature-Konfigurationen
zählt. Je höher der Wert, desto besser ist das Feature-Modell. Dadurch entstehen
jedoch Feature-Modelle, die mehr als die eingegebenen Konfigurationen erlau-
ben. Um dies zu vermeiden, werden in einer zweiten Variante der Fitnessfunk-
tion nur diejenigen Feature-Modelle bewertet, deren Anzahl der gültigen Feature-
Konfigurationen genau der Anzahl der eingegebenen entspricht.
Der Vorteil ist hier, dass mehrere gültige Feature-Modelle erzeugt werden kön-
nen, aus denen sich der Nutzer eines heraussuchen kann. Der Nachteil ist, dass
bei Evolutionären Algorithmen nicht garantiert werden kann, dass innerhalb einer
festgelegten Anzahl an Generationen oder einer bestimmten maximalen Laufzeit
ein gutes oder wie bei den Feature-Modellen überhaupt ein gültiges Ergebnis er-
reicht werden kann. Durch die Zufallskomponente ist das Ergebnis auch nicht
deterministisch. Bei mehrfacher Ausführung können damit unterschiedliche Er-
gebnisse entstehen. Außerdem ist die Ermittlung der Fitness eines generierten
Feature-Modells relativ aufwendig, da für jede eingegebene Feature-Konfiguration
bestimmt werden muss, ob sie im Feature-Modell enthalten ist. Zusätzlich muss
(in der zweiten Variante der Fitnessfunktion) die Anzahl der gültigen Feature-
Konfigurationen bestimmt werden. Diese Aufgaben sind einzeln betrachtet für
kleinere Feature-Modelle relativ schnell gelöst, jedoch müssen sie ggf. tausende
Mal ausgeführt werden, sodass relativ hohe Laufzeiten entstehen.
5.2.4. Fazit
Es gibt bereits Ansätze, die aus einer Liste von gültigen Feature-Konfigurationen
automatisch ein Feature-Modell ermitteln. Diese sind jedoch ineffizient, garantie-
ren keine gute Lösung oder erzeugen keine Feature-Modelle, die exakt den ent-
sprechenden Feature-Konfigurationen entsprechen. Daher ist es notwendig, einen
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neuen Ansatz zur Bestimmung eines zu den gegebenen Feature-Konfigurationen
äquivalenten Feature-Modells zu entwickeln.
5.3. Grundlagen der Formalen Begriffsanalyse
Zum besseren Verständnis der nächsten Abschnitte dieses Kapitels werden in die-
sem Abschnitt die Grundlagen der Formalen Begriffsanalyse (engl. formal concept
analysis, FCA) erklärt. Dabei werden die mathematischen Grundlagen und die
grundlegenden Algorithmen getrennt vorgestellt.
5.3.1. Mathematische Grundlagen
Im Folgenden werden die Begriffe und mathematischen Grundlagen der FCA kurz
am Beispiel dargestellt. Detailliertere Informationen sind in [52] zu finden.
Formale Begriffe
Abbildung 5.1 zeigt die Tabellendarstellung eines formalen Kontextes. Der Inhalt ist
mit Tabelle 4.6 auf Seite 84 identisch. Ein Kontext besteht aus einer Menge von
Gegenständen G (engl. objects), in diesem Fall die Feature-Konfigurationen, aus
einer Menge von Merkmalen M (engl. attributes), die Features, und einer binären
Relation I ⊆ (G×M). Die Relation bedeutet: Ein Gegenstand hat ein Attribut bzw.
in diesem Fall eine Feature-Konfigurationen enthält ein aktives Feature. In der
Tabellendarstellung des Kontextes gibt es für jeden Gegenstand eine Zeile und für
jedes Merkmal eine Spalte. Die Kreuze (×) beschreiben die Relation. Die Dichte des
Kontextes entspricht dem Anteil der Kreuze in der Tabelle, d. h. |I|/(|G| · |M|).
Gleiche Spalten und gleiche Zeilen können zusammengefasst werden. Es ent-
steht dadurch ein bereinigter Kontext. Durch das Zusammenfassen der primitiven
Features in Abschnitt 4.7 ist der Kontext bereits spaltenbereinigt.
Ein Ziel der Formalen Begriffsanalyse ist das Finden von Begriffen (engl. con-
cepts). Ein Begriff ist eine maximale Menge von Gegenständen und Merkmalen,
die jeweils gegenseitig in Relation stehen. Diese Mengen werden Umfang und In-
halt eines Begriffs genannt. In der Tabellendarstellung entspricht dies maximalen,
gefüllten Rechtecken aus Kreuzen, wobei die Reihenfolge der Zeilen und Spalten
keine Rolle spielt. Begriffe sind damit Paare von Gegenstands- und Merkmalsmen-
gen. Der Beispielkontext enthält unter anderem die Begriffe:
({a, c, d}, {Base, Gain1}) ,
({c, d}, {Base, Gain1, SquareToOut}) und
({a, b}, {Base, Gain2, Gain2R}) .
Berechnet werden die Begriffe mit dem Operator ·′. Angewendet auf eine Ge-
genstandsmenge werden all jene Merkmale ermittelt, die alle diese Gegenstände
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a × × × × ×
b × × × ×
c × × × ×
d × × × × ×
Abbildung 5.1.: Kontext mit gültigen Feature-Konfigurationen
gemeinsam haben. Analog gilt für eine Merkmalsmenge, dass all jene Gegenstän-
de gesucht werden, die diese Merkmale haben. Damit gilt für einen Begriff (A, B)
mit A ⊆ G und B ⊆ M: A′ = B und A = B′. Für eine beliebige Gegenstandsmenge
X ⊆ G, lässt sich der Begriff (X′′,X′) bilden. Analog entsteht aus einer beliebigen
Merkmalsmenge Y ⊆ M der Begriff (Y′,Y′′). Für einzelne Gegenstände g ∈ G
und Merkmale m ∈ M wird statt {g}′ bzw. {m}′ im Allgemeinen kurz g′ bzw. m′
geschrieben.
Spezielle Begriffe eines Kontextes sind der Gegenstandbegriff und der Merkmalbe-
griff , die aus einzelnen Gegenständen bzw. Merkmalen gebildet werden: Für g ∈ G
ist γg = (g′′, g′) der Gegenstandsbegriff von g und für m ∈ M ist µm = (m′, m′′)
der Merkmalbegriff von m. Die drei oben genannten Begriffe des Beispielkontextes
sind die Merkmalbegriffe der Merkmale Gain1, SquareToOut und Gain2R.
Zwischen den Begriffen besteht eine Halbordnung, basierend auf der Teilmengen-
beziehung der Umfänge und Inhalte der Begriffe. So ist (A1, B1) ein Unterbegriff
von (A2, B2) (kurz: (A1, B1) ≤ (A2, B2)), wenn A1 ⊆ A2 und damit auch B1 ⊇ B2
gilt. Analog ist (A2, B2) Oberbegriff von (A1, B1). Für das Beispiel gilt
({c, d}, {Base, Gain1, SquareToOut}) ≤ ({a, c, d}, {Base, Gain1}) .
Der Begriffsverband
Die Menge aller Begriffe eines Kontextes bildet einen Begriffsverband B(G,M,I) be-
züglich der oben genannten Halbordnung. Für den Beispielkontext ist dieser in
Abbildung 5.2 in Form eines Hasse-Diagramms dargestellt. Die Knoten sind die Be-
griffe und die Kanten beschreiben die Relation zwischen benachbarten Unter- und
Oberbegriffen. Für die Begriffe selbst sind in dieser Darstellung nicht Umfang und
Inhalt angegeben, sondern nur diejenigen Gegenstände und Merkmale, die nicht
bereits in deren Unter- bzw. Oberbegriffen enthalten sind. Die vollen Umfänge
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Abbildung 5.2.: Begriffsverband des Kontextes in Abbildung 5.1
und Inhalte können wieder rekonstruiert werden, indem für den Umfang alle Un-
terbegriffe und für den Inhalt alle Oberbegriffe betrachtet werden. So steht der
Knoten, der in Abbildung 5.2 mit Gain1ToSquare bezeichnet ist, für den Begriff
({a, c}, {Base, Gain1, Gain1ToSquare}) .
Der Knoten rechts daneben (ohne Bezeichnung) steht für den Begriff
({a, d}, {Base, Gain1, Gain2}) .
Knoten, die eine Bezeichnung haben, sind Merkmal- bzw. Gegenstandbegriffe
der entsprechenden Merkmale und Gegenstände. Knoten ohne Bezeichnung sind
weder Merkmal- noch Gegenstandbegriffe.
Die Anzahl der Merkmal- bzw. Gegenstandbegriffe ist auf die Anzahl der Merk-
male und Gegenstände beschränkt. Damit steigt die Anzahl dieser Begriffe linear
mit der Breite und Höhe des Kontextes. Die Anzahl aller Begriffe steigt jedoch ex-
ponentiell. Das ist schon daraus ersichtlich, dass zur Bildung der Begriffe beliebi-
ge Kombinationen aus Merkmalen bzw. Gegenständen verwendet werden können.
Da es 2|G| Gegenstandsmengen und 2|M| Merkmalsmengen gibt, ist die Anzahl der
Begriffe beschränkt auf
|L| = |B(G,M,I)| ≤ 2min(|G|,|M|). (5.1)
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Jedoch bildet nicht unbedingt jede Teilmenge von G oder M einen eigenen Be-
griff. Laut der Schätzung in [133] gilt für die Anzahl folgende Obergrenze:




|I|+1 − 1 für |I| > 2. (5.2)
Die Anzahl der Begriffe steigt damit exponentiell zur Größe des Kontextes. An-
gewendet auf die Größe des Beispielkontextes ist die Anzahl beschränkt auf 16
(Gleichung 5.1) bzw. 29 (Gleichung 5.2). Die zweite Zahl ist in diesem Fall größer,
da der Kontext nicht quadratisch ist. Das Beispiel enthält 12 Begriffe.
Der größte Begriff hat als Umfang die gesamte Gegenstandsmenge und als Inhalt
die Merkmale, die jeder Gegenstand hat. Im Beispiel ist der größte Begriff
({a, b, c, d}, {Base}) .
Der kleinste Begriff hat als Inhalt die gesamte Merkmalsmenge und als Umfang
die Gegenstände, die alle Merkmale besitzen. Im Beispiel ist dies der Begriff
(∅, {Base, Gain1, Gain2, InToSquare, SquareToOut,
Gain1ToSquare, Gain2L, Gain2R}).
Ein Merkmal von vollständigen Verbänden ist, dass Infimum und Supremum von
Verbandselementen ebenfalls wieder Elemente des Verbandes sind. Beim Begriffs-
verband ist das Infimum einer Begriffsmenge der größte Unterbegriff aller dieser
Begriffe. Analog ist das Supremum einer Begriffsmenge der kleinste Oberbegriff
aller dieser Begriffe.
Im Beispielkontext ist das Infimum der Merkmalbegriffe von Gain1 und Gain2R
der Begriff ({a}, {Base, Gain1, Gain2, Gain2R}). Das Infimum von Begriffen enthält
immer mindestens die Vereinigung der Inhalte der Begriffe und genau den Durch-











für 1 ≤ i ≤ n. (5.3)













für 1 ≤ i ≤ n. (5.4)
Implikationen zwischen Merkmalen
Ein weiterer Aspekt der Formalen Begriffsanalyse ist die Bestimmung von Im-
plikationen zwischen Merkmalen. Damit können die Zusammenhänge zwischen
diesen beschrieben werden. Eine Implikation von Merkmalsmengen P ⇒ C mit
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P, C ⊆ M gilt genau dann, wenn C ⊆ P′′ bzw. (P′, P′′) ≤ (C′, C′′). Eine Merkmals-
menge wird dabei als Konjunktion der enthaltenen Merkmale betrachtet.
Ist ein Merkmalbegriff µp Unterbegriff eines anderen Merkmalbegriffs µc, dann
folgt daraus die Implikation p ⇒ c. Somit gelten im Beispiel unter anderem die
Implikationen SquareToOut⇒ Gain1 und InToSquare⇒ Gain2.
Ebenso gelten die Implikationen Gain1ToSquare∧ Gain2R⇒ Gain1∧ Gain2, da
({a}, {Base, Gain1, Gain2, Gain2R, Gain1ToSquare})
≤ ({a, d}, {Base, Gain1, Gain2}),
und SquareToOut∧ Gain2⇒ Gain2L, da
({d}, {Base, Gain1, Gain2, SquareToOut, Gain2L})
≤ ({d}, {Base, Gain1, Gain2, SquareToOut, Gain2L}) gilt.
Im zweiten Fall gilt neben ≤ auch ≥, sodass die Implikation in beide Richtungen
gilt, d. h. SquareToOut∧ Gain2⇔ Gain2L.
Implikationen mit Negationen können nur über einen Umweg erhalten werden:
Für jedes Merkmal muss ein zusätzliches negiertes Merkmal hinzugefügt werden.
Abbildung 5.3 zeigt den um die negierten Merkmale erweiterten Kontext von Ab-
bildung 5.1. Das negierte Merkmal ¬Base kann weggelassen werden, da es in kei-
ner Variante vorkommt und damit eine Leerspalte bildet. Der zugehörige Begriffs-
verband (siehe Abbildung 5.4) hat 14 Begriffe. Die bezüglich des Begriffsumfangs


































































a × × × × × × × ×
b × × × × × × × ×
c × × × × × × × ×
d × × × × × × × ×
Abbildung 5.3.: Kontext mit gültigen Feature-Konfigurationen und negierten
Merkmalen
Hierbei wird eine weitere Eigenschaft deutlich: Werden zu einem Kontext neue
Merkmale hinzugefügt, so werden entweder Begriffe verändert (die Umfänge blei-
ben gleich und die Inhalte werden vergrößert) oder es kommen neue Begriffe
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Abbildung 5.4.: Begriffsverband des Kontextes in Abbildung 5.3
hinzu. Begriffe verschwinden jedoch nie, d. h. Umfänge von Begriffen in einem
Kontext sind auch immer Umfänge von Begriffen in einem um weitere Merkmale
erweiterten Kontext.
Da nach dem Hinzufügen der negierten Merkmale der Kontext nicht nochmals
bereinigt wurde, stehen an einigen Begriffen mehrere Merkmale. Diese Merkmale
bilden jeweils den gleichen Merkmalbegriff und sind damit äquivalent. Im Bei-
spiel gilt: SquareToOut⇔ ¬Gain2R und damit auch ¬SquareToOut⇔ Gain2R und
ebenso Gain1⇔ ¬InToSquare und ¬Gain1⇔ InToSquare.
Die Äquivalenz Gain1∧¬Gain2L⇔ Gain1ToSquare ist ein Beispiel für einen gül-
tigen Zusammenhang, der nur mit negierten Merkmalen gefunden werden kann.
Reduzible Merkmale
Ein Merkmal, dessen Merkmalbegriff das Infimum anderer Merkmalbegriffe ist,
wird reduzibel genannt. Wird ein solches Merkmal aus dem Kontext entfernt, än-
dert sich die Struktur des Begriffsverbandes nicht. Im Beispiel des Kontextes von
Abbildung 5.1 gilt dies nur für das Merkmal Gain2L. Für den Kontext mit den ne-
gierten Merkmalen (Abbildung 5.3) gilt dies für Gain1ToSquare, ¬Gain2, Gain2L,
InToSquare und ¬Gain1. Dies ist auch daran erkennbar, dass sie äquivalent zu
einer Konjunktion anderer Merkmale sind. Für alle anderen Merkmalbegriffe in
Abbildung 5.2 bzw. 5.4 trifft dies nicht zu. Merkmale, die in jedem Gegenstand vor-
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kommen (sogenannte Vollspalten, im Beispiel Base) sind immer reduzibel. Dessen
Merkmalbegriff ist der größte Begriff im Begriffsverband. Ebenfalls sind Merkma-
le, die in keinem Gegenstand vorkommen (Leerspalten, im Beispiel das weggelas-
sene ¬Base) reduzibel. Dessen Merkmalbegriff ist der kleinste Begriff im Begriffs-
verband. Ein Entfernen dieser Merkmale ändert nicht die Verbandsstruktur.
Ob ein Merkmal, welches nicht in allen oder keinen Gegenständen vorkommt,
reduzibel ist, ist auch an der Anzahl der oberen Nachbarn des zugehörigen Merk-
malbegriffs im Begriffsverband erkennbar:
• Hat ein Merkmalbegriff mehrere obere Nachbarn, so ist das entsprechende
Merkmal reduzibel.
• Hat ein Merkmalbegriff nur einen oberen Nachbarn, so ist das entsprechende
Merkmal nicht reduzibel. Der eine obere Nachbar ist ebenfalls ein Merkmal-
begriff.
• Ist ein Begriff kein Merkmalbegriff, dann hat er mindestens zwei obere Nach-
barn.
5.3.2. Algorithmen
Im Folgenden werden die wichtigsten Algorithmen zur Berechnung der im letzten
Abschnitt beschriebenen Konzepte kurz beschrieben. Darüber hinaus wird analy-
siert, inwieweit diese für die vorliegende Arbeit verwendbar sind.
Berechnung der Begriffsmenge
Bei der Definition der Begriffe wurde zu deren Berechnung von beliebigen Teil-
mengen von Gegenständen oder Merkmalen ausgegangen. Um alle Begriffe eines
Kontextes zu berechnen, ist es nicht effizient, jede der exponentiell vielen Teilmen-
gen (d. h. die Potenzmenge) von Gegenständen oder Merkmalen zu durchlaufen.
Denn in der Regel gibt es weniger Begriffe als Teilmengen. Zur effizienten Ermitt-
lung aller Begriffe kann der Algorithmus NextConcept von Ganter [51] verwen-
det werden. Dieser berechnet jeweils aus einem Begriffsinhalt den jeweils nächsten
nach einer lexikographischen Ordnung. Begonnen wird dabei mit dem Inhalt ∅′′.
Ein Schritt hat dabei die Komplexität O(|G|2 · |M|), sodass alle Begriffe L mit
O(|G|2 · |M| · |L|) berechnet werden können. Die Verbandsstruktur muss jedoch
noch nachträglich aus der Begriffsmenge ermittelt werden.
Mit den Algorithmen von Godin et al. [55] und von Kuznetsov (CloseByOne)
[81] kann die Menge der Begriffe und die Verbandsstruktur direkt ermittelt wer-
den. Beide Algorithmen haben ebenfalls die Komplexität O(|G|2 · |M| · |L|). Godin
et al. ermitteln Begriffe und Verbandsstruktur iterativ durch schrittweises Hinzu-
fügen von Merkmalen. In CloseByOne wird hingegen eine Tiefensuche angewen-
det.
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Um Teile oder die gesamte Verbandsstruktur zu berechnen, kann der Algorith-
mus Neighbors von Lindig [85] verwendet werden. Er berechnet für einen Begriff
alle oberen oder unteren Nachbarn im Begriffsverband. Die Komplexität ist eben-
falls O(|G|2 · |M|), sodass sowohl alle Begriffe als auch die Struktur des Begriffs-
verbandes mit O(|G|2 · |M| · |L|) berechnet werden können.
Ein Performance-Vergleich verschiedener Algorithmen ist in [82] zu finden. Die
Laufzeit hängt stark von der Art des Kontextes (Größe, Dichte, Verteilung) ab,
sodass es keinen besten Algorithmus für alle Kontexte gibt.
Durch die potentiell sehr große Begriffszahl sollten in dieser Arbeit Ansätze
vermieden werden, welche die gesamte Begriffsmenge berechnen bzw. benötigen.
Berechnung einer Implikationsbasis
Bei der Berechnung von Implikationen ist zwischen der Gesamtmenge aller zwi-
schen Merkmalen gültigen Implikationen und einer Implikationsbasis (engl. impli-
cation base) zu unterscheiden. Eine Implikationsbasis enthält nicht unbedingt alle
gültigen Implikationen. Jedoch lässt sich die Gesamtmenge aus dieser Basismenge
ableiten. Die Basismenge ist damit dennoch vollständig. Sie kann jedoch noch Im-
plikationen enthalten, die aus den anderen enthaltenen Implikationen folgen und
ist damit nicht unbedingt minimal.
Eine vollständige und minimale Menge von Implikationen wird durch die so-
genannte Duquenne-Guigues-Basis oder Stammbasis (engl. stem base) [57] gebildet.
Sie basiert auf den sogenannten Pseudoinhalten P ⊆ M, welche Implikationen der
Form P ⇒ P′′ bilden. Mithilfe des Algorithmus NextClosure von Ganter [51],
eine Erweiterung bzw. Verallgemeinerung von NextConcept, wird jeweils der
nächste Begriffs- oder Pseudoinhalt berechnet. Damit entsteht in jedem Schritt
ein Begriff oder eine Implikation. Wie bei NextConcept wird mit dem Inhalt ∅′′
begonnen. Als Eingabe wird jeweils der letzte Begriffs- oder Pseudoinhalt und
alle vorher berechneten Implikationen benötigt. Sollen nur die Implikationen be-
rechnet werden, so können die ermittelten Begriffsinhalte immer sofort verworfen
werden und benötigen keinen Speicherplatz.
Der Algorithmus von Obiedkov und Duquenne [104] berechnet ebenfalls die
Stammbasis. Die Begriffe und Implikationen werden dabei durch inkrementelles
Hinzufügen der Merkmale des Kontextes ermittelt. In jedem dieser Schritte wer-
den bereits berechnete Begriffe und Implikationen modifiziert und neue hinzuge-
fügt. Dieser Algorithmus ist in vielen Fällen schneller als NextConcept, hat aber
einen Nachteil: Alle berechneten Begriffe müssen für die nächsten Berechnungs-
schritte erhalten bleiben. Dies ist besonders bei Kontexten mit sehr vielen (> 109)
Begriffen und wenigen (< 10.000) Implikationen problematisch, da der zu hohe
Speicherverbrauch der Begriffe die erfolgreiche Berechnung verhindert.
Der Nachteil der mit Pseudoinhalten arbeitenden Algorithmen ist, dass immer
auch alle Begriffe mitberechnet werden. Damit sind diese Algorithmen für Kon-
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texte, die sehr viele Begriffe enthalten, nicht geeignet. Ein Beispiel soll dies ver-
deutlichen: Ein für die Domäne dieser Arbeit realistischer Kontext mit der Größe
33× 134 und der Dichte 50 % besitzt laut Gleichung 5.1 maximal 233 = 8,6 · 109
Begriffe. Der Algorithmus von Obiedkov und Duquenne kann die Implikationen
wegen zu hohem Speicherverbrauch der Begriffe nicht berechnen. Da NextCon-
cept die Begriffe nicht speichert, kommt es zu keinem Speicherüberlauf. Die Be-
rechnung war dennoch nicht erfolgreich: Die Berechnung wurde nach 20 Tagen
wegen zu langer Laufzeit manuell abgebrochen. Die exakte Begriffsanzahl konnte
deshalb nicht ermittelt werden.
Ein Ansatz, um eine vollständige jedoch nicht minimale Menge von Implikatio-
nen zu finden, die in einem Kontext gelten, sind die sogenannten echten Prämissen.
Die mathematische Definition ist in [52, Definition 38 und Hilfssatz 22] zu finden:
Eine Merkmalsmenge A ist eine echte Prämisse, wenn
A• := A′′ \ (A ∪ ⋃
n∈A
(A \ {n})′′) ̸= ∅. (5.5)
A• ist „die Menge derjenigen Merkmale, die zwar in [der Hülle] A′′, nicht aber
in A oder in der Hülle einer echten Teilmenge von A liegen“. Ist A eine echte
Prämisse, dann gilt die Implikation A ⇒ A•. A ist minimal, d. h. keine echte
Teilmenge von A impliziert A•.
Ein Algorithmus zur Berechnung der echten Prämissen bzw. der zugehörigen
Implikationen ist Impec [145]. Dieser baut einen Suchbaum auf, bei dem alle Teil-
mengen von echten Prämissen und die echten Prämissen selbst durchlaufen und
gespeichert werden. Bestimmte Zweige des Suchbaums können aufgrund der Mi-
nimalitätsanforderung einer echten Prämisse ignoriert werden. Für den zugehöri-
gen Abbruchtest müssen jedoch für jede neu gefundene echte Prämisse alle bisher
durchlaufenen Prämissen nochmals durchsucht werden. Dadurch steigen die Lauf-
zeit und der Speicherverbrauch des Algorithmus exponentiell mit der maximalen
Länge der echten Prämissen.
Berechnung von Implikationsregeln
Das Problem des Findens einer Implikationsbasis existiert auch bei Tabellen re-
lationaler Datenbanken. Dabei sollen sogenannte Implikationsregeln (engl. implica-
tion rules) gefunden werden. Diese beschreiben, dass eine Menge von Attribut-
Wert-Paaren eine andere Menge von Attribut-Wert-Paaren impliziert. Datenbank-
tabellen entsprechen einem mehrwertigen Kontext in der FCA, der mithilfe einer
schlichten Skalierung auf einen einwertigen Kontext abgebildet werden kann [52]. Da-
mit ist das Finden von Implikationsregeln in Datenbanktabellen und das Finden
einer Implikationsbasis in der FCA äquivalent und Algorithmen zur Ermittlung
von Implikationsregeln können auch für formale Kontexte verwendet werden.
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In [20] leiten Carpineto und Romano Implikationsregeln durch paarweisen Ver-
gleich der Objekte ab. Hierzu wird die exponentiell wachsende Potenzmenge einer
Menge von Attribut-Wert-Paaren (die Merkmale in der FCA) als Prämissenkandi-
daten im Speicher abgelegt. Daraufhin werden Prämissen, die nicht das gesuchte
Attribut-Werte-Paar implizieren, gestrichen und in den übrig bleibenden Kandi-
daten die minimalen Prämissen herausgesucht. Aufgrund des exponentiell stei-
genden Speicherverbrauchs kann dieser Algorithmus für eine höhere Anzahl an
Attributen nicht verwendet werden. In [21] schränken dieselben Autoren die Kom-
plexität dadurch ein, dass Prämissen nur bis zu einer maximalen Länge gesucht
werden. Damit werden jedoch nicht mehr alle Zusammenhänge gefunden.
In [54] und [22] wird die FCA für das Finden von Implikationsregeln benutzt.
Dabei werden für jeden Begriff des Begriffsverbandes Implikationen abgeleitet. Be-
reits durch die Abhängigkeit vom gesamten Begriffsverband sind diese Ansätze
bei einer hohen Begriffsmenge ungeeignet. In [54] führen Godin und Missaoui
das Finden von Implikationsregeln auf das Problem der minimalen Mengenüber-
deckungen (engl. minimal set cover) zurück und weisen damit die NP-Schwere
des Problems nach. Jedoch wird dieser Zusammenhang nicht für die eigentliche
Berechnung genutzt.
Berechnung von funktionalen Abhängigkeiten
Ein ähnliches Konzept sind die funktionalen Abhängigkeiten (engl. functional depen-
dencies), die Implikationen folgender Form suchen: Wenn in einer Datenbank-
tabelle der Wert bestimmter Attribute übereinstimmt, dann stimmen auch die
Werte anderer Attribute überein. In [94] verwenden Mannila und Räihä minima-
le Hypergraph-Transversale, um minimale Prämissen zu finden, die ein festgelegtes
Attribut im Sinne der funktionalen Abhängigkeiten implizieren. Dieser Ansatz
lässt sich nicht anwenden, da diese Art von Implikationen in dieser Arbeit nicht
gesucht werden.
Fazit
Für die Berechnung einer Implikationsbasis gibt es bisher keine Algorithmen, die
für Kontexte mit sehr vielen Begriffen geeignet sind. Entweder werden alle Begrif-
fe nebenbei mitberechnet bzw. sie werden für die Berechnung benötigt, oder die
Algorithmen sind zu rechenaufwendig bzw. zu speicherintensiv. Daher muss in
dieser Arbeit entweder auf die Implikationsbasis verzichtet oder ein neuer Algo-
rithmus entwickelt werden.
99
5. Synthese von Feature-Modellen und Feature-Mappings
5.4. Extraktion des Feature-Diagramms
In diesem Abschnitt wird die Formale Begriffsanalyse für die Extraktion eines
Feature-Diagramms angewendet. Die dafür notwendigen Schritte und deren Rei-
henfolge sind in Abbildung 5.5 dargestellt. Für jeden Schritt ist die Nummer des
behandelnden Abschnitts in Klammern aufgeführt.
Der erste Schritt ist die Aufstellung der Grundstruktur (Abschnitt 5.4.1). Davon
ausgehend werden Implikationen zwischen den Features (Abschnitt 5.4.3) und
Feature-Relationen (Abschnitt 5.4.5) ermittelt, die zum Feature-Diagramm bzw.
Feature-Baum führen.
Ein Teil der Schritte wird für die Identifikation und das Entfernen von Redun-
danzen benötigt. Dazu zählen:
• redundante Features
Features, die sich äquivalent durch andere Features darstellen lassen, können
entfernt werden. Dies unterstützt die Anforderung Minimierte Feature-Anzahl.
Die Identifikation von redundanten Features wird in Abschnitt 5.4.2 und das
Entfernen dieser in Abschnitt 5.4.4 beschrieben.
• redundante Implikationen
Implikationen, die aus anderen Implikationen folgen, können ebenfalls ent-
fernt werden. In Abschnitt 5.4.3 wird diese Minimierung der Implikations-
basis behandelt.
• redundante Feature-Relationen
Feature-Relationen, die aus anderen Feature-Relationen folgen, können ent-
fernt werden. Dies ermöglicht einen Feature-Baum mit weniger Feature-Re-
lationen, der dennoch mehr Zusammenhänge darstellt und damit die An-
forderung Minimierte Anzahl an Feature-Constraints fördert. Dies wird in Ab-
schnitt 5.4.6 behandelt.
In Abbildung 5.5 sind zur besseren Einordnung, zusätzlich zur Extraktion des
Feature-Diagramms bzw. des Feature-Baums, die nachfolgenden Schritte zur Ex-
traktion der Feature-Constraints (Abschnitt 5.5) und zur Aufstellung des Feature-
Mappings (Abschnitt 5.6) ebenfalls eingezeichnet.
5.4.1. Aufstellen der Grundstruktur
Die Grundstruktur eines Feature-Diagramms entsteht durch die Beziehung zwi-
schen den Kind-Features zu ihren Eltern-Features, welche sich durch einfache Im-
plikationen, d. h. Implikationen mit einelementiger Prämisse und Konklusion, dar-
stellen lassen. Bei der KNF-FM-Synthese [33] erstellen Czarnecki und Wa˛sowski
daher auch die Grundstruktur aus einem Implikationsgraphen, bei dem Features
Knoten und Implikationen gerichteten Kanten entsprechen.
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Abbildung 5.5.: Übersicht über die Schritte zur Extraktion eines Feature-Modells
aus Feature-Konfigurationen
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Durch den Zusammenhang p ⇒ c gdw. µp ≤ µc (siehe Abschnitt 5.3.1) lässt
sich der Implikationsgraph auch aus einem formalen Kontext ermitteln. Für je-
des Paar von Merkmalen wird ermittelt, ob dessen Merkmalbegriffe jeweils Unter-
und Oberbegriff bilden. Ist dies der Fall, wird im Implikationsgraph eine Kante
zwischen den entsprechenden Merkmalen eingezeichnet. Da die Relation ≤ zwi-
schen den Begriffen bzw. die Implikation transitiv ist, entsprechen die Kanten des
generierten Implikationsgraphen der transitiven Hülle, d. h. alle geltenden Impli-
kationen zwischen Paaren von Merkmalen sind als Kanten enthalten. Durch eine
transitive Reduktion [2] werden die überflüssigen transitiven Kanten entfernt und
es entsteht ein minimaler Graph. Da der Implikationsgraph ein gerichteter azykli-
scher Graph ist, ist das Ergebnis der transitiven Reduktion eindeutig.
Der Implikationsgraph für den Kontext aus Abbildung 5.1 auf Seite 91 ist in
Abbildung 5.6 dargestellt. Die Richtung der Kanten entspricht der Richtung der
Implikation zwischen zwei Merkmalen. Jede dieser Implikationen kann durch die
Feature-Relation Option ersetzt werden, sodass ein Feature-Diagramm entsteht. Je-





Abbildung 5.6.: Implikationsgraph des Kontextes aus Abbildung 5.1
Im Beispiel bildet das Merkmal Base den Wurzelknoten bzw. den obersten Kno-
ten des Graphen, da es in allen Gegenständen vorkommt. Fehlt dieses Merkmal,
dann besitzt der Graph mehrere obere Knoten und zerfällt ggf. in mehrere Teile.
In diesem Fall wird ein neuer Wurzelknoten erstellt und mit den obersten Knoten
verbunden. Dieser Wurzelknoten entspricht dann auch dem Wurzelknoten des
Feature-Diagramms.
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Neben dem Implikationsgraphen kann auch ein Merkmalbegriffsgraph erstellt
werden. Statt den Merkmalen enthält dieser Merkmalbegriffe und statt Implika-
tionen die Relationen zwischen Unter- und Oberbegriff. Implikationsgraph und
Merkmalbegriffsgraph sind damit isomorph. Auch hier wird ggf. ein zusätzlicher
Wurzelknoten erstellt. Dieser entspricht dem größten Begriff (∅′, ∅′′) = (G, G′).
Der Merkmalbegriffsgraph dient als Basis für die späteren Berechnungen. Eine
zeitintensive Berechnung des vollständigen Begriffsverbands ist nicht notwendig.
Abbildung 5.7 zeigt den Merkmalbegriffsgraph, der aus dem Kontext aus Ab-
bildung 5.1 entsteht. Wie im Begriffsverband werden die Merkmale beim entspre-
chenden Merkmalbegriff eingetragen. Der Begriffsinhalt eines Merkmalbegriffs er-
gibt sich aus den Oberbegriffen. Da jedoch in der Regel nicht alle Gegenstandbe-
griffe im Graphen enthalten sind, werden die Umfänge der Merkmalbegriffe in
der Darstellung vollständig angegeben.
















Abbildung 5.7.: Merkmalbegriffsgraph des Kontextes aus Abbildung 5.1
Die Menge der Merkmalbegriffe bildet eine Halbordnung, jedoch keinen Ver-
band, da Infimum und Supremum von Merkmalbegriffen nicht notwendigerweise
wieder Merkmalbegriffe sind. Das führt dazu, dass das Infimum nicht mehr di-
rekt im Graphen abgelesen werden kann. Abbildung 5.8 zeigt dies an Beispielen:
(a), (b), (c) und (e) sind mögliche Ausschnitte aus Begriffsverbänden und (d) und
(f) deren Abbildung im Merkmalbegriffsgraph. Die drei Varianten (a), (b) und (c)
werden auf (d) abgebildet. Für (b) und (c) gilt µu ∧ µv ∧ µw = µm. Damit ist m in
beiden Fällen reduzibel. Für (a) gilt dies nicht, da µm einen oberen Nachbarn hat,
der kein Merkmalbegriff ist. Die drei Varianten können in (d) nicht unterschieden
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Abbildung 5.8.: Strukturen im Begriffsverband und ihre Entsprechung im Merk-
malbegriffsgraph


























Abbildung 5.9.: Erweiterter Merkmalbegriffsgraph des um die negierten Merkma-
le erweiterten Kontextes aus Abbildung 5.4
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werden. Die Abbildung zwischen (e) und (f) ist hingegen in beide Richtungen ein-
deutig: Sowohl im Begriffsverband als auch im Merkmalbegriffsgraph sind beide
Merkmalbegriffe direkte Nachbarn.
Für die Berechnung von redundanten Features und der Implikationsbasis wird
ein Merkmalbegriffsgraph benötigt, der zusätzlich die Merkmalbegriffe der ne-
gierten Merkmale enthält. Im Folgenden wird dieser als erweiterter Merkmalbegriffs-
graph bezeichnet. Der erweiterte Merkmalbegriffsgraph für den Kontext mit negier-
ten Merkmalen (siehe Abbildung 5.3 auf Seite 94) wird in Abbildung 5.9 gezeigt.
Wie aufwendig ist die Berechnung von Merkmalbegriffsgraphen im schlechtes-
ten Fall? Ein Merkmalbegriff lässt sich ausgehend von einem Merkmal in O(|G| ·
|M|) berechnen, sodass alle |M| Merkmalbegriffe in O(|G| · |M|2) ermittelt wer-
den können. Die Kanten zwischen den Begriffen werden durch einen paarweisen
Vergleich der Umfänge oder Inhalte ermittelt. Beides ist möglich. Je nachdem was
von beiden verglichen wird, benötigt die Erstellung der Kanten O(|M|2 · |M|) oder
O(|M|2 · |G|). Die transitive Reduktion benötigt O(|M|3) [2, 110]. Damit kann der
Merkmalbegriffsgraph in O(|G| · |M|2 + |M|3), d. h. in polynomieller Zeit, berech-
net werden.
5.4.2. Redundante Features
Wie an den Implikationsbeispielen in Abschnitt 5.3.1 ersichtlich, lassen sich einige
der Merkmale äquivalent durch andere Merkmale ausdrücken und damit auch er-
setzen. Die entsprechenden Features sind damit im zugehörigen Feature-Modell
nicht mehr frei auswählbar. Diese Features werden in dieser Arbeit als redun-
dant bezeichnet. Um die Anzahl der Features zu reduzieren, können redundante
Features im Feature-Modell weggelassen werden. Die Bedingungen im Modell-
Template, die auf diese Features verweisen, können dabei durch eine äquivalente
Feature-Kombination ersetzt werden.
Das Entfernen von redundanten Features ist grundsätzlich optional. Die Vor-
teile des Entfernens sind die bereits erwähnte geringere Feature-Anzahl und das
Entfernen von Features, die mehrere Elternknoten haben und damit die Baum-
struktur verhindern. Ein Nachteil ist, dass durch das Entfernen des Features ggf.
die Verständlichkeit des Feature-Modells verringert wird.
Redundante Features können anhand der Zusammenhänge zwischen den ent-
sprechenden Merkmalen zu anderen Merkmalen unterschieden werden:
• mr ⇔ ¬m (Redundanz durch äquivalente Merkmale)
Ein Merkmal lässt sich durch ein anderes negiertes Merkmal ausdrücken.
Beide Merkmale mr und m sind redundant, denn es gilt auch m ⇔ ¬mr.
Dieser Zusammenhang lässt sich direkt aus den Merkmalbegriffen ablesen,
denn es gilt µmr = µ(¬m) bzw. µm = µ(¬mr).
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• mr ⇔ m1 ∧ . . . ∧mn (Redundanz durch reduzible Merkmale)
Ein Merkmal lässt sich durch eine konjunktive Verknüpfung anderer Merk-
male ausdrücken. Dies gilt gdw. mr reduzibel ist.
• mr ⇔ m1 ∨ . . . ∨mn
Ein Merkmal lässt sich durch eine disjunktive Verknüpfung anderer Merk-
male ausdrücken. Dies gilt gdw. ¬mr reduzibel ist, denn es gilt: mr ⇔
m1 ∨ . . . ∨ mn gdw. ¬mr ⇔ ¬(m1 ∨ . . . ∨ mn) gdw. ¬mr ⇔ ¬m1 ∧ . . . ∧ ¬mn.
Dies entspricht der Feature-Relation Inklusiv-Oder, welche äquivalent aus-
gedrückt wird. Diese Art der Redundanz wird in Abschnitt 5.4.5 behandelt.
Für die weitere Verarbeitung ist es wichtig, welche Features redundant sind.
Durch welche anderen Features sie ersetzt werden können, muss an dieser Stelle
noch nicht ermittelt werden.
Redundanz durch äquivalente Merkmale
Für den ersten Fall (mr ⇔ ¬m) müssen nur alle Merkmalbegriffe des erweiter-
ten Merkmalbegriffsgraphen betrachtet werden. Haben mehrere Merkmale den
gleichen Merkmalbegriff, so sind diese zueinander äquivalent und es können al-
le bis auf eines entfernt werden. Durch die erfolgte Bereinigung des Kontextes
können nur Paare von negierten und nicht-negierten Merkmalen einen gemein-
samen Merkmalbegriff besitzen. Im Beispiel gilt dies für die bereits bekannten
Paare SquareToOut ⇔ ¬Gain2R, ¬SquareToOut ⇔ Gain2R, Gain1 ⇔ ¬InToSquare
und ¬Gain1⇔ InToSquare (siehe Abbildung 5.9). Welches der Merkmale entfernt
wird, kann beispielsweise durch deren Wertigkeit bestimmt werden.
Die Wertigkeit eines Merkmals kann aus den verwendeten Bestandteilarten des
Modell-Templates abgeleitet werden. Jedes Merkmal bzw. Feature verweist auf
Kombinationen von Funktionsblöcken, Verbindungen und Parameterzuweisun-
gen. Als Feature-Typ wird in dieser Arbeit die jeweils höchstwertigste Bestand-
teilart, auf die ein Feature verweist, bezeichnet. Damit wird eine Rangfolge von
Typen erzeugt:
• Der Typ eines Features ist Funktionsblock (Rang 1), wenn das Feature unter
anderem auf Funktionsblöcke verweist.
• Der Typ eines Features ist Verbindung (Rang 2), wenn das Feature unter an-
derem auf Verbindungen verweist, jedoch nicht auf Funktionsblöcke.
• Der Typ eines Features ist Parameterzuweisung (Rang 3), wenn das Feature
nur auf Parameterzuweisungen verweist und nicht auf Funktionsblöcke oder
Verbindungen.
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Diese einfache Heuristik geht von der Annahme aus, dass Merkmale bzw. Featu-
res, die auf Funktionsblöcke verweisen, wichtiger sind als jene, die nur auf Verbin-
dungen oder Parameterzuweisungen verweisen. Jedoch gibt es in manchen Fällen
Interpretationsspielraum, sodass selbst der Nutzer mit seinem Kontextwissen kei-
ne eindeutige Auswahl treffen kann. Ausgehend von gleichen und verschiedenen
Wertigkeiten der Paare von negierten und nicht-negierten Merkmalen, können die-
se auf zwei verschiedene Arten interpretiert werden:
• Gleichwertige Alternativen
Die zwei Merkmale (mr und m) des Paares sind gleichwertige Alternativen,
wenn sie eine übereinstimmende Wertigkeit haben. Ein negiertes Merkmal
hat die Bedeutung der jeweils anderen Alternative. Um die Redundanz auf-
zulösen, können beide negierten Merkmale aus dem erweiterten Kontext
entfernt werden. Im Beispiel trifft dies für das Paar {SquareToOut, Gain2R}
zu. Beide stehen für alternative Verbindungen: Entweder existiert eine direk-
te Verbindung zwischen den Blöcken Square und Out oder eine indirekte
Verbindung über den Block Gain2. Damit werden die negierten Merkmale
¬SquareToOut und ¬Gain2R aus dem erweiterten Kontext entfernt. Die bei-
den nicht-negierten Merkmale (SquareToOut und Gain2R) werden als zwei
alternative Features interpretiert.
• Boolescher Schalter
Die zwei Merkmale des Paares sind nicht gleichwertig, wenn sie unterschied-
liche Wertigkeiten haben. Sie werden als ein Feature interpretiert, welches
in beiden Zuständen (ausgewählt und nicht ausgewählt) auf verschiedene
Bestandteile im Modell-Template abbildet. Die Redundanz kann durch das
Entfernen des niederwertigeren Merkmals und dessen Negation aufgelöst wer-
den. Im Beispiel trifft dies auf das Paar {Gain1, InToSquare} zu. Ein Feature
steuert die Anwesenheit des Blockes Gain1 und die zugehörige Verbindung
vom Nachbarblock In. Ist das Feature nicht ausgewählt, und damit Gain1
nicht vorhanden, muss eine direkte Verbindung zwischen In und Square ge-
zogen werden. Dies entspricht dem Merkmal InToSquare. InToSquare und
¬InToSquare werden aus beiden Merkmalbegriffsgraphen entfernt. Hat je-
doch das niederwertigere Merkmal weitere Untermerkmalbegriffe, kann es
sinnvoll sein, dieses dennoch als eigenes Feature zu behandeln, da es ein
potentielles Eltern-Feature sein kann. In diesem Fall wird wie bei den gleich-
wertigen Alternativen verfahren.
Nach dem Entfernen der äquivalenten Merkmale im Beispiel entsteht der Merk-
malbegriffsgraph in Abbildung 5.10 bzw. die erweitere Form in Abbildung 5.11.
Ab diesem Punkt ist eine 1:1-Beziehung zwischen Merkmalen und Merkmalbe-
griffen gegeben, da es keine Paare von Merkmalen mehr gibt, die auf denselben
Merkmalbegriff abbilden.
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Abbildung 5.10.: Merkmalbegriffsgraph des Beispiels nach Entfernen der äquiva-
lenten Merkmale






















Abbildung 5.11.: Erweiterter Merkmalbegriffsgraph des Beispiels nach Entfernen
der äquivalenten Merkmale
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Redundanz durch reduzible Merkmale
Für die letzten beiden Fälle der Redundanz (mr ⇔ m1 ∧ . . . ∧ mn bzw. mr ⇔
m1 ∨ . . . ∨mn) muss überprüft werden, ob ein bestimmtes Merkmal reduzibel ist.
Um dies zu bestimmen, ohne die Implikationsbasis zu berechnen und nach Äqui-
valenzen zu suchen, gibt es mehrere Methoden.
Die erste Methode verwendet die Eigenschaft, dass Merkmalbegriffe reduzibler
Merkmale mindestens zwei obere Nachbarn im Begriffsverband haben. Die oberen
Nachbarn können effektiv mit Neighbors berechnet werden. Der Nachteil ist hier,
dass relativ viele (bis zu |G| · |M|) neue Begriffe berechnet werden müssen, um alle
reduziblen Merkmale zu finden. Der Merkmalbegriffsgraph kann für die Zählung
nicht verwendet werden, da aus der Anzahl der nächstgrößeren Merkmalbegriffe
nicht geschlossen werden kann, ob ein Merkmal reduzibel ist (vgl. Abschnitt 5.4.1).
Die zweite Methode geht von der Eigenschaft aus, dass Merkmalbegriffe re-
duzibler Merkmale µm das Infimum von anderen Merkmalbegriffen µp1, . . . , µpn
sind, d. h. µp1 ∧ . . . ∧ µpn = µm. Die zum Testen der Gleichung benötigten Merk-
malbegriffe µpi sind jedoch noch unbekannt. Aufgrund der Definition des Infi-
mums (siehe Gleichung 5.3) gilt m′ = p′1 ∩ . . . ∩ p′n und damit p′i ⊃ m′ und
µpi > µm für 1 ≤ i ≤ n. Die gesuchten Merkmalbegriffe µpi sind damit echte
Oberbegriffe von µm. Hat ein Merkmalbegriff µm nur einen oberen Nachbarbe-
griff (wie in Abbildung 5.8a), so ist µm kein Infimum aus Oberbegriffen von µm.
Hat der Merkmalbegriff µm mehrere obere Nachbarn (wie in Abbildung 5.8b und
c), so ist µm das Infimum der oberen Nachbarn. Jeder obere Nachbar ist, wenn
er kein Merkmalbegriff ist, stets wieder Infimum seiner oberen Nachbarn. Nach
endlich vielen Schritten werden die nächstgrößeren Merkmalbegriffe erreicht (in
Abbildung 5.8b und c die Merkmalbegriffe µu, µv und µw). Damit ist ein Merk-
mal m genau dann reduzibel, wenn dessen Merkmalbegriff µm das Infimum der
nächstgrößeren Merkmalbegriffe ist. Diese können direkt aus dem Merkmalbe-
griffsgraph abgelesen werden. Dabei ist zu beachten, dass diese Menge nicht
notwendigerweise die kleinste Menge von Merkmalbegriffen ist, deren Infimum
den Merkmalbegriff µm bildet. Beispielsweise gilt in Abbildung 5.8c nicht nur
µu ∧ µv ∧ µw = µm, sondern auch µu ∧ µv = µm und µu ∧ µw = µm.
Welche der beiden Methoden ist besser?
Für die erste Methode muss für jeden Merkmalbegriff, d. h. |M| mal, Neighbors
mit der KomplexitätO(|G|2 · |M|) ausgeführt werden, was zur Gesamtkomplexität
O(|G|2 · |M|2) führt.
Für die zweite Methode muss für jedes Merkmal das Infimum der oberen Nach-
barn des entsprechenden Merkmalbegriffs im Merkmalbegriffsgraph berechnet
werden. Das Infimum lässt sich in O(|G| · |M|) berechnen, sodass die Gesamt-
komplexität O(|G| · |M|2) beträgt. Zum Vergleich muss jedoch noch der Aufwand
zum Erstellen des Merkmalbegriffsgraph hinzugerechnet werden, was in O(|G| ·
|M|2 + |M|3) bzw. O((|G|+ |M|) · |M|2) resultiert.
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Welche der beiden Methoden besser ist, hängt damit vom Verhältnis zwischen
|G| und |M| ab. Ist |M| größer als |G|, dann ist die erste Methode schneller. Sind
sie in der gleichen Größenordnung oder ist |G| größer als |M|, so ist die zwei-
te Methode schneller. Wird der Merkmalbegriffsgraph als gegeben angenommen
bzw. wird dieser noch in weiteren Schritten verwendet, so ist die zweite Methode
immer zu bevorzugen.
Bei Anwendung der zweiten Methode auf den Merkmalbegriffsgraph in Ab-
bildung 5.7 muss nur für µGain2L ein Infimum berechnet werden. Alle anderen
Merkmalbegriffe haben nur einen oberen Nachbarn. Die oberen Nachbarn von
µGain2L sind µSquareToOut und µGain2. Deren Infimum ergibt wieder µGain2L,
denn {c, d} ∩ {a, b, d} = {d}. Damit ist Gain2L das einzige redundante Feature
dieser Art im Beispiel.
Aus dem erweiterten Merkmalbegriffsgraph in Abbildung 5.9 ergeben sich fol-
gende reduzible Merkmale: Gain1ToSquare, Gain2R, ¬SquareToOut, InToSquare,
¬Gain1, ¬Gain2 und Gain2L. Damit sind Gain1ToSquare, Gain2R, SquareToOut,
InToSquare, Gain1, Gain2 und Gain2L redundante Features. Wird jedoch ein re-
dundantes Feature entfernt, können andere Features nicht-redundant werden. Bei-
spielsweise wird beim Entfernen von Gain2L (und damit auch von ¬Gain2L) so-
wohl Gain1ToSquare als auch Gain2R irreduzibel und damit nicht-redundant.
Auch hier kann der Feature-Typ Hinweise liefern, ob ein Merkmal als eigenes
Feature verwendet wird, oder ob es durch eine Kombination von anderen Featu-
res ersetzt wird. Hierzu werden jedoch die Features m1, . . . , mn benötigt, deren
Verknüpfung äquivalent zu mr ist.
5.4.3. Implikationen zwischen Features
Um herauszufinden, durch welche Kombination von Features ein redundantes
Feature ersetzt werden kann, werden die geltenden Implikationen zwischen den
Features benötigt. Ebenso sind diese notwendig, um später die zusätzlich zum
Feature-Baum benötigten Feature-Constraints abzuleiten. Da es bisher keine ge-
eignete Algorithmen hierfür gibt (siehe Abschnitt 5.3.2), wird im Folgenden ein
neuer Algorithmus vorgeschlagen.
Wie ebenfalls in Abschnitt 5.3.2 erwähnt wird, gibt es einen Zusammenhang zwi-
schen der Berechnung der Implikationsbasis und dem Aufzählen aller minimalen
Hypergraph-Transversalen (TransEnum) [94] bzw. dem Aufzählen aller minima-
len Mengenüberdeckungen (engl. minimal set cover) [54]. Beide Probleme sind
zueinander äquivalent und TransEnum-vollständig [42].
Echte Prämissen als minimale Mengenüberdeckungen
Da die Implikationsberechnung über die Pseudoinhalte für das Anwendungsge-
biet dieser Arbeit nicht geeignet ist, sollen stattdessen die echten Prämissen ver-
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wendet werden. Da die Prämissen der Implikationsregeln nichts anderes als echte
Prämissen sind [124], wird in dieser Arbeit der Zusammenhang zwischen echten
Prämissen und den minimalen Mengenüberdeckungen genutzt. Eine analoge Vari-
ante mit minimalen Hypergraph-Transversalen wurde unter anderem vom Autor
dieser Arbeit in [124] veröffentlicht.
Gesucht werden Implikationen zwischen Merkmalen in der Form P ⇒ {c} mit
P = {p1, . . . , pn}. Dies ist keine Einschränkung zu P ⇒ {c1, . . . , cn}, da dies äqui-
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G \ (p′i \ c′)) = G für 1 ≤ i ≤ n.
Durch die Mengensubtraktion mit dem Umfang c′ und der Bildung des Komple-
ments entsteht ein Mengenüberdeckungsproblem (engl. set cover problem), wobei die
Teilmengen S := {S1, . . . , Sn} mit Si := G \ (p′i \ c′) für alle i mit 1 ≤ i ≤ n die
Menge G überdecken. Ist die Mengenüberdeckung C ⊆ S minimal, d. h. es gibt
keine Teilmenge von C, die ebenfalls G überdeckt, so ist auch die Prämisse der
Implikation P ⇒ {c} minimal. Diese minimalen Prämissen sind die sogenannten
echten Prämissen (siehe Gleichung 5.5 auf Seite 98).
Die für ein beliebiges Merkmal c ∈ M gültigen echten Prämissen sind daher alle
minimalen Mengenüberdeckungen (engl. minimal set covers) von G und den Teilmen-
gen {G \ (p′ \ c′)} mit allen Merkmalen p ∈ M \ {c}. Das Problem, alle minimalen
Mengenüberdeckungen aufzuzählen, ist TransEnum-vollständig, jedoch für eine
nicht zu große Feature-Anzahl in akzeptabler Zeit lösbar.
Aus diesem Zusammenhang lässt sich Algorithmus 5.1 ableiten. Ein schneller
Algorithmus zum Finden aller minimalen Mengenüberdeckungen (Enumerate-
MinimalSetCovers) ist im Anhang (Abschnitt A.1) beschrieben. Da es zwischen
den einzelnen Schleifendurchläufen keine Abhängigkeiten gibt, kann die Berech-
nung auch parallel erfolgen.
Die Implikationen, die aus den Kanten des Implikationsgraphen bzw. des Merk-
malbegriffsgraphen abgelesen werden können (siehe Abschnitt 5.4.1), sind hier
ebenfalls enthalten, da für alle Unterbegriffe µp < µc die Aussage p′ ⊂ c′ gilt
und damit G \ (p′ \ c′) = G ist. Hier ist auch ersichtlich, dass unterschiedliche
Merkmale auf gleiche Teilmengen abbilden und damit S keine Menge, sondern
eine Multimenge oder Liste sein muss. Ebenfalls sind die Implikationen enthalten,
die zwischen äquivalenten Merkmalen entstehen, da in diesem Fall p′ = c′ ist und
damit S wie oben die Menge G enthält.
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Algorithmus 5.1 Berechnung der Implikationsbasis I
1: function ComputeImplicationBase(G, M)
2: I ← ∅
3: for all c ∈ M do
4: S ← ∅ ◃ S ist Multimenge
5: for all p ∈ M \ {c} do
6: S ← S ∪ {G \ (p′ \ c′)}
7: end for
8: P ← EnumerateMinimalSetCovers(G,S)
9: for all P ∈ P do





Vermeiden von Duplikaten durch Reduzieren der Kandidatenmenge
Der Nachteil an diesem Verfahren ist, dass jede echte Prämisse ggf. mehrmals be-
rechnet wird. Dies wird am Beispiel in Abbildung 5.12 deutlich, welches einen
Ausschnitt eines Begriffsverbandes mit entsprechend markierten Merkmalbegrif-
fen zeigt. Wird Algorithmus 5.1 auf das Merkmal c := c angewendet, werden
folgende echten Prämissen gefunden: {f}, {a, b}, {a, d}, {b, d}, {a, e}, {b, e}, {a, g},
{b, g}, {d, e}, {d, g} und {e, g}. Die letzten sieben Prämissen {a, e}, {b, e}, {a, g},
{b, g}, {d, e}, {d, g} und {e, g} sind ebenfalls echte Prämissen für das Merkmal f.
Da {a, e} ⇒ {f, d, c, b} gilt, wird die echte Prämisse {a, e} sogar viermal berechnet
(jeweils für f, d, c und b).
Da {a, e} ⇒ {f} und {f} ⇒ {c} gilt, ist {a, e} ⇒ {c} wegen Transitivität
redundant. Ebenso sind {a, e} ⇒ {d} wegen {f} ⇒ {d} und {a, e} ⇒ {b} wegen
{f} ⇒ {b} redundant.
Um diese Art von Redundanz und das mehrfache Berechnen der Prämissen zu
vermeiden, sollen nur diejenigen Prämissen berechnet werden, die ein gewähltes
Merkmal c implizieren, jedoch kein Merkmal, dessen Merkmalbegriff kleiner ist
als der von c. Im Beispiel sollen damit bei c := c keine Prämissen berechnet wer-
den, die neben c auch f implizieren. Dies lässt sich durch das Einschränken der
Kandidatenmenge C für die Mengenüberdeckung erreichen. Statt C := M \ {c}
wird auf folgende Kandidaten eingeschränkt:
C := {u ∈ M \ {c} | @v ∈ M : µu ∧ µc ≤ µv < µc}.
Für das Merkmal c sind damit nur a, b und d Kandidaten, nicht jedoch e, f und
g, da jede Prämisse von c, welche diese enthält, auch f impliziert.
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Abbildung 5.12.: Ausschnitt aus einem Begriffsverband
Diese Änderung ist in Algorithmus 5.2 zu finden. Durch die Einschränkung
fehlen jedoch die Implikationen mit einelementigen Prämissen, wie {f} ⇒ {c}.
Diese sind jedoch bereits aus dem Implikationsgraph aus Abschnitt 5.4.1 bekannt
bzw. können ohne großen Aufwand ermittelt werden (siehe Zeilen 4 bis 6).
Der formale Beweis, dass mit Algorithmus 5.2 trotz der reduzierten Kandida-
tenmenge alle echten Prämissen gefunden werden, ist in [124] zu finden. Mit der
Einschränkung der Kandidatenmenge können jedoch nicht alle Duplikate verhin-
dert werden. In seltenen Fällen treten diese weiterhin auf.
Algorithmus 5.2 Schnellere Berechnung der Implikationsbasis I
1: function ComputeImplicationBaseFaster(G, M)
2: I ← ∅
3: for all c ∈ M do
4: for all p ∈ {x ∈ M | µx ≺ µc} do ◃ ≺: nächstkleinerer Merkmalbegriff
5: I ← I ∪ {p ⇒ c}
6: end for
7: S ← ∅ ◃ S ist Multimenge
8: C ← {u ∈ M \ {c} | @v ∈ M : µu ∧ µc ≤ µv < µc}
9: for all p ∈ C do
10: S ← S ∪ {G \ (p′ \ c′)}
11: end for
12: P ← EnumerateMinimalSetCovers(G,S)
13: for all P ∈ P do
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Algorithmus 5.2 ist um Größenordnungen schneller als Algorithmus 5.1. Der
Grund ist weniger das Vermeiden der mehrfachen Berechnung der echten Prämis-
sen, da dies theoretisch nur eine maximale Beschleunigung um den Faktor |M|
ermöglicht. Viel bedeutsamer ist die Verringerung der Größe der zu lösenden Pro-
bleme der minimalen Mengenüberdeckungen. Für jedes Merkmal, welches aus
der Kandidatenmenge gestrichen wird, halbiert sich die Größe des exponentiell
großen Suchraums.
Echte Prämissen ohne reduzible Merkmale
Die Berechnung lässt sich noch weiter beschleunigen, indem reduzible Merkma-
le aus der Kandidatenmenge gestrichen werden. Gilt für das reduzible Merkmal
mr die Äquivalenz mr ⇔ m1 ∧ . . . ∧ mn und gibt es eine echte Prämisse P =
{mr, p1, . . . , po}, so enthält auch die Menge {m1, . . . , mn, p1, . . . , po} eine oder meh-
rere echte Prämissen [124]. Da aus diesen und der Implikation mr ⇒ m1 ∧ . . .∧mn
die Prämisse P folgt, ist P redundant und kann weggelassen werden, ohne die
Vollständigkeit der Implikationsbasis zu verletzen. Durch die Reduzierung der
Kandidatenmenge auf irreduzible Merkmale wird diese Art der Redundanz ver-
mieden. Ein formaler Beweis, dass die Vollständigkeit der Implikationsbasis auch
in diesem Fall gesichert ist, ist in [124] zu finden.
Die echten Prämissen und damit die Implikationen, die aus den Merkmalen
des Beispielkontextes (siehe Abbildung 5.4) bzw. aus deren Merkmalbegriffsgraph
(siehe Abbildung 5.11) mithilfe von Algorithmus 5.3 ermittelt werden, sind in Ta-
belle 5.2 zu finden.
Die mit * gekennzeichnete Prämisse {¬Gain1ToSquare, SquareToOut} ist redun-
dant, da sie sich aus den beiden anderen Prämissen von c := Gain2L und den
Implikationen ¬Gain1ToSquare⇒ Gain2 und SquareToOut⇒ Gain1 ergibt.
Diese Form der Redundanz ist eine Verallgemeinerung der Redundanz, die
durch die reduziblen Merkmale entsteht. Sie lässt sich jedoch nicht durch eine
Beschränkung der Kandidatenmenge verhindern, sondern kann nur nachträglich
behoben werden. Finden lassen sich solche redundanten echten Prämissen durch
den Vergleich der echten Prämissen eines Merkmals. Zwischen zwei echten Prä-
missen P1 und P2 lässt sich eine Feiner-als-Relation definieren:
P1 feiner als P2 gdw. ∀p1 ∈ P1 ∃p2 ∈ P2 : µp1 ≤ µp2
∧∀p2 ∈ P2 ∃p1 ∈ P1 : µp1 ≤ µp2.
(5.6)
Ist P1 feiner als P2 und P1 ̸= P2 (d. h. P1 ist echt feiner als P2), so ist die Implika-
tion P1 ⇒ c redundant. Beweis: Aus Gleichung 5.6 folgt, dass es für jedes p2 ∈ P2
ein p1 ∈ P1 mit p1 ⇒ p2 gibt. Durch mehrfaches Ausnutzen der Pseudotransitivität
(aus AB ⇒ C und D ⇒ B folgt AD ⇒ C) kann aus P2 ⇒ c die Implikation P1 ⇒ c
abgeleitet werden, woraus die Redundanz von P1 ⇒ c folgt.
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Algorithmus 5.3 Schnellere Berechnung der Implikationsbasis I mit Prämissen
ohne reduzible Merkmale
1: function ComputeImplicationBaseFaster2(G, M)
2: I ← ∅
3: N ← M \ {x ∈ M | x ist reduzibel} ◃ irreduzible Merkmale
4: for all c ∈ M do
5: for all p ∈ {x ∈ M | µx ≺ µc} do ◃ ≺: nächstkleinerer Merkmalbegriff
6: I ← I ∪ {p ⇒ c}
7: end for
8: S ← ∅ ◃ S ist Multimenge
9: C ← {u ∈ N \ {c} | @v ∈ M : µu ∧ µc ≤ µv < µc}
10: for all p ∈ C do
11: S ← S ∪ {G \ (p′ \ c′)}
12: end for
13: P ← EnumerateMinimalSetCovers(G,S)
14: for all P ∈ P do





Tabelle 5.2.: Implikationsbasis des Beispielkontexts (ohne einelementige Prämis-
sen)





Gain1ToSquare Gain1, Gain2, ¬Gain2L {Gain1, ¬Gain2L}
¬Gain1ToSquare Gain2 ∅
Gain2R ¬Gain2L, Gain1, Gain2 {Gain2, ¬Gain2L}
¬Gain2 ¬Gain2L, Gain1, SquareToOut {SquareToOut, ¬Gain2L}
Gain2L Gain1, ¬Gain1ToSquare, {¬Gain1ToSquare, Gain1},
SquareToOut, Gain2 {SquareToOut, Gain2},
{¬Gain1ToSquare, SquareToOut}*
¬Gain1 ¬Gain2L, ¬Gain1ToSquare, Gain2 {¬Gain1ToSquare, ¬Gain2L}
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Daher können alle echten Prämissen eines Merkmales, die echt feiner als ande-
re echte Prämissen des gleichen Merkmals sind, entfernt werden. Eine Prämisse
P = {mr, p1, . . . , po} mit reduziblem Merkmal mr ⇔ m1 ∧ . . . ∧ mn ist stets echt
feiner als {m1, . . . , mn, p1, . . . , po}. Prämissen, die reduzible Merkmale enthalten,
sind damit eine Teilmenge der redundanten Prämissen. Wird die nachträgliche
Filterung der redundanten Implikationen statt auf die Implikationsbasis von Al-
gorithmus 5.3 auf die von Algorithmus 5.2 angewendet, so ist die resultierende
Implikationsbasis deshalb dieselbe. Jedoch ist Algorithmus 5.3 bei Existenz redu-
zibler Merkmale schneller, da die Problemgrößen der minimalen Mengenüberde-
ckungen wiederum verringert werden.
Vergleich mit key-basierter Methode
Nach der Veröffentlichung der in den letzten Abschnitten vorgestellten Methode
zur Berechnung echter Prämissen in [124], stellten Missaoui et al. [99] eine Me-
thode zur Berechnung von Implikationsregeln im Bereich der Assoziationsanalyse
(siehe Abschnitt 2.2.2) mithilfe der FCA vor. Gesucht werden dort starke Regeln
mit Negation und einer Konfidenz von 100 % (d. h. sie gelten für alle Gegenstände)
und damit Implikationsregeln bzw. Implikationen, wie sie auch in dieser Arbeit
benötigt werden. Aus diesem Grund wird diese Methode im Folgenden näher
untersucht.
Die Basis von [99] sind sogenannte Keys von Kontexten, die für jedes Merkmal
m ein negiertes Merkmal ¬m enthalten. Ein Key ist eine Menge von Merkmalen
K ⊆ M, die alle anderen Merkmale impliziert, d. h. es gilt K ⇒ M. Ein Key ist
minimal, wenn er keine weiteren Keys als Teilmenge enthält. Bei Kontexten mit
negierten Merkmalen hat die Implikation K ⇒ M den Support null, d. h. es gibt
keinen Gegenstand, der mindestens die Merkmale K enthält. Es kann keinen sol-
chen Gegenstand geben, da dieser wegen der Gültigkeit der Implikation auch alle
Merkmale M enthalten müsste. Dies ist jedoch nicht möglich, da M Paare von
negierten und nicht-negierten Merkmalen enthält. Dies ist äquivalent zur Aussa-
ge, dass die Konjunktion der Elemente des Keys eine Kontradiktion bildet, d. h.
unerfüllbar ist.
Aus jedem minimalen Key Kmin = A ∪ {x} kann die Implikation A ⇒ ¬x mit
Support größer null abgeleitet werden [99, Theorem 5.3], wobei ¬x das negierte
Merkmal von x ist. Aus einem Key der Länge n können somit n neue Implikatio-
nen gebildet werden. Die Prämissen A sind selbst minimal [99, Proposition 5.5].
Somit sind Kmin selbst und die Merkmalsmengen A echte Prämissen und die Men-
ge aller so ermittelten Implikationen eine vollständige Implikationsbasis.
In [99] wird für die Berechnung der Keys auf die Berechnung von Primimpli-
kanten [49] verwiesen. Zur besseren Vergleichbarkeit mit den Algorithmen 5.1
bis 5.3 soll hier jedoch eine alternative FCA-Methode zur Berechnung der Keys
vorgestellt werden.
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Eine Implikation K ⇒ M mit minimalem K := {k1, . . . , kn}, K ⊆ M gilt gdw.
das Infimum der Merkmalbegriffe der Merkmale in K kleiner oder gleich dem
Infimum aller Merkmale ist. Da das Infimum aller Merkmale bereits der kleinste
Begriff ist, muss die Gleichheit zwischen den Infima gelten. Da für die vorlie-
genden Kontexte der Umfang M′ = ∅ ist, können die Keys folgendermaßen als
Mengenüberdeckungen der Umfänge formuliert werden:∧
i














= G für 1 ≤ i ≤ n.
Das Mengenüberdeckungsproblem besteht damit aus der Gesamtmenge U :=
G und den Teilmengen S := {S1, . . . , Sn} mit Si := G \ k′i für alle i mit 1 ≤
i ≤ n. Die minimalen Mengenüberdeckungen entsprechen dabei den gesuchten
minimalen Keys. Die Menge der echten Prämissen wird, wie oben beschrieben,
durch Streichen jeweils eines Merkmals aus dem Key erzeugt. Ein Key mit Länge
n erzeugt damit n+ 1 echte Prämissen: n durch Streichen eines Merkmals aus dem
Key und eine durch den Key selbst.
Die key-basierte Methode hat gegenüber Algorithmus 5.1 den Vorteil, dass statt
den |M| Mengenüberdeckungsproblemen mit jeweils |M| Teilmengen nur ein ein-
ziges Mengenüberdeckungsproblem mit |M| Teilmengen gelöst werden muss. Sie
teilt sich jedoch einen Nachteil mit Algorithmus 5.1: Echte Prämissen werden
mehrmals berechnet und das genauso oft wie in Algorithmus 5.1. Im Beispiel
von Abbildung 5.12 wurde die echte Prämisse {a, e} viermal berechnet, da sie die
Merkmalsmenge {f, d, c, b} impliziert. Wird das Beispiel um negierte Merkmale
erweitert, so berechnet die key-basierte Methode diese echte Prämisse ebenfalls
viermal, da sie jeweils aus den minimalen Keys {a, e,¬f}, {a, e,¬d}, {a, e,¬c}
und {a, e,¬b} folgt.
In Algorithmus 5.2 wird die mehrfache Berechnung der echten Prämissen weit-
gehend vermieden. Dabei sind zwar weiterhin |M| Mengenüberdeckungsproble-
me zu lösen, jedoch sind die meisten davon um ein Vielfaches kleiner als das
Mengenüberdeckungsproblem der Keys.
Die echten Prämissen ohne reduzible Merkmale von Algorithmus 5.3 lassen
sich mit Keys nur durch Filtern der Ergebnismenge ermitteln. Dies bringt jedoch
keinen Performance-Vorteil.
Minimierung der Implikationsmenge
Die berechnete Implikationsmenge kann weiterhin redundante Implikationen ent-
halten und ist daher nicht unbedingt minimal. Um eine minimale Implikationsba-
sis zu erhalten, lässt sich der Algorithmus von Rudolph [119] bzw. von Duquen-
ne [39] anwenden, der aus einer beliebigen vollständigen Implikationsmenge die
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Stammbasis erzeugt. Die Komplexität des Algorithmus ist O(|I|2), wobei I die
Menge der eingegebenen Implikationen ist. Beide Algorithmen [39, 119] basieren
auf einem Algorithmus von Day [34], der eine Menge von funktionalen Abhängig-
keiten in Datenbanken minimiert.
Nach der Transformation der resultierenden Implikationsmenge in eine Stamm-
basis ist aus Sicht der FCA die Anzahl der Implikationen minimal. Damit kann
keine Implikation aus den anderen folgen. Aus der Sicht der Aussagenlogik muss
dies jedoch nicht gelten, da in der FCA die Negation eines Merkmals als eigenes
Merkmal beschrieben wird. So sind beispielsweise die Implikationen ¬p ⇒ q und
¬q ⇒ p in der FCA nicht äquivalent, da p und ¬p bzw. q und ¬q jeweils unter-
schiedliche Merkmale darstellen. In der Aussagenlogik gilt jedoch deren Äquiva-
lenz. In der Stammbasis müssen daher noch nachträglich die zueinander äquiva-
lenten Implikationen entfernt werden.
Die Implikationen der Stammbasis haben die Form p1 ∧ . . . ∧ pn ⇒ c1 ∧ . . . ∧ cm,
d. h. die Konklusion einer Implikation kann mehrere Literale enthalten. Durch die
bei der Stammbasis-Erstellung angewendeten Hüllenoperationen (Anwendung al-
ler Implikationen auf eine Merkmals- bzw. Feature-Menge) ist die Länge sowohl
der Prämisse als auch der Konklusion nicht minimal, sodass die Verständlichkeit
der Implikationen für den Nutzer geringer ist. Dies stellt vor allem für die später
zu erstellenden Feature-Constraints einen Nachteil dar.
In dieser Arbeit wird daher eine Implikationsbasis gesucht, bei der alle Implika-
tionen nur ein Literal in der Konklusion haben. Das Finden einer kleinsten Impli-
kationsbasis (bezüglich der Implikationsanzahl) ist jedoch ein weit schwierigeres
Problem. Es reicht nicht, die Implikationen der Stammbasis mit mehreren Lite-
ralen in der Konklusion in mehrere Implikationen mit einem Literal in der Kon-
klusion aufzulösen (also in p1 ∧ . . . ∧ pn ⇒ c1 bis p1 ∧ . . . ∧ pn ⇒ cm), da einige
dieser Implikationen wiederum redundant sein können. Da sich p1 ∧ . . . ∧ pn ⇒ c
als ¬p1 ∨ . . . ∨ ¬pn ∨ c schreiben lässt, entspricht jede Implikation einem Term ei-
ner KNF-Formel. Damit entspricht das Finden einer kleinsten Implikationsbasis
mit einelementigen Konklusionen dem Minimierungsproblem einer KNF-Formel,
wobei die Anzahl der Disjunktionsterme (Klauseln) minimal werden soll. Dieses
Optimierungsproblem ist jedoch NP-schwer bzw. ΣP2 -vollständig [84, 155].
Ein ähnliches Problem ist die Minimierung von DNF-Formeln. Dieses taucht z. B.
im Schaltkreisentwurf auf, bei dem eine minimale Darstellung einer DNF-Formel
gesucht wird, um sie später mit minimalem Hardware-Aufwand realisieren zu
können. Hier werden zur effizienten Lösung Heuristiken verwendet [26].
In dieser Arbeit ist es nicht notwendig, die kleinste Implikationsbasis zu fin-
den. Stattdessen wird eine Implikationsmenge mit einelementigen Konklusionen
gesucht, die irredundant ist, d. h. keine redundanten Implikationen mehr enthält.
Nach Liberatore [84] kann eine irredundante Implikationmenge durch ein ein-
faches Greedy-Verfahren ermittelt werden: Iterativ wird aus einer Liste von Im-
plikationen jeweils die erste redundante Implikation gestrichen. Der Test auf Re-
118
5.4. Extraktion des Feature-Diagramms
dundanz erfolgt jeweils auf der aktuellen Implikationsliste. Die Größe der resul-
tierenden Implikationsbasis hängt von der Reihenfolge der überprüften Implika-
tionen ab. Die richtige Reihenfolge zu finden, entspricht dem oben genannten NP-
schweren Optimierungsproblem, dem Finden einer minimalen Implikationszahl.
Um trotzdem eine Implikationsbasis mit möglichst wenigen Implikationen zu
erhalten, wird in dieser Arbeit folgende empirisch ermittelte Heuristik zur Sor-
tierung der Implikationen vorgeschlagen: Zuerst werden die Implikationen nach
absteigender Länge der Prämissen sortiert. Damit werden redundante Implikatio-
nen mit längeren Prämissen eher entfernt als solche mit kürzeren Prämissen. Dies
hat den Vorteil, dass die Implikationsbasis mehr kürzere und damit verständli-
chere Implikationen enthält. Bei gleicher Prämissenlänge wird nach dem jeweili-
gen Merkmal c der Konklusion sortiert. Dabei wird die topologische Ordnung der
Merkmale im Merkmalbegriffsgraph verwendet, wobei kleinere Merkmale vor grö-
ßeren einsortiert werden.
Die Redundanz einer Implikation P ⇒ c kann festgestellt werden, indem über-
prüft wird, ob diese aus den anderen Implikationen folgt [84]. Dieser Test kann
beispielsweise mit einem SAT-Solver ausgeführt werden, indem überprüft wird,
ob ∧
I∈I\{P⇒c}
I ⇒ (P ⇒ c)
eine Tautologie bzw. ob ∧
I∈I\{P⇒c}
I ∧ P ∧ ¬c
unerfüllbar ist.
Das Erfüllbarkeitsproblem der Aussagenlogik (SAT) ist NP-vollständig [72]. Je-
doch haben Mendonca et al. [97] empirisch nachgewiesen, dass SAT-Probleme, die
bei der Analyse von Feature-Modellen entstehen, von SAT-Solvern leicht zu lösen
sind.
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Statt den sieben bzw. sechs Implikationen mit mehrelementiger Prämisse aus Ta-
belle 5.2 werden nur noch zwei benötigt. Statt den zwölf einelementigen Implika-
tionen, die sich aus den Kanten des Merkmalbegriffsgraphen aus Abbildung 5.11
ergeben, sind noch sechs enthalten. Die letzte Implikation folgt aus der Äquiva-
lenz zwischen SquareToOut und ¬Gain2R.
5.4.4. Entfernen redundanter Features
Gilt für ein Merkmal c die echte Prämisse P = {p1, . . . , pn} und gilt p′1 ∩ . . .∩ p′n =
c′, so gilt neben der Implikation P ⇒ c auch die Äquivalenz P ⇔ c. Dies tritt genau
dann auf, wenn c reduzibel ist. Im Beispiel sind alle Merkmale c in Tabelle 5.2,
welche eine echte Prämisse haben, reduzibel.
Die gefundenen Äquivalenzen beschreiben die Ersetzungsmöglichkeiten der re-
duziblen Merkmale. Um in einem späteren Schritt redundante Features auflösen
zu können, sollten die Äquivalenzen vor der Minimierung der Implikationsmenge
in einer eigenen Ergebnismenge gesichert werden, da die Minimierung diese ggf.
entfernen kann. Die entfernten Äquivalenzen folgen zwar aus der minimierten Im-
plikationsmenge, sind jedoch für die direkte Verwendung nicht mehr zugänglich.
Ähnlich wie bei den äquivalenten Merkmalen kann basierend auf den Feature-
Typen (Funktionsblock, Verbindung, Parameterzuweisung) entschieden werden,
ob das zugehörige Feature entfernt oder beibehalten wird. Als sinnvoll hat sich
folgende Heuristik erwiesen: Hat das reduzible Merkmal c einen niederwertige-
ren Typ als alle Merkmale pi (1 ≤ i ≤ n), so wird das entsprechende Feature
entfernt. Dies betrifft an dieser Stelle vor allem reduzible Merkmale, die nicht-
negiert (X) sind. Für den Fall der negierten Merkmale ¬X gilt dies ebenfalls. Dies
wird jedoch in Abschnitt 5.4.5 noch unter dem Gesichtspunkt der Inklusiv-Oder-
Relationen behandelt. Im Beispiel gibt es keine redundanten Features, welche die
oben genannte Heuristik erfüllen, sodass die Feature-Menge erhalten bleibt.
Dass die Auswahl der zu entfernenden Features nicht in jedem Fall automatisch
gelöst werden kann, zeigt folgendes Paar von Äquivalenzen, die im Beispiel gelten:
¬Gain1ToSquare∧ Gain1⇔ Gain2L,
¬Gain2L∧ Gain1⇔ Gain1ToSquare.
Von den redundanten Features Gain2L und Gain1ToSquare darf maximal eines
entfernt werden, da beim Entfernen eines der Features das andere nicht-redundant
wird. Sie sind wechselseitig redundant. Der Typ der Features hilft in diesem Falle
nicht weiter: Gain1 ist vom Typ Funktionsblock und Gain2L und Gain1ToSquare
vom Typ Verbindung. Damit haben beide Prämissen und Konklusionen die glei-
che Feature-Typ-Kombination und es gibt keine Grundlage für eine automatische
Entscheidung. In diesem Beispiel werden daher beide Features beibehalten.
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5.4.5. Inklusiv-Oder- und Alternativ-Relationen
Für das Feature-Diagramm werden nicht nur Optionen benötigt, die direkt den
Kanten des Implikationsgraphen bzw. Merkmalbegriffsgraphen entsprechen, son-
dern auch die komplexeren Relationen Inklusiv-Oder und Alternative.
Die Relation Inklusiv-Oder zwischen den Features m1, . . . , mn in Bezug auf de-
ren Eltern-Feature mp lässt sich, wie in Tabelle 5.1 auf Seite 87 dargestellt wurde,
als Äquivalenz schreiben und in eine Implikation mit Konjunktion aus negierten
Merkmalen transformieren:
mp ⇔ m1 ∨ . . . ∨mn ⇐⇒
¬mp ⇔ ¬(m1 ∨ . . . ∨mn) ⇐⇒
¬mp ⇔ ¬m1 ∧ . . . ∧ ¬mn.
Gemäß dem Zusammenhang zwischen Äquivalenz und Infimum gilt dann:
µ(¬mp) = µ(¬m1) ∧ . . . ∧ µ(¬mn)⇐⇒
(¬mp)′ = (¬m1)′ ∩ . . . ∩ (¬mn)′ ⇐⇒
(m′p)C = (m′1)
C ∩ . . . ∩ (m′n)C ⇐⇒
m′p = m′1 ∪ . . . ∪m′n.
Die Gegenstandsmenge (¬m)′ enthält die Gegenstände, die nicht das Merkmal
m enthalten, und ist damit das Komplement der Gegenstände, die m enthalten.
Damit ist (¬m)′ = G \ m′ = (m′)C. Damit gilt auch, dass m′i ⊂ m′p und damit
µmi < µmp für 1 ≤ i ≤ n ist, d. h. die Merkmalbegriffe der Kind-Features sind
immer echte Unterbegriffe des Merkmalbegriffs des Eltern-Features.
Die Mengengleichung m′p = m′1 ∪ . . . ∪ m′n bedeutet, dass eine Inklusiv-Oder-
Relation zwischen Features in Bezug auf deren Eltern-Feature genau dann gilt,
wenn die Umfänge der zugehörigen Merkmalbegriffe eine Mengenüberdeckung
bilden.
Bei Alternativen gilt zusätzlich noch der paarweise Ausschluss ¬(mi ∧ mj) für
alle i < j und daraus folgend die paarweise Disjunktheit m′i ∩m′j = ∅ für alle i < j,
denn:
¬(mi ∧mj) ≡ ¬mi ∨ ¬mj ≡ mi ⇒ ¬mj ⇐⇒ m′i ⊆ (m′j)C ⇐⇒ m′i ∩m′j = ∅.
Damit gilt eine Alternative zwischen Features in Bezug auf deren Eltern-Feature
genau dann, wenn die Umfänge der zugehörigen Merkmalbegriffe eine exakte
Überdeckung (engl. exact cover) bilden.
Zur verständlicheren Ergebnisdarstellung dieser Zusammenhänge soll in dieser
Arbeit folgende Schreibweise benutzt werden: Für Inklusiv-Oder-Relationen wird
mp ⇔ OR(m1, ..., mn) und für Alternativen wird mp ⇔ XOR(m1, ..., mn) geschrie-
ben. Ist mp in jedem Gegenstand enthalten bzw. ist µmp der größte Begriff im
Begriffsverband und damit mp immer wahr, dann wird mp auf der linken Seite
weggelassen, d. h. es wird OR(m1, ..., mn) bzw. XOR(m1, ..., mn) geschrieben.
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Naiver Ansatz zur Ermittlung von Feature-Relationen
In einem naiven Ansatz können für jeden Merkmalbegriff die jeweils direkten un-
teren Nachbarn auf eine Mengenüberdeckung bzw. exakte Überdeckung geprüft
werden. Das Betrachten nur jeweils der unteren Nachbarn entspricht in etwa dem
Vorgehen in der Arbeit von Haslinger et al. [59]. Im vorliegenden Beispiel werden




In diesem Beispiel oder bei Szenarien, in denen der Nutzer bereits die Feature-
Hierarchie vorgibt, ist diese Methode ausreichend. Bei komplexeren Beispielen,
wie im Merkmalbegriffsgraphen in Abbildung 5.13, sind die so gewonnenen Fea-
ture-Relationen nicht vollständig. So wird ein Teil der Feature-Relationen, deren
Kind-Features in Abbildung 5.13 gepunktet gruppiert sind, nicht gefunden. Wer-
den nur die jeweils unteren Nachbarn betrachtet, entstehen beispielsweise nur die
Relationen:
F1⇔ OR(L1, L2, L3),
L1⇔ XOR(V1, V2),
L2⇔ XOR(V1, V3) und
L3⇔ XOR(V2, V3).
Die sinnvollere Relation ist jedoch F1 ⇔ XOR(V1, V2, V3), da es sich bei L1, L2
und L3 um redundante Features handelt, die sich auf Verbindungen im Modell-
Template beziehen. F1, V1, V2 und V3 beziehen sich hingegen auf Funktionsblöcke.
In diesem Fall ist es naheliegend, dass die Verbindungen, die hinter L1, L2 und L3
stehen, von den Features V1, V2 und V3 abgeleitet sind. Weniger naheliegend ist es,
dass sich ein Eltern-Feature auf Verbindungen bezieht und dessen Kind-Features
auf Funktionsblöcke.
Dieses Beispiel zeigt ein grundsätzliches Entscheidungsproblem auf: Steht eine
geltende Äquivalenz der Form mp ⇔ m1 ∨ . . . ∨mn
• für eine Inklusiv-Oder-Relation bzw. Alternative (mit entsprechenden paar-
weisen Ausschluss) zwischen mp und m1, . . . , mn oder
• für ein redundantes Feature mp, welches aus dem Feature-Modell entfernt
werden kann und dessen Bestandteile im Modell-Template auf die logische
Formel m1 ∨ . . . ∨mn verweisen.
Beides ist logisch richtig. Welches der beiden Möglichkeiten jedoch sinnvoller ist,
kann ohne Kontextwissen nicht entschieden werden. Im vorliegenden Fall kann
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Abbildung 5.13.: Ebenenübergreifende Relationen im Merkmalbegriffsgraph
hierfür jedoch der Feature-Typ analog zum Entfernen der redundanten Features
herangezogen werden: Ist der Typ des Eltern-Features niederwertiger als dessen
Kind-Features, wie es im Beispiel für L1, L2 und L3 gilt, dann wird das Eltern-
Feature als redundant eingestuft und die gefundene Feature-Relation nicht ver-
wendet.
Identifikation von Feature-Relationen per Mustererkennung
In der Diplomarbeit von Thomas Ryssel [120] wird ebenfalls die Formale Begriffs-
analyse zur Ermittlung der Feature-Relationen genutzt. Hierzu wird für jedes
Eltern-Feature bzw. Eltern-Merkmal ein reduzierter Kontext erzeugt und in die-
sem werden die Feature-Relationen als spezielle Muster erkannt.
Alternativen und optionale Alternativen (d. h. es ist höchstens ein ausgewähltes
Kind-Feature erlaubt) werden durch eine vollständige Suche in der Potenzmenge
einer Kandidatenmenge identifiziert, wobei sich die Kandidatenmenge für jedes
Merkmal a ∈ M aus denjenigen Merkmalen zusammensetzt, die nie zusammen
mit a vorkommen. Dies entspricht einem Abschneiden von Suchpfaden, jedoch
nur in der zweiten Ebene des Suchbaumes, was die Laufzeit des Algorithmus
nicht ausreichend verringert.
Als Inklusiv-Oder-Relationen werden alle Kombinationen mit mindestens zwei
Merkmalen angenommen, die jeweils in Gegenständen vorkommen. Das Resultat
sind nicht-minimale Relationen, die auch optionale Inklusiv-Oder-Relationen ent-
halten. Diese erlauben beliebig viele oder gar keine ausgewählten Kind-Features.
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Bei beiden Relationsarten wird ein Greedy-Verfahren angewendet: Wird eine
Relation identifiziert, werden die entsprechenden Features aus der Kandidaten-
liste entfernt. Damit ist die Liste der gefundenen Relationen unvollständig und
abhängig von der Reihenfolge, in der die Merkmale behandelt werden.
Diese Verfahren sind wegen der schlechten Laufzeiten und der Unvollständig-
keit der Ergebnisse nicht für diese Arbeit geeignet.
Vollständiger Ansatz zur Ermittlung von Feature-Relationen
Unabhängig davon, ob eine Feature-Relation sinnvoll ist oder nicht, ist es nicht
ausreichend, wie im naiven Ansatz nur die direkten unteren Nachbarn eines Merk-
malbegriffs zu betrachten. Stattdessen müssen alle Unterbegriffe im Merkmalbe-
griffsgraph verwendet werden. Dabei wird eine minimale Kombination von Merk-
malen gesucht, die einer Inklusiv-Oder-Relation oder einer Alternative entspricht.
Im Beispiel vom letzten Abschnitt ist die Relation F1 ⇔ OR(L1, L2, L3) nicht mi-
nimal, denn es gelten ebenso die bezüglich der Kind-Feature-Anzahl kleineren
Relationen F1⇔ OR(L1, L2), F1⇔ OR(L1, L3) und F1⇔ OR(L2, L3).
Aus dem Überprüfen der Mengenüberdeckung von Umfängen entsteht das be-
reits aus der Implikationsberechnung bekannte Problem der minimalen Mengen-
überdeckung: Die zu überdeckende Gesamtmenge U ist hier der Umfang des
Merkmalbegriffs des Eltern-Features mp und die Teilmengen S die Umfänge der
Merkmalbegriffe µm, die echte Unterbegriffe von µmp sind. Gesucht sind alle mi-
nimalen Teilmengen C ⊆ S für die gilt: ⋃X∈C X = U.
Algorithmus 5.4 zeigt den Algorithmus zum Finden der Inklusiv-Oder-Relatio-
nen und Alternativen in Pseudocode. Im ersten Schritt wird die Merkmalsmenge
M topologisch sortiert (Zeile 2). Als Basis dient hierzu die Hierarchie des Merk-
malbegriffsgraphen. Durch die Sortierung wird gewährleistet, dass Merkmale klei-
nerer Merkmalbegriffe (im Graph weiter unten) zuerst bearbeitet werden. Jedes
durchlaufene Merkmal mp (Zeile 8) dient als Eltern-Feature. Da auch der Wur-
zelknoten ein Eltern-Feature ist, wird bei fehlendem Merkmal (d. h. bei G′ = ∅)
die leere Menge hinzugefügt (Zeile 3 bis 5). Das letzte durchlaufene Merkmal mp
bildet damit immer U := G und µmp = (G, G′).
Die potentiellen Merkmale der Kind-Features bilden sich aus den Merkmalen
der Unterbegriffe (Zeile 11). Die Umfänge der Merkmale bilden ein Problem der
minimalen Mengenüberdeckung, welches mit der Funktion EnumerateMinimal-
SetCovers gelöst wird (Zeile 15). Hier kann der bereits bekannte Algorithmus aus
Abschnitt A.1 verwendet werden.
Jede minimale Mengenüberdeckung entspricht einer Inklusiv-Oder-Relation. Ei-
ne Teilmenge davon sind auch Alternativen, die durch eine zusätzliche paarweise
Disjunktheit der Umfänge identifiziert werden können (Zeilen 18 bis 22). Die resul-
tierende Relation R in Zeile 23 ist in jedem Fall logisch gültig. Ob sie auch sinnvoll
ist, kann in der Funktion IsReasonable ermittelt werden (Zeile 24). In dieser Ar-
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Algorithmus 5.4 Finden aller Inklusiv-Oder-Relationen und Alternativen
1: function Find-Inclusive-Or-And-Alternatives(M)
2: Ms ← SortTopologically(M) ◃ m1 < m2 gdw. µm1 < µm2
3: if G′ = ∅ then
4: Ms ← Ms ∪ {∅}
5: end if
6: Mi ← ∅ ◃ Menge der zu ignorierenden Merkmale
7: R ← ∅
8: for all mp ∈ Ms do
9: U ← m′p
10: S ← ∅
11: for all (m ∈ Ms \ Mi | µm < µmp) do
12: S ← S ∪ {m′}
13: end for
14: if S ̸= ∅ then
15: L ← EnumerateMinimalSetCovers(U,S)
16: invalid ← true
17: for all C ∈ L do
18: if ∀m′i, m′j ∈ C, m′i ̸= m′j : m′i ∩m′j = ∅ then
19: t ← XOR
20: else
21: t ← OR
22: end if
23: R ← (t, mp, (m ∈ M | m′ ∈ C))
24: if IsReasonable(R) then
25: R ← R∪ R
26: invalid ← false
27: end if
28: end for
29: if invalid ∧ L ̸= ∅ then
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beit testet diese Funktion die Wertigkeit der Feature-Typen, es können hier jedoch
andere Heuristiken oder auch Nutzerabfragen integriert werden. Ist die Relation
sinnvoll, wird sie der Ergebnismenge hinzugefügt, andernfalls wird sie ignoriert.
Werden alle Relationen mit einem bestimmten Merkmal als Eltern-Feature igno-
riert, wird das Merkmal der Menge Mi hinzugefügt. Diese enthält alle Merkmale,
die bei den nächsten Merkmalen, d. h. bei den größeren Merkmalbegriffen, nicht
mehr als Kandidaten benutzt werden sollen. Durch die topologische Sortierung
wird sichergestellt, dass jedes Merkmal zuerst als Eltern-Feature mp und erst da-
nach als Kandidat und potentielles Kind-Feature m eines anderen Eltern-Features
bearbeitet wird.
Das Ergebnis des Algorithmus ist eine mit Ausnahme der nicht sinnvollen Rela-
tionen vollständige Liste von Inklusiv-Oder-Relationen und Alternativen, die zwi-










Alternativer Ansatz mit Primimplikanten
Bei der KNF-FM-Synthese [33] bzw. DNF-FM-Synthese [5] wird das Problem, alle
minimalen Inklusiv-Oder-Relationen zu finden, auf die Berechnung von Primter-
men bzw. Primimplikanten (engl. prime implicants) zurückgeführt. Primimplikan-
ten einer booleschen Funktion bzw. Ausdrucks ϕ sind minimale Konjunktionster-
me x1∧ . . .∧ xn, welche den booleschen Ausdruck implizieren, d. h. x1∧ . . .∧ xn ⇒
ϕ. Das Finden aller Primimplikanten einer booleschen Formel ist, wie das Finden
aller minimalen Mengenüberdeckungen, TransEnum-vollständig [42, 98]. Da für
das Ermitteln aller Inklusiv-Oder-Relationen Primimplikanten von |M| verschie-
denen booleschen Formeln berechnet werden müssen, sind beide Verfahren (über
Primimplikanten und über minimale Mengenüberdeckungen) gleich komplex.
In der Arbeit von Andersen et al. [5] werden die Primimplikanten für Formeln in
disjunktiver Normalform (DNF) berechnet, sodass eine äquivalente Eingabeform
zum formalen Kontext in dieser Arbeit verwendet wird. Ein Vergleich der Perfor-
mance zwischen [5] und Algorithmus 5.4 erfolgt im Rahmen der Evaluierung in
Abschnitt 6.3.5.
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5.4.6. Reduzierung auf einen Feature-Baum
Die in den letzten Abschnitten identifizierten Feature-Relationen können sich in
ihren Kind-Features überschneiden. Dadurch haben einige Features mehr als ein
Eltern-Feature, sodass die Feature-Hierarchie keinen Baum, sondern einen gerich-
teten azyklischen Graphen bildet. Es gibt verschiedene Möglichkeiten damit um-
zugehen:
• Beibehaltung des Feature-Graphen
Der Feature-Graph wird nicht auf einen Baum reduziert, sondern so belas-
sen. Dieses generalisierte Feature-Modell wird beispielsweise in der Arbeit
von Czarnecki und Wa˛sowski [33] verwendet.
• Vervielfachung der Features
Jedes Feature, welches mehr als ein Eltern-Feature hat, wird vervielfacht und
über entsprechende Feature-Constraints als äquivalent gekennzeichnet. Dies
erhöht jedoch die Größe des Feature-Modells und verringert damit dessen
Verständlichkeit.
• Anwendung von Greedy-Algorithmen
In der Arbeit von Thomas Ryssel [120] wird bereits während der Berechnung
immer die erstbeste Relation verwendet. Die dort enthaltenen Features wer-
den bei der Suche nach weiteren Relationen ignoriert. Dadurch entstehen
keine überlappenden Relationen. Jedoch ist das Ergebnis von der Reihenfol-
ge der Bearbeitung abhängig. Bei Acher et al. [1] werden bei überlappenden
Relationen die Relationen mit größerer Anzahl an Kind-Knoten bevorzugt
und bei mehreren Relationen mit gleicher Anzahl wird eines davon zufällig
gewählt. Auch bei Andersen et al. [5] wird ein Greedy-Verfahren verwendet,
jedoch werden die zugehörigen Auswahlkriterien nicht beschrieben.
• Einbeziehung des Nutzers
Jede sich überlappende Feature-Relation wird dem Nutzer zur Auswahl ge-
geben. In [134] nutzen She et al. die Dokumentation der Features, um ein
Ranking der Features zu erzeugen, die Kandidaten für ein Eltern-Feature ei-
nes gewählten Features sind. Dadurch wird die Anzahl der Möglichkeiten
reduziert, die dem Nutzer gezeigt werden. In dieser Arbeit reicht jedoch die
alleinige Anzeige der Feature-Relationen nicht aus, da die Features selbst
dem Nutzer unbekannt sind. Nur durch eine zusätzliche Anzeige des zuge-
hörigen Modell-Templates bzw. der Einzelvarianten kann der Nutzer über-
haupt die entsprechenden Entscheidungen treffen. Diese Nutzerauswahl soll
jedoch nicht Gegenstand der vorliegenden Arbeit sein.
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Rückführung auf das gewichtete Mengenpackungsproblem
Das Problem, aus dem Feature-Graph einen Feature-Baum zu erzeugen, lässt sich
als Mengenpackungsproblem (engl. set packing problem) [72] formulieren. Ein Men-
genpackungsproblem besteht aus einer Menge U und einer Menge (oder Multi-
menge) von Teilmengen S von U (S ⊆ P(U)). Eine Packung ist eine Auswahl
C ⊆ S dieser Teilmengen, wobei die Elemente von C paarweise disjunkt sein müs-
sen. Bei diesem Problem werden folgende Fragen gestellt: Gibt es eine Packung
mit einer gegebenen Mindestgröße (Entscheidungsproblem) bzw. welches ist die
größte Packung (Optimierungsproblem)? Beide Varianten des Problems sind NP-
vollständig [72].
Für das Problem des Feature-Graphen ist U die Menge aller enthaltenen Featu-
res und S die jeweilige Menge der Kind-Knoten aller geltenden Feature-Relationen
inklusive der Optionen. Im Beispiel ist S , basierend auf Algorithmus 5.4 und den
Optionen aus dem Merkmalbegriffsgraphen (siehe Abbildung 5.10), folgende Mul-
timenge:
{{Gain2R, Gain2L}, {Gain1ToSquare, Gain2L}, {Gain1ToSquare, SquareToOut},
{SquareToOut, Gain2R}, {Gain1ToSquare, Gain2R, Gain2L}, {Gain1, Gain2R},
{SquareToOut, Gain2}, {Gain1ToSquare, Gain2}, {Gain1, Gain2},
{Gain1ToSquare, Gain2L}, {Gain2L, Gain2R}, {Gain1}, {Gain2},
{Gain1ToSquare}, {SquareToOut}, {Gain2L}, {Gain2L}, {Gain2R}}.
Die Menge {Gain2L} ist zweimal vorhanden, da Gain2L sowohl SquareToOut als
auch Gain2 als Eltern-Feature hat und damit in zwei Optionen auftaucht.
Da sich die Mengen im Beispiel überlappen, bilden sie keine Mengenpackung.
Dies ist gleichbedeutend damit, dass das Feature-Modell keinen Baum bildet. Nur
bei paarweise disjunkten und damit nicht überlappenden Feature-Relationen ist
sichergestellt, dass das Feature-Modell ein Baum ist. Damit erzeugt jede Mengen-
packung der oben genannten Multimenge einen gültigen Feature-Baum.
Jedoch führt nicht jede Mengenpackung zu einem guten Feature-Modell. Denn
je weniger der gültigen Feature-Relationen im Feature-Modell verwendet wer-
den, desto mehr Feature-Constraints werden später benötigt, um zusätzlich zum
Feature-Baum alle gültigen Zusammenhänge abzudecken. Das Ziel ist es jedoch,
die Anzahl der Feature-Constraints zu minimieren. Für die Zählung der Feature-
Constraints wird in dieser Arbeit die Anzahl an Implikationen mit einelementiger
Konklusion (P ⇒ c) verwendet, wie sie auch in der Implikationsberechnung in
Abschnitt 5.4.3 entstehen.
Äquivalent dazu ist es, die Anzahl der Feature-Constraints zu maximieren, die
durch den Feature-Baum abgedeckt werden, da die Gesamtanzahl der Feature-
Constraints durch die Implikationsberechnung gegeben ist. Es werden damit Men-
gen von Feature-Relationen gesucht, die Mengenpackungen sind und die eine ma-
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ximale Anzahl von Feature-Constraints abdecken. Dies ist jedoch nicht äquivalent
zum Problem der größten Mengenpackung, da dort nur die Anzahl der Elemen-
te der Packung maßgeblich ist. Stattdessen lässt es sich als Mengenpackungproblem
mit maximaler Gewichtung darstellen. Jede Feature-Relation erhält als Gewicht die
Anzahl der Feature-Constraints, die benötigt werden, um diese zu beschreiben.
Diese ist abhängig von der Art der Feature-Relation (Option, Inklusiv-Oder, Al-
ternative), von der Anzahl der Kind-Features |r| und davon ob das Eltern-Feature
das Root-Feature des Feature-Modells ist.
Gemäß Tabelle 5.1 auf Seite 87 lässt sich eine Option durch die Implikation
fo ⇒ fp darstellen. Ist das Eltern-Feature fp das Root-Feature, so entsteht die
Tautologie fo ⇒ 1, die weggelassen werden kann. Damit gilt für die Anzahl der
beim Weglassen einer Option benötigten Feature-Constraints:
nopt(r) =
{
0 wenn Eltern-Feature = Root-Feature,
1 sonst.
(5.7)
Eine Inklusiv-Oder-Relation lässt sich durch die Äquivalenz fp ⇔ f1 ∨ . . . ∨ fn
bzw. durch die Implikationen ( f1 ⇒ fp), . . . , ( fn ⇒ fp) und fp ⇒ f1 ∨ . . . ∨ fn
darstellen, was |r|+ 1 Implikationen entspricht. Ist das Eltern-Feature fp das Root-




1 wenn Eltern-Feature = Root-Feature,
1+ |r| sonst. (5.8)
Bei Alternativen werden noch die paarweisen Ausschlüsse der Kind-Features




|r| · (|r| − 1)
2
wenn Eltern-Feature = Root-Feature,




Das Gesamtgewicht einer Menge von Feature-Relationen wird als Summe der
Einzelgewichte bestimmt. Für eine Mengenpackung von Feature-Relationen ist
das Gesamtgewicht gleich der Anzahl der Implikationen, die zur Darstellung die-
ser Feature-Relationen benötigt werden. Die Mengenpackung mit dem größten Ge-
samtgewicht deckt damit die größte Anzahl an Implikationen ab und minimiert
die Anzahl der Feature-Constraints.
Da bei optionalen Features, die direkt am Root-Feature angehängt sind, das Ge-
wicht null ist, spielen diese für das Gesamtgewicht keine Rolle. Dies hat jedoch
zur Folge, dass sie bei der Lösung mit dem höchsten Gesamtgewicht beliebig
weggelassen werden können. Daher wird zusätzlich gefordert, dass die Mengen-
packungen selbst maximal sind. Dies ist dann der Fall, wenn es keine größere
Mengenpackung gibt, welche diese enthält.
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Das Problem die Mengenpackung mit dem größten Gewicht zu finden, ist NP-
schwer [58]. Deshalb werden in der Regel Greedy-Verfahren verwendet, die nicht
die Lösung mit dem größten Gewicht finden, sondern nur eine Lösung mit mög-
lichst hohem Gewicht. Ein einfaches Greedy-Verfahren ist, jeweils die Feature-
Relation mit dem höchsten Gewicht auszuwählen und alle sich mit dieser überlap-
penden Relationen zu streichen. Dies wird wiederholt bis alle Feature-Relationen
verarbeitet wurden.
In [58] wird ein modifiziertes Greedy-Verfahren beschrieben, bei dem nicht das
Element (hier die Feature-Relation) mit dem höchsten Gewicht ausgewählt wird.
Stattdessen wird ein normierter Wert verwendet, der durch die Division aus Ge-
wicht und der Wurzel der Kardinalität des Elements berechnet wird.
Angewendet auf die Feature-Relationen, berechnet sich dieser normierte Wert
mit der Formel n(r)/
√|r|. Das bringt jedoch bei der oben beschriebenen Defini-
tion der Gewichte keinen Vorteil: Bei Optionen ist |r| = 1, sodass sich der Wert
nicht ändert. Bei Alternativen (Gleichung 5.9) und, wenn das Eltern-Feature nicht
Root-Feature ist, bei Inklusiv-Oder-Relationen (Gleichung 5.8) ist das Gewicht line-
ar oder quadratisch von |r| abhängig, monoton steigend und für |r| > 2 größer als√|r|, sodass eine Division durch √|r| die Reihenfolge der Sortierung nicht ändert.
Nur bei Inklusiv-Oder-Relationen mit dem Root-Feature als Eltern-Feature wird
Tabelle 5.3.: Auswahl der Feature-Relationen des Beispiels nach Gewicht
Feature-Relation r n(r) Var. 1 Var. 2
Gain2⇔ XOR(Gain2R, Gain2L) 4 X (1) − (1)
Gain1⇔ XOR(Gain1ToSquare, Gain2L) 4 − (1) X (1)
Gain1⇔ OR(Gain1ToSquare, SquareToOut) 3 X (2) − (1)
XOR(SquareToOut, Gain2R) 2 − (1) X (2)
OR(Gain1, Gain2R) 1 − (1) − (2)
OR(SquareToOut, Gain2) 1 − (2) − (2)
OR(Gain1ToSquare, Gain2) 1 − (2) − (1)
OR(Gain1, Gain2) 1 X (3) X (3)
OR(Gain1ToSquare, Gain2R, Gain2L) 1 − (1) − (1)
Gain1⇐ Gain1ToSquare 1 − (2) − (1)
Gain1⇐ SquareToOut 1 − (2) − (2)
SquareToOut⇐ Gain2L 1 − (1) − (1)
Gain2⇐ Gain2L 1 − (1) − (1)
Gain2⇐ Gain2R 1 − (1) − (2)
Base⇐ Gain1 0 − (3) − (3)
Base⇐ Gain2 0 − (3) − (3)
∑ 8 7
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die Reihenfolge der Auswahl verändert. Der Quotient 1/
√|r| sinkt mit steigen-
der Anzahl an Kind-Features, sodass Feature-Relationen dieser Art mit größerer
Anzahl an Kind-Features benachteiligt werden. Dies ist jedoch nicht das Ziel. Der
Ansatz ist damit gleich gut oder schlechter als die Auswahl nur nach maximalem
Gewicht.
In [23] wird durch nachträgliche Tauschoperationen diese erste Lösung verbes-
sert. Da die Größe der Mengenpackungen in dieser Arbeit nicht beschränkt wird,
steigt jedoch der Aufwand für die Tauschoperationen exponentiell mit der Anzahl
der Feature-Relationen, sodass dieser Ansatz in dieser Arbeit nur mit Einschrän-
kung geeignet ist.
Tabelle 5.3 zeigt die im Beispiel gültigen Feature-Relationen und ihre Gewichte.
Einige Feature-Relationen haben jeweils dasselbe Gewicht. Dies zeigt, dass auch
das Greedy-Verfahren kein eindeutiges Ergebnis erzeugt, da es zwischen verschie-
denen gleichwertigen Alternativen entscheiden muss. In den beiden rechten Spal-
ten sind beispielhaft zwei Varianten der Auswahl aufgezeigt, die entstehen, wenn
eine der Feature-Relationen mit dem Gewicht 4 als erstes ausgewählt wird. Aus-
gewählte Feature-Relationen sind mit „X“ gekennzeichnet, daraufhin gelöschte
mit „−“. Die Zahl in Klammern gibt die Nummer des Schrittes an, in dem eine
Feature-Relation ausgewählt bzw. gelöscht wurde. Nach Gesamtgewicht ist die
erste Variante besser als die zweite, da sie ein Feature-Constraint mehr einspart.
Einbeziehung von Redundanz in die Auswahl der Feature-Relationen
Bei der Definition des Gewichtes einer Feature-Relation wurde im letzten Ab-
schnitt nur auf den Zusammenhang zwischen Feature-Relationen und Feature-
Constraints geachtet. Jedoch gibt es auch Abhängigkeiten zwischen den Feature-
Relationen selbst, die betrachtet werden sollten.
Abbildung 5.14 enthält zwei Ausschnitte aus dem Merkmalbegriffsgraph aus
Abbildung 5.13. Die in beiden Fällen gültigen Feature-Relationen (mit unvollstän-
diger Liste der Optionen) sind in Tabelle 5.4 zu finden. Die Feature-Relationen
sind für jeden Ausschnitt jeweils nach ihrem Gewicht geordnet. Für die Aus-
wahl (rechte Spalte) wurde das Greedy-Verfahren angewendet. Abbildung 5.15
zeigt die für die jeweiligen Teile resultierenden Ausschnitte der Feature-Modelle.
Die Feature-Relationen, die nicht vom Feature-Baum abgedeckt sind, wurden als
Feature-Constraints hinzugefügt.
Für den Ausschnitt (a) wird die Feature-Relation F1 ⇔ XOR(V11, V12, V2, V3)
aufgrund des hohen Gewichts als Erstes ausgewählt. Somit werden die niedriger
gewichteten Feature-Relationen F1 ⇔ XOR(V1, V2, V3) und V1 ⇔ XOR(V11, V12)
verworfen und müssen als Feature-Constraints hinzugefügt werden. In diesem
Fall wäre es jedoch besser, die zwei Letzteren auszuwählen und die erste Relation
zu verwerfen. Denn die Erste ist eine Kombination aus den letzten beiden Relatio-
nen. Wie kann diese Art von redundanten Kombinationen gefunden werden?
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e, f, g, h
F2
(b)
Abbildung 5.14.: Ausschnitte aus dem Merkmalbegriffsgraph aus Abbildung 5.13
Tabelle 5.4.: Auswahl der Feature-Relationen aus Abbildung 5.14 nach Gewicht
Ausschnitt Feature-Relation r n(r) Auswahl ∑
(a)
F1⇔ XOR(V11, V12, V2, V3) 11 X (1)
12
F1⇔ XOR(V1, V2, V3) 7 − (1)
V1⇔ XOR(V11, V12) 4 − (1)
F1⇐ V1 1 X (2)
(b)
F2⇔ OR(V4, F3) 3 X (3)
7
F2⇔ OR(V4, V5) 3 − (3)
F2⇐ F3 1 − (3)
F3⇐ V5 1 X (4)
F2⇐ V4 1 − (3)
F1
V11 V12 V2 V3
V1







Abbildung 5.15.: Feature-Modelle basierend auf den ausgewählten Feature-Rela-
tionen in Tabelle 5.4
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Zwischen den gefundenen minimalen Überdeckungen (Menge von Begriffsum-
fängen bzw. Menge von Merkmalbegriffen) besteht, ähnlich wie bei den echten
Prämissen, eine Feiner-als-Relation (engl. cover refinement): Sind zwei Mengen
von Begriffsumfängen C1 und C2 gegeben, wobei ⋃ C1 = ⋃ C2 = U, dann gilt
C1 feiner als C2 gdw. ∀X ∈ C1 ∃Y ∈ C2 : X ⊆ Y
∧∀Y ∈ C2 ∃X ∈ C1 : X ⊆ Y.
(5.10)
Aufgrund dieser Relation und der Minimalität der Überdeckungen gilt |C1| ≥
|C2|, d. h. die Überdeckung C1 wird durch gleich viel oder mehr Umfänge als C2
erreicht und ist somit gleich fein oder feiner.
Für Mengen von Merkmalbegriffen kann dies analog definiert werden: Für zwei
Mengen von Merkmalbegriffen B1 und B2, wobei ∨B1 = ∨B2 = µmp, gilt
B1 feiner als B2 gdw. ∀(A1, B1) ∈ B1 ∃(A2, B2) ∈ B2 : (A1, B1) ≤ (A2, B2)
∧∀(A2, B2) ∈ B2 ∃(A1, B1) ∈ B1 : (A1, B1) ≤ (A2, B2).
(5.11)
Für den Ausschnitt (a) gilt beispielsweise
{{a}, {b}, {c}, {d}} feiner als {{a, b}, {c}, {d}} bzw.
{µV11, µV12, µV2, µV3} feiner als {µV1, µV2, µV3}.
Aufgrund der verwendeten Vergleichsoperation ⊆ bildet die Feiner-als-Relation
der Umfänge eine Halbordnung. Ist eine minimale Überdeckung CU ein unmittel-
barer Nachfolger der minimalen Überdeckung CL in dieser Halbordnung, d. h. CL
echt feiner als CU (CL ̸= CU) und @CM : CL feiner als CM feiner als CU mit CM ̸= CL
und CM ̸= CU , so kann folgendermaßen festgestellt werden, ob CL von CU abge-
leitet ist: Durch die Differenzmengen DU = CU \ CL und DL = CL \ CU werden
von beiden Überdeckungen die jeweils gemeinsam enthaltenen Umfänge E ent-
fernt. Damit gilt CL = E ∪ DL mit E ∩ DL = ∅ und CU = E ∪ DU mit E ∩ DL = ∅,
wobei E auch leer sein kann. Die Differenzen zeigen, welche Umfänge durch wel-
che anderen ersetzt wurden. Im Beispiel ist DU = {{a, b}}, DL = {{a}, {b}} und
E = {{c}, {d}}.
Für die Differenzmengen gilt: DU enthält immer genau eine und DL mindestens
eine Teilmenge. Zum Beweis wird im ersten Schritt durch Ausschluss gezeigt, dass
sowohl DU als auch DL nicht leer sein können.
Sind beide leer, so gilt: CL = CU = E . Dies widerspricht jedoch der Definition
der unmittelbaren Nachfolgerschaft, bei der CU ̸= CL gilt.
Ist DL = ∅ und DU ̸= ∅, so gilt CL = E und CU = E ∪ DU mit E ∩ DU = ∅.
Da wegen der Feiner-als-Relation |CL| ≥ |CU | gilt, müsste auch |E | ≥ |E|+ |DU |
gelten. Dies ist jedoch nur mit |DU | = 0 erfüllbar, was der Annahme DU ̸= ∅
widerspricht.
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Ist DL ̸= ∅ und DU = ∅, so gilt CL = E ∪ DL mit E ∩ DL = ∅ und CU = E .
Wegen der Feiner-als-Relation muss damit gelten: ∀X ∈ E ∪ DL ∃Y ∈ E : X ⊆ Y.
Ist jedoch ein Element aus DL Teilmenge eines Elements aus E , so sind DL und E
entweder nicht disjunkt (Fall X = Y) oder die Überdeckung CL ist nicht minimal
(Fall X ⊂ Y), da X in CL redundant wäre. Beide Fälle widersprechen jedoch den
Annahmen. Damit ist im ersten Schritt bewiesen, dass sowohl DU als auch DL
mindestens eine Teilmenge enthalten müssen.
Im zweiten Schritt wird entgegen der Behauptung angenommen, dass DU mehr
als ein Element enthalten kann. Da CL = E ∪ DL und CU = E ∪ DU , gilt DL echt
feiner als DU und DL ∩DU = ∅. Da DU und, wegen |DL| ≥ |DU |, auch DL mehrele-
mentig sind, lassen sie sich folgendermaßen partitionieren: DL = XL1 ∪ XL2 und
DU = XU1 ∪ XU2 mit XL1 echt feiner als XU1 und XL2 echt feiner als XU2. Damit
sind jedoch auch XL1 ∪ XL2 echt feiner als XL1 ∪ XU2 echt feiner als XU1 ∪ XU2
und XL1 ∪ XL2 echt feiner als XU1 ∪ XL2 echt feiner als XU1 ∪ XU2. Daraus folgt,
dass es ein CM = E ∪ XL1 ∪ XU2 gibt, welches zwischen CL und CU liegt, was
jedoch der unmittelbaren Nachbarschaft von CL und CU widerspricht. Damit kann
DU nicht mehrere Elemente enthalten, sondern enthält immer genau ein Element.
Aufgrund der Relation |DL| ≥ |DU |, die aus der Feiner-als-Relation folgt, muss
DL mindestens ein Element enthalten.
Ist, wie im Beispiel, |DL| > 1 und DL eine Überdeckung der einen Teilmenge
von DU , so gilt zwischen diesen mindestens eine Inklusiv-Oder-Relation und CL
folgt zwingend aus CU und dieser Relation. Im Beispiel ist {{a}, {b}} die exakte
Überdeckung von {a, b}, was der Relation V1⇔ XOR(V11, V12) entspricht. Damit
ist die minimale Überdeckung {{a}, {b}, {c}, {d}} bzw. {µV11, µV12, µV2, µV3}
redundant und die zugehörige Alternative XOR(V11, V12, V2, V3) kann entspre-
chend markiert werden. Die Relation, die aus den Differenzen folgt, wurde bereits
bei einem der vorigen Merkmale gefunden (im Beispiel bei Merkmal V1). Es ist
jedoch möglich, dass diese verworfen wurde. Daher wird CL nur dann als redun-
dant markiert, wenn die Differenzen-Relation nicht verworfen wurde.
Ist |DL| > 1, aber DL keine Überdeckung der einen Teilmenge von DU , dann
kann CL nicht von CU abgeleitet werden.
Bei der Sortierung der Feature-Relationen für das Greedy-Verfahren werden die
so markierten Feature-Relationen hinter den nicht markierten Relationen eingeord-
net. Damit wird erreicht, dass die gröbere Feature-Relation und die Relation, die
aus der Differenz entsteht, zuerst ausgewählt und die feinere redundante Feature-
Relation verworfen wird. Nur wenn die ersten beiden Relationen durch die Aus-
wahl anderer Relationen verworfen werden, wird die redundante Feature-Relation
ausgewählt. Aus diesem Grund sollten die markierten Feature-Relationen nicht
einfach entfernt werden.
Für den Ausschnitt (b) in Abbildung 5.14 sind die Feature-Relationen F2 ⇔
OR(V4, F3) und F2⇔ OR(V4, V5) gleich gewichtet, sodass eine von beiden zufällig
ausgewählt wird. Im Beispiel wurde die Erste der beiden ausgewählt, sodass die
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Zweite als Feature-Constraint verwendet werden muss. Wäre die zweite Relation
ausgewählt worden, dann wäre die Erste nicht als Feature-Constraint nötig. Der
Grund ist ebenfalls eine Redundanz.
Ausgehend vom Merkmal bzw. Feature mp = F2 gilt die Feiner-als-Relation
{{e, f, g}, {g, h}} feiner als {{e, f, g}, {f, g, h}} bzw.
{µV4, µV5} feiner als {µV4, µF3}.
In diesem Fall sind beide Differenzmengen einelementig: DL = {{g, h}} und
DU = {{f, g, h}}. Außerdem bilden die Differenzen keine Inklusiv-Oder-Relation.
Aus der Definition der Feiner-als-Relation (5.10) und der Ungleichheit von CL
und CU ergibt sich, dass DL ⊂ DU gilt, wobei DL das einzige Element in DL
und DU das einzige Element in DU ist. Daraus folgt, dass für die entsprechenden
Merkmale dL und dU (mit d′L = DL und d
′
U = DU) die Implikation dL ⇒ dU gilt,
im Beispiel also V5 ⇒ F3. Außerdem gilt dL ⇒ mp und dU ⇒ mp, also V5 ⇒ F2
und F3⇒ F2.
Die Überdeckung CL entspricht dabei der Äquivalenz mp ⇔ m1 ∨ . . . ∨mn ∨ dL
und die Überdeckung CU der Äquivalenz mp ⇔ m1 ∨ . . . ∨ mn ∨ dU , welche sich
wie folgt aus der Überdeckung CL ableiten lässt:
(mp ⇔ m1 ∨ . . . ∨mn ∨ dL) ∧ (dL ⇒ dU) ∧ (dU ⇒ mp)⇐⇒
(mp ⇒ m1 ∨ . . . ∨mn ∨ dL) ∧ (dL ⇒ dU)
∧ (m1 ∨ . . . ∨mn ∨ dL ⇒ mp) ∧ (dU ⇒ mp)⇐⇒
(mp ⇒ m1 ∨ . . . ∨mn ∨ dL) ∧ (dL ⇒ dU)
∧ (m1 ∨ . . . ∨mn ∨ dL ∨ dU ⇒ mp) =⇒
(mp ⇒ m1 ∨ . . . ∨mn ∨ dU) ∧ (m1 ∨ . . . ∨mn ∨ dU ⇒ mp)⇐⇒
(mp ⇔ m1 ∨ . . . ∨mn ∨ dU).
Damit ist die Überdeckung CU von CL abgeleitet. Wird also die Feature-Relation
CL (im Beispiel XOR(V4, V5)) ausgewählt und enthält das Feature-Modell die sich
aus den Differenzen ergebene Implikation (im Beispiel V5 ⇒ F3), dann geht beim
Streichen der Relation CU kein Wissen verloren. Dieser Zusammenhang sollte in
die Sortierung der Feature-Relationen für das Greedy-Verfahren einfließen, indem
feinere Überdeckungen vor gröberen einsortiert werden.
Die Feiner-als-Relation von minimalen Überdeckungen für ein gegebenes Merk-
mal mp bildet eine Halbordnung zwischen den Begriffsumfängen bzw. Merkmal-
begriffen. Damit kann wie beim Merkmalbegriffsgraph durch paarweisen Ver-
gleich und transitiver Reduktion ein eindeutiger gerichteter azyklischer Graph
erzeugt werden.
Die Abbildungen 5.16 und 5.17 zeigen die Halbordnungen zwischen den Men-
genüberdeckungen der beiden Ausschnitte des Merkmalbegriffsgraphen in Ab-
bildung 5.14 und des Merkmalbegriffsgraphen in Abbildung 5.10 als Graphen.
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{a, b}, {c}, {d}
XOR(V1, V2, V3)
{a}, {b}, {c}, {d}
XOR(V11, V12, V2, V3)
II
I
V1 <−> XOR(V11, V12)
(a) mp = F1
{e, f, g}, {f, g, h}
OR(V4, F3)





(b) mp = F2
Abbildung 5.16.: Halbordnungen der Feiner-als-Relation zwischen den Mengen-
überdeckungen der beiden Ausschnitte in Abbildung 5.14
{a, c, d}, {a, b, d}
OR(Gain1, Gain2)
{a, c}, {a, b, d}  
OR(Gain1ToSquare, Gain2)
{c, d}, {a, b, d}
OR(SquareToOut, Gain2)
{a, c, d}, {a, b} 
OR(Gain1, Gain2R)
{a, c}, {a, b}, {d}
OR(Gain1ToSquare, Gain2R, Gain2L)





Gain1 <− Gain1ToSquare Gain1 <− SquareToOut
Gain2 <− Gain2R





Abbildung 5.17.: Halbordnung der Feiner-als-Relation zwischen den Mengenüber-
deckungen des Beispiels mit mp = Base
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Jeder Knoten entspricht einer Mengenüberdeckung und jede gerichtete Kante ver-
bindet die direkten Nachbarn bezüglich der Feiner-als-Relation. Die Bezeichnung
jedes Knotens enthält in der ersten Zeile die Umfänge, die in diesem Fall die Ge-
genstandsmengen {F1}′ = {a, b, c, d} und {F2}′ = {e, f, g, h} in Abbildung 5.16
und die Gesamtgegenstandsmenge G = {a, b, c, d} in Abbildung 5.17 abdecken.
Die zweite Zeile enthält die zugehörigen Merkmale und die Art der Relation,
die durch die Überdeckung beschrieben wird. An jeder Kante ist in Form einer
Feature-Relation angegeben, wie sich die Überdeckungen untereinander unter-
scheiden. Die zugehörigen Umfänge entsprechen den Differenzmengen DU und
DL. Gestrichelt umrandete Knoten entsprechen markierten Feature-Relationen.
Aus Sicht der Relationen lässt sich der Graph formal als Gmp := (Rmp , Emp , δ)
beschreiben, wobei die Knoten Rmp den gefundenen Feature-Relationen (Inklusiv-
Oder und Alternativen) mit dem Eltern-Feature mp entsprechen. Jede Kante aus
der Kantenmenge Emp bildet auf eine Differenzrelation ab, d. h. δ : Emp → R∆ ∪
IP ∪ {⊥}. R∆ := R\Rmp ist die Menge aller Feature-Relationen, die nicht die Ba-
sis mp haben, IP ist die Menge aller Implikationen in der Form m1 ⇒ m2 und das
Symbol ⊥ wird dann verwendet, wenn die Differenz weder eine Feature-Relation
noch eine Implikation bildet.
Knoten, die durch Kanten mit Implikationen verbunden sind, bilden zusam-
menhängende Ketten, deren Elemente jeweils durch 1:1-Ersetzungen voneinander
abgeleitet sind. Diese haben deshalb auch die gleiche Anzahl an Kind-Features.
In den gezeigten Beispielen sind dies jeweils zwei. Da bei den 1:1-Ersetzungen
vom Feineren zum Gröberen die Gegenstandsteilmengen größer werden, kann
bei solchen zusammenhängenden Teilgraphen überhaupt nur die feinste Überde-
ckung (hier II und III in Abbildung 5.17, II in Abbildung 5.16a und I in Abbil-
dung 5.16b) eine Alternative (XOR) sein.
In der bisherigen Gewichtung der den Überdeckungen entsprechenden Feature-
Relationen ist die Bevorzugung von feineren Überdeckungen teilweise enthalten:
Bei gleichem Eltern-Feature und gleicher Anzahl von Kind-Features werden Alter-
nativen höher gewichtet als Inklusiv-Oder-Relationen. Nur zwischen den Inklusiv-
Oder-Relationen wird nicht differenziert. Daher erfolgt die Sortierung der Feature-
Relationen für das Greedy-Verfahren nach drei Kriterien bzw. in drei Stufen:
• Markierung
Nicht markierte Feature-Relationen werden vor den markierten eingeordnet.
Es entstehen zwei Gruppen, die einzeln weiter sortiert werden.
• Gewicht
Im nächsten Schritt werden die Gruppen absteigend nach Gewicht sortiert.
• Topologische Sortierung
Ist das Gewicht in einer Gruppe von Feature-Relationen mit gleichem Eltern-
Feature gleich, wird innerhalb der Gruppe topologisch von feineren zu grö-
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beren Überdeckungen sortiert. Die Basis ist dabei die Halbordnung der Über-
deckungen. Im Beispiel der Halbordnung in Abbildung 5.17 ist II, III, IV,
V, VI eine mögliche topologische Sortierung.
In Tabelle 5.5 sind die Feature-Relationen von Tabelle 5.4 gemäß den oben ge-
nannten Kriterien neu geordnet. Daraufhin wird der Greedy-Algorithmus auf die
neue Sortierung abgewendet. In Ausschnitt (a) werden nun die Feature-Relationen
F1 ⇔ XOR(V1, V2, V3) und V1 ⇔ XOR(V11, V12) ausgewählt. Das daraus abge-
leitete Feature-Modell (Abbildung 5.18a) kommt nun ohne zusätzliche Feature-
Constraints aus. In Ausschnitt (b) wird nun durch die topologische Ordnung die
Relation F2⇔ OR(V4, V5) eindeutig bevorzugt, sodass die Auswahl an dieser Stel-
le nicht mehr zufällig ist. Im daraus abgeleiteten Feature-Modell (Abbildung 5.18b)
wird nur noch eine Implikation als Feature-Constraint benötigt.
Tabelle 5.5.: Auswahl der Feature-Relationen aus Abbildung 5.14 nach Gewicht
und Redundanz
Ausschnitt Feature-Relation r n(r) Auswahl ∑
(a)
F1⇔ XOR(V1, V2, V3) 7 X (1)
11 (+ 7)
V1⇔ XOR(V11, V12) 4 X (2)
F1⇐ V1 1 − (1)
F1⇔ XOR(V11, V12, V2, V3)* 11 − (1)
(b)
F2⇔ OR(V4, V5) 3 X (3)
7 (+ 1)
F2⇔ OR(V4, F3) 3 − (3)
F2⇐ F3 1 X (4)
F3⇐ V5 1 − (3)










Abbildung 5.18.: Feature-Modelle basierend auf den ausgewählten Feature-Rela-
tionen in Tabelle 5.5
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Werden die Gesamtgewichte der ausgewählten Feature-Relationen nach alter
und neuer Sortierung verglichen, dann sind diese bei Ausschnitt (a) schlechter (elf
statt zwölf) und bei Ausschnitt (b) gleich (jeweils sieben). Werden bei der neu-
en Sortierung weniger Implikationen vom Feature-Baum abgedeckt? Was in der
Summe der Gewichte nicht enthalten ist, sind die Implikationen, die aus den ande-
ren Implikationen folgen und die damit die abgeleiteten und nicht ausgewählten
Feature-Relationen ergeben.
In Ausschnitt (a) sind dies sieben Implikationen der Feature-Relation F1 ⇔
XOR(V11, V12, V2, V3). Die restlichen vier Implikationen (V2⇒ F1, V3⇒ F1, V11⇒
¬V12 und V2⇒ ¬V3) derselben Feature-Relation sind bereits in den ausgewählten
Relationen enthalten. In Ausschnitt (b) kommt die Implikation F2 ⇒ V4 ∨ F3 der
Feature-Relation F2 ⇔ OR(V4, F3) hinzu. Damit steigt die Zahl der abgedeckten
Implikationen durch die neue Sortierung von 12 auf 18 bzw. von sieben auf acht.
Die neue Sortierung hat in Tabelle 5.6 zwar an einigen Stellen Einfluss auf die
Reihenfolge der Feature-Relationen, jedoch ändert sich an der Auswahl nichts.
Die Abbildungen 5.19 und 5.20 zeigen die zugehörigen Feature-Modelle der zwei
Tabelle 5.6.: Feature-Relationen des Beispiels und ihre Gewichte, sortiert unter Ein-
beziehung der Redundanz
Feature-Relation r n(r) Var. 1 Var. 2
Gain2⇔ XOR(Gain2R, Gain2L) 4 X (1) − (1)
Gain1⇔ XOR(Gain1ToSquare, Gain2L) 4 − (1) X (1)
Gain1⇔ OR(Gain1ToSquare, SquareToOut) 3 X (2) − (1)
XOR(SquareToOut, Gain2R) 2 − (1) X (2)
OR(Gain1ToSquare, Gain2) 1 − (2) − (1)
OR(Gain1, Gain2R) 1 − (1) − (2)
OR(SquareToOut, Gain2) 1 − (2) − (2)
OR(Gain1, Gain2) 1 X (3) X (3)
OR(Gain1ToSquare, Gain2R, Gain2L)* 1 − (1) − (1)
Gain1⇐ Gain1ToSquare 1 − (2) − (1)
Gain1⇐ SquareToOut 1 − (2) − (2)
SquareToOut⇐ Gain2L 1 − (1) − (1)
Gain2⇐ Gain2L 1 − (1) − (1)
Gain2⇐ Gain2R 1 − (1) − (2)
Base⇐ Gain1 0 − (3) − (3)
Base⇐ Gain2 0 − (3) − (3)
∑ 8 7
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Gain1⇔ XOR(Gain1ToSquare, Gain2L), XOR(SquareToOut, Gain2R),
OR(Gain1ToSquare, Gain2), Gain2L⇒ SquareToOut
Abbildung 5.19.: Feature-Modell basierend auf den ausgewählten Feature-Relatio-





Gain2⇔ XOR(Gain2R, Gain2L), OR(Gain1ToSquare, Gain2),
SquareToOut⇒ Gain1, Gain2L⇒ SquareToOut, Gain2L⇒ Gain2, Gain2R⇒ Gain2
Abbildung 5.20.: Feature-Modell basierend auf den ausgewählten Feature-Relatio-
nen in Tabelle 5.6 Variante 2
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gezeigten Auswahlvarianten mit den fehlenden und nicht ableitbaren Relationen
als Feature-Constraints.
Grundsätzlich kann auch die neue Sortierung nicht verhindern, dass bei der
Auswahl zwischen gleichwertigen Feature-Relationen entschieden werden muss.
Dies trifft dann zu, wenn mehrere Feature-Relationen den gleichen Markierungs-
zustand (alle markiert oder alle nicht markiert), das gleiche Gewicht und kei-
ne Feiner-als-Relation zwischen diesen vorliegt. Hier kann zufällig entschieden
werden, oder es werden, wie im Beispiel, mehrere Varianten erzeugt, aus denen
der Nutzer später auswählen kann. Dies kann bezüglich der Anzahl der Feature-
Relationen zu exponentiell vielen Varianten führen. Die Anzahl sollte jedoch in
vielen Fällen signifikant kleiner sein, als die Anzahl aller Mengenpackungen.
5.4.7. Vergleich der Komplexität zur DNF-basierten Methode
Da die DNF-FM-Synthese [5] ebenfalls zur Identifikation der Grundstruktur und
der Feature-Relationen geeignet ist, soll in diesem Abschnitt ein detaillierter Ver-
gleich zwischen beiden Verfahren erfolgen.
Zum Vergleich wird eine Vereinfachung des Merkmalbegriffsgraphen angenom-
men. Wie in Abschnitt 5.4.1 beschrieben, werden für den Graphen alle Merkmal-
begriffe (m′,m′′) der Merkmale m ∈ M berechnet. Die Begriffsumfänge m′1, . . . , m′n
werden an vielen Stellen in den vorgestellten Algorithmen benötigt. Die Begriffs-
inhalte m′′1 , . . . , m
′′
n werden jedoch an keiner Stelle benötigt und müssen deshalb
auch nicht berechnet werden. Die benötigten Paare (m, m′) für m ∈ M lassen sich
damit in O(|M| · |G|) berechnen.
Bei der DNF-FM-Synthese bezeichnet F die Menge der Features, welche in die-
ser Arbeit der Menge der (unnegierten) Merkmale M entspricht. Statt als Ge-
genstände G werden die gültigen Feature-Konfigurationen als Konjunktionsterme
( f1 ∧ . . . ∧ fn) einer Disjunktion ϕ darstellt, wobei |ϕ| die Anzahl der Konjunkti-
onsterme bezeichnet. Damit gilt |F| = |M| und |ϕ| = |G|.
Tote Features
Tote Features (d. h. Features, die in keiner Konfiguration vorkommen) werden in
der DNF-FM-Synthese identifiziert, indem für jedes Feature überprüft wird, ob es
negiert in jedem Konjunktionsterm vorkommt. Die Komplexität dieser Suche ist
daher O(|F| · |ϕ|).
Diese Analyse auf tote Features wird in dieser Arbeit nicht benötigt, kann jedoch
einfach realisiert werden: In der FCA entspricht dies einer Suche nach Leerspalten
im Kontext bzw. einer Überprüfung, ob es Merkmale m gibt, für die m′ = ∅ gilt.
Die Komplexität ist hierbei O(|M| · |G|).
Nach Loesch und Ploedereder [87] sind Features tot, wenn sie nur im kleins-
ten Begriff auftauchen, d. h. µm = (m′, m′′) = ⊥. Dies ist falsch, da diese Bedin-
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gung zwar notwendig, jedoch nicht hinreichend für ein totes Feature ist, denn der
kleinste Begriff enthält als Inhalt alle Merkmale (m′′ = M) und als Umfang die
Gegenstände, die alle Merkmale haben. Der Umfang m′ ist damit nicht unbedingt
leer. Gilt jedoch m′ = ∅ (die hinreichende Bedingung), so gilt auch (m′, m′′) = ⊥,
da der kleinste Begriff auch den kleinsten Umfang (in diesem Fall ∅) hat.
Implikationen
In der DNF-FM-Synthese werden nur Implikationen zwischen Einzelmerkmalen
bestimmt, d. h. es werden gültige Implikationen der Form fi ⇒ f j gesucht. Hierzu
werden für jedes Feature-Paar ( fi, f j) ∈ F× F alle Konjunktionsterme durchlaufen
und überprüft, ob bei jedem Konjunktionsterm ¬ fi oder f j enthalten ist. Ist dies der
Fall, so gilt die Implikation fi ⇒ f j in ϕ. Die Komplexität ist daher O(|F|2 · |ϕ|).
In der FCA-Methode werden alle Umfänge der Merkmalbegriffe berechnet (mit
O(|M| · |G|)) und danach paarweise auf eine Teilmengenbeziehung untersucht
(mi ⇒ mj gdw. m′i ⊆ m′j). Da es |M|2 Paare gibt und bei jedem Vergleich im
schlimmsten Fall für |G| Gegenstände die Existenz in der jeweils anderen Menge
überprüft werden muss (bei entsprechender Datenstruktur, z. B. Hash-Set, in kon-
stanter Zeit möglich), ist die Komplexität O(|M|2 · |G|). Die Gesamtkomplexität
ist damit O(|M|2 · |G|).
Gegenseitiger Ausschluss
In der DNF-FM-Synthese werden Paare von Features identifiziert, die niemals ge-
meinsam auftreten (engl. mutual exclusion). Dieser Fall ist ähnlich zu den Impli-
kationen, nur gilt hier die Antivalenz fi < f j. Für jedes Feature-Paar ( fi, f j) muss
daher in jedem Konjunktionsterm überprüft werden, ob entweder fi oder f j enthal-
ten ist. Die Komplexität ist daher wie bei den Implikationen O(|F|2 · |ϕ|).
In der FCA wird statt eines paarweisen Vergleichs auf Teilmengenbeziehung
paarweise auf Disjunktheit getestet, sodass hier, wie bei der Implikationsberech-
nung, die Gesamtkomplexität O(|M|2 · |G|) ist.
In dieser Arbeit wird der gegenseitige Ausschluss nur zur Identifizierung von
Alternativen innerhalb der ermittelten Inklusiv-Oder-Relationen verwendet. In der
DNF-FM-Synthese können mithilfe einer Suche nach maximalen Cliquen in ei-
nem Graphen, dessen Knoten Features und dessen Kanten den gegenseitigen Aus-
schluss von Features repräsentieren, ebenfalls Alternativen gefunden werden. Ein
Teil der Cliquen repräsentiert dabei optionale Alternativen.
Inklusiv-Oder-Relationen
Der Ansatz der DNF-FM-Synthese und der FCA-Ansatz wurden bereits in Ab-
schnitt 5.4.5 verglichen: Beide Varianten reduzieren das Finden aller Inklusiv-
Oder-Relationen auf TransEnum-vollständige Probleme.
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Fazit
Beide Verfahren sind in den verglichenen Punkten gleich komplex und äquivalent.
Da das Finden der Inklusiv-Oder-Relationen das komplexeste Problem in beiden
Verfahren ist und hier die Unterschiede in der Laufzeit für den Vergleich relevant
sein können, wird im Rahmen der Evaluierung in Abschnitt 6.3.5 ein Vergleich der
Laufzeiten ausgeführt.
Wie bereits in Abschnitt 5.2.1 beschrieben, kann die DNF-FM-Synthese jedoch
keine Implikationsbasis und damit keine Feature-Constraints extrahieren. Die Er-
mittlung der Feature-Constraints wird im nächsten Abschnitt behandelt.
5.5. Extraktion der Feature-Constraints
Mit dem im letzten Abschnitt beschriebenen Verfahren wird nur der Feature-Baum
selbst erzeugt. In vielen Fällen ist dies jedoch nicht ausreichend, um alle Zusam-
menhänge zu beschreiben. Zum einen werden nicht in jedem Fall alle Feature-
Relationen im Baum übernommen und zum anderen können nur mit Alternativen,
Inklusiv-Oder-Relationen und Optionen nicht alle möglichen Zusammenhänge be-
schrieben werden. Um die Anforderung Exakte Abdeckung zu erfüllen, müssen die
fehlenden Zusammenhänge durch Feature-Constraints abgedeckt werden.
Die Zusammenhänge zwischen den Features wurden bereits in Abschnitt 5.4.3
in Form von Implikationen ermittelt. Aus dieser Menge müssen nun diejenigen
Implikationen gefunden werden, die nicht bereits im Feature-Baum enthalten sind.
Dabei ist es im Allgemeinen nicht möglich, einfach die Implikationen, welche eine
Feature-Relation des Feature-Baums repräsentieren, aus der Implikationsbasis zu
streichen, da die minimierte Implikationsbasis nicht alle gültigen Implikationen
direkt enthält.
Um zu bestimmen, ob eine Implikation aus dem Feature-Baum folgt, kann fol-
gender Zusammenhang verwendet werden: Ist ψ die aussagenlogische Formel,
die dem Feature-Baum entspricht, so folgt die Implikation P ⇒ c (mit P =
p1 ∧ . . . ∧ pn) aus dem Feature-Baum genau dann, wenn ψ ⇒ (P ⇒ c) oder äqui-
valent ψ ∧ P ⇒ c eine Tautologie ist bzw. wenn ψ ∧ P ∧ ¬c unerfüllbar ist.
Das Streichen dieser zum Feature-Baum redundanten Implikationen führt je-
doch nicht notwendigerweise zu einer irredundanten Implikationsmenge. Es kön-
nen Implikationen existieren, die aus dem Feature-Baum und den anderen Impli-
kationen der Implikationsbasis folgen und damit ebenfalls redundant sind. Für die
minimierte Implikationsbasis Imin aus Abschnitt 5.4.3 wird daher die Redundanz
einer Implikation (P ⇒ c) ∈ Imin überprüft, indem getestet wird, ob
ψ ∧∧
I∈Irem
I ⇒ (P ⇒ c) mit Irem := Imin \ {P ⇒ c}
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eine Tautologie bzw. ob
ψ ∧∧
I∈Irem
I ∧ P ∧ ¬c mit Irem := Imin \ {P ⇒ c}
unerfüllbar ist.
Wie bei der Minimierung der Implikationsbasis in Abschnitt 5.4.3 kann die-
ses SAT-Problem durch einen SAT-Solver überprüft werden. Wird jede als redun-
dant identifizierte Implikation entfernt und mit der restlichen Implikationsmen-
ge weiterverfahren, so entsteht eine minimierte Implikationsmenge bezüglich des
Feature-Baums. Wie bei der Minimierung der Implikationsbasis hängt die Anzahl
der Implikationen von der Reihenfolge ab, in der die Implikationen getestet und
entfernt werden. Damit entsteht ein Optimierungsproblem, welches die kleinste
Implikationmenge sucht. Statt der optimalen Lösung wird in dieser Arbeit mithil-
fe der Heuristik aus Abschnitt 5.4.3 (Sortierung nach Prämissenlänge und nach
Ordnung im Merkmalbegriffsgraph) eine gute Lösung ermittelt.
Abbildung 5.21 zeigt das resultierende Feature-Modell mit irredundanten Im-
plikationen. Wird dieses Feature-Modell wieder in eine aussagenlogische Formel
umgewandelt, kann mithilfe eines SAT-Solvers die Anzahl der möglichen Feature-
Konfigurationen ermittelt werden. Das Feature-Modell in Abbildung 5.21 besitzt
vier gültige Feature-Konfigurationen. Dies sind genau die vier, die im formalen
Kontext in Abbildung 5.1 vorgegeben wurden. Ohne die Feature-Constraints sind






Gain1ToSquare⇒ ¬Gain2L, ¬Gain2⇒ SquareToOut,
SquareToOut⇒ ¬Gain2R, Gain2L⇒ SquareToOut,
¬Gain1ToSquare⇒ Gain2
Abbildung 5.21.: Resultierendes Feature-Modell mit Feature-Constraints in Form
von Implikationen
Abbildung 5.22 zeigt zum Vergleich ein manuell erzeugtes Feature-Modell, wel-
ches minimal bezüglich der Anzahl an Features und Feature-Constraints ist. Beide
Feature-Modelle sind äquivalent und damit gültige Lösungen. Warum hat der au-
tomatische Ansatz nicht das minimale Feature-Modell erzeugt?
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Abbildung 5.22.: Manuell erzeugtes, minimales Feature-Modell
Der Grund liegt in zwei Entscheidungen, die während der Abarbeitung des
Algorithmus getroffen wurden:
• In Abschnitt 5.4.2 wurde entschieden, die Features SquareToOut und Gain2R
als gleichwertige Alternativen zu behandeln, da beide vom Feature-Typ Ver-
bindung sind. Wäre stattdessen Gain2R als boolescher Schalter gewählt wor-
den, so wäre das Feature SquareToOut entfernt worden und damit nicht
mehr Teil des Feature-Modells.
• In Abschnitt 5.4.3 stand zur Wahl, ob einer der beiden redundanten Features
Gain2L und Gain1ToSquare entfernt werden soll. Da es keine Entscheidungs-
grundlage gab, wurden beide beibehalten. Zur minimalen Lösung hätte das
Entfernen des Features Gain1ToSquare geführt.
Durch das Entfernen beider Features (SquareToOut und Gain1ToSquare) fallen
auch die Feature-Constraints in Abbildung 5.21 weg, da diese nur den Zusammen-
hang dieser beiden Features zu den anderen beschreiben.
Im Prinzip lassen sich diese Fehlentscheidungen im Nachhinein noch beheben.
So kann dem Nutzer eine Liste von redundanten Features gegeben werden, die
gefahrlos aus dem Feature-Modell entfernt werden können. Kandidaten hierfür
sind jeweils die Blattknoten im Feature-Baum. Nach dem Entfernen eines Features
wird das Feature-Modell neu berechnet. Da dies bei großen Modellen sehr zeitin-
tensiv ist, wäre zu prüfen, wie die bisherigen Resultate wiederverwendet werden
können. Dies soll jedoch nicht Thema dieser Arbeit sein.
5.6. Aufstellen des Feature-Mappings
Zu diesem Zeitpunkt sind der Problemraum (das Feature-Modell) und der Lö-
sungsraum (das Modell-Template) noch getrennt. Zur Vervollständigung der Pro-
duktlinie fehlt noch das Mapping zwischen beiden.
Das Feature-Mapping bildet Features bzw. aussagenlogische Ausdrücke aus Fea-
tures auf Bestandteile des Modell-Templates ab. Da die Features aus den Modellen
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bzw. dem daraus entstandenen Modell-Template abgeleitet sind, wurde bereits je-
dem Bestandteil des Modell-Templates eines der Features zugeordnet (vgl. Tabel-
le 4.5 auf Seite 83).
Einige der Features wurden während der Erstellung des Feature-Modells ent-
fernt und können daher nicht mehr für das Feature-Mapping verwendet werden.
Alle entfernten Features sind jedoch redundant und können äquivalent durch
Kombinationen anderer Features ausgedrückt werden. Diese ermittelten Feature-
Kombinationen werden für das Feature-Mapping verwendet.
Im Beispiel wurde das Feature InToSquare und damit die zugehörigen Merkma-
le InToSquare und ¬InToSquare entfernt, da es ein äquivalentes negiertes Merk-
mal gibt: InToSquare⇔ ¬Gain1. Statt InToSquare wird daher ¬Gain1 als Feature-
Bedingung verwendet. Das Gleiche gilt für das Feature SquareToOut, das durch
den Ausdruck ¬Gain2R ersetzt wird, wenn es wie in Abbildung 5.22 entfernt wird.
In Abbildung 5.22 wurde ebenfalls das Feature Gain1ToSquare entfernt. Aus
der Berechnung der Implikationen ergibt sich die Äquivalenz Gain1∧¬Gain2L⇔
Gain1ToSquare, sodass stattdessen der Feature-Ausdruck Gain1∧¬Gain2L für das
Mapping verwendet werden kann.
Tabelle 5.7 zeigt das vollständige Feature-Mapping für das Feature-Modell in
Abbildung 5.22 und das Modell-Template in Abbildung 5.23, welches bereits in
Abschnitt 4.6.4 generiert wurde.
An diesem Beispiel zeigt sich auch, wie wichtig es ist, alle Äquivalenzen, die bei
der Implikationsberechnung ermittelt werden, in einer eigenen Menge zu sichern
und diese für das Feature-Mapping heranzuziehen. Denn bei der Reduzierung
auf eine minimale Implikationsmenge kann es vorkommen, dass die benötigte
Äquivalenz nicht mehr Teil der Implikationsbasis ist und damit der äquivalente
Ausdruck des entfernten Features nicht mehr ermittelt werden kann.
Bei der Ermittlung der Feature-Relationen können ebenfalls Features entfernt
werden. In Abschnitt 5.4.5 wurde beim Auffinden der Feature-Relation L1 ⇔
XOR(V1, V2) das Feature L1 aufgrund dessen niederwertigeren Typs gegenüber
V1 und V2 entfernt. Bei der Implikationsberechnung wird die entsprechende Äqui-
valenz ¬V1∧¬V2⇔ ¬L1 ermittelt, die äquivalent zum Ausdruck V1∨ V2⇔ L1 ist.
Für die Bestandteile des Modell-Templates, die auf L1 verweisen, kann daher der
Ausdruck V1∨ V2 für das Feature-Mapping verwendet werden.
Zur Ermittlung des Feature-Ausdrucks muss damit für jedes entfernte Feature
eine entsprechende Äquivalenz in den Ergebnissen der Implikationsberechnung
gesucht werden. Dabei kann es vorkommen, dass mehr als eine Äquivalenz ver-
wendet werden kann. In diesem Fall ist es gleichgültig, welche dieser Äquivalen-
zen gewählt wird.
In bestimmten Fällen kann es vorkommen, dass der so ermittelte Feature-Aus-
druck auf das negierte Merkmal eines entfernten redundanten Features verweist.
Beispielsweise gelten für die entfernten Features r und q die Äquivalenzen p ∧
¬q ⇔ r und s∧ t ⇔ q. Für q kann der Ausdruck s∧ t verwendet werden. Jedoch ist
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der Ausdruck p ∧ ¬q für r nicht gültig, da q nicht mehr als Feature existiert. Statt-
dessen muss ¬q durch ¬(s ∧ t) bzw. ¬s ∨ ¬t ersetzt werden, sodass der Feature-
Ausdruck p∧ (¬s∨¬t) entsteht. Der Fall p∧ q ⇔ r kann nicht vorkommen, da bei
der Implikationsberechnung keine reduziblen Merkmale in der Prämisse zugelas-
sen sind.
Gelten stattdessen für r und q die Äquivalenzen p ∧ ¬q ⇔ r und p ∧ ¬r ⇔ q, so
wäre die Ersetzungsoperation eine Endlosschleife. Dieser Fall tritt nur bei wech-
selseitiger Redundanz auf, wenn statt einer der zusammenhängenden Features
unerlaubterweise mehrere entfernt wurden. Dies kann jedoch nach beschriebener
Vorgehensweise nicht vorkommen. Im Beispiel würde dies auftreten, wenn sowohl
















Abbildung 5.23.: Modell-Template des Beispiels
Tabelle 5.7.: Feature-Mapping zwischen dem Feature-Modell aus Abbildung 5.22
und dem Modell-Template aus Abbildung 5.23
Feature-Ausdruck Bestandteile des Modells Beschreibung
Base I, III, V Basisbestandteile
Gain1 II, I.1 → II.1 Funktionsblock Gain1
Gain2 IV Funktionsblock Gain2
¬Gain1 I.1 → III.1 Verbindung von In nach Square
¬Gain2R III.1 → V.1 Verbindung von Square nach Out
Gain1∧ ¬Gain2L II.1 → III.1, II.v = 2 Verbindung von Gain1
nach Square
Gain2L II.1 → IV.1, IV.1 → III.1, Gain2 vor Square
II.v = 5
Gain2R III.1 → IV.1, IV.1 → V.1 Gain2 nach Square
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5.7. Zusammenführen zu einer
Multi-Softwareproduktlinie
Die in diesem Kapitel als Beispiel verwendeten Varianten können in einem über-
geordneten Subsystem verwendet werden. Abbildung 5.24 zeigt zwei Subsysteme,
die jeweils eine der vier Varianten der im letzten Abschnitt generierten Produktli-
nie enthalten. Diese bilden ihrerseits eine eigene Produktlinie mit zwei Varianten.
Tabelle 5.8 zeigt die Zuordnung der Bestandteile zu den Features. Werden die zwei
enthaltenen Subsysteme G1_2 und G1 weiterhin als normale Subsysteme behandelt,
so werden beide ins Modell-Template kopiert und jeweils mit den alternativen Fea-









Abbildung 5.24.: Zwei Varianten von übergeordneten Subsystemen
Tabelle 5.8.: Feature-Mapping für die Varianten in Abbildung 5.24
Feature Bestandteile
Base Ramp, Scope
V1 G1_2, Ramp.1→ G1_2.1, G1_2.1→ Scope.1
V2 G1, Sum, Ramp.1→ G1.1, Ramp.1→ Sum.2,
G1.1→ Sum.1, Sum.1→ Scope.1
Die beiden Subsysteme sind jedoch Varianten einer generierten Produktlinie.
Ein Vorhalten der Varianten als Subsysteme in einer anderen Produktlinie führt
jedoch zu neuen Kopien, die durch den Einsatz von Produktlinien verhindert wer-
den sollten.
Wie in Abschnitt 4.6.2 vorgeschlagen, wird daher für die zwei enthaltenen Sub-
systeme ein Produktlinienvariantenblock eingefügt (siehe Abbildung 5.25) und
von diesem per Parameter var auf die zwei Subsysteme verwiesen. Dadurch än-
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dert sich das Feature-Mapping (Tabelle 5.9). Die zwei enthaltenen Subsysteme wer-
den nur noch als Parametervariabilität beschrieben. Im ersten Schritt muss hierfür
nur die Menge der enthaltenen Varianten bekannt sein. Die Produktlinien werden




Abbildung 5.25.: Modell-Template für die Varianten aus Abbildung 5.24 mit Pro-
duktlinienvariantenblock
Tabelle 5.9.: Feature-Mapping für das Modell-Template aus Abbildung 5.25
Feature Bestandteile
Base Ramp, Scope, PL-Variant, Ramp.1→ PL-Variant.1
V1 PL-Variant.1→ Scope.1, PL-Variant.var = G1_2
V2 Sum, Ramp.1→ Sum.2, PL-Variant→ Sum.1,
Sum.1→ Scope.1, PL-Variant.var = G1
Ein Produktlinienvariantenblock in einem Modell-Template bzw. in einer Pro-
duktlinie repräsentiert eine Produktlinien-Instanz einer anderen Produktlinie. Um
diese Instanz zu beschreiben, muss die Produktlinie selbst und die Variante in
Form einer Feature-Konfiguration angegeben werden. Welche Feature-Konfigura-
tion der zu instanziierenden Variante entspricht, ist aus der Erstellung der Pro-
duktlinie bekannt. Im Beispiel entspricht die Variante G1_2 der Feature-Konfigura-
tion {Gain1, Gain2, Gain2R} und die Variante G1 der Feature-Konfiguration {Gain1}.
Die jeweils anderen Features sind nicht ausgewählt und können auch nicht mehr
ausgewählt werden. Es wird damit keine weitere Konfigurierbarkeit zugelassen
und ist auch nicht vorgesehen. Die Variabilität dieser enthaltenen (untergeordne-
ten) Produktlinien ist zum Teil in der verwendenden (übergeordneten) Produktli-
nie enthalten.
Damit bilden die Produktlinien eine durch Aggregation gekoppelte Multipro-
duktlinie, wobei die Instanz durch die übergeordnete Produktlinie vollständig
konfiguriert wird. Eine weitere Dekomposition durch Generalisierung oder Spe-
zialisierung der Produktlinien, oder die Aufteilung in Dimensionen (siehe Ab-
schnitt 2.1.3) kann an dieser Stelle nicht automatisch erfolgen.
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5.8. Umsetzung in FeatureMapper
Als Zielplattform für die Realisierung der Produktlinie wurde, wie bereits in Ab-
schnitt 3.2 genannt, das Eclipse Modeling Framework (EMF) [147] und der Fea-
tureMapper [60] verwendet. Der FeatureMapper erlaubt die Beschreibung des
Feature-Modells und des Feature-Mappings für beliebige EMF-basierte Modelle.
Sowohl das Feature-Modell als auch das Feature-Mapping sind dabei ebenfalls
EMF-Modelle.
5.8.1. Feature-Modell
Das Metamodell für Feature-Modelle im FeatureMapper erlaubt beliebige Hier-
archien von Features. Für die Realisierung von Feature-Relationen mit mehre-
ren Kind-Features werden Feature-Gruppen verwendet. Der Typ (Alternative bzw.
Inklusiv-Oder) wird durch die allgemeineren und damit in der Ausdrucksstärke
mächtigeren Gruppenkardinalitäten ausgedrückt. Wie bereits in 2.1.1 beschrieben,
entspricht das Kardinalitätsintervall ⟨1⟩ bzw. ⟨1 . . . 1⟩ der Alternative und ⟨1 . . . ∗⟩
der Inklusiv-Oder-Relation.
Als Feature-Constraints werden im FeatureMapper Formeln der Form p ⇒ ϕ
erlaubt, wobei p ein Feature und ϕ eine beliebige aussagenlogische Formel mit
Features als Variablen ist. In diesen Formeln werden die Operatoren ∧, ∨, ¬ und
beliebige Klammerungen unterstützt. Genau genommen sind im Metamodell für
ϕ Ausdrücke in beliebigen Sprachen möglich. FeatureMapper enthält jedoch der-
zeit nur einen Interpreter für die Aussagenlogik.
Die in dieser Arbeit erzeugten Implikationen haben die Form l1 ∧ . . . ∧ ln ⇒ l,
wobei l1, . . . , ln und l Literale sind, die entweder ein unnegiertes Feature f oder ein
negiertes Feature ¬ f darstellen. Diese Form lässt sich jedoch nicht in jedem Fall
in die Form p ⇒ ϕ transformieren, denn mit l1 ∧ . . . ∧ ln ⇒ l ≡ ¬l1 ∨ . . . ∨ ¬ln ∨ l
lassen sich alle möglichen Disjunktionterme darstellen. Mit












lassen sich jedoch nur Disjunktionsterme darstellen, die das negative Literal ¬p
enthalten.
Ein Ausweg hierfür ist, p auf wahr (1) festzulegen. Damit wird aus p ⇒ ϕ
der Ausdruck 1 ⇒ ϕ ≡ ϕ. Die Implikationen können damit in der Form 1 ⇒
¬l1 ∨ . . . ∨ ¬ln ∨ l dargestellt werden.
Da jedoch der FeatureMapper keine booleschen Konstanten als Feature zulässt,
wird für p das ebenfalls immer als wahr interpretierte Root-Feature verwendet.
Damit wird eine Implikation l1 ∧ . . . ∧ ln ⇒ l im Feature-Mapper als Constraint
der Form Root ⇒ ¬l1 ∨ . . . ∨ ¬ln ∨ l dargestellt.
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Um die Anzahl der Constraints im FeatureMapper zu verkleinern, können Im-
plikationen mit identischen Prämissen zusammengefasst werden: So werden die
Implikationen (l1 ∧ . . . ∧ ln ⇒ c1), . . . , (l1 ∧ . . . ∧ ln ⇒ cm) zu (l1 ∧ . . . ∧ ln ⇒
c1 ∧ . . . ∧ cm) zusammengefasst und im FeatureMapper in der Form Root ⇒ ¬l1 ∨
. . . ∨ ¬ln ∨ (c1 ∧ . . . ∧ cm) geschrieben.
5.8.2. Feature-Mapping
Im FeatureMapper ist das Feature-Mapping eine Abbildung eines booleschen Aus-
drucks ψ auf ein EMF-Objekt oder ein EMF-Attribut. Die Bestandteile des Modell-
Templates sind durch das verwendete EMF-Metamodell (siehe Abschnitt 3.2) be-
reits EMF-Objekte. Für den Ausdruck ψ sind beliebig geklammerte Ausdrücke mit
den Operatoren ∧, ∨ und ¬ möglich, sodass es hier keine Einschränkungen in der
Ausdrucksstärke gibt.
5.8.3. Generieren von Produktlinien-Instanzen
Im FeatureMapper ist auch ein Generator eingebaut, der basierend auf einer gege-
benen gültigen Feature-Konfiguration aus dem Modell-Template eine entsprechen-
de Variante des EMF-Modells erzeugen kann [61]. Dabei werden die Bestandteile
des Modell-Templates übernommen, die im Feature-Mapping auf einen wahren
Ausdruck abbilden.
Da der Feature-Mapper keine Multiproduktlinien unterstützt, wird der Gene-
rator mehrmals aufgerufen. So wird in einem generierten Subsystem nachträg-
lich nach Produktlinienvariantenblöcken gesucht. Für jeden Produktlinienvarian-
tenblock ist die Produktlinie und die zu verwendende Feature-Konfiguration aus
den Parameterwerten des Blocks bekannt, sodass der Generator das entsprechen-
de Subsystem generieren kann. Der Produktlinienvariantenblock wird daraufhin
durch das generierte Subsystem ersetzt. Durch dieses Vorgehen wird die gesamte
Subsystemhierarchie einer Variante rekursiv generiert.
5.9. Zusammenfassung
In diesem Kapitel wurde ein Verfahren basierend auf der Formalen Begriffsana-
lyse vorgeschlagen, bei dem aus einer Liste gültiger Feature-Konfigurationen ein
äquivalentes Feature-Modell erzeugt werden kann. Äquivalent bedeutet, dass das
Feature-Modell exakt die gegebenen Feature-Konfigurationen zulässt.
• Die Grundstruktur des Feature-Diagramms wurde aus der Hierarchie der
Merkmalbegriffe abgeleitet.
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• Die Feature-Relationen Inklusiv-Oder und Alternative wurden auf das Pro-
blem der maximalen Mengenüberdeckungen zwischen den Merkmalbegrif-
fen zurückgeführt.
• Für die Implikationsbasis, die zur Ermittlung der Feature-Constraints benö-
tigt wird, wurde ein neuer schneller Algorithmus ebenfalls basierend auf ma-
ximalen Mengenüberdeckungen bzw. basierend auf echten Prämissen vorge-
schlagen. Dieser erlaubt erstmals die Berechnung der Implikationen in ak-
zeptabler Zeit.
• Es wurden redundante Features identifiziert, die durch Kombinationen von
anderen Features ausgedrückt und damit im Feature-Modell ohne Informa-
tionsverlust weggelassen werden können. Die Entscheidung, welche redun-
danten Features nicht ins Feature-Modell übernommen werden, ist jedoch
nur teilweise automatisierbar.
• Die Auswahl der Feature-Relationen, die in das endgültige Feature-Modell
übernommen werden, wurde auf das Mengenpackungsproblem mit maxi-
malem Gewicht zurückgeführt und über ein Greedy-Verfahren gelöst. Als
Kriterien für die Auswahl wurden die Art und Größe der Feature-Relationen
und deren Abhängigkeiten untereinander verwendet.
• Als Feature-Constraints wurden alle die Implikationen aus der Implikations-
basis verwendet, die nicht aus dem Feature-Baum folgen. Dadurch wurde
sichergestellt, dass exakt die gegebenen Feature-Konfigurationen abgedeckt
werden.
• Das Feature-Mapping wurde aus der Beziehung zwischen dem Modell-Tem-
plate und den daraus identifizierten Features abgeleitet. Für das Feature-
Mapping von Modellbestandteilen, die sich auf entfernte Features beziehen,
wurden entsprechende Äquivalenzen aus der Implikationsbasis verwendet.
Das Ergebnis dieses Kapitels sind generierte Produktlinien, die jeweils die ge-
gebenen Modellvarianten repräsentieren. Sie bestehen aus einem Feature-Modell,
einem Modell-Template und einem Feature-Mapping zwischen beiden. Unterein-
ander abhängige Produktlinien werden dabei zu einer Multiproduktlinie gekop-
pelt, sodass hierarchische Modelle repräsentiert und generiert werden können.
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Dieses Kapitel befasst sich mit der Bewertung der in dieser Arbeit entstandenen
Lösung. Die Bewertung ist dabei in drei Teile aufgeteilt:
• Im Rahmen der Validierung (Abschnitt 6.1) wird die Gültigkeit der Lösung
gezeigt, d. h. es wird gezeigt, dass die erzeugten Produktlinien der Anfor-
derung Exakte Abdeckung entsprechen, d. h. dass genau alle eingegebenen
Modellvarianten enthalten sind.
• Im Rahmen der Evaluierung (Abschnitt 6.2) wird die Qualität der Lösung
bewertet. Hierbei werden die Algorithmen auf größere Praxisbeispiele ange-
wendet und bewertet. Weiterhin werden Teile der verwendeten Heuristiken
evaluiert.
• Im Rahmen der Performance-Analyse (Abschnitt 6.3) werden die Laufzeiten
der Algorithmen analysiert. Für das Finden der Feature-Relationen erfolgt
ein detaillierter Vergleich mit der DNF-FM-Synthese.
6.1. Validierung der Lösung
In dieser Arbeit wird als Teil des Workflows ein Ansatz beschrieben, wie aus ein-
zelnen Varianten von Subsystemen automatisch eine Produktlinie erzeugt werden
kann. Die zu überprüfende Frage ist nun: Können exakt die gegebenen Varianten aus
der erzeugten Produktlinie generiert werden? Hierzu wird die Gültigkeit der einzel-
nen Teile der Produktlinie nachgewiesen: das Modell-Template, die Features, das
Feature-Modell und das Feature-Mapping. Ebenfalls wird die Gültigkeit der Mul-
tiproduktlinie, die aus den einzelnen Produktlinien aufgebaut wird, gezeigt.
6.1.1. Gültigkeit des Modell-Templates
Ein Modell-Template, welches aus einer Menge von einzelnen Subsystemvarianten
erzeugt wurde, ist genau dann gültig, wenn nur durch Entfernen von Bestandtei-
len jedes der gegebenen Varianten wieder generiert werden kann. Dazu muss das
Modell-Template alle Bestandteile der gegebenen Varianten enthalten. Da die Ein-
schränkungen des Feature-Modells nicht Teil des Modell-Templates sind, können
aus dem Modell-Template auch andere Varianten erzeugt werden. Die Gültigkeit
des Modell-Templates allein impliziert daher nicht die Gültigkeit der Produktlinie.
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Die Gültigkeit des Modell-Templates ist jedoch für die Gültigkeit der Produktlinie
notwendig. Daher entsteht als Teilziel der Validierung folgende positiv zu beant-
wortende Frage:
Können aus dem mit den Ansätzen in Kapitel 4 erzeugten Modell-Template (mindestens)
alle gegebenen Varianten durch Löschen von Bestandteilen generiert werden?
Da das Modell-Template durch das variantenübergreifende Matching der Be-
standteile entsteht, ist ein gültiges Matching die Basis für ein gültiges Modell-
Template. Durch die Vergleichskriterien beim Matching (siehe Abschnitt 4.4.2) ist
sichergestellt, dass nur Funktionsblöcke gleichen Typs untereinander abgebildet
werden. Beim variantenübergreifenden Matching der Blöcke (siehe Abschnitt 4.6.1)
werden daraufhin die untereinander abgebildeten Funktionsblöcke zu Cliquen zu-
sammengefasst. Diese Zusammenfassung erfüllt folgende Eigenschaften:
1. Jeder Funktionsblock, der in einer der Varianten enthalten ist, gehört zu ge-
nau einer Clique. Funktionsblöcke ohne Abbildungen, d. h. Funktionsblöcke,
die in keiner der anderen Varianten eine Entsprechung finden, bilden einele-
mentige Cliquen.
2. Jeder Block innerhalb einer Clique hat den gleichen Blocktyp.
3. Jeder Block innerhalb einer Clique gehört zu verschiedenen Varianten, d. h.
innerhalb einer Clique gibt es kein Paar von Blöcken, die aus derselben Va-
riante stammen. Eine Clique bildet damit einen Querschnitt durch mehrere
Varianten.
Aus diesen drei Eigenschaften folgt, dass jede Clique von Funktionsblöcken
durch einen Funktionsblock gleichen Blocktyps repräsentiert werden kann. Aus
der Menge dieser Repräsentanten lassen sich alle in den Varianten vorliegenden
Funktionsblockkombinationen bilden.
Cliquen von Subsystemblöcken mit ggf. verschiedenen Inhalten werden als ein
Blocktyp behandelt und auch im Modell-Template als ein Block repräsentiert. Da-
her gelten die obigen Eigenschaften auch da.
Die Verbindungen zwischen den Funktionsblöcken werden ebenfalls zu Cliquen
zusammengefasst (siehe Abschnitt 4.6.3). Dabei gilt analog zu den Funktionsblö-
cken:
1. Jede Verbindung gehört zu genau einer Clique.
2. Da es keine unterschiedlichen Verbindungstypen gibt, kann eine Clique kei-
ne Verbindungen unterschiedlichen Typs enthalten. Daher ist dieser Punkt
immer erfüllt.
3. Verbindungen werden nur dann in einer Clique zusammengefasst, wenn sie
jeweils Funktionsblöcke verbinden, die durch die gleichen Repräsentanten
vertreten werden, und die an den gleichen Schnittstellen angeschlossen sind.
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Damit können mehrere Verbindungen aus derselben Variante nur dann in
einer Clique enthalten sein, wenn sie identisch sind, d. h. wenn in einer Va-
riante eine Verbindung doppelt enthalten ist. Dieser Fall wird jedoch ausge-
schlossen. Damit gehört jede Verbindung innerhalb einer Clique zu verschie-
denen Varianten.
Diese drei Punkte gelten ebenfalls für die Parameterzuweisungen:
1. Jede Parameterzuweisung gehört zu genau einer Clique.
2. Es existieren keine Typen von Parameterzuweisungen.
3. Parameterzuweisungen werden nur dann zusammengefasst, wenn sie dem-
selben Parameter von Blöcken, die durch denselben Repräsentanten vertre-
ten werden, denselben Wert zuweisen. Da einem Parameter eines Blocks in-
nerhalb einer Variante nicht mehrmals ein Wert zugewiesen werden kann,
gehört jede Parameterzuweisung innerhalb einer Clique zu verschiedenen
Varianten.
Damit ist für alle drei Arten von Bestandteilen (Funktionsblöcke, Verbindungen
und Parameterzuweisungen) gesichert, dass aus deren Repräsentanten alle Varian-
ten gebildet werden können. Damit ist die Anforderung, dass alle Varianten durch
Entfernen einzelner Bestandteile generiert werden können, erfüllt.
6.1.2. Gültigkeit der Features und des Feature-Mappings
Die Features werden in dieser Arbeit aus den Cliquen des variantenübergreifen-
den Matchings abgeleitet. Jede Clique repräsentiert einen Bestandteil, welcher in
einer Variante oder in mehreren oder allen Varianten auftritt. Wie in Abschnitt 4.7
erläutert, kann damit einer Clique ein primitives Feature zugeordnet werden, wel-
ches die Existenz genau eines Bestandteils, dem Repräsentanten der Clique, im
Modell-Template steuert. Dies entspricht einem gültigen 1:1-Mapping zwischen
Feature und einem Bestandteil des Modell-Templates.
Da viele Bestandteile immer gemeinsam vorkommen, werden die betreffenden
Features zu einem Feature zusammengefasst. Dies ist möglich, da alle diese Fea-
tures immer zusammen aktiv oder nicht aktiv sind. Dies führt zu einem gültigen
1:n-Mapping zwischen Features und Bestandteilen des Modell-Templates.
In Abschnitt 5.4.2 wurden redundante Features identifiziert, die durch eine
Konjunktion anderer Features ersetzt werden können. Da die Ersetzung auf ei-
ner gültigen Äquivalenz basiert, kann für Bestandteile, auf die sich ein redun-
dantes Feature bezieht, ein Feature-Mapping zwischen der äquivalenten Feature-
Konjunktion und diesen Bestandteilen erstellt werden.
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Die identifizierte Feature-Menge ist daher gültig bezüglich des Matchings zwi-
schen den Varianten bzw. bezüglich des Modell-Templates. Durch diese feste Be-
ziehung zwischen Features und Cliquen bzw. deren Repräsentanten im Modell-
Template ist das Feature-Mapping ebenfalls gültig.
6.1.3. Gültigkeit der Synthese von Feature-Modellen
Die Gültigkeit von Feature-Modellen bezieht sich auf die Menge der Features und
die Feature-Konfigurationen, wie sie aus dem variantenübergreifenden Matching
resultieren. Die zu überprüfende Frage ist: Enthält das erzeugte Feature-Modell exakt
die gegebenen Feature-Konfigurationen als einzig gültige Lösungen?
Die gegebenen Feature-Konfigurationen beschreiben exakt die möglichen Zu-
sammenhänge zwischen den Features. Diese Zusammenhänge lassen sich als aus-
sagenlogische Formel ϕ ausdrücken, deren Lösungen, d. h. die den Ausdruck auf
wahr abbildenden Variablenbelegungen, exakt den gegebenen Feature-Konfigura-
tionen entsprechen. Wie in Abschnitt 5.2.1 beschrieben, kann eine Menge von
Feature-Konfigurationen direkt als DNF-Formel ausgedrückt werden, sodass ϕ
als DNF-Formel angenommen werden kann.
In Abschnitt 5.4.3 wurde aus den Feature-Konfigurationen mithilfe der Forma-
len Begriffsanalyse eine irredundante Implikationsbasis Imin berechnet, die alle
geltenden Zusammenhänge zwischen den Features in Form von Implikationen




In den Abschnitten 5.4.1 und 5.4.5 wurden, ebenfalls mithilfe der Formalen Be-
griffsanalyse, gültige Feature-Relationen R := {R1, . . . , Rn} ermittelt, d. h. diese
Feature-Relationen folgen aus ϕ:
ϕ⇒ ∧
R∈R
R bzw. ∀R ∈ R : ϕ⇒ R, (6.2)
wobei R die aussagenlogische Entsprechung der jeweiligen Feature-Relation dar-
stellt. In der Regel beschreiben die Feature-Relationen nicht alle Zusammenhänge,
sodass die Äquivalenz zu ϕ nicht unbedingt gilt. In Abschnitt 5.4.6 wird aus der
Menge der gültigen Feature-Relationen eine Teilmenge RS ⊆ R ausgewählt, um
einen Feature-Baum zu erhalten. Deren aussagenlogische Repräsentation wird im
Folgenden mit dem Symbol ψ dargestellt. Die Gleichung 6.2 gilt auch in diesem
Fall, wobei R durch RS ersetzt wird:
ϕ⇒ ψ mit ψ := ∧
RS∈RS
RS. (6.3)
Aufgrund der Implikation in (6.3) ist eine Lösung (d. h. eine gültige Feature-
Konfiguration) von ϕ immer auch eine Lösung von ψ, d. h. jede beliebige Aus-
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wahl RS der Menge der Feature-Relationen R enthält immer mindestens die gege-
benen Feature-Konfigurationen. Wenn keine Feature-Relation ausgewählt wurde
(RS = ∅), sind alle Feature-Kombinationen möglich und damit sind ebenfalls alle
gegebenen Feature-Konfigurationen enthalten.
Da im generierten Feature-Baum mindestens die gegebenen Feature-Konfigura-
tionen enthalten sind, jedoch nicht unbedingt genau diese, wurden in Abschnitt 5.5
die dafür fehlenden Feature-Constraints aus der Implikationsbasis ermittelt. Wer-
den alle Implikationen der Implikationsbasis Imin als Feature-Constraints verwen-
det, so werden exakt die gegebenen Feature-Konfigurationen abgedeckt. Denn aus
den Gleichungen (6.1) und (6.2) folgt:
ϕ ≡ ψ ∧∧
I∈Imin
I, (6.4)
wobei in diesem Fall die Feature-Relationen RS (und damit ψ) bzw. Teile der
Implikationsbasis Imin redundant sind. Da die Feature-Relationen des Feature-
Baumes nicht geändert werden sollen, wurden in Abschnitt 5.5 die redundanten
Implikationen IR von den nicht-redundanten Implikationen IS separiert (Imin =
IR ∪ IS und IR ∩ IS = ∅). Für diese gilt:













Werden die redundanten Implikationen IR gestrichen, werden damit weiterhin
exakt alle gegebenen Feature-Relationen abgedeckt:
ϕ ≡ ψ ∧∧
IS∈IS
IS. (6.6)
Wird aus einer beliebigen Teilmenge von gültigen Feature-Relationen und da-
rauf basierend aus allen nicht-redundanten Implikationen das Feature-Modell er-
stellt, so enthält dieses exakt die gegebenen Feature-Relationen.
6.1.4. Gültigkeit der Multiproduktlinie
In Abschnitt 5.7 wurden die in den erzeugten Produktlinien enthaltenen Subsys-
teme durch spezielle Produktlinienvariantenblöcke ersetzt, welche diese Subsyste-
me als Instanzen von anderen Produktlinien repräsentieren. Diese Blöcke enthal-
ten die Verweise auf die jeweiligen Produktlinien und Feature-Konfigurationen,
welche diese Subsysteme generieren. Da die Feature-Konfiguration vollständig ist,
d. h. keine weitere Variabilität zulässt, ist in jedem Fall bekannt, welche Varian-
te zu generieren ist. Dadurch ist sichergestellt, dass alle enthaltenen Subsysteme
durch den Generator wieder rekonstruiert werden können.
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6.1.5. Fazit
Damit ist nachgewiesen, dass für eine gegebene Menge von Subsystemen eine
Produktlinie erstellt wird, die exakt die einzelnen Subsysteme enthält und auch
wieder instanziieren kann. Damit ist die Anforderung Exakte Abdeckung erfüllt.
6.2. Eine Simulink-Fallstudie zur Evaluation der Lösung
Für die Evaluation der vorgestellten Lösung werden zunächst drei Fallstudienbei-
spiele von Simulink vorgestellt und der Import der Modelle als FB-Modell disku-
tiert. Für eines der Fallstudienbeispiele wird die erzeugte Produktlinie dargestellt
und bewertet.
Daraufhin werden Teile des Migrationsablaufs näher betrachtet: das Model-
Matching, die Variantenidentifikation durch das Clustering und die Heuristik für
die Auswahl der Feature-Relationen. Dabei wird auf die Ergebnisse aller drei Fall-
studienbeispiele eingegangen.
6.2.1. Verwendete Simulink-Fallstudienbeispiele
Für die Evaluierung wurden folgende drei Modellbibliotheken verwendet:
• Bremsenmodelle
Diese Modellbibliothek stammt von einem Industriepartner und wurde im
Rahmen eines Projektes zum Einsatz von Softwareproduktlinien für Simu-
link eingesetzt [130]. Sie enthält physikalische Modelle einer hydraulischen
Bremsanlage eines Fahrzeugs, welche Drücke und Flüsse in den Bremslei-
tungen simulieren. Diese Modelle dienen als simulierte Regelstrecken, an
denen mit Hardware-in-the-Loop-Tests Regelalgorithmen auf Steuergeräten
(ECUs) getestet werden können. Die Variabilität der Modelle besteht in der
Anzahl der Bremszylinder und Bremskreise und deren Zuordnung unter-
einander. Im Gegensatz zu den zwei anderen Modellbibliotheken wurden
identische Subsysteme in Simulink-Bibliotheken ausgelagert und in den ein-
zelnen Varianten nur noch referenziert. Ähnliche Subsysteme sind bereits in
Bibliotheksdateien zusammengefasst.
• Reglermodelle
Diese Modellbibliothek wurde bereits in Abschnitt 3.4 beschrieben und als
Beispiel für Modellvergleich und Clustering verwendet. Sie enthält Regel-
kreismodelle mit Regelalgorithmen, simulierten Regelstrecken, Signalquel-
len und Auswertungslogiken. Die Modelle wurden zur Bewertung der Güte
von Regelalgorithmen im Rahmen der Belegarbeit von Hensel [62] erstellt.
Die einzelnen Varianten entstanden durch Kopieren und Anpassen, sodass
viele identische oder ähnliche Kopien von Subsystemen enthalten sind.
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• Raummodelle
Diese Modelle beschreiben grundlegende physikalische Prozesse in Räumen
(Temperatur, Helligkeit und Luftqualität, d. h. CO2-Gehalt und Luftfeuchte)
und deren Beeinflussung und Regelung durch verschiedene Aktoren (Hei-
zung, Lüftung, Kühlung, Beschattung, Beleuchtung). Sie wurden zur Ab-
schätzung der Energieersparnis durch spezielle Steuerungsalgorithmen ein-
gesetzt [36]. Auch hier wurden die Varianten durch Kopieren und Anpassen
erstellt. Es existieren zwar Bibliotheken, die gemeinsam vorkommende Sub-
systeme enthalten, diese wurden jedoch nicht referenziert, sondern nur als
Kopierquelle genutzt.
Tabelle 6.1 zeigt verschiedene Kenngrößen der Modelle: die Anzahl der mdl-
Dateien (Dat.), die darin enthaltenen Subsysteme insgesamt (ges.) und um identi-
sche Kopien bereinigt (n. ident.), und die enthaltenen Funktionsblöcke (FBs). Wei-
terhin werden statistische Kennwerte über die Häufigkeit der Funktionsblöcke pro
Subsystem dargestellt. Auffallend ist, dass die durchschnittliche Anzahl von Funk-
tionsblöcken pro Subsystem n¯ bei allen drei Bibliotheken mit ca. 11 Funktionsblö-
cken ähnlich ist. Über 90 % der Subsysteme haben weniger als 24 Funktionsblöcke.
Nur bei den Raummodellen kommen Subsysteme mit bis zu 117 Funktionsblöcken
vor, was auf eine schlechte Modularisierung in einigen der Subsysteme hinweist.
Tabelle 6.1.: Verschiedene Kennwerte der Modellbibliotheken
Subsysteme FBs pro Subsystem n
Modellbibliothek Dat. ges. n. ident. FBs n¯ nmin nmax h(n ≤ 10) h(n ≤ 24)
Bremsenmodelle 17 40 39 435 10,8 3 24 47 % 100 %
Reglermodelle 64 223 83 2602 11,6 5 40 67 % 96 %
Raummodelle 44 809 376 9608 11,9 3 117 63 % 93 %
Bei der Wiederverwendung kommen in den Modellen zwei Extreme vor: Die
Bremsenmodelle enthalten fast keine Kopien (Klone) von Subsystemen. 39 der
40 enthaltenen Subsysteme sind nicht identisch. Dafür sind in den Modellen 101
Referenzen auf Subsysteme enthalten.
Sowohl die Reglermodelle als auch die Raummodelle hingegen enthalten keiner-
lei Referenzen. Stattdessen wurde nur mit Kopien gearbeitet: Bei den Reglermodel-
len sind nur 83 von 223 Subsystemen unterschiedlich, d. h. 63 % der Subsysteme
sind Klone. Bei den Raummodellen sind 53 % der Subsysteme Klone.
6.2.2. Transformation von Simulink-Modellen ins FB-Metamodell
Das FB-Metamodell aus Abschnitt 3.2 wurde mit dem Eclipse Modeling Framework
(EMF) [147] realisiert. Ein Grund für die Verwendung von EMF in dieser Arbeit
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ist die Möglichkeit, die resultierenden Produktlinien mit dem FeatureMapper [60]
umzusetzen. FeatureMapper ist ein Ansatz, mit dem Produktlinien von beliebigen
EMF-Modellen beschrieben werden können. Außerdem bietet es einen Generator
für die Erzeugung der Produktvarianten an.
Die Abbildung zwischen Simulink-Metamodell und FB-Metamodell wurde be-
reits in Abschnitt 3.3.1 beschrieben. Für die Umsetzung ist zusätzlich wichtig, wie
der Zugriff auf die vorhandenen Simulinkmodelle erfolgen kann. Hierfür existie-
ren zwei Möglichkeiten: Der Zugriff über die Simulink-API und das direkte Lesen
der Modelldateien.
Die Simulink-API ist die einfachere Methode, um die Struktur und Eigenschaf-
ten der Modelle zu lesen. Sie hat aber den Nachteil, dass sie nur über die Mat-
lab-Skriptsprache zugängig ist. Aufgrund der unzähligen einzelnen Aufrufe, die
zum Auslesen des gesamten Modells benötigt werden, ist diese Methode sehr
langsam. Der Zugriff auf Java zum Erstellen des FB-Modells (die Instanz des FB-
Metamodells) ist zwar möglich, erfolgt aber ebenfalls über die langsame Mat-
lab-Skriptsprache. Diese Methode ist damit für eine hohe Anzahl an zu lesenden
Modellen nicht geeignet.
Die in der Implementierung aufwendigere Methode ist das direkte Lesen der
Modelldateien von Simulink. Die Modelldateien sind textbasiert und lassen sich
leicht parsen. Ein Beispiel wurde bereits in Abbildung 3.4a auf Seite 37 vorge-
stellt. Jedoch ist das Format nicht detailliert dokumentiert, sodass die für den zu
implementierenden Parser benötigte Grammatik erst durch eine Analyse von Mo-
delldateien von verschiedenen Simulink-Versionen rekonstruiert werden musste.
Trotz des größeren Aufwands in der Implementierung wurde in dieser Arbeit die-
se Methode gewählt, da das direkte Einlesen der Modelldateien sehr viel schneller
ist als über die Simulink-API. Ein weiterer Vorteil ist, dass für die Ausführung
keine Simulink-Installation benötigt wird.
Für das Einlesen der Modelldateien wurde ein Parser mithilfe von JavaCC [69]
implementiert. Dieser erstellt direkt das für die Analyse benötigte FB-Modell als
Instanz des FB-Metamodells. Die Laufzeit des Parsers beträgt für die Raummodel-
le ca. 2 s und für die Bremsen- und Reglermodelle jeweils ca. 1 s.
6.2.3. Die generierte Multiproduktlinie Regelkreise
Beispielhaft soll in diesem Abschnitt eine generierte Multiproduktlinie dargestellt
werden, welche mit den in dieser Arbeit vorgestellten Verfahren erstellt wurde. Als
Fallbeispiel wird die im letzten Abschnitt beschriebene Bibliothek der Reglermo-
delle verwendet. Der Ausgangspunkt für die folgende Darstellung der Ergebnisse
ist die manuell angepasste Clusteraufteilung aus Abschnitt 4.5.4:
• Cluster Regelkreis
Simulationsmodelle des gesamten Regelkreises
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• Cluster Sollwerte
Modelle für die Erzeugung von Verläufen der Sollwerte bzw. Führungsgrö-
ßen des Regelkreises
• Cluster Regler
alle Regelalgorithmen, die in den Simulationen verwendet werden
• Cluster Regelstrecken
Varianten der Regelstrecken (linear und nichtlinear)
• Cluster Störungen
Modelle für die Erzeugung von Störungen der Regelgröße
Für jedes dieser Cluster wird in den folgenden Abschnitten das Modell-Temp-
late mit den identifizierten Features und das Feature-Modell dargestellt und be-
wertet.
Die Produktlinie Regelkreis
Die Instanzen der Produktlinie Regelkreis entsprechen der obersten Modellebene
der 64 Modelldateien. Keine dieser Modelldateien sind Klone, sodass die Produkt-
linie 64 Varianten enthält.
Zur besseren Bewertung der automatisch generierten Ergebnisse wurden manu-
ell erste Zusammenhänge analysiert: Die 64 Modelldateien sind in neun Verzeich-
nissen organisiert, wobei jedes Verzeichnis Modelle mit einem bestimmten Reg-
lertyp enthält. Für jeden Reglertyp sind verschiedene Testszenarien vorhanden,
jedoch existieren nicht alle Testszenarien für alle Reglertypen. Tabelle 6.2 zeigt die
existierenden Kombinationen.
Aus diesem Wissen lässt sich bereits ein Feature-Modell mit zwei Variabilitäts-
dimensionen (Reglertyp und Testszenario) erstellen, was jedoch die Variabilität
nur grob beschreibt. Manuell lässt sich die Variabilität nur durch eine aufwendige
visuelle Analyse der einzelnen Varianten ermitteln. Daraus lassen sich folgende
Variationspunkte identifizieren:
• Regelalgorithmus
Es sind neun verschiedene Regelalgorithmen enthalten. Diese entsprechen
den neun Verzeichnissen.
• Regelstrecke
Es wird ein lineares oder ein nichtlineares Modell verwendet.
• Datenquelle für Sollwert
Als Datenquelle für die Simulation dienen verschiedene Kombinationen von
Signalsprüngen.
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• Störung
Optional wird eine Störung der Regelgröße modelliert.
• Berechnung und Anzeige von Kennwerten
Durch optionale Teile des Modells werden verschiedene Kennwerte berech-
net und angezeigt.









































































































Dahlin × × × × × × × ×
Dead-Beat × × × × × × ×
DMC × × × × × × × ×
GPC × × × × × × × ×
IMC × × × × × × × ×
Smith-Prädiktor alt × × × × × × × ×
Smith-Prädiktor neu × × × × × × × ×
PID × × × × × × × ×
Zweipunkt ×
Wie diese Variationspunkte im Einzelnen zusammenhängen, ist jedoch manuell
ohne Hilfsmittel nur schwer zu überblicken. Selbst der Ersteller der Modelle könn-
te bestimmte Zusammenhänge übersehen. Hier ist die in dieser Arbeit vorgestellte
automatische Analyse nötig.
Abbildung 6.1 zeigt das automatisch generierte Modell-Template der Produkt-
linie Regelkreis in einer Simulink-typischen Darstellung. Das Layout der Dar-
stellung wurde per Hand erstellt. Ein automatisches Layout wird in dieser Arbeit
nicht behandelt. Ein möglicher Ansatz für ein automatisches Layout von Simulink-
Modellen ist beispielsweise in [77] zu finden.
Die Blöcke, deren Namen mit PL beginnen, sind Produktlinienvariantenblöcke,
welche die Instanzen einer der anderen Produktlinien repräsentieren. Das Modell
ist jedoch kein gültiges Simulink-Modell, da es n:1-Verbindungen enthält: Der Ein-
gang Führungsgröße des Blocks PL Regler erhält seine Daten sowohl vom Block
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6. Bewertung der Lösung
Sprung als auch vom Block PL Sollwerttrajektorie. Ebenfalls existiert ein By-
pass um den Block PL Störung, sodass mehrere Verbindungen an die Eingänge
der Blöcke PL Regler, Mux, Mux1 und Regelabweichung/Sum angeschlossen sind.
Die identifizierten Features sind in Abbildung 6.1 durch gestrichelt umrandete
Kästen (für Blöcke und Verbindungen) und durch gestrichelte Linien (Parameter-
werte der Blöcke) dargestellt. Die jeweiligen Namen der Features wurden manuell
vergeben. Dass diese wie im Beispiel zusammenhängende Teile bilden, gilt nicht
in jedem Fall.
Funktionsblöcke, die außerhalb der Kästen liegen, sind in jeder Variante enthal-
ten. Im Beispiel gilt dies für die Blöcke PL Regler, PL Regelstrecke, Stellgröße,
Regelabweichung/Sum, Mux und Schichtdicke/Soll- und Regelgröße. Sie gehö-
ren damit zum Root-Feature.
Die Verbindungen, welche die Grenzen eines Kastens überschreiten, gehören
zum jeweiligen Feature. So gehören die ausgehenden Verbindungen der Blöcke
Sprung bzw. PL Sollwerttrajektorie zu den gleichnamigen Features Sprung bzw.
Sollwerttrajektorie. Die eingehenden Verbindungen zu den Blöcken Mux1, Math
Function, Abs, Quadrat und Betrag gehören zu den gleichen Features wie die
genannten Blöcke.
Die Verbindung zwischen den Blöcken Mux1 und Überschwingen gehört zum
Feature Kennwert Überschwingen, da dieses Feature das im Modell-Template be-
nachbarte Feature Kennwert Ausregelzeit bedingt. Wäre diese Bedingung nicht
der Fall, so würde diese Verbindung ein eigenes Feature bilden. Dieses wäre je-
doch redundant, da es sich aus der Konjunktion aus Kennwert Ausregelzeit und
Kennwert Überschwingen ausdrücken ließe.
Kursiv geschriebene Feature-Namen repräsentieren redundante Features, wel-
che im Feature-Modell nicht mehr auftauchen und durch einen aussagenlogischen
Ausdruck aus anderen Features ausgedrückt werden können. So enthält das Fea-
ture ohne Störung nur Verbindungen, die durch die Umgehung des Blocks PL
Störung entstehen, und wird daher als negierter Fall des Features Störung mit
Anzeige betrachtet, denn es gilt:
¬Störung mit Anzeige⇔ ohne Störung.
Das Feature Sollwerttrajektorie lässt sich durch dessen Varianten darstellen:
Sollwerttraj. (klein)∨ Sollwerttraj. (groß)⇔ Sollwerttrajektorie.
Ebenso lassen sich die beiden Features Value=600 und Value=810, welche den
ausgebenden Wert des Konstantenblocks Sprungoffset und Totzeit festlegen,
durch andere Features ausdrücken:
Nichtlineares Modell (189)∨ Nichtlineares Modell (231)⇔ Value=600,
¬IAE/ISE-Kennwert⇔ Value=810.
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Weitere Features bestimmen jeweils nur die Parameter der Produktlinienvari-
antenblöcke, d. h. die zu instanziierende Produktlinie und deren Feature-Konfigu-
ration. So bestimmen zwei Features die Varianten der Sollwerttrajektorie, neun
Features die Reglervarianten, fünf Features die Regelstrecken und drei Features
die Varianten der Störung. Statt zwei Regelstreckenvarianten (lineares und nichtli-
neares Modell) wurden fünf Varianten identifiziert, da das nichtlineare Modell in
vier verschiedenen Varianten vorkommt.
Abbildung 6.2 zeigt den zur Produktlinie gehörigen generierten Feature-Baum
des Feature-Modells. Das Feature Regelkreis bildet das Root-Feature. Die neun
Reglervarianten sind als Alternative enthalten (Zweipunkt, PID, usw.). Ebenfalls
sind die drei Störungen (ohne/mit (kaum) Rauschen) zumindest indirekt als Al-
ternative Teil des Modells. Die anderen Alternativen bildenden Variationspunkte,
d. h. die alternativen Regelstrecken (lineare/nichtlineare Modelle) und die Daten-
quellen für Sollwerte (Sprung, Sollwerttrajektorien), sind nur teilweise als Alterna-
tive enthalten, da bei der Auswahl der Feature-Relationen einer anderen Alterna-
tive der Vorzug gegeben wurde. Hierbei ist zu beachten, dass der Ortsbezug der
Features für die Auswahl der Feature-Relationen keine Rolle spielt. Die Features
zur Berechnung und Anzeige der Analysegrößen sind im Feature-Baum verteilt.
Die im Feature-Baum fehlenden Zusammenhänge werden durch 14 automa-
tisch erzeugte Constraints vervollständigt. Wie in Abschnitt 5.8.1 beschrieben, kön-
nen diese als Implikationen l1 ∧ . . . ∧ ln ⇒ l oder als äquivalente Disjunktionen
¬l1 ∨ . . . ∨ ¬ln ∨ l geschrieben werden. Um das Verständnis der generierten Cons-
traints für den Leser zu erhöhen, wird im Folgenden jeweils die verständlichere
der beiden Formen dargestellt.
Sprung⇒ ¬Sollwerttraj. (klein),
Sprung⇒ ¬Sollwerttraj. (groß)
Diese beiden Implikationen beschreiben den gegenseitigen Ausschluss der Daten-
quellen im Regelkreis (Sprung und Trajektorie). Bereits im Feature-Baum enthal-
ten ist der gegenseitige Ausschluss zwischen den Features Sollwerttraj. (groß)
und Sollwerttraj. (klein).
Lineares Modell∨ Nichtlineares Modell (189)
∨ Nichtlineares Modell (231)∨ Störung mit Rauschen
∨ Störung mit kaum Rauschen∨ Nichtlineares Model
Dieses Constraint beschreibt Teile der fünf alternativen Regelstrecken. Statt des
Features Nichtlineares Modell (Störung) ist dessen im Feature-Baum erkenn-
bare Äquivalent Störung mit Rauschen∨ Störung mit kaum Rauschen enthalten.
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6.2. Eine Simulink-Fallstudie zur Evaluation der Lösung
Dead-Beat⇒ Sprung,
Störung mit kaum Rauschen⇒ Dead-Beat,
Zweipunkt⇒ IAE/ISE-Kennwert kurz/lang
Diese Implikationen beschreiben die Besonderheiten der Regelkreise mit Dead-
Beat- und Zweipunktregler. Wie in Tabelle 6.2 ersichtlich ist, existiert bei Dead-
Beat-Reglern keine Variante mit Sollwerttrajektorie. Stattdessen existieren nur Va-
rianten mit deren Alternative Sprung. Weiterhin gibt es die Störung mit kaum
Rauschen nur mit Dead-Beat-Reglern. Zweipunktregler erzwingen das Feature
IAE/ISE-Kennwert kurz/lang, welches nur in der Nichtlinearen Simulation exis-
tiert.
Nichtlineares Modell (189)⇒ Kennwert Überschwingen,
Nichtlineares Modell (231)⇒ Kennwert Überschwingen,
IAE/ISE-Kennwert kurz/lang⇒ Kennwert Überschwingen,
¬IAE/ISE-Kennwert⇒ ¬Kennwert Überschwingen
Die Anzeige des Überschwingverhaltens gibt es bei den Nichtlinearen Simulatio-
nen 189 und 231, und bei der IAE/ISE-Kennwert kurz/lang.
¬Sprung⇒ ¬Kennwert Ausregelzeit,
Störung mit Anzeige⇒ ¬Kennwert Ausregelzeit
Bei Regelkreisen mit Sollwerttrajektorie (entspricht ¬Sprung) oder Störung wird
keine Ausregelzeit gemessen.
Störung mit Anzeige⇒ Sprung
Bei Regelkreisen mit Störung wird Sprung und keine Sollwerttrajektorie als Da-
tenquelle verwendet.
Nichtlineares Modell∧ ¬Sollwerttraj. (groß)∧ ¬Sollwerttraj. (klein)
∧ ¬IAE/ISE-Kennwert kurz/lang⇒ Störung ohne Rauschen
Diese letzte, längere Implikation beschreibt das Vorhandensein von Störung ohne
Rauschen.
Alle weiteren gültigen Implikationen folgen aus dem Feature-Baum und den
genannten Implikationen. Hierbei zeigt sich auch, dass die Interpretation der Im-
plikationen für den Nutzer schwierig sein kann. Besonders trifft dies auf Implika-
tionen zu, deren Prämissen aus vielen Literalen bestehen.
Die resultierende Kopplung der Features mit den durch die Produktlinienvari-
antenblöcke repräsentierten Produktlinien-Instanzen wird in den folgenden Ab-
schnitten im Zusammenhang mit den entsprechenden Produktlinien dargestellt.
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Die Produktlinie Sollwerttrajektorie
Die generierte Produktlinie enthält nur zwei Varianten für die große und klei-
ne Sollwerttrajektorie. Der Unterschied zwischen beiden besteht nur in der Pa-
rametrierung des Zielwertes der Sprung-Blöcke (Parameter After, siehe Abbil-
dung 6.3). Das erzeugte Feature-Modell (Abbildung 6.4) enthält damit nur eine














Abbildung 6.3.: Modell-Template der Produktlinie Sollwerttrajektorie
Sollwerttrajektorie
klein groß
Abbildung 6.4.: Feature-Modell der Produktlinie Sollwerttrajektorie
Die Instanziierung der Produktlinie Sollwerttrajektorie innerhalb der Pro-
duktlinie Regelkreis ist in Tabelle 6.3 dargestellt. So wird bei der späteren Gene-
rierung für den Produktlinienvariantenblock PL Sollwerttrajektorie beispiels-
weise bei aktiviertem Feature Sollwerttraj. (groß) die Instanz der Produktli-
nie Sollwerttrajektorie mit der Feature-Konfiguration {Sollwerttrajektorie,
groß} eingesetzt.
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Tabelle 6.3.: Feature-Mapping für den Block PL Sollwerttrajektorie
Feature-Ausdruck Inst. Produktlinie Feature-Konfiguration (ohne Root)
Sollwerttraj. (groß) Sollwerttrajektorie groß
Sollwerttraj. (klein) Sollwerttrajektorie klein
Die Produktlinie Regler
Die generierte Produktlinie Regler enthält neun Varianten. Wie im Modell-Temp-
late in Abbildung 6.5 ersichtlich ist, enthält das Subsystem verschiedene Zweige,
die durch unterschiedliche Implementierungen der Regelalgorithmen entstehen.
Die modellgestützt prädiktiven Regler DMC und GPC werden durch eine Matlab-
Function implementiert und sind strukturell gleich. Alle anderen Regler arbeiten
mit der Differenz von Führungs- und Regelgröße. Für die Ermittlung der Stellgrö-
ße existieren alternative Zweige: Zweipunkt, IMC und Diskretes Filter. Optional
kann zusammen mit einem zweiten diskreten Filter ein PID-Regler modelliert wer-
den, das wiederum optional zu einem Smith-Prädiktor ergänzt werden kann. In
den meisten der Varianten (außer Zweipunkt) wird der Ausgangswert begrenzt
(Feature mit Ausgangsbegrenzung). Drei Features stehen für Verbindungen, die
nur in bestimmten Fällen benötigt werden, und sechs Features für die Konfigura-
tion der Matlab-Function und des diskreten Filters. In Abbildung 6.5 wurden die
Filterfunktionen zur besseren Darstellung gekürzt.
Das generierte Feature-Modell in Abbildung 6.6 gibt im Grunde die beschriebe-
nen Zusammenhänge wieder. Auf der obersten Ebene sind die Features Zweipunkt
und mit Ausgangsbegrenzung als Alternative eingetragen. Die zusätzlich gelten-
de Alternative zwischen modellgestützt prädiktiv und Differenz wurde nicht
ausgewählt, da die Alternative mit dem Eltern-Feature mit Ausgangsbegrenzung
bevorzugt wurde. Die damit fehlende Alternative wird durch folgende Implikatio-


































































Abbildung 6.5.: Modell-Template der Produktlinie Regler
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Abbildung 6.6.: Feature-Baum des Feature-Modells Regler
Die weiteren Implikationen geben die Existenz bzw. Nicht-Existenz der Features




normal⇒ Verb. Diskretes Filter,
andere⇒ Verb. Diskretes Filter,
Smith-Prädiktor⇒ ¬Verb. Diskretes Filter.
Die Features Differenz, Diskretes Filter und Verb. Diskretes Filter könn-
ten im Feature-Modell weggelassen werden, da sie sich äquivalent durch ande-
re Features darstellen lassen. Beispielsweise werden während der Implikationsbe-
rechnung folgende Äquivalenzen ermittelt:
¬modellgestützt prädiktiv⇔ Differenz,
¬IMC∧ ¬DMC∧ ¬GPC∧ ¬Zweipunkt⇔ Diskretes Filter,
¬IMC∧ ¬DMC∧ ¬GPC∧ ¬Zweipunkt
∧ ¬Smith-Prädiktor⇔ Verb. Diskretes Filter
Da in der Produktlinie Regler, bis auf das Root-Feature, praktisch alle Features
Teil einer Alternative sind, lassen sich auch alle Features äquivalent durch andere
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Features darstellen. Diese wechselseitige Redundanz (siehe Abschnitt 5.4.3) macht
es unmöglich, ohne weiteres Wissen sinnvoll automatisch zu entscheiden, welche
der Features entfernt werden sollen. Diese Entscheidung kann nur der Nutzer
treffen.
Weiterhin kann der Nutzer die Eltern-Features der Alternativen im Feature-
Modell, die ebenfalls redundant sind, entfernen. Übrig bleibt eine Alternative mit
neun Kind-Features, welche den neun Reglertypen entsprechen.
Das Feature-Mapping für den Produktlinienvariantenblock PL Regler in der
Produktlinie Regelkreis ist in Tabelle 6.4 zu finden.
Tabelle 6.4.: Feature-Mapping für den Block PL Regler
Feature-Ausdruck Inst. PL Feature-Konfiguration (ohne Root)
Zweipunkt Regler Zweipunkt, Differenz
DMC Regler mit Ausgangsbegrenzung, modellgestützt prädiktiv,
DMC
GPC Regler mit Ausgangsbegrenzung, modellgestützt prädiktiv,
GPC
IMC Regler mit Ausgangsbegrenzung, IMC, Differenz
PID Regler mit Ausgangsbegrenzung, PID, normal,
Verb. Diskretes Filter, Diskretes Filter, Differenz
Smith-Prädiktor Regler mit Ausgangsbegrenzung, PID, Smith-Prädiktor,
PID Differenz, Diskretes Filter
Dead-Beat Regler mit Ausgangsbegrenzung, andere, Dead-Beat,
Verb. Diskretes Filter, Differenz, Diskretes Filter
Dahlin Regler mit Ausgangsbegrenzung, andere, Dahlin,
Verb. Diskretes Filter, Differenz, Diskretes Filter
Smith-Prädiktor Regler mit Ausgangsbegrenzung, andere,
Dementjev Smith-Prädiktor Dementjev,
Verb. Diskretes Filter, Differenz, Diskretes Filter
Die Produktlinie Regelstrecke
Die generierte Produktlinie Regelstrecke enthält fünf Varianten. Wie im Modell-
Template in Abbildung 6.7 dargestellt, bestehen die Unterschiede zum einen aus
zwei alternativen Zweigen für die lineare und nichtlineare Variante der Regelstre-
cke (Features Linear und Nichtlinear) und zum anderen in verschiedenen Pa-
rameterwerten der Totzeit. Diese beiden Alternativen werden im Feature-Modell
(Abbildung 6.8) dargestellt. Da die linearen Regelstrecken in der Modellbibliothek
nur mit einer fixen Totzeit auftreten, wird automatisch die Implikation Linear⇒
Totzeit 210 dem Feature-Modell hinzugefügt. Ein Feature-Modell mit einer Al-
ternative für die fünf Varianten wäre zwar kleiner und würde ohne Constraints
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auskommen, jedoch stellt das generierte Feature-Modell in Abbildung 6.8 die in-
terne Variabilität besser dar.
Das Feature-Mapping für den Produktlinienvariantenblock PL Regelstrecke in







































Abbildung 6.8.: Feature-Modell der Produktlinie Regelstrecke
Tabelle 6.5.: Feature-Mapping für den Block PL Regelstrecke
Feature-Ausdruck Inst. Produktlinie Feature-Konfig. (ohne Root)
Lineares Modell Regelstrecke Linear, Totzeit 210
Nichtlineares Modell Regelstrecke Nichtlinear, Totzeit 210
Nichtlineares Modell (189) Regelstrecke Nichtlinear, Totzeit 189
Nichtlineares Modell (231) Regelstrecke Nichtlinear, Totzeit 231
Nichtlineares Modell (Störung) Regelstrecke Nichtlinear, Totzeit 215
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Die Produktlinie Störung
Die generierte Produktlinie Störung enthält drei Varianten für die Erzeugung von
Störsignalen. Wie im Modell-Template in Abbildung 6.9 dargestellt, enthält das
Subsystem eine optionale Rauschkomponente (Feature mit Rauschen). Das Fea-
ture ohne Rauschen, welches den Funktionsblock Sum auf drei Eingänge parame-
triert und Verbindungen ändert, ist redundant und wird als negierter Fall des
Features mit Rauschen betrachtet. Zwei weitere alternative Features (normal und
schwach) bestimmen die Stärke des Rauschens. Diese Zusammenhänge werden
richtig im generierten Feature-Modell (Abbildung 6.10) dargestellt. Es sind keine






















Abbildung 6.10.: Feature-Modell der Produktlinie Störung
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Das Feature-Mapping für den Produktlinienvariantenblock PL Störung in der
Produktlinie Regelkreis ist in Tabelle 6.6 zu finden.
Tabelle 6.6.: Feature-Mapping für den Block PL Störung
Feature-Ausdruck Inst. Produktlinie Feature-Konfiguration (ohne Root)
Störung mit Rauschen Störung mit Rauschen, normal
Störung mit kaum Rauschen Störung mit Rauschen, schwach
Störung ohne Rauschen Störung —
Fazit
Für alle Produktlinien der generierten Multiproduktlinie Regelkreise wurden sinn-
volle Features identifiziert. Damit entstanden auch sinnvolle Modell-Templates. Ei-
ne verständliche Darstellung des Modell-Templates zu erstellen, ist für den Nutzer
jedoch noch mit großem manuellen Aufwand verbunden.
Bei weniger komplexen Produktlinien wie Sollwerttrajektorie, Regelstrecke
und Störung sind die generierten Feature-Modelle eindeutig, sodass es kaum
oder keinen Spielraum für Unterschiede zwischen manuell und automatisch er-
stellten Feature-Modellen gibt. Bei komplexeren Produktlinien wie Regelkreis
und Regler gibt es jedoch immer Mehrdeutigkeiten bei der Auswahl der Feature-
Relationen, sodass es unwahrscheinlich ist, dass ein automatisch generiertes Fea-
ture-Modell exakt einem manuell mit Hintergrundwissen eines Experten erstellten
Feature-Modell entspricht.
Problematisch ist es besonders, wenn Zusammenhänge zwischen den Features
in mehreren überschneidenden Dimensionen vorkommen und sich damit Feature-
Relationen überlappen. In der Produktlinie Regelkreis gilt dies beispielsweise für
die alternativen Regelstrecken (Nichtlineares und Lineares Modell), den alternati-
ven Datenquellen (Sollwerttrajektorien und Sprung) und der in Abbildung 6.2 dar-
gestellten Alternative mit dem Eltern-Feature IAE/ISE-Kennwert. Auch der Nutzer
müsste sich entscheiden, welche Dimension als Feature-Gruppe dargestellt wird
und welche als Feature-Constraints.
In den komplexen Beispielen hat sich auch gezeigt, dass die Entscheidung, ob
ein redundantes Feature entfernt wird oder nicht, nur zum Teil automatisiert wer-
den kann, da das semantische Wissen fehlt. In der in dieser Arbeit verwendeten
Heuristik werden daher redundante Features nur in eindeutigen Fällen entfernt.
Feature-Constraints sind in der Regel schwer für den Nutzer zu verstehen. Dies
trifft besonders auf Implikationen mit mehrelementigen Prämissen zu. Feature-
Relationen mit mehr als zwei Features in den Feature-Constraints zu erkennen, ist
für den Nutzer nur durch langes Hinsehen möglich. Dies bestärkt die Anforde-
rung dieser Arbeit, die Anzahl der Feature-Constraints zu minimieren.
175
6. Bewertung der Lösung
6.2.4. Bewertung des Model-Matchings
In der Literatur werden Matching-Algorithmen auf zwei Arten evaluiert: Über
Nutzerstudien und durch einen Soll-Ist-Vergleich.
Bei Nutzerstudien kann beispielsweise überprüft werden, wie weit das automa-
tische Mapping vom manuellen Mapping der Nutzer entfernt liegt. In [95] zählen
Melnik et al. in einer Nutzerstudie, wie viele Bearbeitungsschritte (d. h. Hinzufü-
gen oder Löschen von Mapping-Paaren) zwischen dem automatisch generierten
Mapping und dem ihrer Meinung nach richtigen Mapping liegen. Dieses Maß
wird dabei als Gütekriterium verwendet. Das grundsätzliche Problem war hier,
dass sich die Meinung von fast keinem der Nutzer glich, sodass sich das Gütemaß
immer nur auf einen Nutzer bezog. In [159] wurde deshalb das Ergebnis des gene-
rierten Mappings mit einer Vorgabe verglichen. Diese Vorgabe ist jedoch auch nur
eine von vielen möglichen Meinungen eines Nutzers oder einer Nutzergruppe,
sodass auch hier das Gütemaß relativ ist.
Auch hat der Nutzer beim Vergleich den Vorteil, dass er auf sein Erfahrungs-
wissen zurückgreifen kann und damit auch die Semantik der Modelle in den Ver-
gleich mit einbeziehen kann. Da er jedoch vor allem visuell vergleicht, spielt auch
das Layout der Modelle eine wichtige Rolle. Dieses hat jedoch im vorgeschlagenen
Algorithmus keinen Einfluss. Ein Vergleich zwischen automatischem und manuel-
lem Matching würde daher testen, ob zwei Verfahren mit unterschiedlichen Einga-
ben auf dieselbe Ausgabe kommen, was jedoch nur mit großen Einschränkungen
gelingen kann.
Aus diesem Grund wird auf einen Vergleich mit Nutzereingaben verzichtet.
Stattdessen soll in diesem Abschnitt analysiert werden, in welchen Grenzen ein
automatisches Matching funktioniert. In Abschnitt 4.4.2 wurde bereits der Ver-
gleich eines der Subsystempaare analysiert (siehe Abbildung 4.2 auf Seite 61). Im
Folgenden wird die Analyse durch weitere Szenarien ausgebaut.
Grenzfälle beim Mapping
Die Abbildungen 6.11 und 6.12 zeigen zwei Subsysteme, die in den Reglermo-
dellen enthalten sind und die jeweils einen Regelkreis beschreiben. Das Map-
ping zwischen den beiden Subsystemen, wie es vom in dieser Arbeit vorgestell-
ten Matching-Algorithmus erzeugt wird, ist durch Zahlen an den entsprechenden
Funktionsblöcken gekennzeichnet. Blöcke mit gleichen Zahlenwerten sind unter-
einander gemappt. Die gefundenen Gemeinsamkeiten der Subsysteme sind die
Datenquelle (1), der Regler (2), die Regelstrecke (3), die Ausgabe der Stellgröße
(4), die Berechnung der Regelabweichung (5) und die Ausgabe verschiedener Si-
gnale im Regelkreis (6, 7). Die Unterschiede bestehen aus der zusätzlich simu-
lierten Störung und der Berechnung und Ausgabe verschiedener Kennwerte des
Regelkreises.
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Wie in Abschnitt 4.4.2 beschrieben, werden Funktionsblockpaare mit einer zu
geringen Ähnlichkeit nicht in das Mapping übernommen. Das Festlegen eines
statischen Schwellwertes ist jedoch schwierig. Im Beispiel wurde der Schwellwert
0,54 verwendet. Derselbe Wert wurde für die Fallstudie in Abschnitt 6.2.3 benutzt.
Wird jedoch der Schwellwert gesenkt, so steigt die Menge der Mappings. Die
bei einem Schwellwert von 0,45 neu hinzukommenden Mappings sind in den
Abbildungen als Zahlwerte in Klammern dargestellt (ab Nr. 8). Die Mappings
der Betrags- und Quadrat-Blöcke (8, 9), der Integrator-Blöcke (10, 11) und der
Display-Blöcke (12, 13) besitzen nur eine mittlere Ähnlichkeit, da in der Variante
Nichtlineare Simulation zusätzliche Produkt- und Summen-Blöcke (Schalter
1/3, Sum2/4) zwischen diesen eingefügt sind. Da zusätzlich die Zweige ab den
Betrags- und Quadrat-Blöcken dupliziert sind (jeweils für IAE/ISE kurz und lang),
ist das Mapping nicht eindeutig. Bei Mapping 14 werden zwei Summen-Blöcke
aufeinander abgebildet, da bei beiden Subsystemen am Ausgang dieser Blöcke ein
Scope-Block zur Ausgabe angeschlossen ist.
Hier zeigt sich, dass bei einem geringeren Schwellwert Mappings von verstreut
liegenden Funktionsblöcken entstehen, die ggf. nicht sinnvoll sind (wie bei Map-
ping 14). Da im Anwendungsfall dieser Arbeit nicht die Anzahl der Mappings
maximiert werden muss, wird daher vorgeschlagen, einen höheren Schwellwert
zu bevorzugen, um die Übernahme von Grenzfällen in das Mapping zu vermei-
den. Da bei Funktionsblockpaaren mit mittlerer Ähnlichkeit auch immer größere
Unterschiede in der Umgebung auftauchen, erzeugt ein fehlendes Mapping kei-
nen Nachteil für die spätere Bearbeitung. Dadurch enthält das Modell-Template
ggf. mehr Funktionsblöcke als nötig, jedoch bilden die optionalen Teile eher zu-
sammenhängende Bereiche und das Modell-Template wird übersichtlicher. Aus
Nutzersicht ist es daher sinnvoll, den Schwellwert für das Mapping von außen
einstellbar zu gestalten.
Fehlende Funktionsblocknamen
In Simulink ist es möglich, die Namen der Funktionsblöcke auszublenden. Intern
besitzt der Funktionsblock trotzdem einen Namen in der Form <Typ> + <Nummer>
(z. B. Sum2). Der Nutzer hat jedoch keine Möglichkeit, den ausgeblendeten Namen
zu editieren. Daher wird in diesen Fällen der Name nicht für die Ermittlung der
Ähnlichkeit herangezogen (vgl. Abschnitt 4.4.2).
Besonders bei in tieferen Ebenen vorkommenden Subsystemen kommt es vor,
dass bis auf die Schnittstellen-Blöcke alle Blöcke einen ausgeblendeten Namen
haben. Ein Paar solcher Subsysteme ist in Abbildung 6.13 dargestellt. Es stammt
aus der Beispielbibliothek der Raummodelle und simuliert eine sogenannte Send-
on-Delta-Abtastung, auch Deadband genannt [108].
Bei einem manuellen Vergleich scheint es auf dem ersten Blick kaum Ähnlichkei-
ten zwischen beiden Subsystemen zu geben. Es werden zwar die gleichen Block-
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(b) Subsystem SOD Sampler
Abbildung 6.13.: Matching von Subsystemen ohne Funktionsblocknamen
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typen verwendet, jedoch erschweren die fehlenden Namen und die unterschiedli-
chen Layouts ein manuelles Mapping. Erst bei genauerem Hinsehen offenbart sich,
dass große Teile des Modells fast gleich sind. Das durch das Model-Matching re-
sultierende Mapping ist, wie im vorherigen Beispiel, mit Zahlen gekennzeichnet.
Bis auf kleinere Bereiche an den Ausgangsblöcken und abgesehen von der Para-
metrierung der Blöcke sind beide Subsysteme gleich.
Die Vergleichsoperationen (1–3) werden aufeinander abgebildet, da es sich um
denselben Blocktyp handelt (RelationalOperator), dessen konkrete Vergleichs-
funktion parametriert werden kann. Ebenso werden die Blöcke mit den logischen
Funktionen AND und OR (4 und 5, Blocktyp Logic) untereinander abgebildet. Nicht
nach gleicher logischer Funktion, sondern nach gleicher Umgebung, da die Nach-
barschaft höher gewichtet ist als der Wert eines Blockparameters. In beiden Vari-
anten sind damit die Blöcke vertauscht. Die zwischen den Subsystemen gleichen
Teile sind: Der Betrags-Block (6), die Teilmodelle, bestehend aus Schalter, Verzöge-
rung und Differenz (7–9 und 10–12), der Taktgeber (13), die Aufsummierung (16,
17) und die Eingänge (18–21). Zusätzlich wird der Produkt-Block auf die Divisi-
on gemappt (14), was zur Folge hat, dass auch der Ausgang SampleTrig auf den
Ausgang Lambda gemappt wird (15) und nicht das ebenfalls mögliche Sample Nr.
Dieses Beispiel zeigt, dass der Matching-Algorithmus auch ohne Namen und
damit nur mir Blocktypen und der Struktur ein sinnvolles Mapping findet.
Generische Funktionsblöcke
In bestimmten Anwendungsfällen werden statt der funktional klar definierten
Funktionsblocktypen generische Typen verwendet. Diese verweisen auf externen
Code (z. B. in der Matlab-Skriptsprache oder C) oder auf Modelle in einer an-
deren Modellierungssprache (z. B. Zustandsmodelle in Stateflow). Ebenfalls gibt
es Blocktypen, die als Parameter beliebige Berechnungsausdrücke zulassen. Die
Funktionalität wird in diesen Fällen nicht mehr durch den Blocktyp bestimmt,
sondern vor allem durch dessen Parameter.
Abbildung 6.14 zeigt ein Paar von strukturell ähnlichen Subsystemen. Beide ent-
halten jeweils einen Ein- und Ausgangsblock, einen Constant-Block, einen MinMax-
Block und einen Fnc-Block (mit der Beschriftung f(u)). Strukturell sind die ver-
tauschten MinMax- und Fnc-Blöcke der einzige Unterschied. Die restlichen Unter-
schiede betreffen die Parameter und die Namen der Blöcke.
Beide Subsysteme haben jedoch durch die unterschiedlich parametrierten Fnc-
Blöcke eine völlig unterschiedliche Semantik. Solche generischen Blocktypen, de-
ren Funktion stark von Parametern bestimmt wird, lassen die berechnete Ähnlich-
keit von der semantischen Ähnlichkeit abweichen. Durch die Verwendung von
nicht-generischen Blocktypen wird bereits eine gewisse Semantikinformation in
den Vergleich mit einbezogen. Dieser Vorteil fällt jedoch bei den generischen Block-
typen weg.
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Abbildung 6.14.: Subsysteme mit generischen Funktionsblocktypen
Eine mögliche Lösung wäre hier, wie bei den Blocktypen, die auf externen Code
verweisen (siehe Abschnitt 4.4.2), die entsprechenden Parameterwerte mit in den
Typ einfließen zu lassen. Jedoch kann es, besonders beim Fnc-Block, vorkommen,
dass semantisch gleiche Funktionen als unterschiedliche Ausdrücke geschrieben
werden, sodass dies in unterschiedlichen Typen resultiert.
Werden Modellbibliotheken verwendet, die in hohem Maße generische Funkti-
onsblocktypen verwenden, so ist der in dieser Arbeit vorgestellte Matching-Algo-
rithmus weniger gut geeignet. Besonders im Hinblick auf die Variantenidentifika-
tion kann dies zu schlechteren Ergebnissen führen.
Kleine Subsysteme
Ein weiterer Aspekt, der im Beispiel von Abbildung 6.14 ersichtlich wird, ist die
Größe der Subsysteme. Sind nur wenige Funktionsblöcke vorhanden, so gibt es
nur wenige Möglichkeiten die Funktionsblöcke in unterschiedlichen Strukturen
anzuordnen. Haben diese Blöcke, wie im Beispiel, zusätzlich die gleichen Block-
typen, so sind sie dadurch per se ähnlich. Die beiden Varianten in den Abbildun-
gen 6.14a und 6.14b sind mit dieser Kombination der Blocktypen auch die einzi-
gen semantisch sinnvollen Strukturvarianten. Unterschiede zwischen den Subsys-
temen werden bei geringerer Größe der Subsysteme auch höher gewichtet, sodass
es hier zu einer Diskretisierung der Ähnlichkeit kommt. Sind viele solcher Subsys-
teme enthalten, so wird die Variantenidentifikation schlechtere Ergebnisse liefern.
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Fazit
Der in dieser Arbeit vorgeschlagene Model-Matching-Ansatz ist mit folgenden
Einschränkungen gut geeignet:
• In den Subsystemen sollten möglichst viele unterschiedliche Blocktypen vor-
kommen. Dies verringert die Wahrscheinlichkeit von nicht sinnvollen Map-
pings.
• Die Subsysteme sollten möglichst wenige Mehrdeutigkeiten erzeugen. Diese
entstehen, wenn es ähnliche Bereiche innerhalb desselben Subsystems gibt,
die auch nicht anhand der Umgebung auseinander gehalten werden können.
• Die Subsysteme sollten möglichst wenige generische Blocktypen verwenden.
• Die Subsysteme sollten eine gewisse Mindestgröße haben, um sinnvolle Map-
pings zu generieren.
6.2.5. Bewertung der Variantenidentifikation
Die Identifikation der Produktvarianten (Schritt I im Workflow) basiert auf dem
in Abschnitt 4.4.4 definierten Ähnlichkeitsmaß. Eine direkte Evaluierung dieses
Ähnlichkeitsmaßes kann nur durch empirische Untersuchungen erfolgen. Hierzu
müssten in einer Nutzerstudie mehreren Probanden jeweils Paare von Subsyste-
men angezeigt werden, für die sie die berechnete Ähnlichkeit mit ihren subjek-
tiven visuellen Ähnlichkeitsempfinden vergleichen sollen. Dies kann jedoch nur
in einer groben qualitativen Bewertung resultieren. Der Proband kann nur bestäti-
gen, dass bei hoher Ähnlichkeit ein hoher Wert bzw. bei geringerer Ähnlichkeit ein
niedrigerer Wert entsteht. Der konkrete Zahlenwert kann jedoch nur schwer direkt
bewertet werden. Erschwerend kommt noch hinzu, dass beim visuellen Vergleich
das Layout, d. h. die Positionen der Funktionsblöcke und die Linienführung, einen
starken Einfluss auf das Ähnlichkeitsempfinden hat. Das Layout spielt jedoch beim
berechneten Ähnlichkeitsmaß keine Rolle, sodass ein manueller Vergleich zu Dis-
krepanzen führen kann. Ein Ausweg wäre eine Normalisierung des Layouts, was
jedoch einen entsprechenden Layout-Algorithmus benötigt. Trotzdem wurde der
Zusammenhang zwischen berechneter und visueller Ähnlichkeit für eine große
Anzahl an Modellen überprüft und bestätigt.
Als indirekte Evaluierung des Ähnlichkeitsmaßes kann das Clustering verwen-
det werden. Das Ergebnis des Clusterings sind Gruppen von strukturell ähnlichen
Subsystemen, die als Varianten betrachtet werden. In den meisten Fällen haben
diese Varianten auch ähnliche Namen. Da diese Namen nicht Teil des Ähnlich-
keitsmaßes sind, ist dieses für eine erste grobe Bewertung der Cluster geeignet.
Für die Untersuchung der Clusterqualität wurden für alle drei Fallbeispiele die
enthaltenen Subsysteme, wie in den Abschnitten 4.4 und 4.5 beschrieben, auto-
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matisch verglichen und geclustert. Für die entstandene Cluster-Hierarchie wurde
daraufhin manuell untersucht, ob zusammengehörige Subsysteme durch Teilbäu-
me repräsentiert werden. Als Kriterien für die Zusammengehörigkeit wurden der
Name, die Struktur und auch die Semantik der Subsysteme herangezogen. Für
die entsprechenden Teilbäume wurde ermittelt, welcher Schwellwert zum Zerfal-
len der Cluster-Hierarchie in jene Teilbäume führt.
Das Fallbeispiel Reglermodelle wurde bereits in Abschnitt 4.5 behandelt, sodass
im Folgenden noch die Fallbeispiele Bremsenmodelle und Raummodelle unter-
sucht werden.
Fallbeispiel Bremsenmodelle
Abbildung 6.15 zeigt das Dendrogramm für die Subsysteme des Bremsenmodells.
Der Aufbau eines Dendrogramms wurde bereits in Abschnitt 4.5.1 beschrieben.
Wird für die Partitionierung der Subsysteme ein Schwellwert von 0,47 verwendet
(waagerechte Linie), so entstehen zwölf Cluster. Die Cluster sind jeweils durch
eine senkrechte, gepunktete Linie getrennt und mit A bis L bezeichnet. Dieselben
Cluster entstehen bei jedem Schwellwert zwischen 0,44 und 0,51 (grauer Balken),
sodass hier ein gewisser Spielraum bei der Wahl des Schwellwerts existiert.
Tabelle 6.7 gibt eine Übersicht über die Cluster und deren Inhalt. Bei der Cluster-
größe werden identische Kopien der Subsysteme mitgezählt. In Klammern wird,
wenn sich die Angaben unterscheiden, die Anzahl nicht identischer Subsysteme
angegeben. Die zwölf gefundenen Cluster A bis L stimmen genau mit der Auftei-
lung der Subsysteme in den ursprünglichen Bibliotheksdateien überein, d. h. die
Subsystemvarianten, die bereits vom Autor der Modellbibliothek bewusst zusam-
mengefasst wurden, werden vollständig wiedergefunden. Dabei ist anzumerken,
dass der Ort des Subsystems in der Menge der Modelldateien bei der Ermittlung
der Ähnlichkeit keine Rolle spielt.
Fallbeispiel Raummodelle
Abbildung 6.16 zeigt das Dendrogramm für die Subsysteme der Raummodelle.
Aus dieser Cluster-Hierarchie wurden manuell 73 Cluster identifiziert, welche die
Gesamtmenge der Subsysteme unter sich aufteilen. Diese sind auszugsweise in
Tabelle 6.8 angegeben. Die Clusternummern sind zur besseren Zuordnung an der
Abszisse des Dendrogramms angegeben. Die vollständige Übersicht der Cluster
ist im Anhang in Tabelle B.1 zu finden.
In diesem Beispiel gibt es keinen einheitlichen Schwellwert, mit dem die manu-
elle Aufteilung erreicht werden kann. Stattdessen müssen in Abbildung 6.16 für
die einzelnen Abschnitte (I–X) verschiedene Schwellwerte verwendet werden. Bis
auf wenige Ausnahmen liegen diese zwischen den Distanzen 0,35 und 0,6. Diese
Ausnahmen werden im Folgenden genauer analysiert.
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Abbildung 6.15.: Cluster-Dendrogramm für die Subsysteme der Bremsenmodelle
Tabelle 6.7.: Cluster des Bremsenmodells und deren Inhalte
Cluster Größe Inhalt (Subsysteme)
A 1 Reservoir
B 8 Rohre (variierende Anzahl von Eingängen)
C 3 verschiedene Ventiltypen
D 2 Vorlauf und Rücklauf
E 2 Druckminderung
F 7 Verteilung der Bremsen auf Bremskreise
G 2 (1) Pumpe (zwei identische Subsysteme)
H 1 PID-Regler
I 4 Pedal als Eingabe (verschiedene Signalgeneratoren)
J 2 Bremszylinder
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Tabelle 6.8.: Subsystem-Cluster der Raummodelle und deren Inhalt
Clusternr. Größe Inhalt (Subsysteme)
14 8 (4) Temperaturmodell, einfach, nur Raumluft
15 2 Heizung/Kühlung, Varianten, die Subsystem mit
Lookup-Tables nutzen
18 5 (3) Heizkörperverhalten, Lookup+PT1 (approx.)
20 30 (7) Heizkörperverhalten, enthält Temperatur-Subsystem
(Heizkörper)
26 11 (5) Vorlauftemperaturregelung
27 10 (5) Ventilator
40 4 (2) t-Raumluft
72 33 (30) Triggered Save
Ein Spezialfall findet sich in Abschnitt III: Die Subsysteme in Cluster 14 (Tempe-
raturmodell) und 15 (Heizung/Kühlung) bestehen jeweils nur aus zwei Eingangs-
ports, einem Ausgangsport und einem weiteren Subsystem, welches die entspre-
chende Logik enthält (t-Raumluft aus Cluster 40 bzw. Heizkörperverhalten aus
Cluster 18 und 20).
Solche nochmals gekapselten einzelnen Subsysteme treten an vielen Stellen in
den Raummodellen auf. Sie werden in der Regel benutzt, um bei wiederverwende-
ten Subsystemen die Aussagekraft der Schnittstelle zu erhöhen. So unterscheidet
sich die Modellierung eines Heizkörpers und einer Kühldecke bis auf die Para-
metrierung nicht und wird daher durch ein einziges Subsystem ausgedrückt. Bei
der Verwendung werden diese in ein neues Subsystem gekapselt und der Ein-
gang Ventilstellung vom übergeordneten Eingang mit den spezifischeren Na-
men Heizventilstellung bzw. Kühlventilstellung angesteuert. Eine weitere An-
wendung ist das Verbergen von Parametern und Schnittstellen. In der objektori-
entierten Programmierung entspricht dies in etwa den Entwurfsmustern Adapter
(engl. adapter, wrapper) und Fassade (engl. facade).
In der Anwendung ist es nicht sinnvoll, für diese gekapselten Einzelsubsysteme
Produktlinien anzulegen. Eine Alternative dazu ist, diese Subsysteme aufzulösen
und die dabei verlorengehende Informationen (Schnittstellenänderung, -umbenen-
nung, Parametermaskierung) in der Produktlinie zu hinterlegen, die dieses aufzu-
lösende Subsystem verwendet. Bei der Instanziierung kann der Generator diese
aufgelösten Subsysteme wiederherstellen.
In Abschnitt VI des Dendrogramms wurden die Cluster 26 und 27 trotz relativ
hoher berechneter Ähnlichkeit (0,67 und daraus folgend mit der Distanz 0,33) ge-
trennt. Cluster 26 enthält Varianten von Vorlauftemperaturregelungen und Clus-
ter 27 Ventilatormodelle. Dieser Fall wurde bereits in Abschnitt 6.2.4 behandelt
(siehe Abbildung 6.14): Die Modelle bestehen nur aus vier Blöcken und enthalten
einen generischen Fnc-Block.
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Ein weiterer interessanter Fall befindet sich in Abschnitt X des Dendrogramms:
Cluster 72 enthält 30 Varianten eines Subsystems namens Triggered Save, deren
paarweise Distanz jeweils fast gleich ist. Die Funktion dieser Subsystemfamilie ist
das ein- und ausschaltbare Abspeichern eines Eingangssignals in eine Datei. Der
einzige Unterschied ist der Wert des Parameters, welches den Dateinamen für die
Ausgabe angibt. Dieser ist in jeder Variante anders. Da jedes dieser Subsysteme
nur aus drei Blöcken besteht, wirkt sich die Änderung des Parameterwertes stark
auf die Gesamtähnlichkeit aus.
Fazit
Die Beispiele haben gezeigt, dass das Ähnlichkeitsmaß für die Identifizierung
der Produktvarianten grundsätzlich geeignet ist. Probleme bei der Varianteniden-
tifizierung entstehen nur bei Subsystemen mit sehr wenigen (weniger als fünf)
Blöcken, da sich in diesem Fall Unterschiede zwischen den Subsystemen stärker
auf die Gesamtähnlichkeit auswirken, und bei der Verwendung von generischen
Blocktypen.
Bei der Interpretation der Ergebnisse muss immer beachtet werden, dass die
strukturelle und nicht die semantische Ähnlichkeit ermittelt wird. Durch die Ein-
beziehung des Blocktyps, der bereits teilweise die Semantik darstellt, sind die Ab-
weichungen zwischen Struktur und Semantik nicht sehr groß. Die Abweichungen
steigen jedoch bei der Benutzung von generischen Blocktypen, d. h. bei Blockty-
pen, deren Funktion stark durch Parameter bestimmt wird.
Die Aufteilung der Subsysteme in Cluster von Varianten kann in der Regel
nicht vollautomatisiert werden, d. h. die Ergebnisse des Clusterns mit einem fes-
ten Schwellwert können nicht ungesehen vom Nutzer übernommen werden. Bei
einer kleinen Anzahl an Subsystemen kann in der Regel ein globaler Schwellwert
gefunden werden, welcher eine sinnvolle Clusteraufteilung erzeugt. Jedoch steigt
mit der Anzahl der Subsysteme die Wahrscheinlichkeit, dass Gruppen von ähnli-
chen Subsystemen vom Nutzer nicht als Varianten betrachtet werden.
Eine automatisch gefundene Aufteilung kann jedoch als Basis für den Nutzer
dienen. Der Nutzer kann basierend auf der Clusterhierarchie die gefundenen Clus-
ter nach Bedarf aufteilen oder zusammenfassen.
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Neben der Gültigkeit und der Qualität der Lösung ist auch die Laufzeit der Al-
gorithmen für den Einsatz in der Praxis von Belang. Da viele der enthaltenen
Probleme eine exponentielle Laufzeitkomplexität besitzen, ist es wichtig, dass sich
die Laufzeit bei typischen Problemgrößen im Rahmen hält. Hierzu wurden für
die rechenintensivsten Teile des Workflows Laufzeitmessungen ausgeführt. Wenn
nicht anders angegeben, wurde ein Rechner mit Intel Core 2 Duo Prozessor E8300
mit 2,83 GHz und 4 GB Speicher verwendet.
6.3.1. Performance des Model-Matchings
In diesem Abschnitt soll geklärt werden, von welchen Kennwerten der Subsyste-
me die Laufzeit des Model-Matchings abhängt. Hierzu wurden Messungen am
Beispiel der Raummodelle ausgeführt, da diese unter den drei Fallbeispielen die
höchste Größenbandbreite aufweisen (zwischen 3 und 117 Funktionsblöcken). Für
jedes der dabei bearbeiteten über 300.000 nicht identischen Subsystempaare wur-
de die Laufzeit für die Schritte I) paarweise Ähnlichkeit der Funktionsblöcke (siehe
Abschnitt 4.4.2) und II) bestes Matching (siehe Abschnitt 4.4.4) gemessen und den
Kennwerten der Subsysteme gegenübergestellt.
Die Größe der Subsysteme n, d. h. die jeweilige Anzahl der Funktionsblöcke im
Subsystem, hat nur einen indirekten Einfluss auf die Laufzeit. Als Kennwert be-
stimmt sie nur deren Obergrenze. Sie lässt sich jedoch nicht für eine Abschätzung
der konkreten Laufzeit verwenden.
Eine bessere Abschätzung der Laufzeit ist auf Basis der Anzahl der Funktionsblock-
paare mit gleichem Blocktyp (p) möglich. In Abbildung 6.17 ist die Gesamtlaufzeit
des Matching-Algorithmus, d. h. die Laufzeit beider Schritte, diesem Kennwert
gegenübergestellt. Jeder Punkt im Diagramm entspricht dem Vergleich eines Sub-
systempaares. Mit verschiedenen Grautönen ist der Einfluss der Subsystem-Größe
nmax visualisiert. Die Größe nmax ist dabei die Anzahl der Funktionsblöcke des
größeren der beiden Subsysteme. Wird beispielsweise ein Subsystem der Größe
n1 = 25 mit einem Subsystem der Größe n2 = 42 verglichen, so ist nmax = 42.
Wie in Abbildung 6.17 zu erkennen, wächst die Gesamtlaufzeit τ flach quadra-
tisch mit der Anzahl der Funktionsblockpaare mit gleichem Typ (p). Die einge-
zeichnete Approximationskurve ist τ = 1/465 p2. Mit einem größeren Kennwert
nmax sind die Laufzeitwerte jeweils höher. Dies ist aufgrund der vielen kleineren
Subsysteme im Beispiel besonders im Bereich bis 200 Funktionsblockpaare zu er-
kennen. Wie erklärt sich dieses Verhalten?
Für Schritt I des Algorithmus werden Funktionsblockpaare gleichen Typs auf
Ähnlichkeit überprüft. Im theoretisch ungünstigsten Fall enthalten beide Subsys-
teme nur einen Blocktyp, sodass n1 · n2 Paare zu betrachten sind. Dies kommt
jedoch im Beispiel der Simulink-Modelle in der Praxis nicht vor. In realistischen
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Abbildung 6.17.: Laufzeit des Matching-Algorithmus
Subsystemen sind immer verschiedene Blocktypen vorhanden, sodass die Anzahl
der Funktionsblockpaare unter dem theoretischen Maximum liegt. Im Beispiel der
Raummodelle liegt der Anteil der Funktionsblockpaare gleichen Typs zu allen
Funktionsblockpaaren bei kleineren Modellen zwischen 0,1 % und 47 % und bei
den größeren zwischen 6 % und 13 %. Diese große Bandbreite erklärt, warum kein
direkter Zusammenhang zwischen Subsystem-Größe und Laufzeit existiert.
Der quadratische Anstieg wird durch die Einbeziehung der Nachbarschaft beim
Vergleich verursacht. Würden alle Nachbarpaare einbezogen, wäre die Laufzeit-
komplexität O(n21 · n22). Da jedoch nur die nähere Nachbarschaft betrachtet wird,
reduziert sich der Aufwand.
Für Schritt II des Algorithmus wird das Matching eines bipartiten Graphen mit
dem höchsten Summengewicht ermittelt. Jeder Knoten des Graphen entspricht ei-
nem Funktionsblock. Ist die Anzahl der Funktionsblöcke unterschiedlich, so wer-
den entsprechend Knoten aufgefüllt, sodass der bipartite Graph 2 nmax Knoten
enthält. Die Laufzeitkomplexität des Problems ist daher, wenn die Ungarische
Methode angewendet wird, O(n3max) [101]. Die Abhängigkeit zu nmax ist in Ab-
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bildung 6.17 erkennbar. Bei festem Kennwert p steigt die Gesamtlaufzeit mit der
Größe der Modelle (Kennwert nmax). Da die Beispiele nur wenige große Modelle
enthalten (bei n > 80 nur mit n ∈ {84, 92, 105, 117}) ist die Trennung zwischen
den Werten im Diagramm gut zu erkennen.
Da im erzeugten bipartiten Graphen nur p Kanten existieren bzw. die restlichen
n2max − p Kanten mit null gewichtet sind, ist die reale Laufzeit der Ungarischen
Methode auch von p abhängig: Je kleiner p (bei festem nmax), desto geringer die
Laufzeit. Damit hängen beide Schritte des Matching-Algorithmus von p ab.
Der Anteil der Laufzeit von Schritt II gegenüber der Gesamtlaufzeit sinkt mit
zunehmenden p: Bei p = 30 liegt der Anteil noch bei über 60 %, bei p = 1700
nur noch bei 10 %. Damit sinkt der Einfluss von nmax auf die Gesamtlaufzeit mit
zunehmender Anzahl p.
Der in dieser Arbeit verwendete Matching-Algorithmus skaliert damit gut, wenn
möglichst wenige Funktionsblöcke gleichen Typs in den Subsystemen vorhanden
sind. Sind mit wachsender Subsystem-Größe auch mehr Blocktypen enthalten, so
bleibt die Anzahl der Funktionsblöcke mit gleichem Typ annähernd konstant und
die Laufzeit steigt linear mit der Subsystem-Größe. Bleibt jedoch die Anzahl der
Blocktypen gleich, so steigt die Anzahl der Funktionsblöcke mit gleichem Typ li-
near und demzufolge die Laufzeit quadratisch mit der Subsystem-Größe.
Im Beispiel der Raummodelle steigt die Anzahl der verwendeten Blocktypen
mit zunehmender Größe zunächst an und pendelt sich ab einer Größe von n = 50
auf eine Anzahl zwischen 12 und 15 Blocktypen pro Subsystem ein. Da es nur acht
Subsysteme mit über 50 Funktionsblöcken im Beispiel gibt, ist diese Beobachtung
nicht unbedingt allgemeingültig, jedoch ist in der Praxis mit diesem Sättigungsver-
halten zu rechnen. Damit lassen sich Subsysteme mit tausenden Funktionsblöcken
mit dem beschriebenen Ansatz nicht in für Praxisfälle akzeptabler Zeit behandeln.
Jedoch sollten solche großen Subsysteme in der Praxis nicht auftreten.
Für eine Abschätzung von handhabbaren Subsystem-Größen für das Model-
Matching werden folgende Randbedingungen angenommen: 1) Die Laufzeit für
das Model-Matching pro Subsystempaar soll höchstens eine Minute betragen. 2)
Große Subsysteme enthalten die oben genannten 15 Funktionsblocktypen jeweils
gleichverteilt auf die enthaltenen Funktionsblöcke. Dann können, nach der in Ab-
bildung 6.17 eingezeichneten Approximation der Laufzeit, Subsystempaare mit
maximal 280 Funktionsblöcken pro Subsystem verarbeitet werden. Aufgrund der
vielen zu vergleichenden Subsystempaare muss die Laufzeit jedoch im Durch-
schnitt um Größenordnungen kleiner sein.
Tabelle 6.9 zeigt die Gesamtlaufzeiten des Model-Matchings für die drei Beispie-
le. Selbst die 324.896 Paare des Raummodells werden in unter 18 min verarbeitet.
Pro Subsystempaar wurde im Durchschnitt nur 3,3 ms benötigt. Damit können
auch größere Modellbibliotheken mit dem in dieser Arbeit beschriebenen Model-
Matching-Ansatz verarbeitet werden, solange die Mehrzahl der enthaltenen Sub-
systeme selbst relativ klein ist.
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Tabelle 6.9.: Laufzeit des Model-Matchings für die Beispielmodelle




6.3.2. Performance der Implikationsberechnung
Ein Performance-Vergleich zwischen NextClosure bzw. NextConcept und der
Berechnung der echten Prämissen mit den Algorithmen 5.1 und 5.3 wurde in [124]
für eine Reihe von Kontexten verschiedener Domänen ausgeführt.
Zur Bewertung der Performance von Algorithmus 5.3 und der Minimierung der
Implikationsbasis für die Anwendung in dieser Arbeit wurden die entsprechenden
Laufzeiten für die Beispielmodellbibliotheken gemessen.
Die Beispiele mit den höchsten Laufzeiten sind in Tabelle 6.10 angegeben. Die
erste Spalte enthält die Bezeichnung der Produktlinie: Die Abkürzung steht für
das jeweilige Fallstudienbeispiel (Reg: Reglermodelle, Rau: Raummodelle) und
die Nummer steht für die Clusternummer (vgl. Tabelle B.1 und Abschnitt 4.5.1).
Weiterhin dargestellt sind jeweils die Anzahl der Merkmale (Features), die An-
zahl der Gegenstände (Varianten), die Anzahl der berechneten Implikationen vor
(Impl.) und nach der Minimierung (min. Impl.) und die Laufzeiten für die Impli-
kationsberechnung τimpl und -minimierung τmin. Selbst bei den größten Beispielen
liegt die Laufzeit weit unter einer Sekunde. Die Berechnungszeit der minimierten
Implikationsbasis für die Beispielbibliotheken ist damit im Vergleich zur Gesamt-
laufzeit der Migration vernachlässigbar.
Tabelle 6.10.: Laufzeiten der Implikationsberechnung
Produktlinie Merkm. Gegenst. Impl. min. Impl. τimpl/ms τmin/ms
Rau 72 (Triggered Save) 68 33 366 166 93 62
Rau 61 (Save_on_*) 68 33 616 293 101 199
Rau 12 (PT1-Verhalten) 58 55 827 56 113 45
Reg E (Regelkreise) 62 64 314 68 160 87
Rau 51 (Ankunftsrate1) 86 56 365 67 84 24
Rau 7 (raummodell) 108 8 242 88 54 31
6.3.3. Performance der Berechnung der Feature-Relationen
Neben der Laufzeitmessung für die Berechnung der Implikationsbasis wurden
ebenfalls Messungen der Laufzeit für die Berechnung der Feature-Relationen an
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den Beispielbibliotheken durchgeführt. Der Fokus lag dabei auf der Berechnung
der Inklusiv-Oder- und Alternativ-Relationen, da diese die höchste Komplexität
besitzt.
Die Beispielproduktlinien mit den höchsten Laufzeiten sind in Tabelle 6.11 zu
finden. Angegeben sind jeweils die Anzahl der Merkmale (Features), die Anzahl
der Gegenstände (Varianten), die Anzahl der berechneten Inklusiv-Oder-Relatio-
nen (Rel. OR) und Alternativen (Rel. XOR) und die jeweilige Laufzeit τ. Die Lauf-
zeit liegt bei allen Beispielen nur bei einigen Millisekunden und kann im Vergleich
zum Gesamtrechenaufwand vernachlässigt werden. Viel größer ist der Rechenauf-
wand für die Auswahl der Feature-Relationen zur Erstellung des Feature-Baums,
der im nächsten Abschnitt analysiert wird.
Tabelle 6.11.: Laufzeiten für die Berechnung der Feature-Relationen
Produktlinie Merkmale Gegenstände Rel. OR Rel. XOR τ/ms
Rau 37 (Ankunftsrate) 40 34 142 59 10
Rau 12 (PT1-Verhalten) 30 55 300 50 14
Rau 51 (Ankunftsrate1) 46 56 471 150 22
Reg E (Regelkreise) 34 64 44 43 78
Rau 7 (raummodell) 59 8 4744 836 60
6.3.4. Auswahl der Feature-Relationen
In Abschnitt 5.4.6 wurde zur Bildung eines Feature-Baums eine nicht überlappen-
de Auswahl aus der Menge der gültigen Feature-Relationen getroffen. Das Ziel
war es, ein Feature-Modell mit möglichst geringer Anzahl an Feature-Constraints
zu finden. Die Berechnung des Optimums (das Feature-Modell mit minimaler An-
zahl an Feature-Constraints) erfordert jedoch einen exponentiell hohen Berech-
nungsaufwand, sodass stattdessen ein Greedy-Algorithmus verwendet wurde. Für
die dafür notwendige Sortierung wurden zwei Methoden vorgestellt. Die Erste
(Greedy 1) beachtet nur die Anzahl der Implikationen, die von einzelnen Feature-
Relationen abgedeckt werden. Die Zweite (Greedy 2) nutzt zusätzlich noch die
Abhängigkeiten zwischen den Relationen selbst.
Um die Güte dieser beiden Heuristiken zu bewerten, wurden bei der Generie-
rung der Produktlinien der drei Fallstudienbeispiele beide Heuristiken angewen-
det. Ermittelt wurden jeweils die Anzahl der Feature-Constraints und die Laufzei-
ten der Berechnung. Im Falle von Greedy 1 enthält die Laufzeit die Ermittlung der
Gewichte, die Sortierung der Feature-Relationen und als komplexeste Operation
die Ermittlung der nicht abgedeckten Implikationen per SAT-Solver. Die Laufzeit
von Greedy 2 enthält zusätzlich noch die Aufstellung des Abhängigkeitsgraphen.
Wenn möglich, wurde zusätzlich das Optimum berechnet. Hierfür wurden alle
gültigen Lösungen des zugehörigen Mengenpackungsproblems ermittelt und für
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jede einzelne Lösung die Anzahl benötigter Feature-Constraints bestimmt. Zum
Vergleich mit den Heuristiken wurde ebenfalls die Laufzeit gemessen.
Hierbei ist zu beachten, dass die Ermittlung der Feature-Constraints ebenfalls
durch eine Heuristik erfolgt (siehe Abschnitt 5.5), sodass die Anzahl nicht un-
bedingt optimal ist. Da jedoch in allen drei Fällen (Greedy 1, Greedy 2 und Opti-
mum) das gleiche Verfahren für die Ermittlung der Feature-Constraints verwendet
wurde, ist eine gewisse Vergleichbarkeit gegeben.
Die Ergebnisse für eine Auswahl der 90 generierten Produktlinien ist in Tabel-
le 6.12 zu finden. Die Produktlinien sind aufsteigend nach Anzahl der gültigen
Feature-Relationen sortiert. Die erste Spalte enthält die Bezeichnung der Produkt-
linie: Die Abkürzung steht für das Fallstudienbeispiel (Bre: Bremsenmodelle, Reg:
Reglermodelle, Rau: Raummodelle) und die Nummer steht für die Clusternum-
mer (vgl. Tabellen 6.7 und B.1, und Abschnitt 4.5.1).
Tabelle 6.12.: Vergleich der Auswahlverfahren für die Feature-Relationen
Feature-Constraints Laufzeiten / ms Anzahl der
Produktlinie Gr. 1 Gr. 2 Opt. Gr. 1 Gr. 2 Opt. Rel. Lösungen Impl.
Bre K (Regelkreise) 6 0 0 < 1 < 1 16 15 13 20
Rau 72 (Triggered Save) 0 0 0 142 140 265 31 2 436
Bre B (Rohre) 11 12 6 < 1 < 1 480 34 627 19
Rau 61 (Save_on_*) 30 0 0 94 79 1014 38 15 292
Rau 60 (Anwesenheit) 11 8 5 < 1 1 3596 47 5395 19
Rau 29 (PID-Regler) 11 11 6 < 1 4 11.800 70 12.862 23
Rau 43 (Einzelraum) 17 14 8 < 1 7 57 s 100 49.393 26
Reg E (Regelkreise) 20 14 8 4 15 103 min 122 1.151.059 68
Rau 12 (PT1-Verhalten) 34 30 — 15 705 — 391 — 56
Rau 37 (Ankunftsrate) 48 35 — 188 902 — 501 — 66
Rau 51 (Ankunftsrate1) 45 45 — 62 50 s — 1730 — 73
Rau 7 (Raummodelle) 56 51 — 625 38 min — 5671 — 88
Die Anzahl der Feature-Constraints und die Laufzeiten der drei Verfahren sind
entsprechend gegenübergestellt. Zur Abschätzung der Problemgröße sind die An-
zahl der gültigen Feature-Relationen (Rel.), die Anzahl der Lösungen des Mengen-
packungsproblems (und damit die Anzahl möglicher maximaler Feature-Bäume)
und die Anzahl der gültigen Implikationen (Impl.) angegeben.
In der Regel gilt zwischen der Anzahl der Feature-Constraints der Zusammen-
hang ngreedy1 ≥ ngreedy2 ≥ noptimum. Nur in einem der Fälle (Bre B) ist Greedy 2
mit zwölf Feature-Constraints um ein Constraint schlechter als Greedy 1 mit elf
Feature-Constraints.
Für kleine Problemgrößen ist der Laufzeitunterschied zwischen allen drei Ver-
fahren nicht relevant. In diesem Fall kann auch das Optimum verwendet werden.
Zu dieser Gruppe, bei der selbst das Optimum in weniger als 500 ms berechnet
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werden kann, gehören auch alle nicht in der Tabelle enthaltenen Produktlinien.
Diese Gruppe enthält 90 % der betrachteten Produktlinien.
In zwei Fällen (Rau 72 und Rau 61) sind die Laufzeiten der Greedy-Verfahren
trotz geringer Anzahl an Feature-Relationen relativ hoch. Der Grund ist die ho-
he Anzahl an Implikationen (436 bzw. 292), die für die fehlenden Constraints
geprüft werden müssen. Im ersten Fall (Rau 72) liegt die Laufzeit aller drei Ver-
fahren in der gleichen Größenordnung. Das Optimum zu finden, ist in diesem
Fall nicht langsamer, da es nur zwei Lösungen gibt und die zweite Lösung sehr
einfache SAT-Probleme produziert. Im zweiten Fall (Rau 61) ist die Laufzeit von
Greedy 1 um ca. 20 % größer, als die von Greedy 2. Verantwortlich ist hier der
größere Feature-Baum (66 statt 4 Feature-Relationen), der die SAT-Probleme beim
Test der Implikationen komplizierter macht.
Ab einer Problemgröße von etwa 50 Feature-Relationen zeigen sich die Unter-
schiede in den Laufzeiten deutlich. Während selbst bei den größten Produktlinien
Greedy 1 nur wenige Sekunden benötigt, steigt die Laufzeit bei Greedy 2 bereits
auf 38 min. Die Ursache für die hohe Laufzeit liegt hierbei insbesondere in der
transitiven Reduktion bei der Erstellung des Abhängigkeitsgraphen mit der Kom-
plexität O(n3) (n Anzahl der Knoten bzw. Feature-Relationen mit gemeinsamem
Eltern-Feature).
Wegen der exponentiell steigenden Anzahl der Lösungen des Mengenpackungs-
problems kann bereits ab ca. 120 Feature-Relationen das Optimum nicht mehr in
akzeptabler Zeit berechnet werden. So wird für die Bestimmung der besten der
über eine Million Lösungen von Reg E 103 min benötigt. Die mit Greedy 2 er-
mittelte Lösung wurde in Abschnitt 6.2.3 als Produktlinie Regelkreis behandelt.
Bei noch höheren Anzahlen scheitert bereits die Bestimmung der Lösungen selbst,
d. h. der erste Schritt zur Ermittlung des Optimums, an Speichermangel bzw. zu
langer Laufzeit.
Mit den genannten Heuristiken ist es damit möglich, auch aus einer größeren
Anzahl an Feature-Relationen in geringer Zeit ein Feature-Modell mit möglichst
kleiner Anzahl an Feature-Constraints zu erzeugen.
6.3.5. Performance-Vergleich zwischen FCA- und DNF-basierter
Berechnung der Feature-Relationen
Ein Teil der Feature-Modell-Synthese ist die Identifikation der gültigen Feature-
Relationen. In dieser Arbeit wurde dieses Problem mithilfe der Formalen Begriffs-
analyse gelöst (FCA-FM-Synthese). Als Alternative wurde in [5] ein DNF-basierter
Ansatz (DNF-FM-Synthese) vorgeschlagen. Wie in Abschnitt 5.4.5 beschrieben, ist
die Laufzeitkomplexität beider Verfahren gleich.
Zum Vergleich beider Verfahren wurden in Zusammenarbeit mit Steven She
von der University of Waterloo, Ontario, Kanada (einem der Co-Autoren von [5])
Laufzeitmessungen an beiden Verfahren durchgeführt. Die Ergebnisse und Aus-
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wertungen wurden zu großen Teilen in [135] veröffentlicht. Als Beispiele wurden
die Feature-Modelle des SPLOT Feature Model Repositories [140] verwendet. Die-
se öffentliche Modellbibliothek, ein Teil der Software Product Lines Online Tools [96],
enthält Feature-Modelle, die von akademischen und industriellen Anwendern von
Software-Produktlinien aus verschiedenen Domänen beigetragen wurden. Sie re-
präsentieren damit typische Feature-Modelle von Produktlinien.
Da die Eingabe der zu vergleichenden Algorithmen keine Feature-Modelle, son-
dern Feature-Konfigurationen sind, wurden mithilfe eines SAT-Solvers jeweils al-
le gültigen Feature-Konfigurationen ermittelt. Bei einigen Feature-Modellen aus
der Bibliothek war jedoch die Anzahl der Feature-Konfigurationen so groß, dass
die Konfigurationen nicht in akzeptabler Zeit berechnet werden konnten. Daher
wurden Feature-Modelle mit mehr als 100.000 Feature-Konfigurationen von den
Messungen ausgenommen. Übrig blieben 199 Beispiele, die zwischen einer und
87.480 Feature-Konfigurationen enthielten.
Bei den Messungen wurde vor allem Wert auf die Berechnung der Inklusiv-
Oder-Relationen gelegt, da die anderen Operationen (tote Features, Implikations-
graph, gegenseitiger Ausschluss) im Grunde die gleichen Operationen verwenden
(siehe Abschnitt 5.4.5). Zudem ist diese Berechnung die komplexeste von allen und
hat den größten Einfluss auf die Laufzeit. Die Inklusiv-Oder-Relationen werden in
dieser Arbeit als Lösungen von minimalen Mengenüberdeckungsproblemen be-
trachtet, bei der DNF-FM-Synthese stattdessen als Mengen von Primimplikanten.
Beide Probleme sind TransEnum-vollständig.
Zum Finden aller Inklusiv-Oder-Relationen über das Mengenüberdeckungspro-
blem wurde Algorithmus 5.4 aus Abschnitt 5.4.5 in Java implementiert. Jedoch
wurde für die Messungen der Test auf Sinnhaftigkeit der Relation weggelassen,
d. h. alle gefundenen Relationen wurden verwendet. Ebenfalls wurde der Test auf
Alternativität entfernt.
Die Berechnung der Primimplikanten erfolgte mit der Implementierung von
Nele Andersen (die Erstautorin von [5]) in Scala und Java. Die dabei entstandenen
SAT-Probleme wurden mit der Java-Bibliothek Sat4J [16] gelöst.
Als Mess-Hardware wurde für beide Algorithmen ein Rechner mit Intel Core 2
Quad Prozessor Q6600 mit 2,4 GHz und 3 GB Speicher verwendet. Die Messung
der Laufzeit erfolgte jeweils fünf Mal, um die Einflüsse des Betriebssystems und
der Laufzeitumgebung auszugleichen. Als Messergebnis wurde das arithmetische
Mittel ausgewertet.
Bei 173 der 199 Beispiele, d. h. bei 87 % der Fälle, haben beide Verfahren eine
Laufzeit von unter 250 ms. Laufzeitunterschiede in diesem Bereich sind für eine
Nutzung dieser Algorithmen nicht relevant und wurden daher nicht weiter be-
trachtet. Bei den restlichen 26 Fällen hatte mindestens einer der beiden Ansätze
eine höhere Laufzeit als 250 ms. Diese wurden genauer analysiert.
Die Abbildungen 6.18 und 6.19 zeigen eine Gegenüberstellung der Laufzeiten
beider Verfahren. Die konkreten Messergebnisse sind im Anhang in Tabelle B.2 zu
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Abbildung 6.19.: Laufzeiten für die Identifikation der Feature-Relationen (> 10 s)
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finden. Da die zu lösenden Probleme der 26 Fälle unterschiedlich groß sind und
deren Laufzeiten sich in Größenordnungen unterscheiden, wurden die Fälle zur
besseren Darstellung in zwei Gruppen aufgeteilt: Abbildung 6.18 zeigt die Fälle,
deren maximale Laufzeit bis 10 s reicht, Abbildung 6.19 die Fälle darüber.
Dabei zeigten sich große Unterschiede bei den Verfahren: In der Mehrheit der
Fälle ist die FCA-FM-Synthese schneller. So benötigt die FCA-Variante für das Bei-
spiel Software Stack nur 0,5 s statt der 6,5 s der DNF-Variante. Noch größer ist
der Unterschied bei dem Beispiel Applications: Statt 500 ms werden nur 5 ms be-
nötigt. In einigen Fällen ist jedoch die DNF-FM-Synthese im Vorteil. So benötigt
die DNF-Variante für das Beispiel SPL SimulES, PnP 15 s, die FCA-Variante je-
doch 447 s. Daher stellt sich die Frage, welche Eigenschaften der Verfahren diese
Unterschiede erzeugen.
DNF-FM-Synthese
Ausgehend von den Messwerten der DNF-FM-Synthese, scheint folgender Zusam-
menhang zu gelten: Die Laufzeit steigt linear mit der Größe |ϕ||F|2, d. h. die Lauf-
zeit steigt linear mit der Anzahl der Feature-Konfigurationen und quadratisch
mit der Anzahl der Features. Abbildung 6.20 stellt diesen Zusammenhang dar.
Jeder Punkt entspricht dem Messwert eines der 199 Beispiele. Jedoch haben die
Punkte, die in der Nähe der aufgezeichneten Gerade liegen, eines gemeinsam: Die
Lösungsmenge liegt bei unter 15 Inklusiv-Oder-Relationen. Enthält das Beispiel
mehr Relationen, so ist auch die Laufzeit höher: So enthält das Feature-Modell
DELL Laptop_Notebook Computers (in Abbildung 6.20 mit A gekennzeichnet) 323
und das Feature-Modell Software Stack (mit B gekennzeichnet) 119 Inklusiv-
Oder-Relationen. Es existiert somit neben der Abhängigkeit der Laufzeit von der
Eingabegröße auch eine Abhängigkeit von der Ausgabegröße. Für eine genauere
Abschätzung der Laufzeit müsste jedoch das interne Verhalten analysiert werden,
d. h. wie viele SAT-Probleme werden dabei erzeugt, und wie schnell können diese
von Sat4J gelöst werden.
FCA-FM-Synthese
Bei der FCA-FM-Synthese gilt dieser Zusammenhang jedoch nicht. Eine Analyse
der Beispiele hat gezeigt, dass genau die Feature-Modelle schlecht abschneiden,
welche viele untereinander unabhängige Feature-Relationen haben, deren Eltern-
Feature das Root-Feature ist und die viele Kind-Features besitzen. Unabhängig
bedeutet hier, dass es keine Querbeziehungen in Form von Constraints zwischen
den Relationen gibt.
Welche Eigenschaften der Feature-Modelle beeinflussen die Laufzeit der FCA-
FM-Synthese? Hierzu muss das interne Verhalten des Algorithmus analysiert wer-
den. Zum Finden aller gültigen Inklusiv-Oder-Relationen müssen im ungünstigs-
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Abbildung 6.20.: Zusammenhang zwischen Problemgröße und Laufzeiten der
DNF-FM-Synthese
ten Fall für |M| Mengenüberdeckungsprobleme alle minimalen Lösungen gefun-
den werden: ein Mengenüberdeckungsproblem für jedes mögliche Eltern-Feature.
Jedoch ist das Problem mit dem Root-Feature als Eltern-Feature mit Abstand das
größte und benötigt damit den größten Anteil der Laufzeit. Daher wird dieser Fall
näher betrachtet. Der Augenmerk liegt damit bei einem Aufruf von Enumerate-
MinimalSetCovers (siehe Algorithmus A.1).
Die Laufzeit von EnumerateMinimalSetCovers wird vor allem durch die Grö-
ße des durchlaufenen Suchbaums bestimmt. Jeder Pfad im Suchbaum beschreibt
dabei eine mögliche Teillösung. Die Tiefe des Suchbaumes wird nicht durch die
Anzahl der Features bestimmt, sondern von der Anzahl der Umfänge der Merk-
malbegriffe (die Teilmengen S des Mengenüberdeckungsproblems), die benötigt
werden, um die Gesamtmenge aller Produkt-Konfigurationen (die Gesamtmen-
ge U des Mengenüberdeckungsproblems) zu überdecken. Diese Menge hängt im
Durchschnitt von der Größe der Umfänge ab: Je kleiner die Umfänge relativ zur
Gesamtmenge sind, desto mehr davon werden für die vollständige Abdeckung
benötigt, und desto tiefer wird der Suchbaum. Um diese Eigenschaft abzuschät-
zen, wird das arithmetische Mittel aller |M| Umfangsgrößen |m′i| berechnet und
gegen die Anzahl der Feature-Relationen |G| normalisiert. Dieser Wert ist somit
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Da die Summe ∑|M|i=1 |m′i| gleich der Relationsgröße |I| des zugrundeliegenden
formalen Kontextes ist und da |G| · |M| der Größe des Kontextes entspricht, ist der
Wert RMES äquivalent zur Dichte des Kontextes (vgl. Abschnitt 5.3.1). Die Laufzeit
erhöht sich damit mit einer sinkenden Dichte. Der Wertebereich der Dichte liegt im
Intervall zwischen null und eins. Sie kann als Maß interpretiert werden, wie oft
die enthaltenen Features in den Feature-Konfigurationen verwendet werden. Ei-
ne kleinere Dichte wird durch Alternativen verursacht. Feature-Modelle nur mit
untereinander unabhängigen optionalen Features haben eine Dichte von genau
0,5. Inklusiv-Oder-Relationen mit dem Root-Feature als Eltern-Feature erzeugen
hingegen eine Dichte größer als 0,5.
Neben der Umfangsgröße spielt auch die Überschneidung der Umfänge eine
Rolle. Sie beeinflusst ebenfalls die Tiefe des Suchbaumes. Sich überschneidende
Umfänge (d. h. Umfänge mit m′i ∩ m′j ̸= ∅) tragen weniger zur Überdeckung der
Gesamtmenge bei als sich nicht überschneidende (disjunkte) Umfänge. Daher wer-
den mehr Umfänge für die Überdeckung benötigt und die Tiefe des Suchbaums
steigt. Eine Abschätzung dieses Verhaltens kann über die Anzahl der Feature-
Konfigurationen erfolgen, insbesondere wenn diese größer ist als die Feature-
Anzahl. Eine größere Anzahl an Feature-Konfigurationen führt zwangsläufig zu
mehr Überschneidungen der Umfänge, da die Anzahl an disjunkten Umfängen
von der Feature-Anzahl begrenzt ist. Damit steigt die Laufzeit mit steigender Anzahl
an Feature-Konfigurationen.
Dies erklärt jedoch nicht die großen Laufzeiten der oben genannten Beispiele.
Hierfür ist eine weitere Eigenschaft verantwortlich, die bereits genannt wurde: un-
abhängige Feature-Relationen. Die Folgen sollen an einem Beispiel verdeutlicht
werden: In einem Feature-Modell gelten die voneinander unabhängigen Feature-
Relationen OR(F1, F2) und XOR(F3, F4) und ggf. weitere davon unabhängige Fea-
ture-Relationen. Die zugehörigen Umfänge von F1 bis F4, d. h. F1′ bis F4′, werden
als Eingabe für den Algorithmus EnumerateMinimalSetCovers übergeben. Bei-
spielsweise können bei G = {1, 2, 3, 4, 5, 6} die Umfänge folgende Werte haben:
F1′ = {1, 3, 4, 6} F3′ = {1, 2, 3}
F2′ = {2, 3, 5, 6} F4′ = {4, 5, 6}
Im Suchbaum des Algorithmus entstehen Pfade, die jeweils einen Umfang bei-
der Gruppen enthalten (z. B. F1’ und F3’). Diese Pfade führen zwar ggf. zu Über-
deckungen (z. B. F1′ ∪ F3′ ∪ F4′), jedoch nie zu minimalen Überdeckungen. Egal
welche Umfänge noch gewählt werden, die gefundene Überdeckung enthält im-
mer einen Umfang, der redundant ist (im Beispiel F1’) und erfüllt damit das Mini-
malitätskriterium nicht. Diese Redundanz wird jedoch in diesem Fall erst erkannt,
wenn alle Kind-Features der betreffenden Feature-Relation gewählt wurden. D. h.
je größer die Inklusiv-Oder-Relationen im Feature-Modell sind, desto später wird
die Redundanz erkannt. So werden ganze Teilbäume durchsucht, die keine mi-
nimalen Lösungen enthalten können. Dies kann jedoch ohne das Zusatzwissen
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der Unabhängigkeit nicht eher erkannt werden. Je mehr es solche unabhängigen
Feature-Relationen gibt und umso größer diese sind, desto mehr Kombinationen
von unabhängigen Features existieren und desto mehr Teilbäume werden ohne
Ergebnis durchsucht. Im ungünstigsten Fall können diese Teilbäume exponentiell
groß sein, was zu einer exponentiellen Laufzeiterhöhung führt.
Eine mögliche Lösung wäre es, diese Unabhängigkeit vorab zu bestimmen, die
Features in untereinander unabhängige Gruppen aufzuteilen und die minimalen
Mengenüberdeckungen für jede Gruppe einzeln zu berechnen. Die untereinander
abhängigen Features lassen sich beispielsweise aus den gültigen Implikationen
ermitteln. Jedoch ist die Laufzeitkomplexität der Implikationsberechnung die glei-
che wie für die Feature-Relationen selbst, da beide das Aufzählen von minimalen
Mengenüberdeckungen als Grundlage benutzen (vgl. Abschnitt 5.4.3). Ob diese
zusätzliche Berechnung dennoch in der Summe einen Laufzeitvorteil bringt, ist
Aufgabe für zukünftige Arbeiten.
Tabelle 6.13 zeigt die Eigenschaften und die gemessenen Beispiele für eine Aus-
wahl der Feature-Modelle. Das Auswahlkriterium ist ein sehr schlechtes bzw. sehr
gutes Abschneiden gegenüber der DNF-FM-Synthese. Die vollständigen Daten der
26 Feature-Modelle sind im Anhang in Tabelle B.2 zu finden. Die Feature-Zahl ist
um Mandatory-Features bereinigt, d. h. eine Gruppe von Features, die immer ge-
meinsam vorkommen, zählt als ein Feature. Der Speedup gibt das Verhältnis der
Laufzeiten der FCA-FM-Synthese gegenüber der DNF-FM-Synthese an. Bei Wer-
ten kleiner 1,0 ist die DNF-FM-Synthese schneller, bei Werten größer 1,0 ist die
FCA-FM-Synthese schneller. Die konkreten Gründe für die Laufzeiten und deren
Unterschiede für die Beispiele werden im Folgenden genauer analysiert.
Tabelle 6.13.: Laufzeiten der Identifikation von Inklusiv-Oder-Relationen für eine
Auswahl der SPLOT-Feature-Modelle
Feature-Modell Konfig. Features Dichte τFCA/s Speedup
SPL SimulES, PnP 73.728 32 0,52 447 0,03
DS Sample 6912 41 0,20 238 0,003
AndroidSPL 36.240 45 0,50 74 0,19
TV-Series Shirt 21.984 29 0,39 64 0,04
Smartphone-SPL 40.640 35 0,43 33 0,18
Thread 80.658 44 0,51 21 1,6
Reference Management 87.480 31 0,56 18 0,91
Softwares
Carros 1620 25 0,37 1,5 0,08
ATM Software 43.008 29 0,51 0,7 8,7
DELL Laptop Notebook 853 46 0,25 0,4 14,8
Digital_Video_System 22.680 26 0,54 44 ms 59
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SPL SimulES, PnP (Lernspiel für Softwareprojektmanagement)
Dieses Feature-Modell besitzt fünf Alternativ-Relationen der Größe zwei bis
drei und neun Optionen. Alle diese Relationen sind unabhängig voneinan-
der. Dies führt zu der hohen Zahl von 73.728 gültigen Feature-Konfigura-
tionen. Dass allein die Zahl der Konfigurationen nicht für die Laufzeit ver-
antwortlich ist, zeigt das Beispiel Thread, welches bei ähnlich hoher Konfi-
gurationszahl nur einen Bruchteil der Laufzeit benötigt. Der Grund für die
hohe Laufzeit sind neben den fünf Alternativ-Relationen die neun Optionen.
Werden diese neun Optionen entfernt, so fällt die Laufzeit von 447 s auf 0,5 s.
DS Sample (unbekannte Domäne)
Dieses Modell besteht aus sieben unabhängigen Alternativ-Relationen mit
der Größe zwei bis 16. Dies resultiert in einer relativ geringen Zahl von 6912
Feature-Konfigurationen. Die geringe Dichte (0,20) und die Unabhängigkeit
der Relationen verursachen die hohe Laufzeit. Die DNF-FM-Synthese ist in
diesem Falle ca. 300-mal schneller.
AndroidSPL (Android-OS-Apps und deren Eigenschaften)
Das Feature-Modell enthält effektiv vier voneinander unabhängige Alterna-
tiv-Relationen der Größe zwei bis vier und acht Optionen (davon zwei ab-
hängige auf oberster Ebene und sechs unabhängige in tieferen Ebenen). Die
Konfigurationszahl beträgt 36.240. Mit 74 s ist die Laufzeit etwa fünfmal lang-
samer als die DNF-FM-Synthese.
TV-Series Shirt (Eigenschaften von Shirts mit Logos von TV-Serien)
Das Feature-Modell besteht aus drei Alternativ-Relationen der Größe vier bis
fünf, einer Inklusiv-Oder-Relation der Größe sieben und drei Optionen. Ei-
nige Feature-Constraints reduzieren die maximal 81.280 Feature-Relationen
auf 21.984. Mit 64 s ist die Laufzeit etwa 25-mal so groß wie bei der DNF-
FM-Synthese.
Smartphone-SPL (Konfiguration von Smart-Phones)
Das Modell enthält drei Alternativ-Relationen der Größen drei und sechs,
und zwei Inklusiv-Oder-Relationen der Größe sieben. Die 23 enthaltenen
Feature-Constraints reduzieren unter anderem die drei Alternativ-Relatio-
nen effektiv auf eine von den anderen Relationen unabhängige Relation.
Dadurch liegt die Konfigurationszahl bei niedrigen 40.640 (im Vergleich zu
1,7 · 106 ohne Constraints). Die Laufzeit (33 s) ist im Vergleich zu der DNF-
FM-Synthese (6 s) hoch.
Thread (Eigenschaften von Thread-Mechanismen)
Dieses Modell besteht auf oberster Ebene nur aus einer Alternative der Grö-
ße zwei. Alle anderen Features sind durch weitere Alternativen und Optio-
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nen dieser Relation untergeordnet. Trotz der 80.658 Konfigurationen beträgt
die Laufzeit nur 21 s statt 33 s bei der DNF-FM-Synthese.
Reference Management Softwares (Softwarepakete zur Verwaltung von Lite-
raturverzeichnissen) Dieses Feature-Modell enthält auf oberster Ebene effek-
tiv eine Alternative und eine Inklusiv-Oder-Relation (jeweils der Größe zwei)
und neun Optionen, die alle unabhängig voneinander sind. Dies führt zu
87.480 Konfigurationen. Die Laufzeit der FCA-FM-Synthese (18 s) ist gering-
fügig langsamer als die DNF-FM-Synthese (16 s).
Carros (Ausstattung von Pkws)
Das Feature-Modell besteht aus drei Alternativ-Relationen (mit der Größe
drei bis fünf) und drei optionalen Alternativen (mit der Größe zwei bis drei),
die jeweils untereinander unabhängig sind. Durch die geringe Anzahl der
Konfigurationen (1620) ist die Laufzeit gering (1,5 s), jedoch noch um den
Faktor 12 langsamer als die DNF-FM-Synthese.
ATM Software (Eigenschaften von Geldautomaten)
Das Modell besteht auf der obersten Ebene aus einer Alternativ-Relation (der
Größe zwei) und zwölf Optionen, die jeweils unabhängig zueinander sind.
Trotz der 43.008 Konfigurationen ist die Laufzeit gering (0,7 s) und um den
Faktor 8,7 geringer als die DNF-FM-Synthese.
DELL Laptop Notebook (Konfiguration von Laptops)
Dieses Feature-Modell enthält acht Alternativ-Relationen (mit Größe drei
bis sieben). Diese sind jedoch nicht unabhängig, sondern werden durch 110
Feature-Constraints stark eingeschränkt (statt 201.600 sind nur 853 Konfigu-
rationen gültig). Die nicht vorhandene Unabhängigkeit und die geringe Kon-
figurationszahl führen zu einer Laufzeit von 0,4 s. Diese ist um den Faktor
14,8 geringer als die der DNF-FM-Synthese.
Digital_Video_System (Eigenschaften eines Digitalen Video-Systems)
Dieses Feature-Modell enthält nur Optionen. Da hier keine Inklusiv-Oder-
Relationen zu finden sind, greift hier die Optimierung, die vor dem Lösen
der Mengenüberdeckungsprobleme testet, ob Lösungen existieren können.
Dies erspart viel Laufzeit, sodass hier statt 2,6 s bei der DNF-FM-Synthese
nur 44 ms benötigt werden.
Die Beispiele bestätigen die Analyse des Algorithmus: Besonders die Modelle,
welche viele unabhängige Feature-Relationen mit vielen Kind-Features enthalten
und zusätzlich viele unabhängige Optionen haben, verursachen eine hohe Lauf-
zeit und schneiden auch gegenüber der Variante der DNF-FM-Synthese schlech-
ter ab. Gibt es mehr abhängige Feature-Relationen, so sinkt die Laufzeit. Dieser
Effekt ist ausschlaggebender als die Kriterien Dichte und Anzahl der Feature-
Konfigurationen.
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Fazit
Je nach Art der Feature-Modelle ist eines der beiden Verfahren besser oder schlech-
ter in der Laufzeit. Ohne weitere Analysen der gegebenen Feature-Konfiguratio-
nen, die ggf. rechenintensiv sein können, lässt sich nicht entscheiden, welche der
beiden Verfahren im konkreten Fall schneller sein wird. Die Laufzeit hängt von
Kriterien ab, die aus der Eingabe (Anzahl der Feature-Konfigurationen, Anzahl
der Features und Dichte) und der Ausgabe (Unabhängigkeit und Anzahl der
Feature-Relationen) bekannt sind.
Da in der Domäne der funktionsblockorientierten Modelle selten mehr als tau-
send Varianten einer Produktlinie, d. h. Feature-Konfigurationen, gegeben sind,
und diese Operation auch nur einmal pro Produktlinie aufgerufen wird, spielt
auch eine höhere Laufzeit in der Praxis keine Rolle, sodass beide Verfahren grund-
sätzlich für die Berechnung der Feature-Relationen geeignet sind.
6.3.6. Gesamtperformance
Tabelle 6.14 zeigt zusammenfassend die Gesamtlaufzeit der Migration. Die Zeit für
das Clustering (jeweils nur wenige Millisekunden) kann vernachlässigt werden.
Die Zeit der Feature-Modell-Synthese enthält die Laufzeit der Algorithmen von
Kapitel 5. Die Migration der Bremsenmodelle benötigt nur einige Sekunden, die
Reglermodelle nur eine Minute und die Raummodelle zwei Stunden. Dies ist weit
weniger als für eine manuelle Migration.
Tabelle 6.14.: Gesamtlaufzeit der Migration
Laufzeit in s
Modellbibliothek Model-Matching Feature-Modell-Synthese Gesamt
Bremsenmodelle 2,2 2,5 4,7
Reglermodelle 53 14 67
Raummodelle 18 min 98 min 116 min
6.4. Zusammenfassung
In diesem Kapitel wurden die in Kapitel 4 und 5 erarbeiteten Verfahren zur Mi-
gration von funktionsblockorientierten Modellen validiert und evaluiert.
• Im ersten Teil wurde formal gezeigt, dass die generierten Produktlinien im-




• Im zweiten Teil wurden die Verfahren an drei Modellbibliotheken evaluiert.
Dabei wurde auf die Modellbibliothek der Regelkreise näher eingegangen
und die durch die Verfahren erzeugte Multiproduktlinie vorgestellt. Für das
Model-Matching und das Clustering wurden deren Grenzen in der Anwend-
barkeit gezeigt.
• Im dritten Teil wurde die Performance der Verfahren analysiert. Dabei hat
sich gezeigt, dass die Verfahren auch für große Modellbibliotheken geeignet
sind.
Die in dieser Arbeit vorgestellten Verfahren sind damit für eine effiziente Mi-
gration geeignet. An einigen Stellen sollte jedoch, wegen auftretenden Mehrdeu-
tigkeiten, dem Nutzer die Möglichkeit zum Eingreifen gegeben werden.
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In diesem letzten Kapitel wird die Arbeit zusammengefasst und die Lösung mit
der Zielstellung und den zugehörigen Anforderungen verglichen. Im Ausblick
werden Fragen vorgestellt, die in dieser Arbeit neu entstanden und für Folgearbei-
ten interessant sind.
7.1. Zusammenfassung
Zur einfacheren Entwicklung von technischen Systemen werden heutzutage viel-
fach funktionsblockorientierte Modellierungssprachen wie Matlab/Simulink ver-
wendet, die ein System als Netzwerk von miteinander verbundenen Funktions-
blöcken darstellen. Aufgrund wechselnder Anforderungen entstehen dabei viele
Modellvarianten, die nicht mehr effizient verwaltet werden können. Eine Lösung
hierfür ist der Einsatz von Produktlinien, bei dem alle Varianten zusammenge-
fasst und in Bausteine zerlegt werden. Die Einzelvarianten werden dabei nur noch
bei Bedarf aus diesen Bausteinen generiert. Die Erstellung dieser Produktlinien
ist jedoch mit hohem manuellen Aufwand verbunden, besonders wenn vorhande-
ne Modelle wiederverwendet werden sollen. Dies verhindert oft die Einführung
dieses Paradigmas.
Das Ziel der vorliegenden Arbeit war es deshalb, diese Migration vorhandener
Modellvarianten und damit die Erstellung der Produktlinien zu automatisieren.
Hierfür wurden in Kapitel 2 die Softwareproduktlinien näher betrachtet und es
wurde untersucht, inwieweit existierende Lösungen das Problem der Migration
bereits adressieren. In den bisherigen Ansätzen wurden jedoch entweder nur Teile
des Problems gelöst oder die Problemlösung entsprach nicht den folgenden in
dieser Arbeit definierten Anforderungen:
• Trennung in Gruppen von Varianten
• Minimierte Größe des Modell-Templates
• Varianten und Features sind orthogonal zueinander
• Exakte Abdeckung
• Minimierte Feature-Anzahl
• Keine flachen Feature-Hierarchien
• Minimierte Anzahl an Feature-Constraints
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Basierend auf den Methoden der manuellen Produktlinienentwicklung und der
existierenden Arbeiten wurde eine Migrationsschrittkette für eine automatisierte
Komplettlösung mit folgenden Schritten vorgeschlagen:
I. Identifikation der Produktvarianten
II. Identifikation der Features
III. Identifikation der Feature-Abhängigkeiten
IV. Aufstellung des Feature-Modells
V. Erstellung des Modell-Templates
VI. Erstellung des Feature-Mappings
VII. Erstellung der Multiproduktlinie
In Kapitel 3 wurden existierende Arten von funktionsblockorientierten Model-
len untersucht und ein Metamodell für diese vorgeschlagen. Dieses Metamodell
bildete die Basis für die nachfolgenden Verfahren.
In Kapitel 4 wurden mithilfe eines Model-Matching-Ansatzes Gemeinsamkei-
ten und Unterschiede in den Modellen identifiziert. Darauf basierend wurde ein
Ähnlichkeitsmaß für Modelle definiert und nach diesem die Modelle geclustert.
Jeder Cluster fasst dabei Gruppen von Produktvarianten zusammen, aus denen
nachfolgend Produktlinien generiert werden. Damit wurde der Schritt Identifikati-
on der Produktvarianten umgesetzt und die Anforderung Trennung in Gruppen von
Varianten erfüllt.
Die Identifikation der Features erfolgte ebenfalls basierend auf den Ergebnissen
des Model-Matchings. Immer gemeinsam vorkommende Modellbestandteile wur-
den zu einem Feature zusammengefasst. Dadurch wurden die Features nicht di-
rekt aus den Varianten selbst abgeleitet (ein Feature pro Variante), sondern die Fea-
tures basierten auf dem Inhalt der Varianten. Damit wurde die Anforderung Vari-
anten und Features sind orthogonal zueinander erfüllt. Durch die Erstellung des Modell-
Templates durch Zusammenfassen der Varianten nach Gemeinsamkeiten wurde
auch die Minimierte Größe des Modell-Templates sichergestellt. Aus den identifizier-
ten Features und den Varianten wurden die gültigen Feature-Konfigurationen, d. h.
die Liste der gültigen Kombinationsmöglichkeiten der Features, abgeleitet.
In Kapitel 5 wurden aus den gültigen Feature-Konfigurationen mithilfe der For-
malen Begriffsanalyse Feature-Abhängigkeiten identifiziert und ein Feature-Modell auf-
gestellt, welches die Zusammenhänge zwischen den Features als Baum, ergänzt
um zusätzliche Querbeziehungen (die Feature-Constraints), darstellt.
Die Struktur des Feature-Modells wurde direkt aus den Beziehungen zwischen
Feature-Paaren erzeugt. Dadurch wurden flache Feature-Hierarchien weitgehend ver-
mieden. Eine Ausnahme bilden einfache Produktlinien, die nur wenige Variations-
möglichkeiten besitzen. Im erzeugten Feature-Modell wurde die Anzahl der Featu-
res minimiert, indem redundante Features, d. h. Features, die sich äquivalent durch
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andere Features ausdrücken lassen, weggelassen wurden. Dabei wurden aus Ver-
ständlichkeitsgründen nicht alle redundanten Features entfernt, sondern nur jene,
die sich auf Modellbestandteile beziehen, für die kein eigenes Feature notwendig
ist.
Für die Erstellung des Features-Baums wurden Feature-Relationen (Inklusiv-
Oder und Alternativen) als Lösungen eines Mengenüberdeckungsproblems iden-
tifiziert. Da sich die Lösungen meist überlappen und damit kein gültiger Feature-
Baum entsteht, wurden Heuristiken zur Bestimmung einer nichtüberlappenden
Teilmenge der Lösungen vorgeschlagen, welche die Anzahl der benötigten Feature-
Constraints minimieren. Die Feature-Constraints wurden benötigt, da der Feature-
Baum in vielen Fällen nicht alle Zusammenhänge darstellen kann und damit zu
viele Feature-Konfigurationen zugelassen würden.
Für die Ermittlung der Feature-Constraints wurden zwischen den Features gül-
tige Implikationen berechnet. Hierfür wurde ein neuer, schneller Algorithmus ba-
sierend auf sogenannten echten Prämissen vorgeschlagen. Alle die Implikationen,
die nicht aus dem erzeugten Feature-Baum folgen, wurden als Feature-Constraints
hinzugefügt. Dadurch wurde die Anforderung Exakte Abdeckung sichergestellt.
Die Erstellung des Feature-Mappings erfolgte aus der Beziehung zwischen Featu-
res und Modell-Template. Bei entfernten redundanten Features wurden aus den
Implikationen ermittelte Äquivalenzen verwendet.
Mit der Erstellung der Multiproduktlinie im letzten Schritt wurden die erzeugten
Produktlinien für die verschiedenen Modellebenen zusammengekoppelt. Damit
wurde eine automatische Generierung der hierarchischen Modelle ermöglicht.
In Kapitel 6 wurde die Lösung validiert und evaluiert. Zuerst wurde nachgewie-
sen, dass in jedem Fall Produktlinien generiert werden, die exakt die gegebenen
Varianten enthalten. Danach wurde die Lösung an existierenden Modellbibliothe-
ken für Matlab/Simulink evaluiert. Zum Schluss wurde mit Laufzeitmessungen
die Eignung der Algorithmen für in der Praxis auftretende Bibliotheksgrößen be-
stätigt.
Mit dem vorgestellten Ansatz ist es nun erstmals möglich, effizient aus Varian-
ten von funktionsblockorientierten Modellen automatisch Produktlinien zu erstel-
len. Durch diese Automatisierung der Produktlinienentwicklung wird das Anwen-
dungsgebiet von Softwareproduktlinien in der Praxis auf Fälle erweitert, für die
bisher der Umstellungsaufwand zu hoch war.
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7.2. Ausblick
Im Folgenden wird auf Möglichkeiten für zukünftige Arbeiten eingegangen. Dies
betrifft die Einbeziehung des Nutzers in den Migrationsprozess, die Analyse der
Modellsemantik, die Erweiterung der Produktlinien für neue Varianten und die
Übertragbarkeit des Ansatzes auf andere Modellklassen.
7.2.1. Nutzerintegration
In der vorliegenden Arbeit wurde der Fokus auf die Algorithmen zur Automa-
tisierung der Migration und weniger auf die Nutzerintegration gelegt. Da die
Algorithmen nur über ein begrenztes Hintergrundwissen verfügen, können Nut-
zereingaben die Ergebnisse für die nicht eindeutigen Verfahren und Methoden
verbessern.
So wurde bereits in Abschnitt 4.5.4 die Rolle des Nutzers bei der Varianteniden-
tifikation per Clustering beschrieben. Hier stellt sich für zukünftige Aufgaben die
Frage, wie diese Cluster dem Nutzer so präsentiert werden können, dass er in
kurzer Zeit eine sinnvolle Entscheidung über die Cluster-Trennung treffen kann.
Um die Ergebnisse des Model-Matchings und damit auch die Qualität der ge-
nerierten Modell-Templates und der Feature-Identifikation zu verbessern, können
die Ergebnisse des Model-Matchings dem Nutzer zur Kontrolle und eventuellen
Bearbeitung vorgelegt werden. Es ist dabei nicht sinnvoll, dem Nutzer jeden ein-
zelnen Vergleich zu präsentieren. Besonders für die Ermittlung der Ähnlichkeits-
matrix für das Clustering können tausende Vergleiche notwendig sein. Jedoch sind
die Anzahl der Vergleiche nach der Auswahl der Cluster niedriger, da nur noch die
zusammengehörenden Varianten verglichen werden müssen. Zudem muss, wenn
die Vergleichspaare geschickt gewählt werden, nicht mehr jedes Subsystempaar
kontrolliert werden, da die Transitivität der Abbildungen ausgenutzt werden kann.
Im besten Fall muss der Nutzer bei n Subsystemen nur n− 1 Vergleiche begutach-
ten.
Bei der Feature-Identifikation werden, wie in Abschnitt 4.7 beschrieben, primi-
tive Features, die jeweils aus den einzelnen Bestandteilen gewonnen wurden, zu-
sammengefasst. Der Nutzer sollte diese jedoch ggf. nachträglich in mehrere Featu-
res auftrennen können. Dies erhöht die Verständlichkeit und erleichtert auch eine
spätere Erweiterung auf neue Varianten.
Die Entscheidung, welche der gültigen Feature-Relationen in den Feature-Baum
übernommen werden, wurde in dieser Arbeit über die in Abschnitt 5.4.6 beschrie-
bene Heuristik gelöst. Auch hier kann der Nutzer eingreifen. Da jedoch die Ge-
samtheit der gültigen Feature-Relationen sehr groß werden kann, können diese
nicht auf einmal präsentiert werden. Sinnvoller ist es, dem Nutzer nur Teilmen-
gen zu präsentieren. Beispielsweise können das Feature-Relationen mit gleichem
Eltern-Feature sein. Nach der Auswahl können die Feature-Relationen der unte-
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ren Ebenen bereits reduziert werden. Es ist außerdem zu überprüfen, ob aus dem
Modell-Template Wissen gewonnen werden kann, welches dem Nutzer die Aus-
wahl der Feature-Relationen erleichtert.
Möglich ist auch ein iteratives Vorgehen der gesamten Migration: Anpassungen,
die der Nutzer im Ergebnis getätigt hat, können gespeichert und bei einer wieder-
holten Analyse einbezogen werden. Diese Anpassungen können damit auch an
anderen ähnlichen Stellen in den Varianten zum Tragen kommen.
Ist dem Nutzer die Charakteristik seiner Modelle bekannt, können durch eine
Parametrierung der Algorithmen (Ändern von Schwellwerten, Gewichtungsfak-
toren usw.) die Ergebnisse verbessert werden. Zu diesem Zweck wurden in Ab-
schnitt 4.4.2 bereits Profile vorgeschlagen, die der Nutzer auswählen könnte.
7.2.2. Semantik im Model-Matching
Die Ergebnisse des Model-Matchings können durch Beachten der domänenspezifi-
schen Semantik verbessert werden. Eine allgemeine semantische Gleichheit zweier
Modelle zu erkennen, ist schwierig. Jedoch können teilweise semantische Gleich-
heiten auf Basisfunktionsblockebene genutzt werden.
Ein Beispiel ist die Kommutativität von Eingängen: So ändert bei Funktionsblö-
cken der Typen Summe und Produkt mit entsprechender Parametrierung ein Tau-
schen der eingehenden Verbindungen nicht das Ergebnis auf Ausgangsseite. Zwei
Subsysteme, die sich nur durch diese Vertauschung unterscheiden, müssen nicht
als zwei Varianten aufgefasst werden. Es ist möglich, nur eine der Varianten zu
behalten und die andere zu verwerfen. Jedoch erfordert dies eine genaue Beschrei-
bung der Basisfunktionsblocktypen mit der Semantik ihrer Parameter. So besitzt
beispielsweise der Simulink-Funktionsblock Sum einen Parameter, der beschreibt,
ob die Eingänge jeweils addiert oder subtrahiert werden. Die Kommutativität gilt
dann nur zwischen Eingängen, welche für die gleiche Operation konfiguriert sind.
Die Kommutativität der Eingänge von Subsystemen ist schwieriger zu identifi-
zieren und erfordert eine semantische Untersuchung der enthaltenen Funktions-
blöcke.
7.2.3. Zulassen von neuen Varianten
Die vorliegende Arbeit schränkt die Produktlinien auf die existierenden Varian-
ten ein. Es ist jedoch möglich, dass Feature-Konfigurationen, die im erzeugten
Feature-Modell ungültig sind, dennoch gültige und vom Nutzer auch gewünsch-
te Varianten beschreiben. Um diese möglichen Feature-Konfigurationen zu finden,
müssen die gesamten Zusammenhänge betrachtet werden, die aus den existieren-
den Varianten extrahiert wurden. Diese lassen sich in folgende Gruppen einteilen:
Zu der ersten Gruppe gehören die Zusammenhänge zwischen den Features,
welche die syntaktische Gültigkeit der Modellvariante sichern. Mit diesen wird
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sichergestellt, dass keine Varianten generiert werden können, die beispielsweise
lose Verbindungen oder einzeln stehende Funktionsblöcke enthalten. Diese Grup-
pe kann automatisch aus dem Modell-Template identifiziert werden.
Die zweite Gruppe bilden die Zusammenhänge zwischen den Features, welche
die semantische Gültigkeit der Modellvariante sichern. Deren Erfüllung wird für
die existierenden Modelle angenommen, kann jedoch auch für weitere Varianten
gelten. Beispielsweise kann eine Produktlinie eine Transformation (z. B. FFT), eine
Manipulation und eine Rücktransformation (z. B. IFFT) eines Signals enthalten.
Eine mögliche semantische Gültigkeitsbedingung legt in diesem Fall fest, dass
Transformation und Rücktransformation immer gemeinsam auftreten müssen.
Die dritte und letzte Gruppe enthält die Zusammenhänge, die weder die syn-
taktische noch die semantische Gültigkeit beschreiben. Diese Einschränkungen
dienen nur dazu, die Produktlinie auf die bisher existierenden Modellvarianten
zu beschränken. Beim Entfernen dieser Einschränkungen in der Produktlinie wer-
den neue syntaktisch und semantisch gültige Varianten zugelassen. Die Trennung
dieser Gruppe zur zweiten ist jedoch nicht oder nur eingeschränkt automatisch
möglich. Hier muss der Nutzer die entsprechende Entscheidung treffen.
Ein Verfahren, das hierfür eingesetzt werden kann, ist die Merkmalexploration
[52], die zur Formalen Begriffsanalyse gehört. Bei der Merkmalexploration wird
davon ausgegangen, dass der formale Kontext (d. h. die Menge der vorgegebenen
Feature-Konfigurationen) unvollständig ist und vom Nutzer durch Hinzufügen
von neuen Gegenständen (d. h. neuen Feature-Konfigurationen) vervollständigt
werden soll. Hierzu wird aus dem unvollständigen Kontext eine dort gültige Im-
plikation berechnet und dem Nutzer vorgelegt. Vom Nutzer wird angenommen,
dass er die Zusammenhänge zwischen den Features kennt und über die Gültigkeit
der Implikationen entscheiden, jedoch nicht alle Feature-Konfigurationen sofort
explizit aufzählen kann. Bewertet der Nutzer die Implikation als gültig, so wird
die nächste Implikation berechnet und der Nutzer erneut befragt. Die Ungültigkeit
kann bei syntaktisch bedingten Zusammenhängen auch automatisch erkannt wer-
den. Ist die Implikation ungültig, so muss der Nutzer eine Feature-Konfiguration
als Gegenbeispiel angeben, welche die Ungültigkeit der Implikation beweist. Die-
se wird dem Kontext hinzugefügt und davon ausgehend die nächste Implikation
berechnet. Können keine weiteren Implikationen berechnet werden, so terminiert
die Merkmalexploration. Das Ergebnis ist ein Kontext, der zusätzlich zu den aus
den existierenden Varianten ermittelten Feature-Konfigurationen noch alle ande-
ren vom Nutzer akzeptierten Feature-Konfigurationen enthält. Die Berechnung
der Implikationen kann, wie in dieser Arbeit, basierend auf echten Prämissen er-
folgen. Ein entsprechender Algorithmus zur Merkmalexploration mit echten Prä-
missen wurde in [123] vorgestellt.
Die Schwierigkeiten für den Nutzer sind die Entscheidung über die Gültigkeit
der Implikationen und die Angabe des Gegenbeispiels. Die Implikationen können
vergleichsweise leicht im Modell-Template visualisiert werden. Die Bestandteile,
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die zu den Features der Prämisse gehören, und die Bestandteile, die zu den Fea-
tures der Konklusion gehören, werden jeweils markiert und dem Nutzer gezeigt.
Für die Angabe des Gegenbeispiels ist jedoch ein hoher Editieraufwand nötig.
7.2.4. Übertragbarkeit auf andere Modellklassen und Code
Zusätzlich zu den in dieser Arbeit verwendeten funktionsblockorientierten Model-
len lässt sich das vorgestellte Migrationsverfahren nach gewissen Anpassungen
auch auf andere Modellklassen anwenden.
Zu einer ähnlichen Modellklasse gehören Modelle, die ebenfalls aus Blöcken
und Verbindungen bestehen, jedoch über keine Ports verfügen. Die Verbindungen
sind dabei direkt an den Blöcken angeschlossen und beschreiben keine Datenflüs-
se, sondern allgemein Relationen zwischen den Blöcken. Beispiele für diese Mo-
delle sind diverse UML-Diagramme (unter anderem Klassen-, Zustands- und Ak-
tivitätsdiagramme) [107]. Für diese Anwendungen sind Änderungen der Model-
Matching-Kriterien notwendig. So gibt es in der UML im Allgemeinen keine festen
Typen, welche die möglichen Matchings einschränken. Inwieweit UML-Stereotype,
wie Interface, als Typen gesehen werden können, hängt vom Anwendungsfall ab.
Bei den Verbindungen treten jedoch verschiedene Typen auf, z. B. Generalisierung,
Assoziation, Komposition und Aggregation in Klassendiagrammen. Dabei können
die Verbindungen gerichtet oder ungerichtet sein.
Das Konzept der Subsystem-Hierarchien existiert nur in einem Teil dieser Mo-
dellklasse. Zum Beispiel erlauben UML-Zustandsdiagramme zusammengesetzte
Zustände mit Ein- und Austrittspunkten, welche in der Struktur äquivalent zu
den Subsystemen sind. Die Paketstruktur in Klassendiagrammen entspricht je-
doch nicht dem Subsystem-Konzept, da sie nur Klassen gruppieren und direkte
Relationen über Paketgrenzen hinweg zulassen. In diesem Fall kann das in dieser
Arbeit verwendete Prinzip, Produktlinien auf Subsystemebene zu erstellen, nicht
angewendet werden. Stattdessen muss eine einzelne Produktlinie die gesamte Pa-
kethierarchie enthalten. Dies erfordert jedoch einen Model-Matching-Ansatz der
beide Ebenen (die Relationen zwischen den Klassen und die Pakethierarchie) be-
achtet.
Da in dieser Arbeit EMF [147] in der Realisierung verwendet wurde, liegt auch
eine Verallgemeinerung auf beliebige EMF-Modelle nahe. Hierbei muss unterschie-
den werden, ob die EMF-Modelle selbst, d. h. EMF-Ecore-Modelle, verglichen wer-
den oder die Instanzen ein und desselben EMF-Modells. EMF-Modelle oder ge-
nauer EMF-Ecore-Modelle haben eine ähnliche Struktur wie Klassendiagramme
und lassen sich analog zu diesen umsetzen. Für die Instanzen lässt sich das be-
reits erwähnte EMF-Compare-Framework [148] verwenden.
Die Struktur von Code lässt sich ebenfalls auf ein Modell abbilden, dass je-
doch feiner strukturiert sein muss. Bei Code objektorientierter Sprachen besteht
die Struktur in den obersten Ebenen aus Paketen, Klassen und Methoden und in
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den untersten Ebenen aus Schleifen, Verzweigungen und Zuweisungen. Bei den
funktionsblockorientierten Modellen sind diese unteren Ebenen gekapselt und
nicht sichtbar. Daher wird hier ein anderes Model-Matching-Verfahren benötigt.
Die weiteren Schritte der Migration lassen sich jedoch auch hier anwenden. Das
Modell-Template entspricht in diesem Fall annotiertem Code. Die Heuristiken, die
sich auf die Unterteilung in Funktionsblöcke, Verbindungen und Parameterzuwei-






A.1. Aufzählen aller minimalen Mengenüberdeckungen
Gegeben ist eine Menge U und eine Menge von Teilmengen S ⊆ P(U). Eine
Mengenüberdeckung (engl. set cover) ist ein Menge C ⊆ S , deren Vereinigung die
Menge U ergibt, d. h. C überdeckt die Menge U. Für eine minimale Mengenüberde-
ckung (engl. minimal (set) cover) gilt, dass U von C überdeckt wird, jedoch nicht
von einer echten Teilmenge von C:⋃
C∈C
C = U, jedoch ∀X ∈ C : ⋃
C∈C\{X}
C ̸= U.
Das Problem alle minimalen Mengenüberdeckungen aufzuzählen, ist Trans-
Enum-vollständig. Zur Ermittlung aller dieser Mengenüberdeckungen kann fol-
gender Backtracking-Algorithmus eingesetzt werden:
Im ersten Schritt (Zeile 2 von Algorithmus A.1) wird überprüft, ob es eine Lö-
sung geben kann, d. h. ob U von S überdeckt wird. Wenn nicht, terminiert der
Algorithmus sofort. Darauf folgend werden C und M initialisiert (Zeilen 5 und 6).
C enthält jeweils die gewählten Teilmengen von S , und M die damit abgedeckten
Elemente von U. M ist eine Multimenge, d. h. Elemente dürfen mehrmals vorkom-
men. Dies wird für ein effizientes Backtracking benötigt. In den Zeilen 7 bis 12
wird überprüft, ob es Teilmengen in S gibt, die alleinig bestimmte Elemente von
U enthalten. Diese sind zwingend Teil jeder Lösung und werden sofort ausge-
wählt. Die Multimengenoperation ⊎ steht für die sogenannte große Vereinigung
bzw. Summe (Beispiel: {a, b} ⊎ {b, b} = {a, b, b, b}) [144]. Die bereits ausgewähl-
ten Teilmengen werden von S entfernt und die übrig gebliebenen Teilmengen in
Zeile 13 absteigend nach Länge sortiert. Der Vorteil der Sortierung wird später
erörtert.
Die rekursive Funktion FindMinimalSetCovers (ab Zeile 18) beinhaltet das
Durchlaufen des Suchbaumes. Als Eingabe erhält sie die bisher gefundenen Lö-
sungen A, die derzeit ausgewählten Teilmengen C und deren Überdeckung M,
die noch zu durchlaufenden Teilmengen S und die abzudeckende Menge U.
Im ersten Schritt (Zeile 19) werden die noch zur Abdeckung von U fehlenden
Elemente D ermittelt. Fehlen keine Elemente mehr, dann ist U vollständig abge-
deckt. C ist dann eine minimale Mengenüberdeckung und wird zur Lösungsmen-
ge A hinzugefügt (Zeile 21). Fehlen noch Elemente, dann wird überprüft, ob die
restlichen zu durchlaufenden Teilmengen noch alle fehlenden Elemente enthalten
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Algorithmus A.1 Aufzählen aller minimalen Mengenüberdeckungen
1: function EnumerateMinimalSetCovers(S , U) ◃ S ⊆ P(U), ∅ ̸∈ S , U ̸= ∅
2: if
⋃
X∈S X ̸= U then ◃ keine Lösungen, wenn S nicht U überdeckt
3: return ∅
4: end if
5: C ← ∅
6: M ← ∅ ◃ M ist eine Multimenge
7: for all X ∈ S do
8: if X \ (⋃Y∈S\{X} Y) ̸= ∅ then ◃ X ist Teil jeder Lösung
9: C ← C ∪ {X}
10: M ← M ⊎ X
11: end if
12: end for
13: S ← SortByLength(S \ C)
14: A ← ∅
15: FindMinimalSetCovers(A, C, M,S , U)
16: return A
17: end function
18: function FindMinimalSetCovers(A, C, M,S , U)
19: D ← U \ M ◃ Elemente, die noch für Überdeckung fehlen
20: if D = ∅ then ◃ minimale Mengenüberdeckung gefunden
21: A ← A∪ {C}
22: else if D ⊆ ⋃X∈S X then ◃ fehlende Elemente sind enthalten
23: Snew = (X ∈ S | X ∩ D ̸= ∅) ◃ Filtern der Teilmengen
24: for i ← 1 to |Snew| do
25: X ← Snew[i]
26: C ← C ∪ {X}
27: M ← M ⊎ X
28: if ∀Y ∈ C ∃y ∈ Y : M(y) ≤ 1 then ◃ Minimalität nicht verletzt
29: FindMinimalSetCovers(A, C, M,Snew[(i + 1) . . . |Snew|], U)
30: end if
31: C ← C \ {X}
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(Zeile 22) und damit C ein Teil einer Lösung sein kann. Wenn nicht, braucht der
gewählte Pfad nicht weiter betrachtet zu werden.
In Zeile 23 werden aus den noch zu durchlaufenden Teilmengen diejenigen her-
ausgesucht, die noch fehlende Elemente enthalten. Nur diese werden im nächsten
Schritt (Zeile 24) durchlaufen. Dadurch wird teilweise die Minimalität der Lösun-
gen gesichert. Denn würde ein Element gewählt, welches keine fehlenden Elemen-
te hinzufügt, dann wären die dadurch erzeugten Lösungen nicht mehr minimal.
Jede der gefundenen Teilmengen bildet eine Alternative im Suchpfad und wird
nacheinander ausgewählt (Zeilen 24 bis 27). Trotz der Überprüfung in Zeile 22
kann es vorkommen, dass die Minimalität verletzt wird. Beispielsweise ist C =
{{a, b, c}, {a, b, d}, {c, d, e}} nicht Teil einer minimalen Lösung, denn die erste bzw.
zweite Teilmenge kann weggelassen werden, denn die Menge {a, b, c} bzw. {a, b, d}
ist bereits von den anderen Teilmengen abgedeckt. Diese mehrfache Abdeckung
einer gewählten Teilmenge Y ∈ C kann direkt aus M ermittelt werden (Zeile 28),
denn für jedes Element y ∈ Y ist die Häufigkeit in M (geschrieben M(y)) bekannt.
Im Beispiel gilt M(a) = 2, M(b) = 2, M(c) = 2, M(d) = 2 und M(e) = 1. Gibt es
keine mehrfache Abdeckung, so wird FindMinimalSetCovers rekursiv aufgeru-
fen (Zeile 29). Dabei werden nur die noch nicht durchlaufenen Teilmengen ab der
Position i+ 1 zugelassen. Durch dieses Verfahren ist die Minimalität der Lösungen
gesichert.
Nach der Auswahl (Zeile 26 und 27) und dem bedingten rekursiven Aufruf von
FindMinimalSetCovers (Zeilen 28 bis 30) muss die Auswahl zurückgenommen
werden (das sogenannte Backtracking). Die dabei angewendete Multimengenope-
ration ⊖ steht für die Differenz- bzw. Entfernen-Operation (Beispiel: {a, b, b, b} ⊖
{a, b, c} = {b, b}) [144]. Da (C ∪{X}) \ {X} = C (für X ̸∈ C) und (M⊎X)⊖X = M
ist, sind C und M am Anfang und Ende jedes Schleifendurchlaufs gleich. Die Aus-
wahl wird also vollständig zurückgenommen. Hier zeigt sich auch ein weiterer
Vorteil der Multimenge, denn (M ∪ X) \ X ̸= M.
Offen bleibt noch der Zweck der Sortierung der Teilmengen am Anfang des
Algorithmus. Enthält C die unsortierte Sequenz
(. . . , X, S1, . . . , Sn, Y, . . .) mit X ⊂ Y und X, Y, S1, . . . , Sn ∈ S ,
z. B. mit X = {a, b} und Y = {a, b, c}, dann entsteht folgender Ablauf: Nach der
Auswahl von X werden im schlimmsten Fall 2n Suchpfade durchlaufen, die jeweils
mit Y enden. Y wird damit im schlimmsten Fall 2n mal ausgewählt. Da X in Y
enthalten ist, sind diese Lösungen jedoch nicht minimal, denn X kann in all diesen
Teillösungen weggelassen werden. Ist die Liste hingegen absteigend nach Länge
sortiert, so ist sichergestellt, dass die größere Teilmenge immer vor der kleineren
in der Sequenz erscheint, denn Y ⊃ X ⇒ |Y| > |X|. Dann wird zuerst Y gewählt
und X daraufhin verworfen. Die 2n Suchpfade werden zwar trotzdem durchlaufen,
X muss aber bei Anwesenheit von Y nie ausgewählt werden. Durch die Sortierung




Tabelle B.1.: Subsystem-Cluster der Raummodelle und deren Inhalt
Clusternr. Größe Inhalt (Subsysteme)
1 17 (10) Weather Data
2 2 raummodellLightOnlyLouvreControl*
3 3 approximateLux, generateInterpolation, simLambda
4 6 raummodellLightOnly*
5 2 raummodellLightOnlyAnwesenheit, raummodell_jpLichtoptimiert
6 4 raummodell_Jalousie_s1, raummodell_Jalousie,
raummodell_jpHeizungsoptimiert, raummodell_sprung




11 7 (2) StepSize
12 55 (18) PT1-Verhalten
13 6 (1) Einzelraum, einfach Temp,H,K
14 8 (4) Temperaturmodell, einfach, nur Raumluft
15 2 Heizung/Kühlung, Varianten, die Subsystem mit
Lookup-Tables nutzen
16 22 (12) Heizung/Kühlung, Varianten mit Hydraulik,
Heizkörper und optimaler Vorlauftemperaturregelung
17 2 Heizung/Kühlung, Vergleich der oben genannten Varianten
18 5 (3) Heizkörperverhalten, Lookup+PT1 (approx.)
19 2 Heizung/Kühlung, Varianten mit Heizkörper und Display
20 30 (7) Heizkörperverhalten, enthält Temperatur-Subsystem (Heizkörper)
21 4 Einzelraum, wie Nr. 13, jedoch mit anderer Heizung/Kühlung
22 5 (4) Einzelraum, mit Jalousiemodell, opt. Temp.-Modell/Beleuchtung
23 2 kuehlkoerper/heizkoerper, wie Nr. 16, nur als Testmodell
24 2 kuehlkoerperSimple/heizkoerperSimple, Vergleich Nr. 18 mit Nr. 23
25 2 Testmodell PID
26 11 (5) Vorlauftemperaturregelung
27 10 (5) Ventilator
28 30 (15) t-Ob,i,* Oberflächentemperatur
29 11 (6) PID-Regler
30 4 (2) t-Ob,i,AF Oberflächentemperatur
31 9 (4) t-Empfindung




Clusternr. Größe Inhalt (Subsysteme)
33 46 (19) PI-*
34 16 (3) Stoffwerte Wasser, cp,W
35 2 (1) PI-Regler
36 29 (10) Hydraulik
37 34 (14) Ankunftsrate, Sod, Int,...
38 1 jalousien
39 30 (7) cp_in_J/(kg*K) Rho_in_kg/m3
40 4 (2) t-Raumluft
41 10 (5) Personenmodell
42 17 (5) Kunstlicht




47 4 (1) Lamellendrehmodell
48 10 (6) Temperaturmodell
49 13 (5) louvre_control
50 10 (6) t-Raumluft
51 56 (12) SOD-Sampler, Ankunftsrate1
52 7 (4) Delta
53 15 (6) Jalousiemodell
54 7 (3) 2P-Regler
55 4 (1) Auto_Stopper
56 7 (3) LambdaC
57 10 (5) CO2-Modell
58 3 (2) Feuchtemodell
59 44 (10) Stoffwerte Wasser, cp,W (Version 2)
60 8 (5) Anwesenheit
61 33 (30) Save_on_Change, Save_on_Trigger
62 4 (2) Motor
63 1 piregler2
64 1 simLambda2
65 30 (7) Temperatur
66 1 raummodellLightOnlyEsoll





72 33 (30) Triggered Save
73 4 (2) Rechteckgenerator_mit_Schalter
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Tabelle B.2.: Laufzeiten der Identifikation von Inklusiv-Oder-Relationen für die
Beispiele der SPLOT-Bibliothek
Name Konfig. Feat. Dichte Rel. τDNF/ms τFCA/ms
DS Sample 6912 41 0,20 6 777 237.806
SPL SimulES, PnP 73.728 32 0,52 7 15.158 447.205
TV-Series Shirt 21.984 29 0,39 9 2662 64.085
Carros 1620 25 0,37 6 119 1472
Smartphone-SPL 40.640 35 0,43 4 5887 32.737
AndroidSPL 36.240 45 0,50 9 14.649 74.234
tablets 1840 38 0,45 15 476 1121
Sienna 2520 38 0,41 15 619 1109
Guitarra 3072 28 0,57 6 417 674
Jogo de Tiros 1296 37 0,45 6 251 277
Reference Management 87.480 31 0,56 4 16.339 17.990
Softwares
Lucas - pnp 4032 25 0,59 5 420 280
Thread 80.658 44 0,51 9 32.789 20.910
Assistencia domiciliar 5796 25 0,63 9 713 224
HIS 6400 67 0,51 6 5992 1306
ATM Software 43.008 29 0,51 3 6199 707
Context Feature Model 4800 20 0,58 9 354 33
body comfort system 11.616 27 0,60 2 1596 126
Software Stack 17.073 37 0,41 119 6719 518
DELL Laptop_Notebook 853 46 0,25 323 6505 441
Counter Strike Simple 18.176 24 0,56 4 1672 98
Mobile Applications Contents 5280 22 0,46 1 287 10
Project Portal Suite 16.384 18 0,53 0 721 17
Digital_Video_System 22.680 26 0,54 0 2604 44
GreenHouse_Control_and_ 3712 31 0,52 0 500 5
Monitoring
Applications 1944 34 0,54 0 262 2
Konfig.: Anzahl der Feature-Konfigurationen
Feat.: Anzahl der Features
Rel.: Anzahl der gefundenen Inklusiv-Oder-Relationen
tDNF: Laufzeit der DNF-FM-Synthese
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