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Abstract-Unconditionally stable explicit numerical methods for a large class of nonlmear evo- 
lution PDEs were introduced in [I], based on a nonlinear smoothing, that is, a simultaneous filtering 
and defiltering. The optimization of the accuracy of these numerical methods through an appropriate 
choice of the smoothing was first approached in [2]. Here, we present further details of this optimal 
accuracy and compare them with recent results of B. Fornberg. 
Implicit finite difference schemes for nonlinear evolution PDEs have the inevitable significant 
disadvantage that they require the solution of nonlinear algebraic equations at each time and 
space grid point. Explicit schemes, of course, do not suffer from this disadvantage. However, 
hardly without exception, they are only conditionally stable, leading to inconvenient relations of 
the type At 5 O(Axm) between the time and space increments At, respectively Ax. 
Using a variable size grid in the space dimension, explicit, one step, Euler type, yet uncon- 
ditionally stable finite difference schemes were constructed in [l] for a large class of nonlinear 
evolution PDEs. The requirements for that unconditional stability fall on the smoothness of the 
classical solutions to be approximated, rather than on the nonlinear evolution PDEs which can in 
fact be quite general, see [l, pp. 166-2071. In particular, one need not assume anything about the 
type of the linear and nonlinear evolution PDEs dealt with. Recently, an interest in arbitrarily 
large number of space grids has emerged, see for instance [3,4]. However, the weights suggested 
for finite difference schemes are obtained from a Lagrange interpolation polynomial argument, 
and not from any kind of well motivated optimization, as was for instance suggested in [2], and 
is presented in the sequel. Furthermore, there is no convergence or stability theory in [3,4] for 
the numerical methods which use the respective weights. 
We present the case of one space variable x E Iw, since extensions to any finite number of space 
variables are immediate. Given the general nonlinear evolution PDE 
m-qt,x) = F(x, U(t,x), . . . , D,mU(t,x)), t 2 0, x E R, (1) 
we shall only assume that F : iRm+2 + IR is continuous as well as Lipshitz, uniformly in x 
and locally in the other m + 1 variables. The smoothing, actually, a simultaneous filtering and 
defiltering, can be obtained with the help of any S-sequence cpV E Cr(llX), with v E N. One simple 
way to construct such a b-sequence is by choosing any cp E Cm(R), with supp cp C_ [-1, l] and 
&cp(x) dx = 1, and then defining cpV(x) = v’p(vz), f or v E W, x E Iw. The smoothing method in 
[l] applied to (1) by replacing it with the infinite system of ODES in t given by 
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based on the fact that 
Y E N, t 1 0, 2 E R, (2) 
(D$)*cpv = u*(D:pv), ‘11 E P(JQ v E N, 0 < p I m, (3) 
where both in (2) and (3) the convolution * is in the space variable x alone. We shall consider 
both (1) and (2) with the same initial value condition, that is 
U(O, x) = u(x), Uv(O,x) = u(x), x E R, v E N, (4) 
for given u E C-(W). Under suitable smoothness conditions on the classical exact solutions U 
and U,, with Y E N, such as for instance 
where K > 0 does not depend on v E N, one can obtain the basic estimate 
IIWC *) - Uv(h .>llm 2 ;7 YEN, tE [O,T], (6) 
where C > 0 does not depend on u. 
In view of (6), the numerical solution of the nonlinear PDE in (1) is reduced to the numerical 
solution of the ODES in (2). For simplicity, for that latter problem, we shall use an explicit, one 
step, Euler type scheme in time 
&,A$ = u + AtF(x, ~(pv,. . . , u+ D,mcp,), v E N, At > 0, z E Iw, u E Co@). (7) 
In order to discretize the space variable x as well, we only have to choose Ax > 0 and discretize 
the convolutions u*cpV, . . . , u*D~cpv in (7). In this way (7) turns into the explicit, one step, Euler 
type scheme Cv,~t,az and as shown in [l, pp. 166-2071, we obtain the following convergence 
property uniformly in t E [O,T], for 0 < T < 00 
where the limit is taken for u + 00, At -+ 0, n --+ oo,n. At -+ t, Ax + 0, v. Ax --+ 0. Since 
(8) does not require any relation between At and Ax, it follows that the convergence in (8) is 
unconditionally stable. 
As C”,A~,A~ in (8) depends on the S-sequence (cpV I v E N), the accuracy of (8) can be optimized 
by a proper choice of this S-sequence. This optimization, however, can be seen as part of the 
following larger one. The b-sequence property and (3) result in u,Dgcp Y -+ D$!u in the weak 
sense, when v + 00, for u E Cm(a),0 5 p 5 m. In this way, it suffices to optimize the weights 
4&j E R, with 0 2 p < m, -C 5 j 5 C, which give 
c c$& u(j . Ax) = DEu(O), OIp<m, (9) 
-egj<e 
for suitable C E N, with (9) being valid for every u E Cm(R). Restricting ourselves to u analytic 
on [-L, L], with L > &. Ax, we can write (9) in the equivalent form 
c cx",,,i(j. Ax)’ = 6,,p!, Olplm, TEN, (10) 
-e<j<e 
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which for each p is overdetermined in c& j. Here and in the sequel, we assume that 0’ = 1. If 
we take q E N, q > m and truncate (10) to the first q + 1 equations, then for u analytic as above, 
we obtain the estimate 
where C only depends on u and L, while ]]&I] = max{]o$& ( - e 5 j < a}. Now the best 
I] ])z norm approximate solution of (10) will be given by 
where 
(j . Ax)‘+~ XL,,, = -26,,p!, 
> 
Oipsm, O<rsq. (13) 
It can be proved that (12), (13) has a unique solution a$& = o$/AxP E R, with 0 5 p < m, 
-C < j 5 l, and CY; E Iw independent of Ax, if and only if q < C. 
In this way, the accuracy of (8) depends on the two parameters C, q, and for every given e, q E W, 
with m 5 q 5 l, one can optimize the accuracy of (8) by using the weights in (12), (13), in other 
words, the weights CX~ which are independent of Ax. In particular, these weights do not depend on 
At or v either. In view of (ll), the optimal accuracy of (8) increases as q increases and as e. Ax/L 
decreases. In view of (9)-(13), it is obvious that the above method of accuracy optimization can 
be applied to variable space grid points as well. As an illustration, for m = p = 0 and e = q = 2, 
we obtain 
40) M ;u(-2Ax) + ;u(-AZ) + gu(O) + ;u(Ax) - $(2As), 
while for m = p = 0, q = 2 and ! > 2, we have 
(C(~AX)~ - (~Ax)~ C(~AX)~) 
aj” = ((2e + 1 C(IcSx)4 - (C(~~AX)~)~) ’ 
-e 5 j 5 e, (14) 
where C means summation over -e < Ic < e. 
From (14) one can already note the less usual and more sophisticated nature of the optimal 
weights, which in this case are only assumed to yield the approximation 
u(0) M c c+(j . Ax), 
-e<j<e 
for the given q = 2. In general, however, the optimality of the weights CY~ depends on the two 
parameters e,q, provided that m is given. On the other hand, for fixed m, the weights in [3,4] 
only depend on the number 2C + 1 of the space grid points and are not the result of any kind of 
optimization. 
Numerical applications of the optimal weights cry to the heat, Burgers and the cubic nonlinear 
Schrodinger equations have been presented in [2]. Here we present recent numerical results, see [5] 
for details, in which the above unconditionally stable explicit and optimally accurate method was 
tested on the soliton solution 
u(t,x) = 
ficosh (T(z - vt) - ip) 
((2 - A)(A2 + TJ~)-I/~ + cash (v’-(, - ut)))1’2 
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of the ‘bubble’ nonlinear SchrGdinger equation 
iU, + U,, + (1171~ - 1)(2A + 1 - 3/U12)U = 0, t 2 0, Z E JR, 
where 
0 < A -c 1, c = 2dn and P = f arcsin (; ($+J2). 
The values used in the numerical test were A = 0.5,~ = 0.453 concerning the soliton, while 
related to the discretization they were C = 15,q = 5, At = 0.005 and Ax = 0.04. The space 
interval used was -40 5 x 5 40. After 4000 time iterations, that is, at time T = 20, the error 
between the exact soliton solution and the numerical solution was 0.00026. It should be also 
noted that with the above values, one has 2At/(Ax)2 = 6.25, thus the usual stability condition 
for the linear part of the equation was violated more than 6 times. 
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