Abstract. We consider a model for observations sampled from a two-component mixture. A certain numerical characteristic corresponds to every object. The distribution of the characteristic is unknown. The observations are obtained by sampling objects belonging to several groups. This procedure results in dependences among characteristics of objects, which constitute the difference between this setting and the classical one. The total amount of objects of the first and second class in each group is known, while the classes of objects are unknown. We consider the problem of estimation of mean values for characteristics of objects in each class. Two different settings are considered and expressions for the mean square errors are obtained for each of the settings. We show that the corresponding estimators are consistent and asymptotically normal.
Introduction
Several natural problems of the analysis of mixtures arise in astronomy, ecology, economics, biology, and sociology.
It is often the case that the objects belong to different classes that have different probability distributions. As a consequence, the sample is a mixture of such objects. The methods for studying problems of this kind appeared at the end of the nineteenth century in the papers by Newcomb [7] and Pearson [8] . The models with varying concentrations of components became popular quite recently. These models appear in various cases where the sampling is done under circumstances that are changing with time. A number of examples and a development of the relevant theory can be found in [4, 5] .
We consider a certain generalization of the problem of analysis of mixtures with varying concentrations. In contrast to the classical model, the observations are dependent in our case, since the sample of objects is a result of a random sampling from a finite general population. The dependence becomes essential if the size of the general population is reasonably small.
We restrict our consideration to the case of two components. In other words, we assume that each object belongs to one of two different classes and that all objects are distributed among several groups. The total amount of objects in each of the two classes is known. The aim of the sampling is to estimate the mean values of characteristics of objects for both classes. We consider two possible approaches to describe the sampling procedure.
An important feature of the model under consideration is that the general population contains objects belonging to two different classes. It is not possible to determine exactly the class to which an object belongs, while the distribution of the objects among the classes can be estimated by sampling from certain groups of objects. For example, a question about the class of an object can be a sensitive matter and usually is not asked in sociology, since for the reason of confidentiality many direct answers may be erroneous. In such a case, a more reliable procedure is to perform an anonymous questioning of groups of respondents, which allows one to avoid evasive answer bias and thus to estimate the number of members in each class. Then the sampling analysis of characteristics is conducted. The estimators studied in this paper allow one to estimate the mean values of characteristics for two classes of respondents.
An example of the situation described above is a survey analysis of how smoking affects the achievement of children in school. There are two sets of children in this case, distributed among school classes (groups). One of the approaches is to conduct an anonymous sampling survey concerning smoking in the school classes. Then one can draw conclusions about the proportions of smokers in classes. The next step is to conduct a regular sampling survey to get necessary characteristics.
The mean values can be estimated with the help of weighted sums of characteristics of the objects. The aim of such an estimation is to determine the best estimates of the mean values.
Section 2 introduces the main notation and considers two possible ways for setting up the problem. A general form of estimators and their variances is given in Section 3. Estimators with minimax coefficients defined in [5] are considered in Section 4. Adaptive estimators are considered in Section 5. We study the asymptotic behavior of adaptive estimators and prove that they are consistent and asymptotically normal. After this, concluding remarks are given in Section 6 and proofs are demonstrated in Section 7.
Setting of the problem
Assume that there are two classes of objects distributed among K groups. Let the group i contain N 1 i objects of the first class and N 2 i objects of the second class. The total amount of objects in the group i is denoted by N i . Let the total amount of objects belonging to the first and second classes be N (1) and N (2) , respectively. The proportions of the objects belonging to the first and second classes in the groups are called the concentrations. The concentrations are denoted as follows:
Assume that the objects are listed in each group in such a way that the first N 1 i objects in the list belong to the first class and they are followed by N 2 i objects of the second class. A certain numerical characteristic is assigned to each object. The values of the characteristic in the group i are denoted by
We choose n i ≥ 1 objects from the group i by the simple random sampling without replacement. Denote the classes of these objects by C i1 , C i2 , . . . , C in i and their charac-
We consider two ways for sampling the objects. The first of them arises if a population is finite, and the second relies on a random choice.
In the first case, the set of all objects is fixed; however, a rearrangement of the objects into groups is possible. We assume that all those rearrangements are equally probable. We introduce the notation for the mean values and variances of the characteristics in the classes, namely
The index p is used with the signs of the mathematical expectations, variances, and covariances to denote the averaging with respect to all possible rearrangements of objects in groups and samples. Such an averaging is called populational averaging or an averaging for a fixed population of objects. The corresponding mean values and variances are called population mean values and variances, respectively.
We consider the estimation problem for the mean values m 1 and m 2 from the sample
, are known. In the second case, we assume that the characteristics of the objects
are independent random variables whose distribution is the same for all objects of the same class. These distributions are assumed to have finite second moments. The mean values and variances are denoted by 
Construction of estimators
The idea for the estimation is to use the differences between the concentrations w 1 i in different groups. This idea can be achieved with the help of the estimators of the following form:
where T i is the mean value of the characteristics in the group i,
and where
, are some sets of coefficients. Since the estimation procedure is the same for both classes, we consider the estimators for the first class only. In doing so, we suppress the index 1 for a 1 .
for the unbiasedness of the estimatorm 1 (a).
In what follows we assume that these conditions hold. Among all unbiased estimators, it is natural to choose the estimator with minimal variance. This necessarily leads to the problem of calculating the variance of the above estimator for an arbitrary set of coefficients a 1 , a 2 , . . . , a K . The following two results give the expressions for variances in both cases, for a fixed population and for randomized characteristics.
Theorem 1. The variance of the estimatorm 1 (a) in the case of a fixed population is equal to
Theorem 2. The variance of the estimatorm 1 (a) in the case of randomized characteristics is equal to
Minimax coefficients
We see from (3) and (4) that the variances depend on unknown parameters of the models in both cases. Thus the optimal coefficients a 1 , a 2 , . . . , a K cannot be determined from a sample.
The minimax coefficients are used in [5] to estimate the distribution functions of components of the mixture of independent observations. The minimax coefficients satisfy relations (2) and minimize the following expression:
An application of the Lagrange multipliers shows that the minimax coefficients are given by
in the nonsingular case (that is, ifr 2r0 −r 2 1 = 0) wherer j , j = 1, 2, are the first two moments of the concentrations w i ,
The singular case appears if all the w i 's are the same. In this case, the model is non-identifiable and the estimation is impossible.
Although the minimax coefficients do not lead to the minimal variances in (3) or (4), they still have some nice properties. We show in the next section that the estimators with the minimax coefficients are consistent and asymptotically normal.
Asymptotic behavior of the estimators
We study the asymptotic behavior as K → ∞ of the estimators for the unconditional case. The numbers of objects in the groups N i , the concentrations of objects for both classes w l i , l = 1, 2, and the sizes of samples from groups n i are assumed to be fixed sequences defined for all i ≥ 1.
We study estimators of the form (1). Thus the estimator μ 1 with the minimax coefficients (5) is given byμ
The consistency and asymptotic normality of this estimator is obtained in the following result. We rewrite the expression for Varm 1 (a) in order to determine the best coefficients a i . Namely,
When minimizing the expression for the variance Varm 1 (a) with respect to the coefficients a 1 , a 2 , . . . , a K we use the necessary conditions (2) for the unbiasedness. Following the Lagrange multipliers method, we show that the best weights in the nonsingular case (that is, ifr 2,Kr0,K −r
wherer j,K are weighted moments of concentrations w i :
Thus the best unbiased estimator in the class of estimators (1) is given bỹ
The minimal value of the variance is equal to
The following result shows that the estimatorμ 1,K obtained above is asymptotically normal.
Theorem 4. If all the assumptions of Theorem 3 hold, then the estimatorμ 1,K is consistent and the distributions of the random variables
weakly converge as K → ∞ to the standard normal distribution.
Unfortunately the weightsã cannot be used in practice, since the d i depend on the vector of unknown parameters γ = (μ 1 , μ 2 , σ 1 , σ 2 ). For this reason, we first construct a pilot estimatorγ K = (μ 1,K ,μ 2,K ,σ 1,K ,σ 2,K ) by using the minimax weightsā i :
Then one can construct the estimates for the variances in groups
and for weighted moments
Now one can evaluate the adaptive weightsâ i,K :
Therefore the adaptive estimator for the mean value is given bŷ
We show that if the assumptions of Theorem 3 hold, then the asymptotic behavior of the adaptive estimator is the same as the asymptotic behavior of the estimator constructed from the one with best coefficients.
We consider the weight coefficientsã i,K , i = 1, 2, . . . , K, as functions of the unknown parameters γ. Below is a particular case of Lemma 3.2.1 of [5] corresponding to g(x) = x and m = 2:
for all δ > 0, where
Now we turn to the property of the asymptotic normality of the adaptive estimator.
Theorem 5. Assume that all the assumptions of Theorem 3 hold. Then the estimator μ 1,K is consistent and the distributions of the random variables
weakly converge as K → ∞ to the standard normal distributions.
Proof. Consider the random variables L K defined in Theorem 4. For all δ > 0,
Fix an arbitrary λ > 0. According to Proposition 1 stated above, one can choose ε > 0 such that
for all K. It now follows from Theorem 3 that the estimators for the mean value and variance constructed from minimax coefficients (7)-(8) are consistent, whenceγ K → γ in probability as K → ∞. Thus, if K is sufficiently large,
Therefore J K < 2λ for such a number K. Since λ > 0 is arbitrary, this implies that
By Theorem 4, the distributions of L K weakly converge to the standard normal distribution. Hence the distributions of Z K converge to the standard normal distribution, too.
Concluding remarks
We generalize some techniques for studying mixtures with varying concentrations to the case of dependent observations. The idea to use the adaptive procedure allows one to improve the asymptotic properties of the estimators. If the number K is not large enough, then, when estimating γ, an extra error may cause the loss of quality of adaptive estimators. Therefore a decision to use adaptive estimators is not clear in each particular situation and requires additional research.
An extension of the technique of this paper to the case of mixtures of more than two components is suggested for further investigation.
Proofs
Proof of Theorem 1. First we evaluate the variance. We have
The averaging with respect to samples is denoted with the help of the index s. Then
The set of characteristics of elements of the class l is denoted by Z
. , K. It is easy to see that
In what follows we need the following auxiliary result.
Lemma 1. Let {Z 1 , Z 2 } be a simple random sample without replacement from a population of characteristics of objects
, l = 1, 2, of the class l. Then
Proof. The lemma follows from the following expressions for the covariances:
and those for the variances
Thus the variances are given by
Further we transform the sum with the covariances in (9),
As a result, expression (9) is rewritten as follows:
Proof of Theorem 2. The unconditional mathematical expectation can be evaluated via the conditional one for a fixed population, namely
The definitions of the population means and variances imply that
Next we evaluate the unconditional mathematical expectation of the square of the difference between population means:
Then we obtain the unconditional variance of the estimatorm 1 (a):
Proof of Theorem 3. Note that the assumptions of the theorem yield the boundedness of the coefficients a i,K , that is,
The following central limit theorem of [2] is needed to prove the asymptotic normality of the estimators with minimax coefficients. 
Then the distributions of the sums S n = n i=1 ζ ni weakly converge as n → ∞ to the standard normal distribution.
Then we check the assumptions of Lindeberg's central limit theorem for the standard series of the random variables
Condition (1) of Proposition 2 holds, since the sampling from groups is performed randomly according to the setting of the problem. Conditions (2)-(3) of Proposition 2 follow from the definition of ξ i,K . Now we estimate L n (ε). The variance of the estimatorm 1 (ā) is estimated as follows:
Next, we use the expression for the coefficientsā i,K and obtain from equalities (2) that M be independent random variables whose distributions are the same as those of the characteristics of objects of the first and second classes, respectively. Consider the sum of the absolute values of centered random variables,
Since T i is the mean value of at most M characteristics of objects of the first and second classes,
since the random variable η has finite second moment. The variance of the estimatorμ 1,K approaches zero:
Thus the consistency of the estimatorμ 1,K follows from its asymptotic normality.
Proof of Theorem 4. Considering d i , we prove that there exist constants 0 < C 1 , C 2 < ∞ such that C 1 < d i < C 2 for all i and K. We rewrite the condition imposed on the coefficientsr 1,K andr 2,K as follows:
C <r 2,K −r
where h 1 is the number of groups with concentrations w i for which the distance from the mean value is at least ε. Thus
It is clear that at least half of such concentrations are either smaller or greater than the mean value. For definiteness, assume that h 2 concentrations are greater thanr 1,K + ε and that h 2 > h 1 /2 = K(C − ε 2 )/2. Then we estimate the number of groups h 3 with concentrations that do not exceedr (w i −r 1,K /r 0,K )
.
Choose ε = C/2. Thenr 2,Kr0,K −r Put
. Now the result of the theorem follows from the Lindeberg central limit theorem for ξ i . The conditions of the Lindeberg central limit theorem can be checked as in the proof of Theorem 3. Since the variances of the estimators Varμ 1,K approach zero as K → ∞, the consistency follows.
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