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Abstract: The well-known Bennett-Hoeffding bound for sums of indepen-
dent random variables is refined, by taking into account truncated third
moments, and at that also improved by using, instead of the class of all
increasing exponential functions, the much larger class of all generalized
moment functions f such that f and f ′′ are increasing and convex. It is
shown that the resulting bounds have certain optimality properties. Com-
parisons with related known bounds are given. The results can be extended
in a standard manner to (the maximal functions of) (super)martingales.
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1. Introduction
Let X1, . . . , Xn be independent real-valued zero-mean random variables (r.v.’s)
such that Xi 6 y almost surely (a.s.) for some y > 0 and all i. Let S :=
X1+· · ·+Xn and assume that σ :=
√∑
i EX
2
i ∈ (0,∞). The Bennett-Hoeffding
[1, 26] inequality states that
P(S > x) 6 BH(x) := BHσ2,y(x) := exp
{
− σ
2
y2
ψ
(xy
σ2
)}
(1.1)
for all x > 0, where
ψ(u) := (1 + u) ln(1 + u)− u; (1.2)
see e.g. [1] concerning the importance of such bounds. Inequality (1.1) has been
generalized to include cases when the X ′is are not independent and/or are not
real-valued; see e.g. [12, 13, 14, 16, 18, 20, 23, 27, 28, 29, 30, 50, 35, 37, 55, 56, 57].
Inequality (1.1) is based on an upper bound on the exponential moments of
S:
E eλS 6 BHexp(λ) := exp
{eλy − 1− λy
y2
σ2
}
for all λ > 0; (1.3)
that is,
BH(x) = inf
λ>0
e−λxBHexp(λ). (1.4)
Attempts at refining the Bennett-Hoeffding inequality by taking moments
higher than the second ones into consideration were made in [25, 24, 32, 59];
however, in contrast with the Bennett-Hoeffding bounds, the bounds given in
[25, 24, 32, 59] were not the best possible in their own terms. Such best possible,
exact bounds refining the Bennett-Hoeffding ones were obtained by Pinelis and
Utev [52, Theorems 2 and 6]. In particular, [52, Theorem 2] implies that
E eλS 6 PUexp(λ) := exp
{λ2
2
(1− ε)σ2 + e
λy − 1− λy
y2
εσ2
}
∀λ > 0, (1.5)
where
ε :=
β+3
σ2y
, β+3 :=
∑
i
E(Xi)
3
+,
x+ := 0 ∨ x = max(0, x) and xα+ := (x+)α, whence for all x > 0
P(S > x) 6 PU(x) := inf
λ>0
e−λx PUexp(λ). (1.6)
Note that ε ∈ (0, 1). Hence and because λ22 < e
λy−1−λy
y2 for all λ > 0 and y >
0, the Pinelis-Utev upper bounds PUexp(λ) and PU(x) are always less than the
Bennett-Hoeffding upper bounds BHexp(λ) and PU(x), respectively. Moreover,
the PU bounds may be significantly less than the BH ones; this happens when
ε is much less than 1, which in particular is the case when X1, . . . , Xn form the
initial segment of an infinite sequence of i.i.d. r.v.’s X1, X2, . . . with finite EX
2
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and E(X1)
3
+, n is large, and y is of the order of
√
n (such a situation occurs in
proofs of non-uniform Berry-Esseen type bounds).
Note also that the mentioned Theorem 2 in [52] is formally more general than
inequality (1.5), in that [52, Theorem 2] is given in terms of β+p :=
∑
i E(Xi)
p
+
for any p ∈ [2, 3], rather than β+3 . However, the exact upper bound in [52,
Theorem 2] on E eλS with p ∈ [2, 3] is no less than that with p = 3, since
β+3 6 β
+
p y
3−p for all p ∈ [2, 3]. Thus, nothing will be lost by taking p to be just
3.
As pointed out in [26, 52], the exponential bounds BHexp(λ) and PUexp(λ)
are each exact in its own terms. That is, BHexp(λ) is the exact upper bound on
E eλS with λ, y, and σ fixed; and PUexp(λ) is the exact upper bound on E e
λS
with λ, y, σ, and ε fixed.
If ε is small indeed, then the bounds PUexp(λ) and PU(x) are close to
the corresponding exponential bounds for the normal distribution, eλ
2σ2/2 and
e−x
2/(2σ2). However, even for a standard normal r.v. Z, the best exponential
upper bound, e−x
2/2, on the tail probability P(Z > x) is “missing” a factor of
the order of 1/x for large x > 0, since P(Z > x) ∼ 1
x
√
2π
e−x
2/2 as x → ∞.
This deficiency of exponential bounds is caused by the fact that the class of all
increasing exponential functions is too small.
Apparently the first step towards removing this deficiency was made by
Eaton [21, 22], who proved that for all functions f in a rich class FEa containing
all functions of the form R ∋ x 7→ (|x| − t)3+ for t > 0 one has
E f(S) 6 E f(Z) (1.7)
if Xi = aiηi for all i, where the ηi’s are independent (not necessarily identically
distributed) zero-mean r.v.’s such that |ηi| 6 1 a.s. for all i, and a21+· · ·+a2n = 1.
It is easy to see that inequality (1.7) for all f in the Eaton class FEa implies the
same inequality for all symmetrized exponential functions of the form R ∋ x 7→
coshλx, with any λ ∈ R. In view of the central limit theorem, it is clear that
the upper bound E f(Z) in (1.7) on E f(S) is exact for each f ∈ FEa. Moreover,
then the inequality
P(|S| > x) 6 Ea(x) := inf
t∈(0,x)
E(|Z| − t)3+/(x− t)3 (1.8)
for x > 0 provides the best possible upper bound Ea(x) on P(|S| > x) based on
comparison inequality (1.7). Eaton showed that the bound Ea(x) is majorized
by a function which is asymptotic to c3 P(|Z| > x) as x → ∞, where c3 :=
2e3
9 ≈ 4.46. Thus, the “missing” factor of the order of 1/x was restored, for the
bounded Xi’s. Tables for the bound Ea and related bounds were given in [19].
Eaton [22] also conjectured that P(|S| > x) 6 2c3 1x e−x
2/2/
√
2π for x >
√
2.
The stronger form of this conjecture,
P(S > x) 6 cP(Z > x) (1.9)
for all x ∈ R with c = c3 was proved by Pinelis [36], along with multidimensional
extensions and applications to the Hotelling-type tests.
(
More exactly, in [36]
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a two-tail version of inequality (1.9) was given. The right-tail inequality (1.9)
can be proved quite similarly; alternatively, it follows from general results of
[38].
)
Various generalizations and improvements of inequality (1.9) as well as
related results were given by Pinelis [38, 39, 41, 43, 44, 46] and Bentkus [2, 3, 4, 5]
(with co-authors). For Rademacher ηi’s, a version of (1.9) with a better constant
factor c, which is about 1% off the best possible one, was given in [47]; related
inequalities were obtained in [8, 48].
Pinelis [38] provided a general device allowing one to extract the optimal tail
comparison inequality from a generalized moment comparison. To state that
result, consider the Eaton-type classes of functions f : R→ R:
Hα+ := {f : f(u) =
∫∞
−∞(u − t)α+ µ(dt) ∀u ∈ R}, α > 0, (1.10)
where µ > 0 is a Borel measure, and 00 := 0; of course, when used with functions
or classes of functions (as, for example, in the symbol Hα+), the subscript + will
have a meaning different from that in the definition x+ := 0 ∨ x.
It is easy to see [39, Proposition 1(ii)] that
0 6 β < α implies Hα+ ⊆ Hβ+. (1.11)
Proposition 1.1. [43] For natural α, one has f ∈ Hα+ if and only if f has finite
derivatives f (0) := f, f (1) := f ′, . . . , f (α−1) on R such that f (α−1) is convex on
R and f (j)(−∞+) = 0 for j = 0, 1, . . . , α− 1.
It follows from (1.11) and Proposition 1.1 that, for every t ∈ R, every α > 0,
every β > α, and every λ > 0, the functions u 7→ (u − t)β+ and u 7→ eλ(u−t)
belong to Hα+.
The next theorem follows immediately from results of [38, 39]; in particular,
see [38, Theorem 3.11] (and its proof) and [39, Theorem 4].
Theorem 1.2. Suppose that 0 6 β 6 α, ξ and η are real-valued r.v.’s, and the
tail function u 7→ P(η > u) is log-concave on R. Then the comparison inequality
E f(ξ) 6 E f(η) for all f ∈ Hα+ (1.12)
implies
E f(ξ) 6 cα,β E f(η) for all f ∈ Hβ+ (1.13)
and, in particular, for all real x,
P(ξ > x) 6 Pα(η;x) := inf
t∈(−∞,x)
E(η − t)α+
(x− t)α (1.14)
6 cα,0 P(η > x), (1.15)
where
cα,β :=
Γ(α+ 1)(e/α)α
Γ(β + 1)(e/β)β
for β > 0; cα,0 := Γ(α+1)(e/α)
α. Moreover, the constant cα,β is the best possible
in (1.13) and (1.15).
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A similar result for the case when α = 1 and β = 0 is contained in the book
by Shorack and Wellner (1986) [56], pages 797–799.
Definition 1.3. For any r.v. η, let the function R ∋ x 7→ PLC(η > x) be defined
as the least log-concave majorant over R of the tail function R ∋ x 7→ P(η > x)
of the r.v. η.
Remark 1.4. One has PLC(a+ bη > x) = PLC(η > x−ab ) for all x ∈ R and all real
constants a and b such that b > 0.
Remark 1.5. As follows from [38, Remark 3.13], a useful point is that the require-
ment of the log-concavity of the tail function R ∋ u 7→ P(η > u) in Theorem
1.2 can be removed — at least as far as (1.15) is concerned — by replacing
P(η > x) in (1.15) with PLC(η > x). However, then the optimality of cα,β is not
guaranteed.
Detailed studies of various cases and aspects of the bound Pα(η;x) defined
in (1.14) were presented in [19, 38, 6].
Note that c3,0 = c3 = 2e
3/9, which is the constant factor mentioned above,
after inequality (1.8).
Going back to the Bennett-Hoefding and Pinelis-Utev bounds defined in (1.3)
and (1.5), observe that they have a transparent probabilistic interpretation:
BHexp(λ) = E exp
{
λyΠ˜σ2/y2
}
and (1.16)
PUexp(λ) = E exp
{
λ
(
Γ(1−ε)σ2 + yΠ˜εσ2/y2
)}
(1.17)
for all λ, where the following definition is employed.
Definition 1.6. For any a > 0 and θ > 0, let Γa2 and Πθ stand for any
independent r.v.’s such that
Γa2 ∼ N(0, a2) and Πθ ∼ Pois(θ);
that is, Γa2 has the normal distribution with parameters 0 and a
2, and Πθ has
the Poisson distribution with parameter θ; at that, let Γ0 and Π0 be defined as
the constant zero r.v. Let also
Π˜θ := Πθ − EΠθ = Πθ − θ.
Thus, (1.3) and (1.5) can be viewed as the generalized moment comparison
inequalities
E f(S) 6 E f(yΠ˜σ2/y2) and (1.18)
E f(S) 6 E f
(
Γ(1−ε)σ2 + yΠ˜εσ2/y2
)
, (1.19)
over the class of all increasing exponential functions R ∋ x 7→ f(x) = eλx,
λ > 0. Note that, of the total variance σ2 of the r.v. Γ(1−ε)σ2 + yΠ˜εσ2/y2 in
(1.19), the part of the variance equal (1 − ε)σ2 is apportioned to the light-tail
centered-Gaussian component Γ(1−ε)σ2 , while the rest of the variance, εσ2, is
apportioned to the heavy-tail centered-Poisson component yΠ˜εσ2/y2 .
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Bentkus [2, 4] extended inequality (1.18) to all f of the form f(x) ≡ (x− t)2+;
hence, recalling (1.10), one has (1.18) for all f ∈ H2+. Moreover, it follows by
(1.14), (1.15), and Remark 1.5 that for all x > 0
P(S > x) 6 Be(x) := P2(yΠ˜σ2/y2 ;x) 6 c2,0 P
LC(yΠ˜σ2/y2 > x); (1.20)
note also that c2,0 = e
2/2. Similar results for stochastic integrals were obtained
in [28]. Since the class H2+ contains all increasing exponential functions, the
Bentkus bound Be(x) is an improvement of the Bennett-Hoeffding bound BH(x)
given by (1.1).
In this paper, we shall similarly improve the Pinelis-Utev exponential bounds
given by (1.5) and (1.6), which, as was mentioned, in turn refine and improve
the corresponding Bennett-Hoeffding bounds. This will require proofs of a sig-
nificantly higher level of difficulty, with some substantially new ideas.
2. Statements of the main results
We shall show that the generalized moment comparison inequality (1.19) takes
place for all f in H3+ and, in fact, for all f in the slightly larger class
F3+ := {f ∈ C2 : f and f ′′ are nondecreasing and convex}
= {f ∈ C2 : f , f ′, f ′′, f ′′′ are nondecreasing}, (2.1)
where C2 denotes the class of all twice continuously differentiable functions
f : R → R and f ′′′ denotes the right derivative of the convex function f ′′. For
example, functions x 7→ a+ b x + c (x − t)α+ and x 7→ a + b x + c eλx belong to
F3+ for all a ∈ R, b > 0, c > 0, t ∈ R, α > 3, and λ > 0. It is easy to see that
H3+ ⊆ F3+.
Remark. If a function f : R→ R is convex and a r.v. X has a finite expectation,
then, by Jensen’s inequality, E f(X) always exists in (−∞,∞]. This remark will
be used in this paper (sometimes tacitly) for functions f in the class F3+, as well
as for other convex functions.
Let X1, . . . , Xn be independent r.v.’s, with the sum S := X1+ · · ·+Xn. Also,
recall now Definiton 1.6.
Theorem 2.1. Let σ, y, and β be any (strictly) positive real numbers such that
ε :=
β
σ2y
∈ (0, 1). (2.2)
Suppose that∑
i
EX2i 6 σ
2,
∑
i
E(Xi)
3
+ 6 β, EXi 6 0, and Xi 6 y a.s., (2.3)
for all i. Then
E f(S) 6 E f
(
Γ(1−ε)σ2 + yΠ˜εσ2/y2
)
(2.4)
for all f ∈ F3+.
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The proof of Theorem 2.1 will be given in Section 4, where all the necessary
proofs are deferred to.
Note that the condition ε ∈ (0, 1) in (2.2) does not at all diminish generality,
since it is easy to see that
∑
i E(Xi)
3
+ < σ
2y for any positive σ and y and any
r.v.’s X1, . . . , Xn such that
∑
i EX
2
i 6 σ
2, EXi 6 0, and Xi 6 y a.s., for all i;
so, one can always choose β to be in the interval
(∑
i E(Xi)
3
+, σ
2y
)
, and then
one will have ε ∈ (0, 1).
Proposition 2.2. Let the class F3+,1 of functions be defined by removing f from
the list “f, f ′, f ′′, f ′′′” in (2.1); similarly define the class F3+,12 by removing both
f and f ′ from the same list; thus, each of these two new classes is larger than
the class F3+.
(i) If the condition “EXi 6 0 ∀i” in Theorem 2.1 is replaced by “EXi = 0
∀i”, then inequality (2.4) will hold for all f in the larger class F3+,1.
(ii) If the conditions “EXi 6 0 ∀i” and
∑
i EX
2
i 6 σ
2 in Theorem 2.1 are both
replaced by the equalities “EXi = 0 ∀i” and
∑
i EX
2
i = σ
2, then (2.4) will
hold for all f in the larger class F3+,12.
Proposition 2.3. For each triple (σ, y, β) of positive numbers satisfying con-
dition (2.2) and each f ∈ F3+, the upper bound E f
(
Γ(1−ε)σ2 + yΠ˜εσ2/y2
)
on
E f(S), given by (2.4), is exact; moreover, this bound remains exact if the first
three inequalities in the condition (2.3) are replaced by the corresponding equal-
ities.
Comparison inequality (2.4) is optimal in yet another sense: namely, there the
class F3+ of generalized moment functions f cannot be substantially enlarged if
(2.4) is to remain true. To state this optimality property more precisely, let us
first note a simple corollary of Theorem 2.1, which follows immediately because
H3+ ⊆ F3+:
Corollary 2.4. In Theorem 2.1, one can replace F3+ by H3+.
In fact, in Section 4 essentially we shall first prove Corollary 2.4 and then
extend the comparison inequality from H3+ to F3+. In this sense, one can say
that Theorem 2.1 and Corollary 2.4 are equivalent to each other. Now one is
ready to state the other optimality property:
Proposition 2.5. For any given p ∈ (0, 3), one cannot replace H3+ in Corol-
lary 2.4 by the larger class Hp+; in fact, this cannot be done even for n = 1.
By Theorem 1.2 and Remark 1.5, one immediately obtains the following
corollary of Theorem 2.1.
Corollary 2.6. Under the conditions of Theorem 2.1, for all x ∈ R
P(S > x) 6 Pin(x) := P3(Γ(1−ε)σ2 + yΠ˜εσ2/y2 ;x) (2.5)
6 c3,0 P
LC(Γ(1−ε)σ2 + yΠ˜εσ2/y2 > x). (2.6)
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Bennett [1] states that “for most practical problems, precisely” “information
on the distribution function of a sum when the number of component random
variables is small and/or the variables have different distributions” “is required”.
Accordingly, let us consider now the case when — instead of the upper bounds in
(2.3) on the sums of moments and the uniform a.s. upper bound y on the Xi’s —
such upper bounds are available for the individual distributions of the summands
Xi, with possibly different upper bounds for different i. More specifically, some
of the summands Xi may be significantly smaller (in a certain sense) than the
rest of them. Then, grouping them together and using certain results of [46],
one can obtain the following improvement of Theorem 2.1 and Corollary 2.6.
Corollary 2.7. Suppose that
Xi 6 yi 6 y a.s., EX
2
i 6 σ
2
i , E(Xi)
3
+ 6 βi, EXi 6 0, (2.7)
for all i, where y, yi, σi, and βi are some positive real numbers. Also, suppose
that (cf. (2.2))
ε˜ :=
β˜
σ2y
∈ (0, 1), (2.8)
where
β˜ :=
∑
i
βi I{yi > σi} and σ :=
√∑
i
σ2i . (2.9)
Then inequalities (2.4), (2.5), and (2.6) hold with ε˜ in place of ε:
E f(S) 6 E f
(
Γ(1−ε˜)σ2 + yΠ˜ε˜σ2/y2
)
for all f ∈ F3+; (2.10)
P(S > x) 6 P3(Γ(1−ε˜)σ2 + yΠ˜ε˜σ2/y2 ;x) (2.11)
6 c3,0 P
LC(Γ(1−ε˜)σ2 + yΠ˜ε˜σ2/y2 > x) for all x ∈ R. (2.12)
Note that conditions (2.7) together with (2.9) will imply (2.3) if β :=
∑
i βi.
As for condition (2.8), similarly to condition (2.2), it does not diminish gener-
ality. In fact, one will obviously have
ε˜ 6 ε. (2.13)
Then, (2.13) will imply (by Lemma 4.7) that inequalities (2.10), (2.11), and
(2.12), as established by Corollary 2.7, will respectively be improvements of
(2.4), (2.5), and (2.6).
For completeness, let us also present results similar to Theorem 2.1, Propo-
sitions 2.2, 2.3, and 2.5, and Corollary 2.4, without conditions on the truncated
third moments E(Xi)
3
+ and for somewhat larger classes of generalized moment
functions. Let (cf. (2.1))
F2+ := {f ∈ C1 : f and f ′ are nondecreasing and convex}
= {f ∈ C1 : f , f ′, f ′′ are nondecreasing}, (2.14)
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where C1 denotes the class of all continuously differentiable functions f : R→ R
and f ′′ denotes the right derivative of the convex function f ′. For example,
functions x 7→ a+ b x+ c (x− t)α+ and x 7→ a+ b x+ c eλx belong to F2+ for all
a ∈ R, b > 0, c > 0, t ∈ R, α > 2, and λ > 0. It is easy to see that H2+ ⊆ F2+,
and it is obvious that F3+ ⊂ F2+.
Proposition 2.8. (Cf. Theorem 2.1.) Let σ and y be any (strictly) positive real
numbers. Suppose that∑
i
EX2i 6 σ
2, EXi 6 0, and Xi 6 y a.s., (2.15)
for all i. Then
E f(S) 6 E f
(
yΠ˜σ2/y2
)
(2.16)
for all f ∈ F2+.
Proposition 2.9. (Cf. Proposition 2.2.) Let the class F2+,1 of functions be
defined by removing f from the list “f, f ′, f ′′” in (2.14); similarly define the
class F2+,12 by removing both f and f ′ from the same list; thus, each of these
two new classes is larger than the class F2+.
(i) If the condition “EXi 6 0 ∀i” in Proposition 2.8 is replaced by “EXi = 0
∀i”, then inequality (2.16) will hold for all f in the larger class F2+,1.
(ii) If the conditions “EXi 6 0 ∀i” and
∑
i EX
2
i 6 σ
2 in Proposition 2.8 are
both replaced by the equalities “EXi = 0 ∀i” and
∑
i EX
2
i = σ
2, then
(2.16) will hold for all f in the larger class F2+,12.
As mentioned in the Introduction, similar results for (continuous-time) mar-
tingales that are stochastic integrals were obtained by Klein, Ma and Privault
[28], for the class F2+,1; that is, for the class of all functions f such that f and
f ′ are convex. Cf. Remark 2.13 below.
Proposition 2.10. (Cf. Proposition 2.3.) For each pair (σ, y) of positive num-
bers and each f ∈ F2+, the upper bound E f
(
yΠ˜σ2/y2
)
on E f(S), given by (2.16),
is exact; moreover, this bound remains exact if the first two inequalities in the
condition (2.15) are replaced by the corresponding equalities.
Corollary 2.11. (Cf. Corollary 2.4.) In Proposition 2.8, one can replace F2+
by H2+.
As mentioned in the Introduction, Corollary 2.11 is essentially contained
in Bentkus [4]. By Theorem 1.2 and Remark 1.5, Corollary 2.11 immediately
implies the Bentkus inequality (1.20).
Proposition 2.12. (Cf. Proposition 2.5.) For any given p ∈ (0, 2), one cannot
replace H2+ in Corollary 2.11 by the larger class Hp+; in fact, this cannot be done
even for n = 1.
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Remark 2.13. Quite similarly to how it was done e.g. in [44, 46], it is easy to
extend the results of Theorem 2.1, Propositions 2.2, 2.8, and 2.9, and Corol-
lary 2.6 to the more general case when the Xi’s are the incremental differences
of a (discrete-time) (super)martingale and/or replace S by the maximum of the
partial sums; cf. e.g. [46, Corollary 5]. Let us omit the details.
On majorization of the distributions of sums of independent r.v.’s by com-
pound Poisson distributions see e.g. [54, 51, 52, 58, 40, 10]. Also indirectly
related to the present paper is the work [11, 9], where it was shown that the
rate of convergence in the functional central limit theorem can be significantly
improved if the limit is taken to be the convolution of appropriately chosen
Gaussian and Poisson distributions, rather than just a Gaussian distribution.
Of course, this quite well corresponds with the fact that the limit distributions
for the sums of uniformly small independent r.v.’s are precisely the limits of
convolutions of Gaussian and compound Poisson distributions. One may also
note here the work [31], where, by taking specific heavy tails into account,
asymptotics of large deviation probabilities P(Sn > x) for the sum Sn of i.i.d.
r.v.’s was obtained essentially without any restrictions on x other than that just
x/
√
n→∞ or, equivalently, P(Sn > x)→ 0; functional versions of such results
were given in[34].
3. Computation and comparison of the upper bounds on the tail
probability P(S > x)
3.1. Computation
The Bennett-Hoeffding upper bound BH(x), given by (1.1), is quite easy to
compute. It is almost as easy to compute the Pinelis-Utev upper bound PU(x),
defined in (1.6).
Proposition 3.1. For all σ > 0, y > 0, ε ∈ (0, 1), and x > 0
PU(x) = e−λxx PUexp(λx) (3.1)
= exp
(1− ε)2(wx + 1)2 − (ε+ xy/σ2)2 − (1− ε2)
2(1− ε)y2/σ2 (3.2)
where PUexp is defined in (1.5),
λx :=
1
y
(ε+ xy/σ2
1− ε − wx
)
, wx := L
( ε
1− ε exp
ε+ xy/σ2
1− ε
)
, (3.3)
and L is (the principal branch of) the Lambert product-log function, so that for
all z > 0 the value w = L(z) is the only real root of the equation wew = z.
Moreover, λx increases in x from 0 to ∞ as x does so.
Thus, indeed PU(x) is easy to compute, since the Lambert function is about
as easy to compute as the logarithmic one; in particular, in Mathematica the
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Lambert function is the built-in function ProductLog; see e.g. [17] and references
there concerning this matter.
A slight advantage of expression (3.2) over (3.1) is that (3.2) contains just
one entry of wx, while (3.1) contains several entries of λx (recall (1.5) and (3.3));
also, the exponent in (3.2) is algebraic (actually quadratic) in wx.
As for bounds Be(x) = P2(yΠ˜σ2/y2 ;x) and Pin(x) = P3(Γ(1−ε)σ2+yΠ˜εσ2/y2 ;x),
as defined by (1.20) and (2.5), the computation of Pα(η;x) for general α and
η is described by [38, Theorem 2.5]; for normal η, similar considerations were
given already in [36, page 363]. The following proposition is essentially a special
case of [38, Theorem 2.5].
Proposition 3.2. Take any real α > 1 and let η be any real-valued r.v. such
that E ηα+ <∞. Then there exists E η ∈ [−∞,∞). Let
x∗ := sup supp(η) and x∗∗ := sup
(
supp(η) \ {x∗}
)
,
where supp(η) denotes, as usual, the topological support of the distribution of
the r.v. η; note that x∗∗ = x∗ unless x∗ is an isolated point of supp(η); in most
applications, x∗ =∞ and hence x∗∗ =∞). For all t ∈ (−∞, x∗), let
m(t) := mα,η(t) := t+
E(η − t)α+
E(η − t)α−1+
=
E η(η − t)α−1+
E(η − t)α−1+
; (3.4)
let also m(x∗) := x∗. Then
(i) the function m is continuous on (−∞, x∗), left-continuous at x∗, and
strictly increasing on (−∞, x∗∗), from E η to x∗; also, m(t) = x∗ for all
t ∈ [x∗∗, x∗].
(ii) for every x ∈ (E η, x∗) there exists a unique tx = tx;α,η ∈ (−∞, x∗) such
that
m(tx) = x; (3.5)
in fact, tx ∈ (−∞, x);
(iii) for every x ∈ (E η, x∗)
Pα(η;x) =
E(η − tx)α+
(x− tx)α =
E
α(η − tx)α−1+
E
α−1(η − tx)α+
; (3.6)
(iv) (a) if x ∈ (−∞,E η] then Pα(η;x) = 1;
(b) if x ∈ [x∗,∞) then Pα(η;x) = P(η = x) = P(η > x);
it is therefore natural to extend Pα(η;x) to all x ∈ [−∞,∞] by letting
Pα(η;−∞) := 1 and Pα(η;∞) := 0 — as will henceforth be assumed;
(v) Pα(η;x) strictly and continuously decreases from 1 to P(η = x∗) = P(η >
x∗) as x increases from E η to x∗; more specifically,
(a) the function x 7→ Pα(η;x) is strictly decreasing on (E η, x∗);
(b) it is also continuous on (E η, x∗), right-continuous at E η, and left-
continuous at x∗; hence, it is in fact strictly decreasing on the entire
closed interval [E η, x∗];
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(vi) for any a ∈ R and b > 0, one has
ta+bx;α,a+bη = a+ btx;α,η for all x ∈ (E η, x∗);
Pα(a+ bη;x) = Pα(η;
x−a
b ) for all x ∈ R.
(Concerning the case α ∈ (0, 1], see [38, Remark 2.6].)
The following example illustrates Proposition 3.2, and also Proposition 3.5
(to be presented later, in Subsubsection 3.2.1).
Example. Take any real α > 1. Let η be a zero-mean r.v. taking on only
two values, −a and b, where a and b are arbitrary positive real numbers. Then
x∗ = b, x∗∗ = −a, and, using (say) the first expression for Pα(η;x) in (3.6), one
can see that
Pα(η;x) =
(b + a)α−1ba[(
b(x+ a)α
) 1
α−1 +
(
a(b− x)α) 1α−1 ]α−1
for all x ∈ [0, b]; also, Pα(η;x) = 1 for all x ∈ [−∞, 0] and Pα(η;x) = ab+a I{x =
b} = P(η > x) for all x ∈ [b,∞].
-5 -1 3
1
2
3
-1 3 6
1
Here the picture on the left shows the graph {(t,m(t)) : − 5 < t < x∗} for
a = 1, b = 3 and α = 1.2, while the picture on the right shows the graphs
{(x, Pα(η;x)) : − 2 < x < x∗ + 3} (the thick line) and {(x,P(η > x)) : − 2 <
x < x∗ + 3} (thick-dotted over the thin line), also for a = 1, b = 3 and α = 1.2.
A gap is seen in the graph {(t,m(t)) : − 5 < t < x∗} in a left neighborhood
of t = −1, which is caused (despite making, with Mathematica, 15 recursive
subdivisions with 1000 initial sample points) by a very steep increase of the
function m in such a neighborhood; for instance, m(−1.000001) is only 2.498 . . .,
while m(−1) = 3; yet, according to Proposition 3.2(i), there is no discontinuity
there. The picture on the right also shows
(
see definition (3.11) and relation
(3.13) below
)
the graph {(x, P∞(η;x)) : − 2 < x < x∗ +3} (the thinner line) of
the best exponential bound
P∞(η;x) = inf
λ>0
e−λx E eλη = lim
α→∞
Pα(η;x)
=
(x+ a
a
)− x+a
a+b
(b− x
b
)− b−x
a+b
for all x ∈ [0, b), also with P∞(η;x) = 1 for all x ∈ [−∞, 0] and P∞(η;x) =
a
b+a I{x = b} = P(η > x) for all x ∈ [b,∞]. While, in this case, one may not
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be greatly impressed with the overall degree of closeness of the upper bound
Pα(η;x) to P(η > x), note that in the “large-deviation” zone x > b the perfor-
mance of the bound Pα(η;x)) is perfect: Pα(η;x)) = P(η > x) for all x > b, just
in accordance with Proposition 3.2(iv)(b).
In particular, Proposition 3.2 shows that the computation of the upper bound
Pα(η;x) is based on that of the positive-part moments E(η−t)α+ and E(η−t)α−1+ .
For α ∈ {1, 2, 3} and a number of common families of distributions of η, includ-
ing the Poisson one, this computation was detailed in [6]. In particular, see
formula [6, (10.5)] for P2(η;x) with a centered Poisson r.v. η. That formula is
relatively simple, since, for a natural α and a r.v. η with (say) a lattice distri-
bution, the generalized moment E(η − t)α+ can be computed “locally”; indeed,
if · · · < dk < dk+1 < · · · are the atoms of the distribution of η, then for any
t ∈ [dk, dk+1) one a.s. has η > t iff η > dk; thus, for such t, E(η−t)α+ can be easily
expressed in terms of the truncated moments E(η−dk)j+ with j = 0, . . . , α. These
comments provide a simple way to compute the bound Be(x) = P2(yΠ˜σ2/y2 ;x).
As for the bound Pin(x) = P3(Γ(1−ε)σ2 + yΠ˜εσ2/y2 ;x), here there is no such
nice localization property as the one mentioned in the previous paragraph, since
the distribution of the r.v. Γ(1−ε)σ2+yΠ˜εσ2/y2 is not discrete. It appears that the
computation of the positive-part moments E(η− t)α+ for η = Γ(1−ε)σ2 +yΠ˜εσ2/y2
can be done most effectively via formulas expressing such moments in terms
of the Fourier or Fourier-Laplace transform of the distribution of η; see [49],
where such formulas were developed (with this specific motivation in mind). A
reason for this approach to work is that the Fourier-Laplace transform of the
distribution of the r.v. Γ(1−ε)σ2 + yΠ˜εσ2/y2 has a simple expression (cf. (1.17)
and (1.5)).
Namely, one has
EXp+ =
Γ(p+ 1)
π
∫ ∞
0
Re
E ej
(
(s+ it)X
)
(s+ it)p+1
dt, (3.7)
where p ∈ (0,∞), s ∈ (0,∞), Γ is the Gamma function, Re denotes the real
part of a complex number, i is the imaginary unit, j = −1, 0, . . . , ℓ, ℓ := ⌈p−1⌉,
ej(u) := e
u −∑jm=0 umm! , and X is any r.v. such that E |X |j+ <∞ and E esX <
∞. Also,
EXp+ =
EXk
2
I{p ∈ {1, 2, . . .}}+ Γ(p+ 1)
π
∫ ∞
0
Re
E eℓ(itX)
(it)p+1
dt, (3.8)
where k := ⌊p⌋ andX is any r.v. such that E |X |p <∞. Of course, formulas (3.7)
and (3.8) will be applied here to r.v.’s of the form X = Γ(1−ε)σ2 + yΠ˜εσ2/y2 −w,
with w ∈ R.
3.2. Comparison
In this subsection, we shall compare the bounds BH(x), PU(x), Be(x), and
Pin(x), by means of identities and inequalities (in Subsubsection 3.2.1), asymp-
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totic relations for large x > 0 (in Subsubsection 3.2.2), and graphics and numer-
ics for moderate x > 0 (in Subsubsection 3.2.3); we shall also include into these
comparisons the Cantelli bound σ
2
σ2+x2 and the best exponential upper bound
exp{− x22σ2 } on the tail of the normal distribution N(0, σ2).
3.2.1. Inequalities and identities
Let us begin here with the following simple proposition concerning the bounds
Pα(η;x) (as defined in (1.14)). Unless specified otherwise, let η in this subsub-
section stand for any r.v., and take any α ∈ (0,∞).
Proposition 3.3. For any x ∈ R,
Pα(η;x) = inf{E f(η) : f ∈ Hα+, f(u) > I{u > x} ∀u ∈ R} (3.9)
= inf
{
E f(η)
f(x)
: f ∈ Hα+, f(x) > 0
}
. (3.10)
Now let us state general relations between the bounds Pα(η;x) for different
values of α, as well as their relation with the best exponential upper bound
P∞(η;x) := inf
λ>0
E eλη
eλx
. (3.11)
Proposition 3.4. ⋂
α>0
Hα+ = H∞+ = Hexp+ , (3.12)
where H∞+ is defined as the class of all infinitely differentiable real functions f
on R such that f (j) > 0 on R and f (j)(−∞+) = 0 for all j = 0, 1, . . . , and
Hexp+ := {f : f(x) =
∫
(0,∞)e
txµ( dt) ∀x ∈ R},
where µ denotes a nonnegative Borel measure such that the integral
∫
(0,∞) e
txµ( dt)
is finite ∀x ∈ R; thus Hexp+ may be viewed as a closed convex hull of the set of
all increasing exponential functions.
Using Proposition 3.4, one can obtain
Proposition 3.5.
(i) The function (0,∞] ∋ α 7→ Pα(η;x) is nondecreasing.
(ii) For all x ∈ R
P∞(η;x) = lim
α→∞
Pα(η;x). (3.13)
For completeness, let us also consider the Cantelli bound
Ca(x) := Caσ2(x) :=
σ2
σ2 + x2
(3.14)
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and the best exponential upper bound
EN(x) := ENσ2(x) := P∞(Γσ2 ;x) = exp
{
− x
2
2σ2
}
(3.15)
on the tail of the normal distribution N(0, σ2); of course, in general EN(x) is
not an upper bound on P(S > x).
The bound Ca(x) can be presented in a form similar to (3.10) and (3.11):
Proposition 3.6. Take any σ ∈ (0,∞), any r.v.’s ξ and η such that E ξ 6 0 =
E η and E ξ2 6 E η2 = σ2, and any x ∈ [0,∞). Then
P(ξ > x) 6 Ca(x) = inf
t∈(−∞,x)
E(η − t)2
(x− t)2 . (3.16)
This proposition is essentially well known; yet, we shall provide a proof for
the readers’ convenience.
Now we are ready to turn to relations between the four related bounds:
BH(x), PU(x), Be(x), and Pin(x), as well as Ca(x) and EN(x).
Proposition 3.7. For all x > 0 and all values of the parameters: σ > 0, y > 0,
and ε ∈ (0, 1),
(I) Pin(x) 6 PU(x) 6 BH(x) and Be(x) 6 Ca(x) ∧ BH(x);
(II) Be(x) = Ca(x) for all x ∈ [0, y];
(III) BH(x) increases from EN(x) to 1 as y increases from 0 to ∞;
(IV) there exists some uy/σ ∈ (0,∞) that depends only on the ratio y/σ such
that Ca(x) < BH(x) if x ∈ (0, σuy/σ) and Ca(x) > BH(x) if x ∈
(σuy/σ,∞); moreover, uy/σ increases from u0+ = 1.585 . . . to ∞ as y/σ
increases from 0 to ∞; in particular, Ca(x) < EN(x) if x/σ ∈ (0, 1.585)
and Ca(x) > EN(x) for x/σ ∈ (1.586,∞).
(V) PU(x) increases from EN(x) to BH(x) as ε increases from 0 to 1.
Proposition 3.8. For all σ > 0, y > 0, ε ∈ (0, 1), and x > 0
PU(x) = max{EN(1−ε)σ2 ((1− α)x) BHεσ2,y(αx) : α ∈ (0, 1)} (3.17)
= EN(1−ε)σ2((1 − αx)x) BHεσ2,y(αxx), (3.18)
where αx is the only root in (0, 1) of the equation
(1− α)x2
(1− ε)σ2 −
x
y
ln
(
1 +
αxy
εσ2
)
= 0. (3.19)
Moreover, αx increases from ε to 1 as x increases from 0 to ∞; in particular,
αx ∈ (ε, 1) (3.20)
for all x > 0.
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Expressions (3.17) and (3.18) provide a rather curious interpretation of the
bound PU(x) as the product of the best exponential upper bounds on the tails
P
(
Γ(1−ε)σ2 > (1− α)x
)
and P
(
Π˜εσ2 > αx
)
— for some α in (0, 1) (in fact, the
α is in the interval (ε, 1)). In view of (1.17), this interpretation should not come
as a big surprise. Proposition 3.8 will useful in the proof of Proposition 3.12.
Proposition 3.9. For any f ∈ H2+, σ > 0, y > 0, and ε ∈ (0, 1),
E f
(
Γ(1−ε)σ2 + yΠ˜εσ2/y2
)
6 E f
(
yΠ˜σ2/y2
)
. (3.21)
So, by Proposition 3.9, of the two r.v.’s — Γ(1−ε)σ2 + yΠ˜εσ2/y2 and yΠ˜σ2/y2
— with the same variance σ2, the former one (with a light-tail component
Γ(1−ε)σ2) is in a certain sense smaller than the latter, purely heavy-tail one.
This suggests that the upper bounds Pin(x) and PU(x), which are based on
Γ(1−ε)σ2 + yΠ˜εσ2/y2 , will tend to be smaller than the bound Be(x), which is
based on yΠ˜σ2/y2 . Such heuristics is to an extent justified by results of Subsub-
sections 3.2.2 and 3.2.3, especially by Corollary 3.15 in Subsubsection 3.2.2 and
the graphics for ε = 0.1 in Subsubsection 3.2.3.
Proposition 3.10. (Recall Definition 1.3.) For the least concave majorant of
the tail function of the Poisson distribution Pois(θ) one has
P
LC(Πθ > u) = P(Πθ > j)
j+1−u
P(Πθ > j + 1)
u−j
6 P(Πθ > j)
for all θ > 0 and u ∈ R, where j := ju := ⌈u− 1⌉.
Proposition 3.11. For all σ > 0, y > 0, ε ∈ (0, 1), and x ∈ R
P
LC(Γ(1−ε)σ2 + yΠ˜εσ2/y2 > x) 6
∫
R
P
LC(yΠ˜εσ2/y2 > z)P(x− Γ(1−ε)σ2 ∈ dz).
(3.22)
The term PLC(yΠ˜εσ2/y2 > z) in (3.22) is to be evaluated or bounded according
to Proposition 3.10, using at that Remark 1.4.
3.2.2. Asymptotics for large deviations
Here and in what follows, for any two expressions Ej(x) = Ej;σ,y,ε(x) (with
j = 1, 2) the notation E1(x) <⌢ E2(x) will mean “E1(x) 6 CE2(x) for some
positive constant factor C not depending on x, for all large enough x > 0”;
E2(x) >⌢ E1(x) will mean the same as E1(x) <⌢ E2(x). Notation like E1(x) ∼ E2(x)
will mean, as usual, that E1(x)/E2(x)→ 1.
Proposition 3.12. For any fixed σ > 0, y > 0, and ε ∈ (0, 1),
PU(x) ∼ Cεx/y BH(x) exp
{ (1− ε)σ2
2y2
[
ln2
(
1 +
xy
εσ2
)
− 2 ln
(
1 +
xy
σ2
)]}
= (ε+ o(1))x/y BH(x)
as x→∞, where C := exp{σ2y2 ψ(ε− 1)}.
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Proposition 3.13. For any fixed σ > 0 and y > 0 and (say) all x ∈ [y,∞)
BH(x)
x3/2
<⌢ P(yΠ˜σ2/y2 > x) 6 Be(x) 6 c2,0 P
LC(yΠ˜σ2/y2 > x) (3.23)
<⌢ xP(yΠ˜σ2/y2 > x) 6 xBH(x). (3.24)
Proposition 3.13 implies that for x ∈ [y,∞) the upper bounds BH(x), Be(x),
and c2,0 P
LC(yΠ˜σ2/y2 > x) on P(S > x) — as well as the particular, limit instance
P(yΠ˜σ2/y2 > x) of P(S > x) — are the same up to a power-function factor, of
the form Cx5/2, where C = Cσ,y > 0 does not depend on x.
Proposition 3.14. For any fixed σ > 0, y > 0, and ε ∈ (0, 1), and (say) all
x ∈ [y,∞)
PU(x)
x3/2
<⌢ P(ησ,y,ε > x) 6 Pin(x) 6 c3,0 P
LC(ησ,y,ε > x) (3.25)
<⌢ xP(ησ,y,ε > x) 6 xPU(x), (3.26)
where
ησ,y,ε := Γ(1−ε)σ2 + yΠ˜σ2/y2 . (3.27)
Proposition 3.14 implies that for x ∈ [y,∞) the upper bounds PU(x), Pin(x),
and c3,0 P
LC(Γ(1−ε)σ2 + yΠ˜σ2/y2 > x) on P(S > x) — as well as the particular,
limit instance P(Γ(1−ε)σ2 + yΠ˜σ2/y2 > x) of P(S > x) — are the same up to
a power-function factor, of the form Cx5/2, where C = Cσ,y,ε > 0 does not
depend on x.
Thus, Propositions 3.12, 3.13, and 3.14 imply that either of the bounds PU(x)
or Pin(x) is better than both BH(x) and Be(x) by a factor which is decreasing
exponentially fast in x, for large enough x > 0. More precisely, taking also into
account the inequality Be(x) 6 BH(x) in Proposition 3.7(i), one immediately
obtains
Corollary 3.15. For any fixed σ > 0, y > 0, and ε ∈ (0, 1), and all x > 0
Pin(x) 6 PU(x) 6 (ε+ o(1))x/y Be(x) 6 (ε+ o(1))x/y BH(x)
as x→∞.
Of course, the asymptotically better bounds PU and Pin require information
on the sum of truncated third moments, in addition to that on the sum of second
moments. However, it is difficult to imagine a situation when only the latter (but
not the former) kind of information is available.
Proposition 3.16. For any fixed α > 1 and σ > 0,
Pα(Γσ2 ;x) ∼ cα,0 P(Γσ2 > x) as x→∞.
Thus, for a centered Gaussian r.v. η, the optimal upper bound Pα(η;x) on
the tail P(η > x) differs from it approximately by a constant factor cα,0 ∈ (1,∞)
for large x > 0.
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If η is a centered Poisson r.v. Π˜θ, then the asymptotic behavior of the ratio
Pα(η;x)/P(η > x) is starkly different: it oscillates between nearly 1 and a factor
of the order of x – as seen from the following proposition, which also shows that
the factor x in (3.24) cannot be substantially improved. More precisely, one has
Proposition 3.17. For any fixed α > 1 and θ > 0,
Pα(Π˜θ; k − θ) ∼ P(Π˜θ > k − θ) ∼ k
θ
P(Π˜θ > k − θ) (3.28)
as Z ∋ k →∞.
To illustrate Proposition 3.17, here is the graph of Be(x)
P(Π˜θ>x)
− 1 = P2(Π˜θ ;x)
P(Π˜θ>x)
− 1
with θ = σ2 = 0.6 and y = 1, over x ∈ [0, 7.4]:
1 2 3 4 5 6 7
5
10
15
One can expect the behavior of the ratio Pα(η;x)/P(η > x) for η = Γ(1−ε)σ2+
yΠ˜σ2/y2 and large x > 0 to be intermediate between the two kinds described in
Propositions 3.16 and 3.17.
3.2.3. Numerics and graphics for moderate deviations
In Subsubsection 3.2.2, it was shown that the bounds Pin(x) and PU(x) are
much better than Be(x) and BH(x) for all large enough x > 0. For moderate
deviations, the comparison is more complicated. Recall that the bound Be(x) =
P2(yΠ˜σ2/y2 ;x) is based on the comparison inequality (1.18) over the class H2+
of generalized moment functions f , while the bound Pin(x) = P3(Γ(1−ε)σ2 +
yΠ˜εσ2/y2 ;x) is based on the comparison inequality (2.4) over the class F3+, and
the latter comparison is essentially equivalent to that over the class H3+, which
is smaller than H2+ (by (1.11)). This is the factor that may make Be(x) better
than Pin(x) (and hence better than PU(x)) if x is not so large; this factor
will be especially significant when ε is close to 1 and thus the role of the light-
tail component Γ(1−ε)σ2 is negligible. However, as was noted in the Introduction
concerning non-uniform Berry-Esseen type bounds, in typical applications when
the Xi’s do not differ too much in distribution from one another, ε will be close
to 0, rather than to 1. The interplay between these two factors — the presence
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of a light-tail component vs. the larger class of generalized moment functions
— is illustrated below.
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y=1
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Here, for σ normalized to be 1, and for ε ∈ {0.1, 0.9} and y ∈ {0.1, 1}, the
graphs G(P ) := {(x, log10 P (x)BH(x)) : 0 < x 6 xmax} of the decimal logarithms
of the ratios of the bounds P = Ca,PU,Be,Pin to the benchmark Bennett-
Hoeffding bound are shown, where xmax equals either 3 or 4, depending on
whether y = 0.1 (relatively little skewed-to-the-right summands Xi) or y = 1
(relatively highly skewed-to-the-right summands Xi). The corresponding values
of ε, y, and BH(xmax) are shown for each of the four pictures. Note that, for
such choices of xmax, the values of BH(xmax) are approximately the same (about
2%), whether y = 0.1 or y = 1.
The graphs G(P ) for the bounds P = PU and P = Be are shown by the dot-
dashed and solid lines, respectively; the graph G(Ca) too is shown by a solid
line, but only on the interval (0, uy), on which Ca < BH, that is, log10
Ca
BH < 0
— see Proposition 3.7(IV). One can see, for y = 1, Ca(x) is better than BH(x)
for all x ∈ (0, 2.66). In accordance with Proposition 3.7(I,II), the graph G(Ca)
lies above G(Be) except that the two graphs coincide on the interval [0, y],
even though the graph G(Be) is seen to be very close G(Ca) well to the right
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of the interval [0, y] = [0, 0.1] for y = 0.1. For the bound Pin, actually two
approximate graphs are shown: the one given by the thick dashed line was
produced using formula (3.7) (with s = ln(1 + y)/y and j = −1) and the one
given by the thin solid line was produced using formula (3.8); one can see that
the two lines look practically the same – as they should. (However, no other
accuracy control of the performance of the Mathematica numerical integration
command NIntegrate used to evaluate the integrals in (3.7) and (3.8) was
done.) In fact, the graph for Pin was obtained via a “parametric” setting, as the
set of the form {(x, log10 Pin(x)BH(x) ) : x = m(t), t = u−1/u, 0.1 6 u 6 umax}, where
the function m is as in (3.4) and umax is the positive root u of the equation
m(u− 1/u) = xmax; this way, one have to solve the equation m(t) = x in t only
for x = xmax.
These pictures confirm the thesis that, if the weight ε of the heavy-tail Poisson
component is relatively small, then the bound Pin(x) is significantly better (i.e.,
smaller) than Be(x) for (say) x > 3. If ε is relatively large, then Be(x) may be
slightly better than Pin(x) for moderate x > 0 (say for x < 4). Both Pin(x) and
Be(x) are significantly better than the Bennett-Hoeffding bound BH(x), even
for moderate x > 0. The bound PU(x) is close to BH(x) for moderate x > 0
if ε is close to 1, which is in accordance with Proposition 3.7(V). On the other
hand, if the weight ε of the heavy-tail Poisson component is small while y is
large enough so that the Poisson component is quite distinct from the Gaussian
component, then PU(x) is better than Be(x) even for such rather small x as
x = 2.5. Here it is with more detail:
(i) If the weight of the Poisson component is small (ε = 0.1) and the Poisson
component is quite distinct from the Gaussian component (y = 1), then
Be(x) is about 9.93 times worse (i.e., greater) than Pin(x) at x = 4. More-
over, for these values of ε and y, even the bound PU(x) is better than
Be(x) already at about x = 2.5.
(ii) If the weight of the Poisson component is small (ε = 0.1) and the Poisson
component is close to the Gaussian component (y = 0.1), then Be(x) is
still about 20% greater than Pin(x) at x = 3.
(iii) If the weight of the Poisson component is large (ε = 0.9) and the Poisson
component is quite distinct from the Gaussian component (y = 1), then
Be(x) is about 8% better than Pin(x) at x = 4. For x ∈ [0, 4], Pin(x) and
Be(x) are close to each other and both are significantly better than either
BH(x) or PU(x) (which latter are also close to each other).
(iv) If the weight of the Poisson component is large (ε = 0.9) and the Poisson
component is close to the Gaussian component (y = 0.1), then Be(x) is
about 12% better than Pin(x) at x = 3. For x ∈ [0, 3], Pin(x) and Be(x)
are close to each other and both are significantly better than either BH(x)
or PU(x) (which latter are very close to each other).
In particular, we see that the latter two of the four enumerated cases are quite
similar to each other. That is, if the weight of the Poisson component is large,
then it does not matter much whether the Poisson component is close to the
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Gaussian component.
A summary of the comparisons made in this subsubsection and in the
previous one is as follows. For all x > 0, bounds Pin(x) and Be(x) are respec-
tively better than the corresponding exponential bounds PU(x) and BH(x). For
large x > 0, each of the bounds Pin(x) and PU(x) is better than Be(x); the same
may hold even for moderate x > 0, especially when the weight ε of the Poisson
component vs. the weight 1 − ε of the Gaussian one is relatively small; this is
the case in typical applications. Otherwise, that is for relatively large ε ∈ (0, 1)
and moderate x > 0, bound Be(x) may be a little better than Pin(x) and sig-
nificantly better than PU(x). (On comparisons of bound BH(x) with previously
known to Bennett bounds that show that BH(x) is superior to them, see [1].)
Overall, the upper bound Pin(x) introduced in this paper usually outperforms
the other three bounds: BH(x), PU(x), and Be(x). The minimum Pin(x)∧Be(x)
will in all cases be better (and usually significantly better) than PU(x)∧BH(x).
These relations are illustrated by the following diagram:
BH
r−−−−→ PUyi yi
Be
pr−−−−→ Pin
In particular, it shows that PU is a refinement (denoted by r) of BH. This
refinement is also an improvement, as is obviously the case with any refinement
that is exact in its own terms; indeed, the more specific the terms, the better
the best possible result is; the usual downside of a refinement, though, is that
it is more difficult to deal with: in terms of getting more specific information on
the distributions of the Xi’s, as well as proving and computing the bound. Also,
PU may be considered as a generalization of BH, as BH may be considered as
a special, limit case of PU, with ε→ 1.
The relation of Pin with Be is almost parallel to that of PU with BH. How-
ever, the refinement (and hence the improvement and generalization) here are
only partial (pr), because, as discussed, the class H3+ (corresponding to Pin) is
a bit smaller than H2+ (corresponding to Be), even though, according to Propo-
sitions 2.5 and 2.12, H3+ is essentially the largest possible class for Pin, just as
H2+ is for Be.
The relations of Be to BH and Pin to PU are pure improvements (i), due to
using the larger classes Hα+ in place of the smaller class of exponential moment
functions.
4. Proofs
In Subsection 4.1 of this section, we shall first state several lemmas; based on
these lemmas, we shall provide the necessary proofs of results stated in Sections 2
and 3. Proofs of the lemmas will be deferred to Subsection 4.2. We believe that
such a structure will allow us to effectively present first the main ideas of the
proofs and then the details.
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4.1. Statements of lemmas, and proofs of theorems, corollaries, and
propositions
First here, let us state a few lemmas used in the proofs of Theorem 2.1 and
Proposition 2.3. We shall need more notation.
Let σ and y be any (strictly) positive real numbers. For any pair of numbers
(a, b) such that a > 0 and b > 0, let Xa,b denote any r.v. such that Xa,b ∼
b
a+bδ−a +
a
a+bδb; that is, the distribution of Xa,b is
b
a+bδ−a +
a
a+bδb, the unique
zero-mean distrubution on the two-point set {−a, b}; here and in what follows
δx stands, as usual, for the (Dirac) distribution concentrated at point x.
Lemma 4.1. For all x ∈ (−∞, y],
x3+ 6
y5
(y2 + σ2)2
(x+ σ2/y)2.
Lemma 4.2. Let X be any r.v. such that X 6 y a.s., EX 6 0, and EX2 6 σ2.
Then
EX3+ 6
y3σ2
y2 + σ2
. (4.1)
Lemma 4.3. For any
β ∈
(
0,
y3σ2
y2 + σ2
]
(4.2)
there exists a unique pair (a, b) ∈ (0,∞) × (0,∞) such that Xa,b 6 y a.s.,
EX2a,b = σ
2, and E(Xa,b)
3
+ = β; more specifically, b is the only positive root of
equation
σ2b3 = β(b2 + σ2), (4.3)
and
a =
σ2
b
=
βb
b3 − β . (4.4)
In particular, Lemma 4.3 implies that inequality (4.1) is exact.
For any given w ∈ R, y > 0, σ > 0, and β > 0, consider now the problem
of finding the exact upper bound of E(X − w)3+ over all r.v.’s X satisfying
the conditions X 6 y a.s., EX = 0, EX2 = σ2, and EX3+ = β. At that, by
Lemma 4.2, w.l.o.g. condition (4.2) holds, since otherwise the corresponding set
of r.v.’s X is empty.
Lemma 4.4. Fix any w ∈ R, y > 0, σ > 0, and β satisfying condition (4.2),
and let (a, b) be the unique pair of numbers described in Lemma 4.3. Then
sup{E(X − w)3+ : X 6 y a.s.,EX = 0,EX2 = σ2,EX3+ = β}
= max{E(X − w)3+ : X 6 y a.s.,EX = 0,EX2 = σ2,EX3+ = β} (4.5)
= max{E(X − w)3+ : X 6 y a.s.,EX 6 0,EX2 6 σ2,EX3+ 6 β} (4.6)
=
{
E(Xa,b − w)3+ if w 6 0,
E(Xa˜,b˜ − w)3+ if w > 0,
(4.7)
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where
b˜ := y and a˜ :=
βy
y3 − β (4.8)
(cf. (4.4)). At that, a˜ > 0, Xa˜,b˜ 6 y a.s., EXa˜,b˜ = 0, and E(Xa˜,b˜)
3
+ = β, but one
can only say that EX2
a˜,b˜
6 σ2, and the latter inequality is strict if β 6= y3σ2y2+σ2 .
Together with Lemma 4.8 below, Lemma 4.4 represents one of the two most
important steps in the proof of Theorem 2.1.
Lemma 4.5. Let ξ and η be any real-valued r.v.’s such that E ξ 6 E η, E ξ2 6
E η2 <∞, and E f(ξ) 6 E f(η) for all f ∈ H3+. Then
(i) inequality E f(ξ) 6 E f(η) will hold for all f ∈ F3+;
(ii) if the condition E ξ 6 E η is replaced by E ξ = E η, then the inequality
E f(ξ) 6 E f(η) will hold for all f in the larger class F3+,1, defined in
Proposition 2.2;
(iii) if the conditions E ξ 6 E η and E ξ2 6 E η2 are both replaced by the equali-
ties E ξ = E η and E ξ2 = E η2, then the inequality E f(ξ) 6 E f(η) will hold
for all f in the larger class F3+,12;
(iv) however, it is not enough to replace the condition E ξ2 6 E η2 by the equal-
ity E ξ2 = E η2 for the inequality E f(ξ) 6 E f(η) to hold for all f in the
larger class F3+,2 defined by removing f ′ from the list “f, f ′, f ′′, f ′′′” in
(2.1).
Lemma 4.6. Let ξ and η be any real-valued r.v.’s such that E ξ 6 E η, E ξ2 6
E η2 <∞, and E f(ξ) 6 E f(η) for all f ∈ H2+. Then
(i) inequality E f(ξ) 6 E f(η) will hold for all f ∈ F2+;
(ii) if the condition E ξ 6 E η is replaced by E ξ = E η, then the inequality
E f(ξ) 6 E f(η) will hold for all f in the larger class F2+,1, defined in
Proposition 2.9;
(iii) if the conditions E ξ 6 E η and E ξ2 6 E η2 are both replaced by the equali-
ties E ξ = E η and E ξ2 = E η2, then the inequality E f(ξ) 6 E f(η) will hold
for all f in the larger class F2+,12;
(iv) however, it is not enough to replace the condition E ξ2 6 E η2 by the equal-
ity E ξ2 = E η2 for the inequality E f(ξ) 6 E f(η) to hold for all f in the
larger class F2+,2 defined by removing f ′ from the list “f, f ′, f ′′” in (2.14).
Lemma 4.7. Let σ0, β0, σ, β be any real numbers such that 0 6 σ0 6 σ, 0 6
β0 6 β, β0 6 σ
2
0y, and β 6 σ
2y. Then
E f(Γσ2
0
−β0/y + y Π˜β0/y3) 6 E f(Γσ2−β/y + y Π˜β/y3) (4.9)
for all f ∈ H2+, and hence for all f ∈ F2+ and for all f ∈ F3+.
Lemma 4.8. Let X be any r.v such that X 6 y a.s., EX 6 0, EX2 6 σ2, and
EX3+ 6 β, where β satisfies condition (4.2). Then for all f ∈ F3+
E f(X) 6 E f(Γσ2−β/y + y Π˜β/y3). (4.10)
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Lemma 4.9. (Recall here the definition of Xa,b in the beginning of Section 4.)
Fix any σ > 0, y > 0, and ε ∈ (0, 1). Let then β := εσ2y, in accordance
with (2.2). Then for each large enough m ∈ {1, 2, . . .} there exist positive real
numbers a = am and b = bm such that the following statement is true:
if n := 2m and X1, . . . , Xn are independent r.v.’s such that X1, . . . , Xm
are independent copies of Xb/
√
m,b/
√
m and Xm+1, . . . , X2m are independent
copies of Xa/m,y, then X1, . . . , Xn satisfy conditions (2.3), with equalities in
place of the first three inequalities there.
Moreover, then S = X1+· · ·+Xn converges in distribution to Γ(1−ε)σ2+yΠ˜εσ2/y2
as m→∞.
Proof of Theorem 2.1. Let σ2i := EX
2
i , βi := E(Xi)
3
+, σ
2
0 :=
∑n
i=1 σ
2
i , β0 :=∑n
i=1 βi, Yi := Γσ2i−βi/y + yΠ˜βi/y3 , and T :=
∑n
i=1 Yi. Then, by a standard
argument (cf. e.g. the proof of [43, Theorem 2.1]) based on Lemma 4.8, one has
E f(S) 6 E f(T ) = E f(Γσ2
0
−β0/y + yΠ˜β0/y3) for all f ∈ F3+.
On the other hand, it is clear from (2.3) that 0 6 σ20 6 σ
2 and 0 6 β0 6 β; next,
βi 6 σ
2
i y for all i = 1, . . . , n and hence β0 6 σ
2
0y; also, by (2.2), σ
2 − β/y =
(1− ε)σ2 and β/y3 = εσ2/y2. It remains to use Lemma 4.7.
Proof of Proposition 2.2. This follows by Lemma 4.5(ii,iii).
Proof of Proposition 2.3. This follows by Lemma 4.9 and the Fatou lemma for
convergence in distribution – see e.g. [7, Theorem 5.3].
Proof of Proposition 2.5. To obtain a contradiction, suppose that for some p ∈
(0, 3) one can replace H3+ in Corollary 2.4 by Hp+. By (1.11), w.l.o.g. p ∈ (2, 3).
Take any a ∈ (0, 1) and introduce the new variable
τ :=
a√
1 + a
.
Next, take any n ∈ {1, 2, . . .} and let X1 = Xa,1 and X2 = · · · = Xn = 0 a.s.
(recall the definition ofXa,b at the beginning of Section 4). Then conditions (2.2)
and (2.3) hold for y = 1, σ =
√
a, and β = a1+a ; at that, ε =
1
1+a , (1−ε)σ2 = τ2,
εσ2 = a1+a , and −εσ2 + a = τ2. Note that the function x 7→ f−a(x) := (x+ a)p+
belongs to the class Hp+. Consider
E1(a) := E f−a(S) and E2(a) := E f−a(Γ(1−ε)σ2 + Π˜εσ2),
respectively the left-hand side and the right-hand side of inequality (2.4) with
f = f−a. Then
E1(a) = E(Xa,1+a)p+ = E(Xa,1+a)p = a(1+a)p−1 = a+(p−1)a2+o(a2); (4.11)
here and in the rest of the proof of Proposition 2.5, the limit relations are
understood as a ↓ 0.
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On the other hand,
E2(a) = E(Γτ2 +Πa/(1+a)+τ2)p+ = E2,0(a)+E2,1(a)+E2,2(a)+E2,>3(a), (4.12)
where
E2,k(a) := P(Πa/(1+a) = k)E(Γτ2 + τ2 + k)p+
=
e−a/(1+a)
k!
ak
(1 + a)k
E(τZ + τ2 + k)p+,
E2,>3(a) :=
∞∑
k=3
E2,k(a),
and Z is a standard normal r.v. Note that (τZ+τ2+k)p+ = O(τ
p|Z|p+τ2p+kp),
whence
0 6 E(τZ + τ2 + k)p+ = O(τ
p + kp) (4.13)
over all k > 0. So,
E2,0(a) = O(τp) = O(ap) = o(a2), (4.14)
since p ∈ (2, 3). Similarly using (4.13), it is easy to see that
E2,>3(a) = O(a3) = o(a2). (4.15)
By dominated convergence, E(τZ + τ2 + 2)p+ = 2
p + o(1). Hence,
E2,2(a) = a
2
2
2p(1 + o(1)) = 2p−1a2 + o(a2). (4.16)
To estimate E2,1(a), introduce h(τ, z) := E(1 + τzR+ τ2)p+, where R := X1,1 is
a Rademacher r.v. which is independent of Z. Then h(0, z) = 1, h′τ (0, z) = 0,
|h′′τ (τ, z)| = O(|z|p + 1), and so, E(τZ + τ2 + 1)p+ = Eh(τ, Z) = 1 + O(τ2) =
1 + o(a), which implies
E2,1(a) = e−a/(1+a) a
1 + a
(1 + o(a)) = a− 2a2 + o(a2). (4.17)
Thus, (4.12), (4.14), (4.15), (4.16), and (4.17) yield E1(a) = a+ (2p−1 − 2)a2 +
o(a2). So, recalling (4.11), one has E2(a)−E1(a) = g(p)a2+o(a2), where g(p) :=
2p−1 − 1− p. Observe that g(2) = −1 < 0 = g(3) and g is a convex function, so
that g(p) < 0 for all p ∈ (2, 3). Therefore, the difference E2(a) − E1(a) between
the right-hand side of inequality (2.4) (with f = f−a) and its left-hand side is
negative for small enough a ∈ (0, 1). This contradiction concludes the proof of
Proposition 2.5.
Proof of Corollary 2.7. Let S˜ :=
∑
iXi I{yi > σi} and σ˜ :=
√∑
i σ
2
i I{yi > σi},
and let σ be defined as in (2.9). Just as was noted concerning condition (2.2),
w.l.o.g. let us assume that εˇ := β˜σ˜2y ∈ (0, 1). Then, by Theorem 2.1,
E f(x+ S˜) 6 E f
(
x+ Γ(1−εˇ)σ˜2 + yΠ˜εˇσ˜2/y2
)
(4.18)
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for all x ∈ R and f ∈ F3+, since the class F3+ is obviously invariant with respect
to the shifts F3+ ∋ f(·) 7→ f(x + ·), for all x ∈ R. On the other hand, by [46,
Corollary 1 with p = 12 and (10)],
E f(S − S˜ + z) 6 E f(Γσ2−σ˜2 + z)
for all z ∈ R and f ∈ F3+, where one may assume that the r.v. Γσ2−σ˜2 is
independent of the r.v.’s S˜, Γ(1−εˇ)σ˜2 , and Π˜εˇσ˜2/y2 in (4.18). Using now (4.18)
and the independence of S − S˜ and S˜, for all f ∈ F3+ one has
E f(S) =
∫
R
E f(S − S˜ + z)P(S˜ ∈ dz)
6
∫
R
E f
(
Γσ2−σ˜2 + z
)
P(S˜ ∈ dz)
= E f
(
Γσ2−σ˜2 + S˜
)
=
∫
R
E f(x+ S˜)P(Γσ2−σ˜2 ∈ dx)
6
∫
R
E f
(
x+ Γ(1−εˇ)σ˜2 + yΠ˜εˇσ˜2/y2
)
P(Γσ2−σ˜2 ∈ dx)
= E f
(
Γσ2−σ˜2 + Γ(1−εˇ)σ˜2 + yΠ˜εˇσ˜2/y2
)
= E f
(
Γ(1−ε˜)σ2 + yΠ˜ε˜σ2/y2
)
,
since εˇσ˜2 = ε˜σ2. Thus, inequality (2.10) is proved, which in turn implies in-
equalities (2.11) and (2.12) (cf. Corollary 2.6).
Proof of Proposition 2.8. As noted in the Introduction, inequality (2.16) for all
f of the form f(x) ≡ (x − t)2+ was obtained by Bentkus [2, 4]. By the Fubini
theorem, one has (2.16) for all f ∈ H2+. Then the extension to all f ∈ F2+ follows
by Lemma 4.6(i).
Proof of Proposition 2.9. This follows by Lemma 4.6(ii,iii).
Proof of Proposition 2.10. This proof is quite similar to (and even somewhat
simpler than) that of Proposition 2.3.
Proof of Proposition 2.12. This proof is somewhat similar to but much simpler
than that of Proposition 2.5. To obtain a contradiction, suppose that for some
p ∈ (0, 2) one can replace H2+ in Corollary 2.11 by Hp+. W.l.o.g. p ∈ (1, 2). Take
any n ∈ {1, 2, . . .} and let X1 = X1,1 and X2 = · · · = Xn = 0 a.s. Then for
y = σ = 1 and all i one has EXi = 0, Xi 6 y a.s., and
√∑
i EX
2
i = σ. The
function x 7→ f−1(x) := (x + 1)p+ belongs to the class Hp+. Then the left-hand
side and the right-hand side of inequality (2.16) with f = f−1 are, respectively,
E1(p) := E(X1,1 + 1)p+ = 2p−1 and E2(p) := EΠp1. Observe that the function
p 7→ E2(p)/E1(p) is strictly convex on the interval (1, 2), and its values at the
endpoints 1 and 2 of the interval are 1. It follows that E2(p)/E1(p) < 1 for all
p ∈ (1, 2).
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Proof of Proposition 3.1. Take indeed any σ > 0, y > 0, ε ∈ (0, 1), and x >
0. Let for brevity f := lnPUexp. Then, by the definition in (1.6), PU(x) =
exp infλ>0
(− λx + f(λ)). By the definition of lnPUexp in (1.5),
f ′(λ) = λ(1 − ε)σ2 + e
λy − 1
y
εσ2, (4.19)
which increases from 0 to ∞ as λ does so. Thus, there exists a unique root
λ = λx in [0,∞) of the equation f ′(λ) = x, and λx is the unique minimum
point for −λx+ f(λ) over all λ ∈ [0,∞), so that (3.1) holds, with the so defined
λx. It is also clear now that λx = (f
′)−1(x) increases from 0 to ∞ as x does so;
that is, the last sentence of Proposition 3.1 is verified.
Next, rewrite the equation f ′(λ) = x as eλy = wκ and then we
w = κe(1+r)κ,
in terms of the new variable w := (1 + r)κ− λy, where r := xyεσ2 and κ := ε1−ε ,
so that λ = (1+r)κ−wy . Now one sees that λx defined above in this proof as the
unique root of equation f ′(λ) = x also satisfies definition (3.3).
By (1.5),
e−λx PUexp(λ) = exp
{
− λx+ λ
2
2
(1 − ε)σ2 + e
λy − 1− λy
y2
εσ2
}
. (4.20)
Now use again the mentioned equation eλy = wκ to substitute
w
κ for e
λy in the
expression (4.20) and then substitute there (1+r)κ−wy for λ. Then (3.2) follows
by simple algebra.
Proof of Proposition 3.2.
(i) The continuity of m on (−∞, x∗) follows by the condition E ηα+ <∞ and
dominated convergence.
The left continuity ofm at x∗ follows by (3.4) and the definitionm(x∗) := x∗.
Indeed, in view of the first expression for m(t) in (3.4),
m(t) > t for all t ∈ (−∞, x∗), (4.21)
whencem(t)→∞ = x∗ as t ↑ x∗ in the case when x∗ =∞. Now if x∗ <∞ then,
in view of the last expression for m(t) in (3.4), x∗ −m(t) = E(x∗−η)(η−t)
α−1
+
E(η−t)α−1
+
∈
[0, x∗ − t] for all t ∈ (−∞, x∗), so that m(t)→ x∗ as t ↑ x∗ in this case as well.
That m(t) = x∗ for all t ∈ [x∗∗, x∗] also follows in view of the last expression
for m(t) in (3.4), taking also into account the definition of x∗∗, which implies
that (η − t)+ = (x∗ − t) I{η = x∗} a.s. for all t ∈ [x∗∗, x∗].
That the function m is strictly increasing on (−∞, x∗∗), with m((−∞)+) =
E η, follows immediately from parts (i) and (ii) of [38, Theorem 2.5]. This com-
pletes the proof of part (i) of Proposition 3.2.
(ii) Part (ii) of Proposition 3.2 follows immediately from its part (i), taking
also into account (4.21).
(iii) The first equality in part (iii) of Proposition 3.2 follows immediately
from part (iv) of [38, Theorem 2.5]; the second equality follows by (3.5) and
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(3.4). (The natural condition x < x∗ was missing in parts (iii) and (iv) of [38,
Theorem 2.5]; thanks are due to Bentkus for having drawn my attention to that
omission.)
(iv) Part (iv)(a) of Proposition 3.2 follows from the last sentence of [38,
Theorem 2.5] and Proposition 3.3, to be proved next.
Let us now verify part (iv)(b). Take indeed any x ∈ [x∗,∞). Then for all
t ∈ (−∞, x), by the already proved part (i) of Proposition 3.2, one has m(t) 6
m(x∗) = x∗ 6 x, and so, by the second displayed formula on [38, page 302],
F (t, x) :=
E(η − t)α+
(x− t)α (4.22)
is nonincreasing in t ∈ (−∞, x). Recalling now (1.14) and taking also into
account that η 6 x a.s. for all x ∈ [x∗,∞), one sees that
Pα(η;x) = inf
t∈(−∞,x)
F (t, x) (4.23)
= lim
t↑x
F (t, x) = lim
t↑x
E(η − t)α I{η ∈ (t, x]}
(x− t)α = P(η = x) = P(η > x),
(4.24)
since 0 6 limt↑x
E(η−t)α I{η∈(t,x)}
(x−t)α 6 limt↑x E I{η ∈ (t, x)} = 0. This completes
the proof of part (iv) of Proposition 3.2.
(v)(a) Take any x and y such that E η < x < y < x∗. Then F (t, x) > F (t, y)
for each t < (−∞, x). Hence, by (3.6), (4.22), and (4.23), Pα(η;x) = F (tx, x) >
F (tx, y) > Pα(η; y). This proves part (v)(a) of Proposition 3.2.
(v)(b) By parts (i) and (ii) of Proposition 3.2, the function x 7→ tx is contin-
uous on (E η, x∗). Also, E(η − t)α+ and E(η − t)α−1+ are continuous in t ∈ R, by
the condition E ηα+ <∞ and dominated convergence. Hence, in view of the last
expression in (3.6), the function x 7→ Pα(η;x) is continuous on (E η, x∗).
Consider now the right continuity at E η. Let x ↓ E η. Then, by parts (i) and
(ii) of Proposition 3.2, tx → −∞. If E η > −∞ then, by the condition E ηα+ <∞,
one has E η ∈ R, so that x− tx ∼ E η − tx ∼ −tx.
Let us show that the conclusion that x − tx ∼ −tx holds when E η = −∞.
Note that
(η−t)α+
(−t)α 6 (1 + η+)
α for all t 6 −1; hence, by dominated convergence,
E(η − t)α+ ∼ (−t)α (4.25)
and, similarly, E(η − t)α−1+ ∼ (−t)α−1 as t → −∞. So, by (3.4), m(t) = t +
(−t)(1 + o(1)) = o(|t|) as t → −∞. It follows by part (ii) of Proposition 3.2
that x = o(tx) (as x ↓ E η), which indeed implies x− tx ∼ −tx, even in the case
when E η = −∞. Therefore, by the first equality in (3.6), (4.25), and part (iv)
of Proposition 3.2,
Pα(η;x) =
E(η − tx)α+
(x − tx)α ∼
E(η − tx)α+
(−tx)α → 1 = Pα(η;E η)
as x ↓ E η, which concludes the proof of the right continuity at E η.
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To complete the proof of part (v)(b) of Proposition 3.2, it remains to verify
the left continuity at x∗. The easier case here is when x∗ =∞; then
0 6 Pα(η;x) 6 F (x− 1, x) = E(η − x+ 1)α+ → 0 = Pα(η;∞) = Pα(η;x∗)
as x → ∞ = x∗, by the definitions (1.14) and (4.22) of Pα(η;x) and F (t, x),
the condition E ηα+ < ∞ and dominated convergence, and part (iv) of Proposi-
tion 3.2.
Assume now that x∗ <∞. Let x ↑ x∗. Introduce t˜x := x−
√
x∗ − x, so that
t˜x < x, t˜x ↑ x∗, x∗ − t˜x ∼ x− t˜x, and hence
0 6
E(η − t˜x)α I{η ∈ (t˜x, x∗)}
(x − t˜x)α
6
(x∗ − t˜x
x− t˜x
)α
E I{η ∈ (t˜x, x∗)} → 0,
which in turn implies
F (t˜x, x) =
E(η − t˜x)α I{η ∈ (t˜x, x∗]}
(x− t˜x)α
→ P(η = x∗) = Pα(η;x∗),
by part (iv)(b) of Proposition 3.2. It is clear from the definition (1.14) of Pα(η;x)
that Pα(η;x) > Pα(η; y) whenever −∞ < x < y < ∞. Hence, recalling again
the definition (4.22) of F (t, x), one has
Pα(η;x∗) 6 lim
x↑x∗
Pα(η;x) 6 lim
x↑x∗
F (t˜x, x) = Pα(η;x∗),
which implies the left continuity at x∗. Thus, part (v)(b) of Proposition 3.2 is
completely proved.
(vi) Part (vi) of Proposition 3.2 follows immediately from the definitions
(1.14), (3.5), and (3.4).
Proof of Proposition 3.3. For brevity, let us denote the infima in (3.9) and (3.10)
by inf1 and inf2, respectively. Take any x ∈ R.
Then inf2 6 Pα(η;x), because the function u 7→ (u − t)α+ is in Hα+ for every
t ∈ R. If inf2 < Pα(η;x), then there is some f ∈ Hα+ such that f(x) > 0 and
E f(η)
f(x) <
E(η−t)α+
(x−t)α for all t ∈ (−∞, x); but, by (1.10), f(u) =
∫
(−∞,u)(u− t)α µ(dt)
for some nonnegative measure µ and all u ∈ R; at that, µ((−∞, x)) 6= 0, since
f(x) > 0; so,
E f(η) =
E f(η)
f(x)
∫
(−∞,x)
(x − t)α µ(dt) <
∫
(−∞,x)
E(η − t)α+ µ(dt) 6 E f(η),
by the Fubini theorem. This contradiction shows that inf2 = Pα(η;x).
It remains to show that inf1 = inf2. Take any f ∈ Hα+ such that f(x) > 0,
and let g := gf :=
f
f(x) . Then
E f(η)
f(x) = E g(η), g ∈ Hα+, g is nonnegative and
nondecreasing, and g(x) = 1. It follows that g(u) > I{u > x} for all u ∈ R.
Thus, inf1 6 inf2.
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Vice versa, take any f ∈ Hα+ such that f(u) > I{u > x} for all u ∈ R. Then
f(x) > 1, and so, f > ff(x) = g ∈ Hα+ and g(x) = 1. Hence, E f(η) > E g(η) =
E g(η)
g(x) , which implies inf1 > inf2. So, indeed inf1 = inf2.
Proof of Proposition 3.4. The first equality in (3.12) follows easily from (1.11)
and Proposition 1.1; indeed, for any convex f : R → R such that f(−∞+) = 0
one has f > 0 and f ′ > 0 on R. As for the second equality in (3.12), it follows by
the Bernstein theorem on completely monotone functions (see, e.g., [15] or [33])
and the fact that the Laplace transform of a measure uniquely characterizes the
measure — cf. Remark 3.5 in [45]. Indeed, take any f ∈ H∞+ . Then for each w ∈
[0,∞) the function (−∞, 0) ∋ x 7→ fw(x) = f(x + w) is completely monotone,
in the sense that f
(j)
w > 0 on R for all j = 0, 1, . . . ; hence, there exists a unique
nonnegative Borel measure µw on [0,∞) such that f(x+w) =
∫
[0,∞) e
txµw( dt)
for all x ∈ (−∞, 0) or, equivalently,
f(u) =
∫
[0,∞)
etue−twµw( dt) (4.26)
for all u ∈ (−∞, w), and hence for all u ∈ (−∞, 0) (see e.g. [33, Ch. 2,§2]);
in fact, one must have µ({0}) = 0, since f(−∞+) = 0. In particular, identity
(4.26) holds for all u ∈ (−∞, 0) with µ0( dt) in place of e−twµw( dt). By the
uniqueness of the measure, one has f(u) =
∫
(0,∞) e
tuµ0( dt) for all w ∈ [0,∞)
and all u ∈ (−∞, w), and hence for all u ∈ R. By dominated convergence, now
one also obtains the condition f (j)(−∞+) = 0 for all j = 0, 1, . . . .
Proof of Proposition 3.5. Similarly to (3.9)-(3.10), one has
P∞(η;x) = inf
f∈Hexp
+
E f(η)
f(x)
(4.27)
for all x ∈ R. Indeed, by definition (3.11) and because the class Hexp+ contains
all increasing exponential functions, the right-hand side of (4.27) is no greater
than its left-hand side, P∞(η;x). To complete the proof of inequality (4.27),
take any f ∈ Hexp+ and any x ∈ R. Then f(u) =
∫
(0,∞)e
tuµ( dt) for all u ∈ R,
where µ > 0 is some Borel measure. So, by the Fubini theorem and (3.11),
E f(η) =
∫
(0,∞)
E etηµ( dt) >
∫
(0,∞)
P∞(η;x)etxµ( dt) = P∞(η;x)f(x), (4.28)
which shows that the right-hand side of (4.27) is no less than its left-hand side,
P∞(η;x). Thus, (4.27) is verified. On the other hand, by Proposition 3.4, (1.11),
and (3.9)-(3.10),
inf
f∈Hexp
+
E f(η)
f(x)
= lim
α↑∞
inf
f∈Hα
+
E f(η)
f(x)
= lim
α↑∞
Pα(η;x). (4.29)
This, together with (4.27), yields (3.13).
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That the function α 7→ Pα(η;x) is nondecreasing on (0,∞) follows immedi-
ately by (3.9)-(3.10) and (1.11); that this function is nondecreasing on (0,∞]
now follows by (3.13).
Proof of Proposition 3.6. Take indeed any σ ∈ (0,∞), any x ∈ [0,∞), and any
r.v.’s ξ and η such that E ξ 6 0 = E η and E ξ2 6 E η2 = σ2. Let f(t) := σ
2+t2
(x−t)2 .
Then for any t < 0 one has (x− t)2 P(ξ > x) 6 E(ξ − t)2 = E ξ2+2|t|E ξ+ t2 6
σ2 + t2, whence P(ξ > x) 6 inft<0 f(t) = inft∈(−∞,x) f(t) = f(−σ2/x) =
Ca(x).
Proof of Proposition 3.7.
(I) Inequalities Pin(x) 6 PU(x) and Be(x) 6 BH(x) follow because for each
α > 0 the class Hα+ contains the class of all increasing exponential functions,
taking at that into account the expression (3.10) for Pα(η;x), the definitions
of Pin(x), PU(x), and Be(x) in (2.5), (1.6), and (1.20), the expressions for
BH(x), BHexp(λ), and PUexp(λ) in (1.4), (1.16), and (1.17). As for the inequality
PU(x) 6 BH(x), it follows, as discussed in the Introduction after (1.6), because
PUexp 6 BHexp. Inequality Be(x) 6 Ca(x) follows by (1.20) and the expressions
(1.14) and (3.16) for Pα(η;x) and Ca(x), because obviously E(η−t)2+ 6 E(η−t)2
for any η and t.
(II) The identity in part (II) of Proposition 3.7 follows by [6, (10.5)] and (3.14).
(III) Applying twice the special l’Hospital-type rule for monotonicity (as well
as the l’Hospital rule for limits), one sees that the ratio ψ(u)u2 decreases from
1
2
to 0 as u increases from 0 to ∞, where the function ψ is defined by (1.2). Now
part (III) of Proposition 3.7 follows.
(IV) By re-scaling, w.l.o.g. σ = 1. Consider the function
d(x) :=
1
Ca(x)
− 1
BH(x)
= 1 + x2 − exp ψ(xy)
y2
. (4.30)
Let d3(x) := d
′′′(x)y3/eψ(xy)/y
2
and d4(x) := d
′
3(x)(1 + xy)/(−3y). Then d4(x)
is a monic quadratic polynomial in ln(1 + xy) with (coefficients being rational
functions of x and y, and) a negative discriminant, so that d4(x) > 0 and hence
d′3(x) < 0 for all x > 0. So, d3 decreases on [0,∞) from d3(0) = y4 > 0 to
d3(∞−) = −∞ < 0. Hence, d′′′ is +− on [0,∞); that is, d′′′(x) switches in sign
from + to − as x increases from 0 to∞. Thus, d′′ is up-down on [0,∞); that is,
switches from increase to decrease on [0,∞). Since d′′(0) = 1 > 0 and d′′(∞−) =
−∞, one sees that d′′ is +− on [0,∞). Since d′(0) = 0 and d′(∞−) = −∞, one
sees that d′ is +− on (0,∞). Since d(0) = 0 and d(∞−) = −∞, one sees that d
is +− on (0,∞) as well. This proves the existence of a unique uy in (0,∞) such
that Ca(x) < BH(x) for x ∈ (0, uy) and Ca(x) > BH(x) for x ∈ (uy,∞). That
uy increases from u0+ = 1.585 . . . to ∞ as y increases from 0 to ∞ now follows
by part (III) of Proposition 3.7, since Ca(x) does not depend on y.
(V) Take any x > 0. By (1.5), PUexp(λ) = exp
{
λ2
2 σ
2+ e
λy−1−λy−λ2y2/2
y2 εσ
2
}
strictly increases from exp
{
λ2
2 σ
2
}
= E exp{λΓσ2} to exp e
λy−1−λy
y2 σ
2 = BHexp(λ)
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as ε increases from 0 to 1. So, in view of (1.6), PU(x) is nondecreasing in
ε ∈ (0, 1).
Moreover, PU(x) is strictly increasing in ε ∈ (0, 1), from EN(x) to BH(x); this
follows by (3.1). Indeed, λx is the only positive root of the equation f
′(λ) = x,
where (see (4.19)) f ′(λ) = λσ2+ e
λy−1−λy
y εσ
2 is strictly increasing in λ > 0 and
in ε ∈ [0, 1]. So, the unique root λx of the equation f ′(λ) = x is decreasing in
ε ∈ [0, 1], from xσ2 <∞ to 1y ln(1+xy/σ2) > 0, so that λx > 0 remains bounded
away from 0 and ∞ as ε increases from 0 to 1.
Now part (V) of Proposition 3.7 follows, and the entire Proposition 3.7 is
proved.
Proof of Proposition 3.8. In view of (4.19), for f := lnPUexp and each x > 0
the equation f ′(λx) = x implies that there is some αx ∈ (0, 1) such that
λx(1− ε)σ2 = (1 − αx)x and e
λxy − 1
y
εσ2 = αx x, (4.31)
whence
λx = λx,1 :=
(1− αx)x
(1− ε)σ2 and λx = λx,2 :=
1
y
ln
(
1 +
αxxy
εσ2
)
. (4.32)
On the other hand, introducing f1(λ) := −λ(1−αx)x+ λ22 (1−ε)σ2 and f2(λ) :=
−λαxx+ e
λy−1−λy
y2 εσ
2, by (3.1) and (4.20) one has
lnPU(x) = −λxx+ f(λx) = f1(λx) + f2(λx) = f1(λx,1) + f2(λx,2) = g(αx),
where
g(α) := − (1− α)
2x2
2(1− ε)σ2 −
εσ2
y2
ψ
(αxy
εσ2
)
= ln
(
EN(1−ε)σ2((1 − α)x) BHεσ2,y(αx)
)
(4.33)
and ψ is defined by (1.2); thus, the expression in (3.18) equals PU(x). The
derivative
g′(α) =
(1− α)x2
(1− ε)σ2 −
x
y
ln
(
1 +
αxy
εσ2
)
(4.34)
decreases from g′(0) > 0 to g′(1) < 0 as α increases from 0 to 1. Hence, there
is a unique maximum point of g in [0, 1] (say α˜x). Moreover, α = α˜x must be
the unique root in (0, 1) of the equation g′(α) = 0, which is the same as (3.19).
But, by (4.34) and (4.32), this equation is satisfied by α = αx ∈ (0, 1). Thus,
α˜x = αx. This completes the proof of (3.17), (3.18), and (3.19).
Finally, it follows from (4.31) that αx1−αx =
ε
1−ε
eλxy−1
λxy
, which increases in λx
from ε1−ε to ∞ as λx increases from 0 to ∞, which it does (according to the
last sentence in Proposition 3.1) as x increases from 0 to ∞. Now the entire
proposition is proved.
Proof of Proposition 3.9. This follows immediately from Lemma 4.7 with σ0 =
σ, β0 = εσ
2y, and β = σ2y.
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Proof of Proposition 3.10. This follows because of the known fact that the func-
tion Z ∋ j 7→ P(Πθ > j) is log-concave (see e.g. [39, Theorem 1 and Remark 13]),
in the sense of [39, Definition 1].
Proof of Proposition 3.11. The right-hand side of (3.22) with PLC(yΠ˜εσ2/y2 > z)
replaced by P(yΠ˜εσ2/y2 > z) would equal P(Γ(1−ε)σ2 + yΠ˜εσ2/y2 > x). So, since
P
LC(yΠ˜εσ2/y2 > z) majorizes P(yΠ˜εσ2/y2 > z), the right-hand side of (3.22)
majorizes P(Γ(1−ε)σ2 + yΠ˜εσ2/y2 > x). Also, the right-hand side of (3.22) is
log-concave in x ∈ R by the well-known theorem, which states that ∫
R
f(x, z) dz
is log-concave in x ∈ R if a function R2 ∋ (x, z) 7→ f(x, z) is log-concave
(see e.g. [53] as well as the corresponding review by Perlman in Mathematical
Reviews); here we also used the obvious fact that any normal density function
is log-concave. This concludes the proof of Proposition 3.11.
Proof of Proposition 3.12. All the limit relations in this proof are of course as
x → ∞, unless specified otherwise. By Proposition 3.8, αx → 1. Equations
(4.32) allow one to qualify the rate of convergence of αx to 1. Indeed,
ln
(
1 +
αxxy
εσ2
)
∼ ln αxxy
εσ2
= ln
xy
εσ2
+ lnαx ∼ ln
(
1 +
xy
εσ2
)
,
whence, by (4.32),
1− αx = (1− ε)σ
2
xy
ln
(
1 +
αxxy
εσ2
)
∼ (1− ε)σ
2
xy
ln
(
1 +
xy
εσ2
)
. (4.35)
Now one can see that
ln
(
1 +
αxxy
εσ2
)
− ln
(
1 +
xy
εσ2
)
= ln
(
1 +
(αx − 1)xy
xy + εσ2
)
∼ αx − 1
∼ − (1− ε)σ
2
xy
ln
(
1 +
xy
εσ2
)
,
and so, again by (4.32),
λx =
1
y
ln
(
1 +
xy
εσ2
)(
1− (1− ε)σ
2
xy
(1 + o(1))
)
;
1− αx = (1 − ε)σ
2
xy
ln
(
1 +
xy
εσ2
)(
1− (1− ε)σ
2
xy
(1 + o(1))
)
;
− (1− αx)
2x2
2(1− ε)σ2 = −
(1− ε)σ2
2y2
ln2
(
1 +
xy
εσ2
)(
1− 2(1− ε)σ
2
xy
(1 + o(1))
)
= − (1− ε)σ
2
2y2
ln2
(
1 +
xy
εσ2
)
+ o(1). (4.36)
Next, with the same ψ(u) = (1 + u) ln(1 + u) − u as in (1.2), one has ψ′(u) =
ln(1 + u) and ψ′′(u) = 11+u for u > 0, whence ψ(u)−ψ(v) = (u− v) ln(1 + v) +
O((u − v)2/u) as v > u→∞. Hence and view of (4.35),
εσ2
y2
[
ψ
( xy
εσ2
)
− ψ
(αxxy
εσ2
)]
=
(1− ε)σ2
y2
ln2
(
1 +
xy
εσ2
)
+ o(1). (4.37)
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Now (3.18), (4.33), (4.36), and (4.37) yield
PU(x) ∼ exp
{ (1− ε)σ2
2y2
ln2
(
1 +
xy
εσ2
)
− εσ
2
y2
ψ
( xy
εσ2
)}
. (4.38)
Next,
εσ2
y2
ψ
( xy
εσ2
)
=
εσ2 + xy
y2
[
ln
1
ε
+ ln
(
ε+
xy
σ2
)]
− xy
y2
.
Using this together with ln(ε+ xyσ2 ) = ln(1+
xy
σ2 )− (1−ε)σ
2
xy (1+ o(1)), (4.38), and
the definition of BH(x) in (1.1), one concludes the proof of Proposition 3.12.
Proof of Proposition 3.13. Fix indeed any σ > 0 and y > 0. By rescaling,
w.l.o.g. y = 1. For brevity, let
θ := σ2 and v :=
xy
σ2
=
x
θ
.
Letting also k := ⌈x+ θ⌉ = ⌈θ(1 + v)⌉ (so that θ(1 + v) 6 k < θ(1 + v) + 1) and
using the Stirling formula, one has the following for x > 0:
P(yΠ˜σ2/y2 > x) = P(Πθ > x+ θ) > P(Πθ = k) = e
−θθk/k!
>⌢
1√
k
(eθ
k
)k
>⌢
1√
v
exp
{(
θ(1 + v) + 1
)
ln
eθ
θ(1 + v) + 1
}
>⌢
1
v3/2
exp
{
θ(1 + v) [1− ln(1 + v + 1/θ)]}
>
eθ
ev3/2
exp
{
θ
(
v − (1 + v) ln(1 + v))} = eθθ3/2
ex3/2
BH(x),
which proves the first inequality in (3.23).
The second inequality in (3.23) follows by the first inequality in (1.20), since
Π˜θ is the limit in distribution as n→∞ of S = X1+· · ·+Xn, where the Xi’s are
i.i.d. r.v.’s each with the centered Bernoulli distribution with parameter θ/n.
The second inequality in (3.24) follows similarly by the Bennett-Hoeffding
inequality (1.1).
The third inequality in (3.23) is the second inequality in (1.20).
It remains to verify the first inequality in (3.24). Let, for brevity, G(u) :=
P(Πθ > u) = P(Π˜θ > u − θ) = P(yΠ˜σ2/y2 > u − θ). Then, by Proposition 3.10
(with j = ⌈u− 1⌉) and Remark 1.4, for x := u− θ one has
P
LC(yΠ˜σ2/y2 > x) = P
LC(Πθ > u)
6 G(j) = G(u)
G(j)
G(j + 1)
<⌢ j G(u) 6 uP(Πθ > u)
= (x + θ)P(yΠ˜σ2/y2 > x)
if u > 1, since θ
j
j! e
−θ 6 G(j) =
∑∞
m=j
θm
m! e
−θ 6 θ
j
j! e
−θ 1
1−θ/j for all j = 1, 2, . . .
such that j > θ. This concludes the proof of Proposition 3.13.
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Proof of Proposition 3.14. The second inequality in (3.25) follows by inequal-
ity (2.5) and Lemma 4.9.
The second inequality in (3.26) follows similarly by inequality (1.6) and
Lemma 4.9.
The third inequality in (3.25) is inequality (2.6).
It remains to prove the first inequality in (3.25) and the first inequality in
(3.26). W.l.o.g. y = 1.
To prove the first inequality in (3.25), use identity (3.18), the first inequality
in (3.23), and the Laplace method for the asymptotics of integrals, as follows.
By (3.27) (with y = 1), (3.20), the first inequality in (3.23), (3.17), and (3.18),
P(ησ,1,ε > x) >
∫ x
αxx
P(Π˜εσ2 > z)P(x− Γ(1−ε)σ2 ∈ dz) (4.39)
>⌢
∫ x
αxx
BHεσ2,1(z)
z3/2
exp
{
− (x− z)
2
2(1− ε)σ2
}
dz
>
PU(x)
x3/2
∫ x
αxx
eh(z)−h(αxx) dz (4.40)
for all large enough x > 0, where
h(z) := hx(z) := ln
(
BHεσ2,1(z) EN(1−ε)σ2(x−z)
)
= − (x− z)
2
2(1− ε)σ2−εσ
2ψ
( z
εσ2
)
,
recalling also (1.1). By (3.18) (or because αx is a root of equation (3.19)), one
has h′(αxx) = 0. Also, for all large enough x > 0 and all z ∈ [αxx, x] one
has h′′(z) = − 1(1−ε)σ2 − 1z+εσ2 > − 2(1−ε)σ2 (here using (3.20) again) and hence
h(z)−h(αxx) > − (z−αxx)
2
(1−ε)σ2 . Note also that, by (4.35), x−αxx→∞ as x→∞.
Now the first inequality in (3.25) follows by (4.39)-(4.40).
Finally, to prove the first inequality in (3.26), use (3.27) and (3.22). Let I1,
I2, and I3 be the integrals of the integrand in (3.22) (with y = 1) over the
intervals (−∞, 1], (1, 2x], and (2x,∞), respectively. Then, in view of the trivial
bound PLC(Π˜εσ2 > z) 6 1 for all z ∈ R,
I1 6
∫ 1
−∞
P(x − Γ(1−ε)σ2 ∈ dz) = P(Γ(1−ε)σ2 > x− 1)
<⌢ exp
{
− (x− 1)
2
2(1− ε)σ2
}
<⌢ e
−x 1
x
√
2π
exp
{
− x
2
2σ2
}
<⌢ e
−x
P(Γσ2 > x)
6 e−x PU(x) <⌢ e−xx3/2 P(ησ,y,ε > x) <⌢ xP(ησ,y,ε > x) (4.41)
for all large enough x > 0; the first inequality in the line (4.41) is a limit case of
the inequality in (1.6) (cf. Lemma 4.9), while the second inequality in the line
(4.41) is the first inequality in (3.25), proved in the previous paragraph. Quite
similarly,
I3 6
∫ ∞
2x
P(x− Γ(1−ε)σ2 ∈ dz)
= P(Γ(1−ε)σ2 6 −x) = P(Γ(1−ε)σ2 > x) <⌢ xP(ησ,y,ε > x)
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for all large enough x > 0. Finally, by the first inequality in (3.24), for x > 1
I2 <⌢
∫ 2x
1
z P(Π˜εσ2 > z)P(x − Γ(1−ε)σ2 ∈ dz)
6 2x
∫
R
P(Π˜εσ2 > z)P(x− Γ(1−ε)σ2 ∈ dz) = 2xP(ησ,y,ε > x).
Thus, the first inequality in (3.26) follows from (3.22) and the above bounds on
I1, I3, and I2. This concludes the proof of Proposition 3.14.
Proof of Proposition 3.16. This follows from the more general [38, Theorem 4.2]
(or, rather, from its proof) and Proposition 3.3.
Proof of Proposition 3.17. Fix indeed any α > 1 and θ > 0. By Proposition 3.2(vi),
(3.28) is equivalent to
Pα(Πθ; k) ∼ P(Πθ > k) ∼ k
θ
P(Πθ > k) (4.42)
as Z ∋ k →∞. To begin proving this, take any k = 0, 1, . . . . Then, by (3.4),
m(k) = mα,Πθ(k) = k +
E(Πθ − k)α+
E(Πθ − k)α−1+
> k + 1 = m(tk+1); (4.43)
the last equality here holds by (3.5), while the inequality in (4.43) follows be-
cause (Πθ−k)α+ > (Πθ−k)α−1+ a.s., and the latter inequality is a.s. strict on the
event {Πθ > k + 2}, which is of nonzero probability. So, by Proposition 3.2(i),
tk+1 < k. (4.44)
The other key observation about tk+1 is that it is close enough to k for large
k. To see that, let δ ∈ (0, 1) and k ∈ Z be varying so that δ ↓ 0 and k → ∞.
Then
E(Πθ − k + δ)α+ = ak + sk,
where aj := aj,k := (j − k + δ)α θjj! e−θ and sk :=
∑∞
j=k+1 aj . Note that
aj+1
aj
=
(j + 1− k + δ
j − k + δ
)α θ
j + 1
6
(2 + δ
1 + δ
)α θ
j + 1
→ 0
for j > k + 1. Hence,
sk ∼ ak+1 = (1 + δ)α θ
k+1
(k + 1)!
e−θ ∼ θ
k+1
(k + 1)!
e−θ,
and so,
E(Πθ − k + δ)α+ ∼ ak + ak+1 ∼
θk
k!
e−θ
(
δα +
θ + o(1)
k
)
. (4.45)
Similarly,
E(Πθ − k + δ)α−1+ ∼
θk
k!
e−θ
(
δα−1 +
θ + o(1)
k
)
. (4.46)
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Now let us choose an arbirary constant c > 0 and then specify δ by the formula
δ =
( c
k
) 1
α−1
,
so that δα = o( 1k ) and δ
α−1 = ck . Then, using (4.45) and (4.46), one has the
following for large enough k (cf. (4.43)):
m(k − δ) = k − δ + θ
c+ θ
(1 + o(1)) < k + 1,
whence tk+1 > k− δ = k−
(
c
k
)1/(α−1)
. Recalling now (4.44) and that c > 0 was
arbitrary, one concludes that indeed tk+1 is close to k, in the sense that
k − o(k−1/(α−1)) < tk+1 < k.
Revisiting (4.45) and (4.46) with δ := k − tk+1 = o
(
k−1/(α−1)
)
, one has
E(Πθ − tk+1)α+ ∼
θk+1
(k + 1)!
e−θ and E(Πθ − tk+1)α−1+ ∼
θk+1
(k + 1)!
e−θ.
So, recalling the last expression in (3.6), one concludes that
Pα(Πθ; k + 1) ∼ θ
k+1
(k + 1)!
e−θ. (4.47)
On the other hand, it is easy to see (cf. the first relation in (4.45)) that
P(Πθ > k + 1) ∼ θ
k+1
(k + 1)!
e−θ and P(Πθ > k + 1) ∼ θ
k+2
(k + 2)!
e−θ.
Now (4.42) follows by (4.47).
4.2. Proofs of the lemmas
Proof of Lemma 4.1. This follows because x
3
(x+σ2/y)2 is nondecreasing in x ∈
[0, y] from 0 to y
3
(y+σ2/y)2 =
y5
(y2+σ2)2 .
Proof of Lemma 4.2. This follows by Lemma 4.1:
EX3+ 6
y5
(y2 + σ2)2
(
EX2 + (σ2/y)2
)
6
y3σ2
y2 + σ2
.
Proof of Lemma 4.3. Take any β satisfying condition (4.2). Let f(x) := σ2x3/2−
β(x + σ2). Then f(0) = −βσ2 < 0, f(y2) = σ2y3 − β(y2 + σ2) > 0 by (4.2),
and the function f is convex on [0,∞). Hence, f has exactly one positive root,
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say x∗, and at that x∗ ∈ (0, y2]. Let b := x1/2∗ , so that b ∈ (0, y] and b is the
only positive root of equation (4.3). Letting now a := σ2/b, one has Xa,b 6 y
a.s., EXa,b = 0, EX
2
a,b = ab = σ
2, and E(Xa,b)
3
+ =
ab3
a+b =
σ2b3
σ2+b2 = β, by (4.3).
It also follows that a = βbb3−β . Finally, the uniqueness of the pair (a, b) follows
from the uniqueness of the positive root b of equation (4.3).
Proof of Lemma 4.4. Let X be any r.v. such that X 6 y a.s., EX 6 0, EX2 6
σ2, and EX3+ 6 β. Let us consider separately the following possible cases:
w 6 −a, −a 6 w 6 0, and w > 0.
Case 1: w 6 −a. Then
f1(x) := A0 +A1x+A2x
2 +A3x
3
+ > (x − w)3+
for all x ∈ R, where
A0 :=
2a3b
3a+ b
− w3,
A1 := 3
b(a2 + w2) + a(3w2 − a2)
3a+ b
,
A2 := −3(a+ b)w + 2a(a+ w)
3a+ b
,
A3 :=
(a+ b)3
b2(3a+ b)
are obviously nonnegative constants; moreover, f1(x) = (x−w)3+ for x ∈ {−a, b}.
This claim can be verified using the Mathematica command
Reduce[b > 0 && a > 0 && w < -a &&
A0 + A1 x + A2 x^2 + A3 Max[0,x]^3 - Max[0,x - w]^3 <= 0, {w, x}]
which produces the output
b > 0 && a > 0 && w < -a && (x == -a || x == b)
where A0, A1, A2, A3 represent the constants A0, A1, A2, A3 as defined above;
this verification takes about 1 second (this and other execution times given in
this paper are in reference to an Intel Core 2 Duo PC with 4 GB of RAM).
Therefore and because EX 6 0 = EXa,b, EX
2 6 σ2 = EX2a,b, and EX
3
+ 6
β = E(Xa,b)
3
+, one has
E(X − w)3+ 6 A0 +A1 EX +A2 EX2 +A3 EX3+
6 A0 +A1 EXa,b +A2 EX
2
a,b +A3 E(Xa,b)
3
+
= E(Xa,b − w)3+.
Case 2: −a 6 w 6 0. Then
f2(x) := λ2(x+ a)
2 + λ3x
3
+ > (x− w)3+
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for all x ∈ R, where
λ2 :=
−3w(b− w)2
(a+ b)(3a+ b)
and λ3 :=
(b − w)2(2(w + a) + a+ b)
b2(3a+ b)
are obviously nonnegative constants; moreover, f2(x) = (x−w)3+ for x ∈ {−a, b}.
This claim can be verified using a similar Reduce command, which takes under
1 second. Therefore,
E(X − w)3+ 6 λ2 E(X + a)2 + λ3 EX3+
6 λ2 E(Xa,b + a)
2 + λ3 E(Xa,b)
3
+
= E(Xa,b − w)3+.
Case 3: w > 0. Then
f3(x) :=
(y − w)3+
y3
x3+ > (x − w)3+
for all x ∈ (−∞, y], since (x−w)3x3 is nondecreasing in x ∈ [w,∞) for each w > 0;
moreover, it is obvious that f3(x) = (x− w)3+ for x ∈ (−∞, 0] ∪ {y}.
Further, y3 > b3 > ab
3
a+b = β; hence, again by (4.8), a˜ > 0. It follows that
f3(x) = (x − w)3+ for x ∈ {−a˜, b˜}. Moreover, E(Xa˜,b˜)3+ = β. Thus,
E(X − w)3+ 6
(y − w)3+
y3
EX3+ 6
(y − w)3+
y3
E(Xa˜,b˜)
3
+ = E(Xa˜,b˜ − w)3+.
Moreover,
EX2
a˜,b˜
= a˜b˜ =
βy2
y3 − β 6
βb2
b3 − β = ab = σ
2; (4.48)
the inequality here takes place because βu
2
u3−β decreases in u > β
1/3, while, as
shown, y3 > b3 > β; the inequality in (4.48) is strict if β 6= y3σ2y2+σ2
(
because then
b3σ2
b2+σ2 = β <
y3σ2
y2+σ2 , and hence b < y
)
.
Thus, in all the three cases, one has equality (4.7). Moreover, in the case w 6 0
the maximum in (4.5) is attained and equals E(Xa,b −w)3+, since Xa,b 6 y a.s.,
EXa,b = 0, EX
2
a,b = σ
2, and E(Xa,b)
3
+ = β. The last sentence of Lemma 4.4 has
also been proved.
To complete the proof of the lemma, it remains to show that in the case
w > 0 the maxima in (4.5) and (4.6) are attained and equal E(Xa˜,b˜ − w)3+; the
same last sentence of Lemma 4.4 shows that in this case the max in (4.5) is not
attained at X = Xa˜,b˜ if β 6= y
3σ2
y2+σ2 – because then EX
2
a˜,b˜
< σ2.
Thus, it suffices to construct a r.v., say Xv, such that E(Xv−w)3+ = E(Xa˜,b˜−
w)3+, while Xv 6 y a.s., EXv = 0, EX
2
v = σ
2, and E(Xv)
3
+ = β. One way to
satisfy all these conditions is to let Xv ∼ p˜δy + q1δ−a1 + r1δv, where v is close
enough to −∞, r1 := −∆q, q1 := q˜ +∆q, a1 := a˜+∆a, p˜ := β/y3, q˜ := 1− p˜,
∆q := − q˜d2d2+q˜(v+a˜)2 , ∆a := d
2
q˜(v+a˜) , d :=
√
σ2 − a˜b˜ =
√
σ2 − a˜y, and a˜ and b˜ are
given by (4.8).
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Proof of Lemma 4.5. Take any f ∈ F3+,12, so that f is also in F3+,1 and F3+; then
f ′ is convex or, equivalently, f ′′ is nondecreasing; at that, f ′′ is also convex. For
any z ∈ R, introduce the functions gz := gz,f and hz := hz,f by the formulas
gz(u) :=
(
f(z) + (u− z)f ′(z) + (u− z)2f ′′(z)/2) I{u < z}+ f(u) I{u > z}
(4.49)
and
hz(u) := gz(u)− f(z)− (u− z)f ′(z)− (u− z)2f ′′(z)/2 (4.50)
=
(
f(u)− f(z)− (u− z)f ′(z)− (u− z)2f ′′(z)/2) I{u > z},
for all u ∈ R. Then
g′z(u) =
(
f ′(z) + (u− z)f ′′(z)) I{u < z}+ f ′(u) I{u > z}
for all u ∈ R. Since f ′ is convex, f ′(z) + (u − z)f ′′(z) 6 f ′(u) and hence
g′z(u) 6 f
′(u) for all u ∈ R.
Moreover, g′z(u) is nonincreasing in z for each u ∈ R. Indeed, take any real
z1 and z2 such that z1 < z2. If u > z2 then g
′
z1(u) = f
′(u) = g′z2(u), so
that g′z1(u) > g
′
z2(u). Next, if z1 6 u < z2 then, by the convexity of f
′, one has
g′z1(u) = f
′(u) > f ′(z2)+(u−z2)f ′′(z2) = g′z2(u), so that again g′z1(u) > g′z2(u).
Finally, if u < z1 then, bounding the terms f
′(z1) and (u− z1)f ′′(z1) separately
from below in view of the conditions that f ′ is convex and f ′′ is nondecreasing,
one has
g′z1(u) = [f
′(z1)] + [(u− z1)f ′′(z1)]
> [f ′(z2) + (z1 − z2)f ′′(z2] + [(u − z1)f ′′(z2)]
= f ′(z2) + (u− z2)f ′′(z2) = g′z2(u),
so that in this case as well g′z1(u) > g
′
z2(u).
Also, gz = f on [z,∞). It follows that
gz2 > gz1 > f on R for any real z1 and z2 such that z1 < z2. (4.51)
Next, hz(u) = h
′
z(u) = h
′′
z (u) = 0 for all u ∈ (−∞, z) and h′′z (u) =
(
f ′′(u)−
f ′′(z)
)
I{u > z} = (f ′′(u) − f ′′(z))
+
for all u ∈ R, since f ′′ is nondecreasing.
Moreover, h′′z is convex, since f
′′ is so. Therefore, by Proposition 1.1, hz ∈ H3+,
which yields Ehz(ξ) 6 Ehz(η).
Assume now that z ∈ (−∞, 0). Then, in view of (4.50),
gz(u) = hz(u) + u
(
f ′(z) + |z|f ′′(z))+ u2f ′′(z)/2 + c(z) (4.52)
for all u ∈ R, where c(z) := f(z) − zf ′(z) + z2f ′′(z)/2. So, if f ∈ F3+, then
the established earlier inequality Ehz(ξ) 6 Ehz(η) yields now E gz(ξ) 6 E gz(η),
because E ξ 6 E η, E ξ2 6 E η2, and the coefficients f ′(z)+ |z|f ′′(z) and f ′′(z)/2
of u and u2 on the right-hand-side of (4.52) are nonnegative; if E ξ = E η, then
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the sign of f ′(z)+|z|f ′′(z) does not matter, so that the same inequality E gz(ξ) 6
E gz(η) will hold whenever f ∈ F3+,1. Similarly, if one has both equalities E ξ =
E η and E ξ2 = E η2, then neither the sign of f ′(z)+ |z|f ′′(z) nor that of f ′′(z)/2
matters, so that the inequality E gz(ξ) 6 E gz(η) will hold whenever f ∈ F3+,12.
Now we are ready to complete the proof of parts (i), (ii) and (iii) of Lemma 4.5.
Indeed, w.l.o.g. E f(η) <∞, for otherwise the inequality E f(ξ) 6 E f(η) is triv-
ial. Since f ′ is convex, there are some real a and b such that f ′(x) > a+bx for all
x ∈ R. Hence, f(x) > −c(1+x2) for some real c = cf > 0 and all x ∈ R. Now the
condition E η2 < ∞ implies that E f(η) > −∞, and so, E f(η) ∈ R. Therefore,
in view of (4.49) and the condition E η2 <∞, one has E gz(η) ∈ R. Now, letting
z → −∞, observing that gz(u) → f(u) for all u ∈ R, and recalling (4.51), one
concludes by dominated convergence that E gz(η)→ E f(η). Also, (4.51) implies
that E gz(ξ) > E f(ξ) for all z ∈ R. Recall now that E gz(ξ) 6 E gz(η) for all
z ∈ R. Thus, parts (i), (ii) and (iii) of Lemma 4.5 are proved.
Let us prove part (iv) of Lemma 4.5. An idea here is to give the distribution
of the r.v. η a heavy left tail, to which the cubic moment function x 7→ x3 would
be sensitive enough — in contrast with the moment functions x 7→ (x − t)2+ in
H2+. Recall that δx stands for the probability distribution concentrated at point
x. Let
ξ ∼ 12δ−1 + 12δ1 and η ∼ qδ−v + (12 − q)δ−1+ε + 12δ1,
with v → ∞ and ε := v−1/2, and let q := (2−ε)ε2(v2−(1−ε)2) ∼ v−5/2 = ε5 be chosen
so that 1 = E η2 = v2q + (−1 + ε)2(12 − q) + 12 . Then (eventually, as v → ∞)
E η = −q(v − 1 + ε) + ε2 > 0 = E ξ, and E η2 = 1 = E ξ2.
It is not hard to see that E f(ξ) 6 E f(η) for all f ∈ H2+ and hence for all
f ∈ H3+. Indeed, to see this it is enough to check that E(ξ − t)2+ 6 E(η − t)2+
for all t ∈ R. If t > −1 + ε, then trivially E(ξ − t)2+ = 12 (1− t)2 = E(η − t)2+. If
−1 6 t 6 −1+ ε, then E(ξ− t)2+ = E(η− t)2+− (12 − q)(−1+ ε− t)2 6 E(η− t)2+.
If −v 6 t 6 −1, then E(ξ− t)2+ = E(η− t)2++(t+1)ε−ε2/2+O(ε3) 6 E(η− t)2+.
Finally, if t 6 −v, then E(ξ− t)2+ = E(η− t)2++2tE η 6 E(η− t)2+, since E η > 0.
Thus, all the conditions stated in the beginning of Lemma 4.5 are satisfied:
E ξ 6 E η, E ξ2 6 E η2 < ∞, and E f(ξ) 6 E f(η) for all f ∈ H2+ and hence for
all f ∈ H3+, and one even has the equality E ξ2 = E η2. Yet, E f∗(ξ) > E f∗(η)
for the cubic function f∗ defined by the formula f∗(x) = x3 for all x ∈ R,
even though f∗ ∈ F3+,2. Indeed, E f∗(ξ) = E ξ3 = 0, while E f∗(η) = E η3 =
−v3q + (−1 + ε)3(12 − q) + 12 ∼ −v3q ∼ −v1/2 → −∞. The proof of part (iv)
and hence that of the entire Lemma 4.5 is now complete.
Proof of Lemma 4.6. This proof is almost identical to that of Lemma 4.5. Only
two modifications are needed. First, in he beginning of the proof now we take
any f in F2+,12 rather than in F3+,12.
Second, note that the “F3+” condition that f ′′′ is nondecreasing or, equiva-
lently, that f ′′ is convex was used in the proof of Lemma 4.5 only once — in the
sentence “Moreover, h′′z is convex, since f
′′ is so.” in the paragraph right after
(4.51), to come, via Proposition 1.1, to the conclusion that hz ∈ H3+. Here, to
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come to the conclusion that hz ∈ H2+, we note instead that for all u ∈ R
h′z(u) =
(
f ′(u)− f ′(z)− (u − z)f ′′(z)) I{u > z},
which implies that h′z is convex — since f
′ is convex and the right derivative
(h′z)
′(u) equals 0 at u = z.
Proof of Lemma 4.7. In view of Lemma 4.6(i), the relation F3+ ⊆ F2+, definition
(1.10), and the Fubini theorem, it is enough to prove inequality (4.9) for all
functions of the form u 7→ (u − w)2+ for w ∈ R. By rescaling, w.l.o.g. y = 1.
Further, r.v. Γσ2−β0 + Π˜β0 equals in distribution Γ + Γσ20−β0 + Π˜β0 , where Γ is
any r.v. such that Γ ∼ N(0, σ2 − σ20) and Γ is independent of Γσ20−β0 and Π˜β0 .
Now, conditioning on Γσ2
0
−β0 and Π˜β0 and using Jensen’s inequality, one has
E(Γσ2
0
−β0 + Π˜β0 − w)2+ 6 E(Γσ2−β0 + Π˜β0 − w)2+ for all w ∈ R, so that w.l.o.g.
σ0 = σ and β0 < β 6 σ
2. Moreover, r.v.’s Γσ2−β0 + Π˜β0 and Γσ2−β + Π˜β equal
in distribution Γd2 +W and Π˜d2 +W , respectively, where d := (β − β0)1/2 and
W is any r.v. which is independent of Γd2 and Π˜d2 and equals Γσ2−β + Π˜β0 in
distribution. Thus, by conditioning on W , it suffices to prove that
E(Γd2 − w)2+ 6 E(Π˜d2 − w)2+ (4.53)
for all d > 0 and w ∈ R. Note that Γd2 and Π˜d2 are limits in distribution of
Un :=
∑n
i=1 Ui;n and Vn :=
∑n
i=1 Vi;n, respectively, as n→∞, where the Ui;n’s
are i.i.d. copies of Xd/
√
n,d/
√
n and the Vi;n’s are i.i.d. copies of Xd2/n,1. By [2, 4],
one has (4.53) with Un and Vn in place of Γd2 and Π˜d2 , respectively, provided
that n > d2 (so that Xd/
√
n,d/
√
n 6 1 a.s.).
Finally, it is clear that, for each w ∈ R, (x − w)2+ = o(ex) as x→ ∞. Hence
and in view of (1.4), for each w ∈ R the sequences of r.v.’s ((Un − w)2+) and(
(Vn − w)2+
)
are uniformly integrable. Now (4.53) follows by a limit transition;
see e.g. [7, Theorem 5.4].
Proof of Lemma 4.8. In view of Lemma 4.5(i), definition (1.10), and the Fubini
theorem, it is enough to prove inequality (4.9) for all functions of the form
u 7→ (u−w)3+ for w ∈ R. By Lemma 4.4, E(X−w)3+ 6 E(Xa,b−w)3+ for some a
and b such that a > 0, b > 0, Xa,b 6 y a.s., EX
2
a,b = ab 6 σ
2, and E(Xa,b)
3
+ = β;
at that, one of course also has EXa,b = 0. So, if one could prove inequality (4.10)
with Xa,b in place of X and ab in place of σ
2, then it would remain to refer to
Lemma 4.7. Thus, w.l.o.g. one has X = Xa0,b0 for some positive a0 and b0, and
at that
EX2a0,b0 = a0b0 = σ
2 and E(Xa0,b0)
3
+ =
a0b
3
0
b0 + a0
= β.
By rescaling, w.l.o.g.
y = 1, whence b0 6 1.
The main idea of the proof is to introduce a family of r.v.’s of the form
ηb := Xa(b),b + ξτ(b) for b ∈ [ε, b0],
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where
ε :=
b20
b0 + a0
=
β
σ2
,
a(b) :=
b
ε
(b − ε),
τ(b) := a0b0 − a(b)b,
ξt := W(1−ε)t + Π˜εt,
Π˜s := Πs − EΠs,
W· is a standard Wiener process, Π· is a Poisson process with intensity 1, and
Xa(b),b,W·, Π· are independent for each b ∈ [ε, b0]. Note that ε ∈ (0, b0) ⊆ (0, 1);
also, τ is decreasing and hence nonnegative on the interval [ε, b0], since a(b)b is
increasing in b ∈ [ε, b0] and a(b0) = a0.
Let further
E(b) := E(b, w) := E(ηb−w)3+ =
b E(ξτ(b) − a(b)− w)3+ + a(b)E(ξτ(b) + b− w)3+
b+ a(b)
.
Since a(b0) = a0 and a(ε) = 0, one has Xa(ε),ε = 0 a.s. Thus, Lemma 4.8 is
reduced to the inequality E(ε) > E(b0). Note that E(b) is continuous in b ∈ [ε, b0];
this follows because of the uniform integrability (cf. the last paragraph in the
proof of Lemma 4.7). So, it is enough to show that the left derivative E ′(b) of
E(b) is no greater than 0 for all b ∈ (ε, b0). To compute this derivative, one can
use the following
Lemma 4.10. Consider any function f : (ε, b0)×R ∋ (b, x) 7→ f(b, x) ∈ R such
that |f ′′bb(b, x)| + |f ′′bx(b, x)| + |f ′′xx(b, x)| + |f ′x(b, x)| 6 Cfe|x| and |f ′′xx(b, x1) −
f ′′xx(b, x2)| 6 Cf |x1 − x2|(e|x1|+ e|x2|) for some constant Cf , all b ∈ (ε, b0), and
all x, x1, x2 in R. Then for all b ∈ (ε, b0)
lim
h↓0
E f(b− h, ξτ(b−h))− E f(b, ξτ(b))
−h = EFf (b, ξτ(b)),
where
Ff (b, x) := f
′
b(b, x)+
( (1− ε)f ′′xx(b, x)
2
+ε
(
f(b, x+1)−f(b, x)−f ′x(b, x)
))
τ ′(b).
The proof of this lemma, which involves little more than routine Taylor ex-
pansions, will be given later in this paper.
By Lemma 4.10, for all b ∈ (ε, b0) one has E ′(b) = EG(b, ξτ(b) − w), where
G(b, x) :=
( b
b+ a(b)
)′
b
(
f1(b, x)− f2(b, x)
)
+
b Ff1(b, x) + a(b)Ff2(b, x)
b+ a(b)
f1(b, x) := (x− a(b))3+, f2(b, x) := (x+ b)3+.
Thus, it suffices to show that G(b, u) 6 0 for all b ∈ (ε, b0) and u ∈ R.
Observe now that
(
b
b+a(b)
)′
b
= − 1b+a(b) , a′(b) = 1 + 2a(b)b , τ ′(b) = −
(
3a(b) + b
)
,
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and ε = b
2
b+a(b) . Substituting into (4.2) these expressions of
(
b
b+a(b)
)′
b
, a′(b), τ ′(b),
and ε in terms of only b and a(b), one has
(
b+ a(b)
)2
G(b, u) = −G˜(a(b), b,−u),
where
G˜(a, b, t) :=
(
a+ b− 3ab3 − b4) (−a− t)3+
− (a+ b+ 3a2b2 + ab3) (b− t)3+
+ b2(3a+ b)
(
b(1− a− t)3+ + a(1 + b− t)3+
)
+ 3
(
2a2 + 3ab+ b2 − 3ab3 − b4) (−a− t)2+
− 3a (a+ b+ 3ab2 + b3) (b − t)2+
+ 3(3a+ b)
(
a+ b− b2) (b(−a− t)+ + a(b− t)+) .
To complete the proof of the theorem, it is enough to show that G˜(a, b, t) > 0
for all a > 0, b ∈ (0, 1], and t ∈ R. At that, w.l.o.g. t < 1+ b, since G˜(a, b, t) = 0
for all a > 0, b ∈ (0, 1], and t > 1 + b. Next, one has either a + b 6 1 or
a + b > 1. In the first case, −a 6 b 6 1 − a 6 1 + b, while in the second case
−a 6 1 − a 6 b 6 1 + b. Therefore, it remains to verify that G˜(a, b, t) > 0 in
each of the following 8 (sub)cases:
Case 10: a > 0 & b > 0 & a+ b 6 1 & t 6 −a;
Case 11: a > 0 & b > 0 & a+ b 6 1 & − a 6 t 6 b;
Case 12: a > 0 & b > 0 & a+ b 6 1 & b 6 t 6 1− a;
Case 13: a > 0 & b > 0 & a+ b 6 1 & 1− a 6 t 6 1 + b;
Case 20: a > 0 & 0 < b 6 1 & a+ b > 1 & t 6 −a;
Case 21: a > 0 & 0 < b 6 1 & a+ b > 1 & − a 6 t 6 1− a;
Case 22: a > 0 & 0 < b 6 1 & a+ b > 1 & 1− a 6 t 6 b;
Case 23: a > 0 & 0 < b 6 1 & a+ b > 1 & b 6 t 6 1 + b.
In Case 10, G˜(a, b, t) = a2(5a2 + 8ab + 3b2), which is obviously positive for
all positive a and b.
In Case 11,
G˜(a, b, t) = G11(a, b, t) :=
9a3b+ 12a2b2 + 3ab3 − 9a2b3 + 9a3b3 − 3a4b3 − 3ab4 + 3a2b4 − a3b4
+ (−9a3 − 6a2b+ 6ab2 + 3b3 − 9ab3 + 18a2b3 − 9a3b3 − 3b4 + 6ab4 − 3a2b4)t
+ (−3a2 − 6ab− 3b2 + 9ab3 − 9a2b3 + 3b4 − 3ab4)t2
+ (a+ b− 3ab3 − b4)t3,
which is positive in this case, Case 11; this can be verified using a Mathematica
command of the form Reduce[G11 <= 0 && case11, Reals], which outputs
False (in about 13 seconds).
The other 6 cases are verified similarly; the longest of them in terms of the
time it takes Mathematica to check is Case 21 (in about 13 seconds). This
concludes the proof of Lemma 4.8.
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Proof of Lemma 4.9. To begin, let indeed β = εσ2y and take any natural num-
ber m and any positive real numbers a and b. Let then n := 2m, and let
indeed X1, . . . , Xn be any independent r.v.’s such that X1, . . . , Xm are inde-
pendent copies of Xb/
√
m,b/
√
m and Xm+1, . . . , X2m are independent copies of
Xa/m,y. Then, of course, EXi = 0 for all i. Next, the system of equations∑n
i=1 EX
2
i = σ
2 and
∑n
i=1 E(Xi)
3
+ = β (cf. (2.3)) can be rewritten (in view
of (2.2)) as b2 + ay = σ2 and b
3
2
√
m
+ may
3
a+my = εσ
2y, and then in turn as
a = (σ2 − b2)/y and b2 = (1 − ε)σ2 + rm(b), where rm(b) is a certain ex-
pression in terms of m, b, σ, y, and ε (but not containing entries of a) such
that rm(b) → 0 uniformly in b ∈ [0, σ] as m → ∞ (recall that σ, y, and ε were
fixed) and rm(b) is continuous in b ∈ [0, σ]. It follows that for all large enough
m ∈ {1, 2, . . .} the equation b2 = (1−ε)σ2+rm(b) has a solution b = bm ∈ [0, σ],
and at that b → σ√1− ε and hence a = (σ2 − b2)/y → εσ2/y as m → ∞. In
particular, this implies the statement indented in the formulation of Lemma 4.9.
The convergence of S in distribution to Γ(1−ε)σ2 + yΠ˜εσ2/y2 as m→∞ can now
easily obtained, via either characteristic functions or well-known ready-to-use
limit theorems.
Proof of Lemma 4.10. First, take any b ∈ (ε, b0) and h ∈ (0, b− ε), and write
E f(b− h, ξτ(b−h))− E f(b, ξτ(b)) = E1 + E2, (4.54)
where
E1 := E f(b− h, Yb−h)− E f(b, Yb−h),
E2 := E f(b, Yb−h)− E f(b, Yb) = E g(Yb−h)− E g(Yb),
Yb := ξτ(b), g(x) := gb(x) := f(b, x);
note that
E(Yb−h − Yb)2 = τ(b − h)− τ(b) = O(h) (4.55)
and, using the Jensen inequality (as in the proof of Lemma 4.7),
E eλ|Yb| 6 E eλ|Yb−h| 6 E eλ|Yε| <∞ for all λ > 0. (4.56)
Next, for all real x and y, all b ∈ (ε, b0), and all h ∈ (0, b − ε) there exists
some θ ∈ (0, 1) such that
f(b− h, y)− f(b, y) = −f ′b(b, y)h+
h2
2
f ′′bb(b − θh, y)
= −f ′b(b, x)h+O
(
(h|x− y|+ h2)(e|x| + e|y|)), (4.57)
since |f ′′bb(b, x)| + |f ′′bx(b, x)| 6 Cf e|x| for all x ∈ R. Using (4.57) with Yb−h and
Yb in place of y and x, respectively, and also the Ca´uchy-Schwarz inequality
together with (4.55) and (4.56), one has
E1 = −hE f ′b(b, Yb)
+O
(
h
√
E(Yb−h − Yb)2 E(e2|Yb| + e2|Yb−h|) + h2 E(e|Yb| + e|Yb−h|)
)
= −hE f ′b(b, Yb) +O(h3/2). (4.58)
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To estimate E2, write
E2 =
∫ ∞
−∞
P(Yb ∈ dx)
(
E g(x+ η + ν − E ν)− g(x)), (4.59)
where η and ν are independent r.v.’s, η ∼ N(0, (1 − ε)∆τ), ν ∼ Pois(ε∆τ),
∆τ := τ(b − h)− τ(b) = −hτ ′(b) +O(h2). Note that
P(ν = 0) = e−ε∆τ = 1− ε∆τ +O(∆τ2)
= 1 + ετ ′(b)h+O(h2) = 1 +O(h),
P(ν = 1) = e−ε∆τε∆τ = ε∆τ +O(∆τ2)
= −ετ ′(b)h+O(h2) = O(h),
P(ν > 2) = O(h2),
E ν = ε∆τ = −ετ ′(b)h+O(h2),
E η2 = (1− ε)∆τ = −(1− ε)τ ′(b)h+O(h2),
E |η|m = O(∆τm/2) = O(hm/2) for all m ∈ (0, 6].


(4.60)
Using some of these estimates together with the conditions |f ′′xx(b, x1)−f ′′xx(b, x2)| 6
Cf |x1 − x2|(e|x1| + e|x2|) and |f ′′xx(b, x)| + |f ′x(b, x)| 6 Cfe|x|, as well as the
Ca´uchy-Schwarz inequality (cf. (4.58)), one has
E g(x+ η − E ν)− g(x) = −g′(x)E ν + g
′′(x)
2
(E η2 + E2 ν)
+O
(
E
(
(|η|3 + E3 ν)(e|x+η−E ν| + e|x|)
))
=
(
g′(x)ε− g
′′(x)
2
(1− ε)
)
τ ′(b)h+O(h3/2e|x|);
E g(x+ η + 1− E ν)− g(x) = g(x+ 1)− g(x)
+O
(
E
(
(|η|+ E ν)(e|x+η+1−E ν| + e|x+1|)
))
= g(x+ 1)− g(x) +O(h1/2e|x|);
E
(
g(x+ η + ν − E ν)− g(x))2 = O( E(|η|+ ν + E ν)2 E (e|x+η+ν−E ν| + e|x|)2)
= O(e2|x|).
Hence and by (4.60),
E g(x+ η + ν − E ν)− g(x) = P(ν = 0)(E g(x+ η − E ν)− g(x))
+ P(ν = 1)
(
E g(x+ η + 1− E ν)− g(x))
+O
(
P(ν > 2) e|x|
)
=
(
g′(x)ε− g
′′(x)
2
(1− ε)− ε (g(x+ 1)− g(x)))τ ′(b)h
+O(h3/2e|x|).
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Now, in view of (4.59) and (4.56),
E2 = E
(
g′(Yb)ε− g
′′(Yb)
2
(1− ε)− ε (g(Yb + 1)− g(Yb)))τ ′(b)h+O(h3/2).
This, together with (4.58) and (4.54), completes the proof of Lemma 4.10.
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