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Abstract
Pisot numbers are real algebraic integers bigger than 1, whose other
conjugates have all modulus smaller than 1. In this paper we deal with
the algorithmic problem of finding the smallest Pisot unit generating a
given number field. We first solve this problem in all real fields, then
we consider the analogous problem involving the so called complex Pisot
numbers and we solve it in all number fields that admit such a generator,
in particular all fields without CM, but not only those.
1 Introduction
Pisot numbers are a remarkable class of algebraic numbers having the following
definition.
Definition 1. A Pisot number is a real algebraic integer greater than 1 whose
other conjugates have modulus strictly smaller than 1.
Pisot numbers were introduced by Pisot in his thesis in 1938, although they
had been considered earlier by Thue and Hardy. Pisot was mainly concerned
with the link to harmonic analysis, but by virtue of their arithmetic properties
they arise naturally in many other fields like ergodic theory, dynamical systems,
algebraic groups, and non-standard numeration.
The first aim of this paper is to present an algorithm that, given a real
number field, finds a generator over Q which is a unit and a Pisot number. As
a motivation for this purpose we recall some results from the theory of number
systems.
Consider β-expansions, a number system where elements x ∈ [0, 1) are ex-
pressed in the form x =
∑
i≥1 aiβ
−i with ai ∈ {0, 1, . . . , ⌈β⌉ − 1} defined as
ai = ⌊βT i−1β (x)⌋, where Tβ : [0, 1) 7→ [0, 1), Tβ(x) = βx− ⌊βx⌋.
A well known theorem of K. Schmidt [Sch80] states that if β is a Pisot num-
ber, then all the elements of Q(β)∩ [0, 1) have eventually periodic β-expansion.
In other words, the orbit of x ∈ [0, 1) under
Tβ : x 7→ βx mod 1
1
is eventually periodic if and only if x ∈ Q(β).
Even more can be said under the additional assumption that β is a unit of
Q(β). S. Akiyama showed in [Aki98] that if β is a Pisot unit which satisfies an
additional technical condition, then there exists a real number c(β) > 0 such
that every element of Q ∩ [0, c(β)) has purely periodic expansion.
It was already proved by Salem in [Sal63] that in every number field K there
is a Pisot number β such that K = Q(β). His proof is based on the existence
of a lattice point in a certain volume in Rn; finding such a point, however, is
algorithmically a hard problem. Q. Cheng and J. Zhuang in [CZ13] presented a
polynomial time algorithm to find a Pisot generator of a real Galois field when
its integral basis is given; however they assume that the field is a Galois, while
a generator exists for every real number field.
It is also known that every real number field can be generated by a Pisot
unit, see Teorem 5.2.2 of [BDGGH+92] for a non-constructive proof.
Our Algorithm 3 solves this problem computationally. The idea is to use
the map Log : OK \ {0} → Rr1+r2 as in the proof of the famous theorem by
Dirichlet on the structure of O∗K to reduce the problem to a lattice problem in
Rr1+r2 . This is done by observing that all Pisot units lie inside an open convex
subset Q of Rr1+r2 bounded by planes, and belong to a certain lattice Λ.
We are interested in smallest Pisot generators of K, and for this purpose we
utilize Integer Programming algorithms. Note that linear programming works
on a closed convex set, while we look for solutions in an open set, and it may
happen that potential solutions exist on the boundary of Q (they correspond to
Salem numbers, another important class of algebraic integers with remarkable
arithmetic properties). To deal with this problem, we use an explicit result on
the Lehmer Conjecture to add an additional linear constraint that excludes all
lattice points on the boundary and none of those lying in the interior.
Clearly only real number fields can be generated by Pisot numbers, but it is
evident from the definition of the Log map that real and complex embeddings of
the field K play a very similar role in the proof, and that an analogous theorem
can be obtained also for complex fields if one changes the definitions accordingly.
A natural extension of the definition of Pisot numbers to non-real algebraic
integers is the following
Definition 2. An algebraic integer θ ∈ Q \R is called a complex Pisot number
if |θ| > 1 and all its conjugates except θ have modulus strictly smaller than 1.
This definition has been considered by several mathematicians in the field
of numeration systems as a suitable analogue of Pisot numbers.
Accordingly, a second aim of this paper is to present an algorithm for de-
termining a complex Pisot unit generator of a given complex field. It turns out
that not all complex number fields can be generated by complex Pisot units
(examples in which this is impossible are the fields Q(i) and Q(
√
2,
√−5)), but
we are able to give a characterisation of the fields for which this is possible and
to exhibit Algorithm 4, which finds such a generator whenever it exists and halts
with an error message if it doesn’t exist.
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Algorithm 4 is based on the same idea of algorithms 2 and 3. The main
difference is that in this case not all points in Λ ∩ Q correspond to the units
that we seek, and some adjustments are needed to exclude from the search the
points lying in a certain sublattice.
We state here the problems that we have considered and solved in this paper.
Following [BDGGH+92] we also define the set of the U -numbers are the union of
the set of Pisot and Salem numbers (the precise definition is found in Section 2).
P1 Given a real number field K, find the smallest U -number α ∈ O∗K such
that K = Q(α).
P2 Given a real number field K, find the smallest Pisot number α ∈ O∗K such
that K = Q(α).
P3 Given a complex number field K, decide whether a complex Pisot number
α ∈ O∗K exists, such that K = Q(α). If any exist, find the smallest in
absolute value.
Our three algorithms FINDMIN, CUTEDGE, FINDCPISOT solve these three prob-
lems. More precisely, we prove in Section 3 the following theorems:
Theorem 3. Algorithm FINDMIN always terminates with output α. When K
is a real field, and φk is the identity embedding, then |α| is a U -number, an
algebraic unit, it generates the field K over Q, and it has the smallest height
among elements with this properties.
Theorem 4. The Algorithm CUTEDGE always terminates with output α. When
K is a real field, and φk is the identity embedding, then |α| is a Pisot number,
an algebraic unit, it generates the field K over Q, and it has the smallest height
among elements with this properties.
Theorem 5. The Algorithm FINDCPISOT always terminates. It returns an error
message when O∗K ⊆ R; in all other cases is outputs an element β such that: β
is a complex Pisot number, an algebraic unit, it generates the field K over Q,
and it has the smallest height among elements with this properties.
We have also written an implementation of our Algorithms 1 and 2 in Sage-
Math. The source code is available at https://cloud.sagemath.com/projects/963c4563-d55c-4db1-9d1f-e440
Content of the paper
The paper is organized as follows. In Section 2.1 we introduce the notation
that will be used in the whole paper; we describe the structure of the units of
a number field and the map Log that is used to translate our problems into
Integer Programming problems; we also define CM fields, as they appear in the
characterisation of the fields for which problem 1 cannot be solved.
In Section 2.2 we give the definition of Salem numbers and some of their
properties, which will be used in the proof of Theorem 4.
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In Section 2.3 we define the height function and we introduce the Lehmer
Conjecture, an open problem in Number Theory which has connections to Salem
numbers.
Section 3 contains the main results of this paper. We explain how Pisot
number and units behave under the Log map, we present our three algorithms
and we prove that they solve the problems P1,P2,P3 stated in the introduction.
We conclude the paper by showing, in Section 3.2, how to give a simple
bound for the output of Algorithms 2, 3 in terms of the input.
2 Notation and preliminaries
In this section we recall the basic definitions and notations in algebraic number
theory that we will need for our theorem. We also give the definition of Salem
and Pisot numbers and a natural generalization to the complex plane, and recall
some of their known properties.
2.1 Number fields
Notation
We will indicate by K a number field and by OK its ring of integers; as cus-
tomary, K∗ and O∗K will be the multiplicative groups of invertible elements
in K and OK respectively. For all complex numbers z, a horizontal bar will
denote the usual complex conjugation. We denote by σ1, . . . , σr1 the embed-
dings of K in R, and by τ1, τ1, . . . , τr2 , τr2 the remaining embeddings of K
in C. (It is clear that the non-real embeddings appear in complex conju-
gate pairs.) Let n be the dimension of K over Q, so that n = r1 + 2r2.
When there is no need to distinguish real and complex embeddings, we write
(φ1, . . . , φn) = (σ1, . . . , σr1 , τ1, . . . , τr2 , τr1 , . . . , τr2). Let also µK indicate the
cyclic group of all the roots of unity belonging to K.
The structure of the units
The structure of the group O∗K is described by the classical theorem of Dirichlet,
which states that O∗K ∼= µK × Zr1+r2−1. In order to prove this result one
introduces the following mapping:
Log : OK \ {0} → Rr1+r2
x 7→ (log|σ1(x)|, . . . , log|σr1(x)|, 2 log|τ1(x)|, . . . , 2 log|τr2(x)|) .
It is easy to see that this map is a group homomorphism from the multiplicative
structure of OK to the additive structure of Rr1+r2 . Furthermore Log(·) maps
O∗K to a lattice Λ of rank r1 + r2 − 1 contained in the hyperplane H ⊂ Rr1+r2
defined by the equation x1 + · · ·+ xr1+r2 = 0.
The kernel of Log is precisely the set µK of the roots of unity contained
in K; hence one proves that O∗K ∼= µK × Λ ∼= µK × Zr1+r2−1. We will write
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r = r1 + r2 − 1. (The details can be found in any book on classical algebraic
number theory; for example [Mar77])
A set of r units in O∗K whose images through Log form a basis of Λ is called
a fundamental system of units in OK .
We remark that a fundamental system of units can be computed algorith-
mically, see [Coh93].
The regulator
Fix a fundamental system of units {u1, . . . , ur}, and consider the (r + 1) × r
matrix
A =


log|σ1(u1)| . . . log|σ1(ur)|
...
. . .
...
log|σr1(u1)| . . . log|σr1(ur)|
2 log|τ1(u1)| . . . 2 log|τ1(ur)|
...
. . .
...
2 log|τr2(u1)| . . . 2 log|τr2(ur)|


(1)
whose columns are the images of the fundamental system through Log.
Let us define the regulator Reg(OK) as the absolute value of the determinant
of the square matrix obtained by deleting a row from A. Because the sum of
the entries in every column of A is 0, one can prove that this quantity is well-
defined. Furthermore, one can see that Reg(OK) = Vol(Λ)√r+1 where Vol(Λ) is the
(r-dimensional) volume of a fundamental domain of Λ, and therefore Reg(OK)
does not depend on the choice of a particular fundamental system.
The regulator of OK is an important invariant of the field K and measures
the complexity of the units. It is closely related to the class number and appears
in many important formulae which describe the distribution of the ideals of OK .
CM fields
A remarkable class or number fields with several interesting algebraic properties
are the so called CM fields.
Definition 6. A number field K is called a CM field if K is totally imaginary,
F = K ∩R is totally real, and [K : F ] = 2, i.e. K is a totally complex quadratic
extension of a totally real field.
CM fields can be characterised in terms of their units in the following way:
Proposition 7 (See [Rem54] §2). Let K be a number field and k a proper sub-
field. Let rK and rk be the ranks of the groups of units O∗K and O∗k respectively.
Then rK = rk if and only if K is a CM field and k = K ∩R.
This Proposition implies that any number field K which is not CM can be
generated over Q by an element of O∗K . The converse is not true in general: it
can happen that a CM field is generated by a unit, as for example the fields
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Q(i) or Q(iϕ) where ϕ is the golden ratio. This is however “uncommon” as
it can be shown (see for example [Rem54]) that every totally real field F has
infinitely many CM extensions K of degree 2, but only for finitely many of them
O∗F ( O∗K .
The general picture is given by the following theorem, whose proof is post-
poned to Section 3.
Theorem 8. Let K be a field. The following are equivalent:
1. There does not exist ξ ∈ O∗K such that K = Q(ξ),
2. K is a CM field and O∗K ⊂ R,
3. K is a CM field and O∗K = O∗F .
2.2 Salem numbers
Another class of algebraic numbers, closely related to Pisot numbers, is the class
of Salem numbers.
Definition 9. A real algebraic integer θ > 1 is called a Salem number if all its
conjugates have modulus at most 1, and at least one conjugate lies on the unit
circle.
Pisot numbers and Salem numbers are related by several topological proper-
ties. For example, any Pisot number is a limit of a sequence of Salem numbers;
see for example [BDGGH+92].
The requirement of one conjugate lying on the unit circle immediately leads
to the following.
Remark 10. Let θ be a Salem number of degree d. Then d−2 of all conjugates
of θ lie on the unit circle. Moreover, the minimal polynomial of θ is reciprocal,
hence θ is a unit.
The following result gives a simple description of the structure of fields gen-
erated by Salem numbers.
Proposition 11 (Salem [Sal45] pages 163,169). Let K be a number field.
There exists a Salem number τ such that K = Q(τ) if and only if K has
a totally real subfield K ′ of index 2, and K = K ′(τ) with τ + τ−1 = α, where
α > 2 is an algebraic integer in K ′, all whose conjugates 6= α lie in (−2, 2).
If K = Q(τ) for some Salem number τ of degree n, then there is a Salem
number τ0 ∈ K such that the set of Salem numbers of degree n in K consists of
the powers of τ0.
2.3 Height
The logarithmic Weil height
The logarithmic Weil height is a function h : Q → R≥0 that measures the
arithmetic complexity of an algebraic number. It is a powerful technical tool
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often used in number theory as a more advanced analogue of naive quantities
such as the norm of the vector of the coefficients of the minimal polynomial of
an algebraic number.
We recall here that h(x) = 0 if and only if x is a root of unity or x = 0, and
that in any fixed number field K and for any fixed B ≥ 0 there are only finitely
many elements of K with h(x) ≤ B. If x = p/q ∈ Q is a reduced fraction, then
its height is logmax{|p|, |q|}.
We will omit the full definition of the Weil height, as it is not needed for our
purposes. We only give here the expression of the height of an algebraic integer,
which has a simpler form.
Let us write log+(x) for max{0, logx}. Then for β ∈ OK
h(β) =
1
[K : Q]
(
r1∑
i=1
log+|σi(β)|+
r2∑
i=1
2 log+|τi(β)|
)
.
If θ is a Pisot or Salem number (resp. complex Pisot number), the expression
of the height can be further simplified, as only one summand is different from
0. In this case the height is given by h(θ) = log θ
n
(resp. h(θ) = 2 log|θ|
n
).
The Lehmer Conjecture
It is a theorem of Kronecker that the height of an algebraic number is zero if
and only if it is 0 or a root of unity. The problem of determining how small the
height can be is a fundamental one in Diophantine approximation.
It follows from the elementary properties of the height, that this can be made
arbitrarily small as the degree goes to infinity, for example h( m
√
2) = log 2
m
.
It is conjectured (Lehmer’s Conjecture) that
h(α) >
c
[Q(α) : Q]
for some positive constant c when α is not 0 or a root of unity, but this statement
is still unproved.
The smallest non-zero known value of the quantity h(α)[Q(α) : Q] is obtained
when α is a root of
x10 + x9 − x7 − x6 − x5 − x4 − x3 + x+ 1,
which is a Salem number.
The Lehmer conjecture, and stronger statements, have been proved under
additional hypotheses on α. For example if α (not 0 or a root of unity) belongs
to an abelian extension of Q, then h(α) ≥ log 512 (see [AD00]); if α belongs to a
totally real field or a CM field, then h(α) ≥ 12 log 1+
√
5
2 (see [Sch73]). Smyth
proved in [Smy71] that if α has an odd degree, then h(α) ≥ log(τ)[Q(α):Q] where
τ = 1.3247 . . . is the smallest Pisot number.
The best explicit result which holds for any algebraic number is the following
improvement of a theorem of Dobrowolski:
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Theorem 12 ([Vou96]). Let α be a non-zero algebraic number of degree n ≥ 2
which is not a root on unity. Then
h(α) >
1
4n
(
log logn
logn
)3
.
3 Locating Pisot units
It has been already stated in Subsection 2.1 that through the Log map, the
group of units O∗ is mapped to a lattice of rank r = r1 + r2 − 1. In this section
we will describe how Pisot and complex Pisot numbers behave under the Log
map.
Let us define
Qi = {(x1, . . . , xr+1) ∈ Rr+1 | xi > 0 and xj < 0 ∀j 6= i}, i = 1, . . . , r + 1
and let Qi be its topological closure.
Remark 13. If β ∈ OK \ {0} and Log(β) ∈ Qk, then only one absolute value
contributes to the height. In this case the height of β is precisely the k-th com-
ponent of Log(β).
Let us also define
lk,j =
{
(x1, . . . , xr+1) ∈ Rr+1 | xk > 0, xj = −xk, xi = 0 ∀i 6= j, k
}
for all pairs of distinct indices k, j = 1, . . . , r+1. The lk,j are half-lines that lie
in the boundary of the intersection Qk and the hyperplane H.
It is clear from the definition that for a Pisot or a complex Pisot number β ∈
K of degree n all the entries of Log(β) are negative except the one corresponding
to the identity embedding and therefore Log(β) ∈ Qk where φk is the identity
embedding. Similarly the image of a Salem number of degree n under the Log
map lies in the set lk,j for some j, where φk is the identity embedding.
Notice that it is necessary to assume in advance that β has degree n because
Pisot numbers in K of degree smaller than n will be fixed by some embedding
other than the identity, and therefore Log(β) will have more than just one
positive coordinate.
We will now show that this property characterises to some extent the (com-
plex) Pisot numbers in K of degree n:
Proposition 14. Let β ∈ OK \ {0}.
1. If Log(β) ∈ Qk for some k ≤ r1, then K = Q(β);
if φk(β) > 0, then φk(β) is a Pisot number.
2. If Log(β) ∈ lk,j for some k ≤ r1, then K = Q(β);
if φk(β) > 0, then φk(β) is a Salem number.
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3. If Log(β) ∈ Qk for some k > r1 and φk(β) 6∈ R, then K = Q(β) and
φk(β) is a complex Pisot number.
4. If Log(β) ∈ Qk for some k > r1 and φk(β) ∈ R, then [K : Q(β)] = 2;
if φk(β) > 0, then φk(β) is a Pisot number.
Proof. For every conjugate β′ of β there are exactly [K : Q(β)] distinct embed-
dings φ : K →֒ Q such that φ(β) = β′.
In cases 1 and 2 we have that φi(β) is the only conjugate of β to lie outside of
the unit circle because for all j 6= i we have that |φj(β)| ≤ 1, therefore we must
have that [K : Q(β)] = 1.
In the remaining cases φi is a complex embedding and |φi(β)| = |φi(β)| > 1
while all other embeddings map β inside the unit disk.
In case 3 we have that φi(β) 6= φi(β) because they are not real, and again
[K : Q(β)] = 1.
In case 4 we have that φi(β) = φi(β) and therefore [K : Q(β)] = 2.
Remark 15. According to the Proposition, the elements of Λ ∩ lk,j correspond
to Salem numbers if φk is a real embedding. In fact Remark 10 tells us that
(Λ \ {0}) ∩ ∂Qk =
⋃
j 6=k
lk,j ,
and this equality holds (with the same proof) for all indices k, even those cor-
responding to complex embeddings.
What has been said until now applies to any algebraic integer β. We are
especially interested in finding Pisot (or complex Pisot) generators which are
units. A generic element ofO∗ can be written in a unique way as u = ζue11 · · ·uerr
with ζ ∈ µK . If we write e = (e1, . . . , er) for the vector of exponents, then
Log(u) = Ae, (2)
where A is the matrix from (1). In light of this relation, the problem of deciding
whether Log(u) ∈ Qi, or finding such a u is reduced to a problem of linear
algebra involving lattices and real matrices, assuming that a fundamental system
has been provided.
3.1 The algorithm
Now we can provide algorithms to find a (complex) Pisot generator of a field
K. Thanks to Proposition 14, we have to search for lattice points in a proper
“sector” of Rr+1, and we want them to minimise one of the coordinates.
Integer Linear Programming
The problem of minimising a linear function on a domain defined by linear
equalities and inequalities has been extensively studies since Dantzig’s Simplex
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algorithm in 1947. When one impose the additional constraint that only solu-
tions in integral numbers should be considered, the problem is known as Integer
Linear Programming and there are several algorithms available. We mention
for example the Cutting plane method developed by Gomory and Chvátal in
the 50s, which, with various refinements, is used today in most applications.
It is outside the scope of this paper to describe fully the implementation
of the integer programming algorithms, therefore we state precisely the version
that we will use.
Algorithm 1 INTPROG
Input: A matrix A ∈ Rm×n, two vectors b ∈ Rm, c ∈ Rn, a real ǫ ≥ 0.
Output: A list of vectors [x0, . . . , xs] ∈ Zn such that:
Ai·xj ≤ bi holds for all indices j = 0, . . . , s and i = 1, . . . ,m,
x0 minimizes the quantity c·x under the constraints above,
c·x0 ≤ c·x1 ≤ · · · ≤ c·xs ≤ (1 + ǫ)c·x0,
{x0, x1, . . . , xs} is the set of all vectors x ∈ Zn such that c·x ≤ (1 + ǫ)c·x0.
A description of a possible implementation is found in [DFGW07].
We remark that standard Integer Programming algorithms usually find only
a single optimal solution. This is enough for our Algorithms 2 and 3, but for
Algorithm 4 we need this improved version which enumerates all quasi-optimal
solutions. This should be taken into account when implementing the algorithms,
as it could lead to a difference in performance.
Algorithms for real fields
The first algorithm that we present uses Integer Programming to find the point
inQi which corresponds to a generating unit of smallest height. We use Theorem
12 to ensure that the algorithm finds a non-torsion unit. We define
δ(n) =


1
4n
(
log logn
logn
)3
if n ≥ 4 and even,
log(1.32) otherwise.
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Algorithm 2 FINDMIN
Input: A fundamental system of units (u1, . . . , ur) of K and an index k =
1, . . . , r + 1.
Output: A unit α ∈ O∗ such that Log(α) ∈ Qk \ {0} and h(α) is minimal
among such units.
1: Construct the matrix A as in (1)
2: Construct the matrix B obtained from A by changing the sign of each ele-
ment of the k-th row.
3: Set c ∈ Rr equal to the k-th row of A
4: Set b equal to the vector (b1, . . . , br+1) with bi = −δ(n) if i = k and bi = 0
otherwise.
5: Call INTPROG with input (B, b, c, 0). Let e ∈ Zr be the first element of the
output.
6: return α =
∏r
i=1 u
ei
i .
Proof of Theorem 3. The set Qk ∩ Λ is non-empty because Q ⊗ Λ is dense in
H and H ∩ Qi is an open subset of H which is invariant under multiplication
by a positive scalar. Therefore integer programming will always terminate and
will find a point. If K is a real field, and φk is the identity embedding, then by
Proposition 14 |α| has the required properties.
Notice that the constraint given by bi = −δ(n) excludes the origin but no
other point of the lattice.
Notice that when K is real and φk the identity the output of FINDMIN does
not necessarily yield a Pisot generator of K since it might happen that Log(α) ∈
lk,j . In this caseK is generated by the Salem number |α|, and any Salem number
in K can be written as αn, which is a direct consequence of Proposition 11 and
the minimality of α.
When this happens, we can exclude all the Salem numbers whose Log lies in
Qk by changing the constraints in INTPROG. The following theorem shows how.
Theorem 16. Let K be a number field, k ∈ {1, . . . , r + 1}, and let α ∈ O∗K be
the output of Algorithm FINDMIN. Assume that Log(α) ∈ lk,j for some index j.
Then every unit β such that
Log(β) ∈ Qk ∩
{
(x1, . . . , xr+1) ∈ Rr+1 |
∑
i6=k,j
xi > −δ(n)
}
is a power of α times a root of unity.
Proof. Let β be a unit such that Log(β) = (b1, . . . , br+1) ∈ Qk and −δ(n) <∑
i6=k,j bi ≤ 0. Dividing β by a suitable power of α we can also assume that
−h(α) ≤ bj < 0.
We have that
h(β/α) =
∑
i6=j,k
max{0, bi}+max{0, bj + h(α)} +max{0,−
∑
i6=k
bi − h(α)}.
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But bi ≤ 0 for all i 6= k because Log(β) ∈ Qk, bj + h(α) ≥ 0 by our assumption
on β, and −∑i6=k bi = bk = h(β) ≥ h(α) because α is the output of Algorithm
FINDMIN. Therefore
h(β/α) = bj + h(α)−
∑
i6=k
bi − h(α) = −
∑
i6=j,k
bi < δ(n).
Therefore by Theorem 12 the ratio β/α is a root of unity.
We now give an algorithm implementing the previous Theorem.
Algorithm 3 CUTEDGE
Input: A fundamental system of units (u1, . . . , ur) of K and an index k =
1, . . . , r + 1
Output: A unit β ∈ O∗K such that Log(β) ∈ Qk and h(β) is minimal among
such units
1: Run Algorithm 1 with the same input. Let α be the output
2: if Log(α) ∈ Qk then
3: return α
4: end if
5: Let j be the index such that Log(α) ∈ lk,j
6: Construct the matrix A as in Algorithm 1
7: Construct the matrix B′ ∈ R(r+1)×r obtained from A by replacing the k-th
row with −Ak −Aj
8: Set c ∈ Rr equal to the k-th row of A as in Algorithm 1
9: Set b ∈ Rr+1 equal to the vector (b1, . . . , br+1) with bk = −δ(n) and bi = 0
for i 6= k
10: Call algorithm INTPROG with input (B′, b, c, 0). Let e′ ∈ Zr be the first
element of the output
11: return β =
∏r
i=1 u
e′i
i
Proof of Theorem 4. Arguing as in the proof of Theorem 3 we see that the
feasible region delimited by the constraints of the Integer Programming always
contains integral points and therefore INTPROG will return one of them.
If the α obtained in step 1 is a Pisot number, than the conclusion of the
Theorem is clear. If it is a Salem number, then by Theorem 16 the final output
of the algorithm must be a Pisot number because the constraint added in step
7 excludes all the Salem numbers whose Log lies in Qk. Then |α| has all the
required properties again by Proposition 14.
Here is an example of a field containing both Salem and Pisot numbers. Let
α = 100.960 . . . be the bigger real root of x4 − 101x3 + 5x2 − 101x + 1; this
is a Salem number. When running algorithm FINDMIN on the field K = Q(α)
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the output is α itself, which is the smallest U-number in Q(α). When running
algorithm CUTEDGE the output is the biggest real root of
x4 + a3x
3 + a2x
2 + a1x+ 1,
where
a3 = −60048257490013814123246164511189751124091132508231119928295605154893060
a2 = 2556025223049864739934292009524109324899782644859727711036043393301222
a1 = 97520402335817024268676911493103325.
This is approximately 6·1070. This example shows that there can be relatively
a big gap between the smallest Salem and Pisot generators of the same field.
This algorithm solves our motivating problem when the field is real, but
several problems might occur when the field K is complex. Firstly, after finding
an element in Λ ∩ Qk, we cannot conclude that it corresponds to a generating
unit, because we could be in case 4 of Proposition 14. Furthermore, the solution
to the Integer Programming problemmight not be unique because there could be
non-torsion units of modulus 1 (in fact, this always happens unless K∩K is real
or CM, see [Dai06]). It is to overcome this problems that we use the algorithm
INTPROG as stated in Algorithm 1. We will in fact enumerate all points of Λ in
a thin slice of Qk and look for the smallest that meets our requirements.
13
Algorithm for complex fields
Algorithm 4 FINDCPISOT
Input: A fundamental system of units (u1, . . . , ur) of a complex number field
K, a generator ζ of µK and the index k of the identity embedding.
Output: A unit β ∈ O∗K such that K = Q(β), Log(β) ∈ Qk and h(β) is
minimal among such units, if any exists. An error message otherwise.
1: if ζ 6= −1 then
2: Run Algorithm CUTEDGE with input ((u1, . . . , ur), k). Let β be its output.
3: if β 6∈ R then
4: return β
5: else
6: return ζβ
7: end if
8: end if
9: if ui ∈ R for all i then
10: return false
11: else
12: Construct the matrix A as in (1)
13: Construct the matrix B obtained from A by changing the sign of each
element of the k-th row.
14: Set c ∈ Rr equal to the k-th row of A
15: Set b equal to the vector (b1, . . . , br+1) with bi = −δ(n) if i = k and bi = 0
otherwise.
16: while true do
17: Call INTPROG with input (B, b, c, 10−3). Let E = [e(0), . . . , e(s)] be the
output.
18: for j = 0 to s do
19: Let β =
∏r
i=1 u
e
(j)
i
i
20: if β 6∈ R and Log(β) ∈ Qk then
21: return β
22: end if
23: end for
24: bk ←− −(1 + 10−3)c· e(0)
25: end while
26: end if
Proof of Theorem 5. If there are non-trivial roots of unity, then the Algorithm
terminates because of Theorem 16 and the output has the desired properties
because of Proposition 14.
If µK = {±1} and all the ui are real, then the Algorithm stops with an error
message. In this case clearly no generating unit can exist.
Let uj be a complex fundamental unit. Arguing as in the proof of Theorem
14
3 we can see that INTPROG will always find a non-torsion unit β such that
Log(β) ∈ Qk. If β 6∈ R then this will be the output of FINDCPISOT; if β ∈ R
then Log(ujβm) ∈ Qk for any sufficiently big m, and we can be sure that the
while-loop in step 16 will be escaped. The rest of the thesis follows again by
Proposition 14.
We will now give the proof of Theorem 8 in Section 2.
Proof of Theorem 8. Statements 2. and 3. are clearly equivalent, and they
immediately imply 1. Let us now prove first that statement 1 implies that K is
a CM field.
Assume that K is not CM and let K1, . . . ,Km be the proper subfields of
K. By Proposition 7 the O∗Ki are finitely many submodules of O∗K of strictly
smaller rank, therefore ∪mi=1O∗Ki ( O∗K , and there exist some units of K not
lying in any proper subfield, which contradicts 1.
To finish the proof we observe that if O∗K * R then by Theorem 5 K is
generated by a unit.
3.2 Height bound
We conclude the paper with the proof of a bound for the height of the smallest
Pisot unit of degree n in a real field K.
Theorem 17. Let 1 ≤ i ≤ r. There exist a non-zero vector e ∈ Zr such that
Aj · e < 0 ∀j 6= i,
Ai· e ≤
√
r
2
r+1∑
j=1
‖Aj‖.
In other words, for any i there exists an element β ∈ O∗K such that Log(β) ∈ Qi
and h(β) ≤
√
r
2
∑r+1
j=1‖Aj‖. If K is a real field and φi is the identity embedding,
then |β| is a Pisot unit of degree n.
Proof. Let ǫ > 0 and let w be the solution to the linear system given by
Aj ·w = −
(√
r
2
+ ǫ
)
‖Aj‖, ∀j 6= i.
A unique solution exists because the matrix of this linear system has nonzero
determinant (in fact, the absolute value of the determinant is equal to Reg(OK)).
Inside the ball of radius
√
r/2 centred in w there clearly exists a vector e
with integral coordinates. For every j 6= i we have
Aj · e = Aj ·w +Aj · (e− w) ≤ −
(√
r
2
+ ǫ
)
‖Aj‖+ |Aj · (e− w)| ≤
≤ −
(√
r
2
+ ǫ
)
‖Aj‖+ ‖Aj‖‖e− w‖ ≤
≤ −
(√
r
2
+ ǫ
)
‖Aj‖+
√
r
2
‖Aj‖ = −ǫ‖Aj‖ < 0.
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Furthermore,
Ai· e = Ai·w +Ai· (e− w) ≤ −
∑
j 6=i
Aj ·w + |Ai· (e− w)| ≤
≤
(√
r
2
+ ǫ
)∑
j 6=i
‖Aj‖+ ‖Ai‖‖e− w‖ ≤
(√
r
2
+ ǫ
)∑
j 6=i
‖Aj‖+
√
r
2
‖Ai‖ =
=
√
r
2
r+1∑
j=1
‖Aj‖+ ǫ
∑
j 6=i
‖Aj‖.
We now let ǫ go to zero, and the bounds in the statement follow because the
lattice Zr is discrete.
To prove the final statements we see that β = ue11 · · ·uerr has the desired
properties because of (2), Remark 13 and Proposition 14.
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