For an invertible diagonal matrix D , the convergence of the power scaled matrix sequence 
Introduction
The aim of iterative methods both in theory as well as in numerical settings, is to produce a sequence of matrices 0 1 , , A A  , that converges to hopefully, something useful. When this sequence diverges, the natural question is how to produce a new converging sequence from this data. One of these convergence producing methods is to diagonally scale the numbers A x ,…), which when divergent can be suitably scaled to yield a dominant eigenvector.
The convergence of power scaled iterative methods and more general power scaled Cesaro sums were studied by Chen and Hartwig [4, 6] . In this paper, we continue our investigation of this iteration and derive a formula for the powers of an upper triangular matrix, and use this to investigate the convergence of the sequence { }
We also investigate the subspace iterations, which has been started by numerous authorss [1, 3, 10, 11, 15] , and turn our attention to the case of repeated eigenvalues.
The main contributions of this paper are:
•We present the necessary and sufficient conditions for convergence of power scaled triangular matrices { } N N n D T  . We prove that these conditions involve both the spectrum as well as the digraph induced by the matrix T .
•We apply the the convergence of power scaled Because of the explicit expression for the GS factors, and the exact convergence results, our discussion is more precise than that given previously [12, 17] .
One of the needed steps in our investigation is the derivation a formula for the powers of a triangular matrix T , which in turn will allow us to analyze the convergence of
Throughout this note all our matrices will be complex and, as always, we shall use  and ( )   to denote the Euclidean norm and spectral radius of ( )  . This paper is arranged as follows. As a preliminary result, a formula for the power of an upper triangular matrix is presented in Section 2. It is shown in Section 3 that the convergence of As an application we analyze the convergence results for subspace iterations, in which the eigenvalues are repeated, but satisfy a peripheral constraint.
Preliminary Results
We first need a couple of preliminary results. Lemma 2.1.
converges.
Proof. For
which is used in the following characterization of the powers of a trangular matrix.
T where a and c are column vectors and suppose that = 0 0 0
in particular,
3) if 0
4) if 0
Proof. It is easily verified by induction that =
and
completing the proof of (4). The special cases (1) - (5) are easy consequences of (4). Let us now illustrate how the power of T are related to its digraph. 
The Digraph of T
i  We now turn to the main theorem of this section. 
Proof. We prove the theorem by induction on n . For 2 = n ,
It is easily seen that the convergence of (2) M implies
Next, assume that the result holds for all triangular matrices of size 1  n or less. Let T be defined as in (12) 
Since the sandwich set  is empty, we see from Lemma 2.2., that
Now because we are given that 1 ( / )
and therefore =  0 . Moreover,  is empty and the right hand side of (15) is zero, i.e. (15) 
Since for each i , 0
To complete the proof we observe that
We at once have, as seen in [3] . Corollary 3.5. Let T be an upper triangular matrix and
converges to an upper triangular matrix of diagonal 1.
We now turn to the main result in this paper. Our aim is to characterize the convergence of 
Main Theorem
Let us denote the set of increasing sequences of p elements taken from (1, 2, , m  ) by 
It follows directly that 
Proof. The result of (22) follows from Theorem 2.1. in [3] , while on account of Corollary 2.1. in [3] ,
Hence we arrive at 
Moreover, D is called locally primitive, if it is decreasing and
It is obvious that we can partition a decreasing matrix D as
where each 
Now let us define :
is a sequence of r n  matrices and let
be their GS factorization. Suppose B is a r n  matrix, we can partition B conformally as D in (26). It is easily verified that the ( , ) u v element of ( , ) i j block 
Proof. 1) The sufficiency is obvious. So let us turn to the necessary part. 
We now have from (23)
On account of (30), this is equal to and their determinant and hence
converges, say, to
. We have that consequently (31) converges to
in which the denominator is nonzero as Ã satisfies condition (  ). Hence N G converges and this implies that
This completes the proof of 2). As a consequence of the above theorem we have 
Proof. In this case the GS factorization of N A are 
Proof. It is not difficult to see that the 1 1 ( , 
converges to zero. Now Corollary 4 says that for
and so b) is automatically statisfied in this case. Therefore 2) This time D is locally primitive, so we have
By hypothesis, the above converges for i j = . The convergence for j i > is obvious; while the convergence for j i < can be easily achieved by noticing that
Remark. From Theorem 4.5. we know that in the case of multiple eigenvalues, if
Let us now turn to the applications of this theorem. Our first application is the following result gives the general convergence result of power scaled triangular matrix. 
