We study network-design problems with two different design objectives: the total cost of the edges and nodes in the network and the maximum degree of any node in the network. A prototypical example is the degree-constrained node-weighted Steiner tree problem: We are given an undirected graph
in the Steiner tree to be constructed, nonnegative costs on the nodes, and a subset of nodes called terminals. The goal is to construct a Steiner tree containing all the terminals such that the degree of any node in is at most the specified upper bound ¥ and the total cost of the nodes in is minimum. Our main result is a bicriteria approximation algorithm whose output is approximate in terms of both the degree and cost criteria -the degree of any node ! § in the output Steiner tree is " # ¥ $ ¥ %&' ( and the cost of the tree is " # ¥%& ' ( times that of a minimum-cost Steiner tree that obeys the degree bound $ ¥ for each node . Our result extends to the more general problem of constructing one-connected networks such as generalized Steiner forests. We also consider the special case in which the edge costs obey the triangle inequality and present simple approximation algorithms with better performance guarantees.
Introduction and Motivation
Several problems in the design of communication networks can be modeled as finding a network obeying certain connectivity specifications. For instance, the network may be required to connect all the nodes in the graph (a spanning tree problem), a specified subset of the nodes in the graph (a Steiner tree problem) or to only interconnect a set of pairs of nodes (a generalized Steiner forest problem). The goal in such network-design problems can usually be expressed as minimizing some measure of cost associated with the network. Several examples of such cost measures have been considered in the literature. For example, if we associate costs with edges and nodes that can be used to build the network, then we may seek a network such that the cost of construction is minimized. This is the minimum-cost network design problem and has been well studied. A notion of cost that reflects the vulnerability of the network to single point failures and the amount of load at a given point in the network is the maximum degree of any node in the network. Minimizing this cost gives rise to the minimum-degree network design problem, which has also been well studied. Another common cost measure is the maximum cost of any edge in the network. This goal falls under the category of bottleneck problems that have also received considerable attention.
Finding a network of sufficient generality and of minimum cost with respect to any one of these measures is often NP-hard [13] . Hence much of the work mentioned above focuses on approximation algorithms for these problems. However, in applications that arise in real-world situations, it is often the case that the network design problem involves the minimization of more than one of these cost measures simultaneously [9, 16] .
In this paper, we concentrate on two objectives: (i) the degree of the network and (ii) the total cost of the network. Typically, our goal will be to find networks of minimum cost subject to degree constraints. For example, consider the following problem: Given an undirected graph ¢ ¡ ¤ £¥ § ¦¨ © with nonnegative costs on its edges and an integer , find a spanning tree in which the maximum degree of any node is at most a nd the total cost is a minimum. Such degree-constrained minimum-cost network problems arise in diverse areas such as VLSI design, vehicle routing and communication networks. For example, Deo and Hakimi [8] considered this problem in the context of back-plane wiring among pins, where no more than a fixed number of wires can be wrapped around any pin on the wiring panel. In communication literature, this problem is commonly known as the teleprocessing design problem or as the multidrop terminal layout problem [2] . Here, we investigate the complexity and approximability of a number of such degree-constrained minimum-cost network-design problems. The main focus of our work is to develop a general technique for constructing near-optimal solutions to such problems.
The remainder of the paper is organized as follows. Section 2 contains basic definitions and formal statements of the problems considered in this paper. It also discusses a framework for evaluating approximation algorithms. Section 3 summarizes the results in the paper. Section 4 discusses related work. In Section 5 we present our algorithm for degree-bounded node-weighted networks. In that section we also discuss an extension of the algorithm to networks represented using proper functions. In Section 6, we outline the algorithms with improved performance and running times for constructing networks when restricted to input graphs obeying the triangle inequality. Section 7 contains negative ¦ N-TOTAL-COST, E-TOTAL-COST . Finally, the class of subgraphs ¢ studied here includes SPANNING TREES, STEINER TREES, GENERALIZED STEINER TREES and networks specified using proper 0-1 functions introduced in [14] .
Using the above notation, the problem of finding a minimum-cost spanning tree in which each node has degree at most i s denoted by (U-DEGREE, E-TOTAL COST, SPANNING TREE). Similarly, given a node weighted graph
£¥ § ¦¨ ©
, an integer function £ specifying the upper bound on the degree of each node and a set of terminals , the (N-DEGREE, N-TOTAL-COST, STEINER TREE) problem is to find a minimum-cost tree spanning the nodes in such that the nodes in obey the degree constraints. Problems in which the desired network is a generalized Steiner forest or a graph specified by a proper 0-1 function can be formulated along similar lines.
Some of the problems considered in this paper also involve the maximum cost of any edge in the network, i.e., the bottleneck cost, as a minimization objective. We use E-BOTTLENECK-COST to denote this objective. For the rest of the paper, we use the term "£ £¤© -bounded network" to mean a network in which the degree of node
Most of the degree-constrained network-design problems considered in this paper are NP-hard. In fact, for several problems (e.g. (U-DEGREE, E-TOTAL COST, SPANNING TREE)) we show (Theorem 7.1) that it is NP-hard to find a solution that is within any factor of the optimal objective value, if the solution is required to satisfy the budget constraint; alternatively, if the solution must achieve exactly the minimum value of the total cost objective, then it is NP-hard to find one which satisfies the budget within any given factor. Motivated by these hardness results for unicriterion approximations, we focus on finding bicriteria approximations, that is, efficient algorithms that guarantee a solution which is approximate in terms of both the budget and the objective function. An £ ¦¡ § © approximation algorithm for a generic bicriteria problem £ ¦¡ ¦¢ © is a polynomialtime algorithm that produces a solution in which the objective value for is at most times the budget and the cost of the solution with respect to ¡ is at most ¡ times the value of an optimal solution with respect to ¡ that respects the budget constraint with respect to . Our algorithms provide bicriteria approximations in the sense described above for a wide variety of one-connected network-design problems.
Summary of Results

Hardness Results
Our lower bound results on finding near-optimal solutions include the following. Additional hardness results are discussed in Section 7. 3. For general graphs, unless P is the lower bound on the performance guarantee of any algorithm for finding minimum Steiner trees (see Chapter 10 of [15] for the best bounds). This result is an immediate corollary of hardness results for the minimum Steiner tree problem.
These hardness results motivate the need for bicriteria rather than unicriterion approximation algorithms for these problems.
Approximation Algorithms
A problem with costs on nodes as well as edges can be transformed (for the purposes of designing approximation algorithms) into one with only node costs as follows: subdivide each edge by introducing a new node with cost equal to the cost of the edge 5 . Therefore, in stating our approximation results, we focus on the node-weighted case. To keep the description of our main result simple, we present below the result for the case of degree-constrained node-weighted Steiner trees. The extension of this theorem to more general classes of one-connected networks representable as cut-covers of proper functions is deferred to Section 5.7. A proof of this theorem is provided in Section 5. The positive result presented in this theorem should be contrasted with the hardness results mentioned earlier stating that there is no is NP-hard. Note that the performance guarantee on the node-cost in the above theorem cannot be asymptotically improved (even if the other performance ratio is arbitrarily weakened) since one of the problems included in the framework of Theorem 3.1 is the node-weighted Steiner tree problem considered by Klein and Ravi in [18] . By a reduction from the set cover problem and the known non-approximability results for the latter problem, they note that the best possible performance ratio achievable for this problem (even without the degree restrictions imposed in Theorem 3.1) is logarithmic unless P = NP [20, 3, 27] . As an immediate corollary of Theorem 3.1, we obtain an
approximation algorithm for the (U-DEGREE, E-TOTAL COST, SPANNING TREE) problem introduced earlier.
In Section 6, we address the special case in which the edge costs obey triangle inequality and present simple approximation algorithms with better performance guarantees. Further, for the problem of constructing spanning networks in this special case, we show that our algorithms also simultaneously approximate yet another objective, namely the maximum cost of any edge in the network.
Related Work
Much work has been done on approximating each of the two cost measures that we simultaneously minimize (see [4, 5] and the references therein). We also refer the reader to the comprehensive book edited by Hochbaum [15] for recent results and techniques for solving these problems.
There has also been extensive work on bicriteria network design problems. The (U-DEGREE, E-TOTAL COST, SPANNING TREE) problem, originally posed and studied in [8] , has been recently considered in Boldon, Deo and Kumar [4] . They present heuristics and their parallel implementations but do not provide worst case performance guarantees. Papadimitriou and Vazirani [23] studied the Euclidean version of this problem for the case when £ ¡ ¦ . Monma and Suri [22] showed that for any set of points in the plane, a minimum spanning tree with £ ¡ can be constructed efficiently. Khuller, Raghavachari and Young [17] gave approximation algorithms with performance guarantees of 3/2 and 5/4 for £ ¡ and £ ¡ respectively for points in the plane. They also presented an approximation algorithm with a performance guarantee of 5/3 for point sets in higher dimensions when £ ¡ . Iwainsky et al. [16] formulated a version of the minimum-cost Steiner problem with an additional cost based on node-degrees. Duin and Volgenant [9] formulated the degree-bounded Steiner tree problem motivated by practical considerations. In other related work, Fischer [11] considered the problem of finding a MST of minimum possible maximum degree in a weighted undirected graph. He showed that the techniques of Fürer and Raghavachari [12] can be applied to find a MST of approximately minimum degree.
In [25] , we presented early versions of the results in this paper giving specific algorithms for the edge-cost versions, and using a simpler version of the techniques in this paper to give results for the uniform degree node-weighted versions. Building on our work there, in [21] , we studied other bicriteria network design problems. There we also presented a polynomial-time algorithm for the (U-DEGREE, E-TOTAL COST, SPANNING TREE) problem when inputs are restricted to treewidthbounded graphs. In [24] , Ravi has applied some of the ideas here to solve a bicriteria problem that forms the basis for finding an approximately minimum broadcast-time scheme in an arbitrary graph.
Degree-Constrained Node-Weighted Steiner Trees
In this section, we present our algorithm in detail for the degree-constrained node-weighted Steiner tree problem. In Section 5.7, we briefly indicate how the algorithm can be extended to accommodate more general connectivity specifications.
Recall that, as input to the problem, we are given an undirected graph
£¥ § ¦¨ ©
, with nonnegative costs on the nodes and a set of terminals to be connected together into a Steiner tree. In addition, for each vertex ¤ , a budget £ £¤© on its degree in the Steiner tree is specified. The goal is to find a Steiner tree of minimum node cost that obeys the degree constraint at every node. There are no edge costs in this version since the problem with node and edge costs can be transformed into one involving just node costs (see Section 3.2). We shall assume for the sake of simplicity that such a Steiner tree always exists on the input graph and address the problem of computing one that approximately obeys the degree budgets as well as minimizes the total node cost. In the description of the algorithm and its analysis, we use ¡ £¤© to denote the cost of a node ¤ ¦ ¥ . We omit the subscript when there is no ambiguity.
High Level Description
The algorithm maintains a set supernodes as its feet using PROCEDURE-FIND-SPIDER. 9
Among all the spiders produced in Step 6, choose one of minimum ratio-cost, defined as the ratio of the cost of all the real nodes in the spider to the number of feet in it. 
The Algorithm and its Performance Guarantee
The rest of Section 5 is devoted to describing the algorithm and its performance for approximately solving the (N-DEGREE, E-TOTAL-COST, STEINER TREE). ALGORITHM-DEGREE-STEINER gives the details of the entire algorithm.
A Procedure to Find Minimum Ratio Spiders
The heart of ALGORITHM-DEGREE-STEINER is Step 8 -a procedure that chooses a nontrivial spider of minimum "ratio-cost". We describe this procedure informally. Consider a generic step of ALGORITHM-DEGREE-STEINER (Step 4). Observe that we maintain a current graph and the current partial solution Although the concept of a spider is similar to the one used in [18] , the degree constraint makes the problem of finding a "good spider" harder. As a result, the procedure in [18] for finding spiders cannot be used in place of PROCEDURE-FIND-SPIDER described below.
We find a spider of minimum ratio-cost by using several calls to a minimum-cost flow algorithm on the auxiliary graph & . We describe how to find a minimum ratio spider centered at a specific node ¤ ¦ ' , the current graph. By trying all nodes, we can choose the overall minimum ratio spider. To find a minimum ratio spider centered at ¤ , it suffices to find a spider centered at 
Remarks:
1. The solution to the above flow problem (when feasible) can be found in polynomial time and is integral (see [2] or Chapter 4 of [6] ). First we complete the proof with regard to the the cost added in the last iteration. Recall that at the beginning of the last iteration, the number of active components is at most 6. For this iteration, our algorithm reduces to that of Klein and Ravi [18] for node-weighted Steiner trees. Hence using their result with the number of "terminals" to be connected being at most © . The proof of the lemma for the remaining iterations is more involved and is described in Sections 5.4 through 5.6. The proof proceeds by deriving a decomposition of an optimal solution and using it as a witness to the performance of the algorithm in each iteration. In particular, we use the decomposition to prove an averaging lemma and use this in conjunction with a potential function argument due to Leighton and Rao [19] to prove Lemma 5.4. We begin by proving a bound on the total degree of all the nodes that are deleted from in any iteration. The proof relies on the following observations.
Bounding the Total Degree of Deleted Nodes
1. The subgraph added in a given iteration is acyclic.
The iteration terminates when at most
¡¢
of the active components are merged using edges added in a given iteration.
Using these observations we can show that a large fraction of the degree of the deleted nodes contributes to merging the active components. This implies an upper bound on the sum of the degrees. Proof: Let be the number of components that were merged in this iteration. Note that 
Spider Decompositions and an Averaging Lemma
We employ the notion of spider decompositions introduced by Klein and Ravi [18] in showing that the each node chosen in Step 9 has small ratio-cost with respect to the optimal solution. Let be a graph, and let be a subset of its nodes. A spider decomposition of in is a set of node-disjoint nontrivial spiders in such that the union of the feet and the centers of the spiders in the decomposition contains . We apply Theorem 5.6 to each subtree of £¤© with at least two supernodes to obtain a spider decomposition of . We now compare the ratio cost of spider chosen by the algorithm with that of each spider in the decomposition. To do this however, we must ensure that the following two conditions hold.
(i) the center of each spider in the decomposition must be a real node (not a supernode) and (ii) the number of legs of each spider must be at most £ £¤©0 ¥ . We achieve this as follows. We further partition a spider centered at a supernode into many nontrivial spiders each centered at a real node (5), (6) and (7) yields Claim 5.7.
A Potential Function Argument
Now we are ready to complete the proof of Lemma 5. We now use an analysis technique due to Leighton and Rao [19] to complete the proof as in [18] . Substituting Equation (9) into (8) The performance of our approximation algorithm was summarized in Theorem 3.1.
Extension to Proper Function Cut Covers
The extension of Theorem 3.1 to construct cut-covers defined by proper 0-1 functions is fairly straightforward, and the algorithm for this case follows the same outline as the one above. The reader is referred to [14, 15] for the definition of proper 0-1 functions. The algorithm begins with the set ¢ being the set of terminals defined by the proper function. The definition of active components in the algorithm is now based on the ¦ -values given to cuts by the input proper function. In other words, a component is deemed active if the cut around it is. Note that when all components are inactive, the set of edges added by the algorithm until then constitutes a feasible cut-cover.
The only additional issue is that in the proof of the upper bound on the cost of the subgraph added in each iteration, the optimal solution is a forest instead of a single tree. However, as in [18] , we can use the fact that each tree in the forest must contain at least two active components to infer that this forest contains at least as many edges as half the number of active components. This observation is sufficient to prove a modified version of Claim 5.7 with slightly worse constants. The details are straightforward and omitted to avoid repetition. Thus we have the following theorem. 
Algorithms Under Triangle Inequality
One way to circumvent the difficulty of approximating the problems studied is to consider more structured cost functions on the edges. In this direction, we turn to the case where the underlying graph is assumed to be complete with costs only on the edges and these costs obey the triangle inequality. Define the bottleneck cost of a network to be the maximum cost of any edge in it. In this case, we present approximation algorithms that strictly conform to the degree restriction in the input problem and approximate the bottleneck cost of the output network as well. Most of the results in this section are straightforward and we discuss it here for the sake of completeness. 
Results for Spanning Trees
There is a polynomial-time algorithm that, given a undirected graph with edge costs satisfying the triangle inequality, outputs a TSP tour of total cost at most two times the cost of a MST and of bottleneck cost at most three times that of a minimum bottleneck-cost spanning tree.
Proof: First we sketch the proof of Part 1. The algorithm starts by constructing an MST. It then partitions the edges of the MST into claws and sorts the edges in every claw in the order of nondecreasing cost. Each claw is short-cut locally by replacing edges from the internal node to its children (except the very first child) with edges between consecutive children. Let denote the resulting tree.
To prove the first part of the proposition, for any set¨6
£¤©
-bounded spanning tree is at least as much as that of the MST, this gives the bound on the cost of the tree output by the algorithm.
We now complete proof by proving the bound of two on the bottleneck cost. It is well known that an MST is also an optimum bottleneck spanning tree. Since each short-cut used in forming the output tree is made up of at most two edges, the bottleneck cost of is at most twice that of the MST. Since the bottleneck cost of any -bounded spanning tree is at least as much as that of the bottleneck spanning tree, the resulting tree has bottleneck cost at most twice the optimum.
Part 2 of the proposition follows from standard constructions based on a recursive short-cutting procedure using edges from the cube of the Minimum Spanning Tree. This is also hinted at in [7] (see problem 37.2-3 on page 975).
Extension to Higher Connectivities
Now we are ready to prove our result for networks with higher connectivities. The result is proved by using short-cuts that induce higher-connected graphs. . The value of the packing is the sum of the weights of all the cuts in the packing. A maximum packing is one of maximum value. The following theorem is a consequence of the results in [1, 14] .
Theorem 6.3 Given an undirected graph with edge-weights, a minimum-weight spanning tree has weight at most twice the value of a maximum packing of cuts.
The algorithms in [1, 14] find a greedy packing of cuts and simultaneously build a minimum spanning tree of weight at most twice the value of this packing.
Note that any 
Hardness Results
In this section, we prove hardness results that motivate the need for bicriteria approximations rather than approximating only one objective while strictly obeying the budget on the other. We first prove the results for spanning trees and then strengthen the results for Steiner trees. 
Hardness Results for Spanning Tree Problems
Proof:
The NP-hardness of (U-DEGREE, E-TOTAL COST, SPANNING TREE) and (U-DEGREE, E-BOTTLENECK-COST, SPANNING TREE), follows via a straightforward reduction from the HAMIL-TONIAN PATH problem in which we add a the right number of distinct leaves to each node of the original graph.
To prove the third part, we use the cost assignment as in the first part of the proof that obeys the triangle inequality. Under this assignment, the maximum cost of any edge in any -bounded spanning tree of the resulting graph is at most one if the original graph is Hamiltonian and is at least two otherwise. Hence an approximation algorithm with performance ratio less than two in this case would be able to recognize Hamiltonian graphs. This completes the proof of Theorem 7.1.
Hardness Results for Steiner Tree Problems
Since a spanning tree is a special case of a Steiner tree, it follows from Part 1 of Theorem 7.1 that unless P = NP, there is no polynomial time . These hardness results require either the budget to be satisfied exactly or the cost of the network to be optimal. We now present a result which points out the difficulty of solving the Steiner version of the non-uniform degree bounded problem within constant factors. This result is obtained by a reduction from the SET COVER problem. Recently, Arora and Sudan [3] , and independently Raz and Safra [27] have shown the following non-approximability result for MIN SET COVER. of the (N-DEGREE, E-TOTAL-COST, STEINER TREE) problem. Note that A may fail to produce a Steiner tree on some of these instances since there may be no Steiner tree satisfying the degree constraints, even after allowing for degree violations by a factor of §
. We stop as soon as A produces a solution. We now argue that from this solution, we can obtain a 2-approximate solution to the MIN SET COVER instance. To see this, note that when we run A on instance ¡ , A must produce a Steiner tree , since as argued above, there is a feasible solution to instance ¡ . Since the degree requirement for each element node is 1 and the violation factor is less than 2, the degree of each element node in is 1. Similarly, the degree of the enforcer node , there is no polynomial time bicriteria problems can be used to improve previous results on approximating certain minimum degree network problems. In particular, Theorem 5.9 implies a polynomial-time approximation algorithm for a class of minimum-degree forest problems considered by Ravi, Raghavachari and Klein [26] . They address the problem of finding one-connected networks that are cut-covers of proper functions such that the maximum degree of any node in the network is minimum. This is a single criterion problem without the node weight objective. They provide a quasi-polynomial (
-time) approximation algorithm for these problems on an -node graph that provides a solution of degree at most
Subsequent Work
In subsequent work, we have used a similar framework to devise approximation algorithms for other bicriteria problems (see [21, 24] ). An obvious open problem resulting from this work is to improve the performance ratios in all our results; although different techniques than those given seem to be required. In this context, it would be interesting to investigate whether the primal-dual method [1, 14] can be applied to provide such better guarantees and also provide a general framework for bicriteria network-design problems. Another interesting question is to investigate the extension of our work to higher-connected degree-constrained networks without the triangle inequality.
In other follow-up to our work, the special case of the (U-DEGREE, E-TOTAL COST, SPANNING TREE) problem in the Euclidean plane was addressed in [17] , and improvements to the short-cutting scheme of Proposition 6.1 using network flow techniques are presented in [10] .
