ABSTRACT Stereoscopic imaging spectroscopy is a novel technique that uses multiple spectral orders and stereoscopic reconstruction to eliminate the need for a slit in a dispersive spectrograph, potentially increasing photon efficiency by 1-2 orders of magnitude compared with conventional spectral imaging. We present advances in stereoscopic reconstruction, allowing detection of the first moments of a spectral line simultaneously over a complete twodimensional image plane. Using the Advanced Stokes Polarimeter on the Dunn Solar Telescope at the National Solar Observatory, we have created the first solar magnetograms made with this technique. With a simple prototype optical layout, we were able to generate Stokes V magnetograms using the Fe i photospheric absorption line at 617.34 nm (6173.4 8). We calculate that an optimized instrument using this technique could acquire solar magnetograms with $10 G rms shot noise in 150 ms using this spectral line at the host telescope's diffraction limit. Stereoscopic techniques are useful not only for the solar photosphere but also for photon-starved imaging spectroscopy in general.
INTRODUCTION
Imaging spectroscopy has applications throughout astrophysics but is especially important to solar physics. The Sun is the only star that affords direct spatial resolution of its intricate and evolving structure. Specific solar applications of imaging spectroscopy include spectroheliograms that show variation of composition and/or temperature, Dopplergrams, thermograms (line width images), and magnetograms. Magnetographs, in particular, characterize the first few moments of a spectral line in polarized light.
All imaging spectral measurements must overcome a fundamental problem of current technology: while the data have three independent variables (k and image plane x and y), currently used detectors have only two independent variables (x and y). Most imaging detectors simply integrate over all values of k within some useful range
where È is the fluence on the detector, t exp is the exposure time, I is the source intensity per unit wavelength, and tel and det are the efficiency of the telescope and detector, respectively. Magnetographs and filtergraph-type imaging spectrographs impose a scannable Dirac delta on the integrand and then acquire multiple exposures to build up a model of the space:
È Blt x; y; i ð Þ¼t exp
where is the product of the telescope and detector efficiencies. Similarly, traditional dispersing slit spectrographs disperse the light, making x a linear function of k , and then impose a Dirac delta (the slit) in x to interchange x and k. Multiple exposures build up the spatial information:
where i ranges over a collection of images at different slit positions and n is the dispersion of the spectrograph's nth order. Both of these methods reject most of the incoming photons because they fall outside the imposed Dirac delta. Filtergraphs reject off-band photons, while spectrograph slit jaws reflect off-slit photons (Fig. 1) . A stereographic instrument collects multiple images in different spectral orders:
where i ranges over the available orders. A stereoscopic inversion is performed on x, y, and k, just as in conventional stereoscopy. Exposures taken in different spectral orders are integrated at different ''look angles'' through (x, y, k) space, allowing reconstruction of some spectral information by stereoscopy (Kankelborg & Thomas 2001; DeForest 2003) or tomography (Wilson et al. 1997) . The inversions use an analogy between the (x, y, k) data space and normal three-dimensional space. Because all relevant photons are collected simultaneously, a stereographic instrument has the potential to be much more photon-efficient than either a spectrograph or a filtergraph, while capturing as much or more spectral information than a filtergraph could. Photon efficiency is important because imaging spectrographs in general and solar magnetographs in particular are limited by photon shot noise but must compete in the time domain with solar variation and (for ground-based instruments) atmospheric seeing. In a diffraction-limited telescope system, the time resolution of a given technology is independent of spatial resolution, because the surface brightness of the Sun delivers a particular number of photons arcsec À1 m À2 , and the pixel and aperture size are inversely related. However, smaller pixels require higher time resolution because smaller amounts of motion blur can spoil the image (Fig. 2) . Highresolution solar telescopes are photon starved.
Current and planned filtergraph instruments such as the Michelson Doppler Imager (MDI; Scherrer et al. 1995) and the Solar-B Solar Optical Telescope Focal Plane Package (SOT/ FPP;Tarbell 2001) develop large images more rapidly than scanned slit instruments such as the SOLIS (Keller et al. 2001) but still require many seconds to do so. MDI and the Solar-B Narrowband Filtergraph Imager (NFI) have similar intrinsic efficiencies, but the FPP has a faster cycle time between exposures and observes a spectral line that is optimized for magnetic measurements, whereas MDI observes a line that was deliberately chosen for its low Landé g-factor. Rapid modulation polarimeters such as the Advanced Stokes Polarimeter (ASP; Elmore et al. 1992) and ZIMPOL (Povel 1995 (Povel , 2001 defeat polarization artifacts arising from atmospheric seeing and evolution by modulating the instrumental polarization much more rapidly than the exposure cadence (the ZIMPOL modulation speed is tens of kilohertz) but still require comparatively long times to build up a full spectroheliogram. Future observatories such as the Advanced Technology Solar Telescope (ATST; Keil et al. 2003) will have sufficient resolution to track the evolution of intergranular magnetic flux concentrations and other extremely small features on the surface of the Sun but will require a more photon-efficient spectropolarimeter than either SOLIS or SOT/FPP to take full advantage of that resolution. Kankelborg & Thomas (2001) are using stereoscopic inversion to separately image the Sun in the blended EUV emission lines of He ii and Si xi at 30.4 nm (304 8) using several inversion techniques including Fourier analysis and Pixon reconstruction (Fox et al. 2003) . Their objective of -Typical observing characteristics of several existing and planned solar photospheric magnetographs, together with the solar motion blur limit for 1 km s À1 motion at the surface (typical of granulation). A given technology yields possible observations along a horizontal line, but avoiding motion blur from solar evolution requires observations below the shaded region. The SOLIS instrument is a conventional slit spectrograph, so many individual 0.5 s slit exposures are required to build up an image. Solar-B and SOHO= MDI are filtergraphs that require seconds to tens of seconds to build up a spectral data set. The asterisk by Solar-B NFI indicates that the characteristics are estimates, as the instrument has not flown as of this writing. Future telescopes such as ATST will be able to resolve much smaller features than existing telescopes and so must operate more efficiently to avoid motion blur. characterizing the He ii line center requires resolving the blend, which amounts to separating two related but distinct images from an ''overlappograph'' observation similar to those obtained from the slitless EUV spectrograph aboard Skylab (Reeves et al. 1972; Feldman 1987) . DeForest (2003) has shown that the related problem of identifying the central wavelength and other characteristics of a single absorption line throughout a dispersed spectral image is at least as tractable, suggesting that a stereoscopic instrument could prove to be much more photon-efficient than current magnetographs.
In the remainder of this article, we discuss (x 2) stereoscopic techniques as applied to imaging spectroscopy; develop an inversion technique (differential stereoscopy) for recovering the longitudinal Zeeman splitting, and hence, the line-of-sight magnetic flux density, from a multiorder slitless polarizing spectrograph (stereoscopic magnetograph); describe a prototype observation (x 3) that we performed with the ASP on the Dunn Solar Telescope (DST) at the National Solar Observatory; and present the first solar line-of-sight (Stokes V ) magnetograms created from stereoscopic spectral images (x 4). The images we obtained show promise not only for line-of-sight field measurement (Stokes V ) but also for transverse field measurement (Stokes Q and U ). Figure 3 shows a concept instrument design for a stereoscopic magnetograph. Light enters from a telescope (not shown) at left and passes through a blocking filter and Wollaston prism before striking a grating. The grating disperses the two polarized beams into three orders with approximately equal intensities, yielding six separate focal planes. Because there is no slit, each focal plane contains the incident image, convolved with the dispersed profile of the blocking filter and spectral line. The different orders disperse in different directions, yielding multiple views through the (x, y, k) threedimensional space.
STEREOSCOPIC TECHNIQUES
Like images from a conventional spectrometer or filtergraph, stereographic data require postprocessing to extract useful data. Unlike filtergraph images, the individual frames from a stereographic spectrometer are not especially useful by themselves. Each dispersed image can best be described as a smearogram, blurred in the spectral direction. The interesting information is encoded in the degree and structure of the smearing and can be extracted only by combining multiple simultaneous images from different spectral orders.
Because the concept instrument in Figure 3 generates several different images, all of which are required to assemble the final data, the final measurement is sensitive to calibration errors between the different focal planes. In a dedicated instrument, flat field-related errors may be reduced by rapidly modulating the polarization and/or dispersion direction between detectors, as is common practice (e.g., Povel 1995; Elmore et al. 1992) , so that each polarized image may be assembled from an average across detectors. Such averaging eliminates instrument flat-field effects to linear order in the instrument calibration, simplifying the calibration process.
Once the data are collected and photometrically calibrated, one is left with the problem of stereoscopic inversion: how to derive spectral information from the individual exposures. We have developed mathematical inversions that can recover the first several moments of a spectral line, but for this project we discuss the simplest useful inversion: finding the central wavelength of a shifted spectral line. This moment contains information about the Doppler shift and, in circularly polarized light, the line-of-sight component of the magnetic field: the average of the central wavelength across the two polarizations yields the Doppler shift, while the difference between the line center wavelength in the two polarizations gives the Zeeman splitting.
In the following sections, we develop the theory of stereoscopic spectral inversion by first-order differential analysis. In x 2.1 we present existing stereoscopic techniques involving cross-correlation of images and their limitations; x 2.2 develops a general first-order theory of stereoscopic inversion to recover the line central wavelength with spatial resolution comparable to the imaging resolution of the instrument; x 2.3 applies the first-order theory to absorption lines in an ideal symmetric instrument; x 2.4 introduces instrumental asymmetry, -Concept design for a single-exposure rapid longitudinal magnetograph. Light from the telescope (not shown) enters through a blocking filter, a quarterwave plate, and a narrow-exit angle Wollaston prism. The beams diverge slightly but impact the same holographic grating to be imaged in three or more orders and in both polarizations simultaneously. To improve flat-fielding and/or provide full Stokes vector images, a rapid polarization modulator can be inserted in front of the Wollaston prism.
corresponding to more conventional spectrograph designs (without a slit); and x 2.5 develops a direct inversion for the Zeeman splitting in an asymmetric instrument.
Stereoscopy by Cross-Correlation
Given a pair of images taken at different ''look angles,'' stereoscopic inversion extracts the relative misalignment (or ''shift'') as a function of position within the images. This map of shift versus position yields the stereoscopically encoded information, generally position in the third dimension. A stereoscopic spectrograph yields stereo pairs that encode not altitude but central wavelength. Figure 4 demonstrates recovery of stereoscopic information from a noise-free image pair. An image of solar granulation was distorted to stereoscopically encode an arbitrary pattern with high and low spatial frequency components. The distortions represent shifts in the central wavelength of an emission spectral line, as viewed through +1 and À1 orders of a slitless spectrograph. Figures 4a and 4b form a stereogram that may be viewed by crossing one's eyes to fuse them into a single image.
Conventional stereoscopy requires cross-correlating patches of the different images to determine the spatial shift between them. Indeed, this is how human vision is thought to work (e.g., Feynman 1963, p. I-35-1). But cross-correlation works well only when encoding low spatial frequencies that are modulated onto a high-frequency pattern, because the images in individual patches of pixels must be similar enough to allow co-alignment. In Figure 4 , the words ''RED'' and ''BLUE'' are written with lines that are about as wide as two solar granules, or about 20 pixels, and also in a repeating pattern that is 6 times smaller. The maximum offset is about 3 pixels, or 10% of the width of the lines. The pattern is recovered in Figure 4c , using cross-correlation of 12 ; 12 pixel squares that are offset and bicubically interpolated from the original image (12 pixels is about 1.5 times the size of a granule in the images). The large lettering represents close to the maximum spatial resolution that may be obtained by conventional stereoscopy against the background pattern of granulation. The bad spots that are visible in the word ''RED'' are locations where the algorithm matched the wrong pair of granules. Smaller cross-correlation patches yield higher spatial resolution but also more pixels with missed fits (and hence more errors in the signal reconstruction). Larger patches yield fewer erroneous fits but reduce spatial resolution.
Differential Stereoscopy
Differential stereoscopy is a technique developed by DeForest (2003) to recover the high spatial frequencies from a stereoscopic pair. Unlike conventional stereoscopic images of opaque physical objects, stereographic spectrograph data contain intensity information that is proportional to the spatial derivative (in the dispersed direction) of the line center wavelength. The reason is illustrated in Figure 5 .
Each pixel records the integrated intensity along a diagonal line of integration in the (x, k) plane of (x, y, k) space. Whenever the direction of integration is close to the direction taken by the spectral line, there is more contribution to the integral from the core of the spectral line. This effect can also be derived from algebraic analysis. Now we apply equation (4) to a single narrow absorption spectral line that is offset from its rest wavelength Ã 0 by an amount Ã 0 (x, y), has variable depth that is expressed as an integrated total absorption L(x, y), is seen against a continuum image with emission measure E c (x, y), and is viewed through a narrowband filter with efficiency F(k 0 ), whose passband is centered on the line's rest wavelength (contrary to the standard filter-magnetograph practice of locating the line in the wing of the passband). Then the y-axis is unimportant to the stereoscopic inversion and can be ignored in the analysis. Provided that the spectral line is narrow compared with the width of the filter, it may be treated as a Dirac delta. Then one may write the observed intensity in nth order as
where n is the dispersion of the nth spectral order and is the Dirac delta. Primed variables are used to emphasize that differences from Ã 0 are being used:
In practice, one may normalize the filter response function, setting F(Ã 0 ) 1 and dividing the final intensity by the appropriate calibration factor.
The left-hand term in the integrand of equation (5) is a simple convolution between the filter function and the continuum image. Linearly expanding L and Ã 0 in x allows direct evaluation of the integral:
where E c (x, y) is the continuum emission per unit wavelength, N represents a convolution integral, L(x) is the k-integrated line depth, and n is the dispersion of the nth spectral order. The F(Ã 0 ) term disappears because F ¼ 1 and dF=dk 0 ¼ 0 at line center. When the slope of the line shift versus position is small compared with the dispersion of the instrument, the fractions disappear:
Assuming that the filter function is symmetric about Ã 0 allows one to cancel the convolution and cross terms completely by subtracting opposite spectral orders, preserving only the antisymmetric terms: (7), showing differential stereoscopy of a spectral line. Left: Spectral line with variable depth, width, and central wavelength. Shown are lines of integration in the (x, k) plane for particular pixels in the +1 and À1 spectral orders. Right: Pixel value vs. position for the À1, 0, and +1 orders, integrating through the spectrum at left. For pixels for which the line center dk /dx is in the same direction as the dispersion of the spectral order, the line core contribution is enhanced in the pixel's final photon count. For pixels for which the line center dk /dx has its sign opposite to that of the dispersion, the line core contribution is diminished.
The dÃ 0 /dx term reflects the geometric effect described by Figure 5 , while the dL/dx term is due to the fact that the same pixel sees slightly different spatial locations in the two orders. The slight offset 2 n Ã 0 between the two raw images yields an approximation of the spatial derivative.
Equation (8) implies that subtracting two opposite-order smearograms in either an emission or absorption line yields a signal that is proportional to the spatial derivative of the line central wavelength, plus a cross term that is negligible when the wavelength shift is near zero. One may estimate Ã 0 by assuming a constant value for L ¼ L av and then subtracting and integrating two appropriate orders with the simplest possible inversion:
where is a small correction factor that prevents square root divergence of the integral due to the random walk imposed by systematic and photon noise. This extremely simple inversion is effective when changes in line position are more important than changes in line depth and has been demonstrated to work well for reproducing quiet-Sun magnetic fields from simulated smearogram data (DeForest 2003) . Figure 6 shows the results of this type of inversion on the simulated data used in Figure 4 . Simply co-aligning and subtracting the opposing smearograms yields a fair approximation of the high spatial frequencies in the original input signal, as shown in Figure 6b . But the large features contain correlated noise that shows the granular structure of the underlying image. The noise is due to the dL/dx term in equation (8), and it can be understood by including that term in the inversion equation:
The additional term in the integral is easily calculable but also clarifies Figure 6b : L av may be approximately factored out of the integral, so that the dL/dx factor simply reproduces the original image pattern L(x) after integration. In principle, this source of noise can be eliminated if L(x) is known. However, L(x) is not directly available from the original smearograms: even a zeroth-order channel supplies only the sum of the continuum and line intensities in the channel. One way to eliminate the dL/dx noise term in equation (10) is to note that it is proportional to the spatial offset 2 n Ã 0 and resample the images into an irregular coordinate system in which the spatial offset is approximately zero. Doing so would remove the dL/dx from the integral but requires a priori knowledge of Ã 0 to accomplish the resampling. Analytically, misaligning the two orders by an amount AEÁx does not affect the antisymmetric terms of equation (6) in first order, but it prevents the symmetric terms from canceling completely as in equation (8); instead, the slight offset yields additional terms that are proportional to the spatial derivative. With a suitable choice of offset, we can cancel the unwanted dL/dx term. Letting
one can write
Fortunately, the spatial derivative of the convolution is negligible provided that the prefilter is wide compared with the spectral line, an assumption that is implicit in treating the line as a Dirac delta anyway. Likewise, the final term is negligible in first order provided only that the variation of the line's wavelength with position is small compared with the dispersion of the instrument; that assumption was already made in the derivation of equation (6). One finds the simple relation
Inverting equation (13) yields a first-order-corrected inversion equation, which unfortunately contains implicit Ã 0 terms through the definition of X n . Fortunately, calculating X n does not require exact knowledge of Ã 0 : a low-pass-filtered version Ã 0 L is sufficient, because error terms proportional to Ã 0 are negligible compared with the dÃ 0 /dx term in equation (13) for sufficiently small features. Ã 0 becomes nonnegligible compared with dÃ 0 /dx only for large-scale features-precisely those features that are encoded in the low spatial frequencies. Conventional correlation spectroscopy uses cross-correlation to measure 2 n Ã 0 directly, yielding an explicit, corrected, symmetric first-order stereoscopic inversion:
where X L,n is just a low-pass-filtered version of X n determined by offset cross-correlation of dispersed line images. The -convergence term in equation (14) corrects toward Ã 0 L rather than toward 0, so the final Ã 0 c1 (x) contains all spatial frequencies in the original signal: the spatial spectrum is spliced together seamlessly when À1 > d, the diameter of the patches used for cross-correlation. Figure 6 shows the difference between a simple and corrected inversion: the low spatial frequencies are recovered by crosscorrelation and then used to distort the emission smearograms and remove the spatial offsets of features while still preserving the important intensity variations for equation (9). The correlation step used slightly larger patches than the inversion shown in Figure 4d , eliminating the poorly fitted spots in that figure.
The resampling was performed using spatially variable filtration to minimize aliasing (DeForest 2004). While some systematic noise is still present because of the comparatively large (3 pixel) relative offsets of the pattern, all spatial frequencies are reproduced, and the noise level is of order 2% of the recovered signal (rms).
Symmetric Stereoscopy of Absorption Lines
While the analysis so far has dealt with absorption lines, the example inversions used the special case for which L < 0 and E c ¼ 0, i.e., the emission lines. Hence, it is necessary to show that the two kinds of image may be analyzed in the same way. The main difference between absorption-and emission-line analysis is that the background continuum emission must be taken into account and removed before the cross-correlation step for the corrected inversion: the E c continuum terms cancel from equation (8) but must be considered for cross-correlation.
Because cross-correlation yields a best-fit offset between patches of images, it is necessary to remove most of the E c -component, which does not change between opposite spectral orders. Figure 7 shows a typical (simulated) smearogram, created by convolving a typical dispersed filter profile and absorption line with a background granulation image. Subtracting a continuum smearogram with no spectral line component from a dispersed line image yields a pseudo-emission-line image that may be cross-correlated with its symmetric counterpart to yield the Ã 0 L measurement. Although the zeroth-order image is not pure continuum (it is the sum of the continuum and line depth component images), continuum is the dominant contributor. The zeroth-order image may be used to synthesize a ''pseudocontinuum'' smearogram by convolving it with the known spatial kernel imposed by the blocking filter. Subtracting the convolved zeroth-order image from a dispersed smearogram yields a pseudo-emission-line image: For the cross-correlation step, one fits the offset between patches of these pseudo-emission-line images. The pseudoemission-line images are contaminated by a small amount of the smeared spectral line signal, because I 0 includes contributions from both E c and the spectral line itself, but the error contribution is reduced by a factor equal to the filter width divided by the line width, so it has a smaller amplitude than the features to be fitted by cross-correlation.
In practice, F is not known directly from the data but may be measured in one of two ways: either by periodically tuning the blocking filter so that the entire passband sees continuum and then comparing the zeroth-and nth-order line-free smearograms (specifically, deconvolving them using the zeroth-order detuned image as a convolution kernel) or by occasionally recording a direct slit spectrogram through the prefilter.
Asymmetric Stereoscopy of Absorption Lines
The symmetric differential analysis developed in x 2.2 depends on the fact that most interference filters produce a symmetric filter profile, causing the E c -terms to cancel when two images from opposite orders are subtracted in equation (7). But if the spectral orders are not complementary, then the unwanted terms inconveniently fail to cancel.
In our experimental setup, we used the zeroth and one other order to recover Ã 0 (x, y) over the spectrograph image plane. We explicitly calculated E c N F to subtract it from the inversion result as in equation (7). This technique yields a modified inversion equation,
for the simplest inversion. Because of confusion between the continuum and line intensity variation signals, it is not possible to generate a Ã 0 L image by cross-correlation between the zeroth order and a dispersed image, but an additional order can be used to generate a corrected, asymmetric first-order inversion. One cross-correlates two pseudo-emission-line images I 0 N F n À I n and I 0 N F m À I m to generate Ã 0 L and then performs a corrected emission-line inversion:
where the pseudoemission dispersed images I e, n and I e, m are given by
These asymmetric inversions introduce additional noise because of the use of convolution to generate pseudocontinuum images, which can only approximate the effects of the continuum on the absorption-line smearograms; this introduces additional correlated noise into the inversions from an asymmetric instrument. While low levels of injected noise do not affect cross-correlation of image patches significantly, they do affect the differential inversion in first order. Successive approximation techniques could be used to remove that term using multiple spectral orders, but a dedicated stereographic instrument should be able to avoid the problem by using balanced spectral orders and a blocking filter with a symmetric bandpass profile.
Asymmetric Stereoscopy of the Zeeman Splitting g
While the inversion techniques developed in xx 2.2-2.4 refer merely to finding the central wavelength of a spectral line, they do not immediately apply to measuring the Zeeman splitting. The longitudinal Zeeman effect results in a slight wavelength shift between the right-circularly polarized (RCP; Stokes I+V ) and left-circularly polarized (LCP; Stokes IÀV ) components of the spectral line. To fully separate Doppler and magnetic contributions to the smearogram data, one may of course invert the line center separately in the two circular polarizations, recovering both the magnetic and the Doppler signal simultaneously. However, even if only one order is available, one may further abstract the stereoscopic portion of the inversion and use the RCP and LCP components of a single spectral order. Noting that integration is a linear function, one may apply equation (17) to the difference between RCP and LCP smearograms from the same spectral order. The pseudocontinuum terms contained in I e, n then cancel entirely. One is no longer inverting for the total wavelength shift but only for the Zeeman splitting. The first-order asymmetric Zeeman inversion is given by
where Z L is the Zeeman splitting as determined by crosscorrelation of pseudo-emission-line images in one order and the two separate polarizations and Ã 0 L is the Doppler shift as determined by cross-correlation of unpolarized smearograms. As a special case, in the presence of a strong field and only a small variation of the Doppler shift across the image, one may simply neglect Ã 0 L altogether. This has the effect of coupling some Doppler-correlated noise into the inverted Zeeman image Z a1 but avoids the need to include multiple convolution kernels (which themselves introduce more noise) as in x 2.4. It is this final inversion for the magnetic field, neglecting the Doppler shift, that we demonstrate in the present article. Other inversions will form the subject of future work.
EXPERIMENTAL LAYOUT
In 2003 late November, we configured the DST (Dunn 1969 ) and the ASP (Elmore et al. 1992 ) facility instrument to collect stereoscopic polarimetric data from the Sun. The DST is a vacuum tower telescope with a 76 cm entrance window. At prime focus the beam is reimaged to an f/36 telecentric beam that is projected through a series of optical benches on a large experimental floor area. We used the existing low-order adaptive optics system (Rimmele & Radick 1998) to stabilize the image, then passed the beam through a pair of HA30 infrared-blocking filters, a reimaging lens, the NSO universal birefringent filter (UBF; Beckers 1973), a beam splitter to capture the zeroth-order image, and the ASP. The UBF is a tunable filter with a passband that is roughly 120 m8 wide. We used an Oriel 59410 blocking filter ahead of the UBF to select the desired passband. The reimaging lens produced a focused image on the spectrograph slit plane, with a plate scale of 133 m arcsec
À1
. The ASP slit itself was used only for focusing and calibration spectra and was removed for the smearogram measurements. We used the existing 316 line mm À1 grating, blazed at 63 26 0 , to disperse the beam into multiple spectral orders. The dispersed beams were folded with optical flats and reimaged with 1700 mm lenses to achieve a plate scale of 75 m arcsec À1 at the cameras. The undispersed beam was reimaged with a pair of lenses to match the plate scale of the dispersed beams. Our optical layout is sketched in Figure 8 .
We collected data with four ASP cameras simultaneously, although for the present work only preliminary inversions using two simultaneous exposures are shown. The cameras were placed in the undispersed shunted beam and in the fourth, sixth, and eighth spectral order beams from the grating. The ASP cameras have a pixel size of 8:5 m ; 19:75 m (tall and narrow), yielding a predicted pixel resolution of 0B12 ; 0B26 in the undispersed beam. The dispersed orders have up to nearly 3:1 anamorphic Littrow compression in the horizontal (dispersed) direction, yielding variable horizontal pixel sizes from 0B12 to 0B3, depending on spectral order.
Because we sought to achieve nearly equal exposure times in the different spectral orders, we deliberately detuned the grating from its optimized blaze in ninth order: we achieved roughly equal intensities in the fourth-, sixth-, and eighth-order beams, which were all within a factor of 2-3 in intensity. The unused ninth-order beam was approximately 10 times brighter than the eighth-order beam and 30 times brighter than the fourth-order beam. Dispersion in the eighth-order beam was 58 pixels 8 À1 ; in the fourth-order beam, it was 29 pixels 8 À1 . Because the anamorphic compression was so strong with this configuration, the effective spatial dispersion (which compares wavelength shift with spatial position on the image plane) followed the inverse relationship as one might expect: the eighth-order dispersion was measured to be about 7 00 8 À1 , while the fourth-order dispersion was determined to be roughly 10 00 8 À1 . The lower spectral order has higher effective dispersion because the grating angle is high, and anamorphic Littrow compression of the spatial field more than compensates for the lower angular dispersion of the fourth order.
An optimized instrument would retrieve symmetric orders around zero, disperse equal amounts of light into each order including zero (perhaps with a holographic grating), and include a lower dispersion channel, but the existing layout of the ASP was sufficient to prove the concept, and we were able to retrieve and invert simple magnetograms of several solar features.
OBSERVATIONS
We tuned the ASP spectrograph to the Fe i line at 6173.4 8, because it has almost a full angstrom unit of clean continuum on either side, a Landé g-factor of 2.5, and a simple triplet Zeeman form (Fig. 9) . The ASP was operated in double-buffer mode, typically at a readout rate of 30 Hz, giving just under two 16-exposure modulation cycles per second. We used 32 accumulations per image, yielding one full four-component Stokes image set (assembled from 512 exposures) for every 16 s during observing. The light levels through the UBF were low enough that the 30 Hz readout rate filled the electron wells only to about 10% of their 80,000 electron capacity in typical exposures.
During observing, we tuned the UBF to center on the desired spectral line at 6173.4 8; the tuning was verified both with the UBF calibration diodes (placed both before and after the UBF in Fig. 8 ) and with occasional slit spectra through the UBF. Figure 10 shows a slit spectrum of the absorption-line and UBF passband in fourth, sixth, and eighth order. The UBF tuning was extremely stable: the passband did not drift measurably over an entire day's observing run. The apparent width of the passband, in detector pixels, varies by about a factor of 2, as might be expected, although the spatial scale also changes significantly between orders because of the Littrow compression.
Fully understanding the smearogram analysis requires understanding the components of the spectra in Figure 10 . The dark vertical absorption line is a fixed part of the spectrum, while the bright region around it is the passband of the tunable UBF. The spectra in Figure 10 , like all slit spectra, are the convolution of the spatially dispersed spectrum with a slit image (which approximates a Dirac delta in the horizontal direction). Retuning the UBF moves the bright feature back and forth on the image while leaving the underlying absorption spectrum (from Fig. 9 ) fixed.
Removing the slit allows actual convolved smearograms to be collected, as in Figure 7c . We used slit spectra both to check the filter performance and tuning (as in Fig. 10 ) and to characterize the dispersed filter profile. The dispersed filter profiles were used in the analysis to generate synthetic continuum smearograms from the zeroth-order image.
We collected slitless images from a variety of features simultaneously with MDI coverage to provide reference images and magnetograms. Three particular targets are of interest: a decayed active region (AR 10510), a relatively clean sunspot (associated with AR 10513), and the quiet Sun. Figure 11 shows the ARs we imaged. Our quiet-Sun data were collected at disk center.
Because differential stereoscopy recovers the high spatial frequencies more easily than the low frequencies, the quiet Sun (with primarily very small network structures) is our easiest target, followed by the decayed AR. The ''clean'' sunspot, with a magnetic signature dominated by low spatial frequencies and with numerous additional perturbations due to the strong magnetic field and spatial intensity gradients, is our most challenging target. Figure 12 shows a set of Stokes I smearograms of AR 10510, showing the effect of different spectral order on the images. The amount of spatial smearing varies across the images differently than one might expect from Figure 10 , because with this grating Littrow compression of the spatial field overcompensates for the reduced dispersion in the lower orders. Of the dispersed images, the eighth-order image is the least dispersed compared with the spatial dimension of the image.
Imag ge Preparation
The raw images were first individually flat-fielded and corrected for nonlinear detector response. Flat-fielding was accomplished with uniform light level exposures and dark frames using the normal daily ASP calibration sequence. Additional nonlinear calibrations were required, because in the 10% fullwell exposures we used the detectors in the ASP cameras show nonlinear response at the 5% level. The cameras use red/green/ blue (RGB) multiplexed CCDs intended for video work: CCD columns alternate between three channels (originally red, green, and blue) with separate readout electronics for each channel. Each channel has a different nonlinear response to fluence. Using a sunspot image (of AR 10513) with a range of brightness values, we cross-compared the brightness in RGB triplets throughout the image. The G channel was used as a calibration reference, and the R and B channels were adjusted with a quartic polynomial brightness curve. The polynomials for the R and B channels were adjusted separately to minimize the signed average difference between each one and the G channel, across all RGB triplets in the image. The resulting images were differentially calibrated, so vertical artifacts were greatly reduced, but we did not collect the full exposure sequence that would be required for absolute nonlinear calibration, so they The non-zeroth-order images appear smeared because the apparatus convolves the spatial and spectral information as seen through the UBF prefilter. Instrument alignment and aspect ratio effects have been removed, so all fields are aligned with the MDI field in Fig. 11b . The zeroth-order field is tall and narrow because of the tall narrow pixel aspect ratio in the ASP cameras. The other fields cover more of the Sun because Littrow compression partially compensates for the pixel aspect ratio.
were not absolutely calibrated across cameras. This is expected to induce errors at the 1%-5% level in the differential stereoscopy signal.
The ASP system does not produce raw intensity images but rather linear combinations that measure Stokes I, Q, U, and V. Only the I image is a direct sum of incoming exposures. The Q, U, and V images are balanced difference signals, and hence, we corrected them using the (cubic polynomial) derivative of our fitted quartic polynomial response function, evaluated at the I level for each pixel.
Alignment was accomplished by a simple cross-correlation sequence. The scientific coordinate system for each image was maintained using the WCS (Greisen & Calabretta 2002) metadata fields in the images' FITS headers. Each image was in turn aligned with a reference image using the PDL::Transform resampling module (DeForest 2004) in the Perl data language. An optimized Gaussian spatial filter was used to minimize resampling error, preserving the important spatial phase information in the aligned images. The image being aligned was resampled so that its WCS fields matched those of the reference image, and the correlation coefficient between the two images was calculated. The image's CRVAL (spatial origin), CDELT ( plate scale), and, optionally, CROTA2 (rotation angle) fields were adjusted before resampling to maximize the correlation coefficient in the resampled images. The maximization was performed with a simplex (''amoeba'') fitting algorithm to explore the four-or five-dimensional parameter space and checked by eye. Alignment was performed using our 2004 November 30, 18:35 UT, image set of the decayed AR (AR 10510) because of the nice range of feature sizes available in that field.
Roll angle relative to the slit was determined by directly measuring the angle made by slit spectra (as in Fig. 10) . We found the rotation angle of the zeroth-order image with a fiveparameter fit to the MDI reference image. The zeroth-order rotation angle was also fitted to the fourth-order smearogram (to determine the slit angle relative to solar north). The slit was found to be aligned with solar north to the full precision of the fits (about 0N1).
The fourth-, sixth-, and eighth-order images were fitted to the zeroth-order image using four-parameter fits, and the fixed rotation angles were determined from the slit images. Several fits were performed with different initial alignments to verify convergence. The fits converged faster and more reliably when the zeroth-order image was smeared in the dispersion direction to better match the appearance of the features in the smearograms. We used a copy of the zeroth-order image that had been convolved with a 15 pixel (FWHM) Gaussian in the dispersion direction.
Once the relative alignments of the cameras were determined with the four-parameter fits and slit angle measurements, they were reused for all the imaging targets. For subsequent targets (such as AR 10513), a single two-parameter fit was used to align the zeroth-order image with the MDI reference image, and the resulting offsets were applied to the dispersed images as well.
Mag gnetic Inv version and Results
We inverted the co-aligned, flat-fielded smearogram images into magnetograms using artificial continuum smearograms from the zeroth-order image. For the present work, we used only the zeroth-and eighth-order images; future work will focus on higher order inversions (using first nonlinear order analysis and also resolving higher moments of the line) using additional channels.
Artificial continuum smearograms for each order were made by convolving the zeroth-order channel with a kernel derived from the slit images shown in Figure 10 . Figure 13 shows the construction process for the eighth-order spectrum. The ''data'' curve shows a spatial average of the spectrum seen through the UBF passband filter. The solid ''fit'' curve shows a sixGaussian fit to the spectral shape. The ''continuum'' curve shows the same fitted curve with the absorption-line Gaussian removed. The ''continuum'' curve was convolved with zerothorder solar images to create artificial continuum smearograms, which in turn were combined with the dispersed smearograms to generate pseudo-emission-line images as in x 2.3.
Wavelength (and hence, magnetic flux density) calibration was calculated from the known dispersion relation of the spectrograph and the inversion equations. The pseudo-emissionline images were normalized to an average intensity of 1, eliminating absolute intensity from the equations. Offsetting the line center wavelength by a single dispersed pixel over a single spatial pixel has the effect of modulating the intensity by 100%, so one obtains the calibration equation
where Ák is the change in dispersed wavelength in 1 pixel, Áx is the spatial width of 1 pixel, and D n is the dispersion of the selected (nth) spectral order. Equation (20) applies only to the intensity effects due to dÃ/dx in a particular smearogram image: whenever emission-line smearograms are linearly combined, as in equation (19), the final calibration coefficient depends on the exact linear combination of images used in the inversion. Converting the calculated Zeeman-splitting ÁÃ to flux density simply requires multiplying by the usual constant 
hc/4Ã
2 0 g, where h is Planck's constant, c is the speed of light, Ã 0 is the line's rest wavelength, g is the Landé factor, and is the Bohr magneton.
Decayed AR 10510.-The first region studied was the decayed AR 10510, pictured in Figure 11b . We performed a simple asymmetric wavelength inversion, as in equation (16), in each polarization to test that the data did contain a strong magnetic signal. The quantity was chosen to be 0.04 pixel À1 , yielding a convergence width of 25 pixels (8 00 ). Figure 14 compares the simple inversion with MDI reference data captured at the same time. The field of view is limited by the zeroth-order field of the ASP, which was required to generate pseudocontinuum smearograms. At first glance, the inversion does not appear similar to the magnetogram, but that is because the simple inversion cannot reproduce low spatial frequencies. The high frequencies are well reproduced, as can be seen by comparing the inversion with the unsharp masked MDI image, which was prepared by subtracting a 5 ; 1 MDI pixel boxcarsmoothed copy from the original magnetogram.
Using the direct asymmetric inversion shown in equation (19), we generated a corrected magnetogram from the same data. The corrected magnetogram (Fig. 15) reproduces the MDI image quite accurately, resolving extra small structure that is not present in the MDI magnetogram because of the larger (2 00 ) MDI pixels.
Simple sunspot.-We also imaged the sunspot associated with AR 10613, in part because sunspots are the most challenging targets for our inversion method. Figure 16 shows the raw I, Q, U, and V signals from the AR 10513 sunspot, through the eighth-order dispersed channel. The line-of-sight magnetic field, shown in Figure 17a , is contained in the Stokes V signal. The transverse field is encoded in the Stokes Q and U smearograms, but extracting it requires higher order analysis, which will be the subject of future work.
The sunspot inversion, as expected, produced more artifacts than the decayed AR inversion did. Figure 17 compares the corrected inversion with the MDI reference magnetogram.
While the core of the sunspot is reproduced reasonably well, the periphery (in the penumbra) fails. The failure is due to difficulties faced by the correlation algorithm. In particular, the penumbral region contains a large number of pixels that appear to the correlation algorithm to have a negative field strength (Fig. 17d ) .
The difficulty with the correlation algorithm is readily understood. The correlative stereoscopy step finds Z L by fitting an offset between the spectral line component of the I þ V (RCP) and I À V ( LCP) smearograms. As described in x 2.5, our spectral line component images were created by convolving the undispersed RCP or LCP (as appropriate) image with the fitted eighth-order dispersed filter profile from Figure 13 . Small errors in alignment and larger errors in the fit of the filter profile are exacerbated by the strong gradients of intensity in the penumbra. This inserts noise into the pseudo-emission-line images, making it difficult for the correlation algorithm to match line features between the RCP and LCP dispersed line images. In observations taken with a specialized instrument, one would eliminate these artifacts in two ways: by using symmetric spectral orders to eliminate the need for convolution of the zeroth-order image and by using larger fields of view that can be co-aligned more accurately by virtue of containing more features.
Quiet Sun.-The quiet-Sun network field is the simplest target to invert using differential stereoscopy, because the background granulation intensity is well behaved and the network magnetic structures are small, so the dÃ 0 /dx terms are large compared with the various unwanted terms in the simple inversion equation. On the other hand, typical network flux densities (and hence, average Zeeman splitting) are an order of magnitude lower than those found in ARs, highlighting sensitivity limitations. For both these reasons, we expected shot noise to dominate over inversion noise even with our asymmetric observing setup. Figure 18 shows the simple inversion, which reproduces only the high spatial frequencies, and Figure 19 shows the fully corrected inversion. The fully corrected inversion shows good agreement with the MDI instrument. In both the MDI and the stereoscopic magnetograms, the background is dominated by photon shot noise. The MDI instrument sensitivity is limited by photon shot noise in individual magnetogram pixels; it is approximately AE10 G in a single magnetogram (Scherrer et al. 1995) . We used the mostly flux-free top 10 00 of the stereoscopic field in Figure 19 to estimate the background noise of our inversion. The rms average value of pixels in that region is 12 G.
DISCUSSION
The inversions shown here are first cuts that demonstrate the technique of stereoscopic spectroscopy. Our corrected firstorder Zeeman inversions work well enough to demonstrate that the basic Zeeman-splitting signal can be extracted from slitless dispersed images, using simple first-order analysis. While our reference magnetograms from MDI do not have sufficient resolution to constrain the quality of the data inversion on the smallest scales, test inversions using arbitrary data superposed on solar images demonstrate that the techniques are robust even for resolving structure on those smallest scales.
The ASP data also demonstrate that transverse polarization is present in the smearogram data, suggesting that the same general techniques might be used to extract full vector magnetograms. Because the transverse Zeeman splitting yields symmetric modifications of the line profile, we anticipate that more than two simultaneous spectral orders would be required to differentiate between line Doppler broadening and the transverse Zeeman effect.
Our proof-of-concept measurements using the ASP demonstrate that the Zeeman splitting can be recovered using even a single dispersed spectral order and undispersed light, although a balanced instrument using positive and negative orders in the same polarization would yield less intrinsic noise in the inversion. Our measured background was near 12 G rms in that integration time; most of that noise was likely due to photon statistics, although at least some was due to the spectral asymmetry of the instrument and/or to actual magnetic flux in the region.
Because the ASP was not intended to be used in the way we have deployed it, the photon efficiency of our experimental setup was quite low compared with what would be possible for an optimized stereoscopic instrument. In particular, the UBF on-band efficiency with blocking filter was under 1%, about 30% of the beam was diverted to the zeroth-order channel, the detuned spectral orders we used were no more than 5%-10% efficient, we used only one beam of the ASP two-beam modulation system, and we collected full Stokes parameters on the incident beam. A two-stage filtration system using a fixed interference filter and a Fabry-Perot interferometer might be 10% efficient, a properly selected holographic grating would yield perhaps 25% of the incident beam in each of the 0, +1, and À1 orders, and a scalar magnetogram instrument would use twobeam modulation to extract only RCP and LCP components of the incident light; all these effects would result in over a hundred-fold increase in efficiency. Our test data required 16 s to accumulate; a specialized stereoscopic instrument with highefficiency CCD detectors should be able to accumulate a single calibrated line-of-sight $10 G rms magnetogram in less than 150 ms near the diffraction limit of any telescope with photon efficiency similar to the DST.
Differential stereoscopy, our technique for recovering the high spatial frequencies from stereoscopic data, relies on a technique that is similar to filtergraph inversions: the line wavelength shift is coupled to a change in intensity. Traditional filter magnetographs use the slope of the line wing to convert between wavelength shift and brightness; our technique uses geometric relationships in the (x, k) plane to effect the same conversion. However, unlike filtergraph data, corrected stereoscopic inversions do not saturate at a particular value of the Doppler shift or Zeeman splitting. The crosscorrelation step in the inversion allows recovery of the pixelaveraged flux density even in AR cores and sunspots, where the Zeeman shift is potentially much wider than the original spectral line.
Stereoscopic inversion is similar in quality to unsaturated filtergraph inversion of spectral data: at most a few moments of the spectral line may be obtained rather than a complete second spectral profile as with a scanned slit polarizing spectrograph. The chief advantages of stereoscopic instruments are their simplicity (no rapidly tunable filter elements or carefully positioned slits are required) and their photon efficiency (no incident photons are deliberately destroyed). The photon efficiency makes stereoscopic measurements particularly enticing for photonstarved, crowded-field, or continuous-field spectroscopic applications such as very high spatial resolution solar photospheric measurements, solar chromospheric or coronal magnetography, and Doppler or magnetic measurements in nebulae or starforming regions.
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