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Abstrat
Broadasting is known to be an eient means of disseminating data in wireless ommunia-
tion environments (suh as Satellite, mobile phone networks,...). It has been reently observed
that the average servie time of broadast systems an be onsiderably improved by taking
into onsideration existing orrelations between requests. We study a pull-based data broadast
system where users request possibly overlapping sets of items; a request is served when all its
requested items are downloaded. We aim at minimizing the average user pereived lateny, i.e.
the average ow time of the requests. We rst show that any algorithm that ignores the de-
pendenies an yield arbitrary bad performanes with respet to the optimum even if it is given
arbitrary extra resoures. We then design a (4 + ǫ)-speed O(1 + 1/ǫ2)-ompetitive algorithm
for this setting that onsists in 1) splitting evenly the bandwidth among eah requested set and
in 2) broadasting arbitrarily the items still missing in eah set into the bandwidth the set has
reeived. Our algorithm presents several interesting features: it is simple to implement, non-
lairvoyant, fair to users so that no user may starve for a long period of time, and guarantees
good performanes in presene of orrelations between user requests (without any hange in the
broadast protool). We also present a (4 + ǫ)-speed O(1 + 1/ǫ3)-ompetitive algorithm whih
broadasts at most one item at any given time and preempts eah item broadast at most one
on average. As a side result of our analysis, we design a ompetitive algorithm for a partiular
setting of non-lairvoyant job sheduling with dependenies, whih might be of independent
interest.
Keywords: Multiast sheduling, Pull-based broadast, Correlation-based, Non-lairvoyant
sheduling, Resoure augmentation.
Omitted proofs, lemmas, notes and gures
may be found in appendix.
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1 Introdution
Motivations. Broadasting is known to be an eient means of disseminating data in wireless
ommuniation environments (suh as Satellite, mobile phone networks,...). It has been reently
observed in [13, 12, 5℄ that the average servie time of broadast systems an be onsiderably im-
proved by taking into onsideration existing orrelations between requests. Most of the theoretial
researh on data broadasting was ondut until very reently under the assumption that user
requests are for a single item at a time and are independent of eah other. However, users usually
request several items at a time whih are, to a large extent, orrelated. A typial example is a web
server: users request web pages that are omposed of a lot of shared omponents suh as logos,
style sheets, title bar, news headers,..., and all these omponents have to be downloaded together
when any individual page is requested. Note that some of these omponents, e.g. news header,
may onstantly vary over time (size and/or ontent).
Pull-based data broadast with dependenies. We study a pull-based data broadast
system where users request possibly overlapping sets of items. We aim at minimizing the average
user pereived lateny, i.e. the average ow time of the requests, where the ow time of a request
is dened as the time elapsed between its arrival and the end of the download of the last requested
item. We assume that user annot start downloading an item in the middle of its broadast.
When the broadast of an item starts, all the outstanding requests asking for this item an
start downloading it. Several items may be downloaded simultaneously. We onsider the online
setting where the sheduler is non-lairvoyant and disovers eah request at the time of its arrival;
furthermore, the sheduler does not even know the lengths of the requested items and is aware of
the ompletion of a broadast only at the time of its ompletion. Items are however labeled with a
unique ID to allow their retrieval. Note that this are the typial requirements of a real life systems
where items may vary over time.
Bakground. It is well known that preemption is required in suh systems in order to ahieve
reasonable performanes. Furthermore, [7℄ proved that even without dependenies, no algorithm
an guarantee a ow time less than Ω(
√
n) times the optimal. The traditional approah in online
algorithms onsists then in penalizing the optimum by inreasing the bandwidth given to the al-
gorithm so that its performanes an be ompared to the optimum. This tehnique is known as
resoure augmentation and provides interesting insights on the relative performanes of dierent
algorithms that ould not be ompared diretly to the optimum ost. In our ase, we give to our
algorithm a bandwidth s > 1 and show that it ahieves a ow time less than a onstant times the
optimum ost with a bandwidth 1. Formally, an algorithm is s-speed c-ompetitive if when given a
bandwidth s, its ow time is at most at a fator c of the optimum ow time with bandwidth 1.
To our knowledge the only positive results [7, 9℄ in the online setting assume that the requests
are independent and ask for one single item. The authors show that without dependenies the
algorithms Equi and LWF are ompetitive. Equi whih splits evenly the bandwidth among the
alive requested items, is (4 + ǫ)-speed (2 + 8/ǫ)-ompetitive, and LWF, whih broadasts the item
where the aggregate waiting times of the outstanding requests for that item is maximized, is 6-speed
O(1)-ompetitive (where the bound proved on the ompetitive ratio is O(1) = 6,000,000). In the
oine setting, where the requests and their arrival times are known at time t = 0, the problem is
already NP-hard but better bounds an be obtained using linear programming [14, 10, 11, 1, 2℄;
the latest result, [2℄ to our knowledge, is a O(log2(T + n)/ log log(T + n))-approximation where n
is the number of requests and T the arrival time of the last request. To our knowledge, our results
are the rst provably eient algorithms to deal with dependenies in the online setting.
Conerning the push-based variant of the problem, where the requests arrival times follow some
Poisson proess and the requested sets are identially distributed aording to a xed distribution,
onstant fator approximations exist in presene of dependenies [4, 3, 6℄. The latest result,
1
[6℄, obtains a 4-approximation if the requested sets are drawn aording to an arbitrary xed
distribution over a nite number of subsets of items.
Our ontribution. We rst show that the performanes of any algorithm that ignores the depen-
denies an be arbitrarily far from the optimal ost even if it is given arbitrary extra resoures. We
then design a (4+ ǫ)-speed O(1+1/ǫ2)-ompetitive algorithm B-EquiSet for the non-lairvoyant
data broadast problem with dependenies. B-EquiSet onsists in 1) splitting evenly the band-
width among eah requested set and in 2) broadasting arbitrarily the items still missing in eah
set into the bandwidth the set has reeived. The spirit of the algorithm is that one should favor
the users over the items in the sense that it splits the bandwidth evenly among the outstanding re-
quested sets and arbitrarily among the outstanding items within eah requested set. Our algorithm
presents several interesting features: it is simple to implement, non-lairvoyant, fair to users so that
no user may starve for a long period of time, and improves performanes in presene of orrelations
between user requests (without any hange in the broadast protool). Presiely, we prove that:
Theorem 1 (Main result) For all δ > 0 and ǫ > 0, B-EquiSet is a (1 + δ)(4 + ǫ)-speed
(2 + 8/ǫ)(1 + 1/δ)-ompetitive algorithm for the online data broadast problem with dependenies.
One ould objet that B-EquiSet is unrealisti sine it an split the bandwidth arbitrarily.
But using the same tehni as in [7℄, it is easy to modify B-EquiSet to obtain an other ompetitive
algorithm B-EquiSet-Edf (desribed at the end of setion 5) whih, with a slight inrease of
bandwidth, ensures that at most one item is broadast at any given time and that eah broadast
is preempted at most one on average.
Theorem 2 (Bounded preemption) For all δ > 0 and ǫ > 0, B-EquiSet-Edf is a
(1 + δ)2(4 + ǫ)-speed (2+8/ǫ)(1+1/δ)2-ompetitive algorithm for the online data broadast problem
with dependenies, where eah broadast is preempted at most one on average.
Our analysis takes its inspiration in the methods developed in [7℄. In order to extend their anal-
ysis to our algorithm, we have also designed a new ompetitive algorithm Equi◦A for a partiular
setting of non-lairvoyant job sheduling with dependenies whih might be of independent interest
(Theorem 7).
The next setion gives a formal desription of the problem and shows that it is required to take
dependenies into aount to obtain a ompetitive algorithm. Setion 3 exposes the algorithm B-
EquiSet and introdues useful notations. Setion 4 designs a ompetitive algorithm Equi◦A for a
variant of job sheduling with dependenies that is used in Setion 5 to analyze the ompetitiveness
of our algorithm B-EquiSet.
2 Denitions and notations
The problem. The input onsists of:
• A set I of n items I1, . . . , In eah of length ℓ1, . . . , ℓn
• A set S of q requests for q non-empty sets of items S1, . . . , Sq ⊆ I, with arrival times a1, . . . , aq .
Shedule. A s-speed shedule is an alloation of a bandwidth of size s to the items of I over
the time. Formally, it is desribed by a funtion r : I × [0,∞) → [0, s] suh that for all time
t,
∑
I∈I r(I, t) 6 s; r(I, t) represents the rate of the broadast of I at time t, i.e., the amount
of bandwidth allotted to item I at time t. An item Ii is broadast between t and t
′
if its
broadast starts at time t and if the total bandwidth allotted to Ii between t and t
′
sums up
to ℓi, i.e., if
∫ t′
t
r(Ii, t) dt = ℓi. We denote by c(Ii, k) the date of the ompletion of the kth
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broadast of item Ii. Formally, it is the rst date suh that
∫ c(Ii,k)
0 r(Ii, t)dt = k ℓi (note that
c(Ii, 0) = 0). We denote by b(Ii, k) the date of the beginning of the kth broadast of item Ii, i.e.
b(Ii, k) = inf{t > c(Ii, k − 1) : r(Ii, t) > 0}.2
Cost. For all time t, let B(Ii, t) be the time of the beginning of the rst broadast of item Ii
after t, i.e. B(Ii, t) = min{b(Ii, k) : b(Ii, k) > t}. For all time t, C(Ii, t) denotes the time of the
end of the rst broadast of item Ii starting after t, i.e. C(Ii, t) = min{c(Ii, k) : b(Ii, k) > t}. The
ompletion time cj of request Sj is the rst time suh that every item in Sj has been broadast
(or downloaded) after its arrival time aj , i.e., cj = maxIi∈Sj C(Ii, aj). We aim at minimizing the
average ompletion time dened as
1
q
∑
Sj∈S(cj − aj), or equivalently the ow time dened as the
sum of the waiting times, i.e. B-FlowTime =
∑
Sj∈S(cj − aj). We denote by BOPTs(S) the ow
time of an optimal s-speed shedule for a given instane S.
s-Speed c-Competitive Algorithms. We onsider the online setting of the problem, in whih
the sheduler gets informed of the existene of eah request Sj at time aj and not before. The
sheduler is not even aware of the lengths (ℓi)Ii∈Sj of the requested items in eah set nor of the total
number n of available items. It is well known (e.g., see [7℄) that in this setting, it is impossible to
approximate within a fator o(
√
n) the optimum ow time for a given bandwidth s even if all items
have unit length (independently of any onjeture suh as P = NP ). The traditional approah in
online algorithms onsists then in penalizing the optimum by inreasing the bandwidth given to
the algorithm so that its performanes an be ompared to the optimum. This tehnique is known
as resoure augmentation and provides interesting insights on the relative performanes of dierent
algorithms that ould not be ompared diretly to the optimum ost. In our ase, we give to our
algorithm a bandwidth s > 1 and show that it ahieves a ow time less than a onstant times the
optimum ost with a bandwidth 1. Formally, an algorithm is s-speed c-ompetitive if when given
s times as many resoures as the adversary, its ost is no more than c times the optimum ost.
In our ase the resoure is the bandwidth, and we ompare the ost As of a sheduler A with a
bandwidth s, to the ost BOPT1 of an optimal shedule on a unit bandwidth. (We denote by As
the ost of an algorithm A when given a bandwidth s.)
We show below that ignoring existing dependenies an lead to arbitrarily bad solutions.
Fat 3 (Dependenies annot be ignored) No algorithm A that ignores dependenies is s-
speed c-ompetitive for any c < 23s
√
n if A is deterministi, and for any c < 16s
√
n if A is ran-
domized.
Proof. Consider rst a deterministi algorithm A whih is given a bandwidth s and onsider the
instane where n dierent items are requested at time t = 0. Sine A ignores the dependenies, we
set them after the exeution of the algorithm A: one request asks for the n − √n items that have
been served the most by A at time t = (n−√n)/s, and √n requests ask for eah of the remaining√
n items. Then, algorithm A serves eah request only after time t = (n−√n)/s and its ow time is
at least (
√
n+1)(n−√n)/s ∼ n√n/s. The optimal solution with bandwidth only 1 rst broadasts
the items orresponding to the
√
n unit length requests and then broadasts the n−√n remaining
items; the optimal ow time is then (n +
∑√n
k=1 k) ∼ 32n. This shows a gap of 23s
√
n between the
optimal ost with bandwidth 1 and every deterministi algorithm with bandwidth s = O(
√
n),
2
Remark that this formalization prevents from broadasting the same item twie at a given time or from aborting
the urrent broadast of an item. The rst point is not restritive sine if two broadasts of the same item overlap,
one redues the servie time by using the beginning of the bandwidth allotted to the seond broadast to omplete
earlier the rst, and then the end of the rst to omplete the seond on time. The seond point is at our strit
disadvantage sine it does not penalize an optimal shedule that would never start a broadast to abort it later on.
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whih ignores the dependenies. We extend the result to randomized algorithms thanks to Yao's
priniple [16, 15℄ (Omitted). 
3 The Algorithm B-EquiSet
Denitions. A request Sj for a subset of items is said to be alive at time t if t > aj and if the
download of at least one item Ii ∈ Sj is not yet ompleted at time t, i.e., t < C(Ii, aj). We say
that an item Ii ∈ Sj whose download is not yet ompleted (i.e., suh that aj 6 t < C(Ii, aj)) is
alive for Sj at time t.
The B-EquiSet Algorithm. Consider that we are given a bandwidth s. Let R(t) be the set
of alive requests at time t during the exeution of the algorithm. For all t, B-EquiSet alloates
to eah alive request the same amount of bandwidth, s/|R(t)|; then, for eah alive request Sj , it
splits arbitrarily the s/|R(t)| bandwidth allotted to Sj among its alive items. Preisely, it alloates
to eah item Ii alive for Sj at time t, an arbitrary amount of bandwidth, rj,i(t) > 0, suh that∑
Ii alive for Sj
rj,i(t) = s/|R(t)|. B-EquiSet then broadasts at time t eah item Ii at a rate
ri(t) =
∑
Sj∈R(t) : Ii is alive for Sj at time t rj,i(t).
Figure 1 illustrates an exeution of the algorithm, in whih B-EquiSet hooses for eah alive
request Sj , to divide up the bandwidth allotted to Sj equally among every Sj 's alive items.
The instane onsists of three
items A,B,C of length 1.5 and four
requests S1 = {A,B,C} (in red),
S2 = {A} (in green), S3 = {B}
(in blue), and S4 = {C} (in yel-
low) with arrival times a1 = 0,
a2 = 1, a3 = 2, and a4 = 3.
Two shedules are presented: B-
EquiSet with bandwidth s = 1.5
(to the left) and an optimal shed-
ule with unit bandwidth (to the
right). Time ies downwards. Four
lines to the right of eah shedule
represent eah request's lifetime;
the bandwidth allotted to eah re-
quest is outlined in their respe-
tive olor. B-EquiSet rst al-
lots all the bandwidth to S1 and
splits it evenly among its items A,
B and C (items A, B, and C get
darker and darker as their broad-
asts progress). At time 1, S2 ar-
rives and B-EquiSet splits the
bandwidth
0.0
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with bandwidth s = 1.0
Flow Time = 11
BC
ABC
BCA
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B
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C
B
B-EquiSet allocation 
with bandwidth s = 1.5
FlowTime = 14.67
evenly between S1 and S2, thus item A is broadast at a rate: 1.5× (
1
2
+ 1
2
× 1
3
) = 1 and its broadast ompletes at
time 2. At time 2, S3 arrives, and B-EquiSet splits the bandwidth evenly between S1, S2 and S3; S1 has ompleted
its download of A, thus B-EquiSet splits the bandwidth allotted to S1 among B and C only; S2 was too late to
download A, so it starts a new broadast of A. S1, S2, S3, and S4 are nally served at time 3 +
2
3
, 5 + 1
6
, 5 + 5
6
and
6, for a total ow time B-EquiSet1.5(S) = 14 +
2
3
whereas BOPT1 = 11.
Figure 1: An 1.5-speed exeution of a B-EquiSet algorithm.
Note that bandwidth adjustments for eah item are neessary only when new requests arrive or
when the broadast of some item ompletes.
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As in [7℄, we dedue the performanes of our broadast algorithm B-EquiSet from the analysis
of the performanes of an other algorithm, Equi◦A, for a variant of the non-lairvoyant sheduling
problem studied in [8℄ whih inludes dependenies. Setion 4 presents this later problem and
analyzes the ompetitiveness of algorithm Equi◦A. Then, Setion 5 dedues the ompetitiveness
of B-EquiSet by simulating Equi◦A on a partiular instane of non-lairvoyant sheduling built
on the exeution of B-EquiSet.
4 Non-Clairvoyant Seq-Par Bath Sheduling
For the sake of ompleteness we rst sum up the results in [8℄, reader may skip this paragraph
in a rst reading. Edmonds's non-lairvoyant sheduling problem onsists in designing an online
algorithm that shedules jobs on p proessors without any knowledge of the progress of eah job
before its ompletion. An instane of non-lairvoyant job sheduling problem onsists in a olletion
of jobs (Jk) with arrival times (ak); eah job Jk goes through a series of phases J
1
k , . . . , J
mk
k ; the
amount of work in eah phase J lk is w
l
k; at time t, the algorithm alloates to eah unompleted job
Jk an amount ρ
t
k of proessors (the (ρ
t
k)s are arbitrary non-negative real numbers, suh that at any
time:
∑
k ρ
t
k 6 p); eah phase J
l
k progresses at a rate given by a speed-up funtion Γ
l
k(ρk) of the
amount ρk of proessors allotted to Jk during phase J
l
k, that is to say that the amount of work
aomplished between t and t + dt during phase J lk is Γ
l
k(ρ
t
k)dt; let t
l
k denote the ompletion time
of the l-th phase of Jk, i.e. t
l
k is the rst time t
′
suh that
∫ t′
tl−1
k
Γlk(ρ
t
k) dt = w
l
k (with t
0
k = ak).
The overall goal is to minimize the ow time of the jobs, that is to say the sum of the proessing
time of eah job, i.e. J-FlowTime =
∑
k(t
mk
k − ak). We denote by JOPTs(J) the ow time of an
optimal s-speed shedule for J. The algorithm is non-lairvoyant in the sense that it does not know
anything about the progress of eah job and is only informed that a job is ompleted at the time
of its ompletion. In partiular, it is not aware of the dierent phases that the job goes through
(neither of the amount of work nor of the speed-up funtion). One of the striking results of [8℄ is
that in spite of this total lak of knowledge, the algorithm Equi that alloates an equal amount of
proessors to eah unompleted job is (2+ǫ)-speed (2+4/ǫ)-ompetitive when the speed up funtions
are arbitrary non-dereasing sub-linear funtions (i.e., suh that for all ρ < ρ′, Γlk(ρ)
/
ρ > Γlk(ρ
′)
/
ρ′,
for all k, l).
Two partiular kinds of phases are of interest for our purposes: sequential and parallel. During
a sequential phase, Γ(ρ) = 1, that is to say that the job progresses at a unit rate whatever amount
of proessing power it reeives (even if it reeives no proessor at all, i.e. even if ρ = 0)! During a
parallel phase, the job progresses proportionally to the proessing power it reeives, i.e. Γ(ρ) = ρ.
Remark that these two kinds of speed-up funtions math the requirement of Edmond's theorem
and thus Equi is (2 + ǫ)-speed (2 + 4/ǫ)-ompetitive on instanes onsisting of a olletion of jobs
omposed of sequential and parallel phases.
As in [7℄, we redue the analysis of our broadast algorithm B-EquiSet to the analysis of
a non-lairvoyant sheduling algorithm. For that purpose, we need to introdue dependenies
between the jobs in Edmonds's framework. We onsider the following variant of the non-lairvoyant
sheduling problem.
Non-Clairvoyant Seq-Par Bathes Sheduling. An instane of this variant onsists in a ol-
letion B = {B1, . . . , Bq} of bathes Bj = {Jj,1, . . . , Jj,uj} of jobs with arrival times a1, . . . , aq , where
eah job Jj,i is omposed of two phases: a sequential phase of work w
s
j,i > 0 followed by a parallel
phase of work wpj,i > 0. (Note that this problem is dierent from the lassial bath sheduling
problem in whih only one bath has to be treated.) The sheduler is non-lairvoyant and disovers
eah bath of jobs at the time of its arrival and is in partiular not aware of the amounts of work
of eah job in eah bath. The sheduler alloates to eah job Jj,i, arrived and unompleted at
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time t, a ertain amount ρtj,i of the proessors (ρ
t
j,i is an arbitrary non-negative real number). Let
tj,i denote the ompletion time of job Jj,i ; tj,i is the rst date verifying
∫ tj,i
aj+wsj,i
ρtj,i dt = w
p
j,i. We
say that a bath is ompleted as soon as all its jobs are ompleted; let tj denote the ompletion
time of bath Bj , tj = maxi=1,...,uj tj,i. The goal is to minimize the ow time of the bathes, i.e.
B-FlowTime =
∑
Bj∈B(tj − aj). We denote by BOPTs(B) the ow time of an optimal s-speed
shedule for B.
Similarly to the broadast setting, we say that a request Bj (resp., a job Jj,i) is alive at time t
if aj 6 t 6 tj (resp., aj 6 t 6 tj,i).
Equi◦A Algorithms Family. Given a job sheduling algorithm A, we dene the bathes
sheduling algorithm Equi◦A as follows. Let R(t) denote the set of bathes that are alive at
time t. Equi◦A allots to eah bath alive at time t an equal amount of proessors, i.e., p/|R(t)|;
then, it runs algorithm A on eah alive bath Bj to deide how to split the amount of proessors
alloted to Bj among its own alive jobs Jj,i. In the following, we only require algorithm A to be
fully ative, i.e., that it allots at all time all the amount of proessors it is given to the alive jobs
(i.e., never idles on purpose). Under this requirement, our results hold independently of the hoie
of A. Examples of fully ative algorithms A are: A = Equi whih equally splits the amount of
proessors; or A =MinIdx whih allots all the amount of proessors to the smallest indexed alive
job Jj,i in Bj , i.e. i = min{i′ : Jj,i′ is alive at time t}.
Analysis of Equi◦A. To analyze the ompetitiveness of Equi◦A, we assoiate to eah bathes
sheduling instane B, two instanes, J′ and J′′, of job sheduling. We rst bound the performanes
of our algorithm Equi◦A on B from above by the performanes of Equi on J′ (Lemma 4). We
then use the harder job instane J′′ to show that the job instane J′ was in fat easier than the
bath instane B if one inreases slightly the number of proessors (Lemmas 5 and 6). Sine Equi
is ompetitive on J′, we an then onlude on the ompetitiveness of Equi◦A on B (Theorem 7).
Consider a Seq-Par bathes sheduling instane B = {B1, . . . , Bq} where eah bath Bj =
{Jj,1, . . . , Jj,uj} arrives at time aj and eah Jj,i in Bj onsists of a sequential phase of work wsj,i
followed by a parallel phase of work wpj,i. Consider the s-speed shedule obtained by running
algorithm Equi◦A on instane B; let ρtj,i denote the amount of proessors allotted by Equi◦A
to job Jj,i at time t, and ρ
t
j =
∑
Jj,i∈Bj ρ
t
j,i denote the amount of proessors allotted to bath
Bj at time t; let tj,i (resp., tj) be the ompletion time of job Jj,i (resp., bath Bj). We dene
a Seq-Par job sheduling instane J′ = {J ′1, . . . , J ′q}, where eah job J ′j arrives at time aj , and is
omposed of a sequential phase of work w′j
s = maxJj,i∈Bj w
s
j,i, followed by a parallel phase of work
w′j
p =
∫ tj
aj+w′j
s ρtj dt; intuitively, w
′
j
s
is the length of the longest sequential phase among the jobs
in Bj and w
′
j
p
is the total amount of parallel work in Bj to be sheduled by Equi◦A after the
ompletion of the last sequential phase among the jobs in Bj .
The key to the next lemma is that one gets exatly the same job shedule of the jobs in J′ by
running algorithm Equi on instane J′ as by alloting at all time to eah job J ′j the same amount
of proessors as the jobs in Bj reeived from Equi◦A.
Lemma 4 (Redution to job sheduling) If A is fully ative, then Equis◦A(B) = Equis(J′).
Proof. As long as the longest sequential phase among the jobs in bath Bj is not ompleted,
the bath Bj is alive. By onstrution, job J
′
j is also alive as long as this sequential phase is not
ompleted. Sine the amount of proessors given to bath Bj inEqui◦A is given by Equi, and sine
Equi is non-lairvoyant, Equi◦A allots the same amount of proessors to Bj as Equi allots to J ′j
until the ompletion of the longest sequential phase among the jobs in bath Bj . By onstrution,
the longest sequential phase in bath Bj and the sequential phase of J
′
j end at the same time and at
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this moment, all the jobs alive in Bj are in their parallel phase. Thus by onstrution, the overall
amount of remaining parallel work in Bj at that time is equal to the parallel work assigned to J
′
j .
By onstrution, the amount of proessors given to J ′j equals the amount of proessors alloted to
bath Bj whih is in turn equal to the total amount alloted to eah of its remaining alive jobs sine
A is fully ative. The overall remaining amount of parallel work is thus idential in J ′j and Bj until
they omplete at the same time. Their ow times are thus idential in both shedules. We onlude
the proof by reasoning indutively on the ompletion times (sorted in non-dereasing order) of eah
phase of eah job in eah bath. 
We now dene the job instane J′′ = {J ′′1 , . . . , J ′′q }. J′′ is a kind of worst ase instane of
the bath instane B, where all the parallel work in eah bath Bj has to be sheduled after the
longest sequential phase in Bj . Job J
′′
j arrives at time aj and onsists of a sequential phase of work
w′′j
s = maxJj,i∈Bj w
s
j,i, followed by a parallel phase of work w
′′
j
p =
∑
Jj,i∈Bj w
p
j,i.
Lemma 5 (J′ is easier than J′′) JOPTs(J′) 6 JOPTs(J′′).
Proof. Sine for all j, the sequential works of jobs J ′j and J
′′
j are idential and the parallel work
in J ′j is bounded from above by the parallel work in J
′′
j , any shedule of J
′′
is valid for J′. 
Lemma 6 (J′′ with δ extra proessors is almost as easy as B) For all δ > 0,
JOPT1+δ(J
′′) 6 (1 + 1/δ)BOPT1(B).
Proof. The proof onsists in showing that when δ extra proessors are given, delaying the om-
pletion of eah bath Bj by a onstant fator, (1 + 1/δ), allows to postpone the shedule of all the
parallel job phases in Bj after the ompletion of the last sequential phase in Bj , whih onludes
the proof by onstrution of J′′.
Sort the bathes of B by non-inreasing arrival time, i.e., assume a1 > a2 > . . . > aq. Consider
an optimal shedule BOPT1 of bathes B1, . . . , Bq on one proessor. We show by indution that
there exists a shedule S of J′′ on 1 + δ proessors suh that eah job J ′′j ompletes before time
tj + fj/δ, where tj and fj = tj − aj denote the ompletion time and the ow time of Bj in BOPT,
respetively. We now show that the parallel phase of eah job J ′′j an be sheduled between time
tj and tj + fj/δ; this onludes the proof sine, by onstrution, the sequential phase of J
′′
j is
neessarily ompleted before tj . Start with the rst job J
′′
1 . Clearly, w
′′
1
p
6 f1. Thus, the total
parallel phase of J ′′1 an be sheduled on the δ extra proessors between time t1 and t1 + f1/δ.
Assume now that the parallel phases of jobs J ′′1 , . . . , J
′′
j−1 have been sheduled in S during the time
intervals [t1, t1 + f1/δ], . . . , [tj−1, tj−1 + fj−1/δ] respetively, and onsider job J ′′j . Sine the jobs
are onsidered in non-inreasing arrival times, eah job J ′′k whose parallel phase has been sheduled
in S between tj and tj + fj/δ arrived in the time interval T = [aj , tj + fj/δ] and furthermore
tk 6 tj + fj/δ. The total parallel work W of all the jobs urrently sheduled in S during T , is
then in fat sheduled ompletely in BOPT1 during T . Note that the parallel work of J
′′
j was also
sheduled in BOPT1 during this time interval. Sine BOPT1 uses only one proessor, we onlude
that W +w′′j
p
6 tj + fj/δ − aj = (1 + 1/δ)fj . As one an shedule up to (1 + δ)fj/δ = (1 + 1/δ)fj
parallel work between time tj and tj + fj/δ on 1 + δ proessors, the parallel work w
′′
j
p
of J ′′j an be
sheduled in S on time. 
We an now onlude the analysis of Equi◦A.
Theorem 7 (Competitiveness of Equi◦A) For all ǫ > 0 and δ > 0, Equi◦A is a (2+ǫ)(1+δ)-
speed (2 + 4/ǫ)(1 + 1/δ)-ompetitive algorithm for the Non Clairvoyant Seq-Par Bathes Sheduling
problem.
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Proof. We use the result of [8℄ on the ompetitiveness of Equi for the non-lairvoyant job shedul-
ing problem to onlude the proof: Equi(2+ǫ)(1+δ)◦A(B) =
(Lemma 4)
Equi(2+ǫ)(1+δ)(J
′) 6
(Theorem 1 in [8℄)
(2 + 4/ǫ) JOPT(1+δ)(J
′) 6
(Lemma 5)
(2 + 4/ǫ) JOPT(1+δ)(J
′′) 6
(Lemma 6)
(2 + 4/ǫ)(1 + 1/δ)BOPT1(B). 
5 Competitiveness of B-EquiSet
Consider an instane of the online data broadast problem with dependenies: a set S = {S1, . . . , Sq}
of q requests with arrival times a1, . . . , aq , over n items I1, . . . , In of lengths ℓ1, . . . , ℓn. Let Es be the
s-speed shedule designed by B-EquiSet on instane S, and B-EquiSets(S) be its ow time.
Let O1 be a 1-speed optimal shedule of S, and BOPT1(S) be its ow time.
Following the steps of [7℄, we dene an instane B of non-lairvoyant seq-par bathes sheduling
from Es and O1, suh that the performanes of B-EquiSet on S an be ompared to the perfor-
manes of Equi◦A on B for a partiular fully-ative algorithm A. More preisely, we onstrut B
suh that 1) the ow time of Equi◦A on B bounds from above the ow time of B-EquiSet on
S and 2) the (bathes) optimal ow time for B is at most the (broadast) optimal ow time for S if
it is given extra resoures. Sine Equi◦A is ompetitive, we an then bound the performanes of
B-EquiSet with respet to the (bathes) optimal ow time of B whih is by 2) bounded by the
(broadast) optimal ow time of S.
The intuition behind the onstrution of B is the following. A bath of all-new jobs is reated
for eah newly arrived request, with one job per requested item. Eah job J stays alive until its
orresponding item I is served in Es. J is assigned at most two phases depending on the relative
servie times of I in Es and O1. The sequential phase of J lasts until either I is served in Es,
or the broadast of I starts in O1. Intuitively, this means that it is useless to assign proessors
to J before the optimal shedule does. At the end of its sequential phase, if J is still alive, its
parallel phase starts and lasts until the broadast of I is ompleted in Es; the parallel work for J
is thus dened as the total amount of bandwidth that its orresponding item I reeived within J 's
orresponding (broadast) request in B-EquiSet. By onstrution, with a suitable hoie of A,
Equi◦A onstruts the exat same shedule as B-EquiSet and laim 1) is veried. Conerning
laim 2), the key is to onsider the jobs orresponding to the broadast requests for a given item I
that are served by a given broadast of I in O1 starting at some time t. The only jobs among them
that will reeive a parallel phase, are the one for whih the broadast of I in Es starts just before or
just after t. By onstrution, the total amount of parallel work assigned to these jobs orresponds
to the bandwidth assigned to the two broadasts of item I by Es that start just before and just
after time t, eah of them being bounded by the length of I. The total amount of parallel work in
the jobs for whih the broadast of the orresponding item I starts in O1 at some time t, is then
bounded by twie the length of I, and an thus be sheduled during the broadast of I in O1 if one
doubles the number of proessors, whih proves laim 2).
The following formalizes the reasoning exposed above.
The Job Set Instane J. Reall the broadast instane S, and the two broadast shedules Es
and O1, dened at the beginning of this setion, as well as the notations given in Setion 2. In
partiular, let CEs (Ii, t) denote the ompletion time of the broadast of item Ii that starts just after
t in Es, and B
O
1 (Ii, t) be the time of the beginning of the rst broadast of item Ii that starts after
t in O1 (see Setion 2). Reall the desription of algorithm B-EquiSet in Setion 3: at time t,
let R(t) be the set of alive requests; B-EquiSet splits equally the bandwidth s among the alive
requests and for eah alive request Sj , it assigns an arbitrary rate rj,i(t) to eah alive item Ii in
Sj , suh that
∑
Ii alive in Sj
rj,i(t) = s/|R(t)|; B-EquiSet broadasts then eah item Ii at a rate
ri(t) =
∑
j rj,i(t) at time t.
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Given S, Es and O1, we dene the non-lairvoyant bathes sheduling instane B = {B1, . . . , Bq},
where eah bath Bj is released at the same time as Sj , i.e. at time aj , and ontains one seq-par
job Jj,i for eah item Ii ∈ Sj (note that the indies i of the jobs Jj,i in eah bath Bj may not be
onseutive depending on the ontent of Sj). Eah job Jj,i onsists of a sequential phase of work
wsj,i = (min{CEs (Ii, aj), BO1 (Ii, aj)} − aj), followed by a parallel phase of work wpj,i. If CEs (Ii, aj) 6
BO1 (Ii, aj), then w
p
j,i = 0; otherwise, w
p
j,i =
∫ CEs (Ii,aj)
BO
1
(Ii,aj)
rEsj,i (t) dt + η where η is an innitely small
amount of work, i.e. if the download of item Ii in request Sj is ompleted in Es after it starts in
O1, then the amount of parallel work assigned to Jj,i is just slightly higher than the total amount of
bandwidth allotted to item Ii within the bandwidth allotted to request Sj by B-EquiSets after
the beginning of the orresponding broadast in O1. Adding an innitely small amount of work η
to the parallel phase of Jj,i does not hange the optimal bathes shedule (exept on a negligible
(disrete) sets of dates) but sine the algorithm Equi◦A is non-lairvoyant, this ensures that the job
Jj,i remains alive until the broadast of item Ii ompletes even if B-EquiSets deliberately hooses
not to broadast item Ii in the bandwidth allotted to request Sj (the introdution of innitely small
extra load an be rigorously formalized by adding an exponentially dereasing extra load γ/2k to
the kth requested job for a small enough γ).
Lemma 8 There exists a fully-ative algorithm A suh that: B-EquiSets(S) 6 Equis◦A(B).
Proof. The proof follows the lines of [7℄. Given an amount of proessors ρ for an alive bath
Bj , algorithm A assigns to eah alive job Jj,i in Bj at time t the same amount of proessors as
B-EquiSets would have assigned at time t to the orresponding alive item Ii of the orresponding
alive request Sj whih would have been assigned a bandwidth ρ. Sine B-EquiSets allots all
the bandwidth available to alive jobs, A is fully-ative. Now, sine η is innitely small, this extra
load does not aet the alloation of proessors omputed by Equis◦A exept over a negligible
(disrete) set of dates. By immediate indution, eah job Jj,i remains alive in the shedule omputed
by Equis◦A, as long as item Ii is alive in bath Bj in Es. This is lear as long as Jj,i is in its
sequential phase. One Jj,i enters its parallel phase, as long as the broadast of item Ii is not
ompleted, either Ii is broadast by B-EquiSets in bath Bj and Jj,i is sheduled by Equis◦A
(A opies B-EquiSets), or B-EquiSets deliberately hooses not to broadast the alive item Ii
and sine Jj,i has an innitely small amount of extra work, Jj,i remains alive in Equis◦A as well.
The ow time for eah job Jj,i is then at least the ow time of the orresponding item Ii in Es; we
onlude that eah bath Bj ompletes in Equis◦A no earlier than its orresponding request Sj in
B-EquiSets. 
Lemma 9 There exists a 2-speed bathes shedule Υ2 suh that: Υ2(B) 6 B-FlowTime(O1).
Proof. Again, the proof follows the lines of [7℄. Consider an item Ii. We partition the requests
Sj ontaining item Ii into lasses C1, C2, . . ., one for eah broadast of Ii in O1. The k-th lass Ck
ontains all the requests Sj that download Ii in O1 during its kth broadast, i.e. all requests Sj
suh that bO1 (Ii, k − 1) < aj 6 bO1 (Ii, k) (see Setion 2 for notations). We show that for all k, the
total parallel phases of the jobs Jj,i suh that Sj ∈ Ck, an be shoehorned into twie the area of
bandwidth allotted by O1 to the kth broadast of item Ii. Sine this holds for all i and all k, we
obtain a 2-speed shedule Υ2 suh that Υ2(B) 6 B-FlowTime(O1).
Let t1 = b
O
1 (Ii, k) be the time of the beginning of the kth broadast of Ii in O1. Consider a
request Sj in lass Ck, learly aj 6 t1. By onstrution, job Ji,j is assigned a non-zero parallel
work only if Sj ompletes the download of Ii after t1 in B-EquiSets. Sine Sj arrives before
t1, it downloads Ii during one of the two broadasts of Ii in B-EquiSets that start just before
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or just after t1; let C−k (resp. C+k ) be the set of requests served by the broadast that starts just
before t1 (resp. just after t1). Let t2 and t3 be the ompletion times of the broadast of Ii in B-
EquiSets that start just before and just after t1 respetively. By onstrution, the total amounts
W− and W+ of parallel work assigned to the jobs Jj,i suh that Sj ∈ C−k and C+k are respetively:
W− =
∑
j :Sj∈C−k
∫ t2
t1
rj,i(t) dt and W
+ =
∑
j :Sj∈C+k
∫ t3
t1
rj,i(t) dt. Let us rewrite W
− +W+ = R1 + R2
with R1 =
∫ t2
t1
∑
j :Sj∈Ck rj,i(t) dt 6
∫ t2
t1
ri(t) dt and R2 =
∫ t3
t2
∑
j :Sj∈C+k rj,i(t) dt 6
∫ t3
t2
ri(t) dt. R1
and R2 are thus at most the total area alloted to item Ii by B-EquiSets during the broadasts of
Ii that start just before and just after t1; sine a broadast is ompleted as soon as the rates sum up
to the length of the items, R1 6 ℓi and R2 6 ℓi, and thus W
− +W+ 6 2ℓi. Sine O1 allots a total
bandwidth of ℓi to broadast item Ii after time t1, and sine the parallel works of the jobs Jj,i suh
that Sj ∈ Ck are released at time t1 and sum up to a total W− +W+ 6 2ℓi, one an onstrut on
2 proessors, a 2-speed shedule Υ2 in whih the parallel phases of eah of these jobs Jj,i ompletes
before the kth broadast of Ii ompletes in O1.
Sine no proessor needs to be allotted to the sequential phases, repeating the onstrution
for eah item Ii yields a valid 2-speed shedule Υ2 in whih eah job Ji,j ompletes before the
orresponding request Sj ompletes the download of Ii in O1. It follows that eah bath Bj is
ompleted in Υ2 before its orresponding request Sj is served by O1. 
We now onlude with the proof of the main theorem.
Proof of Theorem 1. Setting s = (4 + ǫ)(1 + δ), the ompetitiveness of Equi◦A (The-
orem 7) onludes the result: B-EquiSet(4+ǫ)(1+δ)(S) 6
(Lemma 8)
Equi(4+ǫ)(1+δ)◦A(B) 6
(Theorem 7)
(2 + 8/ǫ)(1 + 1/δ)BOPT2(B) 6 (2 + 8/ǫ)(1 + 1/δ)Υ2(B) 6
(Lemma 9)
(2 + 8/ǫ)(1 + 1/δ)BOPT1(S). 
The B-EquiSet-Edf algorithm. We apply the same method as in [7℄. Let s = (4+ ǫ)(1+ δ)2
and c = (2 + 8/ǫ)(1 + 1δ)2. B-EquiSet-Edf simulates the s/(1 + δ)-speed exeution of
B-EquiSet and at eah time t suh that the broadast of an item Ii in B-EquiSet is ompleted,
it releases an item I ′i of length ℓi with a deadline t+ (t− t′)/δ where t′ is the time of the beginning
of the onsidered broadast of Ii in B-EquiSet. Then, B-EquiSet-Edf shedules on a
bandwidth s eah item I ′i aording the earliest-deadline-rst poliy. With an argument similar
to Lemma 6 or [7℄, one an show that a feasible shedule of the items I ′i exists and thus that
earliest-deadline-rst onstruts it whih ensures that B-EquiSet-Edf is s-speed c-ompetitive.
Sine earliest-deadline-rst preempts the broadast of an item only when a new item arrives,
B-EquiSet-Edf preempts eah broadast at most one on average. Note that one an avoid
long idle period in B-EquiSet-Edf's shedule by broadasting an arbitrary item Ii alive in
B-EquiSet at time t if no item I ′i is urrently alive.
Conluding remarks. Several diretions are possible to extend this work. First, B-EquiSet
does not have preise poliy to deide in whih order one should broadast the items within eah
requested set; deiding on a partiular poliy may lead to better performanes (bandwidth and/or
ompetitive ratio). Seond, it might be interesting to design a longest-wait-rst greedy algorithm in
presene of dependenies; B-EquiSet shows that the items should not simply reeive bandwidth
aording to the number of outstanding requested sets for this item (the allotted bandwidth depends
also on the number of outstanding items within eah outstanding set), it is thus a hallenging
question to design proper weights to aggregate the urrent waits of the requested sets inluding a
given item.
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A Omitted proof
Proof of Fat 3. We use Yao's priniple (see [16, 15℄) to extend the result to randomized algo-
rithms. We onsider the following probabilisti distribution of requests set over n items: 1 +
√
n
requests arrive at time t = 0; one request asks for an uniform random subset S0 of size n −
√
n
of the n items; and eah of the requests S1, . . . , S√n asks for one random distint item among the√
n remaining items. Consider again any deterministi algorithm A with bandwidth s. Sine A is
deterministi and ignores the dependenies, the shedule designed by A shedule is independent of
the random instane. At time t = n/(2s), the broadast of at least n/2 items is not ompleted.
Thus, the probability that request Sj , for j > 1, asks for one of these items is at least 1/2. Then,
the expeted number of unsatised request at time t = n/(2s) is at least
√
n/2. We onlude that
the expeted ow time for any deterministi algorithm with bandwidth s under this distribution
of request is at least n
√
n/(4s). Aording to Yao's priniple, the worst expeted ow time of any
randomized algorithm over the olletion of all the onsidered instanes is at least n
√
n/(4s). But
BOPT1 ∼ 32n, whih onludes that no randomized algorithm is s-speed c-ompetitive, for all s and
c <
√
n/(6s). 
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