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Turbulence controls the vertical transfer of momentum, heat and trace constituents in the atmospheric
boundary layer. In the lowest 10% of this layer lies the surface boundary layer (SBL) where the vertical
ﬂuxes of transferred quantities have been successfully parameterized using the Monin-Obukhov
similarity theory in weather forecast, climate and atmospheric chemistry models. However, there is
a large degree of empiricism in the stability-correction parameterizations used to formulate eddy
diffusivity and aerodynamic resistance particularly under strongly stable ambient conditions.
Although the inﬂuence of uncertainties in stability-correction parameterizations on eddy diffusivity is
actively studied in boundary-layer meteorological modeling, its impact on dry deposition in atmo-
spheric chemistry modeling is not well characterized. In this study, we address this gap by providing
the mathematical basis for the relationship between the formulations of vertical surface ﬂux used in
meteorological and atmospheric chemistry modeling communities, and by examining the sensitivity of
the modeled dry deposition velocities in statically stable SBL to the choice of stability-correction pa-
rameterizations used in three operational and/or research environmental models (GEM/GEM-MACH,
ECMWF IFS and CMAQ-MM5). Aerodynamic resistances (ra) calculated by the three sets of parame-
terizations are notably different from each other and are also different from those calculated by a “z-
less” scaling formulation under strongly stable conditions (the bulk Richardson number > 0.2).
Furthermore, we show that many atmospheric chemistry models calculate ra using formulations which
are inconsistent with the derivation of micro-meteorological parameters. Finally, practical implicationsd Integration Section, Envi-
St., Toronto, ON M3H 5T4,
ta).
evier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422410of the differences in stability-correction algorithms are discussed for the computations of dry depo-
sition velocities of SO2, O3 and reactive bromine compounds for speciﬁc cases of stable SBL.
Crown Copyright © 2016 Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Dry deposition is a process that transfers chemical constituents
in the atmosphere to the earth's surface through the actions of
diffusion in air followed by the uptake onto the surface (Wesely and
Hicks, 1977, 2000). If the deposited substances are not lost irre-
versibly on the surface, they can be re-emitted to the atmosphere,
which is called bi-directional exchange (Pleim and Ran, 2011). In
both cases, turbulent eddy diffusivity in the air is one of the key
parameters in determining the exchange rates of the transferred
substances (Wesely and Hicks, 1977).
Turbulence plays a pivotal role in determining the vertical
transfer ofmomentum, heat andmass in the atmospheric boundary
layer (ABL) that usually encompasses the lowest tens to hundreds
of meters in the atmosphere over the earth's surface (Garratt, 1992).
In approximately the lowest 10% of the ABL, i.e. the surface
boundary layer (SBL), the vertical ﬂuxes of transferred quantities
are nearly constant with height and can be represented quite suc-
cessfully by formulations based on the Monin-Obukhov (M-O)
similarity theory (H€ogstr€om, 1988, 1996; Foken, 2006). Turbulent
mixing in the ABL is fostered through the energy cascading of
transient eddies generated by wind shear and buoyancy into mo-
lecular dissipation (Stull, 1988). Under the assumption of steady
state between generation, dissipation and transport of the turbu-
lent eddies across the SBL above the interfacial sublayer adjacent to
surface obstacles, the M-O similarity theory describes relationships
between vertical proﬁles and ﬂuxes for momentum and scalar
quantities (i.e., heat and trace constituents), using a metric called
the Obukhov length (L) (Garratt, 1992):
L ¼ u
2qv
k g qv
: (1)
Here, k is the von Karman constant (0.4), g is the acceleration due to
gravity, qv is the mean state of virtual potential temperature, u* is
friction velocity which is related to the surface stress ts by
u* ¼ jts=rj1=2 where r is the density of air, and qv ¼ w0q0v=u,
namely, the turbulent ﬂuxof virtual temperature divided by friction
velocity. The ﬂux-gradient relationships are then deﬁned in terms
of dimensionless universal functions (Fm,c), namely:
FmðzÞ ¼ k zu
vu
vz
(2)
for momentum (u) and
Fc zð Þ ¼ k zPrtN c
vc
vz
(3)
for scalar quantities (c) such as the concentrations of chemical
species, where z¼ z/Lwith z being height above the earth's surface,
PrtN is the turbulent Prandtl number (the ratio of eddy diffusivity
for momentum, KM, to that for heat, KH) in the neutral static sta-
bility and c ¼ w0c0=u. It is normally assumed that all the scalar
quantities have the same eddy diffusivity in the air. The universal
functions, Fm and Fc, have been formulated by combining theo-
retical considerations and empirical ﬁtting to ﬁeld observations(H€ogstr€om, 1996; Beljaars and Holtslag, 1991; Delage and Girard,
1992; Delage, 1997), where Fm ¼ Fc ¼ 1 at z ¼ 0 (neutral stratiﬁ-
cation), 0 < Fm < 1 and 0 < Fc < 1 at z < 0 (unstable stratiﬁcation)
and Fm > 1 and Fc > 1 at z > 0 (stable stratiﬁcation).
One of the challenges in the modeling of vertical ﬂuxes for
momentum and scalar quantities is the formulation of eddy diffu-
sivity in strongly stable air, where the occurrence of turbulent
eddies is no longer continuous in space and time and is increasingly
controlled by vortices associated with internal gravity waves
(Webb, 1970; Hicks, 1976; Kondo et al., 1978; Zilitinkevich et al.,
2008; Mahrt et al., 2012; Sun et al., 2012; Grachev et al., 2013).
The grid resolution of models is generally too coarse to represent
the wind shear at ﬁne scales of relevance, needed to resolve
localized, intermittent eddies in such conditions (Mahrt, 1987).
Models of weather, climate and atmospheric chemistry have thus
adopted eddy-diffusion parameterizations that allow for a persis-
tence of weak diffusion in very strong stratiﬁcation of air in the SBL
and sometimes in the entire ABL, to circumvent issues such as
unrealistic cooling under the surface inversion and much too
shallow ABL depth at night (Louis, 1979; Delage, 1997; King et al.,
2001; Bechtold et al., 2008). It should be noted that the success
of such diffusion parameterizations does not necessarily extend to
all aspects of physico-dynamical behavior of the model, e.g.,
insufﬁcient strength of nocturnal jets (Cuxart et al., 2006; Holtslag
et al., 2013). The problem is complicated by the potential involve-
ment of additional processes in need of improved formulations and
representations. For example, Viterbo et al. (1999) ﬁnd that a cold
bias in the stable SBL is alleviated by a proper representation of
latent heat release due to the freezing of soil moisture in their
weather forecast model. Also, Makar et al. (2006) demonstrate that
the incorporation of anthropogenic heat sources at the lower
boundary of a meteorological model enhances eddy diffusivity in
urban ABL during nighttime.
Although the inﬂuence of uncertainties in stability-correction
parameterizations on eddy diffusivity is thus actively studied in
boundary-layer meteorological modeling, its impact on dry
deposition in the modeling of atmospheric chemistry is not well
characterized. As we describe in this study, conventions used in
the formulation of air-surface exchange are different between the
meteorological and atmospheric-chemistry models. To represent
the surface eddy ﬂuxes of momentum and scalar quantities (heat
and moisture), the meteorological models deﬁne bulk transfer
coefﬁcients, into which the effects of wind shear and thermal
stability in the eddy diffusivity are included (Garratt, 1992). On
the other hand, the models of atmospheric chemistry (by which
we refer to air quality, chemical transport and chemistry-climate
models collectively) compute dry deposition velocities for
simulating the surface ﬂuxes of chemical constituents. The dry
deposition velocity is deﬁned as a reciprocal of the sum of “re-
sistances” acting in series, namely, aerodynamic resistance,
quasi-laminar layer resistance and canopy (or surface) resistance
(Wesely and Hicks, 1977, 2000). Among these, the aerodynamic
and quasi-laminar layer resistances account for the effects of
eddy diffusivity and are mathematically interchangeable with the
bulk transfer coefﬁcients used in meteorological models (see
section 2.2). Consequently, the computation of micro-
meteorological parameters for dry deposition in the
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parameters and/or algorithms present in their meteorological
model components. The uncertainties in the stability-correction
formulations are therefore common to both models. Indeed,
uncertainty in the computation of eddy diffusivity is noted as one
of the major factors inﬂuencing the performance of air-quality
models in the simulation of ambient concentrations of ozone
(O3) and particulate matter in the statically stable ABL (Makar
et al., 2014). This is because the eddy diffusivity controls the
supply of these substances from aloft as well as the dilution of
their key precursors and scavengers emitted from the surface. As
such, the assessment of this problem is confounded by concur-
rent uncertainties in the emissions and the secondary reactions.
Makar et al. (2014) also note algorithms employed for the dry
deposition as an additional source of uncertainty in the compu-
tation of the particulate matter concentrations at night. However,
the aspect of uncertainty in the parameterization of aerodynamic
resistance has not been included in such discussions.
The main objective of this study is to explore the uncertainties
in the formulations of aerodynamic resistance in stable SBL and
its implications for atmospheric chemistry modeling. Section 2
begins with the description of the mathematical foundation
upon which the surface eddy ﬂuxes are formulated for meteo-
rological quantities (bulk transfer coefﬁcients for momentum,
heat and moisture; section 2.1) and for chemical constituents
(aerodynamic resistance and dry deposition velocity) and the
relationship between these two conventions (section 2.2). To aid
with discussions in this study, we also introduce the formulation
of the eddy diffusivity in the M-O similarity theory and its
relationship with the aerodynamic resistance (section 2.3). In
section 2.4, we discuss the nature of the problem with stability-
correction parameterizations used in surface eddy ﬂux algo-
rithms under statically stable conditions in models and its
importance (sections 2.4.1e2.4.2). In addition, there often exists
inconsistency between the stability-correction formulations and
the calculation of aerodynamic resistance in atmospheric
chemistry models, which is described in section 2.4.3. In section
3, we ﬁrst demonstrate the relevance of strongly stable condi-
tions in which the model calculations of surface eddy ﬂuxes can
be notably different to each other (section 3.1). Next, we discuss
the impacts of using different empirical formulations of static
stability corrections taken from selected operational/research
weather forecast and atmospheric chemistry models on the
calculation of aerodynamic resistance and dry deposition veloc-
ities for trace gases such as sulfur dioxide (SO2), O3 and reactive
bromine species (section 3.2). Section 4 gives conclusions of this
study and some remark on the limiting values of aerodynamic
resistance in stable SBL.
2. Formulation of surface ﬂuxes on the basis of the M-O
similarity theory and its approximations
This section begins with the description of basic formulations
used for the modeling of surface ﬂuxes of meteorological quan-
tities (momentum, and sensible and latent heat) and gaseous
constituents of interest in air quality and tropospheric chemistry.
By this, we demonstrate the connections between the surface
eddy ﬂux formulations generally used in the disciplines of
meteorological/climate models and air quality/tropospheric
chemistry models. We then describe the problem of parameter-
izing stability correction functions to be addressed in this study.
2.1. Basic formulations in use for meteorological modeling
From a practical standpoint of numerical modeling, one majorstrength of the M-O similarity theory is that its governing
equations (Eqs. (2) and (3)) can be integrated over the depth of
the SBL where the turbulent ﬂuxes of transferred quantities are
assumed to be constant. This provides a great advantage to the
modeling of the surface ﬂuxes, as the ﬂux calculation then re-
quires the information of state variables only at two levels in this
“constant-ﬂux” layer within the SBL. After rearranging Eq. (2) by
dividing with kz/u* on both sides and then integrating over z, the
integral form of ﬂux-gradient relationship for momentum is
obtained (Garratt, 1992):
uðzÞ ¼ u
k

ln

z
z0

Jm
z
L

þJm
z0
L

(4)
where z0 is the roughness length, at which height above the earth's
surface wind speed is mathematically required to vanish, viz.
u(z0) ¼ 0, under the assumption of continued validity of the M-O
ﬂux-gradient relationships down into the interfacial sublayer, and
Jm is the integrated stability-correction term for the wind proﬁle
deﬁned as follows:
JmðzÞ ¼
Zz
0
1 FmðxÞ
x
dx: (5)
For the sake of simplicity, our formulation ignores the zero-plane
displacement, which represents the role of bulk surface struc-
tures such as vegetation in raising the effective height above which
turbulent eddies are deemed to behave according to the M-O
similarity theory (Garratt, 1992; Campbell and Norman, 1998).
Large-scale meteorological models often deﬁne a drag coefﬁcient
(CD):
CD ¼
k2
ln

zref
z0

Jm

zref
L

þJm

z0
L
2 (6)
so that the surface kinematic momentum ﬂux (ts=r ¼ u2 ) is
calculated by CDu2ref (Garratt, 1992). Here, zref is a reference
height, normally taken as the lowest prognostic vertical level of the
model where its governing equations for dynamics and physics are
solved, and uref ¼u(zref).
The integral form of ﬂux-gradient relationships for scalar
quantities can be obtained similarly by rearranging Eq. (3):
Dc ¼ c zð Þ  c0 ¼
PrtNc
k
"
ln
 
z
z0c
!
Jc
z
L

þJc

z0c
L
#
(7)
where z0c is scalar roughness length, c0 is the value of c at the
bottom of the air in contact with the surface and Jc is the inte-
grated stability-correction term for the proﬁles of scalar quantities
deﬁned as follows:
Jc zð Þ ¼
Zz
0
1 Fc xð Þ
x
dx: (8)
A thorough review of existing ﬁeld data indicates PrtN to be in the
range of 0.90e0.95, slightly lower than unity (H€ogstr€om, 1996),
whereas, in practice, meteorological models often employ PrtN ¼ 1
(Beljaars and Holtslag, 1991; Delage, 1997). We adopt the latter
value for the discussions in this study unless otherwise noted.
It should be noted that, in terms of physical reality, the wind
speed does not vanish exactly at the height z0. Nor does the
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but at the very bottom of free air in contact with the surface
substrates, as stated above. Although z0 and z0c provide a mea-
sure of the aerodynamic efﬁciency of surface obstacles in causing
the eddy diffusion of momentum and scalar quantities, respec-C0c ¼
k
ln

z0ref
.
z0

Jm

z0ref
.
L

þJmðz0=LÞ
 k
PrtN
h
ln

zref
.
z0c

Jc

zref
.
L

þJc

z0c
	
L

 i ; (11)tively, in the SBL, these length scales are introduced basically as
mathematical constraints for the vertical integration of Eqs. (2)
and (3) down into the interfacial sublayer where the M-O ﬂux-
gradient relationships are no longer valid (Campbell and
Norman, 1998). In addition, the Reynolds analogy, which is
invoked to assume the equivalence of eddy diffusivity between
momentum and scalar quantities, is not valid in the interfacial
sublayer. This is because pressure ﬂuctuations around roughness
elements act only on momentum transfer and also there are
differences between the distributions of the sources and sinks of
momentum and scalar quantities at the surface (Garratt, 1992).
As such, the value of z0c should, in general, differ from that of z0.
For several natural land surface types, the following relationship
is known to work as a reasonable approximation for the sensible
and latent heat transfer (Garratt and Hicks, 1973; Wesely and
Hicks, 1977):
k B1 ¼ lnðz0=z0T Þzln

z0
	
z0q


z2; (9)
where z0T and z0q are roughness lengths for temperature (sensible
heat) and speciﬁc humidity (latent heat), respectively, and B1 is an
empirical constant. This relationship between z0 and z0T provides a
basis for the commonly-used formulation of quasi-laminar layer
resistance for gaseous constituents (Wesely and Hicks, 1977; Pleim,
2006) described in section 2.2. However, signiﬁcant deviations
from Eq. (9) can occur for the relationship between z0 and z0T (i.e.,
variations in the plausible value of B1) over aerodynamically
smooth surfaces, surfaces with bluff elements and surfaces with
inhomogeneous land-use characteristics and/or topography within
a few kilometers (Brutsaert, 1982; Garratt, 1992; Andreas, 1987;
Holtslag and de Bruin, 1988; Beljaars and Holtslag, 1991; Fairall
et al., 2000). It is beyond the scope of this study to delve into
empirical relationships between z0 and z0T more suitable for such
cases.
As with the momentum transfer, large-scale meteorological
models deﬁne a transfer coefﬁcient (Cc) for scalar quantities by
rearranging Eqs. (4) and (7):Cc ¼ k
ln

zref
.
z0

Jm

zref
.
L

þJmðz0=LÞ
 k
PrtN
h
ln

zref
.
z0c

Jc

zref
.
L

þJc

z0c
	
L

 i ; (10)by which the surface scalar ﬂuxes (¼ u* c*) can be expressed aseCc uref (cref e c0) where cref ¼ c(zref). Since the constant-ﬂux
assumption (i.e., u* and c* do not change with height) is made
in the SBL, different reference heights can be chosen for mo-
mentum and scalars. Using zref as the reference height for scalars
while using z0ref (s zref) as the reference height for momentum,
the formulation for the scalar transfer coefﬁcient is adapted toby which the surface scalar ﬂuxes can be expressed as
C0c u0ref ðcref  c0Þ where u0ref ¼ uðz0ref Þ. Eq. (11) is useful when
the model employs a vertical grid structure which is staggered
between momentum and thermodynamic variables.2.2. Basic formulations in use for atmospheric chemistry modeling
In atmospheric chemistry applications, the vertical ﬂuxes (Fc)
of trace gases in the SBL are normally formulated by using a
resistance-in-series approach (Wesely and Hicks, 1977; Pleim and
Ran, 2011). In a case where the constituent can be assumed not to
accommodate on the underlying surface for a reversible ex-
change with the atmosphere, Fc can be calculated as follows:
Fc ¼ vd cref ; (12)
where cref is the concentration of a constituent at the reference
height zref and vd is the dry deposition velocity given at the same
reference height zref by
vd ¼ ðra þ rb þ rcÞ1: (13)
Here, ra is the aerodynamic resistance to the top of the canopy
(or the earth's surface) at the reference height (zref) where vd is
calculated, rb is the quasi-laminar layer resistance to account for
the differences in transport behavior between momentum and
scalar quantities in air adjacent to the surface, and rc is the
canopy (or surface) resistance to account for the rate of net loss
of the chemical species within the canopy or on the earth's
surface. The mathematical formulations of ra and rb build upon
those of surface ﬂuxes for momentum, heat and moisture from
the M-O similarity theory employed in weather forecast and
climate models as described below. The formulation of rc builds
upon the models of the water and carbon cycles on the land
surface which take into account physiological behavior of vege-
tation, and has been expanded on its own right to address the
varying reactivity and solubility of trace gases on the substratesin contact with air. It is beyond the scope of this study to review
the details of the existing rc parameterizations, for which readers
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422 413may refer to the literature (Baldocchi et al., 1987; Wesely, 1989;
Wesely and Hicks, 2000; Erisman et al., 1994a, b; Zhang et al.,
2002b, 2003; Fairall et al., 2007; Pleim and Ran, 2011; Val
Martin et al., 2014) and references cited therein.
By using Eq. (7), Fc (¼ w0c0 ¼ uc) can be reformulated on the
basis of the M-O similarity theory:
Fc ¼ 
ku

cref  c0

PrtN
"
ln
 
zref
z0c
!
Jc

zref
L

þJc

z0c
L
# : (14)
Now, the ﬂux Fc can be conceived as the product of the concen-
tration increment (cref e c0) from the air at the canopy top (or in
contact with the earth's surface) to the reference height zref and the
inverse of the serial resistance (ra þ rb) acting between the two
height levels. By assuming Jcðz0=LÞzJcðz0c=LÞ in Eq. (14), we
arrive at the third expression for Fc:
Fc ¼ cref  c0ra þ rb
(15)
where
ra ¼ PrtNku

ln

zref
z0

Jc

zref
L

þJc
z0
L

; (16)
rbz
PrtN
ku
ln
 
z0
z0c
!
: (17)
For simulating the dry deposition of gaseous constituents, rb is
customarily formulated on the basis of the empirical relationship
between momentum and scalar roughness lengths (Eq. (9)) with
adaptation to account for the difference between the molecular
diffusivities of temperature (sensible heat) and gaseous constitu-
ents (Wesely and Hicks, 1977; Pleim, 2006):
rb ¼
PrtN B1
u

Sc
Pr
2=3
z
5 PrtN
u

Sc
Pr
2=3
: (18)
Here, Pr (¼ n/kT) is the Prandtl number, namely, a ratio between the
kinematic viscosity (n) and molecular thermal diffusivity (kT) of air,
and Sc (¼ n/Dg) is the Schmidt number, namely, a ratio between n
and the molecular diffusivity (Dg) of a gaseous species of interest.
Typical values in the lower atmosphere are: Sc ¼ 0.60 for water
vapor and Pr¼ 0.71 (Garratt, 1992). The expression for rb as deﬁned
above is equivalent to extending Eq. (9) for a general relationship
between z0 and z0c as follows (Wesely and Hicks, 1977):
ln

z0
	
z0c

 ¼ k B1 ðSc=PrÞ2=3z2 ðSc=PrÞ2=3: (19)
The approximation of k B1 z 2 becomes rather inaccurate for
surfaces such as sparse vegetation and water, where the aero-
dynamic characteristics of the surface are far from those of dense
vegetation (Wesely and Hicks, 1977; Tuovinen et al., 1998; Fairall
et al., 2000); however, the error introduced by this approxima-
tion in the calculated vd is small, because rb is often much smaller
than the sum of ra and rc (Ganzeveld and Lelieveld, 1995).
The ﬂux Fc at the canopy top (or at the earth's surface) can be
formulated as the product of the concentration c0 in air at the
canopy top and the inverse of the canopy resistance rc:Fc ¼ c0rc : (20)
In the framework of the M-O similarity theory, the vertical ﬂux is
assumed to be constant within the SBL; hence, by comparing the
formulations of Fc between Eqs. (15) and (20), one obtains
c0 ¼
rc cref
ra þ rb þ rc
; (21)
which can be used to eliminate c0 from Eq. (15), or from Eq. (20),
leading to the formulation of dry deposition ﬂuxes normally rep-
resented by Eqs. (12) and (13). This simple formulation needs to be
adapted for modeling the situations where the gaseous species of
interest interacts with multiple substrates (e.g., soil, stomata,
cuticle) in different parts of the canopy and/or undergoes bi-
directional exchange, but even then the net vertical ﬂuxes of the
transferred species depend on ra formulated as described here (e.g.,
Nemitz et al., 2001).
It is important to note that the sum of ra and rb used in the
calculation of chemical dry deposition is mathematically inter-
changeable with the bulk transfer coefﬁcients used in the calcula-
tion of surface eddy ﬂuxes in meteorological models. By using Eqs.
(4) and (10e11) from the previous subsection and Eqs. (16) and (17)
from the present subsection, the following relationship can be
derived (Garratt, 1992):
Ccuref ¼ C0cu0ref ¼ ðra þ rbÞ1: (22)2.3. Eddy diffusivity in the SBL and above
Using the M-O ﬂux-gradient relationships (Eqs. (2) and (3)) and
Fick's law of diffusion (u0w0 ¼ u2 ¼ KM vu=vz and
w0c0 ¼ u c ¼ Kc vc=vz), we can derive eddy diffusivity for mo-
mentum (KM) and scalar quantities (Kc), respectively (Garratt,1992):
KM ¼
k z u
FmðzÞ ; (23)
Kc ¼ k z uPrtNFc zð Þ
: (24)
It follows that the turbulent Prandtl number (Prt) with allowance
for changes with z can be represented by
Prt ¼ KMKc ¼
PrtNFc zð Þ
Fm zð Þ : (25)
It is useful to note the mathematical relationships of ra and rb to the
eddy diffusivity Kc from Eq. (24) (Baldocchi, 1988; Garratt, 1992):
ra ¼
Zzref
z0
K1c dz; (26)
rbz
Zz0
z0c
K1c dz: (27)
For simulating the eddy diffusion of momentum and scalars in
the outer boundary layer above the SBL, the M-O similarity theory
can be expanded for the derivation of eddy diffusivity, where Eqs.
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422414(23) and (24) are adapted by the multiplication of a scaling factor to
account for changes in the vertical ﬂuxes with height up to the top
of the ABL (Brost andWyngaard,1978; Nieuwstadt,1984; Troen and
Mahrt, 1986):
KM ¼
k z u
FmðzÞ

1 z
H
p
; (28)
Kc ¼ k z uPrtNFc zð Þ

1 z
H
p
(29)
with H being a diagnosed height for the top of the ABL and p ~ 1e2.
Both the operational and research models of weather prediction
now use more advanced approaches for calculating KM and Kc in
the outer boundary layer without assuming a direct correspon-
dence to the surface ﬂuxes (Cuxart et al., 2006). However, the
simple parametric representation of height-dependent momentum
and heat ﬂuxes, as in Eqs. (28) and (29), is sometimes employed in
the case of the stable ABL to adjust the M-O universal functions
used in the calculation of surface ﬂuxes through the lowest prog-
nostic model layer, when its thickness (several tens of meters) is of
the same order as H (Delage, 1997).
2.4. The M-O universal functions and their approximations for the
stable stratiﬁcation of air
2.4.1. The Richardson number: a metric for determining ﬂow
regimes
For diagnosing the steady-state balance between the growth
and decay of turbulence and its resultant intensity in a ﬂuid, the
gradient Richardson number (Ri) is widely used as a metric for
thermal stability (Garratt, 1992). By ignoring small changes in wind
direction in the SBL, Ri can be given by
Ri ¼ g
qv
vqv=vz
ðvu=vzÞ2
: (30)
Since Eqs. (1)e(3) are assumed to hold in the SBL, Ri can be alsoTable 1
A list of the selected M-O universal functions and their integral forms for momentum, viz.
relationships in the statically stable case (z > 0) within the SBL or the lowest atmospher
Model name and reference Fm, Fc, Jm and
ECMWF IFS, Beljaars and Holtslag (1991) Fm ¼ 1þ azþ b
Fc ¼ 1þ azð1þ
Jm ¼ ½azþ bðz
Jc ¼ ½ð1þ 2az
where a ¼ 1, b ¼
GEM, Delage (1997)a,b Fc ¼ Fm ¼ 1þ a
Jc ¼ Jm ¼ 12

where Ri is the g
C ¼ D/h1/h2, D
CMAQ-MM5, Pleim (2006) Fm, Fc: Not avai
Jm ¼ Jc ¼

1
where b ¼ 1/Ricr
z ¼
8>><
>>:
ln

z
z0

1
ln

z
z0

1
“z-less” scaling, Dyer (1974) Fm ¼ Fc ¼ 1 þ 5
Note,
a For derivingJ from F, an assumption is made in that the quadratic decrease of mom
the eddy ﬂuxes are assumed to vary across the lowest model layer unlike the normal as
b The top height (h) of the ABL is diagnosed according to Zilitinkevich (1972): h ¼ 0:7
forced to ensure the real ﬁnite numbers in some of the terms in the Jm, c formula.formulated as follows (Garratt, 1992):
Ri ¼ PrtN z Fc zð Þ
F2m zð Þ
: (31)
It has been deduced theoretically that the dynamic instability of
travelling waves does not occur in an inviscid ﬂuid until the value of
Ri goes below a critical value (Ricrit) of 0.25, which marks a transi-
tion of ﬂow regime from laminar to turbulent (Miles, 1961; Garratt,
1992). On the other hand, the transition from turbulent to laminar
ﬂow regimes occur only at Ri > 1, known as hysteresis in the ﬂow-
regime transition (Stull, 1988; McTaggart-Cowan and Zadra, 2015).
Field observations in the SBL indicate a termination of fully tur-
bulent ﬂow at Ri z 0.2 and an occurrence of intermittent turbu-
lence at Ri ≳ 0:2 (Webb, 1970; Hicks, 1976; Kondo et al., 1978). It is a
challenge to represent the intermittent turbulence inmodels. In the
strongly stable stratiﬁcation of air, the vertical and horizontal scales
of the turbulent patches of air are often smaller than the grid res-
olution feasible in models (Mahrt et al., 2012; Grachev et al., 2013);
hence, it is likely that the local values of Ri in such small-scale
turbulent patches are in fact below Ricrit (0.2e0.25), even if the
model-resolved values of Ri are notably higher than Ricrit (Mahrt,
1987). As discussed in section 2.4.2, these practical limitations
have been addressed in a semi-empirical manner for representing
strongly stable conditions in the calculation of surface eddy ﬂuxes
within the large-scale models of meteorology and atmospheric
chemistry.
For large-scale model applications, it is also useful to deﬁne the
bulk Richardson number (RiB) (Garratt, 1992):
RiB ¼
gzref

qv; ref  qv0

qvu2ref
(32)
where qv, ref and qv0 are the virtual potential temperatures at the
reference height zref and at the canopy top (or at the earth's sur-
face), respectively, and qv is their mean value. By using Eqs. (1) (4)
and (7), Eq. (32) can be reformulated as follows:Fm(z) andJm(z), and for scalars, viz. Fc(z) andJc(z), for modeling the ﬂux-gradient
ic model layer on top of the earth's surface.
Jc
zð1þ c dzÞexpðdzÞ
2az=3Þ1=2 þ bzð1þ c dzÞexpðdzÞ
 c=dÞexpðdzÞ þ bc=d
=3Þ3=2 þ bðz c=dÞ expðdzÞ þ bc=d 1
0.667, c ¼ 5 and d ¼ 0.35
Ri
A zh ln

1þ Bz2 þ A

 B
2
ﬃﬃ
C
p sin1

B2Cz
D

 1þ lnð2Þ þ B
2
ﬃﬃ
C
p sin1

B
D

radient Richardson number, a ¼ 12, A ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Bzþ Cz2
p
, B ¼ D2/h,
¼ 4a/L and h ¼ (diagnosed ABL height)
lable
bz ð0< z  1Þ
 b z ðz>1Þ
it, Ricrit ¼ 0.25 and z is approximated by using the bulk Richardson number (RiB):
RiB
 RiB=Ricrit
ð0<RiB <Ricut; 0< z  1Þ
RiB
Ricut=Ricrit
ðRiB >Ricut; z>1Þ
with Ricut ¼ ½lnðz=z0Þ þ 1=Ricrit 1.
z, Jm ¼ Jc ¼ e5z
entum and scalar ﬂuxes occurs with height up to the top of the ABL. In other words,
sumption of constant ﬂuxes in the SBL.ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
uL=jf j
p
, where f is the Coriolis parameter. However, h > z and h > L/(4a) must be
Fig. 1. : Changes in the ratios of the bulk transfer coefﬁcients of heat to those in the
neutral stratiﬁcation of air (Cc/CcN) with the bulk Richardson number (RiB). The range
of the Cc/CcN values for each set of the M-O formulation (gray shade: Dyer (1974), red
shade: Beljaars and Holtslag (1991), blue/purple shade: Delage (1997) and green
shade: Pleim (2006)) is calculated by using the ratios between the reference height
and the momentum roughness length varied over 102  zref/z0  105. The Delage
formulation requires the input of a diagnosed ABL height (see footnote b in Table 1),
which is calculated here by assuming uref ¼ 2.5 m s1, zref ¼ 40 m and the Coriolis
parameter at the latitude of 75 . The values of Cc/CcN for the three HadAM2 formulae
(King et al., 2001) are directly given by fc(RiB) in Eqs. (40)e(42), which depend only on
RiB and independent of zref/z0 (black, red, and blue dashed lines).
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¼ zref
L
PrtN
h
ln

zref
.
z0T

Jc

zref
.
L

þ Jcðz0T=LÞ
i
h
ln

zref
.
z0

Jm

zref
.
L

þ Jmðz0=LÞ
i2 :
(33)
Similarly to Eq. (31), this mathematical relationship indicates that
thermal and mechanical stability of the ﬂow as set out in the M-O
similarity theory uniquely deﬁnes the corresponding values of RiB.
In this study, we consistently use RiB as a reference for the ﬂow
regimes when we compare stability-dependent behaviors in the
variables associated with surface eddy ﬂuxes between different
model formulations.
Also, RiB is explicitly used in many (but not all) model applica-
tions for deﬁning analytical functions that represent the stability
corrections in the calculation of surface eddy ﬂuxes (e.g., Louis,
1979; Pleim, 2006) (see section 2.4.2). This approach compro-
mises the exact correspondence of the calculated ﬂuxes to the M-O
similarity theory (e.g., van den Hurk and Holtslag, 1997), but avoids
laborious iteration algorithms in ﬁnding the numerical solution of
unknowns (u*, L, etc.) in the governing equations of the ﬂux-
gradient relationships (e.g., Deardorff, 1972; Delage, 1997; Pleim,
2006).
2.4.2. Stability correction functions used in this study
Table 1 lists a set of the M-O universal functions (Fm and Fc)
and/or their integral forms (Jm andJc) selected for this study from
three models of atmospheric chemistry and/or weather forecast:
the Integrated Forecasting System developed at the European
Centre for Medium-rangeWeather Forecasts (ECMWF IFS) (Beljaars
and Holtslag, 1991), the Global Environmental Multi-scale model
(GEM) developed at the Canadian Meteorological Centre (CMC)
(Delage, 1997) and the Community Multi-scale Air Quality model
with the ﬁfth-generation Pennsylvania State UniversityeNational
Center for Atmospheric Research Mesoscale Model (CMAQ-MM5)
(Pleim, 2006). The M-O universal functions in these models are
formulated not to terminate the eddy diffusion at Ricritz 0.2, but to
allow for a weak eddy diffusion even at Ri[Ricrit.
ECMWF IFS employs formulae developed by Beljaars and
Holtslag (1991) based on the analysis of ﬁeld observations in the
Netherlands; their formulae account for the assertion that, in the
regime of intermittent turbulence (z > 5e10), the transfer of scalar
quantities is far less efﬁcient than that of momentum (Prt[PrtN,
hence Fc[Fm; see Eq. (25)), unlike in the regime of continuous
turbulence whereFczFm (Hicks, 1976; Kondo et al., 1978; Grachev
et al., 2013). In contrast, the formulae employed in GEM and CMAQ-
MM5 assume Jc ¼ Jm, hence Prt ¼ PrtN, for the entire range of
z > 0. Delage (1997), whose formulae are employed in GEM, for-
mulates the dependence of Fm and Fc on the Richardson number
by adjusting the Louis (1979) formulae, whereas approximating the
quantitative behaviors of Fm and Fc in the limit of a very strong
stratiﬁcation of air similar to that of Fc formulated by Beljaars and
Holtslag (1991). An assumption is then made that the shallowness
of the ABL thickness leads to notable changes in the eddy ﬂuxes
even within several tens of meters from the surface, namely, over
the thickness of the lowest model layer. A quadratic decrease with
height is thus assumed for both the momentum and scalar ﬂuxes
such that they drop to zero at the top height of the ABL diagnosed
empirically (e.g., Zilitinkevich, 1972; Aliabadi et al., 2016). This is
equivalent to assuming p ¼ 1 in Eqs. (28) and (29). CMAQ-MM5
employs the Pleim (2006) formulae, which behave similarly to
the Dyer (1974) formulation (see below) between 0 < z  1 but
relax the slope of changes with z in Jm and Jc above z ¼ 1.TheJm, c formulae employed in ECMWF IFS and GEM call for an
iterative approach to ﬁnd numerical solutions of u*, L, Jm and Jc
from the input values of wind speed and virtual potential tem-
peratures at z ¼ 0 and z ¼ zref. There is a realm of algorithms that
avoid this iterative process by approximating z with formulae
explicitly dependent on RiB (Byun, 1990; Byun et al., 1999;
Launiainen, 1995; Uno et al., 1995; van den Hurk and Holtslag,
1997; Pleim, 2006). Pleim's approach belongs to this category.
PrtN ¼ 0.95 is assumed in the Pleim (2006) model.
Table 1 also lists the functional form of Fm, c given by Dyer
(1974), which is known to be valid at 0 < z  1 where the contin-
uous occurrence of turbulence is expected (Webb, 1970). By
extrapolating beyond this range, Eq. (31) yields Ri/ 0.2 in the limit
of z / ∞; this implies the absence of eddy diffusion at Ri > 0.2.
Also, the use of the Dyer functions in Eqs. (23) and (24) leads to
eddy diffusivities independent from z in the limit of z / ∞
(Wyngaard and Cote, 1972; Garratt, 1992; Grachev et al., 2013),
namely:
KM/0:2 k L u; (34)
Kc/0:2 k L u=PrtN: (35)
Therefore, Dyer's formulation is known as a “z-less” scaling
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422416formulation. Fig. 1 demonstrates the difference between the four
sets of the M-O universal functions mentioned above (ECMWF IFS,
GEM, CMAQ-MM5 and “z-less” scaling in red, blue/purple, green
and gray shades, respectively) by examining the decrease in the
bulk transfer coefﬁcients (Cc) of a scalar quantity (sensible heat) as
calculated by Eq. (10) from those in the neutral stratiﬁcation of air
(CcN, see Eq. (39)) with increasing RiB.
Also shown in Fig. 1 is the behavior of the same quantity (the
ratio between Cc and CcN) as calculated by yet another realm of
surface ﬂux algorithms used in meteorological models which are
further simpler and more directly dependent on RiB (Louis, 1979;
Louis et al., 1982; King et al., 2001; Bechtold et al., 2008) than the
type of algorithms employed by Pleim (2006). In this family of
surface ﬂux formulations, the drag coefﬁcient (CD) for momentum
and the transfer coefﬁcient (Cc) for scalars are formulated in the
following general forms:
CD ¼ CDN fmðRiBÞ; (36)
Cc ¼ CcN fcðRiBÞ (37)
where
CDN ¼ k2

ln

zref
z0
2
; (38)Fig. 2. Area-weighted cumulative relative frequency distributions of the bulk Richardson n
Canadian Meteorological Centre (CMC) for the months of January (light-blue lines), April (gr
gridded data of surface temperatures for each of the four surface types (land, glaciers, o
prognostic layer of the atmosphere (i.e., h ¼ 0.995 in the s-pressure hybrid vertical coordin
glaciers surfaces in the northern hemisphere, (b) openwater surfaces in the northern hemisp
in the southern hemisphere, (e) the same as (b) but in the southern hemisphere and (f) th
denotes RiB ¼ 0.2.CcN ¼ k2
"
PrtN$ln

zref
z0

$ln
 
zref
z0c
!#1
(39)
are the momentum drag and scalar transfer coefﬁcients for the
neutral stratiﬁcation of air. The scaling factors fm(RiB) and fc(RiB)
represent corrections to CD and Cc due to departure from neutral
static stability as a function of RiB. Note here that fm and fc have
been formulatedwith additional dependence on zref/z0 for statically
unstable conditions (Louis, 1979; Louis et al., 1982), which are not
addressed in this study. In Fig. 1, we show how fc(RiB) (¼ Cc/CcN) is
prescribed to change with RiB for three variant expressions that
have been tested in the atmosphere-only version of the Uniﬁed
Climate Model developed at the Hadley Centre of the UKMet Ofﬁce
(HadAM2) (King et al., 2001), namely, the “long-tail” function
fcðRiBÞ ¼ ð1þ 10 RiBÞ1; (40)
the Louis (1979) function:
fcðRiBÞ ¼ ð1þ 5 RiBÞ2; (41)
and the SHARP function:
fcðRiBÞ ¼
 ð1 RiB=aÞ2 for RiB < a=2
b ða=RiBÞ2 for RiB 	 a=2
(42)
with a ¼ 0.25 and b ¼ 0.0625. In HadAM2, the Louis and SHARPumber (RiB) among the cases of RiB > 0 in the 6-hourly global objective analyses at the
een lines), July (red lines) and October (blue lines) in the year 2010, calculated from the
pen water and ice-covered water) and wind speeds and temperatures in the lowest
ate, globally averaged,z40 m above the surface, see Charron et al., 2012): (a) land and
here, (c) ice-covered water surfaces in the northern hemisphere, (d) the same as (a) but
e same as (c) but in the southern hemisphere. The vertical dashed line in each graph
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422 417functions have been found to be more successful than the long-tail
function in the simulation of surface heat ﬂuxes in stable ABL (King
et al., 2001; Bechtold et al., 2008).
As is evident in Fig. 1, all the stability-correction functions being
used in weather forecast and climate models are designed to pro-
duce weak eddy ﬂuxes well beyond RiBz 0.2, which is the critical
value for the existence of turbulent eddies as set out by the “z-less”
scaling. In the range of strong stability, i.e., RiB ≳ 0.2, the values of
Cc/CcN calculated with the formulations by Beljaars and Holtslag
(1991) and by Delage (1997) both remain generally within a fac-
tor of three from the values of fc(RiB) calculated with the HadAM2
Louis function, except that the Beljaars and Holtslag formulation
falls off to approach the HadAM2 SHARP function at RiB ≳ 5. The
Pleim (2006) formulation behaves similarly to the HadAM2 long-
tail function at RiB ≳ 0.2.
In section 3.2, we discuss the impacts of using different M-O
universal functions listed in Table 1 on the calculation of aero-
dynamic resistance and dry deposition velocities. As mentioned
below, there is another source of potential problems in the calcu-
lation of micro-meteorological parameters in the modeling of dry
deposition which is often inconsistent between host meteorolog-
ical models/data and atmospheric chemistry models. For demon-
strating the impact of this inconsistency, the HadAM2 Louis
function introduced above in Eq. (41) is also used for some of the
calculations in section 3.2.2.4.3. Formulation inconsistencies introduced in atmospheric
chemistry modeling
If the coefﬁcients of momentum drag (CD) and scalar transfer
(Cc) are formulated in a simple manner, i.e., independent of u* and L
as in Eqs. (36)e(39), the values of u* and L can be derived by using
the following analytical relationships that do not require iteration
to ﬁnd their numerical solution:
u ¼ uref
ﬃﬃﬃﬃﬃﬃ
CD
p
; (43)
L ¼ zref C
3=2
D
k Cc RiB
: (44)
These relationships are often useful for transferring information on
the SBLmicro-meteorological parameters from host meteorological
models (or from objective analyses data) to atmospheric chemistry
models (e.g., Walcek et al., 1986).
It should be noted, however, that an inconsistency can exist
between the computations of stability corrections for the deriva-
tion of micro-meteorological parameters (u* and L) and the sub-
sequent calculation of aerodynamic resistance. Quite often, the
micro-meteorological parameters are calculated by a formulation
that prescribes weak eddy diffusion beyond the limit of the “z-less”
scaling, whereas the aerodynamic resistance itself is formulated
based on the “z-less” scaling (Walcek et al., 1986; Padro et al., 1991;
Jacob et al., 1993; Ganzeveld and Lelieveld, 1995; Kerkweg et al.,
2006). For example, Walcek et al. (1986) use the Louis (1979)
formulation for deriving u* and L from the mean state variables
(uref, qv,ref and qv0) via equations equivalent to Eqs. (43) and (44),
followed by the calculation of aerodynamic resistance using Jc
based on Dyer's “z-less” scaling formulation. As noted in section
2.4.2, the Louis formulation allows for the persistence of weak eddy
diffusion at RiB[0:2 where the “z-less” scaling formulation as-
sumes the termination of turbulent eddies (see Fig. 1). Impacts of
this type of inconsistency on the calculation of aerodynamic
resistance and dry deposition velocities are also discussed in sec-
tion 3.2.3. Relevance and impacts of using different formulations of
stability corrections for aerodynamic resistance
3.1. Frequency distributions of the bulk Richardson number in the
CMC global analyses
To demonstrate the relevance of strongly stable conditions
beyond the limit of the “z-less” scaling (RiB > 0.2) to the simulations
of weather and atmospheric chemistry, we calculated RiB by Eq.
(32) in the lowest layer of the atmosphere using CMC's 6-hourly
global objective analyses of meteorological and surface ﬁelds for
selected months (January, April, July and October) in 2010. These
analyses retain the horizontal and vertical grid structure of the
GEM weather forecast model employed in the global deterministic
prediction system, consisting of 800  600 horizontal grid points
spaced uniformly in longitude and latitude (33-km resolution in
latitude) and 80 vertical levels from the earth's surface up to 0.1 hPa
in a s-pressure hybrid coordinate (Charron et al., 2012). In GEM, the
surface ﬂuxes are calculated over four types of surfaces (land, gla-
ciers, open water and ice-covered water) (Belair et al., 2003a, b;
2009) and thus up to four independent values of RiB are obtained
on each grid tile as a result of varying surface temperatures among
the surface types.
Fig. 2 shows area-weighted cumulative relative frequencies for
the value of RiB under statically stable conditions (RiB > 0) in each
selected month and each hemisphere and for different surface
types (albeit the statistics for the land and glaciers surfaces are
aggregated). For each selected month, 51e57% and 26e40% of the
statically stable lowest atmospheric layer over the land and glaciers
surfaces can be beyond the limit of the “z-less” scaling (i.e.,
RiB ¼ 0.2) in the northern and southern hemispheres, respectively.
Proportions of RiB becoming greater than 0.2 are also quite high
over ice-covered water surfaces, namely, 12e30% of the surfaces in
statically stable conditions for each selected month in each hemi-
sphere. On the other hand, RiB exceeds 0.2 over openwater surfaces
much less frequently, viz. generally less than 10% of the surfaces in
statically stable conditions except in the northern hemisphere for
July 2010.
Fig. 3 shows the cumulative relative frequencies of RiB sorted by
the wind speed (uref) at the reference height (~40 m above the
surface), where we use the same global analyses data as those used
for producing Fig. 2 but aggregate the data over the four selected
months (January, April, July and October 2010) and both hemi-
spheres. At uref ( 5 m se1, the lowest atmospheric layer is char-
acterized by RiB > 0.2 onmore than half of the land, glaciers and ice-
covered surfaces under the stable stratiﬁcation of air. On the other
hand, at uref > 8 m s1, the strong stability conditions of RiB > 0.2
rarely occur on any of the four surface types considered in the GEM
model.3.2. Sensitivities of the dry deposition velocities to the choice of
stability correction algorithms
3.2.1. Changes in the aerodynamic resistance with algorithm
selection
We now examine the impacts of using different stability-
correction algorithms for the calculation of aerodynamic resis-
tance (ra) on the rates of air-surface exchange of reactive gases.
Fig. 4(a) and (b) show variations in the calculated values of ra
among Dyer's “z-less” scaling formulation (Dyer, 1974), the Beljaars
and Holtslag (1991) formulation, the Delage (1997) formulation and
the Pleim (2006) formulation (see Table 1). Based upon our ﬁnding
on the proportions for the occurrence of RiB greater than 0.2 in
CMC's global objective analyses (section 3.1), we calculate changes
Fig. 3. The same as Fig. 2 but aggregated over the four selected months (January, April, July and October 2010) and both hemispheres, while being sorted by the wind speed at
h ¼ 0.995 for each bin of 1 m s1 between 0 and 10 m s1 and disregarding cases where the wind speed is beyond 10 m s1.
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422418in ra with RiB from 102 to 101 at the reference-height wind speeds
of 1 and 5 m s1. In accordance with the trends in changes of
various bulk transfer coefﬁcients with RiB (Fig. 1), the calculatedFig. 4. Changes with RiB in the aerodynamic resistance (ra) of scalar transfer at the reference
by Dyer's “z-less” scaling formulation (gray shade) (Dyer, 1974), the Beljaars and Holtslag (1
employed in GEM (blue/purple shade) and the Pleim (2006) formulation employed in CM
formulation (“Delage-Dyer hybrid” in light-blue shading) or HadAM2's Louis formulation b
derive u* and L, which subsequently enter Dyer's “z-less” scaling formulation to obtain ra. As
102  zref/z0  105. Corresponding changes in the calculated dry deposition velocities with RiB
and Abbatt, 2002) (c, d) and for O3 on snow-covered surfaces in polar regions where rc ¼ 10
with RiB are calculated for SO2 using ra obtained at zref/z0 ¼ 102 along with rc ¼ 50 s m
respectively (Erisman et al., 1994b) (g, h).values of ra diverge notably beyond RiB z 0.2 between Dyer's “z-
less” scaling formulation and the rest of the formulations. As
calculated by Dyer's “z-less” scaling formulation, the values of raheight (zref) where the wind speed is assumed at 1 m s1 (a) or 5 m s1 (b), as calculated
991) formulation employed in ECMWF IFS (red shade), the Delage (1997) formulation
AQ-MM5 (green shade). Also shown are the cases where either the Delage (1997)
ased on Eq. (41) (King et al., 2001) (“Louis-Dyer hybrid” in yellow shading) is used to
with Fig. 1, the range of the ra values for each set of the formulation is calculated over
are shown for HOBr on the salty snow surface in polar regions where rc ¼ 1 s m1 (Huff
4 s m1 (Helmig et al., 2007) (e, f). Changes in the calculated dry deposition velocities
1 (solid lines) and 103 s m1 (dashed lines) on “wet” and “dry” heathland surfaces,
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inﬁnity at RiB z 0.2. In contrast, ra continues to grow gradually
beyond RiBz 0.2 as calculated by the other three formulations. The
values of ra calculated by using these three formulations diverge
signiﬁcantly only at RiB ≳ 3, where the discrepancies between the
highest (Beljaars and Holtslag) and lowest (Pleim) values exceed an
order of magnitude.
Fig. 4(a) and (b) also show the values of ra calculated by hybrid
approaches employed in some of the atmospheric chemistry
models, where ra is formulated based on the “z-less” scaling
formulation but uses the input values of u* and L derived from
formulations that allow for weak eddy ﬂuxes beyond the limit of
the “z-less” scaling (section 2.4.3). The curves denoted as “Louis-
Dyer hybrid” represent the results based on HadAM2's Louis
formulation (Eq. (41)) for the derivation of u* and L followed by the
use of Dyer's “z-less” scaling formulation for the calculation of ra in
Eq. (16). This algorithm simpliﬁes the root-ﬁnding process by
avoiding iteration. However, owing to inconsistent application of
stability corrections within the formulations, the calculated values
of ra end up in between those derived purely by the “z-less” scaling
formulation and those calculated by formulations permitting the
occurrence of eddy diffusion at RiB > 0.2. Environment and Climate
Change Canada's operational air quality model, GEM-MACH (Global
Environmental Multi-scaleeModelling Air quality and CHemistry),
employs a “Delage-Dyer hybrid” approach where the Delage (1997)
formulation is used to calculate u* and L and Dyer's “z-less” scaling
formulation is subsequently used to calculate ra under stable con-
ditions (Moran et al., 2012; Robichaud and Menard, 2014; Voldner
et al., 1986). The curves for ra obtained by the “Delage-Dyer hybrid”
approach follow the same trends as those obtained by the “Louis-
Dyer hybrid” approach (Fig. 4(a) and (b)). This conﬁrms that the
algorithms using inconsistent stability corrections between the
calculations of u*, L and rawill likely obtain intermediate values of ra
between those calculated by using one of the consistently formu-
lated algorithms. The formulation of aerodynamic resistance
adopted in the models of air quality and atmospheric chemistry by
Walcek et al. (1986), Padro et al. (1991), Ganzeveld and Lelieveld
(1995) and Kerkweg et al. (2006) falls under the category of the
“Louis-Dyer hybrid” approach. A correction to the inconsistency in
the stability-correction algorithm for the determination of ra is
being sought along with revisions in more fundamental aspects
such as representation of plant physiology in the next-generation
dry deposition scheme for GEM-MACH.3.2.2. Impacts on dry deposition velocities
Next, we demonstrate the impact of changing the stability-
correction algorithms on the computation of dry deposition ve-
locities (Fig. 4(ceh)). Since it is not our purpose to deal with all the
complexity in the canopy resistance parameterizations (e.g.,
Wesely, 1989; Wesely and Hicks, 2000; Zhang et al., 2003), we
select three ideal cases among which the representative values of rc
vary by four orders of magnitude in a simple manner: the exchange
of reactive bromine compounds across salty snow surfaces in the
springtime polar region, dry deposition of O3 on surfaces largely
covered with snow and/or ice during thewinter, and dry deposition
of SO2 at night on land surfaces.
The formulation of aerodynamic resistance described here for
the modeling of dry deposition of scalars is also applicable to
simulating bi-directional exchanges and/or heterogeneous chemi-
cal conversions that occur between the near-surface air and the
underlying surface for gaseous species, such as ammonia (NH3),
elemental mercury (Hg(0)), nitrous acid (HONO), methanol
(CH3OH) and reactive bromine species (HOBr, Br2, etc.) (Nemitz
et al., 2001; Bash et al., 2007; Bash, 2010; Massad et al., 2010;Zhang et al., 2009; Pleim and Ran, 2011; Carpenter et al., 2004;
Huff and Abbatt, 2002; Cao et al., 2014; Toyota et al., 2011, 2014;
Karamchandani et al., 2015). Here, we refer to one simple
example, i.e., modeling of the autocatalytic build-up of reactive
bromine gases (“bromine explosion”) that are released into the
stable ABL from polar snowpacks containing halide anions (Br and
Cl) (Huff and Abbatt, 2002; Cao et al., 2014):
HOBrðgÞ þ Br þ Hþ/Br2ðgÞ þ H2O; (45)
HOBrðgÞ þ Cl þ Hþ/BrClðgÞ þ H2O: (46)
In this chemical scheme, the dry deposition of hypobromous
acid (HOBr) on the snow surface results in the production and
subsequent release of Br2 and/or BrCl back to the ambient surface
air. The vertical ﬂux of HOBr (FHOBr) is assumed to be either iden-
tical to or greater than the sum of the ﬂuxes of Br2 (FBr2) and BrCl
(FBrCl) in magnitude and opposite in sign, namely, FBr2 ¼ eaBr2FHOBr
and FBrCl ¼ eaBrClFHOBr where aBr2 and aBrCl are the fractions of the
deposited HOBr being converted to Br2 and BrCl, respectively, via
reactions (45e46). If HOBr is converted to other products or
retained in the snow without chemical conversion, the total yields
of Br2 and BrCl are less than unity; therefore, 0  aBr2 þ aBrCl  1.
The canopy resistance, rc, for HOBr is formulated based upon its
uptake coefﬁcient (g) on the surface of a frozen solution of sea salt
and the mean thermal speed of the HOBr molecule (vt):
rc ¼ 4
g vt
: (47)
In their application of this formulation, Huff and Abbatt (2002)
selected a couple of their experimental values of g (of the order of
103) for HOBr at 233 K, along with vt ¼ 2.25 103 m s1 estimated
at the same temperature, obtaining rc of the order of 1 s m1. This
implies that the rate of the dry deposition of HOBr on the snow
surface over sea ice is determined largely by aerodynamic resis-
tance, as presumed and/or estimated in models simulating the
“bromine explosion” (Lehrer et al., 2004; Toyota et al., 2011, 2014;
Cao et al., 2014). Hence, using rc ¼ 1 s m1, we calculate the dry
deposition velocities (vd) for HOBr on the salty snow/ice surfaces
corresponding to the values of ra plotted in Fig. 4(a) and (b), see
Fig. 4(c) and (d). Since the values of rb þ rc are much lower than
those of ra in this scenario, variations in vd due to the choice of
stability-correction algorithms essentially mirror those obtained
for ra. We note that the momentum roughness length (z0) for snow
cover on sea ice is in the range of 103e104 m with some
dependence on u* (Andreas, 2011); thus, the realistic value of zref/z0
is on the order of 105 on the sea ice for zref ¼ 40 m, which corre-
sponds to the lower end of each shaded band for the calculated
values of vd in Fig. 4(c) and (d). Now, if we assume that all the
fraction of HOBr deposited from the ambient air to the salty snow
surface is converted to Br2 and then released back to the air
(aBr2¼ 1) and the volumemixing ratio of HOBr at 20 pmol mol1 as
measured in the springtime Arctic boundary layer (Liao et al., 2012),
FBr2z 5  107 cm2 s1 at vd ¼ 0.1 cm s1 in the 1-atm pressure of
air. Models simulating the “bromine explosion” estimate that the
ﬂuxes of total Br-atoms released in the form(s) of Br2 and/or BrCl
from the snowpack are required to be on the order of 108 cm2 s1
or greater for a partial or major depletion of O3 (a ubiquitous
phenomenon in polar spring) to occur in the springtime polar
boundary layer within 1e4 days (Piot and von Glasow, 2009; Toyota
et al., 2011, 2014). Thus, the simulation of the “bromine explosion”
is likely to be sensitive to the choice of the stability-correction al-
gorithm for ra, because it considerably changes the range of RiB
values (i.e., stability regime) where vd for HOBr is calculated to
K. Toyota et al. / Atmospheric Environment 147 (2016) 409e422420become lower than 0.1 cm s1.
Fig. 4(e) and (f) show the sensitivity of vd for O3 on the surfaces
covered with snow and/or sea ice during the winter to the choice of
stability-correction algorithms for ra. For these calculation, we as-
sume rc ¼ 104 s m1, based on the evaluation of simulated ground-
level O3 concentrations in a global three-dimensional chemical
transport model by Helmig et al. (2007). They concluded that the
dry deposition velocities of O3 on the snow and ice cover should be
between 0.00 and 0.01 cm s1 inwinter. Compared to the preceding
scenario for the deposition of HOBr on the salty snow surface,
variations in the values of vd for O3 on snow/ice surfaces are limited
by the large value of rc. Beyond the limit of the “z-less” scaling
(RiB > 0.2), however, the choice of the stability-correction algorithm
makes a notable difference in the values of vd.
According to the CMC global analyses, RiB > 0.2 occurs over land
surfaces in spring, summer and autumn nearly as frequently as in
winter (see Fig. 2). Therefore, dry deposition velocities simulated
on the land surfaces without snow cover in warm seasons at night
are also expected to be quite sensitive to the choice of parameter-
izations for aerodynamic resistance in stable SBL. The formation of
dew on the surface of vegetation and soils, typically associated with
cooling under the stable stratiﬁcation of air at night, often de-
creases the values of rc below those without the dew on the same
surface (Erisman et al., 1994b; Zhang et al., 2003). For example,
Zhang et al. (2002a) estimate the median nighttime values of rc for
O3 over several types of vegetated surfaces to decrease from
735e1831 sm1 under dry conditions to 244e1055 sm1 under the
conditions of dew formulation. The impact of wet surface condi-
tions on rc is even larger for more soluble species; for the dry
deposition of SO2 on heathland surfaces, the nighttime value of rc is
estimated to decrease from 1000 s m1 under dry conditions
(relative humidity less than 60%) to less than 50 s m1 under humid
conditions (relative humidity greater than 80%) (Erisman et al.,
1994b). Also, in their model calculation above a deciduous forest
during the summer in Canada, Padro et al. (1991) ﬁnd that the
canopy wetness reduces the cuticle resistance to a degree that ra
becomes a dominant factor for the determination of vd for SO2 at
night and early in themorning. Fig. 4(g) and (h) show the variations
in vd with RiB for different formulations of stability corrections in
the case of SO2 deposition on dry and wet heathland surfaces. At
RiB( 0.2, the changes in the calculated values of vd are largely due
to switching the value of rc from 1000 s m1 representing the dry
surface condition to 50 s m1 representing the wet surface condi-
tion. At RiB ≳ 0:2, however, the uncertainty associated with the
choice of the stability-correction algorithm is as critical as the
parameterization of rc related to the surface wetness in the deter-
mination of vd, particularly at the lower end of wind speed.4. Concluding remarks
In this study, we have reviewed the uncertainty present in the
formulations of aerodynamic resistance (ra) in stable SBL used in
large-scale models of weather and atmospheric chemistry.We have
shown that different stability-correction algorithms employed in
existing operational and/or research models can estimate the
values of ra and dry deposition velocities in notable disagreement
with each other under strongly stable conditions at RiB > 0.2. Im-
pacts associated with this discrepancy among the algorithms may
not be negligible in the simulation of chemistry in the ABL, as
discussed through a few examples in section 3.2. Given the high
degree of empiricism involved in the construction of stability-
correction formulations under statically stable conditions, it is
important to examine the skills of model parameterizations for
eddy ﬂuxes in the ABL and the impact of their uncertainties onmeteorology and chemistry, especially in online models of weather
and atmospheric chemistry.
One of the major topics of interest in weather forecast and
climate modeling is the uncertainty in the stability corrections for
calculating the surface ﬂuxes of heat and momentum under stable
conditions, because it is often associated with biases in the surface
temperatures simulated at night and can even impact the simula-
tion of atmospheric dynamics such as the development of cyclones
(Holtslag et al., 2013). On the other hand, there has not been much
studied on how much impact the uncertainty translated to the
parameterization of ra will have on the simulation of atmospheric
chemistry. However, air-quality models are seeking improvement
in their skills for simulating the surface air concentrations of
gaseous pollutants and particulate matter during both the daytime
and nighttime (e.g., Makar et al., 2014). It thus seems to be
worthwhile asking whether the changes in the stability-correction
algorithm for ra (and hence vd) can improve (or degrade) the
simulation of the pollutant concentrations at night and whether
the changes in vd at night can impact the simulated deposition of
the pollutants to the ecosystem over a full diurnal cycle.
On a ﬁnal note, the values of ra much in excess of 106 s m1 can
violate a physical realism that the sum of the aerodynamic and
quasi-laminar layer resistances (ra þ rb) must remain below the
limit of molecular diffusion for gaseous compounds in air. For
example, molecular diffusivities (Dg) of O3 and SO2 in air at 0 C and
1 atm are 1.4  105 m2 s1 and 1.1  105 m2 s1, respectively
(Massman, 1998), from which we can deduce that upper limits for
raþ rb (z zref/Dg, cf. Eqs. (26) and (27)) are around 3 106 s m1 for
these compounds at zref¼ 40 m. The violation of this constraint can
be avoided simply by applying an upper limit for ra þ rb at zref/Dg,
because the models of dry deposition calculate Dg for gaseous
compounds of interest as required for deriving rb. However, the
length scale of relevance for Dg at 105 m2 s1 over a day (t1d¼ 8.64
 104 s) is no more than 0.93 m ð¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt1d Dgp Þ. The problem arising
from the violation of the molecular-diffusion limit is therefore
negligible for the calculation of ra at the temporal and spatial scales
of general interest in atmospheric chemistry simulations. On the
other hand, some air-quality models assume the ad-hoc lower
limits of eddy diffusivity for pollutants to be as high as 0.01 m2 s1
and 1 m2 s1 in the outer boundary layer over the non-urban and
urban surfaces, respectively, to improve a practical skill of the
models in simulating the ground-level concentrations of the pol-
lutants at night (Makar et al., 2014). The length scales of relevance
are between 29.4 and 294 m for the diffusivities between 0.01 and
1 m2 s1 at the timescale of a day, which raises a question as to
whether the values of ra in the SBL should be reconciled to the
lower limits of eddy diffusivity in the outer boundary layer
empirically imposed on the simulations of atmospheric chemistry.
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