ABSTRACT Network slicing is a promising technology for wireless networks to provide various services using limited resources of infrastructure networks. In order to decrease capital expenditure and operational expenditure, multi-tenant slicing provides resource sharing mechanisms among multiple infrastructure providers (InPs). However, one of the main challenges for cooperation among InPs is to meet the diverse demands of various services considering the different structural characteristics of each InP. In this paper, we investigate on-demand cooperation among multiple infrastructure networks from a perspective of the complex network. Four typical network topologies are used to imitate different practical infrastructure networks. The proposed cooperation strategy contains two stages, the selection of connectors and the creation of interconnections. We adopt the complex network theory to obtain the topological information of infrastructure networks. With the topological information, connectors are selected with selection fitness, and interconnections between connectors are created using the two-sided matching. Finally, extensive simulations are conducted, and the effects of variables in the two stages are analyzed. The simulation results illustrate that the proposed strategy performs better in terms of meeting the demand.
I. INTRODUCTION
The ever-increasing demand of mobile data traffic is urging future wireless network to increase the network capacity [1] . The growing number of smart devices and the widespread diffusion of new applications require 5G mobile networks to support vertical markets such as automotive, energy, food and agriculture, healthcare, etc [2] . Hence, 5G networks should provide quality of service (QoS) support to a huge variety of services and provide users with seamless high-data-rate services anytime and anywhere [3] . In order to provide various customized services using limited network resources while decreasing capital expenditure and operational expenditure (CAPEX/OPEX), network slicing (NS) has been proposed by wireless industries [4] , [5] . NS is a concept for slicing a common underlying physical infrastructure network into multiple end-to-end (E2E) logical networks which are mutually isolated, managed independently and created on demand [6] .
For achieving NS, software-defined networking (SDN) and network functions virtualization (NFV) have many mature researches with concrete solutions and readily available platforms. Actually, Ordonez-Lucena et al. [7] have presented a deployment example of NS by integrating SDN and NFV. However, the proposed deployment example is not suitable for E2E slices and ignore the difference of slice demands. In order to tackle these challenges, a serviceoriented deployment policy of E2E NS based on complex network (CN) theory has been proposed by us in [8] . The service-oriented deployment policy provides a cost-efficient solution for mobile network operators (MNOs) to meet different demands of various slices. However, there is a need for MNOs to exploit new revenue resources without significantly increasing CAPEX/OPEX. Samdanis et al. [9] provide an overview of 3GPP standard evolution from network sharing to multi-tenant systems. They propose a multi-tenant network architecture to enable mobile virtual network operators (MVNOs) and industry vertical market players to request and lease resources from infrastructure providers (InPs) dynamically. In these above-mentioned researches, different network slices operate on a single infrastructure network.
In order to break the traditional business model of a single infrastructure network ownership, MNOs are motivated to share their infrastructure networks and the available resources [10] . Thanks to network sharing strategies [11] , [12] , the potential energy and financial benefits spur MNOs in multi-operator environments to participate in the infrastructure sharing. However, these strategies always focus on the spotlight of cellular networks considering the peak traffic demands. As a result, joint resources allocation among different InPs occurs on a small number of base stations (BSs) and enable a large number of remaining unused infrastructure. Hence, for a joint venture InP formed by a set of MNOs, resources sharing need to be handled by a centralized network manager. Moreover, BSs are densely deployed for ultra dense networks (UDN) in 5G, which requires a global vision for flexible management among BSs and efficient cooperation among infrastructures. A NS management framework for 5G UDN which provides a global view of resource management has been presented by us in [13] . However, the framework is suitable for the scenario of single infrastructure network. In order to reduce the CAPEX/OPEX in multi-tenant slicing, a cooperation strategy among multiple infrastructure networks is urged. Vincenzi et al. [14] propose a novel scheme defined according to coalitional game theory for cooperation among different MNOs. However, their cooperation strategy focus on optimizing energy efficiency and do not take into account the demand of different slices and the structural information of InPs. As far as we know, few researches have provided an efficient cooperation strategy for InPs to meet the QoS requirements of slices while considering the differences of infrastructure networks.
In this paper, we investigate cooperation among multiple infrastructure networks for multi-tenant slicing and propose an on-demand cooperation strategy from a CN perspective. CN theory is usually used to analyze structural characteristics and predict dynamical behaviors of networked systems [15] . The study of CN theory has provided many measures of topological properties and effective ways to model the real-world networks. Here we use CN theory to obtain the topological information of multiple infrastructure networks. Empirical studies have demonstrated that many real-life communication networks exhibit small-world and scale-free topological properties [16] , [17] . Using CN theory to obtain the structural property and analyze the impact of topology on cooperation is reasonable and reliable. Hence, in this paper, extensive simulations are performed on four typical complex network topologies to analyze the cooperation among different infrastructure networks. By considering the demand of slices and the structural differences among multiple infrastructure networks, the proposed cooperation strategy sets the rules for collaboration among the InPs in multi-tenant systems. Compared to the existing network slicing models, the on-demand cooperation allows InPs to significantly reduce costs independently while satisfying the demands of slices on the joint infrastructure network. This paper makes the following contributions specifically:
(1) We propose a cooperation strategy for multiple infrastructure networks to realize multi-tenant slicing. The process of cooperation consists of two stages, the selection of connectors and the creation of interconnections. Interconnections are defined to depict the cooperation between specific physical facilities.
(2) For analyzing the impact of topologies on cooperation, the structural characteristics of infrastructure networks are analyzed based on CN theory. The topological information is combined in the stage of selecting nodes as connectors. And two-sided matching is used to determine the creation of interconnections, which represents the result of cooperation.
(3) In order to satisfy the demand of slices, an on-demand cooperation strategy is proposed for improving the delay performance. Reducing the delay means that multi-tenant slicing on the joint venture InP has to guarantee low latency for enabling delay-critical services.
(4) Extensive simulations are carried out to evaluate the performance of the cooperation strategy. We use four typical network topologies to imitate different infrastructure networks. The results of the proposed cooperation strategy for these network topologies are analyzed to investigate the influence of different topologies.
The remainder of this paper is organized as follows. In Section II we discuss the related work. The multiple infrastructure networks model and four typical network topologies with generating principles used as simulation topologies are introduced in section III. In Section IV, we propose the on-demand cooperation strategy from a CN perspective. Section V presents the simulation result and analysis. Finally, we conclude the paper in Section VI.
II. RELATED WORK
In this section, we briefly introduce multi-tenant slicing from the perspective of business model, especially the participant players. We also give a short summary of works on CN theory and two-sided matching.
A. MULTI-TENANT SLICING
With the frequently use of virtualization and softwarization on 5G network, resource sharing and the ways to coordinate the usage of resources need to be developed. Crippa et al. [18] use a network-of-functions-based architecture to tackle the issue of resource sharing among different tenants, operators and network slices. Thanks to the development of resource sharing, researches of multi-tenant slicing are attractive currently. Multi-tenant slicing aims to enable several MVNOs to share a physical infrastructure. In multi-tenant systems, the MVNO is known as the tenant and the owner of the physical infrastructure is the InP/MNO [19] . The physical resources such as spectrum, power and infrastructure are shared among InPs/MNOs based on improved transmission technologies (e.g., multiple antenna technologies, coordinated multi-point transmission), interference management techniques and dynamic spectrum management techniques. The business model of multi-tenant system is compared with the traditional business model in Figure 1 .
• InPs are responsible for providing physical resources.
MNOs that interact with other MNOs but not with end users directly can take the role of InPs.
• MVNOs lack network infrastructure and have limited capacity or coverage. They lease physical resources from the existing MNOs/InPs.
• There is an ongoing discussion of the potential markets for multi-tenant slicing. For example, MNOs/InPs provide attractive and customized services (e.g., ultra reliable low latency communications) toward service providers and vertical industries, such as e-health and automatic drive.
B. COMPLEX NETWORK THEORY
In order to understand and predict the behavior of real-world networked systems such as the Internet, social networks, and biological networks, researchers of CN theory developed a variety of techniques and models [20] . Considering that many real-world networked systems can be modeled as sets of interconnected networks or networks with multiple types of connections, multiple complex networks as multilayer networks have attracted growing attention [21] , [22] . In this paper, infrastructure networks are represented by typical network models and the establishment of cooperative relationship is denoted by the creation of interconnections. According to the demand of reducing delay, betweenness centrality of nodes is introduced to obtain the topological information of infrastructure networks. The betweenness centrality quantifies how much a node is found between the path linking other pair of nodes. The betweenness centrality is defined as the fraction of shortest paths between any pair of nodes that travel through the node, which can be denoted by
In this equation, σ st is the total number of shortest paths from node s to node t and σ st (n) is the number of those paths that pass through node n.
C. TWO-SIDED MATCHING
Matching theory, also known as search and matching theory, provides mathematically tractable solutions for problems in economics [23] . It has been used to describe the formation of mutually beneficial relationships, such as labor relations and other human relationships like marriage [24] , [25] . Recently, matching theory has been used to solve the basic wireless resource management problem [26] . The concept called two-sided matching is used to optimally match resources and users given their individual objectives and learned information [27] .
In the game-theoretic analysis of two-sided matching markets, the phrase two-sided refers to two disjoint sets of agents, e.g., firms or workers. The term matching refers to the bilateral nature of exchange in these markets, e.g., the worker works for some firms, then that firm employs the worker. In the process of solving the two-sided matching problem between firms and workers, each firm and each worker starts by building its preference list based on some necessary information of the other set. For example, firms build their preferences over workers based on the skills and experience of workers. After setting up the preferences, proper matching algorithms must be developed to achieve the required system objectives such as maximizing the satisfaction degree between firms and workers. Since two-sided matching can overcome some limitations of game theory and optimization, we use it to describe the formation of interconnections between two different infrastructure networks.
III. MODEL AND SIMULATION TOPOLOGIES A. PROBLEM DESCRIPTION
In multi-tenant systems, infrastructure networks spanning both the radio access network (RAN) and the core network provide physical resources to support various use cases. For 5G NS architecture, there is a management and orchestration (MANO) entity that translates use cases and service models into network slices by chaining network functions, mapping them to infrastructure resources, and configuring and monitoring each slice during its life cycle [28] . Since multiple InPs seeking coverage/capacity extension pool their networks into a joint venture InP, MANO is required to provide optimal cooperation approaches in order to meet the requirements of use cases. The optimal cooperation approaches determine where the sharing interactions should be created. Figure 2 shows the cooperation structure of infrastructure networks for multi-tenant slicing. There are two InPs that VOLUME 6, 2018 FIGURE 2. The cooperation structure of infrastructure networks for multi-tenant slicing.
own different networks respectively including RAN, core network, transport network and part of cloud infrastructures. At first, tenants define the demand of slices and send it to NS manager and orchestrator. According to the demand, NS manager and orchestrator deploy slices which are the chains of virtual network functions (VNFs) in the joint infrastructure network. Considering that the deployment of slices is effected by the topology of infrastructure network, the creation of the interconnections should combine the demand of slices with the topology information. To effectively demonstrate the validation of on-demand cooperation, the demand of delay-critical slices, as the most versatile demand, is utilized in our simulations.
Autonomous vehicle application, as a typical use case which requires extremely low latency, is used as an example scenario. For an autonomous vehicle to operate safely and effectively, the E2E latency perceived by the end user need to be minimized. E2E latency measures the duration between the transmission of a data packet from the source node to the destination node in the joint infrastructure network. Hence, in order to satisfy the delay-critical demand defined by tenants, the cooperation among infrastructure networks should effectively improve the number of the shortest paths in the joint infrastructure network and reduce the length of shortest paths between node pairs. Improving the number of the shortest paths provides more paths for packets to avoid congestion and reducing the length of shortest paths provides a decrease in transmission time.
B. SIMULATION TOPOLOGIES OF MULTIPLE INFRASTRUCTURE NETWORKS
Since infrastructure networks provided by InPs have different topologies, we investigate the cooperation among infrastructure networks which are represented by different network models. Here note that the actual characteristics of infrastructure network topologies are not uniform and monotonous as the use cases for multi-tenant slicing are various. Thus, considering the applicability and generality of our cooperation approach, we choose four typical kinds of network topologies as simulation topologies.
These four typical network models are Barabási-Albert (BA) scale-free network model [29] , Watts-Strogatz (WS) small-world network model [30] , Newman-Watts (NW) small-world network model [31] , Erdös-Rényi (ER) random graph network model [32] , [33] . Figure 3 shows an example of these four typical network models. The BA model, as an evolving network model, aims to reproduce the growth processes taking place in real networks based on two basic ingredients: growth and preferential attachment. The WS model is a method to construct graphs having both the small-world property and a high clustering coefficient. Since the WS algorithm may destroy the network connectivity during the rewiring process, NW algorithm modified the process from rewiring to adding. Hence, NW model has a higher edge density than WS model. The random network refers to the disordered nature of the arrangement of links between different nodes. The ER model can be extended in a variety of ways to make random graphs a better representation of real networks. Their generating principles are introduced as following. The BA modeling algorithm is as follows:
• Growth: Starting from a connected network of small size N 0 , introduce one new node to the existing network each time, and this new node is connected to ne existing nodes in the network simultaneously, where 1 ≤ ne ≤ N 0 .
• (Linear) Preferential Attachment: The above-referred incoming new node is simultaneously connected to each of the ne existing nodes, according to the following probability: for node u of degree
, where N t 78692 VOLUME 6, 2018 denotes the total number of current existing nodes. The process of preferential attachment is terminated until the total number of nodes reaches the target value. A WS small-world network can be generated by the WS algorithm:
• Start from a ring-shaped network with N 0 nodes, in which each node is connected to its 2K neighbors, K nodes on each side, where K > 0 is a small integer.
• For every pair of connected nodes in the ring-shaped network, rewire the edge in such a way that the beginning end of the edge is kept but the other end is disconnected with probability p and then reconnected it to a node randomly chosen from the network. The NW algorithm is as follows:
• Start from a ring-shaped network with N 0 nodes, in which each node is connected to its 2K neighbors, where K > 0 is an integer (usually small).
• For every pair of originally unconnected nodes, with probability p (0 < p 1), add an edge to connect them. An ER random network is generated as follows:
• Initialization: Start with N isolated nodes and N is the total number of nodes.
• Pick up all possible pairs of nodes, once and once only, from the N given nodes, and connect each pair of nodes by an edge with probability p ∈ (0, 1).
C. PARAMETERS
The related parameters and their explanations are shown in the following.
• S i : the adjacency matrix of infrastructure network i, i = 1, 2, 3, 4;
• NI : the number of infrastructure networks, NI ≥ 2;
• S ij : the adjacency matrix of interconnections between infrastructure network i and j, i = j;
• b i n : the betweenness centrality of node n in infrastructure network i;
• ϕ i n : the selection fitness of node n in infrastructure network i;
• N i : the number of nodes in infrastructure network i, i = 1, 2, 3, 4;
• N ij : the number of interconnections between infrastructure network i and j, i = j;
• C i : the set of connectors in infrastructure network i;
• N i c : the number of connectors in infrastructure network i;
• o : the quota of interconnections for a connector;
• e nl : Binary variable. if an interconnection has been created between node n in infrastructure network i and node l in infrastructure network j, e nl = 1; Otherwise, e nl = 0.
IV. ON-DEMAND COOPERATION STRATEGY
To describe the process of on-demand cooperation strategy in detail, we give the description of steps in Algorithm 1. It contains two stages of establishing the interconnection Selecting nodes with higher selection fitness ϕ i n as connectors using Algorithm 2. 4: With the number of interconnections N ij , matching two sets of connectors (C i and C j ) in infrastructure network i and j using two-sided matching. 5: Placing these interconnections between N ij pairs of connectors. 6: Updating the values of elements of S ij . structure, selecting nodes which are qualified for connectors, and creating interconnections between the pairs of connectors. These two stages are realized based on selection fitness and two-sided matching, which can be adapted to different demands by changing variables.
In the method of selecting connectors, we choose to model the selection fitness as a power law function of the betweenness centrality b based on the consideration that relative importance of node in the transmission efficiency is growing rapidly with the increase of betweenness centrality. Hence, the selection fitness ϕ i n for node n in the infrastructure network i is simply defined as
The parameter α is a variable reflecting the extent of tendency for nodes with higher betweenness centrality to be selected as connectors, which has a great influence on the number of connectors. Eq.2 is used to preferentially select connectors for the creation of potential interconnections between the infrastructure network i and the others. A node which is more helpful to satisfy the demand has a higher ϕ i n and receives a higher chance of having an interconnection as a connector.
Algorithm 2 provides a method of choosing a set of nodes to create interconnections, which should be beneficial for meeting the demand of slices. This method is based on the node-based structural characteristics of the infrastructure networks. Corresponding to specific demand of the slices, the method of nodes selection provides suitable selection criteria to select relatively optimal nodes as connectors to have interconnections. Then, the optimal location of creating interconnections need to be determined for each pair of infrastructure networks. Selecting the optimal pair of connectors for each interconnection is achieved with two-sided matching theory which provides a decision method to match connectors.
A joint venture InP is the result of cooperation among NI infrastructure networks. In this paper, multiple infrastructure VOLUME 6, 2018 networks are represented by four network models for analyzing the impact of different topologies on cooperation performance. Hence, NI = 4 in our simulations and the interconnections are created among four networks. It should be noted that Algorithm 1 here we used is suitable for any values of NI , and the analysis of the simulations could be used as an efficient benchmark or reference.
A. THE SELECTION OF CONNECTORS
For these four network models S 1 , S 2 , S 3 , S 4 , S 1 is a BA network, S 2 is a WS network, S 3 is a NW network, S 4 is a ER network. After calculating the selection fitness for each node in each infrastructure network, the selection of connectors is implemented by preferential picking. The algorithm for the implementation of preferential picking is introduced in Algorithm 2. We would like to caution here that the forms of all functions in the our method are an overly simple choice which is helpful to the final results, and different demands of slices might motivate a different forms of Eq.2. For example, ϕ i n might not only depend on betweenness centrality, but also other structural characteristics such as degree and clustering coefficient. Furthermore, Eq.2 would contain two characteristics or even more and not just single characteristic as in current example. For the slices which require high computing resources and low congestion rate (e.g., massive machine-type communications), the selection fitness needs to consider both the capacity and the degree.
Algorithm 2 The Implementation Algorithm Of Preferential Picking

B. THE CREATION OF INTERCONNECTIONS
After selecting the sets of connectors, the next step is to determine which pairs of connectors are suitable to create interconnections. Before creating interconnections between a pair of infrastructure networks, the number of interconnections should be a exact value. The number of interconnections, as a quantity that reflects the degree of cooperation, is influenced by many practical factors such as costs and facility performance. Hence, the number of interconnections between each pair of infrastructure networks is predetermined in our simulations.
Given the number of interconnections, deciding the location of interconnections can be posed as a matching problem between pairs of connectors. The archetypal matching problem involving preferences is first introduced by Gale and Shapley [25] . A matching in our model is essentially creating an interconnection between a pair of connectors. The main goal of matching is to optimally match connector pairs given their individual, often different, objectives and structural information. Depending on the scenario, each connector has a quota that defines the maximum number of connectors with which it can be matched. Each connector from infrastructure network i builds a ranking of the connectors from infrastructure network j using a preference relation.
The concept of a preference represents the individual view of each connector in the other set of connectors, based on their node-based structural characteristics. In its basic form, a preference can simply be defined in terms of structural characteristics which are beneficial to meet the demand. However, a preference is more generic than structural characteristics in that it can incorporate additional qualitative measures extracted from the information available to connectors according to the features of particular actual scenarios. For example, the processing and storage capacity of connectors need to be observed if the demand of slice is low mobility and higher user data rate (e.g., enhanced mobile broadband). The basic solution concept for a matching problem is the so-called two-sided matching [34] . In order to solve two-sided matching problems with preference information, the satisfaction degree m i nl of connector n in infrastructure network i with connector l in infrastructure network j is defined as preference based on the betweenness centrality b j l . In our simulations, the satisfactions functions for each pair of infrastructure networks should be defined based on the demand of slices. Hence, the effect of betweenness centrality on satisfactions is analyzed by means of a linear function. In order to make the relatively importance of connectors from different infrastructure networks comparable, we place them on the same scale using a min-max transform. The satisfaction degree m i nl is defined as
Similarly we define the satisfaction degree w j nl of connector l in infrastructure network j with connector n in infrastructure network i based on the b i n .
In both Eq.3 and Eq.4, γ 1 and γ 2 are variables reflecting the extent of tendency for connectors with higher betweenness centrality to have a higher satisfaction degree. γ 1 denotes the impact extent of normalized betweenness centrality on the satisfaction degree m i nl , and γ 2 has the same meaning to w j nl . With the satisfaction degree m i nl and w j nl , the matrix of preference between infrastructure network i and infrastructure network j can be denoted by
Actually, the functional forms of satisfaction degree m i nl and w j nl are not necessarily the same. Noticed that Eq.3 and Eq.4 give a higher chance to place interconnections between connectors n and l whose values of betweenness centrality are higher and similar, but in general it is possible to use the other forms and variable parameters considering the diversity of actual situations as well, and the normalization function also can be replaced by the unit standards deviation, normalization to mean zero and others.
Considering that the creation of interconnections should improve the transmission efficiency, the aims of this two-sided matching are maximizing the sum of satisfactions and minimizing the differences of satisfactions for connectors. The solution of this two-sided matching problem is establishing a multi-objective optimization model. There are many techniques to deal with multiple objectives [35] - [37] , in which the linear weighting method has been widely used [38] . For solving the model easily, the multi-objective model is normalized and transformed into single objective model due that the objectives are different in their scales.
Therefore, the multi-objective optimization model is built as follows. Aside from the objectives, the first constraint is to guarantee that each connector in the infrastructure network i creates interconnections with o connectors at most. In our simulations, the value of quota o is 2, which means that the number of interconnections belonging to a connector is under 2. Similarly, the second constraint is to guarantee the quota of each connector in the infrastructure network j. The third constraint is to guarantee that the total number of interconnections is equal to the preset value N ij . In the last constraint, e nl = 0 represents that C i n and C j l are not matched, and e nl = 1 represents that they are matched, which means that an interconnection has been created between them.
There are many techniques to deal with multiple objectives, in which the linear weighting method has been widely used. Multiple objectives are combined to single objective by the sum of weighted objectives, and we have
Considering that the three objectives in our model are different in their scales, we normalize (8) and normalizing R xy and T xy ,
Thus, we have the normalized matrices 
and we use the traditional linear programming method to solve this model.
V. SIMULATION RESULTS AND ANALYSIS
Extensive simulations are carried out on a laptop with four 2.4GHz CPU cores and 12GB memories. These four network models and the algorithms are achieved using MATLAB 2015b. In this section, we first introduce the simulation environment settings and then analyze the impact of different structural topologies on results of two stages and the performance of cooperation strategy.
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A. SIMULATION SETUP
In our simulations, four typical network models are used to generate multiple infrastructure networks. Hence, there are six different pairs of network models to be analyzed, BA-WS, BA-NW, BA-ER, WS-NW, WS-ER and NW-ER. The parameter settings in the generation process of topologies are shown in Table 1 . To ensure the comparability in the performance analysis, above parameters are set to make four network topologies have the same scale. For each type of topology, we start the simulation scale from 3 nodes and gradually increase nodes until reaching the same target number of nodes. For the deployment of slices, the structure characteristics of the joint infrastructure network reflect the extent of satisfying demand. Since the demand of our simulations is reducing delay, we assume that transmission time is proportional to the length of path in the infrastructure network. The resource and the capacity of nodes are not taken into account in our simulations because they are related to the real scenario. However, the effect of them can be analyzed by adding a new variable in Eq.2, Eq.3 and Eq.4.
B. EXPERIMENTAL RESULTS AND ANALYSIS
Prior to analyzing the influence of betweenness centrality on the selection of connectors, we use the betweenness centrality distribution of nodes to quantify the differences of these four network models in structural characteristics. Given the betweenness centrality distribution, the probability for a node to be selected as a connector is related to its selection fitness. Based on Eq.2, the probability changes with the selection fitness which are adjusted by the variable parameter α. The theoretical predicted probability for node n in the infrastructure network i to be selected as connector is
In our simulations, the normalized number of selected (15) According to the outputs of two-sided matching S ij , a for each pair of infrastructure networks is calculated to analyze the results of creating interconnections. Figure 4 shows the betweenness centrality distribution of these four networks, BA network (circles), WS network (squares), NW network (diamonds), and ER network (triangles). Each infrastructure network has 300 nodes and the number of interconnections between each pair of infrastructure networks is 20. The nodes are placed in different intervals, (0, 0.5) , (0.5, 1) , · · · , (5, 10) according to the values of their betweenness centrality and the number of nodes in each interval is normalized. As shown in Figure 4 , betweenness centrality of nodes in NW network are mainly distributed in a particular interval, indicating that overwhelming majority of nodes in this network have lower values of betweenness centrality and nodes with higher betweenness centrality only account for tiny proportion. As the distribution of this network is concentrated, the opportunity for all nodes to become a connector is virtually equal. In contrast, the curve corresponding to WS network has a relatively trend, which means that overall distribution of betweenness centrality for nodes in this network is regular. The betweenness centrality distribution of BA network and ER network are between them. Figure 5 shows the number of connectors versus the variable parameter α, where the number of connectors selecting for a model run is 30 and we consider 1000 such model runs. We regard the ratio of actual number of selected nodes to the selection number as the normalized number of connectors for each network. The selection number means the number of times we repeat the step 4-5 in Algorithm 2. On the basis of Algorithm 2, the results of connectors selection are indicated in Figure 5 . From Figure 5 , we see that the normalized number of connectors in NW network is slightly decrease while other networks decrease noticeably with the increase of α. Figure 5 indicates that a minority of nodes with high betweenness centrality in the networks which have relatively gentle betweenness centrality distribution are more likely to be selected as connectors. For the network whose distribution of betweenness centrality is concentrated, such as the NW network, most of nodes have the same capabilities to meet the demand, and connectors selection is hardly affected by α. Referring to Eq.12, we obtain that the larger α is, the nodes with higher betweenness centrality are more likely to be selected. The role of variable parameter α is to increase the probability for the nodes with higher betweenness centrality to be selected by extending the difference of nodes in betweenness centrality.
1) SIMULATION ANALYSIS OF SELECTING CONNECTORS
2) SIMULATION ANALYSIS OF TWO-SIDED MATCHING
For six pairs of infrastructure networks, we investigate the influences of variables γ 1 and γ 2 on interconnection assortativity. The simulation settings are the same as the first stage and α = 3. Since the aim of two-sided matching is targeted at maximizing the sum of satisfaction degree and minimizing the differences of satisfaction degree, it is undoubted that a is higher when the values of γ 1 and γ 2 are almost equal for all six pairs shown in Figure 6 . However, the frequency of higher assortativity a ≥ 0.9 appeared in six pairs is different, which indicates that relative difference σ =
of γ 1 and γ 2 have different effects on six pairs. The differences can be obtained apparently from the area of the light color in six panels of Figure 6 , NW-ER has the highest frequency of higher a, BA-WS, BA-NW and BA-ER have the almost same frequency while WS-NW and WS-ER have lower frequency.
The implication is that, the values of interconnection assortativity of WS-NW and WS-ER are more sensitive to the change of relative difference σ while NW-ER is less sensitive than others. The reason of this behavior originates from the difference of structural characteristics, which reveals the similarity of NW and ER in satisfying demand is higher than others. Hence, the interconnection assortativity of NW-ER mainly depends on the similarity of them rather than the definition of satisfaction degree, which leads that the effect of relative difference σ is not remarkable.
3) THE PERFORMANCE OF THE PROPOSED STRATEGY
In order to analyze the performance of the proposed strategy, we analyze the structural characteristics of the joint infrastructure network which is formed by these four networks using the proposed strategy. Then, to investigate the validity of this on-demand cooperation strategy, we set the random strategy as a comparison strategy.
The random strategy contains two random steps: the random selection of connectors and the random creation of interconnections. The random selection of connectors means that connectors are selected randomly without considering their selection fitness. The random creation of interconnections means that each interconnection is created between a pair of connectors which are selected randomly without using the two-sided matching. The lack of demand guidance influences the deployment of slices on the joint infrastructure network.
Hence, the structural characteristics of the joint infrastructure network are compared between these two strategies. Based on the computation of shortest path length between all node pairs, we estimate the distribution of shortest path length of all node pairs and the number of node pairs with global shortest paths for the joint infrastructure networks. These two measures are regarded as the standards of meeting the demand of reducing the delay of slices.
In Figure 7 , the total nodes number of four networks is N t = 1200. It shows the number of node pairs N p for the joint infrastructure network with the proposed strategy (circles) and the random strategy (triangles) versus the length of shortest paths L p . In Figure 8 , the total nodes number of four networks changes from 200 to 2000. It shows the number of node pairs N g which have the global shortest path length L p = 1 versus the total number of nodes N t . The results are obtained through 50 realizations and the variables of each realization are the same α = 3, γ 1 = γ 2 = 5. Figure 7 displays that the joint infrastructure network with the proposed strategy has the higher number of node pairs with shortest path length in lower value L p = 1, 2 and the lower number of node pairs with shortest path length in higher value L p = 3, 4, 5 with comparison to the random strategy. It means that the number of node pairs with long distance is decreased and the number of node pairs with short distance is increased. Hence, the packets will be transferred quickly in the joint infrastructure formed using the proposed strategy. Figure 8 demonstrates that the joint infrastructure network with the proposed strategy always has more number of global shortest path than the random strategy. Moreover, the gap in the number between these two strategies is enlarging with the increasing of the network scale. By analyzing the results of Figure 7 and Figure 8 , we can draw a conclusion that the proposed strategy performed better in terms of achieving the demand of slices.
VI. CONCLUSION
In multi-tenant slicing, the cooperation among multiple different infrastructure networks is one of the most challenging tasks aimed at satisfying diverse demands of slices. In this paper, we propose an on-demand cooperation strategy based on complex network theory. Considering that the topologies of infrastructure networks are different and this difference affects the cooperation among them, structural characteristics are combined in the proposed strategy. The process of cooperation contains two stages, the selection of connectors and the creation of interconnections, and both of them are conducted according to the demands. Besides, we establish a joint infrastructure network formed by four typical complex network models using the proposed strategy. Extensive simulations was conducted to analyze the results of two stages and validate the performance of the on-demand cooperation strategy. Results analysis of simulations have shown that the proposed strategy performs better in the terms of satisfying the demands and the strategy can be applied to any other demands by adjusting the values of variables. 
