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Abstract
New integrability and L1-convergence classes for the r-times differentiated trigonometric series∑
k∈Z(ik)rckeikx are derived using known results on integrability and L1-convergence of trigono-
metric series. These classes, Theorems 1 and 2, subsume all known integrability and L1-convergence
classes for differentiated series. In particular, the extensions of the Fomin type theorems to r-times
differentiated series, due to S.S. Bhatia and B. Ram (Proc. Amer. Math. Soc. 124 (1996) 1821–1829)
and S.Y. Sheng (Proc. Amer. Math. Soc. 110 (1990) 895–904), are deduced from our Theorem 2 and
its corollary Theorem 4. Another extension of the known results for differentiated series is given in
Theorem 6. This result is proved using Fomin’s theorem on cosine and sine series (Mat. Zametki 23
(1978) 213–222), and as a corollary of Theorem 2. The first proof yields another interesting conclu-
sion, namely that the Fomin type theorems for differentiated series can be deduced as consequences
of the original Fomin’s results.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Given a trigonometric series∑
k∈Z
cke
ikx (1.1)
and its r-times differentiated series∑
k∈Z
(ik)rcke
ikx, (1.2)
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(r)
n (x))
∞
n=0 denote the sequences of the symmetric partial sums of (1.1)
and (1.2), respectively. Let L1 be the Banach space of all 2π -periodic real or complex
valued integrable functions with the norm ‖f ‖L1 = (1/(2π))
∫ |f |, where the integral is
taken over any interval of length 2π . For f ∈ L1 let fˆ denote the sequence of its Fourier
coefficients and let Lˆ1 = {fˆ : f ∈ L1}. Clearly Lˆ1 is a Banach space under the induced
norm. If (1.1) is a Fourier series of a function f ∈ L1 we write fˆ (k) for the coefficients ck
and snf for the partial sums sn. The problem of integrability amounts to finding classes of
general, respectively, even or odd, null sequences (ck)k∈Z for which (1.1) converges a.e. to
a function f ∈ L1 and is the Fourier series of that function, i.e., subsets of Lˆ1 called the
integrability classes. An integrability class E is also an L1-convergence class of (1.1) if for
each (ck) ∈E and f ∈ L1 for which fˆ = (ck),
‖snf − f ‖L1 = o(1) if and only if fˆ (n) log |n| = o(1)
(|n| →∞). (1.3)
An integrability class E(r) of series (1.2) is any integrability class of (1.1) with the prop-
erty that for each (ck) ∈ E(r) and f ∈ L1 for which fˆ = (ck), f is r-times differentiable,
f (r) is the a.e. pointwise sum of (1.2), f (r) ∈ L1 and fˆ (r) = ((ik)rck)k∈Z. Such a class
E(r) is also an L1-convergence class of (1.2) if
‖snf (r) − f (r)‖L1 = o(1) if and only if fˆ (n)|n|r log |n| = o(1)(|n| →∞) (1.4)
holds for each (ck) ∈E(r) and f ∈ L1 for which fˆ = (ck).
For a sequence (ck)k∈Z, of real or complex numbers, let ∆ck = ck − ck+1 and let
∆2ck =∆(∆ck) for all k ∈ Z. We shall refer to the following standard spaces of two-way
sequences: c0—the space of all null sequences; bv—the space of all sequences of bounded
variation, i.e., of all sequences (ck) such that
∑ |∆ck| < ∞; bv2—the space of all se-
quences (ck) such that
∑ |∆ck|2 <∞; bv0 = bv ∩ c0; bv20 = bv2 ∩ c0; and q—the space
of all quasiconvex null sequences, i.e., of all (ck) ∈ c0 such that ∑(|k| + 1)|∆2ck|<∞.
All of these are Banach spaces under the respective standard norms. We shall use the same
symbols, for example, q,bv0 to denote the subspace of even (odd) sequences contained in
q,bv0 etc., or the corresponding sequence spaces of one-way sequences. It will be clear
from the context, which of these are being considered.
By classical results due to Young and Kolmogorov (1913 and 1923), see [2,10] or [22],
the even class q is an integrability and L1 convergence class for even series (1.1), i.e., for
cosine series. If (ck) is odd and (ck) ∈ q , then (ck) ∈ Lˆ1 if and only if
∞∑
k=0
|ck − c−k|
k
<∞. (1.5)
Hence, the class q of general two-way sequences is not an integrability class for complex
trigonometric series (1.1). The even class q was extended by Sidon and Telyakovskiˇi (1939
and 1973) to the integrability class ST [21]. An even sequence (ck) belongs to ST if and
only if (ck) ∈ c0 and there exist a sequence of positive numbers (Ak) such that
Ak ↓ 0 (k→∞),
∞∑
Ak <∞ and |∆ck|Ak, k = 0,1,2, . . . . (1.6)
k=1
N. Tanovic´-Miller / J. Math. Anal. Appl. 284 (2003) 351–372 353The next substantial enlargements of the even integrability and L1-convergence classes
were introduced by Fomin [11] now known as Fomin’s classes Fp , p > 1.
Let p  1. A sequence (ck) belongs to Fp, if and only if (ck) ∈ c0 and
∞∑
j=0
2j/p
′
(∑
k∈dj
|∆ck|p
)1/p
<∞. (1.7)
Here and throughout the paper, d0 = {−1,0,1} and dj = {k ∈ Z: 2j  |k| < 2j+1} for
j = 1,2, . . . and 1/p + 1/p′ = 1. The case p = 1 should be interpreted properly. The
corresponding classes of even, respectively, odd sequences, also denoted byFp, are defined
the same way with d0 replaced by d+0 = {0,1} and dj replaced by d+j = {k ∈ Z: 2j  k <
2j+1} for j = 1,2, . . . , i.e., by the condition
∞∑
j=0
2j/p
′
( ∑
k∈d+j
|∆ck|p
)1/p
<∞. (1.8)
Theorem F [11]. Let p > 1.
(F1) If (ck) ∈Fp even, then
(i) (1.1) converges for all x = 0 (mod 2π) to f (x); and
(ii) f ∈L1, (1.1) is the Fourier series of f and (1.3) holds.
(F2) If (ck) ∈Fp odd, then (i) and
(ii′) f ∈ L1 if and only if (1.5), in which case (1.1) is the Fourier series of f and
(1.3) holds.
These statements do not hold for p = 1 in which case (1.8) reduces to (ck) ∈ bv0 and
this, by the well-known examples [2,10] or [23] does not imply (ck) ∈ Lˆ1. The classes
Fp decrease with p increasing and F∞ coincides with ST ; see [8]. Fomin’s classes were
rediscovered several times and extended to complex trigonometric series [4,5,12,13]. First
such result for general series was proved by Fournier and Self [12] and rediscovered by
Móricz [13]. It was shown that it is also an L1-convergence class [13, Theorem 1] and [18,
Corollary 2 of Theorem 2].
Theorem FSM ([12, Theorem 2, Corollary 3] and [13, Theorem 1]). Let p > 1. If a two-
way sequence (ck) ∈Fp, then statements (i) and (ii′) of Theorem F hold.
Clearly F ′p := {(ck) ∈ Fp: (1.5) holds} = Fp ∩ Lˆ1 is the maximal integrability class
for complex trigonometric series generated by the even class Fp . Móricz also proved two
other theorems for the complex series (1.1), complementary to Fomin’s result.
Theorem M [13, Theorems 2 and 3]. If a general two-way sequence (ck) ∈ c0 is weakly
even, i.e.,
∞∑∣∣∆(ck − c−k)∣∣ logk <∞ (1.9)
k=1
354 N. Tanovic´-Miller / J. Math. Anal. Appl. 284 (2003) 351–372and for some p > 1 condition (1.8) or the condition
∞∑
j=0
2j/p
′
( ∑
k∈d+j
∣∣∆(ck + c−k)∣∣p
)1/p
<∞ (1.10)
holds, then statements (i) and (ii) of Theorem F hold.
These Fomin type classes of general two-way sequences determined by Theorem M will
be denoted by F+p := {(ck) ∈ c0: (1.9) and (1.8) hold} and F+,−p := {(ck) ∈ c0: (1.9) and
(1.10) hold}. Móricz showed in [13] that for general series (1.1), the Fomin’s classes F ′p
and the Fomin type classes F+p and F+,−p are mutually incomparable.
Several other enlargements of the Sidon–Telyakovskii’s class ST were introduced in
[14,15], by weakening assumption (1.6). It was shown in [20, Theorems 1 and 2] that for
even sequences they coincide with Fomin’s classes and for general two-way sequences
with the classes F+p . Furthermore, it was shown in [20, Theorem 3] that Theorem M can
be deduced from Theorem F, part (F1).
In the classical integrability theorems of Young and Kolmogorov as well as in the more
general integrability classes for undifferentiated series there are well-known examples with
coefficients that tend to 0 arbitrary slowly.
The first extensions of some of these integrability and L1-convergence results from
series (1.1) to the r-times differentiated series (1.2) were obtained in [3,14]. In particular,
Theorem M was extended to r-times differentiated series (1.2) in [3, Theorems 1 and 2].
These results were proved using the properties of the r-times differentiated Dirichlet kernel
and the methods employed in [13,15] for series (1.1). The purpose of this paper is to show
that these, as well as much larger new integrability and L1-convergence classes for series
(1.2) can be obtained directly from the known results on integrability and L1-convergence
of series (1.1). For these reasons, in the next section, we briefly discuss the largest known
integrability and L1-convergence classes for series (1.1). The main new results for series
(1.2) are presented in Section 3 and the new proofs of the known results in Section 4. It
is shown not only that the extensions of Theorem M to series (1.2) [3, Theorems 1 and 2]
are corollaries of the theorems proved in Section 3 here, but that they can be also deduced
from Theorem F, i.e., from the original Fomin’s results for even and odd series (1.1).
2. Integrability and L1-convergence classes for series (1.1)
Proper enlargements of Fomin’s classes, for even and general complex series were ob-
tained in a series of papers by Tanovic´-Miller, Buntinas, Fournier, and others, such as F∗p
[17]; hvp and their extensions [6,8,18]; dv2 and cv2 [1,7,9]. Among them the largest are the
classes dv2 and cv2. Their relationships with the other classes are examined in [1,7,19,20].
A sequence (ck) ∈ dv2 if and only if (ck) ∈ c0 and
∞∑( −2∑
ν=−∞
∞∑( (ν+1)2j−1∑
j
|∆ck|
)2)1/2
<∞. (2.1)
j=0 ν=1 k=ν2
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∞∑
j=0
max
0µ<2j
( −2∑
ν=−∞
∞∑
ν=1
|cν2j+µ − c(ν+1)2j |2
)1/2
<∞. (2.2)
The even classes dv2 and cv2 are defined the same way, writing the single sum
∑∞
ν=1
instead of
∑−2
ν=−∞
∑∞
ν=1 in (2.1) and (2.2).
Theorem A [9, Theorem 2]. Suppose (ck) ∈ cv2. Then, (1.1) converges a.e. to a function
f and f ∈ L1 if and only if
∞∑
j=0
|c2j − c−2j |<∞, (2.3)
in which case (1.1) is the Fourier series of f and (1.3) holds.
Theorem B ([9, Theorem 3] and [1, Theorem 1]). Suppose (ck) ∈ dv2. Then, (1.1) con-
verges to a function f for all x = 0 (mod 2π) and f ∈L1 if and only if (1.5) in which case
(1.1) is the Fourier series of f and (1.3) holds.
Lemma 1 [18, pp. 301–302]. If (ck) ∈ bv then (1.5) is equivalent to
∞∑
j=0
|c2j − c−2j |<∞. (2.4)
The mentioned integrability classes of even sequences satisfy the following chain of
proper inclusions [19]:
q ⊂ ST =F∞ ⊂Fp ⊂ F∗p ⊂ hvp ⊂ dv2 ⊂ Lˆ1 ∩ bv0. (2.5)
Remark 1. Theorems A and B apply to all the classes of general two-way sequences listed
in (2.5). All are Banach spaces except for hvp , p > 1, which were expanded to Banach
spaces in [8]. The even classes cv2 and dv2 were introduced in [7] and Theorems A and B
for these classes were proved in [7, Theorems 2 and 4]. The maximal integrability classes
for complex series generated by these even classes are derived in [9]. The integrability
statement of Theorem B and hence, the maximal integrability class generated by even dv2,
i.e., {(ck) ∈ dv2: (1.5) holds}, were independently obtained in [1]. The corresponding the-
orems for the classes hvp , p > 1, were proved in [18], and for the Fomin’s classes Fp,
p > 1, in [13] and in [12]. For the even classes hvp , p > 1, and F∗p, p > 1, these results
were proved in [6] and [17], respectively. For each of these classes, the proof of the point-
wise convergence of (1.1) uses, implicitly or explicitly, the following lemma.
Lemma 2 [18, Lemma 1]. If (ck) ∈ c0, then (1.1) converges to a function f at x = 0
(mod 2π) if and only if the series
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k∈Z
∆cke
ikx (2.6)
converges to a function F at x = 0 (mod 2π), where F is related to f by the equation
f (x)= F(x)
1− e−ix =
1
1− e−ix
∑
k∈Z
∆cke
ikx, x = 0 (mod 2π). (2.7)
Remark 2. Since dv2 ⊂ bv0 and dv2 ⊂ cv2 properly [7, Theorem 2], Theorem B with
the claim ‘converges to f for all x = 0 (mod 2π)’ replaced by ‘converges to f a.e.,’ is
a corollary of Theorem A and Lemma 1. Namely, in view of Lemma 2, the convergence
statement of Theorem A is proved by appealing to Carleson’s theorem because cv2 ⊂ bv20
(to see this take j = 0 and µ= 0 in (2.2)) and cv2 ⊂ bv0, in which case (2.6) is a Fourier
series of an L2 function. Carleson’s result is not needed in the proof of Theorem B since
dv2 ⊂ bv0 in which case (2.6) converges absolutely (and therefore uniformly) and hence,
(1.1) converges for all x = 0 (mod 2π). In this sense Theorem B is important.
We shall use established theorems on integrability classes for trigonometric series in
order to prove integrability theorems for differentiated series. This approach yields the
known theorems in a more natural way than the methods used before to achieve similar
theorems. The previous theorems in the literature are corollaries of those in our paper.
In addition, the earlier theorems apply to significantly fewer series than the integrability
theorems of the present paper.
3. The integrability and L1-convergence classes for series (1.2)
In this section we derive the integrability and L1-convergence classes for the r-times
differentiated series (1.2) that subsume all such previously obtained classes, using known
results on series (1.1) given in Section 2. All considered sequence spaces are spaces of
two-way sequences, unless stated otherwise. Theorems 1 and 2 are the main results of this
paper. Theorem 4 is an important corollary of Theorem 2, derived using Theorem 3. It is
applied in Section 4 to obtain new proofs of some known results.
Theorem 1. Let r = 0,1,2, . . . . If (krck) ∈ cv2 then
(i) (1.2) converges a.e. to a function g;
(ii) g ∈L1 if and only if
∞∑
j=0
2jr
∣∣c2j − (−1)rc−2j ∣∣<∞, (3.1)
in which case (1.2) is the Fourier series of g and (1.3) holds for g;
(iii) If (3.1) holds, i.e., g ∈ L1, then (1.1) converges to f ∈ L1 for all x = 0 (mod 2π),
(1.1) is the Fourier series of f , f is r-times differentiable function a.e., f (r) = g a.e.
and (1.4) holds.
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(i) (1.2) converges to a function g for all x = 0 (mod 2π);
(ii) g ∈L1 if and only if
∞∑
k=1
kr−1
∣∣ck − (−1)rc−k∣∣<∞, (3.2)
in which case (1.2) is the Fourier series of g and (1.3) holds for g;
(iii) If (3.2) holds, i.e., g ∈ L1, then (1.1) converges to f ∈ L1 for all x = 0 (mod 2π),
(1.1) is the Fourier series of f , f is r-times differentiable function a.e., f (r) = g a.e.
and (1.4) holds.
Remark 3. The statements of Theorems 1 and 2 for r = 0 reduce to Theorems A and B,
which are used to prove the statements for r = 1,2, . . . .
Lemma 3. Let r = 1,2, . . . . If (1.2) is the Fourier series of g ∈ L1 and (krck) ∈ bv20, then
(1.1) converges to f (x) for all x = 0 (mod 2π), f ∈ L1, (1.1) is the Fourier series of f
and (1.3) holds, f is r-times differentiable a.e. and g(x) = f (r)(x) a.e. The assumption
(krck) ∈ bv20 can be weakened to (krck) ∈ c0 and
∑
dj
|krck|2 =O(1) as j →∞.
Proof. By assumption (1.2) is the Fourier series of g ∈ L1 and hence, gˆ(k)= (ik)rck for
all k ∈ Z. Let the function h1 be given by h1(x)=
∫ x
0 g(t) dt . Observing that gˆ(0)= 0 it is
easily seen that h1 is a 2π -periodic absolutely continuous function, such that h′1(x)= g(x)
a.e. Furthermore, integration by parts yields hˆ1(k) = (ik)r−1ck for k ∈ Z and k = 0
[2, Chapter 1, Section 23]. Noticing that hˆ1(0) may not be zero, let h2 be given by
h2(x)=
∫ x
0 h1(t) dt− hˆ1(0) x . Clearly then h2(x+2π)= h2(x) so that h2 is a 2π -periodic
absolutely continuous function, such that h′2(x)= h1(x) a.e. and hence h′′2(x)= g(x) a.e.
Furthermore, integration by parts yields hˆ2(k)= (ik)r−2ck for k ∈ Z and k = 0.
For each m = 3,4, . . . , r , let hm(x) =
∫ x
0 hm−1(t) dt − hˆm−1(0)x . Then hm is a 2π -
periodic absolutely continuous function, such that hˆm(k)= (ik)r−mck for k ∈ Z, k = 0, hm
is m-times differentiable and h(m)m (x)= g(x) a.e. Defining h(x)= hr(x)+ c0 − hˆr (0), it
is easily seen that h is r-times differentiable 2π -periodic function, such that hˆ(k)= ck for
all k ∈ Z and h(r)(x)= g(x) a.e.
It remains to show that
Claim. (1.1) converges to f (x) for all x = 0 (mod 2π), f ∈ L1, (1.1) is the Fourier series
of f , (1.3) holds and f = h a.e.
Claim follows from the observation that the assumption (krck) ∈ bv20, actually the
weaker assumptions that (krck) ∈ c0 and ∑dj |∆krck|2 = O(1) as j → ∞ yields
(ck) ∈F2. Namely, from these assumptions and the equation
∆ck = 1r (∆krck)+
(
∆
1
r
)
(k + 1)rck+1 (3.3)k k
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∞∑
j=0
2j/2
(∑
k∈dj
|∆ck|2
)1/2

∞∑
j=0
2j/2
(∑
k∈dj
1
|k|2r |∆k
rck|2
)1/2
+O(1)
∞∑
j=0
2j/2
(∑
k∈dj
1
|k|2r+2 |k + 1|
2r |ck+1|2
)1/2

∞∑
j=0
1
2j (r−1/2)
(∑
k∈dj
|∆krck|2
)1/2
+
∞∑
j=0
O(1)
2j
2j (r+1)
O(1)
{ ∞∑
j=0
1
2j/2
+
∞∑
j=0
1
2j
}
<∞.
Thus (1.7) is satisfied for the sequence (ck) and p = 2 so that (ck) ∈F2. Consequently,
by Theorem FSM (or by Theorem B since F2 ⊂ dv2), series (1.1) converges for all x = 0
(mod 2π) to a function f and f ∈ L1 if and only if (ck) satisfies (1.5) which is clearly
true since krck = o(1) as |k| →∞. Furthermore, (1.1) is the Fourier series of f and (1.3)
holds.
From the first part of the proof it follows that fˆ = hˆ and consequently f (x)= h(x) a.e.,
which completes the proof of the claim and therefore of Lemma 3. ✷
Proof of Theorem 1. Case r = 0 is Theorem A. So suppose that r = 1,2, . . . . By the
definition of cv2 clearly (krck) ∈ cv2 if and only if ((ik)rck) ∈ cv2. Hence, by Theorem A,
(krck) ∈ cv2 implies that (1.2) converges a.e. to some function g and that g ∈ L1 if and
only if (3.1), in which case (1.2) is the Fourier series of g, i.e., gˆ(k) = (ik)rck , and (1.3)
holds for g. Thus statements (i) and (ii) are true.
The first part of statement (iii) follows immediately from (ii) and Lemma 3, observing
that (krck) ∈ cv2 implies (krck) ∈ bv20. Hence, by Lemma 3, (1.1) converges to f (x) for
all x = 0 (mod 2π), f ∈L1 and (1.1) is the Fourier series of f , f is r-times differentiable
a.e. and g(x)= f (r)(x) a.e. Moreover, as observed above, (1.3) holds for g and therefore
‖snf (r) − f (r)‖L1 = o(1) if and only if fˆ (r)(n) log |n| = o(1)
(|n| →∞)
which is equivalent to (1.4). ✷
Proof of Theorem 2. Theorem 2 is proved precisely the same way as Theorem 1 using
Lemma 3 and Theorem B. ✷
Remark 4. Clearly Theorem 2, with the statement (i) ‘converges to g for all x = 0
(mod 2π)’ replaced by ‘converges to g a.e.,’ follows also as a corollary of Theorem 1,
noticing that (krck) ∈ dv2 implies (krck) ∈ bv so that by Lemma 1, (3.2) is equivalent
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sense that the proof of (i) does not rely on Carlson’s theorem (Remark 2).
The following corollary is an immediate consequence of Theorem 2 and (2.5).
Corollary 1. If (krck) ∈ E for any class of general two-way sequences E = q,ST ,Fp,
F∗p,hvp , p > 1, then statements (i)–(iii) of Theorem 2 hold.
Remark 5. From Theorems 1 and 2, and Corollary 1 it follows that for each class of
general two-way sequences E = q,ST ,Fp,F∗p,hvp,dv2, cv2, p > 1, the class E(r) =
{(ck): (krck) ∈ E and (3.1)} is an integrability and L1 convergence class for series (1.2).
Moreover E(r) is the maximal integrability class for (1.2) generated by the even class E.
In order to show that the main results on the r-times differentiated series, for r =
1,2, . . . , proved in [3,14], are corollaries of Theorem 2, we shall consider a proper subclass
of {(ck): (krck) ∈ dv2} determined by the following result.
Theorem 3. Let r = 1,2, . . . . If (ck) ∈ c0 and
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r |∆ck|
)2)1/2
<∞, (3.4)
i.e., (kr∆ck) satisfies (2.1), then (krck) ∈ dv2. The converse statement is not true.
The conditions in Theorems 3–5 are formulated in the style of earlier results on dif-
ferentiated series while placing restrictions on the size of kr∆ck. These conditions do not
allow arbitrary slow decay of krck as |k| →∞. In fact, in the second proof of Theorem 5
it is shown that
∑∞
j=0 2jr |c2j | is finite (see (4.22)).
Remark 6. Condition (3.4) is clearly equivalent to
∞∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
(
|ν|r
(ν+1)2j−1∑
k=ν2j
|∆ck|
)2)1/2
<∞. (3.5)
Proof of Theorem 3. Suppose that (ck) ∈ c0 and that (3.4) holds. Taking ν = 1 and ν =−2
terms in (3.4), we have
∞∑
j=0
2j+1−1∑
k=2j
kr |∆ck|<∞ and
∞∑
j=0
−2j−1∑
k=−2j+1
|k|r |∆ck|<∞,
from which it clearly follows that
∑
k∈Z |k|r |∆ck|<∞. Hence,
∑∞
|k|=n |k|r |∆ck| = o(1)
as n→∞ and therefore nr∑∞|k|=n |∆ck| = o(1) as n→∞. Since (ck) ∈ c0, this implies
that |n|r |cn| = o(1) as |n| →∞.
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∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
∣∣∆(krck)∣∣
)2)1/2
<∞. (3.6)
Now clearly
∆(krck)= kr∆ck + (∆kr)ck+1. (3.7)
Observing that |∆kr | =O(1) |k|r−1, by Minkowskii’s inequality and (3.7) we have
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
∣∣∆(krck)∣∣
)2)1/2

∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r |∆ck|
)2)1/2
+O(1)
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r−1|ck+1|
)2)1/2
=Σ1 +O(1)Σ2. (3.8)
For the second sum on the right side of (3.8), by Minkowskii’s inequality again, we have
Σ2 =
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r−1|ck+1|
)2)1/2

∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r−1|ck+1 − cν2j |
)2)1/2
+
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
|ν + 1|2(r−1)22jr |cν2j |2
)1/2

∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
|ν + 1|2(r−1)22jr
(
(ν+1)2j−1∑
k=ν2j
|∆ck|
)2)1/2
+
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
|ν + 1|2(r−1)22jr |cν2j |2
)1/2
< 2r−1
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r |∆ck|
)2)1/2
+ 2r−1
∞∑
2jr
( −2∑
ν=−∞
∞∑
|ν|2(r−1)|cν2j |2
)1/2
.j=0 ν=1
N. Tanovic´-Miller / J. Math. Anal. Appl. 284 (2003) 351–372 361Since Σ1 and the first sum in the last inequality are finite by (3.4), from (3.8) it follows
that (3.6) will be satisfied provided that
∞∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2j |2
)1/2
<∞. (3.9)
To verify (3.9), we first observe that by partial summation and Minkowskii’s inequality,
J∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2j |2
)1/2
=
J−1∑
j=0
(
j∑
n=0
2nr
)
∆
( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2j |2
)1/2
+
(
J∑
n=0
2nr
)( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2J |2
)1/2
 2r
{
J−1∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2j − cν2j+1 |2
)1/2
+ 2J r
( −2∑
ν=−∞
∞∑
ν=1
1
|ν|2
(|ν|r |cν2J |)2
)1/2}
. (3.10)
By what was already established (krck) ∈ c0. Hence, |ν2J |r |cν2J | = o(1) as J →∞ and
therefore
2J r
( −2∑
ν=−∞
∞∑
ν=1
1
|ν|2
(|ν|r |cν2J |)2
)1/2
= o(1) as J →∞. (3.11)
To estimate the first sum in the curly brackets of (3.10) we observe that from (3.4), i.e.,
(3.5), it follows that
∞∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
|ν|2r |cν2j − c(ν+1)2j |2
)1/2
<∞. (3.12)
Noticing that by Hölder’s inequality for each ν ∈ Z,
|cν2j − cν2j+1 |2 
( 2|ν|∑
n=|ν|
|cn2j − c(n+1)2j |
)2

(|ν| + 1) 2|ν|∑
n=|ν|
|cn2j − c(n+1)2j |2,
(3.12) yields
362 N. Tanovic´-Miller / J. Math. Anal. Appl. 284 (2003) 351–372∞∑
j=0
2jr
( −2∑
ν=−∞
∞∑
ν=1
|ν|2(r−1)|cν2j − cν2j+1 |2
)1/2
 2
∞∑
j=0
2jr
( ∞∑
ν=1
ν2r−1
2ν∑
n=ν
|cn2j − c(n+1)2j |2
)1/2
 2
∞∑
j=0
2jr
( ∞∑
n=1
|cn2j − c(n+1)2j |2
n∑
ν=[n/2]
ν2r−1
)1/2
=O(1)
∞∑
j=0
2jr
( ∞∑
n=1
n2r |cn2j − c(n+1)2j |2
)1/2
<∞. (3.13)
Using (3.11)–(3.13) in (3.10) it follows that (3.9) holds, which in turn completes the proof
of (3.6). Hence, (ck) ∈ c0 and (3.4) imply (krck) ∈ dv2.
We now prove that the converse implication is not true, by considering the following
example.
Example. Let r = 1,2, . . . and let (ck) be an even sequence defined by
krck = 1log(k + 1) for k = 1,2, . . .
and c0 = 0, say. Clearly then (krck) ∈ c0 and
∆krck = log(1+ 1/(k+ 1))log(k + 1) log(k + 2) 
1
(k + 1) log2(k + 1) .
Consequently,
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
∣∣∆(krck)∣∣
)2)1/2

∞∑
j=0
( ∞∑
µ=j
2µ−j+1−1∑
ν=2µ−j
(
(ν+1)2j−1∑
k=ν2j
∣∣∆(krck)∣∣
)2)1/2

∞∑
j=0
( ∞∑
µ=j
( 2µ+1−1∑
k=2µ
∣∣∆(krck)∣∣
)2)1/2
 2
∞∑
j=0
( ∞∑
µ=j
1
(µ+ 1)4
)1/2
O(1)
∞∑
j=0
1
(j + 1)3/2 <∞.
Hence, (krck) ∈ c0 and (3.6) holds, because (ck) is even, so that (krck) ∈ dv2.
Next, we verify that (3.4) does not hold for this sequence. By Minkowski’s inequality,
(3.6), and (3.7), it suffices to show that
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j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r−1|ck|
)2)1/2
=∞. (3.14)
Now for the above sequence we clearly have
|k|r−1|ck| = 1
k log(k + 1) for k = 0,
and hence
∞∑
j=0
(( 2j+1−1∑
k=2j
|k|r−1|ck|
)2)1/2

∞∑
j=0
1
2 log 2
1
j + 1 =∞,
which clearly implies (3.14). Thus (3.4) cannot hold for this sequence (ck). ✷
The following result determines a proper subclass of the integrability and L1-conver-
gence classes for series (1.2) given by Theorem 2. As it will be shown in Section 4 it
subsumes the classes obtained in [3,14].
Theorem 4. Let r = 0,1,2, . . . . If (ck) ∈ c0 and (3.4) is satisfied, then statements (i)–(iii)
of Theorem 2 hold.
Proof. Theorem 4 is an immediate consequence of Theorems 2 and 3. ✷
Remark 7. From Theorem 4 it follows that for each r = 0,1,2, . . . , the class {(ck) ∈
c0: (3.4) and (3.2) hold} is the integrability and L1-convergence class for series (1.2).
From Theorem 3 it also follows that this class is properly contained in {(ck): (krck) ∈
dv2 and (3.2)}.
4. Applications to known results
In this section we prove Theorem 5, which contains known statements due to Bhatia
and Ram [3], and Sheng [14], and another extension of these results, Theorem 6, each in
two new different ways. The first proof of Theorem 5 shows that these known theorems
on integrability and L1-convergence of series (1.2), are corollaries of Theorem 4, i.e., of
Theorem 2. Theorem 6 is a proper extension of Theorem 5, that is a new extension of
Theorem M to the r-times differentiated series (1.2). The first proof of Theorem 6 shows
that this Fomin type theorems for differentiated series can be directly deduced from the
original Fomin’s results on cosine and sine series [11], i.e., Theorem F. (A corresponding
proof for the case r = 0 was given in [20, Theorem 3].) The second proof of Theorem 5
shows that this result also follows from Theorem F. The second proof of Theorem 6 and
the remark show that Theorem 6 is also a corollary of Theorem 2, but not of Theorem 4.
The following theorem combines the main results proved in [3]. They are stated as
Theorem 5, because two new proofs of these statements are given here, which place them
into a different perspective.
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∞∑
k=1
kr logk
∣∣∆(ck − c−k)∣∣<∞, (4.1)
and for some p > 1,
∞∑
j=0
2j (r+1/p′)
( ∑
k∈d+j
|∆ck|p
)1/p
<∞ (4.2)
or
∞∑
j=0
2j (r+1/p′)
( ∑
k∈d+j
∣∣∆(ck − c−k)∣∣p
)1/p
<∞, (4.3)
then
(i) (1.2) converges to a function g for all x = 0 (mod 2π);
(ii′) g ∈ L1, (1.2) is the Fourier series of g and (1.3) holds for g;
(iii′) (1.1) converges to f ∈ L1 for all x = 0 (mod 2π), (1.1) is the Fourier series of f ,
f is r-times differentiable function a.e., f (r) = g a.e. and (1.4) holds.
Remark 8. Conditions (4.2) and (4.3) are equivalent to
∞∑
j=0
2j/p
′
( ∞∑
k=2j
krp|∆ck|p
)1/p
<∞ (4.2′)
and
∞∑
j=0
2j/p
′
( ∞∑
k=2j
krp
∣∣∆(ck − c−k)∣∣p
)1/p
<∞, (4.3′)
respectively. For the equivalence of these Fomin type conditions see [11] or [16].
Remark 9. Case r = 0 of Theorem 5 is Theorem M.
The first proof of Theorem 5 shows that Theorem 5 is a corollary of Theorem 4. The
second proof will show that Theorem 5 can be deduced from Theorem F. Both proofs rely
on the following lemma.
Lemma 4. Let r = 0,1,2, . . . . If (ck) ∈ c0 and (4.1) then
nr logn|cn − c−n| = o(1) (n→∞), (4.4)
∞∑
kr−1 logk|ck − c−k|<∞ if r  1, (4.5)
k=1
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j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr
∣∣∆(ck − c−k)∣∣
)2)1/2
<∞, (4.6)
and
∞∑
k=1
logk
∣∣∆kr(ck − c−k)∣∣<∞. (4.7)
Remark 10. If (4.5) is replaced by (1.5) then the case r = 0 of this lemma is Lemma 3
in [20]. Although the proof is similar, we include it here for completeness.
Proof of Lemma 4. From (4.1) it clearly follows that
logn
∞∑
k=n
kr
∣∣∆(ck − c−k)∣∣= o(1) (n→∞), (4.8)
which by the assumption (ck) ∈ c0 implies (4.4). By partial summation we have
n∑
k=1
kr−1 logk|ck − c−k|

n−1∑
k=1
(
k∑
ν=1
νr−1 logν
)∣∣∆(ck − c−k)∣∣+ n∑
ν=1
νr−1 logν|cn − c−n|
O(1)
{
n−1∑
k=1
kr logk
∣∣∆(ck − c−k)∣∣+ nr logn |cn − c−n|
}
,
provided that r  1. Using (4.1) and (4.4) we obtain (4.5).
To verify (4.6), observe that by partial summation,
2n+1−1∑
k=1
kr logk
∣∣∆(ck − c−k)∣∣= n∑
j=0
∑
k∈d+j
kr logk
∣∣∆(ck − c−k)∣∣
 log 2
n∑
j=1
j
∑
k∈d+j
kr
∣∣∆(ck − c−k)∣∣= log 2 n∑
j=1
2n+1−1∑
k=2j
kr
∣∣∆(ck − c−k)∣∣
= log 2
{
n∑
j=1
∞∑
k=2j
kr
∣∣∆(ck − c−k)∣∣− n ∞∑
k=2n+1
kr
∣∣∆(ck − c−k)∣∣
}
.
Hence, from (4.1) and (4.8) it follows that
∞∑
j=1
∞∑
k=2j
kr
∣∣∆(ck − c−k)∣∣<∞.
The last estimate clearly implies (4.6).
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∆kr(ck − c−k)= (∆kr)(ck − c−k)+ (k + 1)r∆(ck − c−k),
from (4.1) and (4.5) it follows that
∞∑
k=1
logk
∣∣∆kr(ck − c−k)∣∣
O(1)
{ ∞∑
k=1
kr−1 logk|ck − c−k| +
∞∑
k=1
kr logk
∣∣∆(ck − c−k)∣∣
}
<∞. ✷
First proof of Theorem 5 (Theorem 5 as a corollary of Theorem 4). We shall prove that
the assumptions (ck) ∈ c0 and (4.1) combined with (4.2) or (4.3) imply (3.4) and (3.2).
Hence, in either case Theorem 4 applies and the statements (i), (ii′), and (iii′) of Theo-
rem 5 follow from (i)–(iii) of Theorem 4. Suppose (ck) ∈ c0 and that (4.1) holds. Then by
Lemma 4, (4.5) and (4.6) are satisfied.
Case 1. Suppose that furthermore (4.2) holds for some p > 1. Clearly, we may assume
that 1 <p  2. We will show that (3.4) and (3.2) are satisfied. For condition (3.4), in view
of (4.6), it suffices to prove that (4.2) implies
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr |∆ck|
)2)1/2
<∞. (4.9)
Now for 1 <p  2 we have
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr |∆ck|
)2)1/2

∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr |∆ck|
)p )1/p
and therefore, by Hölder’s inequality and (4.2′),
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr |∆ck|
)2)1/2

∞∑
j=0
( ∞∑
ν=1
2jp/p
′
(ν+1)2j−1∑
k=ν2j
krp|∆ck|p
)1/p
=
∞∑
j=0
2j/p
′
( ∞∑
k=2j
krp|∆ck|p
)1/p
<∞,
which verifies (4.9). From (4.6) and (4.9) it immediately follows by Minkowskii’s inequal-
ity that
∞∑
j=0
( −2∑
ν=−∞
∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
|k|r |∆ck|
)2)1/2
<∞,
i.e., (3.4) is satisfied.
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∞∑
k=1
kr−1|ck + c−k|<∞. (4.10)
Namely, as in the proof of Theorem 3, taking in (3.4) the single terms for ν = 1 and ν =−2,
we can see that∑
k∈Z
|k|r |∆ck|<∞, (4.11)
which in turn implies
∞∑
k=1
kr
∣∣∆(ck + c−k)∣∣<∞. (4.12)
Moreover, (4.11) and (ck) ∈ c0 imply |k|r |ck| = o(1) as |k|→∞. Now by partial summa-
tion,
n∑
k=1
kr−1|ck + c−k|O(1)
{
n−1∑
k=1
kr
∣∣∆(ck + c−k)∣∣+ nr |cn + c−n|
}
.
Since the second term in the curly brackets tends to zero, estimate (4.10) follows from
(4.12). From (4.5) and (4.10) we obtain
∞∑
k=1
kr−1
∣∣ck − (−1)rc−k∣∣<∞,
i.e., condition (3.2) holds for both r even and odd. This completes the proof of Case 1.
Case 2. Suppose that (4.3) holds for some p > 1. Again, we may assume that 1 <p  2.
We will show that (3.4) and (3.2) hold. To verify condition (3.4), in view of (4.6), it suffices
to prove that (4.3) implies
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr
∣∣∆(ck + c−k)∣∣
)2)1/2
<∞. (4.13)
Just as in the proof of Case 1, from Hölder’s inequality and (4.3′) it follows that
∞∑
j=0
( ∞∑
ν=1
(
(ν+1)2j−1∑
k=ν2j
kr
∣∣∆(ck + c−k)∣∣
)2)1/2

∞∑
j=0
( ∞∑
ν=1
2jp/p
′
(ν+1)2j−1∑
k=ν2j
krp
∣∣∆(ck + c−k)∣∣p
)1/p
=
∞∑
j=0
2j/p
′
( ∞∑
k=2j
krp
∣∣∆(ck + c−k)∣∣p
)1/p
is finite, which verifies (4.13).
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gument is the same as in Case 1, i.e., (3.4) implies (4.10) which together with (4.5)
implies (3.2). This completes the first proof of the Theorem 5. ✷
The second proof of Theorem 5 is based on the following extension of Theorem M to
r-times differentiated series (1.2) which is deduced from the original Fomin’s results for
even and odd series (1.1), namely from Theorem F. It was shown in [20, Theorem 3] that
Theorem M is a corollary of statement (F1) of Theorem F.
Theorem 6. Let r = 0,1,2, . . . . If (ck) ∈ c0, (4.1) holds, and for some p > 1,
∞∑
j=0
2j/p
′
( ∑
k∈d+j
|∆krck|p
)1/p
<∞ (4.14)
or
∞∑
j=0
2j/p
′
( ∑
k∈d+j
∣∣∆kr(ck − c−k)∣∣p
)1/p
<∞, (4.15)
then statements (i), (ii′), and (iii′) of Theorem 5 hold.
The conditions in Theorems 1, 2, and 6 are expressed in terms of ∆{krck}. As in the
previous works these allow krck to be any sequence that is convex and tends to 0. Conse-
quently, it can decay arbitrarily slowly.
The example after the proof of Theorem 3 is a particular case of this observation. It also
shows that the conditions in Theorem 6 apply to such sequences that are not covered by
Theorem 5.
Although the proof of Theorem 6 uses some of the same ideas as the proof of Theorem 3
in [20], it is much more involved and hence cannot be omitted.
Proof. Suppose (ck) ∈ c0 and (4.1) holds.
Case 1. Suppose furthermore that (4.14) holds for some p > 1. Let us express series
(1.2) as
∑
k∈Z
(ik)rcke
ikx = c0 +
∞∑
k=1
(ik)rck
(
eikx + (−1)re−ikx)
+ (−1)r
∞∑
k=1
(ik)r(c−k − ck)e−ikx, (4.16)
where the term c0 is interpreted as zero if r = 1,2, . . . .
We will show that the two series on the right side of (4.16) converge for all x = 0
(mod 2π) to functions g1 ∈ L1 and g2 ∈ L1, respectively, that each is the Fourier series of
that function and satisfies the corresponding property (1.3).
We may immediately observe that for the second series
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∞∑
k=1
(ik)r(c−k − ck)e−ikx (4.17)
such conclusion is insured by (4.1) and by (4.7) of Lemma 4. It is easily seen that by partial
summation,
(−i)r
∞∑
k=1
kr(c−k − ck)e−ikx = (−i)r
∞∑
k=1
(
∆kr(c−k − ck)
)
E−k(x)
for all x = 0 (mod 2π), where E−k(x) = ∑kν=1 e−iνx . Due to (4.7) and the fact that‖E−k‖L1 = O(1) logk, the series on the right converges to a function g2 for all x = 0
(mod 2π). Moreover, ‖g2‖L1  O(1)
∑∞
k=1 logk|∆kr(ck − c−k)| < ∞; (4.17) is the
Fourier series of g2 and ‖sng2 − g2‖L1 = o(1) as n → ∞ holds necessarily, since by
Lemma 4, nr |cn − c−n| logn= o(1) so that |gˆ2(n)| logn= o(1) as n→∞.
Next, we observe that the first series on the right side of (4.16), namely,
c0 +
∞∑
k=1
(ik)rck
(
eikx + (−1)re−ikx) (4.18)
is an even series for r even, and an odd series for r odd, whose coefficients by (4.14) satisfy
condition (1.7). Hence, if r is even, by (F1) of Theorem F, (4.17) converges to a function
g1 ∈ L1 for all x = 0 (mod 2π); (4.17) is the Fourier series of g1 and ‖sng1 −g1‖L1 = o(1)
as n→∞ if and only if |gˆ1(n)| logn= o(1) as n→∞, i.e., (1.3) holds for g1. The same
conclusions hold if r is odd. Namely, if r is odd by F2 of Theorem F, g1 ∈L1 provided that∑∞
k=1 kr−1|ck|<∞, which for odd series is implied by (4.5) of Lemma 4. Again, (4.17)
is the Fourier series of g1 and (1.3) holds for g1.
Let g = g1 + g2. Then g ∈L1 and (4.16) converges to g for all x = 0 (mod 2π). More-
over, since gˆ(k) = gˆ1(k) + gˆ2(k) = (ik)rck for k = 0, gˆ(0) = c0 if r = 0 and gˆ(0) = 0
otherwise, (4.14) is the Fourier series of g. Furthermore, it is easily seen from the above
discussion and (4.4) that (1.3) holds for g. Thus, statements (i) and (ii′) of Theorem 5 are
proved.
Finally, we observe that (krck) ∈ bv20. This is true since
∑∞
k=1 |∆krck| < ∞ is im-
plied by (4.14) and since ∑∞k=1 |∆kr(ck − c−k)| < ∞, by (4.7) of Lemma 4, so that∑
k∈Z |∆krck|<∞. Hence (krck) ∈ bv20. Applying Lemma 3, we conclude that (1.1) con-
verges to f ∈ L1 for all x = 0 (mod 2π); (1.1) is the Fourier series of f ; f is r-times
differentiable function a.e.; f (r) = g a.e. and (1.4) holds. This proves (iii′) of Theorem 5.
Case 2. Suppose that (4.15) holds for some p > 1. In this case we may express series
(1.2) as
∑
k∈Z
(ik)rcke
ikx = c0 + 12
∞∑
k=1
(ik)r(ck + c−k)
(
eikx + (−1)re−ikx)
+ 1
2
∞∑
k=1
(ik)r(ck − c−k)
(
eikx + (−1)re−ikx)
+ (−1)r
∞∑
(ik)r(c−k − ck)e−ikx. (4.19)
k=1
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while series (4.18) is now split into two parts
c0 + 12
∞∑
k=1
(ik)r(ck + c−k)
(
eikx + (−1)re−ikx) (4.20)
and
1
2
∞∑
k=1
(ik)r(ck − c−k)
(
eikx + (−1)re−ikx). (4.21)
Employing the same argument that was used for (4.17), it can be shown that series
(4.21) converges to a function g1,2. Thus, from (4.7) of Lemma 4 it follows that ‖g1,2‖L1 
O(1)
∑∞
k=1 logk|∆kr(ck − c−k)| <∞; (4.21) is the Fourier series of g1,2 and ‖sng1,2 −
g1,2‖L1 = o(1) as n→∞.
The discussion of series (4.20) is completely analogous to that of series (4.18), noticing
only that the coefficients ck in (4.17) are now replaced by ck + c−k , which by assumption
(4.15) satisfy condition (1.7). Hence, by (F1) of Theorem F, it follows the same way that
for r is even, (4.20) converges to a function g1,1 ∈ L1 for all x = 0 (mod 2π); (4.20) is
the Fourier series of g1,1 and ‖sng1,1 − g1,1‖L1 = o(1) as n→∞ if and only if nr |cn +
c−n| logn = o(1) as n→∞. The same conclusions hold if r is odd. Namely, by (F2) of
Theorem F, g1,1 ∈ L1 provided that ∑∞k=1 kr−1|ck − c−k|<∞, which is implied by (4.5)
of Lemma 4.
Letting g = g1,1+g1,2+g2 and employing a similar argument as at the end of the proof
of Case 1, we conclude that g ∈ L1, that (4.19) converges to g for all x = 0 (mod 2π),
and that (4.19) is the Fourier series of g. Moreover, from the above discussion and (4.4)
of Lemma 4 it can be easily seen that (1.3) holds for g. Consequently, by an analogous
application of Lemma 3 as in Case 1, we can see that statements (i), (ii′), and (iii′) of
Theorem 5 all hold. ✷
Remark 11. Taking r = 0 in Theorem 6 one obtains statements of Theorems 2 and 3
in [13], i.e., Theorem M. As it was already remarked the above proof is an extension of the
proof of Theorem 3 in [20].
We will now prove that Theorem 5 follows from Theorem 6, thus offering another proof
of Theorem 5, which shows that the main results on r-times differentiated series in [3] are
also corollaries of Theorem F.
Second proof of Theorem 5 (Theorem 5 is a corollary of Theorem 6). To see that Theo-
rem 5 follows from Theorem 6 it suffices to show that (4.2) implies (4.14) and that (4.3)
implies (4.15).
Suppose that (4.2) holds. From (3.7) we have
∞∑
j=0
2j/p
′
( ∑
k∈d+
|∆krck|p
)1/pj
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∞∑
j=0
2j (r+1/p′)
( ∑
k∈d+j
|∆ck|p
)1/p
+O(1)
∞∑
j=0
2j/p
′
( ∑
k∈d+j
|∆kr−1ck|p
)1/p
.
Observing that∑
k∈d+j
1
kp
|ck+1|
∑
k∈d+j
|∆ck|p + 12j (p−1) |c2j+1 |
p,
it follows that
∞∑
j=0
2j/p
′
( ∑
k∈d+j
kp(r−1)|ck+1|p
)1/p
 2
∞∑
j=0
2j (r+1/p′)
{( ∑
k∈d+j
|∆ck|p
)1/p
+ 1
2j/p′
|c2j+1 |
}
=
∞∑
j=0
2j (r+1/p′)
( ∑
k∈d+j
|∆ck|p
)1/p
+
∞∑
j=0
2jr |c2j+1 |.
From the last estimate and (4.2) it will follow that (4.14) is satisfied provided that∑∞
j=0 2jr |c2j+1 | is finite. Now by partial summation we have
J∑
j=0
2jr |c2j+1 |
J−1∑
j=0
O(1)2jr |c2j+1 − c2j+2 | +O(1)2J r |c2J+1|
O(1)
J−1∑
j=0
2jr
∑
k∈d+j+1
|∆ck| + o(1) (J →∞), (4.22)
which is clearly finite by (4.2). Thus we have just proved that (4.2) implies (4.14).
The proof that (4.3) implies (4.15) is completely analogous and is therefore omitted. ✷
Remark 12. Theorem 5 collects the main results of Bhatia and Ram [3, Theorems 1 and 2].
It was already shown in [3] that the main result of Sheng [14, Theorem 3.1] is a corollary
of Theorem 1 in [3]. Now we would like to remark that this result of Sheng is actually
equivalent to Theorem 1 in [3]. To stress this fact we simply refer to [20] without recalling
the appropriate definitions and results. Namely, from Theorem 2 in [20] it can be shown
that the class considered by Sheng [14] coincides with the class of all (ck) ∈ c0 such that
(4.1) and (4.2) hold. Hence, the main result of Sheng on r-times differentiated series is
equivalent to the first part of Theorem 5, i.e., to Theorem 1 in [3].
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