-The Cornish Fisher expansion methodology
The Cornish Fisher expansion (CF) is a way to transform a standard Gaussian random variable z into a non Gaussian Z random variable. K is a kurtosis parameter, or rather an excess kurtosis parameter (in excess of 3, which corresponds to a Gaussian distribution). S is a skewness parameter. However, as will be apparent below, the actual kurtosis and skewness of the transformed distribution differ, significantly as soon as K and S can no longer be considered as infinitesimal, from those parameters.
-Domain of validity of the transformation
The transformation has to be bijective. Otherwise, the order in the quantiles of the distribution would not be conserved. That requires that: 
It is obvious that the excess kurtosis parameter will always be positive. For a skewness parameter equal to 0, the excess kurtosis parameter should sit between 0 and 8. When the skewness parameter increases in absolute terms, the range of possible values for the excess kurtosis parameter moves upwards.
Note that the frontiers are symmetrical in the skewness parameter. 
-The actual moments
Computing the moments of the distribution resulting from the CF transformation is both simple in theory and awful in practice (see Appendix 1). The result is: 
The dependency of skewness and kurtosis upon skewness and kurtosis parameters is not straightforward, and in general cannot be assessed but numerically.
Let's just remark that: 1) When the skewness and kurtosis parameters are "small", the actual skewness and kurtosis coincide.
2) For a skewness parameter equal to zero, skewness is equal to zero and kurtosis is: 
-Controlling for skewness and kurtosis
The actual skewness and kurtosis both depend, in a complicated manner, on both the skewness and kurtosis parameters. To properly use the CF expansion to adapt a distribution to a required skewness and kurtosis (whether or not based on historical values), one should reverse those relations.
This does not seem possible analytically, and it not even obvious to prove that the dependency is bijective. Though arduous, the problem may be solved numerically, and a table has been computed (see Appendix 2).
One actually finds monotonous dependencies (in the range of excess kurtosis up to 30, which is sufficiently broad for practical applications), as plotted below. 
-The link with VaR and CVaR
The CF transformation provides an easy way to express value-at-risk and conditional valueat-risk risk measures as a function of the skewness and kurtosis parameters. Given targeted values for (actual) skewness and kurtosis, one should therefore compute parameters K and S and use them as input in the following formulae.
For a Gaussian distribution, value-at-risk (centred and reduced) at confidence level 1-α is: For the transformed distribution:
That is a simple expression involving the skewness and kurtosis parameters and the VaR value at the same threshold for a Gaussian distribution. [ ]
The expression within brackets is a multiplier of the Gaussian distribution risk measure taking into account the skewness and kurtosis of the distribution (through the parameters).
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