We present a probability density approach to modeling localized Ca 2+ influx via L-type Ca 2+ channels and Ca 2+ -induced Ca 2+ release mediated by clusters of ryanodine receptors during excitation-contraction coupling in cardiac myocytes. Coupled advection-reaction equations are derived relating the time-dependent probability density of subsarcolemmal subspace and junctional sarcoplasmic reticulum [Ca 2+ ] conditioned on "Ca 2+ release unit" state. When these equations are solved numerically using a high-resolution finite difference scheme and the resulting probability densities are coupled to ordinary differential equations for the bulk myoplasmic and sarcoplasmic reticulum [Ca 2+ ], a realistic but minimal model of cardiac excitation-contraction coupling is produced. Modeling Ca 2+ release unit activity using this probability density approach avoids the computationally demanding task of resolving spatial aspects of global Ca 2+ signaling, while accurately representing heterogeneous local Ca
INTRODUCTION
The mechanical function of the heart depends on complex bi-directional interactions between electrical and calcium (Ca 2+ ) signaling systems. Each time the heart beats, current flowing through the ion channels in the plasma membrane (sarcolemma) causes a characteristic change in membrane voltage known as an action potential (AP). Membrane depolarization during the AP causes L-type Ca
2+ channels to open, and Ca 2+ current through these channels causes the release of a larger amount of Ca 2+ from the sarcoplasmic reticulum, a process known as Ca 2+ -induced Ca 2+ release (CICR). This leads to a large, transient increase in [Ca 2+ ] in each heart cell, and contraction occurs when these Ca 2+ ions bind to myofilaments, a sequence of events known as excitation-contraction (EC) coupling. In addition, intracellular [Ca 2+ ] feeds back upon and changes the cell's membrane potential through the Ca 2+ -dependence of several ion channels and membrane transporters. Mathematical and computational modeling has proved to be an important tool for understanding cardiac electrophysiology and EC coupling. Computer simulations have been used to test hypotheses about heart cell function and predict underlying mechanisms [1, 2, 3, 4] . Most investigations have employed deterministic models that ignore molecular fluctuations and assume an isopotential cell, an approach that is valid for simulating current flowing through a large population of voltage-gated ion channels. Even though the individual channels open and close stochastically, each channel experiences the same voltage, so identical rate constants apply to each channel and only average behavior needs to be considered. However, this approach is not suitable for simulating CICR release during EC coupling because the overall release flux represents a collection of discrete events, known as Ca 2+ sparks, evoked by local-rather than global-increases in Ca 2+ concentration [5] . That is, each spark reflects Ca 2+ release from a cluster of Ca 2+ -regulated intracellular Ca 2+ channels known as ryanodine receptors (RyRs) that is triggered by entry of Ca 2+ through nearby L-type Ca 2+ channels [6] . Thus, different groups of RyRs experience different local Ca
2+
concentrations and stochastically gate in a manner that depends on whether nearby sarcolemmal Ca 2+ channels have recently been open or closed. One consequence of this "local control" [7] mechanism of cardiac CICR is that deterministic "common pool" models-whole cell models in which all RyR clusters in a myocyte experience the same [Ca 2+ ]-fail to reproduce several important experimental observations. In particular, the high gain and positive feedback of common pool models ensures that Ca 2+ is released in an all-or-none fashion [3, 8, 9, 2, 10] as opposed to being graded with the amount of Ca 2+ influx, as observed in numerous experiments [11, 12, 6] . Deterministic common pool models of cardiac CICR during EC coupling that have been able to reproduced graded release have done so in an ad hoc fashion [13, 4, 14, 15, 16] .
Models of EC coupling are able to simulate graded Ca 2+ release mechanistically by treating L-type Ca 2+ channels and juxtaposed Ca 2+ release sites as stochastic "Ca 2+ release units" (CaRUs), each of which is associated with its own diadic subspace Ca 2+ concentration. When activated spontaneously or through membrane depolarization these CaRUs may deplete Ca 2+ stored in localized regions of junctional SR and, on a slower time scale, interact with one another via diffusion of Ca 2+ within the network SR and bulk myoplasm. This approach, however, requires relatively large computational resources to perform Monte-Carlo simulations of stochastic Ca 2+ release from a large population of CaRUs. Indeed, the number of simulated CaRUs is often reduced to unphysiological values in such models to obtain shorter run times [7, 17, 18, 19] .
Two recent deterministic models have used a minimal Ca 2+ release unit formulation of interactions between L-type channels and RyR clusters to produce graded release [20, 21] . In these models ordinary differential equations for the fraction of Ca 2+ release units in each of a small number of states are solved under the assumption that subspace [Ca 2+ ] is an algebraic function of the bulk myoplasmic and network SR [Ca 2+ ]. This function depends on Ca
release unit state and is determined by balancing the Ca 2+ fluxes into and out of the diadic subspace. While the large number of Ca 2+ release units in cardiac myocytes-estimated in the range of 10,000-20,000 via both structural [22] and functional [23] observations-does indeed suggest that it should be possible to produce deterministic local control models of EC coupling, the assumption that diadic subspace [Ca 2+ ] is in quasi-static equilibrium with bulk myoplasmic and network SR Ca 2+ may be overly restrictive. Indeed, this modeling approach is only valid when the dynamics of subspace [Ca 2+ ] are very fast compared to stochastic Ca 2+ release unit transition rates. Moreover, [Ca 2+ ] in a particular subspace is likely to depend on the local "junctional" SR [Ca 2+ ] rather than the bulk or network SR [Ca 2+ ], especially if junctional SR depletion influences RyR gating, as suggested by both simulations [18] and recent experiments [24, 25] .
Here we present an alternative deterministic formalism for modeling local control of CICR during cardiac EC coupling that captures the collective behavior of a large population of Ca 2+ release units without this restrictive assumption. We utilize the fact that the number of Ca 2+ release units is large (similar to references [20] and [21] ), but we do not assume a simple algebraic relationship between the local diadic subspace [Ca 2+ ] associated with each Ca 2+ release unit and the bulk Ca 2+ concentrations. Instead, we define a set of multivariate continuous probability density functions for the diadic subspace and junctional SR [Ca 2+ ] conditioned on CaRU state [26, 27, 28] . As described below, these probability density functions solve a system of advection-reaction equations that are derived from the stochastic ordinary differential equations used in Monte Carlo simulations of local control. These equations are solved numerically using a high-resolution finite difference scheme while coupled to ordinary differential equations for the bulk myoplasmic and network SR [Ca 2+ ]. This produces a minimal model of cardiac EC coupling that avoids computationally demanding Monte Carlo simulation while accurately representing heterogeneous local Ca 2+ signals; in particular, the statistical recruitment of CaRUs and the dynamics of junctional SR depletion, spark termination, and junctional SR refilling.
Some of these results have previously appeared in abstract form [29] .
MODEL FORMULATION
The minimal whole cell model of cardiac EC coupling that is the focus of this paper can be formulated as a traditional Monte Carlo calculation in which heterogeneous local Ca
2+
signals associated with a large number of Ca 2+ release units (CaRUs) are simulated. In this Monte Carlo formulation, a diadic subspace and junctional SR compartment is associated with each CaRU and the [Ca 2+ ] in these compartments is found by solving a large number of ordinary differential equations. Alternatively, these heterogeneous local Ca 2+ signals can be simulated using a novel probability density approach that represents the distribution of diadic subspace and junctional SR Ca 2+ concentrations with a system of partial differential equations (see below). Because many of the equations and parameters of the whole cell model of EC coupling are identical in the two formulations, we begin by presenting the Monte Carlo formulation.
Whole cell model of EC coupling -Monte Carlo formulation Figure 1 shows a diagram of the components and fluxes of the model of local Ca 2+ signaling and CaRU activity during cardiac EC coupling that is the focus of this paper. As illustrated in Fig. 1A A complete description of CICR would include stochastic gating of roughly N = 20,000 CaRUs, each of which would contain multiple L-type Ca 2+ channels (1-10) [30] and RyRs (30-300) [31] , with each individual channel described by a Markov chain that consists of two to several tens of states. However, previous Monte Carlo simulations of EC coupling focusing on local control have often used Markov models of reduced complexity [7, 18, 20] . Because such minimal models capture the essential characteristics of EC coupling gain and gradedness in simulated whole cell voltage clamp protocols, this level of resolution will suffice for our main purpose, which is to introduce the probability density approach as an alternative to Monte Carlo simulation.
A minimal four-state Ca 2+ release unit model
Previous modeling studies indicate that the gating of the cluster of RyRs associated with each CaRU is all-or-none [7, 17, 18] and this suggests the following minimal two-state model of an RyR "megachannel," 
so that depletion of the junctional SR will render CaRUs refractory to activation after release terminates [18] .
Similarly, to illustrate and validate the probability density approach it is sufficient to consider a two-state model of the L-type Ca 2+ channel (DHPR),
with a voltage-dependent activation rate k + dhpr given by [4] 2+ -dependent inactivation of L-type Ca 2+ channels, these processes do not significantly influence the triggering of CICR during the whole-cell voltage clamp protocols that are the focus of this paper (cf. [20] ).
When the kinetic schemes of the RyR megachannel and DHPR (Eq. 1 and Eq. 2) are combined we obtain the following minimal four-state model of a Ca 2+ release unit,
where the horizontal transitions represent RyR opening and closing while vertical transitions represent DHPR gating.
Concentration balance equations
In the Monte Carlo formulation of the minimal whole cell model of EC coupling there are 2 + 2N ordinary differential equations representing Ca 2+ concentration balance for the bulk myoplasm, network SR, N diadic subspaces, and N junctional SRs. Consistent with Fig. 1 these equations are
where 1 ≤ n ≤ N in Eqs. 5 and 6 and the total efflux and refill fluxes occurring in Eqs. 4 and 7 include a contribution from each CaRU and thus are given by J 
The effective volume ratios λ nsr , λ ds , and λ jsr in Eqs. 7-6 are defined with respect to the physical volume (V myo ) and include a constant-fraction Ca 2+ buffer capacity for the myoplasm (β myo ). For example, the effective volume ratio associated with the network SR is
with effective volumes defined byV nsr = V nsr /β nsr andV myo = V myo /β myo . Because each individual diadic subspace is assumed to have the same physical volume (V ds ) and buffering capacity (β ds ), the effective volume ratio that occurs in Eq. 5 is
where the second expression defines λ ds in terms of the total physical volume of all the diadic subspaces in aggregate (V T ds = NV ds ). Similar assumptions and equations apply for the junctional SR so that the definition of λ jsr follows Eq. 9.
We also define an overall myoplasmic [Ca 2+ ] that includes contributions from the bulk myoplasm and each of the N diadic spaces (scaled by their effective volumes),
where the second equality uses natural definitions for the total effective diadic subspace volume,V 
Similarly, the overall SR [Ca 2+ ] involves both the junctional and network SR, 
Description of fluxes
The trigger Ca 2+ flux into each of the N diadic spaces through DHPR channels (J n dhpr in Eq. 5) is given by
where
where V θ = RT /zF , P T dhpr is the total (whole cell) permeability of the L-type Ca 2+ channels, and γ n dhpr is a random variable that is 0 when the L-type Ca 2+ channel associated with the nth CaRU is closed and 1 when this channel is open ( Eqs. 2 and 3) .
Similarly, the flux through the RyR megachannel associated with the nth CaRU (J n ryr ) is given by
where γ n ryr = 0 or 1 when the release site is closed or open, respectively (Eqs. 1 and 3). Diffusion from each subspace into the bulk myoplasm is given by
and, similarly, diffusion from the network SR to each junctional SR compartment is given by
The remaining four fluxes that appear in Eqs. Whole cell model of EC coupling -probability density formulation
The probability density approach to modeling local Ca 2+ signaling and CaRU activity during cardiac EC coupling is an alternative to Monte Carlo simulation that is valid when the number of Ca 2+ release units is large. We begin by defining continuous multivariate probability density functions for the diadic subspace (c ds ) and junctional SR (c jsr ) Ca 2+ concentrations jointly distributed with the state of the Ca 2+ release unit (S) [34, 35, 26] , that is, ρ i (c ds , c jsr , t) dc ds dc jsr = Pr{c ds <c ds (t) < c ds + dc ds and c jsr <c jsr (t) < c jsr + dc jsr andS(t) = i} (18) where the index i ∈ {CC, CO, OC, OO} runs over the four Ca 2+ release unit states (see Eq. 3) and the tildes onc ds (t),c jsr (t), andS(t) indicate random quantities. If the meaning of Eq. 18 is not obvious, it may be helpful to imagine performing a Monte Carlo simulation as described in the previous section with a very large number of CaRUs. At any time t one could randomly sample one CaRU from this population to produce an instance of the random variablesS(t),c ds (t), andc jsr (t), corresponding to the current state of the sampled L-type channel and RyR cluster and the diadic subspace and junctional SR For the multivariate probability densities defined by Eq. 18 to be consistent with the dynamics of the Monte Carlo model of cardiac EC coupling described in the previous section, they must satisfy the following system of advection-reaction equations [26, 27, 28] ,
where the advection rates f
OO jsr are functions of c ds and c jsr that can be read off the ordinary differential equations for the evolution the diadic subspace and junctional SR [Ca 2+ ]. Consistent with Eqs. 5 and 6 we have
where γ 
The advection terms in Eqs. 19-22 involving partial derivatives with respect to c ds and c jsr correspond to the deterministic dynamics of diadic subspace and junctional SR Ca 2+ that depend on Ca 2+ release unit state via γ i dhpr and γ i ryr (Eqs. 5-6). Conversely, the reaction terms in Eqs. 19 and 22 correspond to the stochastic gating of the four-state Ca 2+ release unit model whose transition rates are presented above (Eqs. 1-3). That is, Ca 2+ release unit state changes move probability from one joint probability density to another in a manner that may [k 
where J leak , J ncx , J serca , and J in are defined as in the Monte Carlo approach (see Appendix A), but J * 
where 
Summary of model formulation
The probability density and Monte Carlo formulations of the minimal model of EC coupling presented above have much in common. For example, the dynamics of the bulk myoplasmic and network SR [Ca 2+ ] take similar forms (compare Eqs. 29-30 to Eqs. 4 and 7). However, the two approaches differ fundamentally in how the heterogeneous localized Ca 2+ concentrations associated with a large number of Ca 2+ release units are represented. In the traditional Monte Carlo simulation, 2N ordinary differential equations are solved to determine the dynamics of [Ca 2+ ] in the diadic subspace and junctional SR compartments associated with N Ca 2+ release units (Eqs. 5 and 6). In the probability density formulation, time-dependent multivariate probability densities for the diadic subspace and junctional SR [Ca 2+ ] jointly distributed with CaRU state are updated by solving four coupled advection-reaction equations (Eqs. [19] [20] [21] [22] , one for each state of the chosen CaRU model (Eq. 3). Further details of the probability density approach presented in Appendices B-D.
RESULTS
In the following sections, traditional Monte Carlo simulations of voltage-clamp protocols using the minimal whole cell model of EC coupling presented above are shown to produce high-gain Ca 2+ release that is graded with changes in membrane potential, a phenomenon not exhibited by so-called "common pool" models of excitation-contraction coupling. Analysis of these Monte Carlo results suggests a simplification of the advection-reaction equations that form the basis of the probability density approach. This reduced probability density formulation is subsequently validated against, and benchmarked for computational efficiency by comparison to, traditional Monte Carlo simulations. Figures 2B shows a direct comparison between test potentials of −10 and 10 mV. These test potentials result in nearly identical whole cell Ca 2+ currents (averaged over the duration of the pulse,J T dhpr = 1.6 and 1.4 µM/s, respectively). In spite of this, the induced Ca 2+ release flux is significantly greater when the test potential is −10 mV (J T ryr = 47 µM/s) as opposed to 10 mV (21 µM/s). This phenomenon occurs because the L-type channel open probability is greater at 10 mV than −10 mV (Eq. 2), while the driving force for Ca 2+ ions is reduced (Eqs. 13 and 14) . Although the overall trigger Ca 2+ flux is nearly the same at these two test potentials, Ca 2+ release is more effectively induced when the trigger Ca
Representative Monte Carlo simulations

2+
is apportioned in larger quantities among a smaller number of diadic subspaces, because the influx that does occur is then more likely to trigger Ca 2+ sparks. This physiologically realistic aspect of local control during EC coupling is observed in Monte Carlo simulations (see also [19, 21] ), but can not be reproduced by common pool models [7] , nor is it seen in models in which SR Ca 2+ release depends explicitly on whole-cell Ca 2+ current (e.g., [16] 
Dynamics of a representative Ca
2+ release unit Figure 4 shows the dynamics of an individual Ca 2+ release unit from the Monte Carlo simulations above (test potential of −10 mV, solid line of Fig. 2 ). Figure 4A shows 
Dynamics of the population of Ca
2+ release units It is important to note that the Monte Carlo simulations presented in Fig. 5 are only a snapshot of the population of 5000 Ca 2+ release units. As the simulation progresses, imagine the open circles moving around in these four (c ds , c jsr )-planes consistent with Eqs. 5 and 6 with occasional jumps from one plane to another when a CaRU changes state. These four planes are analogous to the four time-dependent joint probability densities that form the basis of the probability density approach presented above (Eq. 18).
The observation that the diadic subspace [Ca 2+ ] is well approximated by Eq. 33 across the entire population of Ca 2+ release units (Fig. 5) suggests that the multivariate joint probability density functions defined in Eq. 18 will be well approximated by 
That is, when the observed form of the joint multivariate probability densities (Eq. 34) is integrated with respect to diadic subspace [Ca 2+ ] we obtain 
where the last equality uses the unit mass of the delta function, ∞ 0 δ(c ds −c i ds )dc ds = 1. As shown in Appendix C, the observed form of the multivariate probability densities (Eq. 34) and the definition of the marginal density (first equality in Eq. 37) can be used to reduce Eqs. 19-22 into a univariate version of the probability density formulation that focuses on the dynamics of the marginal densities for the junctional SR , t) ]. The resulting advection-reaction equations are [26, 27, 28] ,
where the advection ratesf 
Comparison of probability density and Monte Carlo results
The four histograms presented in Fig. 6A-D Fig. 3) .
The solid lines of Fig. 6A-D show snapshots of the four joint probability densities ρ , t) as calculated using the probability density approach (t = 30 ms). These results were obtained by numerically solving Eqs. 29, 30, and 38-45 using the numerical scheme presented in Appendix D (parameters as in Figs. 2-5) . Importantly, the entire distribution of junctional SR Ca 2+ concentrations observed for each CaRU state in the probability density calculation (solid lines) agrees with the corresponding Monte Carlo result (histograms), thereby validating the probability density methodology and our implementation of both approaches. In particular, notice that the fraction of CaRUs in each state given by
in the probability density calculation is consistent with the Monte Carlo simulation evolving over time. Initially the mass of this probability density is concentrated at c jsr ≈ 1000 µM (label "a" in Fig. 7 ). During the 20 ms voltage pulse, a significant fraction of the probability density (about 65%) moves to junctional SR Ca 2+ concentrations that are more that half depleted (label "b"), while approximately 35% remains above 500 µM. Interestingly, the probability density remains bimodal for approximately 200 ms after the voltage pulse ends ("c" and "d"). During this time, the probability mass that corresponds to depleted junctional SR ("c") gradually moves to higher values of c jsr as these junctional SR compartments are refilled via Ca 2+ transport from the network SR. At the same time, the probability mass that corresponds to replete junctional SR compartments ("d") follows the network SR [Ca 2+ ] that decreases from t = 30-100 ms and increases again when t > 100 ms (recall the solid line in Fig. 3 ). Perhaps most importantly, Fig. 7 shows that the shape and temporal evolution of the distributions that form the basis of the probability density approach can be quite complicated.
Monte Carlo simulations converge to the probability density result
The coupled system of advection-reaction equations used in the univariate probability density approach (Eqs. [38] [39] [40] [41] Figure 6 demonstrates agreement between probability density simulations of a minimal whole cell model of EC coupling and corresponding Monte Carlo simulations using N = 5000 CaRUs. Because this agreement will only improve when the number of CaRUs is increased to physiologically realistic values (N = 20,000), the probability density approach is clearly a viable method of modeling heterogeneous diadic subspace and junctional SR [Ca 2+ ] during EC coupling. Fig. 9 
The probability density calculation exhibits gain and gradedness
To further compare of the probability density and Monte Carlo approaches, Fig. 10A summarizes a large number of simulated whole cell voltage clamp protocols such as those presented in Fig. 2 . The open circles and error bars of Fig. 10A show the trigger Ca 2+ influx via L-type Ca 2+ channels integrated over the 20 ms voltage step to test potentials in the range −40 to 40 mV (mean ± SD for 10 Monte Carlo simulations using 10,000 CaRUs). For comparison, the solid lines of Fig. 10A show that the trigger Ca 2+ influx in the probability density calculation agrees with the Monte Carlo simulations. Similarly, the open squares of Fig. 10A show the voltage-dependence of the Ca 2+ release flux plotted in a manner that illustrates the pronounced EC coupling gain in the Monte Carlo calculations, while the dashed lines of Fig. 10A show that the Ca 2+ release flux observed in the corresponding probability density calculations also exhibits high gain. When these trigger and release fluxes are normalized and replotted in Fig. 10B , the gradedness of Ca 2+ release with respect to membrane potential and Ca 2+ influx is highlighted. In particular, we note that both the Monte Carlo and probability density calculations exhibit graded Ca 2+ release and that the voltage-dependence of the EC coupling gain is nearly identical in the two formulations (see Fig. 10C ).
Computational efficiency of the probability density approach
The convergence between the Monte Carlo and probability density calculations presented above indicates that the probability density approach is a viable alternative to Monte Carlo simulations of heterogeneous local [Ca 2+ ] and Ca 2+ release unit activity in cardiac myocytes. In fact, as shown in Fig. 10 , the probability density approach leads to EC coupling dynamics that are nearly identical to Monte Carlo calculations so long as these Monte Carlo simulations involve a realistic number of Ca 2+ release units (N > 5000). Because the probability density and Monte Carlo calculations are essentially equivalent in terms of the cellular responses they predict, it is of interest to explore the computational efficiency of the two approaches. The filled squares of Fig. 11 show the run time required to perform a simulated whole cell voltage clamp protocol such as those presented in Fig. 2 using traditional Monte Carlo simulation methods. As expected, the run time increases with the number of Ca 2+ release units used and this run time scales linearly with the number of CaRUs when N is large. For comparison, the thick dashed line of Fig. 11 shows the 2.1 minute run time required for the univariate probability density approach, that is, numerical solution of Eqs. 29, 30, and 38-45 (see Appendix D). Notice that the intersection of the filled squares and the thick dashed line in Fig. 11 shows that a Monte Carlo simulation using about 500 CaRUs leads to the same run time as the probability density approach. Not only is this smaller than the true number of CaRUs in a ventricular myocyte, but in practice multiple Monte Carlo runs would have to be performed and averaged to obtain a definitive result. For example, if 10 trials are to be averaged as in Fig. 8 , then the appropriate comparison is given by the open squares and the thick dashed line and these show that the probability density approach requires less run time than ten Monte Carlo simulations with 50 CaRUs. Intriguingly, and perhaps most importantly, when the traditional Monte Carlo simulations use a physiologically realistic number of CaRUs, the probability density approach is approximately 35 times faster than Monte Carlo (73 vs. 2.1 minutes). While the computational efficiency of the probability density approach as compared to Monte Carlo simulation may be model dependent, in the context of this whole cell model an additional 20X acceleration is easily obtained (see thin dotted line in Fig. 8 and Discussion). For this reason we suggests that the probability density approach be further investigated and developed as a computationally efficient alternative to Monte Carlo simulations of the local control of EC coupling in cardiac myocytes.
DISCUSSION
In this paper we have introduced, validated and benchmarked a novel probability density approach to modeling localized Ca 2+ influx via L-type Ca 2+ channels and Ca 2+ -induced Ca 2+ release mediated by clusters of RyRs during excitation-contraction coupling in cardiac myocytes. To illustrate the approach we have focused on a minimal whole cell model of cardiac EC coupling that includes a four-state Ca 2+ release unit representing voltage-dependent activation of an L-type Ca 2+ channels as well as Ca 2+ -induced Ca 2+ release mediated by a two-state RyR cluster that includes regulation by both diadic subspace and junctional SR Ca 2+ . However, it is important to note that the probability density formulation does not require a minimal Ca 2+ release unit model; in fact, the approach is fully generalizable to CaRUs with an arbitrary number of states (see Appendix B).
As illustrated by leftmost schematic in Fig. 12 , the Monte Carlo formulation of the minimal whole cell model of EC coupling that is the focus of this paper includes 2 + 2N ordinary differential equations representing [Ca 2+ ] balance for the bulk myoplasm, network SR, N diadic subspaces, and N junctional SRs. Alternatively, the probability density formulation represents the dynamics of these heterogeneous local Ca 2+ signals using a system of advection-reaction equations for the time-dependent probability density of diadic subspace and junctional SR [Ca 2+ ] conditioned on Ca 2+ release unit state. In this formulation, the number of equations (M) is equal the number of unique states that define the gating behavior of the CaRU. As originally derived, these joint probability densities are two-dimensional, that is, at a specified time they are functions of both c ds and c jsr . The system of advectionreaction equations satisfied by these multivariate probability densities is the "master equation" for diadic subspace and junctional SR [Ca 2+ ] jointly distributed with the Ca 2+ release unit state. The only approximation used in the derivation of these equations is that the number of CaRUs units is very large (N → ∞).
In the Monte Carlo simulations of the whole cell model of cardiac EC coupling we observed that diadic subspace [Ca 2+ ] was in quasi-static equilibrium with junctional SR [Ca 2+ ]. Figure 12 illustrates this feature of the simulations with two thick gray lines in two (c ds ,c jsr )-planes labeled slaved diadic subspace (the lines have different slopes as in Fig. 5 ). In this situation the multivariate probability density functions defined in Eq. 18 are well approximated by univariate (marginal) probability densities representing the time-dependent probability density of junctional sarcoplasmic reticulum [Ca 2+ ] jointly distributed with CaRU state. These marginal probability densities are one-dimensional, that is, at a specified time they are functions of c jsr (illustrated by narrow rectangles in Fig. 12 ). When the system of advection-reaction equations satisfied by these marginal probability densities was solved numerically using a high-resolution finite difference scheme (see Appendix D), a realistic but minimal model of cardiac excitation-contraction coupling is produced that includes a novel representation of heterogeneous junctional SR [Ca 2+ ]. Importantly, we have validated this novel probability density approach to modeling local control of Ca 2+ release against traditional Monte Carlo simulations with a physiologically realistic number of CaRUs. In simulated voltage-clamp protocols, the univariate probability density formulation of our whole cell model of cardiac EC coupling produced high-gain Ca
2+
release that was graded with changes in membrane potential. Indeed, the voltage-dependence of trigger Ca 2+ influx via L-type Ca 2+ channels, the resulting Ca 2+ release via RyR clusters, and the observed EC coupling gain obtained using the univariate probability density formulation are nearly identical to that seen in corresponding Monte Carlo calculations. This agreement validates the conceptually novel aspects of the probability density formulation as well as our implementation of both approaches.
Relationship to other simplified models of EC coupling
It is instructive to compare and contrast the probability density approach introduced in this paper to models of the local control of EC coupling that have previously appeared. As shown diagrammatically in Fig. 12 , the Monte Carlo local control model of EC coupling that is our starting point includes 2N + 2 compartments, similar to the functional organization of some previously published Monte Carlo models of local control [19] , but distinct from two recently published simplified models [20, 21] that do not make a distinction between junctional and network SR.
The one requirement for the validity of the multivariate probability density approach is that the number of CaRUs units is very large (denoted by N → ∞ in Fig. 12 ). While previously published models of local control also assume that the number of CaRUs is very large [20, 21] , the multivariate probability density approach represents this "large system size" limit in a manner that accounts for the heterogeneous diadic subspace and junctional SR Ca 2+ concentrations. Similar to previously published simplified models of local control [20, 21] , we make use of the fact that diadic subspace Ca 2+ is a fast dynamic variable. Because references [20] and [21] do not distinguish junctional and network SR, the assumption of fast diadic subspace Ca 2+ immediately leads to a simplified local control model involving M ODEs (one for each CaRU state). Conversely, in this paper the observation that diadic subspace Ca 2+ is in quasistatic equilibrium with junctional SR Ca 2+ allows us to reduce the multivariate probability density formulation to a univariate form that still accounts for the dynamics of junctional SR depletion. This reduction from the multivariate to univariate probability density approach is denoted by the arrow labeled fast ds/slow jsr in Fig. 12 .
Note that if diadic subspace and junctional SR [Ca 2+ ] changes were both fast compared to the stochastic gating of Ca 2+ release units, the Monte Carlo simulations of Fig. 2 would have revealed delta function-like probability densities. That is, rather than observing the linear relationship between diadic subspace and junctional SR [Ca 2+ ] in each (c ds ,c jsr )-plane that suggested Eq. 34, we would instead have observed that the probability density in each plane was well approximated by
where 1 ≤ i ≤ M is the index over CaRU states andc i ds andc i jsr are functions of c myo and c nsr found by simultaneously solving Eqs. 5 and 6 with the left hand sides equal to zero. Although this fast domain limit was not observed in our Monte Carlo simulations, for completeness it is denoted in Fig. 12 by the arrow labeled fast ds/fast jsr. If the simplified models of local control that have prevously appeared [20, 21] were generalized to account for heterogeneous junctional SR [Ca 2+ ], they would correspond to the fast domain limit of the multivariate probability density approach presented here.
Computational efficiency of the probability density approach
While the probability density and Monte Carlo calculations are essentially equivalent in terms of the dynamics cellular responses they predict, the probability density approach can be significantly faster than Monte Carlo simulation (Fig. 11) . Indeed, when both methods are applied using the same (non-adaptive) time step, our current implementation of the univariate probability density approach is approximately 35 times faster than Monte Carlo simulations that employ a physiologically realistic number of CaRUs. Intriguingly, when this comparison is made using time steps that are distinct and as large as possible while ensuring numerical stability and accuracy of each calculation, we find that the univariate probability density approach can be up to 650 times faster than the corresponding Monte Carlo simulations. For example, the thin dotted line of Fig. 11 indicates a 6.6 second run time for the probability density approach with a time step of 0.02 ms. This suggests that the probability density approach could be further investigated and developed as a computationally efficient alternative to Monte Carlo simulations of the local control of EC coupling in cardiac myocytes.
Although the computational efficiency of the probability density approach is intriguing, it is important to note that the relative merits of Monte Carlo and probability density simulation methods are in general model dependent. For example, the time required for the Monte Carlo simulation of the whole cell voltage clamp protocols such as those presented in Fig. 2 is, at least ultimately, a linear function of the number of CaRUs (i.e., the limiting slope of the filled squares of Fig. 10 is one) . Similarly, we have observed that the computational efficiency of the univariate probability density calculation presented in Figs. 6 and 7 scales linearly with the number of Ca 2+ release unit states (M) and the number of mesh points used to discretize the junctional SR [Ca 2+ ] (L) (not shown). Indeed, the thin dotted lines of Fig. 11 show the run time of the probability density approach decreasing or increasing by a factor of two when the standard number of mesh points (L = 100) is decreased or increased to 50 or 200, respectively. Of course, the standard value of L = 100 was chosen because further refinement resulted in a negligible change in the probability density result. However, we expect that the number of mesh points required for an accurate probability density calculation will generally depend on the details of the chosen Ca 2+ release unit model. In the same way, increasing the number M of CaRU states will lead to a less efficient probability density calculation.
Indeed, the relative merits of the probability density and Monte Carlo simulation methods can be clarified if we assume that the computational effort involved in updating one mesh point of the probability density calculation is equivalent to Monte Carlo simulation of one Ca 2+ release unit. If we let N denote number of Ca 2+ release units, M the number of states of the CaRU model, and L the number of mesh points used in the probability density calculation, then in a traditional Monte Carlo calculation, there are 2N ODEs to integrate for the local Ca 2+ concentrations as well as N Markov chains to update at each time step, for a (very roughly calculated) computational effort of 3N. Conversely, in the univariate probability density approach, there are M PDEs to solve with L mesh points each, for a computational effort of ML. Given the fact that the physiologically realistic number of CaRUs is N = 20, 000 and the observed number of mesh points required in our probability density calculations is L = 100, we might have expected the univariate probability density approach to be approximately 150 times computationally more efficient than Monte Carlo for the minimal M = 4 state CaRU model used here (consistent with the observed values of 35-700 in Fig. 11 ). Continuing this reasoning, we might expect the univariate probability density approach to outperform Monte Carlo calculations for any CaRU model with fewer than 600 states (M ≤ 3N/L).
On the other hand, if model parameters were such that it was not a good approximation to assume that in each CaRU diadic subspace [Ca 2+ ] is in quasi-static equilibrium with junctional SR [Ca 2+ ], then the appropriate probability density alternative to Monte Carlo simulation would be multivariate. In this case each of the M joint probability densities would require a two-dimensional L×L mesh that discretizes both the diadic subspace and junctional SR [Ca 2+ ]. If we presume that the computational effort of the multivariate probability density approach scales as ML 2 , then we would expect it to be superior to Monte Carlo calculations involving N = 20, 000 CaRUs when the chosen CaRU model has fewer than 6 states (M ≤ 3N/L 2 ). Consistent with this back-of-the-envelope estimate, when we do not assume fast diadic subspace [Ca 2+ ] but instead numerically solve the 2D system of advectionreaction equations given by Eqs. 19-22, we find the multivariate probability density approach is only marginally faster than Monte Carlo simulation (not shown). However, these estimates and preliminary benchmarks fail to account for accelerations of the multivariate probability density approach that could be obtained by using more sophisticated numerical schemes (e.g., a nonuniform or adaptive mesh) and model reduction techniques applicable to the probability density but not the Monte Carlo formulation. For this reason we recommend the probability density approach for further development as a computationally efficient alternative to Monte Carlo simulations of the local control of EC coupling in cardiac myocytes.
Appendix A: Description of fluxes influencing bulk myoplasmic and network SR [Ca 2+ ] The whole cell model of EC coupling that is the focus of this paper includes several fluxes that directly influence the dynamics of the bulk myoplasmic and network SR [Ca 2+ ]. For example, the Na + -Ca 2+ exchanger current that appears in Eq. 29 takes the form [4, 3, 32] ,
where Tables 1 and 3) .
The SERCA-type Ca-ATPase flux that appears in Eqs. 29 and 30 includes both forward and reverse modes [33] and is given by
with parameters as in Table 3 . In addition, Eqs. 29 and 30 include a leakage Ca 2+ flux given by J leak = v leak (c nsr − c myo ).
Following [32] , Eq. 29 includes a constant background Ca 2+ influx that takes the form,
where I in = g in (V − E Ca ) and E Ca = (RT /2F ) ln(c ext /c myo ).
Appendix B: Generalization of the probability density approach
The probability density approach is completely general and in principle the methodology can be applied to Ca 2+ release unit models of arbitrary complexity. Let S(t) = i ∈ {1, .. ]. Let us also rewrite the multivariate probability density functions defined in Eq. 18 using slightly more compact notation,
where c is a vector including both the diadic subspace and junctional SR Ca 2+ concentrations. Using Bayes' formula these joint probability densities can be related to the probability densities for diadic subspace and junctional SR [Ca 2+ ] conditioned on the the state of the channel,
That is, if the probability density ρ i (c, t) is integrated over all possible diadic subspace and junctional SR Ca 2+ concentrations, the probability π i of finding the randomly sampled Ca
2+
release unit in state i is obtained,
where dc = dc ds dc jsr . Using this notation, the advection-reaction equations (Eqs. [19] [20] [21] [22] for the probability density of diadic subspace and junctional SR [Ca 2+ ] jointly distributed with the state of the Ca 2+ release unit become,
where ρ is a row vector given by ρ = (ρ 1 , ρ 2 , ..., ρ M ) in which each element ρ i is a function of c ds and c jsr ; and [ρQ] i is the ith element of the row vector resulting from a vector-matrix product of ρ and Q.
Appendix C: Derivation of the univariate probability density approach Using Eqs. 34-37 the advection-reaction equations of the multivariate probability density formulation (Eqs. [19] [20] [21] [22] can be reduced to the univariate version (Eqs. [38] [39] [40] [41] 
because the probability density ρ OO (c ds , c jsr , t) evaluates to zero at the minimum and maximum physical values for diadic subspace [Ca 2+ ]. The second term on the right hand side of Eq. 22 involving the partial derivative with respect to c jsr becomes
, c jsr ) due to the sifting property of the delta function, in agreement with Eqs. 41 and 43. Finally, the three reaction terms in Eq. 22 reduce as required because
where i = OO, OC, and CO;
Appendix D: Numerical scheme for the univariate probability density approach
In the notation of Appendix B, the advection-reaction equations (Eqs. 38-41) used in the univariate probability density approach take the form,
Numerical solution of these equations was performed using a total variation diminishing scheme following [36, 37] . Briefly, we discretize junctional SR 
where we have dropped the superscripted i, φ ℓ =f ℓ ρ ℓ , and φ * ℓ+ 1 2 is the first-order Roe flux defined by [36, 38] φ * ℓ+
wheref ℓ =f i jsr,ℓ is the discretized advection rate appearing in Eq. 50. The quantities ψ + and ψ − occurring in Eq. 51 are flux limiters given by The ordinary differential equations in the univariate model (Eqs. [29] [30] were intregrated using Euler's method with a time step of 1 µs. The efflux and refill fluxes of Eqs. 31 and 32 were approximated by 2+ release units (N = 50, 500, 5000, and 20000, respectively) One bin representing ∼57% probability of a replete junctional SR is truncated for clarity (asterisk). The solid lines show the probability density calculation of ρ T (c jsr , t) (Eq. 47), the distribution of the total probability density for the junctional SR Schematic representation of the multivariate Probability Density formulation that can be reduced to the univariate probability density formulation when diadic subspace Ca 2+ is in quasi-static equilibrium with junctional SR Ca 2+ (slaved diadic subspace). An alternative reduction is possible if diadic subspace and junctional SR Ca 
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