Abstract-The third generation synchrotron facilities that are designed to deliver highly intense and bright X-ray beams along with the new area detectors capable of achieving high dynamic ratios and fast frame rates have enabled novel Coherent X-ray scattering experiments. X-ray Photon Correlation Spectroscopy is such a technique that measures nano-and mesoscale dynamics in materials. The scikit-beam Python analysis library developed at the National Synchrotron Light Source-II at Brookhaven National Laboratory contains a serial version of Xray Photon Correlation Spectroscopy software tools to perform streaming analysis of structural dynamics of materials, which can be time consuming given the anticipated fast data rates and high image resolutions at the National Synchrotron Light Source-II. Therefore, it is essential to parallelize these data analysis tools to achieve the best performance on the available workstations that contain multi-core processors. In this paper, we report the progress that we have made in using the Python multiprocessing module to parallelize the time-correlation functions in scikit-beam. We will compare the results from different multiprocessing approaches, and discuss pros and cons associated with each method.
I. INTRODUCTION
The National Synchrotron Light Source-II (NSLS-II) is one of the newest and most advanced third generation synchrotron facilities in the world that has been designed to deliver worldleading intensity and brightness [1] . NSLS-II uses state-of-theart large area detectors that are capable of fast acquisition rates and high dynamic ratios to take advantage of its high intensity X-ray beams [2] . This opens up the door to coherent X-ray scattering techniques, such as the X-ray Photon Correlation Spectroscopy (XPCS). XPCS measures nano-and meso-scale dynamics in materials yielding the time-averaged structure as well as the information regarding the time-scales associated with nano-and meso-scale fluctuations (dynamics) [3] . In a typical XPCS experiment, recorded time series consist of 20000 X-ray scattering patterns, each acquired with a 2ms integration time that requires processing, analysis and interpretation of a continuous stream of structured data in an efficient manner.
To enable efficient processing of the data produced at the NSLS-II beamlines and allow the scientists to interpret the data in real-time and adjust experimental setup as needed, existing software tools need to be modified to take advantage of the modern computational facilities equipped with multi-core and many-core computer architectures. The dramatic increase of Corresponding author: S.K. Abeykoon(e-mail: sameera@bnl.gov) performance offered by these architectures and their relatively low cost make them powerful additions to many scientific user facilities. At NSLS-II, several workstations with Intel Xeon multi-core CPUs are available for the users, while at Brookhaven National Laboratory (BNL), an institutional cluster (IC) with Intel Xeon "Broadwell" CPUs and NVIDIA Tesla K80 GPUs has recently been installed. Our goal is to investigate different strategies to improve the performance of the scikit-beam Python data analysis library so that it can run efficiently on these and other parallel computing platforms. We start with the time correlation function calculations in scikit-beam that are needed for XPCS, targeting first the multi-core architectures, to explore different parallel programming models and tools in native Python.
scikit-beam [4] provides simple functions to extract scientific information from multi-dimensional X-ray, neutron and electron scattering data. The primary objective of the scikit-beam project has been to develop a comprehensive set of data analysis tools that minimize technique-specificity and, instead, maximize code re-usability. The scikit-beam is mainly being developed at the NSLS-II at BNL in collaboration with other national research facilities such as the Stanford Linear Accelerator Center (SLAC) LINAC Coherent Light Source, and the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory. scikit-beam supports a wide range of user expertise, from novice users to experienced developers. The XPCS analysis tools are included in the scikit-beam library in the correlation module [5] . Presently one-and twotime correlation functions in the scikit-beam correlation module are implemented without any parallelism. Our goal is to find the best way to parallelize the correlation module in order to take advantage of the full CPU power available at the beamline servers and the IC to be able to analyze large amount of data in real-time.
The paper is organized as the following. In Section II we describe briefly the X-ray Photon Correlation Spectroscopy. Section III will cover an overview of two of the Python parallel programming modules, the threading module and the multiprocessing module. We will present the implementation details for the XPCS one-and two-time correlation functions in scikit-beam in Section IV. The results and discussions are presented in Section V. And we conclude in Section VI. of the specific arrangement of the scatterers. The resultant speckle intensity changes as the scatterers fluctuate over time.
In the XPCS technique, the time autocorrelation functions of the speckle fluctuations reveal the wave vector-dependent timescales associated with the motion of scatterers.
A. One-time Correlation Functions
In the XPCS technique, the sample dynamics are determined by using the normalized one-time correlation function, which is defined as [7] ,
Here, the < ... > brackets refer to ensemble average over time and nominally equivalent pixels. I(q, t 0 ) refers to the scattering strength at the momentum transfer vector, q, in the reciprocal space. The quantity t denotes the delay time. Fig. 2 shows the example one-time correlation results for a silica colloidal sample [5] .
B. Two-time Correlation Functions
When the system is out of equilibrium, two-time correlation functions can be used to characterize the dynamics of the system. The two-time correlation functions [9] , [10] are defined as,
Here < ... > denotes an ensemble average over equivalent pixels of the detector, (e.g. all having, within a small variation, the same q). In many situations, it is advantageous to think about a two-time correlation function in terms of two re-scaled time variables. Average time or the age of sample can be defined as ta = (t 1 + t 2 )/2. The time is represented along The two-time correlation function C (q = 4.80x10 −3Å−1 , t 1 , t 2 ) from the silica colloidal data [5] .
the t 1 = t 2 diagonal on a two-time correlation as shown in Fig. 3 [5] .
III. PARALLEL PROGRAMMING IN PYTHON

A. Parallelizing Using Python Threading
Threads are light-weight processes that run parallel programs that use some shared memory space [11] . In the modern operating systems, each process contains one or more threads. These threads share the same portion of memory assigned to their parent process; each thread can run in parallel if the computer has more than one logical CPU core [11] . For certain algorithms, multi-threading can be more efficient than multi-processing [11] . However, the Python interpreter only allows one thread to execute at any one time [12] . This is known as the Global Interpreter Lock (GIL), which is required to prevent memory corruption [13] . Therefore, using the Python threading module to parallelize programs is an ineffective strategy for increasing the performance of CPU-bound tasks. However, threads are useful in input/output (I/O) bound tasks such as reading, writing, and downloading files, because threads give up their lock once an I/O task is initiated [12] .
B. Parallelization Using Python multiprocessing
Multi-processing is another way to execute tasks in parallel on a multi-core CPU, or across multiple computers in a computing cluster [14] . In multi-processing, each task runs in its own process; each program running on a computer is represented by one or more processes [14] . Python multiprocessing module has a similar application programming interface (API) to the threading module to spawn many processes [15] . When using multiple processes to run parallel computation it requires some communication between these processes. Python uses pickle module for these conversations [16] . When sending an object from one process to another, Python converts it to a stream of bytes, "pickling", and assembles the object back at the receiving end, "unpickling". Pickling and unpickling can add considerable overhead to multiprocessing [16] . Therefore, having as few arguments to send/receive as possible can increase the performance. There are a few available options for distributing the workload among multiple processes using the python multiprocessing module. We have investigated the following two options for this purpose:
1) A pool of worker processes created by the Pool class.
2) Use of the Process class with a queue.
1) The Pool Class: Python multiprocessing Pool class provides convenient approaches for simple parallel processing tasks. A pool of worker processes can be created using the Pool class. There are a few different ways to create the worker processes using the Pool class [15] , which are listed in Table (Table: I ). The Pool.map and Pool.apply methods are similar to Python's built-in map and apply functions. Besides taking advantage of multiple processes, one significant difference between the Pool.map (or Pool.apply) and the built-in map (or apply) is that Pool.map (or Pool.apply) only takes a single iterable argument for processing. These function calls lock the main program until all the processes complete obtaining the results in a particular order. The async, map_async and apply_async methods submit all the processes at once and retrieve the results once they are finished. The other difference is that the get method needs to be used after async calling to obtain the return values of the finished processes. There are two other options that are not mentioned in Table (Table: I) . Those are Pool.imap and Pool.imap_async functions, which are the lazier versions of Pool.map and Pool.map_async, respectively. These functions return Python iterators [17] instead of a completed sequence. Pool.starmap method, which is introduced in Python version 3 [18] is very similar to the Pool.map method except for its acceptance of multiple arguments.
2) The Process Class: The Pool class is best suitable when one argument is used as the input parameter for the calling function. When there are multiple arguments as input parameters, Python list or tuple should be used. The other approach is to use the Process class. Multiprocessing Process class follows the API of threading.Thread class [15] . In the multiprocessing module, processes are spawned by creating a process object and then calling its start() method. Results of the different processes are communicated through queues or pipes [15] . Even though it is possible to use a process without queues or pipes, it is recommended to use them to avoid synchronization locks [15] . Queues are thread and process safe [19] , while pipes are not. There are three types of queues that differ from each other only in the order in which the entries are retrieved. Those are FIFO (First In, First Out), LIFO (Last In, First Out) and Priority (the lowest valued entry is retrieved first, the entries are kept sorted) queues. In the multiprocessing approach, only two queues (any queue type) can be created to send input data elements, and to receive output data elements. In the pipes model, a pair of connection objects linked by a pipe is returned (two ends of the pipe) by the Pipe function [15] . If two processes (or threads) try to read from or write to the same end of the pipe at the same time, the data may become corrupted [15] .
For the time correlation functions in scikit-beam, we assign the computation for each region of interests (ROI) to a different process. Since the computations for different ROIs are completely independent, there is no communication needed between processes except for gathering results at the end, which is done through an FIFO queue.
C. Measure of Computational Speed-up
The Speed up of the parallelized time correlation functions in the scikit-beam library is defined as the ratio of total run time for a sequential one-time (or two-time) correlation algorithm (original scikit-beam one-time (or two-time) correlation function) running in a single process to the total run time for parallel one-time (or two-time) correlation algorithm. Identical parameters (eg: number of images, number of ROI's, etc..) are used for both serial and parallel versions of the code for performance comparison. The Speed up is calculated in the following way, Amdahl's law [22] dictates that the maximum Speed up one can obtain is governed not only by the portion of the code that is parallel, but also the portion of the code that remains serial. If the whole code can be parallelized with parallel processes, the ideal Speed up will be Speed up = number of processes. This is rarely achievable, as there will inevitably be some overhead in launching the different processes and gathering the final results, for example. But one should generally see a larger Speed up as the number of processes is increased.
IV. IMPLEMENTATION DETAILS
In this section, we will describe the details of our implementations using both the Python threading module and the multiprocessing module. The following lists provide a detailed description of the input and output parameters of the one-and two-time correlation functions included in the scikit-beam package.
One-time correlation function input parameters 1) num lev -number of levels 2) num buf s -number of buffers 3) labels -coarse-grained regions of nominally equivalent pixels 4) images -the series of speckle patterns used in one-time correlation analysis
One-time correlation function output parameters 1) g (2) (q, t) -one-time correlation results 2) lag steps -times (delays) the correlation is computed Two-time correlation function input parameters 1) num lev -number of levels 2) num buf s -number of images used for time t 1 3) num imgs -number of images used for time t 2 4) labels -coarse-grained regions of nominally equivalent pixels 5) images -the series of speckle patterns used in two-time correlation analysis
Two-time correlation function output parameters 1) C(q, t 1 , t 2 ) -two-time correlation results Fig. 4 . Ring "labels" (q rings) marked on the averaged image (average of 10000 images with 2ms integration time) from a silica colloidal sample [5] Number of levels (num lev) and number of buffers (num buf s) are used to define two time-sampling schemes in the time-correlation function, which are linear and logarithmic time sampling schemes respectively [5] . In the linear time sampling scheme, every image is correlated with every other image before averaging over equal time intervals. In the logarithmic time sampling scheme (multi-tau time correlation), there are an increasing number of levels and a decreasing number of points in each level (num buf s) [5] .
The labels are ROI's defined using a labeled array of the same shape as the detector image. Fig.( 4 ) represents the labels marked on an image. Users choose desired ROI's in the image to perform time correlation prior to running the time-correlation calculations. As mentioned previously, in the parallel versions of both the one-time and two-time correlation codes, calculations for different ROI's are distributed among different CPU processes spawned from the multiprocessing module. Each process will put its results in the queue at completion. Once all the processes have finished, the main process gets the data from the queue. As the child processes may finish at random order, we put the ROI labels along with the results in the queue to differentiate the data from different processes. Fig. 5 and Fig. 6 depict our multiprocessing Pool.starmap and multiprocessing Process class with one FIFO queue algorithms to parallelize the scikit-beam XPCS tools. We used both synthetic data and real scattering patterns collected at NSLS-II beamlines to test the Speed up of our codes. Fig. 7 illustrates the steps we follow to prepare the synthetic data. In the multiprocessing Process class, main program will not exit until all the children processes have exited [15] . There are times when starting a background process that runs without blocking the main program from exiting is useful, such as, in services where there may not be an easy way to interrupt the worker, or where letting it die in the middle of its work does not lose or corrupt data [15] . We have observed the children processes still running even after they have returned the final results. Therefore, to mark a process as a daemon, we have to set the daemon attribute with a boolean value. The default value for processes to not to be daemons, therefore, passing "True" turns the daemon mode on.
V. RESULTS AND DISCUSSION
We have used the Coherent Soft X-ray -1 (CSX-1) beamline server at NSLS-II and BNL IC to test the acceleration performance of the new parallelized algorithms. The CSX-1 server is an Intel Xeon CPU E5-2667 v2, 3.30GHz processor consists of 16 CPU cores that is dedicated for user data processing and analysis. The IC consists of Intel Xeon E5-2695 v4 processor running at 2.10GHz with 36 CPU cores (dual-socket) per node.
We have used the multiprocessing Pool class to parallelize the XPCS software tools. We were able to successfully parallelize the time-correlation functions # Generate synthetic data -random data image will contain random integers from 1 to 10. synthetic data = np.random.randint(1, 10, (stack size, xdim, ydim)) using the Pool.starmap method. However the other multiprocessing Pool class options did not produce successful results due to the following reasons.
• It was not possible to provide multiple arguments in the Pool.map, Pool.imap, Pool.imap_async and Pool.map_async methods.
• It was not possible to achieve good performance Speep up using Pool.apply and all the asynchronous methods. The Speed up is calculated using the equation 3.
We were able to provide multiple arguments using Pool.starmap method and the output time-correlation results were given as an ordered list for different ROI's. We observed the change in Speep up while simultaneously increasing the number and the width of ROI's for the parallelized XPCS tools using Pool.starmap option. Fig. 8 represents the Speep up for the one-time correlation calculation with increasing thickness of the ROI rings for two different numbers of ROI's (4 and 8). The maximum Speed up we achieved with the test data set is about 1.8 even with 8 processes for the case of 8 ROIs, which reflects the large overhead associated with the Pool class.
On the other hand, both the parallelized one-time and twotime correlation functions using the multiprocessing Process class with a queue produced considerably better Speed up compared to the Pool class. Fig. 9 blue color line with triangles represents the Speed up resulting from onetime correlation functions using the multiprocessing Process class with one FIFO queue against the number of processes. Since we are distributing different ROI's time-correlation calculations to different processes, the number of ROI's is equal to the number of processes. 1000 images were used, with num lev=1, num buf s=100 for the one-time correlation calculation. Fig. 9 green color line with stars shows the Speed up for parallelizing two-time correlation functions using multiprocessing Process class with an one FIFO queue. The Speed up was calculated with the increasing number of ROI's using equation 3. We have used 1000 images, with num lev=1, num buf s=100 and num imgs=1000 for this two-time correlation calculation. (blue) and ROIs=8 (orange) plotted against the thickness of a ring. 1000 images have been used for the time two-correlation. num lev=1, num buf s=100, image dimensions=(1000, 1000). Used synthetic data (Fig. 7) for this calculation. Computation was done on the CSX-1 server.
In our implementation, each process still needs to read the whole data set. In other words, the I/O part of the calculations is not parallelized. To see the overhead associated with the I/O, we plot the Speed up of the parallelized two-time correlations as a function of the number of images in Fig. 11 . This data set was acquired at the NSLS-II, CSX-1 beamline. num lev was equal to 1 , num buf s was equal to 800 and the number of ROI's was equal to 9 (Number of processes = Number of ROI's) for this analysis. There were 800 scattering patterns in this data set. Image dimension was (960, 960). The two-time correlation performance Speed up was calculated with the 1000 images were used for the time correlation calculation. num lev=1, num buf s=100, num imgs=1000, image dimensions=(1000, 1000). Used synthetic data ( Fig. 7) for this calculation. Computation was done on the CSX-1 server.
increasing number of images in steps of 100 (8 steps from 100 to 800). When the number of images is small, I/O cost makes up a large portion of the total computational cost, resulting in a smaller Speed up compared to when a large number of images are processed. As I/O cost becomes negligible, the Speed up is determined by the parallel computing workload.
As we increase the number of ROI's, hence the number of parallel processes, in the calculation of the time correlation functions, the ideal Speed up we can achieve is naively equal to the number of processes (ROI's), provided the number of processes is less than the total number of processing cores available on the system (16 on CSX-1 server, and 36 on IC). However, as we can see from Fig. 9 , the maximum Speed up we could achieve is less than a factor of 4 for the images we have tested.
We repeated the same calculations showing in Fig. 9 for two-time correlation using the BNL IC to verify the Speed up. The CSX-1 server is dedicated to do data processing and analysis by the beamline users. Therefore, we wanted to investigate whether those work impact our parallelized timecorrelation functions performance Speed up. Fig. 10 represents the Speed up curves for two-time correlation functions plotted against the Number of processes obtained for both BNL IC and CSX-1 server. The red color line with circles . Number of processes = Number of ROI's. 1000 images were used for the time correlation calculation. num lev=1, num buf s=100, num imgs=1000, image dimensions=(1000, 1000). Used synthetic data ( Fig. 7) for this calculation.
depicts the Speed up results obtained from the BNL IC while the green color line with stars illustrates the Speed up results acquired from the CSX-1 server. Hence these results (Fig. 10 ) confirm that the maximum Speed up we can achieve is factor of 4. In the BNL IC we earned a dedicated computer time to run these parallelized and serial algorithms therefore, we were able to obtain better in line performance Speed up (red color line with circles) compare to the CSX-1 server results (green color line with stars). That may be the effect from other data analysis and processing work carried out at the CSX-1 server by beamline users. Since we distribute the work of each ROI to a separate process, the time spent in each process is determined by the number of pixels in each ROI. Since the ROI's of the test images are concentric circles with the same thickness, the number of pixels in each ROI differs. The parallel processing time is governed by the time it takes to process the outermost ring (most work). The work distribution in this case is not load-balanced. We analyzed the processing time for each ROI in the case of ROI=16 in Fig. 10 , and compared the timing breakdown with the serial processing time. The comparison is shown in Fig. 12 , where the inset shows the 16 ROI's analyzed. The blue solid bars represent the processing time of each process (each ROI), the red star-patterned bar is the total parallel processing time, and the green grid-patterned bar is the serial processing time. The parallel processing time is Number of images Process times (seconds) taken for 16 different ROIs, parallel code and the serial code. 10000 images were used for the time correlation calculation. num lev=1, num buf s=100, num imgs=10000, image dimensions=(1000, 1000). Used synthetic data (Fig. 7) for this calculation. Test was done on the BNL IC.
clearly dominated by the time for ROI#16, which explains why we could not obtain more than a factor of 4 Speed up.
To further understand the achieve-able Speed up of our parallelization, we created some synthetic images with samesize ROI's of squares and tested our parallelized code. Fig. 13 illustrates the two-time correlation Speed up results we obtained for these images. The inset in Fig. 13 shows the label array (ROI's) we used for the calculation. Two different image dimensions ((500, 500) and (1000, 1000)) have been tested. We can see that with more balanced work distribution, the Speed up we could achieve is closer to the ideal scaling (green line), especially with the larger image dimensions (red line). The deviation from the ideal scaling is due to the overhead associated with launching and terminating the parallel processes and gathering data from different processes through the FIFO queue.
VI. CONCLUSIONS
In conclusion, we have successfully parallelized the time correlation function calculations of the XPCS software tools in the scikit-beam package using Python multiprocessing module. Python multiprocessing module introduces ways to parallelize workloads. We observe that when the computation gets larger and more complex the Speed up from using the multiprocessing increases. Two-time correlation calculation is more computationally intensive than the one-time correlation calculation. Therefore the two-time correlation Speed up is higher than that of Number of rois Speed up for two-time correlation results for same size ROI's. 2000 images were used for the time correlation calculation. num lev=1, num buf s=100, num imgs=2000. Used synthetic data. (Fig. 7) for this calculation. Test was done on the BNL IC.
one-time correlation. Based on the data sets we have tested on, we can achieve speed-ups consistent with the constraints. While the Speed up increases as we increase the number of processes, with the way we parallelize the calculation, we cannot always achieve the ideal Speed up due to potential uneven distribution of workloads (load-balancing issue).
There are several steps we can take to further optimize the code using the multiprocessing module. To overcome the load-balancing issue when the different ROI's have varying numbers of pixels, we can consider dynamically spawning child processes from the process responsible for the larger workloads. Currently each process has a separate copy of the whole image dataset, which consumes more memory than necessary and imposes a very large memory footprint when there are many processes running at the same time. We will modify the code so that the processes will read from a sharedmemory data pool, which will reduce the memory footprint and the overhead from reading the data.
Currently we are working on using the Python numba module to accelerate the performance of the XPCS software tools in the scikit-beam library. Using numba, array oriented and math-heavy Python programs can be just-intime (jit) complied to native machine instructions using a few annotations [23] . Other advantage is that numba accelerated parallel codes can be run on either CPU or GPU hardware [23] . We are interested in investigating whether pure Python codes using numba can gain similar performance as C, C++ and Fortran codes. We will be able to compare performance speedups on many-core and multi-core platforms while using these different approaches. Concurrently using these results from the different Python modules we will be able investigate different Python parallelize options.
