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Abstract
The European School of High-Energy Physics is intended to give young physicists an introduction to the the-
oretical aspects of recent advances in elementary particle physics. These proceedings contain lecture notes on
the Standard Model of electroweak interactions, quantum chromodynamics, heavy ion physics, physics beyond




The eighteenth event in the series of the European School of High-Energy Physics took place in Raseborg
Finland, from 20 June to 3 July 2010. It was organized jointly by CERN, Geneva, Switzerland, and JINR,
Dubna, Russia, with support from the Helsinki Institute of Physics (HIP), the Magnus Ehrnrooth Foundation,
the University of Helsinki (UH), the University of Jyväskylä, the Finnish Academy of Science and Letters
(Vilho, Yrjö and Kalle Väisälä Fund) and the Waldemar von Frenckell Foundation. The local organization
team was chaired by Professor Paula Eerola from UH and HIP. The other members of the local committee
were: Professor K. Huitu, UH and HIP; Dr V. Karimäki, UH and HIP; Professor R. Orava, UH and HIP;
Professor K. Rummukainen, UH and HIP; Dr S. Räsänen, Univ. of Jyväskylä and HIP, Professor H. Saarikko,
UH and HIP; and Dr K. Österberg, UH and HIP.
A hundred students coming from twenty-five different countries attended the school, mainly from member
states of CERN and/or JINR, but also a few from other regions. The participants were generally students in
experimental High-Energy Physics in the final years of work towards their PhDs.
The School was hosted in the Raseborg Insitute, a few km outside the town of Karjaa in the Raasepori
municipality (Raseborg is the Swedish name for Raasepori) located about 100 km west of Helsinki. According
to the tradition of the school, the students shared twin rooms mixing participants of different nationalities.
A total of 32 lectures were complemented by daily discussion sessions led by six discussion leaders. The
students displayed their own research work in the form of posters in a special evening session in the first week,
and the posters stayed on display until the end of the School. The scientific programme was arranged in the
Raseborg InstituteÕs on-site conference facilities.
Our thanks go to the local-organization team and, in particular, to Professor Paula Eerola for her excellent
work and assistance in preparing the School, on both scientific and practical matters, and for her presence
throughout the event. Our thanks also go to the efficient and friendly hotel management and staff who assisted
the School organizers and the participants in many ways.
Very great thanks are due to the lecturers and discussion leaders for their active participation in the School
and for making the scientific programme so stimulating. The students, who in turn manifested their good spirits
during two intense weeks, undoubtedly appreciated listening to and discussing with the teaching staff of world
renown.
We would like to express our appreciation to Professor Rolf Heuer, Director General of CERN, and Pro-
fessor Nikolai Rusakovich who represented JINR, for their lectures on the scientific programmes of the two
organizations and for discussing with the School participants. We are happy that a number of local digni-
taries were able to visit the School, including Professor Johanna Björkroth, Vice-Rector of UH, Professor Keijo
Hämäläinen, Dean of the UH Science Faculty, Mr Mårten Johansson, Mayor of Raseborg, and Professor Dan-
Olof Riska, Director of HIP.
In addition to the rich scientific programme, the participants enjoyed numerous sports and leisure activities
that were arranged by the local organization team and, in particular, by Dr Tapio Lampén. There were excur-
sions to Fiskars, the Bengtskär lighthouse and the city of Helsinki, as well as free-time activities in and around
the Raseborg Institute.
vii
We are very grateful to Mrs Helene Haller and Mrs Tatyana Donskova for their untiring efforts in the lengthy
preparations for and the day-to-day operation of the School. Their continuous care of the participants and their
needs during the School was highly appreciated. The success of the School was to a large extent due to the
students themselves. Their poster session was very well prepared and highly appreciated, and throughout the
School they participated actively during the lectures, in the discussion sessions and in the different activities
and excursions. Finally, one should not forget the show that they prepared and presented following the farewell
banquet.
Nick Ellis
(On behalf of the Organizing Committee)
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The Standard Model of Electroweak Interactions
A. Pich
IFIC, University of València – CSIC, València, Spain
Abstract
Gauge invariance is a powerful tool to determine the dynamical forces among
the fundamental constituents of matter. The particle content, structure and
symmetries of the Standard Model Lagrangian are discussed. Special empha-
sis is given to the many phenomenological tests which have established this
theoretical framework as the Standard Theory of the electroweak interactions.
1 Introduction
The Standard Model (SM) is a gauge theory, based on the symmetry group SU(3)C⊗SU(2)L⊗U(1)Y ,
which describes strong, weak and electromagnetic interactions, via the exchange of the corresponding
spin-1 gauge fields: eight massless gluons and one massless photon, respectively, for the strong and elec-
tromagnetic interactions, and three massive bosons, W± and Z, for the weak interaction. The fermionic
































, l−R , quR , qdR , (2)
plus the corresponding antiparticles. Thus, the left-handed fields are SU(2)L doublets, while their right-
handed partners transform as SU(2)L singlets. The three fermionic families in Eq. (1) appear to have
identical properties (gauge interactions); they differ only by their mass and their flavour quantum number.
The gauge symmetry is broken by the vacuum, which triggers the Spontaneous Symmetry Break-
ing (SSB) of the electroweak group to the electromagnetic subgroup:
SU(3)C ⊗ SU(2)L ⊗ U(1)Y SSB−→ SU(3)C ⊗ U(1)QED . (3)
The SSB mechanism generates the masses of the weak gauge bosons, and gives rise to the appearance
of a physical scalar particle in the model, the so-called Higgs. The fermion masses and mixings are also
generated through the SSB.
The SM constitutes one of the most successful achievements in modern physics. It provides a
very elegant theoretical framework, which is able to describe the known experimental facts in particle
physics with high precision. These lectures [1] provide an introduction to the SM, focussing mostly on
its electroweak sector, i.e., the SU(2)L ⊗ U(1)Y part [2–5]. The strong SU(3)C piece is discussed in
more detail in Refs. [6, 7]. The power of the gauge principle is shown in Section 2, where the simpler
Lagrangians of quantum electrodynamics and quantum chromodynamics are derived. The electroweak
theoretical framework is presented in Sections 3 and 4, which discuss, respectively, the gauge structure
and the SSB mechanism. Section 5 summarizes the present phenomenological status and shows the
main precision tests performed at the Z peak. The flavour structure is discussed in Section 6, where
knowledge of the quark mixing angles is briefly reviewed and the importance of CP violation tests is
emphasized. Finally, a few comments on open questions, to be investigated at future facilities, are given
in the summary.
1
Some useful but more technical information has been collected in several appendices: a minimal
amount of quantum field theory concepts are given in Appendix A; Appendix B summarizes the most im-




Let us consider the Lagrangian describing a free Dirac fermion:
L0 = i ψ(x)γµ∂µψ(x) − mψ(x)ψ(x) . (4)
L0 is invariant under global U(1) transformations
ψ(x)
U(1)−→ ψ′(x) ≡ exp {iQθ}ψ(x) , (5)
where Qθ is an arbitrary real constant. The phase of ψ(x) is then a pure convention-dependent quantity
without physical meaning. However, the free Lagrangian is no longer invariant if one allows the phase
transformation to depend on the space-time coordinate, i.e., under local phase redefinitions θ = θ(x),
because
∂µψ(x)
U(1)−→ exp {iQθ} (∂µ + iQ ∂µθ) ψ(x) . (6)
Thus, once a given phase convention has been adopted at one reference point x0, the same convention
must be taken at all space-time points. This looks very unnatural.
The ‘gauge principle’ is the requirement that the U(1) phase invariance should hold locally. This
is only possible if one adds an extra piece to the Lagrangian, transforming in such a way as to cancel
the ∂µθ term in Eq. (6). The needed modification is completely fixed by the transformation (6): one
introduces a new spin-1 (since ∂µθ has a Lorentz index) field Aµ(x), transforming as
Aµ(x)




and defines the covariant derivative
Dµψ(x) ≡ [∂µ + ieQAµ(x)] ψ(x) , (8)
which has the required property of transforming like the field itself:
Dµψ(x)
U(1)−→ (Dµψ)′ (x) ≡ exp {iQθ}Dµψ(x) . (9)
The Lagrangian
L ≡ i ψ(x)γµDµψ(x) − mψ(x)ψ(x) = L0 − eQAµ(x)ψ(x)γµψ(x) (10)
is then invariant under local U(1) transformations.
The gauge principle has generated an interaction between the Dirac fermion and the gauge field
Aµ, which is nothing else than the familiar vertex of Quantum Electrodynamics (QED). Note that the
corresponding electromagnetic chargeQ is completely arbitrary. If one wantsAµ to be a true propagating





where Fµν ≡ ∂µAν − ∂νAµ is the usual electromagnetic field strength which remains invariant under




would violate the local U(1) gauge invariance; therefore, the photon field is predicted to be massless.
Experimentally, we know that mγ < 1 · 10−18 eV [8, 9].
The total Lagrangian in Eqs. (10) and (11) gives rise to the well-known Maxwell equations:
∂µF
µν = e Jν ≡ eQψγνψ , (12)
where Jν is the fermion electromagnetic current. From a simple gauge-symmetry requirement, we have
deduced the right QED Lagrangian, which leads to a very successful quantum field theory.
2.1.1 Lepton anomalous magnetic moments
Fig. 1: Feynman diagrams contributing to the lepton anomalous magnetic moment.
The most stringent QED test comes from the high-precision measurements of the e [10] and µ [11]
anomalous magnetic moments al ≡ (gγl − 2)/2 , where ~µl ≡ gγl (e/2ml) ~Sl:
ae = (1 159 652 180.73± 0.28) · 10−12 , aµ = (11 659 208.9± 6.3) · 10−10 . (13)
To a measurable level, ae arises entirely from virtual electrons and photons; these contributions are
fully known toO(α4) and manyO(α5) corrections have been already computed [12–14]. The impressive
agreement achieved between theory and experiment has promoted QED to the level of the best theory
ever built to describe Nature. The theoretical error is dominated by the uncertainty in the input value of
the QED coupling α ≡ e2/(4pi). Turning things around, ae provides the most accurate determination of
the fine structure constant [10, 15]:
α−1 = 137.035 999 084 ± 0.000 000 051 . (14)
The anomalous magnetic moment of the muon is sensitive to small corrections from virtual heav-
ier states; compared to ae, they scale with the mass ratio m2µ/m
2
e. Electroweak effects from virtual
W± and Z bosons amount to a contribution of (15.4 ± 0.2) · 10−10 [16–18], which is larger than the
present experimental precision. Thus aµ allows one to test the entire SM. The main theoretical uncer-
tainty comes from strong interactions. Since quarks have electric charge, virtual quark-antiquark pairs
induce hadronic vacuum polarization corrections to the photon propagator (Fig. 1.c). Owing to the non-
perturbative character of the strong interaction at low energies, the light-quark contribution cannot be
reliably calculated at present. This effect can be extracted from the measurement of the cross-section
σ(e+e− → hadrons) and from the invariant-mass distribution of the final hadrons in τ decays, which
unfortunately provide slightly different results [19]:
athµ =
{
(11 659 180.2± 4.9) · 10−10 (e+e− data) ,
(11 659 189.4± 5.4) · 10−10 (τ data) . (15)
The quoted uncertainties include also the smaller light-by-light scattering contributions (Fig. 1.d) [20].
The difference between the SM prediction and the experimental value (13) corresponds to 3.6σ (e+e−)
or 2.4σ (τ ). New precise e+e− and τ data sets are needed to settle the true value of athµ .
3
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2.2 Quantum chromodynamics






Fig. 2: Tree-level Feynman diagram for the e+e− annihilation into hadrons.
The large number of known mesonic and baryonic states clearly signals the existence of a deeper
level of elementary constituents of matter: quarks. Assuming that mesons are M ≡ qq¯ states, while
baryons have three quark constituents, B ≡ qqq, one can nicely classify the entire hadronic spectrum.
However, in order to satisfy the Fermi–Dirac statistics one needs to assume the existence of a new
quantum number, colour, such that each species of quark may have NC = 3 different colours: qα,




αβγ |qαqβqγ〉 , M = 1√
3
δαβ |qαq¯β〉 . (16)
In order to avoid the existence of non-observed extra states with non-zero colour, one needs to further
postulate that all asymptotic states are colourless, i.e., singlets under rotations in colour space. This
assumption is known as the confinement hypothesis, because it implies the non-observability of free
quarks: since quarks carry colour they are confined within colour-singlet bound states.
A direct test of the colour quantum number can be obtained from the ratio
Re+e− ≡
σ(e+e− → hadrons)
σ(e+e− → µ+µ−) . (17)
The hadronic production occurs through e+e− → γ∗, Z∗ → qq¯ → hadrons (Fig. 2). Since quarks are
assumed to be confined, the probability to hadronize is just one; therefore, summing over all possible
quarks in the final state, we can estimate the inclusive cross-section into hadrons. The electroweak
production factors which are common with the e+e− → γ∗, Z∗ → µ+µ− process cancel in the ratio
(17). At energies well below the Z peak, the cross-section is dominated by the γ-exchange amplitude;















3 , (Nf = 5 : u, d, s, c, b)
. (18)
This result involves an explicit sum over the Nf quark flavours which are kinematically accessible
[4m2q < s ≡ (pe− + pe+)2], weighted by the number of different colour possibilities. The measured
ratio is shown in Fig. 3. Although the simple formula (18) cannot explain the complicated structure
around the different quark thresholds, it gives the right average value of the cross-section (away from
thresholds), provided that NC is taken to be three. The agreement is better at larger energies. Notice that
strong interactions have not been taken into account; only the confinement hypothesis has been used.
Electromagnetic interactions are associated with the fermion electric charges, while the quark
flavours (up, down, strange, charm, bottom, top) are related to electroweak phenomena. The strong
forces are flavour conserving and flavour independent. On the other side, the carriers of the electroweak
interaction (γ, Z, W±) do not couple to the quark colour. Thus it seems natural to take colour as the





















Fig. 3: World data on the ratio Re+e− [9]. The broken lines show the naive quark model approximation with
NC = 3. The solid curve is the 3-loop perturbative QCD prediction.
2.2.2 Non-Abelian gauge symmetry
Let us denote qαf a quark field of colour α and flavour f . To simplify the equations, let us adopt a vector





µ∂µ −mf ) qf (19)
is invariant under arbitrary global SU(3)C transformations in colour space,
qαf −→ (qαf )′ = Uαβ qβf , U U † = U †U = 1 , detU = 1 . (20)










a (a = 1, 2, . . . , 8) denote the generators of the fundamental representation of the SU(3)C
algebra, θa are arbitrary parameters and a sum over repeated colour indices is understood. The matrices











with fabc the SU(3)C structure constants, which are real and totally antisymmetric. Some useful prop-
erties of SU(N) matrices are collected in Appendix B.
As in the QED case, we can now require the Lagrangian to be also invariant under local SU(3)C
transformations, θa = θa(x). To satisfy this requirement, we need to change the quark derivatives by
covariant objects. Since we have now eight independent gauge parameters, eight different gauge bosons








qf ≡ [∂µ + igsGµ(x)] qf . (23)
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Fig. 4: Interaction vertices of the QCD Lagrangian.








and a colour identity matrix is implicit in the derivative term. We want Dµqf to transform in exactly the
same way as the colour-vector qf ; this fixes the transformation properties of the gauge fields:
Dµ −→ (Dµ)′ = U Dµ U † , Gµ −→ (Gµ)′ = U Gµ U † + i
gs
(∂µU)U † . (25)
Under an infinitesimal SU(3)C transformation,









Gµa −→ (Gµa)′ = Gµa −
1
gs
∂µ(δθa) − fabc δθbGµc . (26)
The gauge transformation of the gluon fields is more complicated than the one obtained in QED for the
photon. The non-commutativity of the SU(3)C matrices gives rise to an additional term involving the
gluon fields themselves. For constant δθa, the transformation rule for the gauge fields is expressed in
terms of the structure constants fabc; thus, the gluon fields belong to the adjoint representation of the
colour group (see Appendix B). Note also that there is a unique SU(3)C coupling gs. In QED it was
possible to assign arbitrary electromagnetic charges to the different fermions. Since the commutation
relation (22) is non-linear, this freedom does not exist for SU(3)C . All colour-triplet quark flavours
couple to the gluon fields with exactly the same interaction strength.
To build a gauge-invariant kinetic term for the gluon fields, we introduce the corresponding field
strengths:
Gµν(x) ≡ − i
gs




Gµνa (x) = ∂
µGνa − ∂νGµa − gs fabcGµb Gνc . (27)
Under a SU(3)C gauge transformation,
Gµν −→ (Gµν)′ = U Gµν U † (28)
and the colour trace Tr(GµνGµν) = 12 G
µν
a Gaµν remains invariant. Taking the proper normalization for














Fig. 5: Two- and three-jet events from the hadronic Z boson decays Z → qq¯ and Z → qq¯G (ALEPH) [23].




aGaµ, because it is
not invariant under the transformation (25). The gauge bosons are, therefore, massless spin-1 particles.
It is worth while to decompose the Lagrangian into its different pieces:
LQCD = − 1
4






























The first line contains the correct (quadratic) kinetic terms for the different fields, which give rise to the
corresponding propagators. The colour interaction between quarks and gluons is given by the second
line; it involves the SU(3)C matrices λa. Finally, owing to the non-Abelian character of the colour
group, the Gµνa Gaµν term generates the cubic and quartic gluon self-interactions shown in the last line;
the strength of these interactions (Fig. 4) is given by the same coupling gs which appears in the fermionic
piece of the Lagrangian.
In spite of the rich physics contained in it, the Lagrangian (29) looks very simple because of its
colour symmetry properties. All interactions are given in terms of a single universal coupling gs, which
is called the strong coupling constant. The existence of self-interactions among the gauge fields is a new
feature that was not present in QED; it seems then reasonable to expect that these gauge self-interactions
could explain properties like asymptotic freedom (strong interactions become weaker at short distances)
and confinement (the strong forces increase at large distances), which do not appear in QED [6].
Without any detailed calculation, one can already extract qualitative physical consequences from
LQCD. Quarks can emit gluons. At lowest order in gs, the dominant process will be the emission of a
single gauge boson; thus, the hadronic decay of the Z should result in some Z → qq¯G events, in addition
to the dominant Z → qq¯ decays. Figure 5 clearly shows that 3-jet events, with the required kinematics,
indeed appear in the LEP data. Similar events show up in e+e− annihilation into hadrons, away from the
Z peak. The ratio between 3-jet and 2-jet events provides a simple estimate of the strength of the strong
interaction at LEP energies (s = M2Z): αs ≡ g2s/(4pi) ∼ 0.12.
7




Low-energy experiments have provided a large amount of information about the dynamics underlying
flavour-changing processes. The detailed analysis of the energy and angular distributions in β decays,
such as µ− → e−ν¯e νµ or n → p e−ν¯e , made clear that only the left-handed (right-handed) fermion
(antifermion) chiralities participate in those weak transitions; moreover, the strength of the interaction
appears to be universal. This is further corroborated through the study of other processes like pi− →
e−ν¯e or pi− → µ−ν¯µ , which show that neutrinos have left-handed chiralities while anti-neutrinos are
right-handed.
From neutrino scattering data, we learnt the existence of different neutrino types (νe 6= νµ) and that
there are separately conserved lepton quantum numbers which distinguish neutrinos from antineutrinos;
thus we observe the transitions ν¯e p → e+n , νe n → e−p , ν¯µ p → µ+n or νµ n → µ−p , but we do
not see processes like νe p 6→ e+n , ν¯e n 6→ e−p , ν¯µ p 6→ e+n or νµ n 6→ e−p .
Together with theoretical considerations related to unitarity (a proper high-energy behaviour) and
the absence of flavour-changing neutral-current transitions (µ− 6→ e−e−e+, s 6→ d `+`−), the low-
energy information was good enough to determine the structure of the modern electroweak theory [24].
The intermediate vector bosons W± and Z were theoretically introduced and their masses correctly
estimated, before their experimental discovery. Nowadays, we have accumulated huge numbers of W±
and Z decay events, which bring much direct experimental evidence of their dynamical properties.
3.1.1 Charged currents
Fig. 6: Tree-level Feynman diagrams for µ− → e−ν¯e νµ and νµ e− → µ−νe.
The interaction of quarks and leptons with the W± bosons (Fig. 6) exhibits the following features:
– Only left-handed fermions and right-handed antifermions couple to the W±. Therefore, there is
a 100% breaking of parity (P: left↔ right) and charge conjugation (C: particle↔ antiparticle).
However, the combined transformation CP is still a good symmetry.
– The W± bosons couple to the fermionic doublets in Eq. (2), where the electric charges of the two
fermion partners differ in one unit. The decay channels of the W− are then:
W− → e−ν¯e , µ−ν¯µ , τ−ν¯τ , d ′ u¯ , s ′ c¯ . (31)
Owing to the very high mass of the top quark [25], mt = 173 GeV > MW = 80.4 GeV, its
on-shell production through W− → b ′ t¯ is kinematically forbidden.
– All fermion doublets couple to the W± bosons with the same universal strength.
– The doublet partners of the up, charm and top quarks appear to be mixtures of the three quarks



















Fig. 7: Tree-level Feynman diagrams for e+e− → µ+µ− and e+e− → ν ν¯.
Thus, the weak eigenstates d ′ , s ′ , b ′ are different than the mass eigenstates d , s , b . They are
related through the 3× 3 unitary matrix V, which characterizes flavour-mixing phenomena.
– The experimental evidence of neutrino oscillations shows that νe, νµ and ντ are also mixtures
of mass eigenstates. However, the neutrino masses are tiny:
∣∣m2ν3 −m2ν2∣∣ ∼ 2.4 · 10−3 eV2 ,
m2ν2 −m2ν1 ∼ 7.6 · 10−5 eV2 [9].
3.1.2 Neutral currents
The neutral carriers of the electromagnetic and weak interactions have fermionic couplings (Fig. 7) with
the following properties:
– All interacting vertices are flavour conserving. Both the γ and the Z couple to a fermion and its
own antifermion, i.e., γ f f¯ and Z f f¯ . Transitions of the type µ 6→ eγ or Z 6→ e±µ∓ have
never been observed.
– The interactions depend on the fermion electric charge Qf . Fermions with the same Qf have
exactly the same universal couplings. Neutrinos do not have electromagnetic interactions (Qν =
0), but they have a non-zero coupling to the Z boson.
– Photons have the same interaction for both fermion chiralities, but the Z couplings are different for
left-handed and right-handed fermions. The neutrino coupling to the Z involves only left-handed
chiralities.
– There are three different light neutrino species.
3.2 The SU(2)L ⊗U(1)Y theory
Using gauge invariance, we have been able to determine the right QED and QCD Lagrangians. To
describe weak interactions, we need a more elaborated structure, with several fermionic flavours and
different properties for left- and right-handed fields; moreover, the left-handed fermions should appear
in doublets, and we would like to have massive gauge bosons W± and Z in addition to the photon.
The simplest group with doublet representations is SU(2). We want to include also the electromagnetic
interactions; thus we need an additional U(1) group. The obvious symmetry group to consider is then
G ≡ SU(2)L ⊗ U(1)Y , (33)
where L refers to left-handed fields. We do not specify, for the moment, the meaning of the subindex Y
since, as we will see, the naive identification with electromagnetism does not work.







, ψ2(x) = uR , ψ3(x) = dR . (34)
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As in the QED and QCD cases, let us consider the free Lagrangian




µ ∂µψj(x) . (36)
L0 is invariant under global G transformations in flavour space:
ψ1(x)
G−→ ψ′1(x) ≡ exp {iy1β} UL ψ1(x) ,
ψ2(x)
G−→ ψ′2(x) ≡ exp {iy2β} ψ2(x) , (37)
ψ3(x)
G−→ ψ′3(x) ≡ exp {iy3β} ψ3(x) ,








(i = 1, 2, 3) (38)
only acts on the doublet field ψ1. The parameters yi are called hypercharges, since the U(1)Y phase
transformation is analogous to the QED one. The matrix transformation UL is non-Abelian as in QCD.
Notice that we have not included a mass term in Eq. (36) because it would mix the left- and right-handed
fields [see Eq. (A.17)], therefore spoiling our symmetry considerations.
We can now require the Lagrangian to be also invariant under local SU(2)L ⊗ U(1)Y gauge
transformations, i.e., with αi = αi(x) and β = β(x). In order to satisfy this symmetry requirement, we
need to change the fermion derivatives by covariant objects. Since we have now four gauge parameters,
αi(x) and β(x), four different gauge bosons are needed:
Dµψ1(x) ≡
[
∂µ + i g W˜µ(x) + i g ′ y1Bµ(x)
]
ψ1(x) ,
Dµψ2(x) ≡ [∂µ + i g ′ y2Bµ(x)] ψ2(x) , (39)





denotes a SU(2)L matrix field. Thus we have the correct number of gauge fields to describe the W±, Z
and γ.
We want Dµψj(x) to transform in exactly the same way as the ψj(x) fields; this fixes the trans-
formation properties of the gauge fields:
Bµ(x)
















. The transformation of Bµ is identical to the one obtained in QED for
the photon, while the SU(2)L W iµ fields transform in a way analogous to the gluon fields of QCD. Note
that the ψj couplings to Bµ are completely free as in QED, i.e., the hypercharges yj can be arbitrary
parameters. Since the SU(2)L commutation relation is non-linear, this freedom does not exist for the










is invariant under localG transformations. In order to build the gauge-invariant kinetic term for the gauge
fields, we introduce the corresponding field strengths:
Bµν ≡ ∂µBν − ∂νBµ , (44)
W˜µν ≡ − i
g
[(




∂ν + i g W˜ν
)]











ν − ∂νW iµ − g ijkW jµW kν . (46)
Bµν remains invariant under G transformations, while W˜µν transforms covariantly:
Bµν
G−→ Bµν , W˜µν G−→ UL W˜µν U †L . (47)



















Since the field strengths W iµν contain a quadratic piece, the Lagrangian LKin gives rise to cubic and
quartic self-interactions among the gauge fields. The strength of these interactions is given by the same
SU(2)L coupling g which appears in the fermionic piece of the Lagrangian.
The gauge symmetry forbids the writing of a mass term for the gauge bosons. Fermionic masses
are also not possible, because they would communicate the left- and right-handed fields, which have
different transformation properties, and therefore would produce an explicit breaking of the gauge sym-










5(1− γ  )
g
Fig. 8: Charged-current interaction vertices.
The Lagrangian (43) contains interactions of the fermion fields with the gauge bosons,



















gives rise to charged-current interactions with the boson field Wµ ≡ (W 1µ + iW 2µ)/
√
2 and its complex-
conjugate W †µ ≡ (W 1µ − iW 2µ)/
√
2 (Fig. 8). For a single family of quarks and leptons,






µ(1− γ5)d + ν¯eγµ(1− γ5)e] + h.c.
}
. (51)
The universality of the quark and lepton interactions is now a direct consequence of the assumed gauge
symmetry. Note, however, that Eq. (51) cannot describe the observed dynamics, because the gauge
bosons are massless and, therefore, give rise to long-range forces.
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Fig. 9: Neutral-current interaction vertices (sθ ≡ sin θW , cθ ≡ cos θW ).
Equation (49) contains also interactions with the neutral gauge fields W 3µ and Bµ. We would like
to identify these bosons with the Z and the γ. However, since the photon has the same interaction with
both fermion chiralities, the singlet gauge boson Bµ cannot be equal to the electromagnetic field. That
would require y1 = y2 = y3 and g ′yj = eQj , which cannot be simultaneously true.






cos θW sin θW






The physical Z boson has a mass different from zero, which is forbidden by the local gauge symmetry.
We will see in the next section how it is possible to generate non-zero boson masses, through the SSB
mechanism. For the moment, we just assume that something breaks the symmetry, generating the Z
mass, and that the neutral mass eigenstates are a mixture of the triplet and singlet SU(2)L fields. In























In order to get QED from the Aµ piece, one needs to impose the conditions:
g sin θW = g ′ cos θW = e , Y = Q− T3 , (54)






, Q2 = Qu/ν , Q3 = Qd/e . (55)
The first equality relates the SU(2)L andU(1)Y couplings to the electromagnetic coupling, providing the
wanted unification of the electroweak interactions. The second identity fixes the fermion hypercharges
in terms of their electric charge and weak isospin quantum numbers:
Quarks: y1 = Qu − 12 = Qd + 12 = 16 , y2 = Qu = 23 , y3 = Qd = −13 ,
Leptons: y1 = Qν − 12 = Qe + 12 = −12 , y2 = Qν = 0 , y3 = Qe = −1 .
A hypothetical right-handed neutrino would have both electric charge and weak hypercharge equal to
zero. Since it would not couple either to the W± bosons, such a particle would not have any kind of
interaction (sterile neutrino). For aesthetic reasons, we shall then not consider right-handed neutrinos
any longer.
Using the relations (54), the neutral-current Lagrangian can be written as




Table 1: Neutral-current couplings.
u d νe e
2 vf 1− 83 sin2 θW −1 + 43 sin2 θW 1 −1 + 4 sin2 θW






µQjψj ≡ −eAµ Jµem (57)
is the usual QED Lagrangian and
LZNC = −
e
2 sin θW cos θW
JµZ Zµ (58)











3 − 2 sin2 θW Jµem . (59)
In terms of the more usual fermion fields, LZNC has the form (Fig. 9)
LZNC = −
e




f¯γµ(vf − afγ5) f , (60)
where af = T
f




1− 4|Qf | sin2 θW
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Fig. 10: Gauge boson self-interaction vertices.
In addition to the usual kinetic terms, the Lagrangian (48) generates cubic and quartic self-
interactions among the gauge bosons (Fig. 10):
L3 = ie cot θW
{
(∂µW ν − ∂νWµ)W †µZν −
(









(∂µW ν − ∂νWµ)W †µAν −
(















)2 −W †µWµ†WνW ν}− e2 cot2 θW {W †µWµZνZν −W †µZµWνZν}
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Notice that at least a pair of chargedW bosons are always present. The SU(2)L algebra does not generate
any neutral vertex with only photons and Z bosons.
4 Spontaneous Symmetry Breaking
So far, we have been able to derive charged- and neutral-current interactions of the type needed to de-
scribe weak decays; we have nicely incorporated QED into the same theoretical framework and, more-
over, we have got additional self-interactions of the gauge bosons, which are generated by the non-
Abelian structure of the SU(2)L group. Gauge symmetry also guarantees that we have a well-defined
renormalizable Lagrangian. However, this Lagrangian has very little to do with reality. Our gauge bosons
are massless particles; while this is fine for the photon field, the physical W± and Z bosons should be
quite heavy objects.
In order to generate masses, we need to break the gauge symmetry in some way; however, we also
need a fully symmetric Lagrangian to preserve renormalizability. This dilemma may be solved by the
possibility of getting non-symmetric results from a symmetric Lagrangian.
Let us consider a Lagrangian, which
1. Is invariant under a group G of transformations.
2. Has a degenerate set of states with minimal energy, which transform under G as the members of a
given multiplet.
If one of those states is arbitrarily selected as the ground state of the system, the symmetry is said to be
spontaneously broken.
A well-known physical example is provided by a ferromagnet: although the Hamiltonian is in-
variant under rotations, the ground state has the electron spins aligned into some arbitrary direction;
moreover, any higher-energy state, built from the ground state by a finite number of excitations, would
share this anisotropy. In a quantum field theory, the ground state is the vacuum; thus the SSB mechanism
will appear when there is a symmetric Lagrangian, but a non-symmetric vacuum.
Fig. 11: Although Nicolás likes the symmetric food configuration, he must break the symmetry deciding which
carrot is more appealing. In three dimensions, there is a continuous valley where Nicolás can move from one carrot




The horse in Fig. 11 illustrates in a very simple way the phenomenon of SSB. Although the left
and right carrots are identical, Nicolás must take a decision if he wants to get food. What is important
is not whether he goes left or right, which are equivalent options, but that the symmetry gets broken. In
two dimensions (discrete left-right symmetry), after eating the first carrot Nicolás would need to make
an effort to climb the hill in order to reach the carrot on the other side; however, in three dimensions
(continuous rotation symmetry) there is a marvelous flat circular valley along which Nicolás can move
from one carrot to the next without any effort.
The existence of flat directions connecting the degenerate states of minimal energy is a general
property of the SSB of continuous symmetries. In a quantum field theory it implies the existence of










Fig. 12: Shape of the scalar potential for µ2 > 0 (left) and µ2 < 0 (right). In the second case there is
a continuous set of degenerate vacua, corresponding to different phases θ, connected through a massless field
excitation ϕ2.
Let us consider a complex scalar field φ(x), with Lagrangian





L is invariant under global phase transformations of the scalar field
φ(x) −→ φ′(x) ≡ exp {iθ}φ(x) . (63)
In order to have a ground state the potential should be bounded from below, i.e., h > 0. For the
quadratic piece there are two possibilities, shown in Fig. 12:
1. µ2 > 0: The potential has only the trivial minimum φ = 0. It describes a massive scalar particle
with mass µ and quartic coupling h.







> 0 , V (φ0) = −h
4
v4 . (64)
Owing to the U(1) phase invariance of the Lagrangian, there is an infinite number of degenerate
states of minimum energy, φ0(x) = v√2 exp {iθ}. By choosing a particular solution, θ = 0 for
example, as the ground state, the symmetry gets spontaneously broken. If we parametrize the
excitations over the ground state as
φ(x) ≡ 1√
2
[v + ϕ1(x) + i ϕ2(x)] , (65)
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where ϕ1 and ϕ2 are real fields, the potential takes the form















Thus, ϕ1 describes a massive state of mass m2ϕ1 = −2µ2, while ϕ2 is massless.
The first possibility (µ2 > 0) is just the usual situation with a single ground state. The other
case, with SSB, is more interesting. The appearance of a massless particle when µ2 < 0 is easy to
understand: the field ϕ2 describes excitations around a flat direction in the potential, i.e., into states
with the same energy as the chosen ground state. Since those excitations do not cost any energy, they
obviously correspond to a massless state.
The fact that there are massless excitations associated with the SSB mechanism is a completely
general result, known as the Goldstone theorem [26–28]: if a Lagrangian is invariant under a continuous
symmetry group G, but the vacuum is only invariant under a subgroup H ⊂ G, then there must exist as
many massless spin-0 particles (Nambu–Goldstone bosons) as broken generators (i.e., generators of G
which do not belong to H).
4.2 Massive gauge bosons
At first sight, the Goldstone theorem has very little to do with our mass problem; in fact, it makes it worse
since we want massive states and not massless ones. However, something very interesting happens when
there is a local gauge symmetry [29–32].







The gauged scalar Lagrangian




(h > 0 , µ2 < 0) , (68)
Dµφ =
[
∂µ + i g W˜µ + i g ′ yφBµ
]
φ , yφ = Qφ − T3 = 1
2
, (69)
is invariant under local SU(2)L ⊗ U(1)Y transformations. The value of the scalar hypercharge is fixed
by the requirement of having the correct couplings between φ(x) and Aµ(x); i.e., the photon does not
couple to φ(0), and φ(+) has the right electric charge.
The potential is very similar to the Goldstone model one in Eq. (62). There is a infinite set of






Note that we have made explicit the association of the classical ground state with the quantum vacuum.
Since the electric charge is a conserved quantity, only the neutral scalar field can acquire a vacuum
expectation value. Once we choose a particular ground state, the SU(2)L ⊗ U(1)Y symmetry gets
spontaneously broken to the electromagnetic subgroup U(1)QED, which by construction still remains a
true symmetry of the vacuum. According to the Goldstone theorem three massless states should then
appear.

















with four real fields θi(x) and H(x). The crucial point is that the local SU(2)L invariance of the La-
grangian allows us to rotate away any dependence on θi(x). These three fields are precisely the would-be
massless Goldstone bosons associated with the SSB mechanism.
The covariant derivative (69) couples the scalar multiplet to the SU(2)L ⊗ U(1)Y gauge bosons.



















The vacuum expectation value of the neutral scalar has generated a quadratic term for the W± and the
Z, i.e., those gauge bosons have acquired masses:
MZ cos θW = MW =
1
2
v g . (73)
Therefore, we have found a clever way of giving masses to the intermediate carriers of the weak
force. We just add LS to our SU(2)L ⊗ U(1)Y model. The total Lagrangian is invariant under gauge
transformations, which guarantees the renormalizability of the associated quantum field theory [33].
However, SSB occurs. The three broken generators give rise to three massless Goldstone bosons which,
owing to the underlying local gauge symmetry, can be eliminated from the Lagrangian. Going to the
unitary gauge, we discover that the W± and the Z (but not the γ, because U(1)QED is an unbroken
symmetry) have acquired masses, which are moreover related as indicated in Eq. (73). Notice that
Eq. (52) has now the meaning of writing the gauge fields in terms of the physical boson fields with
definite mass.
It is instructive to count the number of degrees of freedom (d.o.f.). Before the SSB mechanism,
the Lagrangian contains massless W± and Z bosons, i.e., 3 × 2 = 6 d.o.f., due to the two possible
polarizations of a massless spin-1 field, and four real scalar fields. After SSB, the three Goldstone modes
are ‘eaten’ by the weak gauge bosons, which become massive and, therefore, acquire one additional
longitudinal polarization. We have then 3 × 3 = 9 d.o.f. in the gauge sector, plus the remaining scalar
particle H , which is called the Higgs boson. The total number of d.o.f. remains of course the same. The
new longitudinal polarizations of the massive gauge bosons are nothing else than the original Goldstone
fields. It was necessary to introduce additional d.o.f. (scalars) in the gauge theory in order to give masses
to the gauge bosons. The Higgs appears because the scalar doublet (67) contains too many fields.
4.3 Predictions
We have now all the needed ingredients to describe the electroweak interaction within a well-defined
quantum field theory. Our theoretical framework implies the existence of massive intermediate gauge
bosons, W± and Z. Moreover, the chosen SSB mechanism has produced a precise prediction1 for the
W± and Z masses, relating them to the vacuum expectation value of the scalar field through Eq. (73).
Thus, MZ is predicted to be bigger than MW in agreement with the measured masses [34, 35]:
MZ = 91.1875± 0.0021 GeV , MW = 80.399± 0.023 GeV . (74)
From these experimental numbers, one obtains the electroweak mixing angle




= 0.223 . (75)
1Note, however, that the relationMZ cos θW = MW has a more general validity. It is a direct consequence of the symmetry
properties of LS and does not depend on its detailed dynamics.
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We can easily get and independent estimate of sin2 θW from the decay µ− → e−ν¯e νµ. The
momentum transfer q2 = (pµ − pνµ)2 = (pe + pνe)2 . m2µ is much smaller than M2W . Therefore,













The measured muon lifetime, τµ = (2.196 980 3 ± 0.000 002 2) · 10−6 s [36], provides a very precise










µ) (1 + δRC) , f(x) ≡ 1− 8x+ 8x3 − x4 − 12x2 log x . (77)
Taking into account the radiative corrections δRC, which are known to O(α2) [37, 38], one gets [36]:
GF = (1.166 378 8± 0.000 000 7) · 10−5 GeV−2 . (78)
The measured values of α, MW and GF imply
sin2 θW = 0.215 , (79)
in very good agreement with Eq. (75). We shall see later that the small difference between these two
numbers can be understood in terms of higher-order quantum corrections. The Fermi coupling gives also





= 246 GeV . (80)
4.4 The Higgs boson
The scalar Lagrangian in Eq. (68) has introduced a new scalar particle into the model: the Higgs H . In
terms of the physical fields (unitary gauge), LS takes the form
LS = 1
4













































2h v . (84)
The Higgs interactions (Fig. 13) have a very characteristic form: they are always proportional to the mass
(squared) of the coupled boson. All Higgs couplings are determined by MH , MW , MZ and the vacuum
expectation value v.
So far the experimental searches for the Higgs have only provided negative results. The exclusion
of the kinematical range accessible at LEP sets the lower bound [39]
MH > 114.4 GeV (95% C.L.) , (85)
while the Tevatron data has recently excluded a small range of masses around 165 GeV [40]:




















































Fig. 14: Fermionic coupling of the Higgs boson.
4.5 Fermion masses




is not allowed, because it breaks the
gauge symmetry. However, since we have introduced an additional scalar doublet into the model, we can
























eR + h.c. ,
(87)
where the second term involves the C-conjugate scalar field φc ≡ i σ2 φ∗. In the unitary gauge (after
SSB), this Yukawa-type Lagrangian takes the simpler form




c1 d¯d+ c2 u¯u+ c3 e¯e
}
. (88)




, mu = c2
v√
2




Since we do not know the parameters ci, the values of the fermion masses are arbitrary. Note,






















Fig. 15: Tree-level Feynman diagrams contributing to the W± and Z decays.
5 Electroweak Phenomenology
In the gauge and scalar sectors, the SM Lagrangian contains only four parameters: g, g ′, µ2 and h. One
could trade them by α, θW , MW and MH . Alternatively, we can choose as free parameters:
GF = (1.166 378 8± 0.000 000 7) · 10−5 GeV−2 [36] ,
α−1 = 137.035 999 084± 0.000 000 051 [10, 15] , (91)
MZ = (91.1875± 0.0021) GeV [34, 35]
and the Higgs mass MH . This has the advantage of using the three most precise experimental determi-
nations to fix the interaction. The relations









determine then sin2 θW = 0.212 and MW = 80.94 GeV. The predicted MW is in good agreement
with the measured value in (74).
























are equal for all leptonic decay modes (up to small kinematical mass corrections). The quark modes
involve also the colour quantum number NC = 3 and the mixing factor Vij relating weak and mass
eigenstates, d ′i = Vij dj . The Z partial widths are different for each decay mode, since its couplings
depend on the fermion charge:
Γ
(




(|vf |2 + |af |2) , (94)
where Nl = 1 and Nq = NC . Summing over all possible final fermion pairs, one predicts the total
widths ΓW = 2.09 GeV and ΓZ = 2.48 GeV, in excellent agreement with the experimental values
ΓW = (2.085± 0.042) GeV and ΓZ = (2.4952± 0.0023) GeV [34, 35].
The universality of the W couplings implies
Br(W− → ν¯l l−) = 1
3 + 2NC
= 11.1% , (95)
where we have taken into account that the decay into the top quark is kinematically forbidden. Similarly,
the leptonic decay widths of the Z are predicted to be Γl ≡ Γ(Z → l+l−) = 84.85 MeV. As shown
in Table 2, these predictions are in good agreement with the measured leptonic widths, confirming the
universality of the W and Z leptonic couplings. There is, however, an excess of the branching ratio




Table 2: Measured values of Br(W− → ν¯l l−) and Γ(Z → l+l−) [9, 34, 35]. The average of the three leptonic
modes is shown in the last column (for a massless charged lepton l).
e µ τ l
Br(W− → ν¯ll−) (%) 10.75± 0.13 10.57± 0.15 11.25± 0.20 10.80± 0.09
Γ(Z → l+l−) (MeV) 83.91± 0.12 83.99± 0.18 84.08± 0.22 83.984± 0.086
Table 3: Experimental determinations of the ratios gl/gl′ [9, 41–44]
Γτ→ντ e ν¯e/Γµ→νµe ν¯e Γτ→ντpi/Γpi→µ ν¯µ Γτ→ντK/ΓK→µ ν¯µ ΓW→τ ν¯τ /ΓW→µ ν¯µ
|gτ/gµ| 1.0007± 0.0022 0.992± 0.004 0.982± 0.007 1.032± 0.012
Γτ→ντµ ν¯µ/Γτ→ντ e ν¯e Γpi→µ ν¯µ/Γpi→e ν¯e ΓK→µ ν¯µ/ΓK→e ν¯e ΓK→piµ ν¯µ/ΓK→pie ν¯e
|gµ/ge| 1.0018± 0.0014 1.0021± 0.0016 0.9978± 0.0024 1.0009± 0.0022
ΓW→µ ν¯µ/ΓW→e ν¯e Γτ→ντµ ν¯µ/Γµ→νµe ν¯e ΓW→τ ν¯τ /ΓW→e ν¯e
|gµ/ge| 0.991± 0.009 |gτ/ge| 1.0006± 0.0023 1.023± 0.011
The universality of the leptonic W couplings can also be tested indirectly, through weak decays
mediated by charged-current interactions. Comparing the measured decay widths of leptonic or semilep-
tonic decays which only differ by the lepton flavour, one can test experimentally that the W interaction
is indeed the same, i.e., that ge = gµ = gτ ≡ g . As shown in Table 3, the present data verify the
universality of the leptonic charged-current couplings to the 0.2% level.
Another interesting quantity is the Z decay width into invisible modes,
Γinv
Γl




(1− 4 sin2 θW )2 + 1
, (96)
which is usually normalized to the charged leptonic width. The comparison with the measured value,
Γinv/Γl = 5.943± 0.016 [34,35], provides very strong experimental evidence for the existence of three
different light neutrinos.
5.1 Fermion-pair production at the Z peak
Additional information can be obtained from the study of the process e+e− → γ, Z → f¯f (Fig. 16).








A (1 + cos2 θ) +B cos θ − hf
[
C (1 + cos2 θ) + D cos θ
]}
, (97)
where hf = ±1 denotes the sign of the helicity of the produced fermion f , and θ is the scattering angle
between e− and f in the centre-of-mass system. Here,










B = 4 aeaf Re(χ) + 8 veaevfaf |χ|2 ,












) |χ|2 , (98)
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Fig. 16: Tree-level contributions to e+e− → f¯f and kinematical configuration in the centre-of-mass system.











The coefficients A, B, C and D can be experimentally determined by measuring the total cross-











































Here, NF andNB denote the number of f ’s emerging in the forward and backward hemispheres, respec-
tively, with respect to the electron direction. The measurement of the final fermion polarization can be
done for f = τ by measuring the distribution of the final τ decay products.
For s = M2Z , the real part of the Z propagator vanishes and the photon-exchange terms can be
neglected in comparison with the Z-exchange contributions (Γ2Z/M
2
Z << 1). Equations (100) become
then,













where Γf is the Z partial decay width into the f¯f final state, and





is the average longitudinal polarization of the fermion f , which only depends on the ratio of the vector
and axial-vector couplings.
With polarized e+e− beams, which have been available at SLC, one can also study the left–right
asymmetry between the cross-sections for initial left- and right-handed electrons, and the corresponding
forward–backward left–right asymmetry:















At the Z peak, A0LR measures the average initial lepton polarization, Pe, without any need for final
particle identification, while A0,fFB,LR provides a direct determination of the final fermion polarization.
Pf is a very sensitive function of sin2 θW . Small higher-order corrections can produce large
variations on the predicted lepton polarization because |vl| = 12 |1 − 4 sin2 θW |  1. Therefore, Pl
provides an interesting window to search for electroweak quantum effects.
5.2 QED and QCD corrections
Fig. 17: The photon vacuum polarization (left) generates a charge screening effect, making α(s) smaller at larger
distances.
Before trying to analyse the relevance of higher-order electroweak contributions, it is instructive
to consider the numerical impact of the well-known QED and QCD corrections. The photon propagator
gets vacuum polarization corrections, induced by virtual fermion–antifermion pairs. This kind of QED
loop corrections can be taken into account through a redefinition of the QED coupling, which depends
on the energy scale. The resulting QED running coupling α(s) decreases at large distances. This can
be intuitively understood as the charge screening generated by the virtual fermion pairs (Fig. 17). The
physical QED vacuum behaves as a polarized dielectric medium. The huge difference between the
electron and Z mass scales makes this quantum correction relevant at LEP energies [15, 34, 35]:
α(m2e)
−1 = 137.035 999 084± 0.000 000 051 > α(M2Z)−1 = 128.95± 0.05 . (104)
The running effect generates an important change in Eq. (92). Since GF is measured at low
energies, while MW is a high-energy parameter, the relation between both quantities is modified by
vacuum-polarization contributions. Changing α by α(M2Z), one gets the corrected predictions:
sin2 θW = 0.231 , MW = 79.96 GeV . (105)
The experimental value of MW is in the range between the two results obtained with either α or α(M2Z),
showing its sensitivity to quantum corrections. The effect is more spectacular in the leptonic asymmetries
at the Z peak. The small variation of sin2 θW from 0.212 to 0.231 induces a large shift on the vector
Z coupling to charged leptons from vl = −0.076 to −0.038 , changing the predicted average lepton
polarization Pl by a factor of two.
So far, we have treated quarks and leptons on an equal footing. However, quarks are strong-
interacting particles. The gluonic corrections to the decays Z → q¯q and W− → u¯idj can be directly






+ . . .
}
≈ 3.115 , (106)
where we have used the value of αs at s = M2Z , αs(M
2
Z) = 0.1184± 0.0007 [9, 45].
Note that the strong coupling also ‘runs’. However, the gluon self-interactions generate an anti-
screening effect, through gluon-loop corrections to the gluon propagator which spread out the QCD
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charge [6]. Since this correction is larger than the screening of the colour charge induced by virtual
quark–antiquark pairs, the net result is that the strong coupling decreases at short distances. Thus, QCD
has the required property of asymptotic freedom: quarks behave as free particles whenQ2 →∞ [46,47].
QCD corrections increase the probabilities of the Z and the W± to decay into hadronic modes.
Therefore, their leptonic branching fractions become smaller. The effect can be easily estimated from
Eq. (95). The probability of the decay W− → ν¯e e− gets reduced from 11.1% to 10.8%, improving the
agreement with the measured value in Table 2.
5.3 Higher-order electroweak corrections
Fig. 18: Self-energy corrections to the gauge boson propagators.
Quantum corrections offer the possibility to be sensitive to heavy particles, which cannot be kine-
matically accessed, through their virtual loop effects. In QED and QCD the vacuum polarization contri-
bution of a heavy fermion pair is suppressed by inverse powers of the fermion mass. At low energies, the
information on the heavy fermions is then lost. This ‘decoupling’ of the heavy fields happens in theories
with only vector couplings and an exact gauge symmetry [48], where the effects generated by the heavy
particles can always be reabsorbed into a redefinition of the low-energy parameters.
The SM involves, however, a broken chiral gauge symmetry. This has the very interesting im-
plication of avoiding the decoupling theorem [48]. The vacuum polarization contributions induced by
a heavy top generate corrections to the W± and Z propagators (Fig. 18), which increase quadratically
with the top mass [49]. Therefore, a heavy top does not decouple. For instance, with mt = 173 GeV,
the leading quadratic correction to the second relation in Eq. (92) amounts to a sizeable 3% effect. The
quadratic mass contribution originates in the strong breaking of weak isospin generated by the top and
bottom quark masses, i.e., the effect is actually proportional to m2t −m2b .
Owing to an accidental SU(2)C symmetry of the scalar sector (the so-called custodial symmetry),
the virtual production of Higgs particles does not generate any quadratic dependence on the Higgs mass
at one loop [49]. The dependence on MH is only logarithmic. The numerical size of the corresponding
correction in Eq. (92) varies from a 0.1% to a 1% effect for MH in the range from 100 to 1000 GeV.
Higher-order corrections to the different electroweak couplings are non-universal and usually
smaller than the self-energy contributions. There is one interesting exception, the Zb¯b vertex (Fig. 19),
which is sensitive to the top quark mass [50]. The Zf¯f vertex gets one-loop corrections where a vir-
tual W± is exchanged between the two fermionic legs. Since the W± coupling changes the fermion
flavour, the decays Z → d¯d, s¯s, b¯b get contributions with a top quark in the internal fermionic lines, i.e.,
Z → t¯t→ d¯idi. Notice that this mechanism can also induce the flavour-changing neutral-current decays
Z → d¯idj with i 6= j. These amplitudes are suppressed by the small CKM mixing factors |VtjV∗ti|2.
However, for the Z → b¯b vertex, there is no suppression because |Vtb| ≈ 1.
The explicit calculation [50–53] shows the presence of hard m2t corrections to the Z → b¯b vertex.
This effect can be easily understood [50] in non-unitary gauges where the unphysical charged scalar
φ(±) is present. The fermionic couplings of the charged scalar are proportional to the fermion masses;
therefore the exchange of a virtual φ(±) gives rise to a m2t factor. In the unitary gauge, the charged
scalar has been ‘eaten’ by the W± field; thus the effect comes now from the exchange of a longitudinal











Fig. 19: One-loop corrections to the Zb¯b vertex, involving a virtual top.
couples only to left-handed fermions, the induced correction is the same for the vector and axial-vector
Zb¯b couplings and, for mt = 173 GeV, amounts to a 1.6% reduction of the Z → b¯b decay width [50].
The ‘non-decoupling’ present in the Zb¯b vertex is quite different from the one happening in the
boson self-energies. The vertex correction is not dependent on the Higgs mass. Moreover, while any
kind of new heavy particle coupling to the gauge bosons would contribute to the W and Z self-energies,
the possible new physics contributions to the Zb¯b vertex are much more restricted and, in any case,
different. Therefore, the independent experimental measurement of the two effects is very valuable in
order to disentangle possible new-physics contributions from the SM corrections. In addition, since the
‘non-decoupling’ vertex effect is related to WL-exchange, it is sensitive to the SSB mechanism.


































mt= 172.7 ± 2.9 GeV
mH= 114...1000 GeV
∆α
Fig. 20: Combined LEP and SLD measurements of sin2 θlepteff and Γl (left) and the corresponding effective vector
and axial-vector couplings vl and al (right). The shaded region shows the SM prediction. The arrows point in the
direction of increasing values of mt and MH . The point shows the predicted values if, among the electroweak
radiative corrections, only the photon vacuum polarization is included. Its arrow indicates the variation induced by
the uncertainty in α(M2Z) [34, 35].
The leptonic asymmetry measurements from LEP and SLD can all be combined to determine the
ratios vl/al of the vector and axial-vector couplings of the three charged leptons, or equivalently the




























68.3  95.5  99.5  % CL
SM
Fig. 21: Measurements of Al, Ab (SLD) and
A0,bFB. The arrows pointing to the left (right) show
the variations of the SM prediction with MH =
300 +700−186 GeV (mt = 172.7 ± 2.9 GeV). The small
arrow oriented to the left shows the additional uncer-












Fig. 22: The SM prediction of the ratios Rb and
Rd [Rq ≡ Γ(Z → q¯q)/Γ(Z → hadrons)], as a
function of the top mass. The measured value of Rb
(vertical band) provides a determination of mt [34,
35].
The sum (v2l + a
2







to account for final-state QED corrections. The signs of vl and al are
fixed by requiring ae < 0.
The resulting 68% probability contours are shown in Fig. 20, which provides strong evidence
of the electroweak radiative corrections. The good agreement with the SM predictions, obtained for
low values of the Higgs mass, is lost if only the QED vacuum polarization contribution is taken into
account, as indicated by the point with an arrow. Notice that the uncertainty induced by the input value
of α(M2Z)
−1 = 128.95± 0.05 is sizeable. The measured couplings of the three charged leptons confirm
lepton universality in the neutral-current sector. The solid contour combines the three measurements
assuming universality.
The neutrino couplings can also be determined from the invisible Z decay width, by assuming
three identical neutrino generations with left-handed couplings, and fixing the sign from neutrino scat-
tering data. Alternatively, one can use the SM prediction for Γinv to get a determination of the number
of light neutrino flavours [34, 35]:
Nν = 2.9840± 0.0082 . (108)
Figure 21 shows the measured values of Al and Ab, together with the joint constraint obtained
from A0,bFB (diagonal band). The direct measurement of Ab at SLD agrees well with the SM prediction;
however, a much lower value is obtained from the ratio 43 A0,bFB/Al. This is the most significant discrep-
ancy observed in the Z-pole data. Heavy quarks (43 A0,bFB/Ab) seem to prefer a high value of the Higgs
mass, while leptons (Al) favour a light Higgs. The combined analysis prefers low values ofMH , because
of the influence of Al.
The strong sensitivity of the ratio Rb ≡ Γ(Z → b¯b)/Γ(Z → hadrons) to the top quark mass is
shown in Fig. 22. Owing to the |Vtd|2 suppression, such a dependence is not present in the analogous
ratio Rd. Combined with all other electroweak precision measurements at the Z peak, Rb provides a
determination of mt in good agreement with the direct and most precise measurement at the Tevatron.
This is shown in Fig. 23, which compares the information on MW and mt obtained at LEP1 and SLD,









































Fig. 23: Comparison (left) of the direct measurements of MW and mt (LEP2 and Tevatron data) with the indirect
determination through electroweak radiative corrections (LEP1 and SLD). Also shown in the SM relationship for

















incl. low Q2 data
Theory uncertainty
July 2010 mLimit = 158 GeV
Fig. 24: ∆χ2 versus MH , from the global fit to the
electroweak data. The vertical bands indicate the
95% exclusion limits from direct searches [34, 35].
Measurement Fit |Omeas−Ofit|/σmeas
0 1 2 3
0 1 2 3
∆αhad(mZ)(5) 0.02758 ± 0.00035 0.02768
mZ [GeV] 91.1875 ± 0.0021 91.1874
ΓZ [GeV] 2.4952 ± 0.0023 2.4959
σhad [nb]
0 41.540 ± 0.037 41.479
Rl 20.767 ± 0.025 20.742
Afb
0,l 0.01714 ± 0.00095 0.01645
Al(Pτ) 0.1465 ± 0.0032 0.1481
Rb 0.21629 ± 0.00066 0.21579
Rc 0.1721 ± 0.0030 0.1723
Afb
0,b 0.0992 ± 0.0016 0.1038
Afb
0,c 0.0707 ± 0.0035 0.0742
Ab 0.923 ± 0.020 0.935
Ac 0.670 ± 0.027 0.668
Al(SLD) 0.1513 ± 0.0021 0.1481
sin2θeff
lept(Qfb) 0.2324 ± 0.0012 0.2314
mW [GeV] 80.399 ± 0.023 80.379
ΓW [GeV] 2.085 ± 0.042 2.092
mt [GeV] 173.3 ± 1.1 173.4
July 2010
Fig. 25: Comparison between the measurements in-
cluded in the combined analysis of the SM and the
results from the global electroweak fit [34, 35].
MH is also shown. The bounds on MH obtained from direct searches [Eqs. (85) and (86)] exclude a
large portion of the 68% C.L. allowed domain from precision measurements.
Taking all direct and indirect data into account, one obtains the best constraints onMH . The global
electroweak fit results in the ∆χ2 = χ2−χ2min curve shown in Fig. 24. The lower limit on MH obtained
from direct searches is close to the point of minimum χ2. At 95% C.L., one gets [34, 35]
114.4 GeV < MH < 158 GeV. (109)
The fit provides also a very accurate value of the strong coupling constant, αs(M2Z) = 0.1185± 0.0026,
in very good agreement with the world average value αs(M2Z) = 0.1184 ± 0.0007 [9, 45]. The largest
discrepancy between theory and experiment occurs forA0,bFB, with the fitted value being nearly 3σ larger
than the measurement. As shown in Fig. 25, a good agreement is obtained for all other observables.
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Fig. 26: Feynman diagrams contributing to e+e−→W+W− and e+e−→ ZZ.
At tree level, the W -pair production process e+e− →W+W− involves three different contribu-
tions (Fig. 26), corresponding to the exchange of νe, γ andZ. The cross-section measured at LEP2 agrees
very well with the SM predictions. As shown in Fig. 27, the νe-exchange contribution alone would lead
to an unphysical growing of the cross-section at large energies and, therefore, would imply a violation of
unitarity. Adding the γ-exchange contribution softens this behaviour, but a clear disagreement with the
data persists. The Z-exchange mechanism, which involves the ZWW vertex, appears to be crucial in
order to explain the data.
Since the Z is electrically neutral, it does not interact with the photon. Moreover, the SM does not
include any local ZZZ vertex. Therefore, the e+e− → ZZ cross-section only involves the contribution
from e exchange. The agreement of the SM predictions with the experimental measurements in both
production channels, W+W− and ZZ, provides a test of the gauge self-interactions. There is a clear
signal of the presence of a ZWW vertex, with the predicted strength, and no evidence for any γZZ or














no ZWW vertex (Gentle)

















Fig. 27: Measured energy dependence of σ(e+e− → W+W−) (left) and σ(e+e− → ZZ) (right). The three
curves shown for the W -pair production cross-section correspond to only the νe-exchange contribution (upper
curve), νe exchange plus photon exchange (middle curve) and all contributions including also the ZWW vertex
(lower curve). Only the e-exchange mechanism contributes to Z–pair production [34, 35].
5.6 Higgs decays
The couplings of the Higgs boson are always proportional to some mass scale. The Hff¯ interaction
grows linearly with the fermion mass, while the HWW and HZZ vertices are proportional to M2W
































































Fig. 28: Branching fractions of the different Higgs decay modes (left) and total decay width of the Higgs boson
(right) as function of MH [54].
heaviest possible final state. This is clearly illustrated in Fig. 28. The H → bb¯ decay channel is by
far the dominant one below the W+W− production threshold. When MH is large enough to allow
the production of a pair of gauge bosons, H → W+W− and H → ZZ become dominant. For
MH > 2mt, the H → tt¯ decay width is also sizeable, although smaller than the WW and ZZ ones
because of the different dependence of the corresponding Higgs coupling with the mass scale (linear
instead of quadratic).
The total decay width of the Higgs grows with increasing values of MH . The effect is very strong
above the W+W− production threshold. A heavy Higgs becomes then very broad. At MH ∼ 600 GeV,
the width is around 100 GeV; while for MH ∼ 1 TeV, ΓH is already of the same size as the Higgs mass
itself.
The design of the LHC detectors has taken into account all these very characteristic properties in
order to optimize the search for the Higgs boson.
6 Flavour Dynamics
We have learnt experimentally that there are six different quark flavours u , d , s , c , b , t , three different
charged leptons e , µ , τ and their corresponding neutrinos νe , νµ , ντ . We can nicely include all
these particles into the SM framework, by organizing them into three families of quarks and leptons, as
indicated in Eqs. (1) and (2). Thus, we have three nearly identical copies of the same SU(2)L ⊗ U(1)Y
structure, with masses as the only difference.







members of the weak family j (j = 1, . . . , NG), with definite transformation properties under the gauge
group. Owing to the fermion replication, a large variety of fermion-scalar couplings are allowed by the












































jk are arbitrary coupling constants.
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Fig. 29: Flavour-changing transitions through the charged-current couplings of the W± bosons.


























Here, d′, u′ and l′ denote vectors in the NG-dimensional flavour space, and the corresponding mass




, (M′u)ij ≡ c(u)ij
v√
2




The diagonalization of these mass matrices determines the mass eigenstates dj , uj and lj , which are





The matrix M′d can be decomposed as
2 M′d = HdUd = S
†





is an Hermitian positive-definite matrix, while Ud is unitary. Hd can be diagonalized by a unitary
matrix Sd; the resulting matrix Md is diagonal, Hermitian and positive definite. Similarly, one has
M′u = HuUu = S
†
uMu SuUu and M′l = HlUl = S†lMl SlUl. In terms of the diagonal mass
matrices
Md = diag(md,ms,mb, . . .) , Mu = diag(mu,mc,mt, . . .) , Ml = diag(me,mµ,mτ , . . .) ,
(113)







dMd d + uMu u + lMl l
}
, (114)
where the mass eigenstates are defined by
dL ≡ Sd d′L , uL ≡ Su u′L , lL ≡ Sl l′L ,
dR ≡ SdUd d′R , uR ≡ SuUu u′R , lR ≡ SlUl l′R . (115)
Note, that the Higgs couplings are proportional to the corresponding fermions masses.
Since, f ′L f
′




R = fR fR (f = d, u, l), the form of the neutral-current part of the
SU(2)L ⊗ U(1)Y Lagrangian does not change when expressed in terms of mass eigenstates. Therefore,
there are no flavour-changing neutral currents in the SM (GIM mechanism [5]). This is a consequence
of treating all equal-charge fermions on the same footing.
However, u ′L d
′
L = uL Su S
†
d dL ≡ uLVdL. In general, Su 6= Sd ; thus, if one writes the weak
eigenstates in terms of mass eigenstates, a NG × NG unitary mixing matrix V, called the Cabibbo–
Kobayashi–Maskawa (CKM) matrix [55, 56], appears in the quark charged-current sector:















2The condition detM′f 6= 0 (f = d, u, l) guarantees that the decomposition M′f = HfUf is unique: Uf ≡ H−1f M′f .
The matrices Sf are completely determined (up to phases) only if all diagonal elements of Mf are different. If there is some
degeneracy, the arbitrariness of Sf reflects the freedom to define the physical fields. If detM′f = 0, the matrices Uf and Sf




The matrix V couples any ‘up-type’ quark with all ‘down-type’ quarks (Fig. 29).
If neutrinos are assumed to be massless, we can always redefine the neutrino flavours, in such






l lL ≡ νL lL. Thus,
we have lepton-flavour conservation in the minimal SM without right-handed neutrinos. If sterile νR
fields are included in the model, one would have an additional Yukawa term in Eq. (110), giving rise to
a neutrino mass matrix (M′ν)ij ≡ c(ν)ij v/
√
2 . Thus, the model could accommodate non-zero neutrino
masses and lepton-flavour violation through a lepton mixing matrix VL analogous to the one present
in the quark sector. Note, however, that the total lepton number L ≡ Le + Lµ + Lτ would still be
conserved. We know experimentally that neutrino masses are tiny and there are strong bounds on lepton-
flavour violating decays: Br(µ± → e±e+e−) < 1.0 · 10−12 [57], Br(µ± → e±γ) < 1.2 · 10−11 [58],
Br(τ± → µ±γ) < 4.4 · 10−8 [59, 60] . . . However, we do have a clear evidence of neutrino oscillation
phenomena.
The fermion masses and the quark mixing matrix V are all determined by the Yukawa couplings
in Eq. (110). However, the coefficients c(f)ij are not known; therefore we have a bunch of arbitrary
parameters. A generalNG×NG unitary matrix is characterized byN2G real parameters: NG(NG−1)/2
moduli and NG(NG + 1)/2 phases. In the case of V, many of these parameters are irrelevant, because
we can always choose arbitrary quark phases. Under the phase redefinitions ui → eiφi ui and dj →
eiθj dj , the mixing matrix changes as Vij → Vij ei(θj−φi); thus, 2NG − 1 phases are unobservable.
The number of physical free parameters in the quark-mixing matrix then gets reduced to (NG − 1)2:
NG(NG − 1)/2 moduli and (NG − 1)(NG − 2)/2 phases.
In the simpler case of two generations, V is determined by a single parameter. One then recovers
the Cabibbo rotation matrix [55]
V =
(
cos θC sin θC
− sin θC cos θC
)
. (117)
With NG = 3, the CKM matrix is described by three angles and one phase. Different (but equivalent)
representations can be found in the literature. The Particle data Group [9] advocates the use of the
following one as the ‘standard’ CKM parametrization:
V =
 c12 c13 s12 c13 s13 e
−iδ13
−s12 c23 − c12 s23 s13 eiδ13 c12 c23 − s12 s23 s13 eiδ13 s23 c13
s12 s23 − c12 c23 s13 eiδ13 −c12 s23 − s12 c23 s13 eiδ13 c23 c13
 . (118)
Here cij ≡ cos θij and sij ≡ sin θij , with i and j being ‘generation’ labels (i, j = 1, 2, 3). The real
angles θ12, θ23 and θ13 can all be made to lie in the first quadrant, by an appropriate redefinition of quark
field phases; then, cij ≥ 0 , sij ≥ 0 and 0 ≤ δ13 ≤ 2pi .
Notice that δ13 is the only complex phase in the SM Lagrangian. Therefore, it is the only possible
source of CP-violation phenomena. In fact, it was for this reason that the third generation was assumed
to exist [56], before the discovery of the b and the τ . With two generations, the SM could not explain the
observed CP violation in the K system.
6.1 Quark mixing
Our knowledge of the charged-current parameters is unfortunately not so good as in the neutral-current
case. In order to measure the CKM matrix elements, one needs to study hadronic weak decays of the
type H → H ′ l−ν¯l or H → H ′ l+νl, which are associated with the corresponding quark transitions
dj → ui l−ν¯l and ui → dj l+νl (Fig. 30). Since quarks are confined within hadrons, the decay amplitude
T [H → H ′ l−ν¯l] ≈ GF√
2
Vij 〈H ′| u¯i γµ(1− γ5) dj |H〉
[
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Fig. 30: Determinations ofVij are done in semileptonic quark decays (left), where a single quark current is present.
Hadronic decay modes (right) involve two different quark currents and are more affected by QCD effects (gluons
can couple everywhere).
always involves an hadronic matrix element of the weak left current. The evaluation of this matrix
element is a non-perturbative QCD problem, which introduces unavoidable theoretical uncertainties.
One usually looks for a semileptonic transition where the matrix element can be fixed at some
kinematical point by a symmetry principle. This has the virtue of reducing the theoretical uncertainties
to the level of symmetry-breaking corrections and kinematical extrapolations. The standard example is a
0− → 0− decay such as K → pilν , D → Klν or B → Dlν . Only the vector current can contribute
in this case:
〈P ′(k′)| u¯i γµ dj |P (k)〉 = CPP ′
{
(k + k′)µ f+(t) + (k − k′)µ f−(t)
}
. (120)
Here, CPP ′ is a Clebsh–Gordan factor and t = (k − k′)2 ≡ q2. The unknown strong dynamics is
fully contained in the form factors f±(t). In the limit of equal quark masses, mui − mdj = 0, the
divergence of the vector current is zero; thus qµ [u¯iγµdj ] = 0, which implies f−(t) = 0 and, moreover,
f+(0) = 1 to all orders in the strong coupling because the associated flavour charge is a conserved




] ∼ ml, the contribution of f−(t) is kinematically suppressed in the
electron and muon modes. The decay width can then be written as






|Vij |2 C2PP ′ |f+(0)|2 I (1 + δRC) , (121)
where δRC is an electroweak radiative correction factor and I denotes a phase-space integral, which in
the ml = 0 limit takes the form
I ≈









The usual procedure to determine |Vij | involves three steps:
1. Measure the shape of the t distribution. This fixes |f+(t)/f+(0)| and therefore determines I.
2. Measure the total decay width Γ. Since GF is already known from µ decay, one gets then an
experimental value for the product |f+(0)| |Vij |.
3. Get a theoretical prediction for f+(0).
It is important to realize that theoretical input is always needed. Thus, the accuracy of the |Vij | determi-
nation is limited by our ability to calculate the relevant hadronic input.
The conservation of the vector and axial-vector QCD currents in the massless quark limit allows
for accurate determinations of the light-quark mixings |Vud| and |Vus|. The present values are shown in
3This is completely analogous to the electromagnetic charge conservation in QED. The conservation of the electromagnetic
current implies that the proton electromagnetic form factor does not get any QED or QCD correction at q2 = 0 and, therefore,




Table 4: Direct determinations of the CKM matrix elements Vij . The ‘best’ values are indicated in bold face.
CKM entry Value Source
|Vud| 0.97425± 0.00022 Nuclear β decay [62]
0.9746± 0.0019 n→ p e−ν¯e [9]
0.9728± 0.0030 pi+ → pi0 e+νe [63]
|Vus| 0.2255± 0.0013 K → pil+νl [64]
0.2256± 0.0012 K+/pi+ → µ+νµ, Vud [64]
0.2166± 0.0020 τ decays [65, 66]
0.226± 0.005 Hyperon decays [67–69]
|Vcd| 0.230± 0.011 ν d→ cX [9]
0.229± 0.025 D → pil ν¯l [9]
|Vcs| 1.023± 0.036 D → Kl ν¯l, Ds → l ν¯l [9]
0.94 + 0.35− 0.29 W
+ → cs¯ [70]
0.973± 0.014 W+ → had. , Vuj , Vcd , Vcb [34, 35]
|Vcb| 0.0390± 0.0009 B → D∗l ν¯l, D l ν¯l [9, 71]
0.0418± 0.0007 b→ c l ν¯l [9, 71]
0.0407± 0.0014 Average
|Vub| 0.00338± 0.00038 B → pi l ν¯l [9, 71]




q |Vtq|2 > 0.89 (95% CL) t→ bW/qW [72, 73]
|Vtb| 0.88± 0.07 pp¯→ tb¯+X [74]
Table 4. Since |Vub|2 is tiny, these two light quark entries provide a sensible test of the unitarity of the
CKM matrix:
|Vud|2 + |Vus|2 + |Vub|2 = 1.0000± 0.0010 . (123)
It is important to notice that at the quoted level of uncertainty radiative corrections play a crucial role.
In the limit of very heavy quark masses, QCD has additional symmetries [75–78] which can be
used to make rather precise determinations of |Vcb|, either from exclusive decays such as B → D∗lν¯l
[79, 80] or from the inclusive analysis of b → c l ν¯l transitions. At present there is a slight discrepancy
between the exclusive and inclusive determinations which is reflected in the larger error quoted for their
average in Table 4, following the PDG prescription [9]. A similar disagreement is observed for the
analogous |Vub| determinations. The control of theoretical uncertainties is much more difficult for |Vub|,
|Vcd| and |Vcs|, because the symmetry arguments associated with the light and heavy quark limits get
corrected by sizeable symmetry-breaking effects.
The most precise determination of |Vcd| is based on neutrino and antineutrino interactions. The
difference of the ratio of double-muon to single-muon production by neutrino and antineutrino beams is
proportional to the charm cross-section off valence d quarks and, therefore, to |Vcd|. A direct determi-
nation of |Vcs| can be also obtained from charm-tagged W decays at LEP2. Moreover, the ratio of the
33
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total hadronic decay width of the W to the leptonic one provides the sum [34, 35]∑
i=u,c
j= d,s,b
|Vij |2 = 2.002± 0.027 . (124)
Although much less precise than Eq. (123), this result test unitarity at the 1.3% level. From Eq. (124) one
can also obtain a tighter determination of |Vcs|, using the experimental knowledge on the other CKM
matrix elements, i.e., |Vud|2 + |Vus|2 + |Vub|2 + |Vcd|2 + |Vcb|2 = 1.0546 ± 0.0062 . This gives the
most accurate and final value of |Vcs| quoted in Table 4.
The measured entries of the CKM matrix show a hierarchical pattern, with the diagonal elements
being very close to one, the ones connecting the two first generations having a size
λ ≈ |Vus| = 0.2255± 0.0013 , (125)
the mixing between the second and third families being of order λ2, and the mixing between the first





















= 0.800± 0.028 ,
√
ρ2 + η2 ≈
∣∣∣∣ VubλVcb
∣∣∣∣ = 0.424± 0.050 . (127)
Defining to all orders in λ [82] s12 ≡ λ, s23 ≡ Aλ2 and s13 e−iδ13 ≡ Aλ3(ρ − iη), Eq. (126) just
corresponds to a Taylor expansion of Eq. (118) in powers of λ.
6.2 CP Violation
While parity and charge conjugation are violated by the weak interactions in a maximal way, the prod-
uct of the two discrete transformations is still a good symmetry of the gauge interactions (left-handed
fermions↔ right-handed antifermions). In fact, CP appears to be a symmetry of nearly all observed phe-
nomena. However, a slight violation of the CP symmetry at the level of 0.2% is observed in the neutral
kaon system and more sizeable signals of CP violation have been recently established at the B factories.
Moreover, the huge matter–antimatter asymmetry present in our Universe is a clear manifestation of CP
violation and its important role in the primordial baryogenesis.
The CPT theorem guarantees that the product of the three discrete transformations is an exact
symmetry of any local and Lorentz-invariant quantum field theory preserving micro-causality. There-
fore, a violation of CP requires a corresponding violation of time reversal. Since T is an antiunitary
transformation, this requires the presence of relative complex phases between different interfering am-
plitudes.
The electroweak SM Lagrangian only contains a single complex phase δ13 (η). This is the sole
possible source of CP violation and, therefore, the SM predictions for CP-violating phenomena are
quite constrained. The CKM mechanism requires several necessary conditions in order to generate an
observable CP-violation effect. With only two fermion generations, the quark mixing mechanism cannot
give rise to CP violation; therefore, for CP violation to occur in a particular process, all three generations




at the one-loop level, where the top quark is present. In addition, all CKM matrix elements must be non-
zero and the quarks of a given charge must be non-degenerate in mass. If any of these conditions were
not satisfied, the CKM phase could be rotated away by a redefinition of the quark fields. CP-violation
effects are then necessarily proportional to the product of all CKM angles, and should vanish in the limit
where any two (equal-charge) quark masses are taken to be equal. All these necessary conditions can be
summarized in a very elegant way as a single requirement on the original quark mass matrices M′u and
M′d [83]:












6= 0 . (128)
Without performing any detailed calculation, one can make the following general statements on
the implications of the CKM mechanism of CP violation:













J = c12 c23 c213 s12 s23 s13 sin δ13 ≈ A2λ6η < 10−4 . (130)
Any CP-violation observable involves the product J [83]. Thus, violations of the CP symmetry
are necessarily small.
– In order to have sizeable CP-violating asymmetries A ≡ (Γ − Γ)/(Γ + Γ), one should look for
very suppressed decays, where the decay widths already involve small CKM matrix elements.
– In the SM, CP violation is a low-energy phenomenon, in the sense that any effect should disappear
when the quark mass difference mc −mu becomes negligible.
– B decays are the optimal place for CP-violation signals to show up. They involve small CKM
matrix elements and are the lowest-mass processes where the three quark generations play a direct
(tree-level) role.
The SM mechanism of CP violation is based on the unitarity of the CKM matrix. Testing the
constraints implied by unitarity is then a way to test the source of CP violation. The unitarity tests in
Eqs. (123) and (124) involve only the moduli of the CKM parameters, while CP violation has to do with















tbVtd = 0 . (133)
These relations can be visualized by triangles in a complex plane which, owing to Eq. (129), have the
same area |J |/2. In the absence of CP violation, these triangles would degenerate into segments along
the real axis.
In the first two triangles, one side is much shorter than the other two (the Cabibbo suppression
factors of the three sides are λ, λ and λ5 in the first triangle, and λ4, λ2 and λ2 in the second one). This
is why CP effects are so small for K mesons (first triangle), and why certain asymmetries in Bs decays
are predicted to be tiny (second triangle). The third triangle looks more interesting, since the three sides
have a similar size of about λ3. They are small, which means that the relevant b-decay branching ratios
are small, but once enough B mesons have been produced, the CP-violation asymmetries are sizeable.
The present experimental constraints on this triangle are shown in Fig. 31, where it has been scaled by
dividing its sides by V∗cbVcd. This aligns one side of the triangle along the real axis and makes its length
equal to 1; the coordinates of the 3 vertices are then (0, 0), (1, 0) and (ρ¯, η¯) ≡ (1− λ2/2)(ρ, η).
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Fig. 31: Experimental constraints on the SM unitarity triangle [84].
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u, c, t u, c, tW
Fig. 32: B0–B¯0 mixing diagrams. Owing to the unitarity of the CKM matrix, the mixing vanishes for equal up-
type quark masses (GIM mechanism). The mixing amplitude is then proportional to the mass (squared) splittings
between the u, c and t quarks, and is completely dominated by the top contribution.
One side of the unitarity triangle has been already determined in Eq. (127) from the ratio |Vub/Vcb|.
The other side can be obtained from the measured mixing between the B0d and B¯
0
d mesons (Fig. 32),
∆Md = 0.507 ± 0.004 ps−1 [71], which fixes |Vtb|. Additional information has been provided by
the observation of B0s–B¯
0
s oscillations at CDF, implying ∆Ms = 17.77 ± 0.12 ps−1 [85]. From the
experimental ratio ∆Md/∆Ms = 0.0286 ± 0.0003, one obtains |Vtd|/|Vts|. A more direct constraint
on the parameter η is given by the observed CP violation in K0 → 2pi decays. The measured value of
|εK | = (2.228± 0.011) · 10−3 [9] determines the parabolic region shown in Fig. 31.
B0 decays into CP self-conjugate final states provide independent ways to determine the angles
of the unitarity triangle [86, 87]. The B0 (or B¯0) can decay directly to the given final state f , or do
it after the meson has been changed to its antiparticle via the mixing process. CP-violating effects
can then result from the interference of these two contributions. The time-dependent CP-violating rate
asymmetries contain direct information on the CKM parameters. The gold-plated decay mode is B0d →
J/ψKS , which gives a clean measurement of β ≡ − arg(VcdV∗cb/VtdV∗tb), without strong-interaction
uncertainties. Including the information obtained from other b→ cc¯s decays, one gets [71]:
sin 2β = 0.68± 0.02 . (134)
Many additional tests of the CKM matrix from differentB decay modes are being pursued with the
large data samples collected at the B factories. Determinations of the other two angles of the unitarity
triangle, α ≡ − arg(VtdV∗tb/VudV∗ub) and γ ≡ − arg(VudV∗ub/VcdV∗cb), have been already obtained
[71], and are included in the global fit shown in Fig. 31 [84, 88]. Complementary and very valuable
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Fig. 33: Measured fluxes of 8B solar neutrinos of νµ or ντ type (φµ,τ ) versus the flux of νe (φe) [91].
The so-called ‘solar neutrino problem’ has been a long-standing question, since the very first
chlorine experiment at the Homestake mine [92]. The flux of solar νe neutrinos reaching the Earth has
been measured by several experiments to be significantly below the standard solar model prediction
[93]. More recently, the Sudbury Neutrino Observatory has provided strong evidence that neutrinos
do change flavour as they propagate from the core of the Sun [91], independently of solar model flux
predictions. SNO is able to detect neutrinos through three different reactions: the charged-current process
νed → e−pp which is only sensitive to νe, the neutral current transition νxd → νxpn which has equal
probability for all active neutrino flavours, and the elastic scattering νxe− → νxe− which is also sensitive
to νµ and ντ , although the corresponding cross section is a factor 6.48 smaller than the νe one. The
measured neutrino fluxes, shown in Fig. 33, demonstrate the existence of a non-νe component in the solar
neutrino flux at the 5.3σ level. The SNO results are in good agreement with the Super-Kamiokande solar
measurements [94] and have been further reinforced with the more recent KamLAND data, showing that
ν¯e from nuclear reactors disappear over distances of about 180 Km [95], and the Borexino measurement
of the monochromatic 0.862 MeV 7Be solar neutrino flux [96].
Another evidence of oscillations has been obtained from atmospheric neutrinos. The known dis-
crepancy between the experimental observations and the predicted ratio of muon to electron neutrinos
has become much stronger with the high precision and large statistics of Super-Kamiokande [97]. The
atmospheric anomaly appears to originate in a reduction of the νµ flux, and the data strongly favours the
νµ → ντ hypothesis. Super-Kamiokande has reported statistical evidence of ντ appearance at the 2.4σ
level [97]. This result has been confirmed by K2K [98] and MINOS [99], observing the disappearance
of accelerator νµ’s at distances of 250 and 735 Km, respectively. The direct detection of the produced
ντ is the main goal of the ongoing CERN to Gran Sasso neutrino program. The observation of a first ντ
candidate event has been recently announced by the OPERA Collaboration [100].
Thus, we have now clear experimental evidence that neutrinos are massive particles and there is
mixing in the lepton sector. Figures 34 and 35 show the present information on neutrino oscillations,
from solar, atmospheric, accelerator and reactor neutrino data. A global analysis, combining the full set
of data, leads to the following preferred ranges for the oscillation parameters [9]:
∆m221 = (7.59± 0.20) · 10−5 eV2 , |∆m232| = (2.43± 0.13) · 10−3 eV2 , (135)
sin2 (2θ12) = 0.87± 0.03 , sin2 (2θ23) > 0.92 , sin2 (2θ13) < 0.15 , (136)
where ∆m2ij ≡ m2i −m2j are the mass squared differences between the neutrino mass eigenstates νi,j
and θij the corresponding mixing angles in the standard three-flavour parametrization [9]. The ranges
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Fig. 34: Allowed regions (68%, 95% and 99.73% C.L.) for 2ν os-
cillations from the global solar (νe) data analysis (left) and from
the combination of solar and KamLAND (ν¯e) data (right), assum-
ing CPT symmetry [91].
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Fig. 35: MINOS allowed regions for νµ
disappearance oscillations, compared with
K2K and Super-Kamiokande results [99].
indicate 90% C.L. bounds. In the limit θ13 = 0, solar and atmospheric neutrino oscillations decouple
because ∆m2  ∆m2atm. Thus, ∆m221, θ12 and θ13 are constrained by solar data, while atmospheric
experiments constrain ∆m232, θ23 and θ13. The angle θ13 is strongly constrained by the CHOOZ reactor
experiment [101]. New planned reactor experiments, T2K and NOνA are expected to achieve sensitivi-
ties around sin2 (2θ13) ∼ 0.01.
Non-zero neutrino masses constitute a clear indication of new physics beyond the SM. Right-
handed neutrinos are an obvious possibility to incorporate Dirac neutrino masses. However, the νiR fields
would be SU(3)C ⊗ SU(2)L ⊗ U(1)Y singlets, without any SM interaction. If such objects do exist, it
would seem natural to expect that they are able to communicate with the rest of the world through some




νciRMij νjR + h.c. , (137)
where νciR ≡ C ν¯TiR denotes the charge-conjugated field. The Majorana mass matrix Mij could have
an arbitrary size, because it is not related to the ordinary Higgs mechanism. Since both fields νiR and
νciR absorb ν and create ν¯, the Majorana mass term mixes neutrinos and anti-neutrinos, violating lepton
number by two units. Clearly, new physics is called for.
Adopting a more general effective field theory language, without any assumption about the exis-
tence of right-handed neutrinos or any other new particles, one can write the most general SU(3)C ⊗
SU(2)L ⊗ U(1)Y invariant Lagrangian, in terms of the known low-energy fields (left-handed neutrinos
only). The SM is the unique answer with dimension four. The first contributions from new physics ap-





t Lcj + h.c. , (138)
where Li denotes the i-flavoured SU(2)L lepton doublet, φ˜ ≡ i τ2 φ∗ and Lci ≡ CL¯Ti . Similar operators
with quark fields are forbidden, due to their different hypercharges, while higher-dimension operators
would be suppressed by higher powers of the new-physics scale Λ. After SSB, 〈φ(0)〉 = v/√2, ∆L
generates a Majorana mass term for the left-handed neutrinos, with4 Mij = cijv2/Λ. Thus, Majorana
neutrino masses should be expected on general symmetry grounds. Taking mν & 0.05 eV, as suggested




Table 5: Some published limits (90% C.L.) on lepton-flavour-violating decays [57–60, 105].
Br(µ− → e−γ) < 1.2 · 10−11 Br(µ− → e−2γ) < 7.2 · 10−11 Br(µ− → e−e−e+) < 1.0 · 10−12
Br(τ− → µ−γ) < 4.4 · 10−8 Br(τ− → e−γ) < 3.3 · 10−8 Br(τ− → e−e−µ+) < 1.8 · 10−8
Br(τ− → e−KS) < 2.6 · 10−8 Br(τ− → µ−KS) < 2.3 · 10−8 Br(τ− → µ+pi−pi−) < 3.7 · 10−8
Br(τ− → Λpi−) < 7.2 · 10−8 Br(τ− → e−pi0) < 8.0 · 10−8 Br(τ− → e−pi+pi−) < 4.4 · 10−8
Br(τ− → µ−ρ0) < 2.6 · 10−8 Br(τ− → µ−η) < 6.5 · 10−8 Br(τ− → µ−e+µ−) < 2.6 · 10−8
by atmospheric neutrino data, one gets Λ/cij . 1015 GeV, amazingly close to the expected scale of Gran
Unification.
With non-zero neutrino masses, the leptonic charged-current interactions involve a flavour mix-
ing matrix VL. The data on neutrino oscillations imply that all elements of VL are large, except for
(VL)e3 < 0.19; therefore the mixing among leptons appears to be very different from the one in the
quark sector. The number of relevant phases characterizing the matrix VL depends on the Dirac or Ma-
jorana nature of neutrinos, because if one rotates a Majorana neutrino by a phase, this phase will appear
in its mass term which will no longer be real. With only three Majorana (Dirac) neutrinos, the 3 × 3
matrix VL involves six (four) independent parameters: three mixing angles and three (one) phases.
The smallness of neutrino masses implies a strong suppression of neutrinoless lepton-flavour-
violating processes, which can be avoided in models with other sources of lepton-flavour violation, not re-
lated tomνi . Table 5 shows some representative published limits on lepton-flavour-violating decays. The
B-Factory data are pushing the experimental limits on neutrinoless τ decays to the 10−8 level, increasing
in a drastic way the sensitivity to new physics scales. Future experiments could push further some limits
to the 10−9 level, allowing to explore interesting and totally unknown phenomena. Complementary in-
formation will be provided by the MEG experiment, which is now searching for µ+ → e+γ events with
a sensitivity of 10−13 [106]. There are also ongoing projects at Fermilab [107] and J-PARC [108] aiming
to study µ→ e conversions in muonic atoms at the 10−16 level, and new proposals to reach sensitivities
around 10−18 are being considered [109].
At present, we still ignore whether neutrinos are Dirac or Majorana fermions. Another important
question to be addressed in the future concerns the possibility of leptonic CP violation and its relevance
for explaining the baryon asymmetry of our Universe through leptogenesis.
7 Summary
The SM provides a beautiful theoretical framework which is able to accommodate all our present knowl-
edge on electroweak and strong interactions. It is able to explain any single experimental fact and, in
some cases, it has successfully passed very precise tests at the 0.1% to 1% level. In spite of this im-
pressive phenomenological success, the SM leaves too many unanswered questions to be considered as a
complete description of the fundamental forces. We do not understand yet why fermions are replicated in
three (and only three) nearly identical copies. Why the pattern of masses and mixings is what it is? Are
the masses the only difference among the three families? What is the origin of the SM flavour structure?
Which dynamics is responsible for the observed CP violation?
In the gauge and scalar sectors, the SM Lagrangian contains only four parameters: g, g ′, µ2 and
h. We can trade them by α, MZ , GF and MH ; this has the advantage of using the three most precise
experimental determinations to fix the interaction. In any case, one describes a lot of physics with only
four inputs. In the fermionic flavour sector, however, the situation is very different. With NG = 3, we
have 13 additional free parameters in the minimal SM: 9 fermion masses, 3 quark mixing angles and
1 phase. Taking into account non-zero neutrino masses, we have three more mass parameters plus the
leptonic mixings: three angles and one phase (three phases) for Dirac (or Majorana) neutrinos.
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Clearly, this is not very satisfactory. The source of this proliferation of parameters is the set of
unknown Yukawa couplings in Eq. (110). The origin of masses and mixings, together with the reason for
the existing family replication, constitute at present the main open problem in electroweak physics. The
problem of fermion mass generation is deeply related with the mechanism responsible for the electroweak
SSB. Thus, the origin of these parameters lies in the most obscure part of the SM Lagrangian: the scalar
sector. The dynamics of flavour appears to be ‘terra incognita’ which deserves a careful investigation.
The SM incorporates a mechanism to generate CP violation, through the single phase naturally
occurring in the CKM matrix. Although the present laboratory experiments are well described, this
mechanism is unable to explain the matter–antimatter asymmetry of our Universe. A fundamental expla-
nation of the origin of CP-violating phenomena is still lacking.
The first hints of new physics beyond the SM have emerged recently, with convincing evidence
of neutrino oscillations showing that νe → νµ,τ and νµ → ντ transitions do occur. The existence of
lepton-flavour violation opens a very interesting window to unknown phenomena.
The Higgs particle is the main missing block of the SM framework. The successful tests of the
SM quantum corrections with precision electroweak data confirm the assumed pattern of SSB, but do
not prove the validity of the minimal Higgs mechanism embedded in the SM. The present experimental
bounds (109) put the Higgs hunting within the reach of the new generation of detectors. The LHC
should find out whether such scalar field indeed exists, either confirming the SM Higgs mechanism or
discovering completely new phenomena.
Many interesting experimental signals are expected to be seen in the near future. New experiments
will probe the SM to a much deeper level of sensitivity and will explore the frontier of its possible exten-
sions. Large surprises may well be expected, probably establishing the existence of new physics beyond
the SM and offering clues to the problems of mass generation, fermion mixing and family replication.
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1 Basic Inputs from Quantum Field Theory
1.1 Wave equations
The classical Hamiltonian of a non-relativistic free particle is given by H = ~p 2/(2m). In quantum
mechanics, energy and momentum correspond to operators acting on the particle wave function. The




ψ (~x, t) = − ~
2
2m
~∇2ψ (~x, t) . (A.1)
We can write the energy and momentum operators in a relativistic covariant way as pµ = i ∂µ ≡ i ∂∂xµ ,
where we have adopted the usual natural units convention ~ = c = 1. The relation E 2 = ~p 2 + m2
determines the Klein–Gordon equation for a relativistic free particle:(
+m2
)
φ(x) = 0 ,  ≡ ∂µ∂µ = ∂
2
∂t2
− ~∇2 . (A.2)
The Klein–Gordon equation is quadratic on the time derivative because relativity puts the space
and time coordinates on an equal footing. Let us investigate whether an equation linear in derivatives
could exist. Relativistic covariance and dimensional analysis restrict its possible form to
(i γµ∂µ −m)ψ(x) = 0 . (A.3)
Since the r.h.s. is identically zero, we can fix the coefficient of the mass term to be −1; this just deter-
mines the normalization of the four coefficients γµ. Notice that γµ should transform as a Lorentz four-
vector. The solutions of Eq. (A.3) should also satisfy the Klein–Gordon relation of Eq. (A.2). Applying
an appropriate differential operator to Eq. (A.3), one can easily obtain the wanted quadratic equation:





Terms linear in derivatives cancel identically, while the term with two derivatives reproduces the operator
 ≡ ∂µ∂µ provided the coefficients γµ satisfy the algebraic relation
{γµ, γν} ≡ γµγν + γνγµ = 2 gµν , (A.5)
which defines the so-called Dirac algebra. Eq. (A.3) is known as the Dirac equation.





= 2 δij , which is very close to the relation (A.5). The lowest-dimensional












Thus, the wave function ψ(x) is a column vector with four components in the Dirac space. The presence
of the Pauli matrices strongly suggests that it contains two components of spin 12 . A proper physical
analysis of its solutions shows that the Dirac equation describes simultaneously a fermion of spin 12 and
its own antiparticle [110].
It turns useful to define the following combinations of gamma matrices:
σµν ≡ i
2
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The matrix σij is then related to the spin operator. Some important properties are:
γ0γµγ0 = γµ† , γ0γ5γ0 = −γ5† = −γ5 , {γ5, γµ} = 0 , (γ5)2 = I4 . (A.9)
Specially relevant for weak interactions are the chirality projectors (PL + PR = 1)
PL ≡ 1− γ5
2
, PR ≡ 1 + γ5
2
, P 2R = PR , P
2
L = PL , PLPR = PRPL = 0 , (A.10)
which allow to decompose the Dirac spinor in its left-handed and right-handed chirality parts:
ψ(x) = [PL + PR] ψ(x) ≡ ψL(x) + ψR(x) . (A.11)
In the massless limit, the chiralities correspond to the fermion helicities.
1.2 Lagrangian formalism
The Lagrangian formulation of a physical system provides a compact dynamical description and makes




d 4x L [φi(x), ∂µφi(x)] . (A.12)
The integral over the four space-time coordinates preserves relativistic invariance. The Lagrangian den-
sity L is a Lorentz-invariant functional of the fields φi(x) and their derivatives. The space integral
L =
∫
d 3x L would correspond to the usual non-relativistic Lagrangian.
The principle of stationary action requires the variation δS of the action to be zero under small
fluctuations δφi of the fields. Assuming that the variations δφi are differentiable and vanish outside some
bounded region of space-time (which allows an integration by parts), the condition δS = 0 determines








= 0 . (A.13)
One can easily find appropriate Lagrangians to generate the Klein–Gordon and Dirac equations.
They should be quadratic on the fields and Lorentz invariant, which determines their possible form up to
irrelevant total derivatives. The Lagrangian
L = ∂µφ∗∂µφ−m2 φ∗φ (A.14)
describes a complex scalar field without interactions. Both the field φ(x) and its complex conjugate
φ∗(x) satisfy the Klein–Gordon equation; thus, φ(x) describes a particle of mass m without spin and
its antiparticle. Particles which are their own antiparticles (i.e., with no internal charges) have only






m2 φ2 . (A.15)
The Dirac equation can be derived from the Lagrangian density
L = ψ (i γµ∂µ −m)ψ . (A.16)
The adjoint spinor ψ(x) = ψ†(x) γ0 closes the Dirac indices. The matrix γ0 is included to guarantee
the proper behaviour under Lorentz transformations: ψψ is a Lorentz scalar, while ψγµψ transforms as
a four-vector [110]. Therefore, L is Lorentz invariant as it should.
Using the decomposition (A.11) of the Dirac field in its two chiral components, the fermionic
Lagrangian adopts the form:









1.3 Symmetries and conservation laws
Let us assume that the Lagrangian of a physical system is invariant under some set of continuous trans-
formations
φi(x) → φ′i(x) = φi(x) +  δφi(x) +O(2) , (A.18)
i.e., L [φi(x), ∂µφi(x)] = L [φ′i(x), ∂µφ′i(x)]. One finds then that



















If the fields satisfy the Euler–Lagrange equations of motion (A.13), the first term is identically zero;







µJµ = 0 . (A.20)
This allows us to define a conserved charge
Q ≡
∫
d 3x J0 . (A.21)
The condition ∂µJµ = 0 guarantees that dQdt = 0 , i.e., that Q is a constant of motion.
This result, known as Noether’s theorem, can be easily extended to general transformations in-
volving also the space-time coordinates. For every continuous symmetry transformation which leaves
the action invariant, there is a corresponding divergenceless Noether’s current and, therefore, a con-
served charge. The selection rules observed in Nature, where there exist several conserved quantities
(energy, momentum, angular momentum, electric charge, etc.), correspond to dynamical symmetries of
the Lagrangian.
1.4 Classical electrodynamics
The well-known Maxwell equations,
~∇ · ~B = 0 , ~∇× ~E + ∂
~B
∂ t
= 0 , (A.22)
~∇ · ~E = ρ , ~∇× ~B − ∂
~E
∂ t
= ~J , (A.23)
summarize a large amount of experimental and theoretical work and provide a unified description of the
electric and magnetic forces. The first two equations in (A.22) are easily solved, writing the electromag-
netic fields in terms of potentials:
~E = −~∇V − ∂
~A
∂ t
, ~B = ~∇× ~A . (A.24)
It is very useful to rewrite these equations in a Lorentz covariant notation. The charge density ρ




. The same is true for the




. The relations (A.24) between the potentials and the fields
then take a very simple form, which defines the field strength tensor:
Fµν ≡ ∂µAν − ∂νAµ =

0 −E1 −E2 −E3
E1 0 −B3 B2
E2 B3 0 −B1
E3 −B2 B1 0
 , F˜µν ≡ 12 µνρσ Fρσ . (A.25)
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In terms of the tensor Fµν , the covariant form of the Maxwell equations turns out to be very transparent:
∂µF˜
µν = 0 , ∂µF
µν = Jν . (A.26)
The electromagnetic dynamics is clearly a relativistic phenomenon, but Lorentz invariance was not very
explicit in the original formulation of Eqs. (A.22) and (A.23). Once a covariant formulation is adopted,




µν = 0 . (A.27)
In terms of potentials, ∂µF˜µν is identically zero while ∂µFµν = Jν adopts the form:
Aν − ∂ν (∂µAµ) = Jν . (A.28)
The same dynamics can be described by many different electromagnetic four-potentials, which
give the same field strength tensor Fµν . Thus, the Maxwell equations are invariant under gauge transfor-
mations:
Aµ −→ A′µ = Aµ + ∂µΛ . (A.29)
Taking the Lorentz gauge ∂µAµ = 0, Eq. (A.28) simplifies to
Aν = Jν . (A.30)
In the absence of an external current, i.e., with Jµ = 0, the four components of Aµ satisfy then a
Klein–Gordon equation with m = 0. The photon is therefore a massless particle.
The Lorentz condition ∂µAµ = 0 still allows for a residual gauge invariance under transforma-
tions of the type (A.29), with the restriction Λ = 0. Thus, we can impose a second constraint on
the electromagnetic field Aµ, without changing Fµν . Since Aµ contains four fields (µ = 0, 1, 2, 3) and
there are two arbitrary constraints, the number of physical degrees of freedom is just two. Therefore, the
photon has two different physical polarizations
2 SU(N) Algebra
SU(N) is the group of N × N unitary matrices, UU † = U †U = 1, with detU = 1. Any SU(N)
matrix can be written in the form
U = exp {i T aθa} , a = 1, 2, . . . , N2 − 1 , (B.1)
with T a = λa/2 Hermitian, traceless matrices. Their commutation relations
[T a, T b] = i fabc T c (B.2)
define the SU(N) algebra. The N × N matrices λa/2 generate the fundamental representation of the
SU(N) algebra. The basis of generators λa/2 can be chosen so that the structure constants fabc are real
and totally antisymmetric.

















which satisfy the commutation relation
[σi, σj ] = 2 i ijk σk . (B.4)




For N = 3, the fundamental representation corresponds to the eight Gell-Mann matrices:
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =
 1 0 00 −1 0
0 0 0
 , λ4 =





 0 0 −i0 0 0
i 0 0
, λ6 =
 0 0 00 0 1
0 1 0
, λ7 =
 0 0 00 0 −i
0 i 0
, λ8 = 1√
3
 1 0 00 1 0
0 0 −2
.






δab IN + 2 d
abc λc , (B.6)
where IN denotes theN -dimensional unit matrix and the constants dabc are totally symmetric in the three
indices.
For SU(3), the only non-zero (up to permutations) fabc and dabc constants are
1
2









d146 = d157 = −d247 = d256 = d344 = d355 = −d366 = −d377 = 1
2
, (B.7)
d118 = d228 = d338 = −2 d448 = −2 d558 = −2 d668 = −2 d778 = −d888 = 1√
3
.
The adjoint representation of the SU(N) group is given by the (N2 − 1)× (N2 − 1) matrices
















acdf bcd = CA δab , CA = N ,
define the SU(N) invariants TF , CF and CA. Other useful properties are:
(λa)αβ (λ
























fabef cde + facefdbe + fadef bce = 0 , fabedcde + faceddbe + fadedbce = 0 .
3 Anomalies
Our theoretical framework is based on the local gauge symmetry. However, so far we have only discussed
the symmetries of the classical Lagrangian. It happens sometimes that a symmetry of L gets broken
by quantum effects, i.e., it is not a symmetry of the quantized theory; one says then that there is an
‘anomaly’. Anomalies appear in those symmetries involving both axial (ψγµγ5ψ) and vector (ψγµψ)
currents, and reflect the impossibility of regularizing the quantum theory (the divergent loops) in a way
which preserves the chiral (left/right) symmetries.
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Fig. 36: Triangular quark loops generating the decay pi0 → γγ.
A priori there is nothing wrong with having an anomaly. In fact, sometimes they are even wel-
come. A good example is provided by the decay pi0 → γγ. There is a chiral symmetry of the QCD
Lagrangian which forbids this transition; the pi0 should then be a stable particle, in contradiction with the
experimental evidence. Fortunately, there is an anomaly generated by a triangular quark loop (Fig. 36)
which couples the axial current A3µ ≡ (u¯γµγ5u − d¯γµγ5d) to two electromagnetic currents and breaks




αβσρ Fαβ Fσρ + O (mu +md) . (C.1)
Since the pi0 couples to A3µ , 〈0|A3µ|pi0〉 = 2i fpipµ , the pi0 → γγ decay does finally occur, with a
predicted rate






= 7.73 eV, (C.2)
where NC = 3 denotes the number of quark colours and the so-called pion decay constant, fpi =
92.4 MeV, is known from the pi− → µ−ν¯µ decay rate (assuming isospin symmetry). The agreement with
the measured value, Γ = 7.7± 0.5 eV [9], is excellent.
Anomalies are, however, very dangerous in the case of local gauge symmetries, because they
destroy the renormalizability of the quantum field theory. Since the SU(2)L ⊗ U(1)Y model is chiral
(i.e., it distinguishes left from right), anomalies are clearly present. The gauge bosons couple to vector
and axial-vector currents; we can then draw triangular diagrams with three arbitrary gauge bosons (W±,
Z, γ) in the external legs. Any such diagram involving one axial and two vector currents generates a
breaking of the gauge symmetry. Thus, our nice model looks meaningless at the quantum level.
We have still one way out. What matters is not the value of a single Feynman diagram, but the sum
of all possible contributions. The anomaly generated by the sum of all triangular diagrams connecting
the three gauge bosons Ga, Gb and Gc is proportional to
A = Tr
(









where the traces sum over all possible left- and right-handed fermions, respectively, running along the
internal lines of the triangle. The matrices T a are the generators associated with the corresponding gauge
bosons; in our case, T a = σa/2 , Y .
In order to preserve the gauge symmetry, one needs a cancellation of all anomalous contributions,
i.e., A = 0. Since Tr(σk) = 0, we have an automatic cancellation in two combinations of generators:
Tr ({σi, σj}σk) = 2 δij Tr(σk) = 0 and Tr ({Y, Y }σk) ∝ Tr(σk) = 0 . However, the other two
combinations, Tr ({σi, σj}Y ) and Tr(Y 3) turn out to be proportional to Tr(Q) , i.e., to the sum of
fermion electric charges:∑
i
Qi = Qe +Qν +NC (Qu +Qd) = −1 + 1
3
NC = 0 . (C.4)
Equation (C.4) conveys a very important message: the gauge symmetry of the SU(2)L ⊗ U(1)Y




number of colours to understand strong interactions. Thus, at the quantum level, the electroweak model
seems to know something about QCD. The complete SM gauge theory based on the group SU(3)C ⊗
SU(2)L⊗U(1)Y is free of anomalies and, therefore, renormalizable. The anomaly cancellation involves
one complete generation of leptons and quarks: ν , e , u , d. The SM would not make any sense with
only leptons or quarks.
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These lectures are directed at a level suitable for graduate students in experi-
mental and theoretical high-energy physics. They are intended to give an intro-
duction to the theory and phenomenology of quantum chromodynamics (QCD)
as used in collider physics applications. The aim is to bring the reader to a
level where informed decisions can be made concerning different approaches
and their uncertainties. The material is divided into four main areas: funda-
mentals, perturbative QCD, soft QCD, and Monte Carlo event generators.
1 Introduction
Outside of particle physics, “QCD” used to stand for Quick Come Distress, the standard emergency call
used before SOS. This older meaning is still partially true in particle physics. When probed at very short
wavelengths, QCD is essentially a theory of free ‘partons’ — quarks and gluons — which only scatter
off one another through relatively small quantum corrections, that can be systematically calculated. At
longer wavelengths, of order the size of the proton ∼ 1 fm = 10−15 m, however, we see strongly bound
towers of hadron resonances emerge, with string-like potentials building up if we try to separate their
partonic constituents. Owing to our inability to solve strongly coupled field theories, QCD is therefore
still only partially solved. Nonetheless, all its features, across all distance scales, are believed to be
encoded in a single one-line formula of alluring simplicity: the Lagrangian of QCD.
The consequence for collider physics is that some parts of QCD can be calculated in terms of
the fundamental parameters of the Lagrangian, whereas others must be expressed through models or
functions whose effective parameters are not a priori calculable but which can be constrained by fits to
data. However, even in the absence of a perturbative expansion, there are still several strong theorems
which hold, and which can be used to give relations between seemingly different processes. (This is, for
example, the reason it makes sense to constrain parton distribution functions in ep collisions and then
re-use the same ones for pp collisions.) Thus in the sections dealing with phenomenological models we
shall emphasize that the loss of a factorized perturbative expansion is not equivalent to a total loss of
predictivity.
An alternative approach would be to give up on calculating QCD altogether and use leptons in-
stead. Formally, this amounts to summing inclusively over strong-interaction phenomena, when such are
present. While such a strategy might succeed in replacing what we do know about QCD by ‘unity’, how-
ever, even the most adamant ‘chromophobe’ must acknowledge a few basic facts of collider physics for
the next decade(s): 1) at the Tevatron and the LHC, the initial states are unavoidably hadrons, and hence,
at the very least, well-understood and precise parton distribution functions (PDFs) will be required; 2)
high precision will mandate calculations to higher orders in perturbation theory, which in turn will in-
volve more QCD; 3) the requirement of lepton isolation makes the very definition of a lepton depend
implicitly on QCD, and 4) the rate of jets that are misreconstructed as leptons in the experiment depends
explicitly on it. Finally, 5) though many new-physics signals do give observable signals in the lepton
sector, this is far from guaranteed. It would therefore be unwise not to attempt to solve QCD to the best
of our ability, the better to prepare ourselves for both the largest possible discovery reach and the highest
attainable subsequent precision.
In the following, we shall focus squarely on QCD for mainstream collider physics. This includes
factorization, hard processes, infrared safety, parton showers and matching, event generators, hadroniza-
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“[...] It is concluded that the apparently anomalous features of the scattering can be interpreted to be
an indication of a resonant meson-nucleon interaction corresponding to a nucleon isobar with spin
3
2 , isotopic spin
3
2 , and with an excitation energy of 277 MeV.”
Fig. 1: The title and part of the abstract of the 1951 paper [1] (published in 1952) in which the discovery of the
∆++ baryon was announced
tion, and the so-called underlying event. While not covering everything, it is hoped that these topics can
also serve at least as stepping stones to more specialized issues that have been left out, such as heavy
flavours or forward physics, or to topics more tangential to other fields, such as lattice QCD or heavy-ion
physics.
1.1 A first hint of colour
Looking for new physics, as we do now at the LHC, it is instructive to consider the story of the discovery
of colour. The first hint was arguably the ∆++ baryon, found in 1951 [1]. The title and part of the
abstract from this historical paper are reproduced in Fig. 1. In the context of the quark model — which
first had to be developed, successively joining together the notions of spin, isospin, strangeness, and the
eightfold way — the flavour and spin content of the ∆++ baryon is∣∣∆++〉 = |u↑ u↑ u↑〉 , (1)
clearly a highly symmetric configuration. However, since the ∆++ is a fermion, it must have an overall
antisymmetric wave function. In 1965, fourteen years after its discovery, this was finally understood by
the introduction of colour as a new quantum number associated with the group SU(3) [2, 3]. The ∆++
wave function can now be made antisymmetric by arranging its three quarks antisymmetrically in this
new degree of freedom, ∣∣∆++〉 = ijk |ui↑ uj↑ uk↑〉 , (2)
hence solving the mystery.
More direct experimental tests of the number of colours were provided first by measurements of
the decay width of pi0 → γγ decays, which is proportional to N2C , and later by the famous “R” ratio in
e+e− collisions. Below, in Section 1.2 we shall see how to calculate such colour factors.
1.2 The Lagrangian of QCD
Quantum chromodynamics is based on the gauge group SU(3), the Special Unitary group in 3 (complex)
dimensions. In the context of QCD, we represent this group as a set of unitary 3 × 3 matrices with
determinant one. This is called the adjoint representation and can be used to represent gluons in colour
space. Since there are nine linearly independent unitary complex matrices, one of which has determinant
−1, there are a total of eight independent directions in the adjoint colour space, i.e., the gluons are octets.
In QCD, these matrices can operate both on each other (gluon self-interactions) and on a set of complex
3-vectors (the fundamental representation), the latter of which represent quarks in colour space. The
















Fig. 2: Illustration of a qqg vertex in QCD, before summing/averaging over colours: a gluon in a state represented
by λ1 interacts with quarks in the states ψqR and ψqG
The Lagrangian of QCD is





where ψiq denotes a quark field with colour index i, ψq = (ψqR, ψqG, ψqB)
T , γµ is a Dirac matrix that
expresses the vector nature of the strong interaction, with µ being a Lorentz vector index, mq allows
for the possibility of non-zero quark masses (induced by the standard Higgs mechanism or similar),
F aµν is the gluon field strength tensor for a gluon with colour index a (in the adjoint representation, i.e.,
a ∈ [1, . . . , 8]), and Dµ is the covariant derivative in QCD,
(Dµ)ij = δij∂µ − igstaijAaµ , (4)
with gs the strong coupling (related to αs by g2s = 4piαs; we return to the strong coupling in more
detail below), Aaµ the gluon field with (adjoint-representation) colour index a, and t
a
ij proportional to the
Hermitian and traceless Gell-Mann matrices of SU(3),
QCD lecture 1 (p. 5)
What is QCD Lagrangian + colour




Quark part of Lagrangian:
Lq = ψ¯a(iγµ∂µδab − gsγµtCabACµ −m)ψb
SU(3) local gauge symmetry ↔ 8 (= 32 − 1) generators t1ab . . . t8ab
corresponding to 8 gluons A1µ . . .A8µ.


































































These generators are just the SU(3) analogs of the Pauli matrices in SU(2). By convention, the constant





This choice in turn determines the normalization of the coupling gs, via Eq. (4), and fixes the values of
the SU(3) Casimirs and structure constants, to which we return below.
An example of the colour flow for a quark-gluon interaction in colour space is given in Fig. 2.
Typically, however, we do not measure colour in the final state — instead we average over all possi-
ble incoming colours and sum over all possible outgoing ones, wherefore QCD scattering amplitudes
(squared) in practice always contain sums over quark fields contracted with Gell-Mann matrices. These
1Another choice that is occasionally (though rarely) seen in the literature is t = λ/
√
2. This gives a more intuitive colour
counting, but since it also implies a different normalization for the coupling and since most text material uses the convention
defined by Eq. (6), we shall stick to that choice for the remainder of these lectures.
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contractions in turn produce traces which yield the colour factors that are associated to each QCD pro-
cess, and which basically count the number of ‘paths through colour space’ that the process at hand can
take, modulo that the convention choice represented by Eq. (6) introduces a ‘spurious’ factor of 2 for
each power of the coupling αs, as we shall see2.
A very simple example of a colour factor is given by the decay process Z → qq¯. This vertex
contains a simple δij in colour space; the outgoing quark and antiquark must have identical (anti-)col-
ours. Squaring the corresponding matrix element and summing over final-state colours yields a colour
factor of
Z → qq¯ :
∑
colours
|M |2 ∝ δijδ∗ji = Tr{δ} = NC = 3 , (7)
since i and j are quark (i.e., 3-dimensional fundamental-representation) indices.
A next-to-simplest example is given by the Drell-Yan process, qq¯ → γ∗/Z, i.e., just a crossing
of the previous one. By crossing symmetry, the squared matrix element, including the colour factor, is
exactly the same as before, but since the quarks are here incoming, we must average rather than sum
over their colours, leading to














where the colour factor now expresses a suppression which can be interpreted as due to the fact that only
quarks of matching colours are able to collide and produce a Z boson, effectively reducing the incoming
quark–antiquark flux by a factor 1/NC .
To illustrate what happens when we insert (and sum over) quark–gluon vertices, such as the one
depicted in Fig. 2, we take the process Z → 3 jets. The colour factor for this process can be computed
as follows, with the accompanying illustration showing a corresponding diagram (squared) with explicit
colour-space indices on each vertex:
Z → qgq¯ :∑
colours


















where the last Tr{δ} = 8, since the trace runs over indices in the 8-dimensional adjoint representation.
The tedious task of taking traces over SU(3) matrices can be greatly alleviated by use of the
relations given in Table 1. In the standard normalization convention for the SU(3) generators, Eq. (6),







CA = NC = 3 . (10)
In addition, the gluon self-coupling on the third line in Table 1 involves factors of fabc. These are called
the structure constants of QCD and they enter due to the non-Abelian term in the gluon field strength
tensor appearing in Eq. (3),
F aµν = ∂µA
a
ν − ∂νAaµ + gsfabcAbµAcν . (11)
2Again, although one could in principle absorb that factor into a redefinition of the coupling, effectively redefining the
normalization of ‘unit colour charge’, the standard definition of αs is now so entrenched that alternative choices would be
counter-productive, at least in the context of a supposedly pedagogical review.




Table 1: Trace relations for t matrices. These relations are convention-independent as they stand. Relations for a
specific normalization convention for the t matrices are obtained by inserting the specific values of TR, CF , and
CA pertaining to that convention choice, as discussed in the text. More relations can be found in Ref. [4, Section
1.2] and in Ref. [5, Appendix A.3].
Trace relation Indices Occurs in diagram squared







jk = CF δik
a ∈ [1, . . . , 8]





acdf bcd = CA δ





δjkδi` − 1NC δijδk`
)









∝ −gs f246 [(k3 − k2)ρgµν
+(k2 − k1)µgνρ
+(k1 − k3)νgρµ]
Fig. 3: Illustration of a ggg vertex in QCD, before summing/averaging over colours: interaction between gluons
in the states λ2, λ4, and λ6 is represented by the structure constant f246
The structure constants of SU(3) are listed in
the table to the right. Expanding the FµνFµν
term of the Lagrangian using Eq. (11), we see
that there is a 3-gluon and a 4-gluon vertex that
involve fabc, the latter of which has two powers
of f and two powers of the coupling.
Finally, the last line of Table 1 is not really a
trace relation but instead a useful so-called Fierz
transformation. It is often used, for instance,
in shower Monte Carlo applications, to assist in
mapping between colour flows in NC = 3, in
which cross-sections and splitting probabilities
are calculated, and those in NC → ∞, used to
represent colour flow in the MC ‘event record’.
Structure Constants of SU(3)
f123 = 1 (12)




f156 = f367 = −1
2
(14)





Antisymmetric in all indices
All other fijk = 0
(valid for the convention t = λ
2
)
(for the alternative convention t = λ√
2
, multiply all fijk by
√
2)
A gluon self-interaction vertex is illustrated in Fig. 3, to be compared with the quark–gluon one in
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Fig. 2. We remind the reader that gauge boson self-interactions are a hallmark of non-Abelian theories
and that their presence leads to some of the main differences between QED and QCD. One should also
keep in mind that the colour factor for the vertex in Fig. 3, CA, is roughly twice as large as that for a
quark, CF .
1.3 The strong coupling
To first approximation, QCD is scale invariant. That is, if one ‘zooms in’ on a QCD jet, one will find
a repeated self-similar pattern of jets within jets within jets, reminiscent of fractals such as the famous
Mandelbrot set in mathematics, or the formation of frost crystals in physics. In the context of QCD, this
property was originally called light-cone scaling, or Bjorken scaling after the famous physicist James
D. Bjorken. It has since been rebranded by a new generation as conformal invariance, a mathematical
property of several QCD-‘like’ theories which are now being studied. It is also closely related to the
physics of so-called ‘unparticles’, though that is a relation that goes beyond the scope of these lectures.
Regardless of the labelling, if the strong coupling did not run (we shall return to the running of
the coupling below), Bjorken scaling would be absolutely true. QCD would be a theory with a fixed
coupling, the same at all scales. This simplified picture already captures some of the most important
properties of QCD, as we shall discuss presently.
In the limit of exact Bjorken scaling — QCD at fixed coupling — properties of high-energy in-
teractions are determined only by dimensionless kinematic quantities, such as scattering angles (pseu-
dorapidities) and ratios of energy scales4. For applications of QCD to high-energy collider physics,
an important consequence of Bjorken scaling is thus that the rate of bremsstrahlung jets with a given
transverse momentum scales in direct proportion to the hardness of the fundamental partonic scattering
process in association with which they are produced. For instance, in the limit of exact scaling, a mea-
surement of the rate of 5-GeV jets produced in association with an ordinary Z boson could be used as
a direct prediction of the rate of 50-GeV jets that would be produced in association with a 900-GeV Z ′
boson, and so forth. Our intuition about how many bremsstrahlung jets a given type of process is likely to
have should therefore be governed first and foremost by the ratios of scales that appear in that particular
process, as has been highlighted in a number of studies focusing on the mass and p⊥ scales appearing,
for example, in Beyond-the-Standard-Model (BSM) physics processes [6–10]. Bjorken scaling is also
fundamental to the understanding of jet substructure in QCD, see, for example, Ref. [11].







= β(αs) , (16)
where the function driving the energy dependence, the beta function, is defined as
β(αs) = −α2s(b0 + b1αs + b2α2s + . . .) , (17)












4Originally, the observed approximate agreement with this was used as a powerful argument for pointlike substructure in
hadrons; since measurements at different energies are sensitive to different resolution scales, independence of the absolute




Numerically, the value of the strong coupling is usually specified by giving its value at the specific











with relations including the O(α2s) terms available, for example, in Ref. [4]. Relations between scales
not involving M2Z can obviously be obtained by just replacing M
2
Z by some other scale Q
′2 everywhere
in Eq. (20). As an application, let us prove that the logarithmic running of the coupling implies that an
intrinsically multi-scale problem can be converted to a single-scale one, up to corrections suppressed by
two powers of αs, by taking the geometric mean of the scales involved. This follows from expanding an
arbitrary product of individual αs factors around an arbitrary scale µ, using Eq. (20),
























whereby the specific single-scale choice µn = µ1µ2 · · ·µn (the geometric mean) can be seen to push the
difference between the two sides of the equation one order higher than would be the case for any other
combination of scales5.
The appearance of the number of flavours, nf , in b0 implies that the slope of the running depends
on the number of contributing flavours. Since full QCD is best approximated by nf = 3 below the charm
threshold, by nf = 4 from there to the b threshold, and by nf = 5 above that, it is therefore important
to be aware that the running changes slope across quark flavour thresholds. Likewise, it would change
across the threshold for top or for any coloured new-physics particles that might exist, with a magnitude
depending on the particles’ colour and spin quantum numbers.
The negative overall sign of Eq. (17), combined with the fact that b0 > 0, leads to the famous
result6 that the QCD coupling effectively decreases with energy, called asymptotic freedom, for the
discovery of which the Nobel prize in physics was awarded to D. Gross, H. Politzer, and F. Wilczek in
2004. An extract of the prize announcement runs as follows:
What this year’s Laureates discovered was something that, at first sight, seemed com-
pletely contradictory. The interpretation of their mathematical result was that the closer
the quarks are to each other, the weaker is the “colour charge”. When the quarks are
really close to each other, the force is so weak that they behave almost as free particles.
This phenomenon is called “asymptotic freedom”. The converse is true when the quarks
move apart: the force becomes stronger when the distance increases.
Among the consequences of asymptotic freedom is that perturbation theory becomes better be-
haved at higher absolute energies, owing to the effectively decreasing coupling. Perturbative calculations
for our 900-GeV Z ′ boson from before should therefore be slightly faster converging than equivalent cal-
culations for the 90-GeV one. Furthermore, since the running of αs explicitly breaks Bjorken scaling,
we also expect to see small changes in jet shapes and in jet production ratios as we vary the energy. For
instance, since high-p⊥ jets start out with a smaller effective coupling, their intrinsic shape (irrespective
of boost effects) is somewhat narrower than for low-p⊥ jets, an issue which can be important for jet
5In a fixed-order calculation, the individual scales µi, would correspond, for example, to the n hardest scales appearing in
an infrared safe sequential clustering algorithm applied to the given momentum configuration.
6Perhaps the highest pinnacle of fame for Eq. (17) was reached when the sign of it ‘starred’ in an episode of the TV series
“Big Bang Theory”.
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Fig. 4: Illustration of the running of αs in a theoretical calculation (yellow shaded band) and in physical processes
at different characteristic scales, from Ref. [12]
calibration. Our current understanding of the running of the QCD coupling is summarized by the plot in
Fig. 4, taken from a recent comprehensive review by S. Bethke [12].
As a final remark on asymptotic freedom, note that the decreasing value of the strong coupling
with energy must eventually cause it to become comparable to the electromagnetic and weak ones, at
some energy scale. Beyond that point, which may lie at energies of order 1015–1017 GeV (though it may
be lower if as yet undiscovered particles generate large corrections to the running), we do not know what
the further evolution of the combined theory will actually look like, or whether it will continue to exhibit
asymptotic freedom.
Now consider what happens when we run the coupling in the other direction, towards smaller
energies. Taken at face value, the numerical value of the coupling diverges rapidly at scales below
1 GeV, as illustrated by the curves disappearing off the left-hand edge of the plot in Fig. 4. To make this









Λ ∼ 200 GeV (23)
specifies the energy scale at which the perturbative coupling would nominally become infinite, called
the Landau pole. (Note, however, that this only parametrizes the purely perturbative result, which is not
reliable at strong coupling, so Eq. (22) should not be taken to imply that the physical behaviour of full
QCD should exhibit a divergence for Q→ Λ.)
Finally, one should be aware that there is a multitude of different ways of defining both Λ and
αs(MZ). At the very least, the numerical value one obtains depends both on the renormalization scheme
used (with the dimensional-regularization-based ‘modified minimal subtraction’ scheme, MS, being the
most common one) and on the perturbative order of the calculations used to extract them. As a rule of
thumb, fits to experimental data typically yield smaller values for αs(MZ) the higher the order of the cal-
culation used to extract it (see, e.g., Refs. [12,13]), with αs(MZ)|LO ∼> αs(MZ)|NLO ∼> αs(MZ)|NNLO.




fixed αs(MZ) depends explicitly on the number of flavours used in the running. Thus each value of nf is
associated with its own value of Λ, with the following matching relations across thresholds guaranteeing
continuity of the coupling at one loop,


























It is sometimes stated that QCD only has a single free parameter, the strong coupling. Appealing
as this may be, it is a bit of an overstatement. Even in the perturbative region, the beta function depends
explicitly on the number of quark flavours, as we have seen, and thereby also on the quark masses. Fur-
thermore, in the non-perturbative region around or below ΛQCD, the value of the perturbative coupling,
as obtained, for example, from Eq. (22), gives little or no insight into the behaviour of the full theory. In-
stead, universal functions (such as parton densities, form factors, fragmentation functions, etc.), effective
theories (such as the Operator Product Expansion, Chiral Perturbation Theory, or Heavy Quark Effective
Theory), or phenomenological models (such as Regge Theory or the String and Cluster Hadronization
Models) must be used, which in turn depend on additional non-perturbative parameters whose relation
to, for example, αs(MZ) is not a priori known. For some of these questions, such as hadron masses,
lattice QCD can furnish important additional insight, but for multi-scale and/or time-evolution problems,
the applicability of lattice methods is still severely restricted.
2 Perturbative QCD
Our main tool for solving QCD for high-energy collider physics is perturbative quantum field theory,
the starting point for which is Matrix Elements (MEs) which can be calculated systematically at fixed
orders in the strong coupling αs. At least at lowest order (LO), the procedure is standard textbook
material [5] and it has also by now been highly automated, by the advent of tools like CALCHEP [14],
COMPHEP [15], MADGRAPH [16], and others [17–21]. Here, we require only that the reader has a basic
familiarity with the methods involved from graduate-level particle physics courses based, for example,
on Refs. [5,22]. Our main concern are the uses to which these calculations are put, their limitations, and
ways to improve on the results obtained with them.
For illustration, take one of the most commonly occurring processes in hadron collisions —
Rutherford scattering of two quarks via a t-channel gluon exchange — which has the differential cross-
section











with the 2→ 2 Mandelstam variables (‘hatted’ to emphasize that they refer to a partonic 2→ 2 scattering
rather than the full pp→ jets process)
sˆ = (p1 + p2)
2 , (27)
tˆ = (p3 − p1)2 = −sˆ(1− cos θˆ)
2
, (28)
uˆ = (p4 − p1)2 = −sˆ(1 + cos θˆ)
2
. (29)
This process is illustrated in the left-hand pane of Fig. 5, including a rough (formally leading-NC)
representation of the ‘colour transfer’ mediated by the gluon (as was discussed in Section 1.2).
Reality, however, is more complicated; the picture on the right-hand pane of Fig. 5 shows a real di-
jet event, as recorded by the ATLAS experiment. The complications to be addressed when going from left
9







Fig. 5: Left: Rutherford scattering of quarks in QCD, exemplifying the type of process that dominates the short-
distance interaction cross-section at hadron colliders. Right: an example of what such a reaction may look like in
a detector, in this case the ATLAS experiment.
to right in Fig. 5 are: firstly, additional jets, a.k.a. real-emission corrections, which significantly change
the topology of the final state, potentially shifting jets in or out of an experimentally defined acceptance
region. Secondly, loop factors, a.k.a. virtual corrections, change the number of available quantum paths
through phase space, and hence modify the normalization of the cross-section (total and differential).
And finally, additional corrections to the simple factorized perturbative picture are generated by compo-
nents such as hadronization and the underlying event. These corrections must be taken into account to
complete our understanding of QCD and connect the short-distance physics with macroscopic experi-
ments. Apart from the perturbative expansion itself, the most powerful tool we have to organize this vast
calculation is factorization.
2.1 Factorization
When applicable, factorization allows us to subdivide the calculation of an observable into a perturba-
tively calculable short-distance part and an approximately universal long-distance part; the latter may be
modelled and constrained by fits to data. Factorization can also be applied multiple times, to break up
a complicated calculation into simpler pieces that can be treated as approximately independent, such as
when dealing with successive emissions in a parton shower, or when factoring off decays of long-lived
particles from a hard production process.
Using collinear factorization (see, e.g., Refs. [4, 23]), the differential cross-section for an observ-













a (xa, µF )f
h2
b (xb, µF )
dσˆab→F
dOˆ DF (Oˆ → O, µF ) (30)
where the outer sum runs over all partonic constituents, a and b of the colliding hadrons, h1,2, respec-
tively, and the inner sum runs over all possible final states, ab→ F (with the standard final-state phase-
space differential denoted dΦF ).
Before we discuss the integrand — composed of the factors fa,b, dσˆ , and DF — let us first
re-emphasize the crucial feature of Eq. (30); it separates the calculation of the cross-section into two in-
dependent pieces, one of which is the perturbatively calculable short-distance cross-section, dσˆ , and the
other of which is the product of parton distribution functions (PDFs), fafb, with a fragmentation function
(FF), DF , with the latter components being universal functions7 whose forms are a priori unknown but
7At least, they are universal within the framework of collinear factorization. In full QCD, there are several types of cor-
rections, including also some perturbative ones, that go beyond this framework, such as small-x effects and multiple parton




which can be constrained in one process and then reused in another. The dividing line between the two
is drawn at an arbitrary (‘user-defined’) scale µF , called the factorization scale.
Returning now to the integrand, the parton density functions, fhij (xj , µF ), parametrize the distri-
bution of partons of type j carrying momentum fraction xj inside a hadron of type hi when probing the
latter at the factorization scale µF . (Note: issues specific to PDFs in the context of Monte Carlo event
generators will be covered in Section 3.1.) The partonic scattering cross section dσˆab→F is calculable in




|Mab→F |2(ΦF ;µF , µR) , (31)
with |M|2 the matrix element squared for the process ab → F , appropriately summed and averaged
over helicities and/or colours, and evaluated at the factorization and renormalization scales µF and µR,
respectively. The fragmentation functions (FFs), DF (Oˆ → O, µF ) parametrize the transition from
partonic final state to the hadronic observable (bremsstrahlung, hadronization, jet definition, etc.).
There is some arbitrariness involved in this division of the calculation into a short-distance and
a long-distance part. Firstly, one has to choose a value for the dividing scale, µF . Some heuristic
arguments to guide one in the choice of factorization scale are the following. On the long-distance side,
the PDFs include a (re)summation of multiple emissions (bremsstrahlung) all the way up to the scale
µF . It would therefore not make much sense to take µF significantly larger than the scales characterizing
resolved particles on the short-distance side of the calculation (i.e., the particles appearing explicitly
in Φn); otherwise the PDFs would be including sums over radiations as hard as or harder than those
included explicitly in the matrix element which would result in double-counting. On the other hand, it
should not be taken much lower than the scales appearing in the matrix element either, since, as we shall
see in subsequent sections, fixed-order matrix elements are at most able to include part of such multiple-
bremsstrahlung emissions, and hence a low choice of factorization scale would lead to problems with
‘undercounting’ of such corrections.
For matrix elements characterized by a single well-defined scale, such as the Q2 scale in deeply
inelastic scattering (DIS) or the invariant-mass scale sˆ in Drell-Yan production (qq¯ → Z/γ∗ → `+`−),
such arguments essentially fix the preferred scale choice, which may then be varied by a factor of 2 (or
larger) around the nominal value in order to estimate uncertainties. For multi-scale problems, however,
such as pp → Z/W + n jets, there are several a priori equally good choices available, from the lowest
to the highest QCD scales that can be constructed from the final-state momenta, usually with several
dissenting groups of theorists arguing over which particular choice is best. Suggesting that one might
simply measure the scale would not really be an improvement, as the factorization scale is fundamentally
unphysical and therefore unobservable (similarly to gauge or convention choices). One plausible strategy
is to look at higher-order (NLO or NNLO) calculations, in which correction terms appear that explicitly
remove the over- or undercounting introduced by the initial scale choice up to the given order, thus
reducing the overall dependence on it and stabilizing the final result. From such comparisons, a ‘most
stable’ initial scale choice can in principle be determined, which then furnishes a reasonable starting
point, but we emphasize that the question is intrinsically ambiguous, and no ‘golden recipe’ is likely
to magically give all the right answers. The best we can do is to vary the value of µF not only by
an overall factor, but also by exploring different possible forms for its functional dependence on the
momenta appearing in Φn. In this way, one could hope to provide a more complete uncertainty estimate
for multi-scale problems.
Secondly, and more technically, at NLO and beyond one also has to settle on a factorization scheme
in which to do the calculations. For all practical purposes, students focusing on LHC physics are only
case of small-x evolution, these more general objects are so-called unintegrated PDFs, which have an explicit dependence on the
parton transverse momentum in addition to the factorization scale, while multi-parton interactions require explicit multi-parton
and/or generalized (impact-parameter-dependent) PDFs.
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likely to encounter one such scheme, the modified minimal subtraction (MS) one already mentioned in
the discussion of the definition of the strong coupling in Section 1.3. At the level of these lectures, we
shall therefore not elaborate further on this choice here.
2.2 Infrared safety
The second perturbative tool, infrared safety, provides us with a special class of observables which have
minimal sensitivity to long-distance physics, and which can be consistently computed in perturbative
QCD (pQCD). By ‘infrared’, we here mean any limit that involves a low scale (i.e., any non-UV limit),
without regard to whether it is collinear or soft8. An observable is infrared safe if:
1. (Safety against soft radiation): Adding any number of infinitely soft particles would not change
the value of the observable.
2. (Safety against collinear radiation): Splitting an existing particle up into two comoving particles,
with arbitrary fractions z and 1− z, respectively, of the original momentum, would not change the
value of the observable.
If both of these conditions are satisfied, any long-distance non-perturbative corrections will be suppressed
by the ratio of the long-distance scale to the short-distance one to some (observable-dependent) power,
typically





where QUV denotes a generic hard scale in the problem, and QIR ∼ ΛQCD ∼ O(1 GeV).
On account of this power suppression, IR safe observables are not so sensitive to our lack of
ability to solve the strongly coupled IR physics, unless of course we go to processes for which the
relevant hard scale QUV is small (such as minimum-bias, soft jets, or small-scale jet substructure). Even
when a high scale is present, however, as in resonance decays, jet fragmentation, or underlying-event-
type studies, infrared safety only guarantees us that infrared corrections are small, not that they are zero.
Thus, ultimately, we run into a precision barrier even for IR safe observables, which only a reliable
understanding of the long-distance physics itself can address.
To constrain models of long-distance physics, one needs infrared sensitive observables9. Instead
of the suppressed corrections above, the perturbative prediction for such observables contains logarithms





, m ≤ 2n , (33)
which grow increasingly large as QIR/QUV → 0. As an example, consider such a fundamental quantity
as particle multiplicities; in the absence of nontrivial infrared effects, the number of partons that would
be mapped to hadrons in a naïve local-parton-hadron-duality [24] picture would tend logarithmically to
infinity as the IR cutoff is lowered. Similarly, the distinction between a charged and a neutral pion only
occurs in the very last phase of hadronization, and hence observables that only include charged tracks,
for instance, are always IR sensitive10.
Two important categories of infrared safe observables that are widely used are event shapes and
jet algorithms. Jet algorithms are perhaps nowhere as pedagogically described as in last year’s ESHEP
lectures by Salam [25, Section 5]. Event shapes in the context of hadron colliders have not yet been as
widely explored, but the basic phenomenology is introduced also by Salam and collaborators in Ref. [26],
8This distinction will be discussed further in Section 2.4.
9Hence it is not always the case that infrared safe observables are preferable — the purpose decides the tool.
10This remains true in principle even if the tracks are clustered into jets, although the energy clustered in this way does




with a first measurement reported by CMS [27] and a proposal to use them also for the characterization
of minimum-bias events put forth in Ref. [28].
Let us here merely emphasize that the real reason to prefer infrared safe jet algorithms over unsafe
ones is not that they necessarily give very different or ‘better’ answers in the experiment — experiments
are infrared safe by definition, and the difference between infrared safe and unsafe algorithms may not
even be visible when running the algorithm on experimental data — but that it is only possible to compute
perturbative QCD predictions for the infrared safe ones. Any measurement performed with an infrared
unsafe algorithm can only be compared to calculations that include a detailed hadronization model. This
both limits the number of calculations that can be compared and also adds an a priori unknown sensitivity
to the details of the hadronization description, details which one would rather investigate and constrain
separately, in the framework of more dedicated fragmentation studies.
2.3 Fixed-order QCD: matrix elements
Schematically, we express the all-orders differential cross-section for an observableO, in the production















∣∣∣2 δ (O −O(ΦF+k)) , (34)
where, for compactness, we have suppressed all PDF and luminosity normalization factors. The sum over
k represents a sum over additional ‘real-emission’ corrections, called legs, and the sum over ` runs over
additional virtual corrections, loops. Without the δ function, the formula would give the total integrated
cross-section, instead of the cross-section differentially in O. The purpose of the δ function is thus to
project out hypersurfaces of constant O in the full dΦF+k phase space, with O(ΦF+k) a function that
defines O evaluated on each specific momentum configuration, ΦF+k.
We recover the various fixed-order truncations of pQCD by limiting the nested sums in Eq. (34)
to include only specific values of k + `. Thus
k = 0, ` = 0 =⇒ Leading Order (usually tree-level) for inclusive F production
k = n, ` = 0 =⇒ Leading Order for F + n jets
k + ` ≤ n, =⇒ NnLO for F (includes Nn−1LO for F + 1 jet, Nn−2LO for F +
2 jets, and so on up to LO for F + n jets) .
Already at this stage, before entering into the details of the calculations, we can make several obser-
vations on how numerical values of cross-sections and decay widths must be computed in fixed-order
perturbation theory.
Firstly, the dimensionality of the phase space to be integrated increases by d = 3 for each leg we
add. In dimensions higher than 5, the fastest converging numerical integration algorithm is Monte Carlo
integration [29], whose purely stochastic error ∝ O(1/√N ), with N the number of generated points,
is independent of dimension, while all other algorithms scale with powers of the dimension. Therefore,
virtually all numerical cross-section calculations are based on Monte Carlo techniques in one form or
another, the simplest being the RAMBO algorithm [30] which can be expressed in about half a page of
code and generates a flat scan over n-body phase space11.
Secondly, due to the infrared singularities in perturbative QCD, the functions to be integrated,
|M|2, are highly non-uniform for large k, which implies that we will have to be clever in the way we
sample phase space if we want the integration to converge in any reasonable amount of time — simple
11Strictly speaking, RAMBO is only truly uniform for massless particles. Its massive variant makes up for phase-space biases
by returning weighted momentum configurations.
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algorithms like RAMBO quickly become inefficient for k greater than a few. To address this bottleneck,
the simplest step up from RAMBO is to introduce generic (i.e., automated) importance-sampling methods,
such as offered by the VEGAS algorithm [31, 32]. This is still the dominant basic technique, although
most modern codes do employ several additional refinements, such as several different copies of VEGAS
running in parallel (multi-channel integration), to further optimize the sampling. Alternatively, a few
algorithms incorporate the singularity structure of QCD explicitly in their phase-space sampling, either
by directly generating momenta distributed according to the leading-order QCD singularities, in a sort
of ‘QCD-preweighted’ analog of RAMBO, called SARGE [33], or by using all-orders Markovian parton
showers to generate them (VINCIA [34]).
Thirdly, for k ≥ 1, ` = 0, we are really not considering inclusive F production anymore; instead,
we are considering the LO contribution to the process F+k jets. However, if we simply integrate over all
momenta, as implied by the integration over dΦF+n in Eq. (34), we would be including configurations
in which one or more of the k partons become collinear or soft, leading to singularities in the integration
region. At the LO level, this problem can only be mitigated by restricting the integration region to only
include ‘hard, well-separated’ momenta. As discussed above, owing to the approximate Bjorken scaling
of QCD, it would be meaningless to express this requirement in dimensionful terms, as an absolute scale.
Instead, it is the ratios of scales present in any given process that determine whether such enhancements
are present or absent: a 50-GeV jet would be considered hard and well-separated if produced in asso-
ciation with an ordinary Z boson, while it would be considered soft if produced in association with a
900-GeV Z ′ boson [6–8]. Thus, for example, it would be a complete disaster to use the same dimen-
sionful phase-space cuts for Z ′+jets as one uses for Z+jets (unless of course the Z ′ happens to have
a mass scale very close to the Z one). A good rule of thumb is that if σk+1 ≈ σk (at whatever order
you are calculating), then you are integrating over a region in which the perturbative series is no longer
converging, or is converging too slowly for a fixed-order truncation of it to be reliable. For fixed-order
perturbation theory to be applicable, you must have σk+1  σk. In the discussion of parton showers and
resummations in Section 2.4, we shall see how the region of applicability of perturbation theory can be
extended.
And finally, the virtual amplitudes, for ` ≥ 1, are divergent for any point in phase space. However,
as encapsulated by the famous KLN theorem [35, 36], unitarity (which essentially expresses probability
conservation) puts a powerful constraint on the IR divergences12, forcing them to cancel exactly against
those coming from the unresolved emissions that we had to cut out above, order by order, making the
complete answer for fixed k+ ` = n finite. Nonetheless, since this cancellation happens between contri-
butions that formally live in different phase spaces, a main aspect of loop-level higher-order calculations
is how to arrange for this cancellation in practice, either analytically or numerically, with many different
methods currently on the market.
A convenient way of illustrating the terms of the perturbative series that a given matrix-element-
based calculation includes is given in Fig. 6. In the left-hand pane, the shaded box corresponds to the
lowest-order ‘Born-level’13 matrix element squared. This coefficient is non-singular and hence can be
integrated over all of phase space, which we illustrate by letting the shaded area fill all of the relevant
box. A different kind of leading-order calculation is illustrated in the right-hand pane of Fig. 6, where
the shaded box corresponds to the lowest-order matrix element squared for F + 2 jets. This coefficient
diverges in the part of phase space where one or both of the jets are unresolved (i.e., soft or collinear),
and hence integrations can only cover the hard part of phase space, which we reflect by only shading the
upper half of the relevant box.
Fig. 7 illustrates the inclusion of NLO virtual corrections. To prevent confusion, first a point on
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Fig. 6: Coefficients of the perturbative series covered by LO calculations. Left: F production at lowest order.
Right: F + 2 jets at LO, with the half-shaded box illustrating the restriction to the region of phase space with
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Fig. 7: Coefficients of the perturbative series covered by NLO calculations. Left: F production at NLO. Right:
F + 1 jet at NLO, with half-shaded boxes illustrating the restriction to the region of phase space with exactly 1
resolved jet. The total power of αs for each coefficient is n = k + `.





dΦ0 2Re[M(1)0 M(0)∗0 ] , (35)
which is of order αs relative to the Born level. Compare, for example, with the expansion of Eq. (34)
to order k + ` = 1. In particular, σ(1)0 should not be confused with the integral over the 1-loop matrix
element squared (which would be of relative order α2s and hence forms part of the NNLO coefficient
σ
(2)
0 ). Returning to Fig. 7, the unitary cancellations between real and virtual singularities imply that we
can now extend the integration of the real correction in the left-hand pane over all of phase space, while
retaining a finite total cross-section,
σNLO0 =
∫
dΦ0 |M(0)0 |2 +
∫











where the divergence caused by integrating the second term over all of phase space is cancelled by that
coming from the integration over loop momenta in the third term. However, if our starting point for the
NLO calculation is a process which already has a non-zero number of hard jets, we must continue to
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Fig. 8: Coefficients of the perturbative series covered by an NNLO calculation. The total power of αs for each
coefficient is n = k + `. Green shading represents the full perturbative coefficient at the respective k and `.




dΦ1 |M(0)1 |2 +
∫
p⊥>p⊥min






1 (p⊥ > p⊥min) + σ
(1)
1 (p⊥ > p⊥min) + σ
(0)
2 (p⊥1 > p⊥min) ,
(37)
where the restriction to at least one jet having p⊥ > p⊥min has been illustrated in the right-hand pane of
Fig. 7 by shading only the upper part of the relevant boxes. In the last term in Eq. (37), the notation p⊥1
is used to denote that the integral runs over the phase space in which at least one ‘jet’ (which may consist
of one or two partons) must be resolved with respect to p⊥min. Here, therefore, an explicit dependence
on the algorithm used to define ‘a jet’ enters for the first time. This is discussed in more details in the
ESHEP lectures by Salam [25].
To extend the integration to cover also the case of 2 unresolved jets, we must combine the left- and
right-hand parts of Fig. 7 and add the new coefficient
σ
(2)
0 = |M(1)0 |2 + 2Re[M(2)0 M(0)∗0 ] , (38)
as illustrated by the diagram in Fig. 8.
2.4 Infinite-order QCD: parton showers
In the preceding section, we noted two conditions that had to be valid for fixed-order truncations of the
perturbative series to be valid: firstly, the strong coupling αs must be small for perturbation theory to
be valid at all. This restricts us to the region in which all scales Qi  ΛQCD. We shall maintain this
restriction in this section, i.e., we are still considering perturbative QCD. Secondly, however, in order to
be allowed to truncate the perturbative series, we had to require σk+1  σk, i.e., the corrections at suc-
cessive orders must become successively smaller, which — due to the enhancements from soft/collinear
singular (conformal) dynamics — effectively restricted us to consider only the phase-space region in
which all jets are ‘hard and well-separated’, equivalent to requiring all Qi/Qj ≈ 1. In this section, we
shall see how to lift this restriction, extending the applicability of perturbation theory into regions that
include scale hierarchies, Qi  Qj  ΛQCD, such as occur for soft jets, jet substructure, etc.
In fact, the simultaneous restriction to all resolved scales being larger than ΛQCD and no large
hierarchies is extremely severe, if taken at face value. Since we collide and observe hadrons (→ low
scales) while simultaneously wishing to study short-distance physics processes (→ high scales), it would
appear trivial to conclude that fixed-order pQCD is not applicable to collider physics at all. So why do



















a) Original Configuration: dσ(0)F b) A contribution to dσ
(0)
F+1 c) Recursion→ dσ(0)F+n
Fig. 9: a) and b) Illustration of the QCD singularities induced by on-shell propagators. c) The approximation
obtained in the first step can be iterated to add additional legs.
The answer lies in the fact that we actually never truly perform a fixed-order calculation in QCD.













a (xa, µF )f
h2
b (xb, µF )
dσˆab→F
dOˆ DF (Oˆ → O, µF ) . (39)
Although dσab→F does represent a fixed-order calculation, the parton densities, fh1a and f
h2
b , include
so-called resummations of perturbative corrections to all orders from the initial scale of order the mass
of the proton, up to the factorization scale, µF . Note that the oft-stated mantra that the PDFs are purely
non-perturbative functions is therefore misleading. True, they are defined as essentially non-perturbative
functions at some very low scale, but, if µF is taken large, they necessarily incorporate a significant
amount of perturbative physics as well. On the ‘fixed-order side’, all we have left to ensure in dσab→F is
then that there are no large hierarchies remaining between µF and the QCD scales appearing in the fixed-
order matrix elements. Likewise, in the final state, the fragmentation functions, DF , include infinite-
order resummations of perturbative corrections all the way from µF down to some low scale, with similar
caveats concerning mantras about their non-perturbative nature as for the PDFs.
2.4.1 Step one: infinite legs
The infinite-order resummations that are included in objects such as the PDFs and FFs in Eq. (39) (and
in their parton-shower equivalents) rely on some very simple and powerful properties of gauge field
theories. One way to arrive at them is the following; assume we have computed the Born-level cross-
section for some process, F , and that this process contains some number of coloured partons14. For each
pair of (massless) colour-anticolour charges A and B in F , it is then a universal property of QCD that











+ less singular terms
)
× dσ(0)F , (40)
where, for compactness, we have lumped some uninteresting normalization factors15 into NAB→a1b,
g2s = 4piαs is the strong coupling, a and b represent partons A and B after the branching (i.e., they
include possible recoil effects), and si1 is the invariant between parton i and the emitted “+1” parton.
Intuitively, this structure follows from the simple observations illustrated by the left and middle panes
of Fig. 9; the Feynman diagram in which parton “1” is emitted from the “a” (or “b”) leg has a pole for
sa1 → 0 (s1b → 0), corresponding to the intermediate propagator “a∗” (“b∗”) going on shell (middle
14Assume further that octet colour charges (gluons) may be represented as the sum of a colour triplet and an antitriplet
charge — compare, for example, with the illustrations of gluon colour flow, Figs. 2 and 3. This picture of octets is correct up to
corrections of order 1/N2C , which will be good enough for our purposes here.
15That is, NAB→a1b contains colour and phase-space normalization factors. Up to mildly non-universal corrections of order
1/N2C (which depend on whether the emitting particles are quarks or gluons), it is NAB→a1b = 2CA/(16pi2).
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pane). Summing the two and squaring them, i.e., including their mutual interference, one obtains the
structure in Eq. (40), which is called the eikonal factor.
The leading part of the singularity structure to which we have already referred many times is
clearly visible here: if we integrate over the entire phase space including the region sa1 → 0, s1b → 0,
we end up with a double pole. If we instead regulate the divergence by cutting off the integration at
some minimal perturbative cutoff scale µ2IR, we end up with a logarithm squared of that scale
16. This is
a classic example of ‘large logs’ being generated by the presence of scale hierarchies.
Before we continue, it is worth noting that Eq. (40) is often rewritten in other forms to emphasize
specific aspects of it. One such rewriting is thus to reformulate the invariants si1 appearing in Eq. (40) in
terms of energies and angles,
sij = 2EiEj (1− cos θij) . (41)















This kind of rewriting enables an intuitively appealing categorization of the singularities as related to
vanishing energies and angles, called soft and collinear limits, respectively. Although such formulations
have undeniably been helpful in obtaining many important results in QCD, one should still keep in
mind that Lorentz non-invariant formulations come with similar caveats and warnings as do gauge non-
invariant formulations of quantum field theory: while they can be practical to work with at intermediate
stages of a calculation, one should be careful with any physical conclusions that rely explicitly on them.
We shall therefore here restrict ourselves to a Lorentz-invariant formalism based directly on Eq. (40).
The collinear limit is then replaced by a more general single-pole limit in which a single parton-parton
invariant vanishes (as, for instance, when a pair of partons become collinear), while the soft limit is
replaced by one in which two (or more) invariants involving the same parton vanish simultaneously (as,
for instance by that parton becoming soft in a frame defined by two or more hard partons). This avoids
frame-dependent ambiguities from entering into the language, at the price of a slight reinterpretation of
what is meant by collinear and soft.
Independently of rewritings and philosophy, the real power of Eq. (40) lies in the fact that it is
universal. Thus, for any process F , we can apply Eq. (40) in order to get an approximation for dσF+1 .
We may then, for instance, take our newly obtained expression forF+1 as our arbitrary process and crank
Eq. (40) again, to obtain an approximation for dσF+2 , and so forth. What we have here is therefore a
very simple recursion relation that can be used to generate approximations to leading-order cross-sections
with arbitrary numbers of additional legs. The quality of this approximation is governed by how many
terms besides the leading one shown in Eq. (40) are included in the game. Including all possible terms,
the most general form for the cross-section at F +n jets, restricted to the phase-space region above some







ln2n + ln2n−1 + ln2n−2 + . . .+ ln +R) (43)
where we use the notation lnλ without an argument to denote generic functions of transcendentality λ
(the logarithmic function to the power λ being a ‘typical’ example of a function with transcendentality
λ appearing in cross-section expressions, but also dilogarithms and higher logarithmic functions17 of
transcendentality > 1 should be implicitly understood to belong to our notation lnλ). The last term, R,
16The precise definition of µ2IR is not unique. Any scale choice that properly isolates the singularities from the rest of phase
space will do, with some typical choices being, for example, invariant-mass and/or transverse-momentum scales.
17Note: owing to the theorems that allow us, for instance, to rewrite dilogarithms in different ways with logarithmic and
lower ‘spillover’ terms, the coefficients at each λ are only well defined up to reparametrization ambiguities involving the terms
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k (legs)
Fig. 10: Coefficients of the perturbative series covered by LO + LL calculations, Left: without imposing unitarity,
and Right: imposing unitarity order by order for each n = k + `. Green (darker) shading represents the full
perturbative coefficient at the respective k and `. Yellow (lighter) shading represents an LL approximation to it.
Half-shaded boxes indicate phase spaces in which we are prohibited from integrating over the IR singular region,
as discussed in Sections 2.3 and 4.2.
represents a rational function of transcendentality 0. We shall also use the nomenclature singular and
finite for the lnλ andR terms, respectively, a terminology which reflects their respective behaviour in the
limit µIR → 0.
The simplest approximation one can build on Eq. (43), dropping all but the leading ln2n term
in the parenthesis, is thus the leading transcendentality approximation. This approximation is better
known as the DLA (double logarithmic approximation), since it generates the correct coefficient for terms
which have two powers of logarithms for each power of αs, while terms of lower transcendentalities are
not guaranteed to have the correct coefficients. In so-called LL (leading-logarithmic) parton shower
algorithms, one generally expects to reproduce the correct coefficients for the ln2n and ln2n−1 terms.
In addition, several formally subleading improvements are normally also introduced in such algorithms
(such as explicit momentum conservation, gluon polarization and other spin-correlation effects [37],
higher-order coherence effects, renormalization scale choices [38], finite-width effects [39], etc.), as a
means to improve the agreement with some of the more subleading coefficients as well, if not in every
phase-space point then at least on average. Though LL showers do not magically acquire NLL (next-
to-leading-log) precision from such procedures, one therefore still expects a significantly better average
performance from them than from corresponding ‘strict’ LL analytical resummations. A side effect of
this is that it is often possible to ‘tune’ shower algorithms to give better-than-nominal agreement with
experimental distributions, by adjusting the parameters controlling the treatment of subleading effects.
One should remember, however, that there is a limit to how much can be accomplished in this way — at
some point, agreement with one process will only come at the price of disagreement with another, and at
this point further tuning would be meaningless.
Applying such an iterative process on a Born-level cross-section, one obtains the description of the
full perturbative series illustrated in Fig. 10. The yellow (lighter) shades used here for k ≥ 1 indicate that
the coefficient obtained is not the exact one, but rather an approximation to it that only gets its leading
singularities right. However, since this is still only an approximation to infinite-order tree-level cross-
sections (we have not yet included any virtual corrections), we cannot yet integrate this approximation
over all of phase space, as illustrated by the yellow boxes being only half filled in Fig. 10; the summed
total cross-section would still be infinite. This particular approximation would therefore still appear to be
very useless indeed — on one hand, it is only guaranteed to get the singular terms right, but on the other,
it does not actually allow us to integrate over the singular region. In order to obtain a truly all-orders
calculation, the constraint of unitarity must also be explicitly imposed, which furnishes an approximation
to all-orders loop corrections as well. Let us therefore emphasize that Fig. 10 is included for pedagogical
purposes only; all resummation calculations, whether analytical or parton-shower based, include virtual
corrections as well and consequently yield finite total cross-sections, as will now be described.
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2.4.2 Step two: infinite loops
Order-by-order unitarity, such as used in the KLN theorem, implies that the singularities caused by
integration over unresolved radiation in the tree-level matrix elements must be cancelled, order by order,
by equal but opposite-sign singularities in the virtual corrections at the same order. That is, from Eq. (40),
we immediately know that the 1-loop correction to dσF must contain a term,
dσ
(1)






+ less singular terms, (44)
that cancels the divergence coming from Eq. (40) itself. Further, since this is universally true, we may
apply Eq. (44) again to get an approximation to the corrections generated by Eq. (40) at the next order
and so on. By adding such terms explicitly, order by order, we may now bootstrap our way around the
entire perturbative series, using Eq. (40) to move horizontally and Eq. (44) to move along diagonals of
constant n = k + `. Since real-virtual cancellations are now explicitly restored, we may finally extend
the integrations over all of phase space, resulting in the picture shown on the right-hand pane of Fig. 10.
The right-hand pane, not the left-hand one, corresponds to what is actually done in resummation
calculations, both of the analytic and parton-shower types18. Physically, there is a significant and intuitive
meaning to the imposition of unitarity, as follows.
Take a jet algorithm, with some measure of jet resolution, Q, and apply it to an arbitrary sample
of events, say dijets. At a very crude resolution scale, corresponding to a high value for Q, you find
that everything is clustered back to a dijet configuration, and the 2-jet cross-section is equal to the total
inclusive cross-section,
σtot = σF ;incl . (45)
At finer resolutions, decreasingQ, you see that some events that were previously classified as 2-jet events
contain additional, lower-scale jets, that you can now resolve, and hence those events now migrate to the
3-jet bin, while the total inclusive cross-section of course remains unchanged,
σtot = σF ;incl = σF ;excl(Q) + σF+1;incl(Q) , (46)
where “incl” and “excl” stands for inclusive and exclusive cross sections19, respectively, and the Q-
dependence in the two terms on the right-hand side must cancel so that the total inclusive cross-section
is independent of Q. Later, some 3-jet events now migrate further, to 4 and higher jets, while still more
2-jet events migrate into the 3-jet bin, etc. For arbitrary n and Q, we have




This equation expresses the trivial fact that the cross-section for n or more jets can be computed as the
total inclusive cross-section for F minus a sum over the cross-sections for F + exactly m jets for all
m < n. On the theoretical side, it is these negative terms which must be included in the calculation, for
each order n = k + `, to restore unitarity. Physically, they express that, at a given scale Q, a given event
will be classified as having either 0, 1, 2, or whatever jets. Or, equivalently, for each event we gain in the
3-jet bin as Q is lowered, we must lose one event in the 2-jet one; the negative contribution to the 2-jet
bin is exactly minus the integral of the positive contribution to the 3-jet one, and so on. We may perceive
of this detailed balance as an evolution of the event structure with Q, for each event, which is effectively
what is done in parton-shower algorithms, to which we shall return in Section 4.1.
18In the way these calculations are formulated in practice, they in fact rely on one additional property, called exponentiation,
that allows us to move along straight vertical lines in the loops-and-legs diagrams. However, since the two different directions
furnished by Eqs. (40) and (44) are already sufficient to move freely in the full 2D coefficient space, we shall use exponentiation
without extensively justifying it here.
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structure function parton distributions
Fig. 11: Illustration (from Ref. [41]) of partonic fluctuations inside a proton beam
3 Soft QCD
In a complete high-energy collision, many different physics (sub-)processes contribute to the total ob-
served activity. We here give a very brief overview of the main aspects of soft QCD that are relevant
for hadron-hadron collisions, such as parton distribution functions, minimum-bias and soft-inclusive
physics, and the so-called ‘underlying event’. This will be kept at a strictly pedestrian level and is largely
based on the review in Ref. [40]. A discussion of the modelling of these components, as well as a discus-
sion of the process of hadronization, is deferred to the relevant parts of Section 4 on Monte Carlo event
generators.
3.1 Parton densities
Physically, parton densities express the fact that hadrons are composite, with a time-dependent struc-
ture, illustrated in Fig. 11. More formally, they are defined by the factorization theorem discussed in
Section 2.1. Occasionally, the words structure functions and parton densities are used interchange-
ably. However, there is a very important distinction between the two, which we find often in (quantum)
physics: one is a physical observable, the other is a ‘fundamental’ quantity extracted from it.
Structure functions, such as F2, are completely unambiguous physical observables, which can be
measured, for instance, in DIS processes. (For a definition, see, for example, Ref. [42].) From these, and
other observables, a set of more fundamental and theoretically useful objects, parton density functions
(PDFs), can be extracted, but there is a price; since the parton densities are not, themselves, physically
observable, they can only be defined within a specific factorization scheme, order by order in perturbation
theory. The only exception is at leading order, at which they have a very simple physical interpretation,
as the probability of finding a quark of a given flavour and carrying a given momentum fraction, x, inside
a hadron of a given type, probed at a specific scale, Q2. They are then related to the structure function











where fi denotes the parton density for a parton of flavour/type i. When going to higher orders, we
tend to keep the simple intuitive picture from leading order in mind, but one should be aware that the
fundamental relationship is now more complicated, and that the parton densities no longer have a clear
probabilistic interpretation.
The reader should also be aware that there is currently a significant amount of debate concerning
many aspects of PDF definitions and usage:
– The ‘initial condition’ for the PDFs, i.e., their shape in x at some low value of Q2F , and other
constraints imposed on their evolution, such as positivity, flavour symmetries, treatment of mass
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effects, and extrapolation beyond the fit region. Each PDF group has its own particular ideol-
ogy when it comes to these issues, and while the differences caused by these choices in well-
constrained regions may appear small, the user should be warned that large differences can occur
when extrapolating, for example, to small x, or for observables that are particularly sensitive, e.g.,
to flavour symmetries, etc.
– Using PDFs extracted using higher-order matrix elements in lower-order calculations, as, for ex-
ample, when using NLO PDFs as input to an LO calculation. In principle, the higher-order PDFs
are better constrained and the difference between, for example, an NLO and an LO set should
formally be beyond LO precision, so that one might be tempted to simply use the highest-order
available PDFs for any calculation. However, as described in Section 2.4, it is often possible to
partly absorb higher-order terms into lower-order coefficients. In the context of PDFs, the fit pa-
rameters of lower-order PDFs will effectively attempt to ‘compensate’ for missing higher-order
contributions in the matrix elements. To the extent those higher-order contributions are universal,
this is both desirable and self-consistent. However, this will only give an improvement when used
with matrix elements at the same order as those used to extract the PDFs. It is therefore quite
possible that NLO PDFs used in conjunction with LO matrix elements give a worse agreement
with data than LO PDFs do.
– PDF uncertainties. Uncertainty estimates for PDF determinations is a highly delicate procedure,
owing in part to the diversity of the data sets that enter into the fitting procedures (especially
since some data sets appear to have ‘tensions’, i.e., mutual incompatibilities, between them), but
also the differences in philosophy mentioned above (e.g., on parametrizations and evolution con-
straints) can cause apparent incompatibilities between different sets which are hard to give precise
uncertainty estimates for. Currently, a consensus on meaningful uncertainty estimates is slowly
building, though future years are likely to see continued active discussions on how best to address
this topic.
– How to use PDFs in conjunction with parton-shower Monte Carlo codes. The initial-state showers
in a Monte Carlo model are essentially supposed to mimic the evolution in the PDFs, and vice
versa. However, since PDF fits are not done with MC codes, but instead use analytical resumma-
tion models that are not identical to their MC counterparts, the PDF fits are essentially ‘tuned’ to
a slightly different resummation than that incorporated in a given MC model. Since both types of
calculation are supposed to be accurate at least to LL, any difference between them should in prin-
ciple be subleading. In practice, not much is known about the size and impact of this ambiguity, so
we mention it mostly to make sure the reader is aware that it exists. Known differences include: the
size of phase space (purely collinear massless PDF evolution vs. the finite-transverse-momentum
massive MC phase space), the treatment of momentum conservation and recoil effects, additional
higher-order effects explicitly or implicitly included in the MC evolution, choice of renormaliza-
tion scheme and scale, and, for those MC algorithms that do not rely on collinear (DGLAP, see
Ref. [22]) splitting kernels (e.g., the various kinds of dipole evolution algorithms, see Ref. [43]),
differences in the effective factorization scheme.
3.2 Elastic and inelastic components of σtot
Elastic scattering consists of all reactions of the type
A(pA)B(pB)→ A(p′A)B(p′B) , (49)
whereA andB are particles carrying momenta pA and pB , respectively. Specifically, the only exchanged
quantity is momentum; all quantum numbers and masses remain unaltered, and no new particles are
produced. Inelastic scattering covers everything else, i.e.,




where X 6= AB signifies that one or more quantum numbers are changed, and/or more particles are
produced. The total hadron–hadron cross-section can thus be written as a sum of these two physically
distinguishable components,
σtot(s) = σel(s) + σinel(s) , (51)
where s = (pA + pB)2 is the beam–beam centre-of-mass energy squared.
If A and/or B are not elementary, the inelastic final states may be further divided into ‘diffractive’
and ‘non-diffractive’ topologies. This is a qualitative classification, usually based on whether the final
state looks like the decay of an excitation of the beam particles (diffractive20), or not (non-diffractive),
or upon the presence of a large rapidity gap somewhere in the final state which would separate such
excitations.
Given that an event has been labelled as diffractive, either within the context of a theoretical model,
or by a final-state observable, we may distinguish between three different classes of diffractive topolo-
gies, which it is possible to distinguish between physically, at least in principle. In double-diffractive
(DD) events, both of the beam particles are diffractively excited and hence none of them survives the
collision intact. In single-diffractive (SD) events, only one of the beam particles gets excited and the
other survives intact. The last diffractive topology is central diffraction (CD), in which both of the beam
particles survive intact, leaving an excited system in the central region between them. (This latter topol-
ogy includes ‘central exclusive production’ where a single particle is produced in the central region.)
That is,
σinel(s) = σSD(s) + σDD(s) + σCD(s) + σND(s) , (52)
where “ND” (non-diffractive, here understood not to include elastic scattering) contains no gaps in the
event consistent with the chosen definition of diffraction. Further, each of the diffractively excited sys-
tems in the events labeled SD, DD, and CD, respectively, may in principle consist of several subsystems
with gaps between them. Equation (52) may thus be defined to be exact, within a specific definition of
diffraction, even in the presence of multi-gap events. Note, however, that different theoretical models
almost always use different (model-dependent) definitions of diffraction, and therefore the individual
components in one model are in general not directly comparable to those of another. It is therefore im-
portant that data be presented at the level of physical observables if unambiguous conclusions are to be
drawn from them.
3.3 Minimum-bias and soft inclusive physics
The term ‘minimum-bias’ (MB) is an experimental term, used to define a certain class of events that
are selected with the minimum possible trigger bias, to ensure they are as inclusive as possible21. In
theoretical contexts, the term ‘minimum-bias’ is often used with a slightly different meaning; to denote
specific (classes of) inclusive soft-QCD subprocesses in a given model. Since these two usages are not
exactly identical, in these lectures we have chosen to reserve the term ‘minimum bias’ to pertain strictly
to definitions of experimental measurements, and instead use the term ‘soft inclusive’ physics as a generic
descriptor for the class of processes which generally dominate the various experimental ‘minimum-bias’
measurements in theoretical models. This parallels the terminology used in the review [40], from which
20An example of a process that would be labelled as diffractive would be if one the protons is excited to a ∆+ which then
decays back to p+ + pi0, without anything else happening in the event. In general, a whole tower of possible diffractive
excitations are available, which in the continuum limit can be described by a mass spectrum falling roughly as dM2 /M2.
21A typical minimum-bias trigger would thus be the requirement of at least one measured particle in a given rapidity region,
so that all events which produce at least one observable particle would be included, which must, indeed, be considered the
minimal possible bias. In principle, everything is a subset of minimum-bias, including both hard and soft processes. However,
compared to the total minimum-bias cross-section, the fraction that is made up of hard processes is only a very small tail. Since
only a tiny fraction of the total minimum-bias rate can normally be stored, the minimum-bias sample would give quite poor
statistics if used for hard physics studies. Instead, separate dedicated hard-process triggers are typically included in addition to
the minimum-bias one, in order to ensure maximal statistics also for hard physics processes.
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most of the discussion here has been adapted. See Eq. (52) above for a compact overview of the types
of physical processes that contribute to minimum-bias data samples. For a more detailed description of
Monte Carlo models of this physics, in particular ones based on Multiple Parton Interactions (MPI), see
Section 4.4.
3.4 Underlying event and jet pedestals
In events containing a hard parton-parton interaction, the underlying event (UE) can be roughly conceived
of as the difference between QCD with and without including the remnants of the original beam hadrons.
Without such ‘beam remnants’, only the hard interaction itself, and its associated parton showers and
hadronization, would contribute to the observed particle production. In reality, after the partons that
participate in the hard interaction have been taken out, the remnants still contain whatever is left of
the incoming beam hadrons, including also a partonic substructure, which leads to the possibility of
‘multiple parton interactions’ (MPI), as will be discussed in Section 4.4. Owing to the simple fact that
the remnants are not empty, an ‘underlying event’ will always be there — but how much additional energy
does it deposit in a given measurement region? A quantifation of this can be obtained, for instance, by
comparing measurements of the UE to the average activity in minimum-bias events at the same
√
s.
Interestingly, it turns out that the underlying event is much more active, with larger fluctuations, than
the average MB event. This is called the jet pedestal effect (hard jets sit on top of a higher-than-average
‘pedestal’ of underlying activity), and is interpreted as follows. When two hadrons collide at non-zero
impact parameter, high-p⊥ interactions can only take place inside the overlapping region. Imposing a
hard trigger therefore statistically biases the event sample toward more central collisions, which will also
have more underlying activity. See Section 4.4 for a more detailed description of Monte Carlo models of
this physics, based on MPI.
4 Monte Carlo event generators
In this section, we discuss the physics of Monte Carlo generators and their mathematical foundations, at
an introductory level. We shall attempt to convey the main ideas as clearly as possible without burying
them in an avalanche of technical details. References to more detailed discussions are included where
applicable. We assume the reader is already familiar with the contents of the preceding sections of this
report, in particular Section 2.3 on matrix elements and Section 2.4 on parton showers. Several of the
discussions rely on material from the recent more comprehensive review in Ref. [40], which also contains
brief descriptions of the physics implementations of each of the main general-purpose event generators
on the market, together with a guide on how to use (and not use) generators in various connections, and
a collection of comparisons with important experimental distributions. We highly recommend readers to
obtain a copy of that review, as it is the most comprehensive and up-to-date review of event generators
currently available. Another useful and pedagogical review on event generators is contained in the 2006
ESHEP lectures by Sjöstrand [41], with a more recent update in Ref. [44].
4.1 Perturbation theory with Markov chains
Consider again the Born-level cross-section for an arbitrary hard process, F , differentially in an arbitrary









dΦF |M(0)F |2 δ(O −O(ΦF )) , (53)
where the integration runs over the full final-state on-shell phase space of F (this expression and those
below would also apply to hadron collisions were we to include integrations over the parton distribution
functions in the initial state), and the δ function projects out a 1-dimensional slice defined byO evaluated




To make the connection to parton showers, we insert an operator, S, that acts on the Born-level





dΦF |M(0)F |2 S(ΦF ,O) . (54)
Formally, this operator — the evolution operator — will be responsible for generating all (real and
virtual) higher-order corrections to the Born-level expression. The measurement δ function appearing
explicitly in Eq. (53) is now implicit in S.
Algorithmically, parton showers cast S as an iterative Markov (i.e., history-independent) chain,
with an evolution parameter, QE , that formally represents the factorization scale of the event, below
which all structure is summed over inclusively. Depending on the particular choice of shower algorithm,
QE may be defined as a parton virtuality (virtuality-order showers), as a transverse-momentum scale
(p⊥-ordered showers), or as a combination of energies times angles (angular ordering). Regardless of
the specific form of QE , the evolution parameter will go towards zero as the Markov chain develops, and
the event structure will become more and more exclusively resolved. A transition from a perturbative
evolution to a non-perturbative one can also be inserted, when the evolution reaches an appropriate scale,
typically around 1 GeV. This scale thus represents the lowest perturbative scale that can appear in the
calculations, with all perturbative corrections below it summed over inclusively.
Working out the precise form that S must have in order to give the correct expansions discussed in
Section 2.4 takes a bit of algebra, and is beyond the scope we aim to cover in these lectures. Heuristically,
the procedure is as follows. We noted that the singularity structure of QCD is universal and that at least
its first few terms are known to us. We also saw that we could iterate that singularity structure, using
universality and unitarity, thereby bootstrapping our way around the entire perturbative series. This was
illustrated by the right-hand pane of Fig. 10 in Section 2.4.
Skipping intermediate steps, the form of the all-orders pure-shower Markov chain, for the evolu-
tion of an event between two scales QE1 > QE2, is
S(ΦF , QE1, QE2,O) = ∆(ΦF , QE1, QE2) δ (O −O(ΦF ))︸ ︷︷ ︸








Sr(ΦF+1) ∆(ΦF , QE1, QF+1) S(ΦF+1, QF+1, QE2,O)︸ ︷︷ ︸
F + 1 inclusive above QE2
,
(55)
with the so-called Sudakov factor












defining the probability that there is no evolution (i.e., no emissions) between the scales QE1 and QE2,
according to the radiation functions Sr to which we shall return below. The term on the first line of
Eq. (55) thus represents all events that did not evolve as the resolution scale was lowered from QE1 to
QE2, while the second line contains a sum and phase-space integral over those events that did evolve —
including the insertion of S(ΦF+1) representing the possible further evolution of the event and complet-
ing the iterative definition of the Markov chain.
The factor dΦrF+1 /dΦF defines the chosen phase space factorization. Our favourite is the so-
called dipole–antenna factorization, whose principal virtue is that it is the simplest Lorentz invariant
factorization which is simultaneously exact over all of phase space while only involving on-shell mo-
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Fig. 12: Illustration of the double-counting problem caused by naively adding cross-sections involving matrix
elements with different numbers of legs












which involves just one colour-anticolour pair for each r, with invariant mass squared sr = (pa +
p1 + pb)
2. Other choices, such as purely collinear ones (only exact in the collinear limit or involving
explicitly off-shell momenta), more global ones involving all partons in the event (more complicated,
in our opinion), or less global ones with a single parton playing the dominant role as emitter, are also
possible, again depending on the specific algorithm considered.
The radiation functions Sr obviously play a crucial role in these equations, driving the emission
probabilities. For example, if Sr → 0, then ∆ → exp(0) = 1 and all events stay in the top line of
Eq. (55). Thus in regions of phase space where Sr is small, there is little or no evolution. Conversely,
for Sr → ∞, we have ∆ → 0, implying that all events evolve. One possible choice for the radia-
tion functions Sr was implicit in Eq. (40), in which we took them to include only the leading (double)
singularities, with r representing colour–anticolour pairs. In general, the shower may exponentiate the
entire set of universal singular terms, or only a subset of them (for example, the terms leading in the
number of colours NC), which is why we here let the explicit form of Sr be unspecified. Suffice it to
say that in traditional parton showers, Sr would simply be the DGLAP splitting kernels (see, for ex-
ample, Ref. [22]), while they would be so-called dipole or antenna radiation functions in the various
dipole-based approaches to QCD (see, for example, Refs. [34, 45–48]).
The procedure for how to technically ‘construct’ a shower algorithm of this kind, using random
numbers to generate scales distributed according to Eq. (55), is described more fully in Ref. [34], using
a notation that closely parallels the one used here. The procedure is also described at a more technical
level in the review [40], though using a slightly different notation. Finally, a pedagogical introduction to
Monte Carlo methods in general can be found in Ref. [29].
4.2 Matching
The essential problem that leads to matrix-element/parton-shower matching can be illustrated in a very
simple way. Assume we have computed the LO cross-section for some process, F , and that we have
added an LL shower to it, as in the left-hand pane of Fig. 12. We know that this only gives us an LL
description of F + 1. We now wish to improve this from LL to LO by adding the actual LO matrix
element for F + 1. Since we also want to be able to hadronize these events, etc., we again add an LL
shower off them. However, since the matrix element for F + 1 is divergent, we must restrict it to cover
only the phase-space region with at least one hard resolved jet, illustrated by the half-shaded boxes in
the middle pane of Fig. 12. Adding these two samples, however, we end up counting the LL terms of
the inclusive cross section for F + 1 twice, since we are now getting them once from the shower off F
and once from the matrix element for F + 1, illustrated by the dark shaded (red) areas of the right-hand
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Fig. 13: Illustration of the original matching scheme implemented in HERWIG [50, 51], in which the dead zone of
the HERWIG shower was used as an effective ‘matching scale’ for one emission beyond a basic hard process
elements, with more legs. The cause is very simple. Each such calculation corresponds to an inclusive
cross-section, and hence naive addition would give
σtot = σ0;incl + σ1;incl = σ0;excl + 2σ1;incl . (58)
Instead, we must match the coefficients calculated by the two parts of the full calculation — showers
and matrix elements — more systematically, for each order in perturbation theory, so that the nesting of
inclusive and exclusive cross-sections is respected without overcounting.
Given a parton shower and a matrix-element generator, there are fundamentally three different
ways in which we can consider matching the two [34]:
1. Slicing: The most commonly encountered matching type is currently based on separating
(slicing) phase space into two regions, one of which is supposed to be mainly described by hard matrix
elements and the other of which is supposed to be described by the shower. This type of approach was
first used in HERWIG [49], to include matrix-element corrections for one emission beyond the basic
hard process [50, 51]. This is illustrated in Fig. 13. The method has since been generalized by several
independent groups to include arbitrary numbers of additional legs [52–56]. Effectively, the shower
approximation is set to zero above some scale (either due to the presence of explicit dead zones in
the shower, as in HERWIG, or by vetoing any emissions above a certain matching scale, as in the (L)-
CKKW [52, 53, 55] and MLM [54, 56] approaches), causing the matched result to be identical to the
matrix element (ME) in that region, modulo higher-order corrections. We may sketch this as




(1 +O(αs)) , (59)
where the ‘shower-corrections’ include approximate Sudakov factors and αs reweighting factors applied
to the matrix elements in order to obtain a smooth transition to the shower-dominated region. Below the
matching scale, the small difference between the matrix elements and the shower approximation can be
dropped (since their leading singularities are identical and this region by definition includes no hard jets),
yielding the pure shower answer in that region,





= Approximate + non-singular
→ Approximate . (60)
This type of strategy is illustrated in Fig. 14. Since this strategy is discontinuous across phase space,
a main point here is to ensure that the behaviour across the matching scale be as smooth as possible.
CKKW showed [52] that it is possible to remove any dependence on the matching scale through NLL
precision by careful choices of all ingredients in the matching; technical details of the implementation
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Fig. 14: Illustration of slicing approaches to matching, with up to two additional emissions beyond the basic
process. The showers off F and F+1 are set to zero above a specific ‘matching scale’. (The number of coefficients
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Fig. 15: Illustration of the MC@NLO approach to matching. In the middle pane, cyan boxes denote non-singular
correction terms, while the egg-coloured ones denote showers off such corrections, which cannot lead to double-
counting at the LL level.
(affecting the O(αs) terms in Eq. (59)) are important, and the dependence on the unphysical match-
ing scale may be larger than NLL unless the implementation matches the theoretical algorithm pre-
cisely [53,55,57]. One should also be aware that all strategies of this type are quite computing intensive.
This is basically due to the fact that a separate phase-space generator is required for each of the n-parton
correction terms, with each such sample a priori consisting of weighted events such that a separate un-
weighting step (often with quite low efficiency) is needed before an unweighted sample can be produced.
2. Subtraction: Another way of matching two calculations is by subtracting one from the other





(Exact− Approximate) . (61)
This looks very much like the structure of an NLO fixed-order calculation, in which the shower approx-
imation plays the role of subtraction terms, and indeed this is what is used in strategies like MC@NLO
[58–60], illustrated in Fig. 15. In this type of approach, however, negative-weight events will generally
occur, for instance in phase-space points where the approximation is larger than the exact answer. This
motivated the development of the so-called POWHEG approach [61], illustrated in Fig. 16, which is con-
structed specifically to prevent negative-weight events from occurring and simultaneously to be more
independent of which parton-shower algorithm it is used with. The advantage of these methods is obvi-
ously that NLO corrections to the Born level can be systematically incorporated. However, a systematic
way of extending this strategy beyond the first additional emission is not available, save for combining
them with a slicing-based strategy for the additional legs, as in MENLOPS [62], illustrated in Fig. 17.
These issues are, however, no more severe than in ordinary fixed-order NLO approaches, and hence they
are not viewed as disadvantages if the point of reference is an NLO computation.
3. Unitarity: The oldest, and in our view most attractive, approach [63, 64] consists of working
out the shower approximation to a given fixed order, and correcting the shower splitting functions at that
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Fig. 16: Illustration of the POWHEG approach to matching. In the middle pane, cyan boxes denote non-singular
correction terms, while the egg-coloured ones denote showers off such corrections, which cannot lead to double-
counting at the LL level.
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Fig. 17: Illustration of the MENLOPS approach to matching. Note that each of the POWHEG and CKKW samples
are composed of separate sub-samples, as illustrated in Figs. 14 and 16.
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Fig. 18: Illustration of the two purely unitarity-based approaches to matching discussed in the text. Only one event
sample is produced by each of these methods, and hence no sub-components are shown.








When these correction factors are inserted back into the shower evolution, they guarantee that the shower
evolution off n−1 partons correctly reproduces the n-parton matrix elements, without the need to gener-
ate a separate n-parton sample. That is, the shower approximation is essentially used as a pre-weighted
(stratified) all-orders phase-space generator, on which a more exact answer can subsequently be im-
printed order by order in perturbation theory. In the original approach [63,64], used by PYTHIA [65,66],
this was only worked out for one additional emission beyond the basic hard process. In POWHEG [61],
it was extended to include also virtual corrections to the Born-level matrix element. Finally, in VIN-
CIA [34], it has been extended to include arbitrary numbers of emissions at tree level, though that method
has so far only been applied to final-state showers. An illustration of the perturbative coefficients that can
be included in each of these approaches is illustrated in Fig. 18, as usual with green (darker shaded) boxes
representing exact coefficients and yellow (light shaded) boxes representing logarithmic approximations.
Finally, two more properties unique to this method deserve mention. Firstly, since the corrections modify
29




Fig. 19: Illustration of the transition between a Coulomb potential at short distances to the string-like one of
Eq. (63) at large qq¯ separations
the actual shower evolution kernels, the corrections are automatically resummed in the Sudakov expo-
nential, which should improve the logarithmic precision once k ≥ 2 is included, and secondly, since the
shower is unitary, an initially unweighted sample of (n− 1)-parton configurations remains unweighted,
with no need for a separate event-unweighting or event-rejection step.
4.3 The string model of hadronization
In the context of event generators, hadronization denotes the process by which a set of post-shower
partons is transformed into a set of primary hadrons, which may then subsequently decay further. This
non-perturbative transition takes place at the hadronization scale, which by construction is identical to
the infrared cutoff of the parton shower. In the absence of a first-principles solution to the relevant
dynamics, event generators use QCD-inspired phenomenological models to describe this transition.
Although non-perturbative QCD is not solved, we do have some knowledge of the properties that
such a solution must have. For instance, Poincaré invariance, unitarity, and causality are all concepts
that apply beyond perturbation theory. In addition, lattice QCD provides us a means of making explicit
quantitative studies in a genuinely non-perturbative setting, albeit only of certain questions.
An important result in ‘quenched’ lattice QCD22 is that the potential of the colour dipole field
between a charge and an anticharge appears to grow linearly with the separation of the charges, when
the separation is greater than about a femtometre.This is known as ‘linear confinement’, and it forms the
starting point for the string model of hadronization.
Starting from early concepts developed by Artru and Mennessier [67], several hadronization mod-
els based on strings were proposed in the late 1970s and early 1980s. Of these, the most sophisticated
and widely used today is the so-called Lund model, implemented in the PYTHIA code. We shall therefore
concentrate on that particular model here, though many of the overall concepts would be shared by any
string-inspired method. (A more extended discussion can be found in the very complete and pedagogical
review of the Lund model by Andersson [68].)
Consider the production of a qq¯ pair from vacuum, for instance in the process e+e− → γ∗/Z →
qq¯ → hadrons. As the quarks move apart, linear confinement implies that a potential
V (r) = κ r (63)
is asymptotically reached for large distances, r. (At short distances, there is a Coulomb term proportional
to 1/r as well, but this is neglected in the Lund model.) This potential describes a string with tension
(energy per unit length) κ. The physical picture is that of a colour flux tube being stretched between the
q and the q¯, Fig. 19. From hadron mass spectroscopy the string tension κ, is known to be
κ ∼ 1 GeV/fm ∼ 0.2 GeV2. (64)
A straightforward Lorentz-invariant description of this object is provided by the massless relativistic
string in 1+1 dimensions, with no transverse degrees of freedom. The mathematical, one-dimensional
string can be thought of as parametrizing the position of the axis of a cylindrically symmetric flux tube.













Fig. 20: (a) Illustration of string breaking by quark pair creation in the string field. (b) Illustration of the algorithmic
choice to process the fragmentation from the outside-in, splitting off a single on-shell hadron in each step.
(Note that the expression ‘massless’ is somewhat of a misnomer, since κ effectively corresponds to a
‘mass density’ along the string.)
As the q and q¯ move apart, their kinetic energy is gradually converted to potential energy, stored in
the growing string spanned between them. In the ‘quenched’ approximation, in which g → qq¯ splittings
are not allowed, this process would continue until the endpoint quarks have lost all their momentum,
at which point they would reverse direction and be accelerated by the now shrinking string. In the real
world, quark-antiquark fluctuations inside the string field can make the transition to become real particles
by absorbing energy from the string, thereby screening the original endpoint charges from each other and
breaking the string into two separate colour-singlet pieces, (qq¯) → (qq¯′) + (q′q¯), illustrated in Fig. 20
(a). This process then continues until only ordinary hadrons remain. (We will give more details on the
individual string breaks below.) More complicated multi-parton topologies including gluons are treated
by representing gluons as transverse ‘kinks’. Thus soft gluons effectively ‘build up’ a transverse structure
in the originally one-dimensional object, with infinitely soft ones absorbed into the string without leading
to modifications. For strings with finite-energy kinks, the space-time evolution is then slightly more
involved [68], and modifications to the fragmentation model to handle stepping across gluon corners
have to be included, but the main point is that there are no separate free parameters for gluon jets.
Differences with respect to quark fragmentation arise simply because quarks are only connected to a
single string piece, while gluons have one on either side, increasing the energy loss per unit (invariant)
time from a gluon to the string by a factor of 2 relative to quarks, which can be compared to the ratio of
colour Casimirs CA/CF = 2.25.
Since the string breaks are causally disconnected (as can easily be realized from space-time dia-
grams [68]), they do not have to be considered in any specific time-ordered sequence. In the Lund model,
the string breaks are instead generated starting with the leading hadrons, containing the endpoint quarks,
and iterating inwards towards the centre of the string, alternating randomly between fragmentation off
the left- and right-hand sides, respectively, Fig. 20 (b). This has the advantage that a single on-shell
hadron can be split off in each step, making it straightforward to ensure that only states consistent with
the known spectrum of hadron resonances are produced, as will be discussed below.
The details of the individual string breaks are not known from first principles. The Lund model
invokes the idea of quantum mechanical tunnelling, which leads to a Gaussian suppression of the energies














where mq is the mass of the produced quark and p⊥ is the transverse momentum imparted to it by the
breakup process (the antiquark obviously has the same mass and opposite p⊥).
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Owing to the factorization of the p⊥and m dependence implied by Eq. (65), the p⊥spectrum of
produced quarks in this model is independent of the quark flavour, with a universal average value of〈
p2⊥q
〉
= σ2 = κ/pi ∼ (250 MeV)2 . (66)
Bear in mind that ‘transverse’ is here defined with respect to the string axis. Thus the p⊥in a frame where
the string is moving is modified by a Lorentz boost factor. Also bear in mind that σ2 is here a purely
non-perturbative parameter. In a Monte Carlo model with a fixed shower cutoff, the effective amount of
‘non-perturbative’ p⊥may be larger than this, due to effects of additional unresolved soft-gluon radiation
below the shower cutoff scale. In principle, the magnitude of this additional component should scale
with the cutoff, but in practice it is up to the user to enforce this by retuning the effective σ parameter
when changing the hadronization scale. Since hadrons receive p⊥ contributions from two breakups, one
on either side, their average transverse momentum squared will be twice as large,〈
p2⊥h
〉
= 2σ2 . (67)
The mass suppression implied by Eq. (65) is less straightforward to interpret. Since quark masses
are notoriously difficult to define for light quarks, the value of the strangeness suppression must effec-
tively be extracted from experimental measurements, e.g., of the K/pi ratio, with a resulting suppression
of roughly s/u ∼ s/d ∼ 0.2–0.3. Inserting even comparatively low values for the charm quark mass
in Eq. (65), however, one obtains a relative suppression of charm of the order of 10−11. Heavy quarks
can therefore safely be considered to be produced only in the perturbative stages and not by the soft
fragmentation.
Baryon production can be incorporated in the same basic picture [69], by allowing string breaks
to occur also by the production of pairs of so-called diquarks, loosely bound states of two quarks in
an overall 3¯ representation (e.g., red + blue = antigreen). Again, the relative rate of diquark-to-quark
production is not known a priori and must be extracted from experimental measurements, e.g., of the
p/pi ratio. More advanced scenarios for baryon production have also been proposed, in particular the
so-called popcorn model [70, 71], which is normally used in addition to the diquark picture and then
acts to decrease the correlations among neighbouring baryon-antibaryon pairs by allowing mesons to be
formed inbetween them. Within the PYTHIA framework, a fragmentation model including explicit string
junctions [72] has so far only been applied to baryon-number-violating new-physics processes and to the
description of beam remnants (and then acts to increase baryon stopping [73]).
This brings us to the next step of the algorithm, assignment of the produced quarks within hadron
multiplets. The fragmenting quark (antiquark) may combine with the antiquark (quark) from a newly
created breakup to produce either a vector or a pseudoscalar meson, or, if diquarks are involved, either
a spin-1/2 or spin-3/2 baryon. Unfortunately, the string model is entirely unpredictive in this respect,
and this is therefore the sector that contains the largest amount of free parameters. From spin counting
alone, one would expect the ratio V/S of vectors to pseudoscalars to be 3, but in practice this is only
approximately true for B∗/B. For lighter flavours, the difference in phase space caused by the V –
S mass splittings implies a suppression of vector production. Thus, for D∗/D, the effective ratio is
already reduced to about ∼ 1.0–2.0, while for K∗/K and ρ/pi, extracted values range from 0.3–1.0.
Recall, as always, that these are production ratios of primary hadrons, hence feed-down complicates the
extraction of these parameters from experimental data, in particular for the lighter hadron species. The
production of higher meson resonances is assumed to be low in a string framework23. For diquarks,
separate parameters control the relative rates of spin-1 diquarks vs. spin-0 ones and, likewise, have to be
extracted from data, with resulting values of order (qq)1/(qq)0 ∼ 0.075–0.15.
With p2⊥ and m
2 now fixed, the final step is to select the fraction, z, of the fragmenting endpoint
quark’s longitudinal momentum that is carried by the created hadron. In this respect, the string picture
23The four L = 1 multiplets are implemented in PYTHIA, but are disabled by default, largely because several states are
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Fig. 21: Illustration of the iterative selection of flavours and momenta in the Lund string fragmentation model
is substantially more predictive than for the flavour selection. Firstly, the requirement that the fragmen-
tation be independent of the sequence in which breakups are considered (causality) imposes a ‘left–right













which is known as the Lund symmetric fragmentation function (normalized to unit integral). As a by-
product, the probability distribution in invariant time τ of q′q¯ breakup vertices, or equivalently Γ =
(κτ)2, is also obtained, with dP/dΓ ∝ Γa exp(−bΓ) implying an area law for the colour flux, and
the average breakup time lying along a hyperbola of constant invariant time τ0 ∼ 10−23s [68]. The a
and b parameters are the only free parameters of the fragmentation function, though a may in principle
be flavour-dependent. Note that the explicit mass dependence in f(z) implies a harder fragmentation
function for heavier hadrons (in the rest frame of the string).
The iterative selection of flavours, p⊥, and z values is illustrated in Fig. 21. A parton produced
in a hard process at some high scale QUV emerges from the parton shower, at the hadronization scale
QIR, with 3-momentum ~p = (~p⊥0, p+), where the “+” on the third component denotes “light-cone”
momentum, p± = E±pz . Next, an adjacent dd¯ pair from the vacuum is created, with relative transverse
momenta ±p⊥1. The fragmenting quark combines with the d¯ from the breakup to form a pi+, which
carries off a fraction z1 of the total light-cone momentum p+. The next hadron carries off a fraction z2
of the remaining momentum, etc.
For massive endpoints (e.g., c and b quarks, or hypothetical hadronizing new-physics particles,
generally called R-hadrons), which do not move along straight light-cone sections, the exponential sup-
pression with string area leads to modifications of the form [74], f(z) → f(z)/zbm2Q , with mQ the
mass of the heavy quark. Strictly speaking, this is the only fragmentation function that is consistent with
causality in the string model, though a few alternative forms are typically provided as well.
Note, however, that the term fragmentation function in the context of non-perturbative hadroniza-
tion models is used to denote only the corrections originating from scales below the infrared cutoff scale
of the parton shower. That is, the fragmentation functions introduced here are defined at an intrinsically
low scale of orderQ ∼ 1 GeV. It would therefore be highly inconsistent and misleading to compare them
directly to those that are used in fixed-order and/or analytical-resummation contexts, which are typically
defined at a factorization scale of order the scale of the hard process.
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4.4 Multiple parton interactions
In Monte Carlo modeling contexts, multiple parton interactions (MPI) denote the possibility of having
multiple partonic 2 → 2 interactions occurring within a single hadron–hadron collision. The most
striking and easily identifiable consequence of MPI is thus arguably the possibility of observing several
distinct (i.e., hard) parton–parton interactions in some fraction of hadron–hadron events. Additional jet
pairs produced in this way are sometimes referred to as ‘minijets’, but in the interest of maintaining a
compact terminology, we shall here just call them MPI jets. The main distinguishing feature of such jets
is that they tend to form back-to-back pairs, with little total p⊥. For comparison, jets from bremsstrahlung
tend to be aligned with the direction of their ‘parent’ partons. The fraction of multiple interactions that
give rise to additional reconstructible jets is, however, quite small (how small depends on the exact jet
definition used). Additional soft interactions, below the jet cutoff, are much more plentiful, and can give
significant corrections to the colour flow and total scattered energy of the event. This affects the final-state
activity in a more global way, increasing multiplicity and summed ET distributions, and contributing to
the break-up of the beam remnant in the forward direction.
The first detailed Monte Carlo model for perturbative MPI was proposed by Sjöstrand and van Zijl
in Ref. [75], and with some variation this still forms the basis for most modern implementations. Here,
we therefore focus on that model and on its more recent ‘interleaved’ version [76]. Some discussion
of alternative models as well as additional references to the history and development of the subject of
multiple interactions can be found in Ref. [40].
An intuitive way of arriving at the idea of multiple interactions is to view hadrons simply as
‘bunches’ of incoming partons. No physical law then prevents several distinct pairs of partons from
undergoing scattering processes within one and the same hadron–hadron collision. The other key idea
to bear in mind is that the exchanged QCD particles are coloured, and hence such multiple interactions
— even when soft — can cause non-trivial changes to the colour topology of the colliding system as a
whole, with potentially major consequences for the particle multiplicity in the final state.
To begin to construct a model for this, we first observe that, at low p⊥, t-channel propagators
almost go on shell (reminiscent of the case of bremsstrahlung, described in detail in Section 2.4), which
causes the differential QCD parton–parton scattering cross-sections (such as the Rutherford one illus-








An integration of this cross-section from a lower cutoff p⊥min to
√
s, using the full (leading-order)
QCD 2 → 2 matrix elements folded with some recent parton-density sets, is shown in Fig. 22, for pp
collisions at 14 TeV [77]. The solid curves, representing the calculated cross-sections as functions of
p⊥min, are compared to a few different predictions for σtot (the total pp cross-section [78]), shown as
horizontal lines with different dashing styles on the same plot. Physically, the jet cross-section can of
course not exceed the total pp one, yet this is what appears to be happening at scales of order 4–5 GeV
in Fig. 22. How to interpret this behaviour?
Recall that the interaction cross section is an inclusive number. Thus if a single hadron–hadron
event contains two parton–parton interactions, it will count twice in σ2→2 but only once in σtot, and
so on for higher parton–parton interaction numbers. In the limit that all the individual parton–parton
interactions are independent and equivalent (to be improved on below), we have
σ2→2(p⊥min) = 〈n〉(p⊥min) σtot , (70)
with 〈n〉(p⊥min) giving the average of a Poisson distribution in the number of parton–parton interactions
above p⊥min per hadron–hadron collision,






















DL soft + hard
Fig. 22: The inclusive jet cross-section calculated at LO for three different proton PDFs, compared to various
extrapolations of the non-perturbative fits to the total pp cross-section at 14 TeV centre-of-mass energy. From
Ref. [77].
and that number may well be above unity. This simple argument in fact expresses unitarity; instead of the
total interaction cross-section diverging as p⊥min → 0 (which would violate unitarity), we have restated
the problem so that it is now the number of interactions per collision that diverges.
Two important ingredients remain to be introduced in order to fully regulate the remaining di-
vergence. Firstly, the interactions cannot use up more momentum than is available in the parent hadron.
This will suppress the large-n tail of the naïve estimate above. Obviously, exact momentum conservation
is included in all Monte Carlo models currently on the market, although the details vary somewhat from
model to model. In the PYTHIA-based models [75, 76, 79], the multiple interactions are ordered in p⊥,
and the parton distributions for each successive interaction are explicitly constructed so that the sum of
x fractions can never be greater than unity. In the HERWIG models [80, 81], instead the uncorrelated es-
timate of 〈n〉 above is used directly as an initial guess, but the actual generation of interactions stop once
the energy-momentum conservation limit is exceeded (with the last ‘offending’ interaction also removed
from consideration).
The second ingredient suppressing the number of interactions, at low p⊥ and x, is colour screen-
ing; if the wavelength ∼ 1/p⊥ of an exchanged coloured parton becomes larger than a typical colour-
anticolour separation distance, it will only see an average colour charge that vanishes in the limit p⊥ → 0,
hence leading to suppressed interactions. This screening effectively provides an infrared cutoff for MPI
similar to that provided by the hadronization scale for parton showers. A first estimate of an effective
lower cutoff due to colour screening would be the proton size
p⊥min ' ~
rp
≈ 0.2 GeV · fm
0.7 fm
≈ 0.3 GeV ' ΛQCD , (72)
but empirically this appears to be too low. In current models, one replaces the proton radius rp in the
above formula by a ‘typical colour screening distance’ d, i.e., an average size of a region within which
the net compensation of a given colour charge occurs. This number is not known from first principles, so
effectively this is simply a cutoff parameter, which can then just as well be put in transverse momentum
space. The simplest choice is to introduce a step function Θ(p⊥ − p⊥min), such that the perturbative
cross-section completely vanishes below the p⊥min scale. Alternatively, one may note that the jet cross-
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would smoothly regularize the divergences, now with p⊥0 as the free parameter to be tuned to data.
Regardless of whether it is imposed as a smooth (PYTHIA and SHERPA) or steep (HERWIG ++) function,
this is one of the main ‘tuning’ parameters in such models. Note also that this parameter does not
have to be energy-independent. Higher energies imply that parton densities can be probed at smaller x
values, where the number of partons rapidly increases. Partons then become closer packed and the colour
screening distance d decreases. The uncertainty on the energy and/or x scaling of the cutoff is a major
concern when extrapolating between different collider energies.
We now turn to the origin of the so-called ‘pedestal effect’, the observational fact that hard jets
appear to sit on top of a higher ‘pedestal’ of underlying activity than events with no hard jets. This is
interpreted as a consequence of impact-parameter dependence, as follows. In peripheral collisions, only a
small fraction of events contain any high-p⊥ activity, whereas central collisions are more likely to contain
at least one hard scattering; a high-p⊥ triggered sample will therefore be biased towards small impact
parameters. The ability of a model to describe the shape of the pedestal (e.g., to describe both ‘minimum-
bias’ data and underlying-event distributions simultaneously) therefore depends upon its modelling of the
impact-parameter dependence, and correspondingly the impact-parameter shape constitutes another main
tuning parameter for models that include this dependence.
For each impact parameter, b, the number of interactions n˜ can then still be assumed to be dis-
tributed according to a Poissonian, Eq. (71), again modulo momentum conservation, but now with the
mean value of the Poisson distribution depending on impact parameter, 〈n˜(b)〉. If the matter distribution
has a tail to infinity (as, for example, Gaussians do), one may nominally obtain events with arbitrarily
large b values. In order to obtain finite total cross-sections, it is therefore necessary to give a separate
interpretation to the ‘zero bin’ of the Poisson distribution, which corresponds to no-interaction events.
In models that attempt to describe the entire inelastic non-diffractive cross-section, this bin is simply
ignored, since the events in it can only represent elastic or diffractive scatterings, which are modelled
separately. Alternatively, in models that pertain only to hard inelastic events, it can be reinterpreted as
containing that fraction of the total inelastic cross-section which do not contain any hard interactions.
Finally, we should mention that there are two perturbative modelling aspects which go beyond the
introduction of MPI themselves. In particular, this concerns
1. Parton showers off the MPI.
2. Perturbative parton-rescattering effects.
Without showers, MPI models would generate very sharp peaks for back-to-back MPI jets, caused
by unshowered partons passed directly to the hadronization model. However, with the exception of the
oldest PYTHIA 6 model [75], all of the general-purpose event-generator models do include such showers,
and hence should exhibit more realistic (i.e., broader and more decorrelated) MPI jets. On the initial-state
side of the MPI shower issue, the main questions are whether and how correlated multi-parton densities
are taken into account, and, as discussed previously, how the showers are regulated at low p⊥ and/or
low x. Although none of the MC models currently impose a rigorous correlated multi-parton evolution,
all of them include some elementary aspects. The most significant for parton-level results is arguably
momentum conservation, which is enforced explicitly in all the models. The so-called ‘interleaved’
models [73,76] attempt to go a step further, generating an explicitly correlated multi-parton evolution in
which flavour sum rules can be imposed to conserve, for example, the total numbers of valence and sea
quarks across interaction chains.
Perturbative rescattering in the final state occurs if partons are allowed to undergo several distinct




extensively, but a first fairly complete model and exploratory study has been presented in the context of
PYTHIA 8 [79]. In the initial-state, parton rescattering effects have so far not been included in any of the
general-purpose Monte Carlo models.
4.5 Colour (re)-connections and beam remnants
Consider now a hadron–hadron collision, i.e., including MPI, at the parton level, equivalent to a resolu-
tion scale of about 1 GeV. The system of coloured partons emerging from the short-distance phase (pri-
mary parton–parton interaction plus parton-level underlying event plus beam-remnant partons) must now
undergo the transition to colourless hadrons. Infrared sensitive observables, such as individual hadron
multiplicities and spectra are crucially dependent on the parton–parton correlations in colour space, and
on the properties and parameters of the hadronization model used. Here, we concentrate on the specific
issues connected with the structure of the event in colour space.
Keeping the short-distance parts unchanged, the colour structure inside each of the MPI systems
is normally still described using just the ordinary leading-colour matrix-element and parton-shower ma-
chinery described in Sections 2.3 and 2.4. The crucial question, in the context of MPI, is then how
colour is neutralized between different MPI systems, including also the remnants. Since these systems
can lie at very different rapidities (the extreme case being the two opposite beam remnants), the strings
spanned between them can have very large invariant masses (though normally low p⊥), and give rise to
large amounts of (soft) particle production. Indeed, in the context of soft-inclusive physics, it is precisely
these ‘inter-system’ strings which furnish the dominant particle production mechanism, and hence their
modelling is an essential part of the infrared physics description.
As discussed more fully in Ref. [40], there is a large amount of ambiguity concerning how to
address this, and a substantial amount of variation between current models. Experimental investigations
of colour reconnections at LEP [82–85] were only able to exclude some fairly extreme models, with
comparatively moderate ones still allowed. Furthermore, in hadron collisions the initial state contains soft
colour fields with wavelengths of order the confinement scale. The presence of such fields, unconstrained
by LEP measurements, could impact in a non-trivial way the process of colour neutralization [86, 87].
And finally, the MPI produce an additional amount of displaced colour charges, translating to a larger
density of hadronizing systems. It is not known to what extent the collective hadronization of such a
system differs from a simple sum of independent systems.
A new generation of colour-reconnection toy models have therefore been developed specifically
with soft-inclusive and underlying-event physics in mind [88–90], and also the cluster-based [91] and
Generalized-Area-Law [92] models have been revisited in that context. Although still quite crude, these
models do appear to be able to describe significant features of the Tevatron and LHC data, such as the
〈p⊥〉(Nch) distribution in minimum-bias data, which appears to be quite sensitive to this effect. It is
nonetheless clear that the details of the full fragmentation process in hadron–hadron collisions are still
far from completely understood.
4.6 Tuning
The main virtue of general-purpose Monte Carlo event generators is their ability to provide a complete
and fully differential picture of collider final states, down to the level of individual particles. This allows
them to be used as detailed — albeit approximate — theoretical references for measurements performed
at accelerators like the LHC, against which models of both known and ‘new’ physics can be tested. As
has been emphasized in these lectures, the achievable accuracy depends both on the inclusiveness of
the chosen observable and on the sophistication of the simulation itself. An important driver for the
latter is obviously the development of improved theoretical models, for example, by including matching
to higher-order matrix elements, more accurate resummations, or better non-perturbative models, as dis-
cussed in the previous sections; but it also depends crucially on the available constraints on the remaining
37
QCD FOR COLLIDER PHYSICS
87
free parameters of the model. Using existing data to constrain these is referred to as generator tuning.
Although Monte Carlo models may appear to have a bewildering array of independently adjustable
parameters, it is worth bearing in mind that most of these parameters only control relatively small (ex-
clusive) details of the event generation. The majority of the (inclusive) physics is determined by only a
few, very important ones, such as the value of the strong coupling, in the perturbative domain, and the
form of the fragmentation function for massless partons, in the non-perturbative one.
Armed with a good understanding of the underlying model, an expert would therefore normally
take a highly factorized approach to constraining the parameters, first constraining the perturbative ones
and thereafter the non-perturbative ones, each ordered in a measure of their relative significance to the
overall modelling. This factorization, and carefully chosen experimental distributions corresponding
to each step, allows one to concentrate on just a few parameters and distributions at a time, reducing
the full parameter space to manageable chunks. Still, each step will often involve more than one single
parameter, and non-factorizable corrections still imply that changes made in subsequent steps can change
the agreement obtained in previous ones by a non-negligible amount, requiring additional iterations from
the beginning to properly tune the entire generator framework.
Recent years have seen the emergence of automated tools that attempt to reduce the amount of both
computing resources and manpower required for this task, for instance by making full generator runs only
for a limited set of parameter points, and then interpolating between these to obtain approximations to
what the true generator result would have been for any intermediate parameter point, as in the Professor
tool [93, 94], for example. Automating the human expert input is of course more difficult. In the tools
currently on the market, this question is addressed by a combination of input solicited from the generator
authors (e.g., which parameters and ranges to consider, which observables constitute a complete set,
etc.) and the elaborate construction of non-trivial weighting functions that determine how much weight
is assigned to each individual bin and to each distribution. The field is still burgeoning, however, and
future sophistications are to be expected. Nevertheless, at this point the overall quality of the tunes
obtained with automated methods appear to at least be competitive with the manual ones.
A sketch of a reasonably complete tuning procedure, without going into details about the parame-
ters that control each of these sectors in individual Monte Carlo models, would be the following:
1) Keep in mind that inabilities of models to describe data is a vital part of the feedback cycle
between theory and experiment. Also keep in mind that perturbation theory at LO×LL is doing very
well if it gets within 10% of a given IR safe measurement. An agreement of 5% should be considered
the absolute sanity limit, beyond which it does not make any sense whatsoever to tune further. The
advent of NLO Monte Carlos may reduce these numbers slightly, but only for quantities for which
one expects NLO precision to hold. However, the sanity limit should be taken to be at least twice as
large for quantities governed by non-perturbative physics. For some quantities, e.g., ones for which the
underlying modeling is known to be poor, an order-of-magnitude agreement or worse may have to be
accepted. Attempting to force Monte Carlo models to describe data far outside their domains of validity
must be expected to produce similar side effects as attempting to turn a Fiat into a Ferrari merely by
cranking up the engine revolutions.
2) Final-state radiation and hadronization: mainly using LEP and other e+e− collider data.
On the IR safe side, there are event shapes and jet observables, the latter including rates, resolutions,
masses, shapes, and jet–jet correlations. On the IR sensitive side, special attention should be paid to the
high-z tail of the fragmentation spectra, where a single hadron carries a large fraction of an entire jet’s
momentum, since this is the tail that is most likely to give ‘fake jets’. Depending on the focus of the
tuning, attention should also be paid to identified-particle rates and ratios, and to fragmentation in events
containing heavy quarks and/or gluon jets. Usually, more weight is given to those particles that are most
copiously produced, though this again depends on the focus. Finally, particle–particle correlations and
baryon production are typically some of the least well constrained components of the overall modelling.




different e+e− collider energies.
3) Initial-state radiation, and so-called primordial24 kT : here, one would in principle like to
use data from DIS reactions, which are less complicated to interpret than full hadron–hadron collisions.
However, owing to difficulties in translating between the ep and pp environments, this is normally not
what is done in practice. Instead, the main constraining distribution is the dilepton p⊥distribution in
Drell–Yan events in hadron–hadron collisions. For any observables containing explicit jets, be aware
that the underlying event can produce small horizontal shifts in jet p⊥ distributions, which may in turn
result in seemingly larger-than-expected vertical changes if the distributions are falling sharply. Also
note that the ISR evolution is sensitive to the choice of PDFs, with caveats as discussed in Section 3.1.
4) Initial–final connections: e.g., radiation from colour lines connected to the initial state and
jet broadening in hadron collider environments. This is one of the most poorly controlled parts of most
MC models. Keep in mind that it is not directly constrained by pure final-state observables, such as LEP
fragmentation, nor by pure initial-state observables, such as the Drell–Yan p⊥ spectrum, which is why
we list it as a separate item here. In principle, DIS would again be a prime territory for placing constraints
on this aspect at least for quark jets, but in practice more often inclusive-jet and other multi-jet processes
(such as W/Z+ jets) in hadron colliders are used.
5) Underlying event: Good constraints on the overall level of the underlying event can be obtained
by counting the summed transverse energy (more IR safe) and/or particle multiplicities and average
transverse momenta (more IR sensitive) in regions transverse to a hard trigger jet (more IR safe) or
particle (more IR sensitive). Constraints on the fluctuations of the underlying event are also important,
and can be obtained, for example, by comparing to measurements of the RMS of such distributions.
Again, note that the UE is sensitive to the choice of PDFs.
6) Colour (re-)connections and other final-state interactions: By final-state interactions, we
intend a broad spectrum of possible collective effects that may be included to a greater or lesser extent in
various models. These effects include Bose–Einstein correlations, colour reconnections, hydrodynam-
ics, string interactions, Cronin effect, etc. As a rule, these effects are non-perturbative and hence should
not modify IR safe observables appreciably. They can, however, have drastic effects on IR sensitive
ones, such as particle multiplicities, and particle momentum distributions, wherefore useful constraints
are typically furnished by particle–particle correlations, by measurements of particle momentum spec-
tra as functions of quantities believed to serve as indicators of the strength of these phenomena (such
as event multiplicity), and/or by collective-flow-type measurements. Finally, if the model includes a
universal description of underlying event and soft-inclusive QCD, as many MPI-based models do, then
minimum-bias data can also be used as a control sample, though one must then be careful either to
address diffractive contributions properly or to include only data samples that minimize their impact.
7) Beam remnants: Constraints on beam remnant fragmentation are most easily obtained in
the forward region, but the amount of baryon transport from the remnant to a given rapidity region,
for example, can also be used to probe how much the colour structure of the remnant was effectively
disturbed, with more baryon transport indicating a larger amount of ‘beam baryon blowup’.
We round off by emphasizing that comparisons of specific models and tunes to data can be useful
both as immediate tests of commonly used models, and to illustrate the current amount of theoretical
uncertainty surrounding a particular distribution. Independently of how well the models fit the data,
such comparisons also provide a set of well-defined theoretical reference curves that serve as useful
guidelines for future studies. However, the conclusions that can be drawn from comparisons of individual
tunes of specific models on single distributions are necessarily limited. In order to obtain more general
conclusions, a strategy for a more coherent and over-arching look at both the data and the models was
recently proposed in Ref. [95]. Specifically, rather than performing one global tune to all the data,
24Primordial kT : an additional soft p⊥ component that is injected on top of the p⊥ generated by the initial-state shower
itself, see Ref. [40, Section 7.1].
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as is usually done, a more systematic check on the validity of the underlying physics model can be
obtained by instead performing several independent optimizations of the model parameters for a range
of different phase space windows and/or collider environments. In regions in which consistent parameter
sets are obtained, with predictions that are acceptably close to the data, the underlying model can then be
considered as interpolating well, i.e., it is universal. If not, a breakdown in the ability of the model to span
different physical regimes has been identified, and can be addressed, with the nature of the deviations
giving clues as to the nature of the breakdown. With the advent of automated tools making it easier to
run several optimizations without much additional computing overhead, such systematic studies are now
becoming feasible, with a first example given in Ref. [95].
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Abstract
The aim of ultrarelativistic heavy-ion physics is to study collectivity and ther-
modynamics of Quantum Chromodynamics (QCD) by creating a transient small
volume of matter with extreme density and temperature. There is experimen-
tal evidence that most of the particles created in such a collision do indeed
form a thermalized system characterized by collective response to pressure
gradients. However, a numerically small subset of high-transverse-momentum
(PT ) processes takes place independent of the bulk, with the outgoing partons
subsequently propagating through the bulk medium. Understanding the mod-
ification of such ‘hard probes’ by the bulk medium is an important part of the
efforts to determine the properties of hot and dense QCD matter. In this paper,
current developments are reviewed.
1 Introduction
When one considers the experimental side of ultrarelativistic heavy-ion physics, one has to deal with
events with a multiplicity of O(10 000) particles, i.e., quite a complex environment in which to look for
interesting physics. This immediately raises the question about the motivation to study such a system.
The fundamental goal of ultrarelativistic heavy-ion physics is the study of Quantum Chromodynamics
(QCD), the theory of the strong interaction. The QCD Lagrangian is deceptively simple, its essentials
can be written out in two lines




Gµν = (∂µAaν − ∂νAaµ + gfabcAµ,bAν,c)ta and Dµ = ∂µ − igtaAaµ
and yet it gives rise to a plethora of phenomena, among them a non-trivial vacuum with quark and gluon
condensates and instanton configurations, the spectrum of hadrons and hadronic resonances, the binding
of baryons into nuclear matter, and high-energy phenomena such as the appearance of partonic degrees
of freedom, jets and the running of the coupling constant αs. In fact, it is quite fair to say that we are
currently unable to work out most of the implications of the QCD Lagrangian from first principles.
One finds two distinct perspectives taken by researchers in order to explore QCD. The first one is in
philosophy termed ‘reductionism’. It states that the nature of complex phenomena can be reduced to the
nature of simpler or more fundamental phenomena. Applied to QCD, this implies selecting situations
in which the fundamental degrees of freedom of QCD, quarks and gluons, are most readily apparent,
i.e., to a perturbative description of inclusive high-pT scattering processes in which the dynamics of the
underlying event can largely be neglected and the running of αs ensures that a perturbative expansion in
terms of weakly interacting quarks and gluons is meaningful. However, this perspective covers only a
subset of QCD phenomenology.
In contrast, a different principle is referred to as ‘holism’. It states that there are properties of a
given system which cannot be determined or explained by the sum of its component parts alone. Instead,
the system as a whole determines in an important way how the parts behave. This second principle is
relevant if one asks for collectivity in QCD and properties of QCD matter: parameters like the viscosity
of hot QCD matter cannot be in any meaningful way reduced to properties of isolated quarks or gluons.
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Unfortunately, there is no easy way to translate the holistic perspective into a guide for modelling
and understanding collectivity in QCD or heavy-ion collisions. At each scale, the relevant degrees of
freedom have to be deduced from experiment before the dynamics of the system can be understood.
Often, no consensus about even qualitative insight into the relevant phenomena seen in experiment is
found. However, if anything, a holistic perspective argues for comprehensive modelling, i.e., taking into
account all known dynamics of a system, rather than trying to isolate parts. In particular, in order to
understand perturbative high-pT processes in the context of heavy-ion collisions, one also needs a good
understanding of the bulk dynamics and vice versa.
1.1 Heavy-ion collisions, QCD thermodynamics and collectivity
As such, the presence ofO(10 000) secondary particles in the final state of a heavy-ion collision does not
imply either collectivity or thermalization. These are two somewhat distinct but related questions, and the
evidence for each of them must be scrutinized carefully. More specifically, collectivity implies that there
is substantial final-state interaction, i.e., the final state can not be understood as a mere superposition
of many independent elementary pp-like collisions. On the other hand, thermalization implies that the
phase space distribution of observed final-state particles is given by their equilibrium expectation.
1.1.1 The experiments
The data shown in this paper to illustrate the ongoing efforts to study heavy-ion physics has been obtained
in small part at the CERN SPS in
√
s = 7.4 AGeV Pb–Pb collisions in fixed-target experiments and the
larger part in 200 AGeV Au–Au collisions at the Brookhaven National Lab RHIC collider by the STAR
and PHENIX collaborations. While SPS data illustrates some of the bulk phenomena, any perturbative
phenomena typically require at least the RHIC kinematic reach, although RHIC barely reaches above the
onset of such phenomena. The LHC kinematic reach in 5.5 ATeV Pb–Pb collisions is widely expected
to enable a much clearer investigation of many of the phenomena described here.
1.1.2 Evidence for thermalization
If hadrons are produced in thermal equilibrium in a sufficiently large system, the density ni of a hadron







exp[(Ei − µi)/T ]± 1 (1)
where gi is the degeneracy factor, Ei =
√
m2i + p
2, µi the sum of baryochemical and strange-chemical
potential for the hadron i, and T the temperature of the system.
For hadronic resonances, the expression should be integrated over the resonance width, and if the
resonance is not detected directly in the experiment, the decay products need to be counted with a weight
given by the strength of the particular decay channel. In this way, an expression for the relative yield of
different hadron species produced in the decay of a thermal system can be found which only depends
on the temperature and baryochemical potential (T, µB) (the strange-chemical potential is fixed by the
requirement of overall strangeness neutrality).
In Fig. 1 the results of two such statistical hadronization models are compared with yield ratios
measured in 200 AGeV Au–Au collisions. It is apparent that the equilibrium assumption works remark-
ably well in describing the data.
One may wonder if this is really evidence for thermalization rather than mere phase space dom-
inance, i.e., the simple fact that if the phase space is large, it gets randomly populated in every event,
and averaging over many events then results in apparent thermal-like distribution although in each single
event no equilibrium condition holds. In particular, hadron yields from e+–e− collisions where there is




























































Fig. 1: Yield ratios of different hadron species measured in 200 AGeV Au–Au collisions and compared to equilib-
rium expectations for two different sets of (T, µb) [1]
there is a crucial difference: Statistical models for e+–e− collisions require a ‘strangeness suppression
factor’ to take into account the fact that strangeness production is mass suppressed in string-breaking
and similar hadronization models. In contrast, the statistical model for Au–Au collisions requires no
such factor and still gets multistrange ratios like Ω/pi correct, which is consistent with the implicit model
assumption that the thermal excitation of strangeness is (almost) as strong as the excitation of u and d
quarks. This means that the strangeness production mechanism in heavy-ion collisions is very differ-
ent from elementary collisions. Moreover, the fact that the Grand Canonical ensemble can be used to
compute yield ratios indicates that strangeness is not conserved only locally (i.e., at the production point
of the ss pair) but that it can propagate over large distances, which may be interpreted as a signal for
confinement.
1.1.3 Evidence for collectivity
Evidence for collectiviy was discovered at relatively low energy Pb–Pb collisions at the SPS [2]. It was




T (with PT the transverse momentum)
spectra of pions, kaons and protons each looked exponential (as characteristic for a thermal system), the





∼ exp[−mT /T ∗] where T ∗ = T +mpi,K,p〈vT 〉2. (2)
In this expression, the spectral slope T ∗ has a component T , corresponding to random motion of parti-
cles associated with the temperature T and a second component mpi,K,p〈vT 〉2 corresponding to a collec-
tive motion of the volume containing all hadrons with average velocity 〈vT 〉, which results in a mass-
dependent increase of particle kinetic energy. The underlying picture is that matter moves collectively
outward with a radial velocity field, the so-called ‘radial flow’.
These arguments have since been refined to describe the medium created in heavy-ion collisions
in terms of a locally thermalized fluid with the Equation of State (EOS) of QCD where the collective
motion is driven by pressure gradients in the fluid. This picture is valid as long as the mean free path
of individual particles is much smaller than the medium dimensions — when this is no longer the case
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the fluid description ceases to be applicable; the medium ‘freezes out’ into distinct freely-propagating
hadrons which are then detected experimentally.
Viscous relativistic fluid dynamical models [3–5] currently represent the state of the art of bulk
matter description. They are based on the conservation of the energy-momentum tensor Tµν and any
conserved current (usually baryon number only) jµi in the system,
∂µT
µν = 0 ∂µj
µ
i = 0. (3)
For a system close to equilibrium, the energy momentum tensor takes the form
Tµν = (+ p)uµuν − pgµν + Πµν (4)
where the first terms represent the structure in the limit of vanishing mean free path of particles in the
medium and Πµν represents viscous corrections which come into play when the mean free path is non-
vanishing but still small. Πµν has contributions from bulk viscosity Π and shear viscosity, where the
shear terms dominate the dynamics. These couple to various gradients in the system, i.e.,











+ . . . (5)
For a stable, causal result, gradients up to 2nd order in the expansion in the (small) deviation from
equilibrium need to be included.
A hallmark observable for the fluid-dynamical description is the second harmonic coefficient v2
in the angular distribution of hadrons around the beam axis. It is found when the distribution dN/dφ is






[1 + 2v1 cos(φ) + 2v2 cos(2φ) + . . . ] . (6)
The connection of v2 with fluid dynamics is indicated in Fig. 2. The figure shows the plane transverse to
thermalized systemindependent collisions
isotropic momentum distribution pressure maps spatial anisotropy 
to momenum anisotropy
Fig. 2: Left panel: A superposition of independent collisions does not map a spatial excentricity into a momentum
space anisotropy. Right panel: Pressure gradients in a thermalized system can produce such a mapping.
the beam direction. In non-central collisions, the overlap region of the two colliding nuclei is not circular,
but has an almond-like shape, i.e., a spatial excentricity. If there is no collectivity, this excentricity in




is a thermalized medium, spatial excentricity implies stronger pressure gradients in the reaction plane
(along the short side) than out of plane (along the long side), and these in turn lead to an excentricity
of the particle distribution in momentum space which is manifest as a finite value of v2, the so-called
‘elliptic flow’. The crucial test for any fluid dynamical model is therefore its ability to reproduce the
experimentally measured value of v2 as a function of both collision impact parameter (or ‘centrality’)
and transverse momentum PT . As apparent from Fig. 3, relativistic viscous hydrodynamics is well able




















Fig. 3: Left panel: The elliptic flow coefficient v2 as a function of the number of collision participants computed
for various values of the viscosity over entropy ratio η/s and compared with data for 200 AGeV Au–Au collisions.
Right panel: v2 as a function of transverse momentum PT ( [3].
to account for the observed elliptic flow, but only with an almost vanishing viscosity/entropy density η/s
ratio. This implies that the system is the most ideal fluid observed so far — superfluid helium has a ten
times larger value for η/s! Microscopically, the mean free path of particles must therefore be extremely
small to reduce viscous corrections to almost zero, which in turn is evidence for a very high degree of
collectivity.
1.2 Bulk matter and probes
While the observation of yield ratios or elliptic flow constitutes evidence that there is collective, ther-
malized QCD matter, it does not follow that all particles in a heavy-ion collision are part of the thermal
system. First, in any collision of two nuclei, there may be individual nucleons not colliding. These so-
called ‘spectators’ continue along the beam direction and are of no further interest. But there may also
be secondary particles created in the collision process which are nevertheless not thermal. They fall into
two groups.
Owing to the smallness of the electromagnetic coupling αem relative to αs, secondary photons
and leptons have a mean free path ∼ 100 times larger than partons or hadrons. In consequence, they
almost always escape from the medium without rescattering. In addition, particle production can occur
in hard processes with pT  T . While the final-state partons emerging from such a hard process
are strongly interacting, because of a separation of scales their production is calculable as in vacuum,
and if pT is sufficiently large the medium lifetime is insufficient to thermalize them. Experimentally,
at RHIC energies above 6 GeV the spectra are no longer described by a thermal distribution but by
pQCD. However, in both cases non-thermalized particles can serve as ‘probes’ of the thermalized bulk:
in the case of electromagnetically inetracting particles, the detailed conditions at their production point
in the bulk matter are unknown, but since these particles do not undergo final-state interaction, they may
be deduced from a measurement. In the case of high-pT processes, the production rate is calculable,
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but the final-state interaction reflects the unknown conditions in the medium. In both cases, important
information can be gained.
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Fig. 4: The equation of state p(T ) of QCD as computed in lattice gauge theory simulations of scaled pressure p
and energy density  as a function of temperature T [6]
We thus arrive at the following picture: the majority of secondary particle production (about 95%)
in a heavy-ion collision ends up as collective, thermalized, bulk QCD matter which is well described
using almost ideal relativistic fluid dynamics. Its behaviour is largely governed by the EOS of QCD (see
Fig. 4 for the EOS obtained in lattice gauge theory [6]), which exhibits a phase transition around 180-
190 MeV temperature from confined matter with hadronic degrees of freedom below the transition and
deconfined partonic matter above. Also associated with the deconfinement transition is the restoration of
chiral symmetry. The aim of the experiments is to study the detailed properties of this bulk.
Towards this end, it is useful to observe non-thermal particles. These are usually rare, but they have
the advantage that either their production or their final-state interaction is known, which can be utilized
to deduce information about bulk properties which cannot be obtained otherwise. In the following, we
will focus on the role of high-pT processes as probes in the context of heavy-ion physics and not discuss
electromagnetic probes further.
2 Jet tomography
‘Tomography’ is an expression well known from X-ray imaging, for example. The basic idea is to shine
a beam of radiation from a source with known properties through a material of unknown properties and
infer from the modification of the radiation after passage through the object its density distribution. The
basic idea of jet tomography in the context of heavy-ion collisions is similar. Since a hard process at
sufficiently high-pT probes spacetime scales at which the concept of a medium does not even apply, the
production rate of hard partons can be calculated perturbatively as in vacuum. The subsequent evolution
of the outgoing parton, however, happens in the medium, such that information about the medium can in
principle be deduced from the modification of high-PT hadron yields and correlations.
In practice, there are several complications. First, neither the probe production vertex position
nor the probe momentum are known on an event-by-event basis, but only probabilistically. Second, as
seen previously, the medium density distribution is not static, but evolves dynamically. Third, unlike
in the case of X-ray tomography, there is no clean separation between medium and probe — an indi-
vidual quark or gluon cannot be tagged to be either part of a jet or part of the medium, instead a scale
separation in momentum is needed. And finally, since the microscopic dynamics of the medium is not






Transport coefficients are a means to parametrize the unknown details of parton–medium interaction.
Imagine the passage of many hard partons with their momenta along the z−axis through a medium.
After the passage through the medium, each momentum will be changed. First, there may be a loss of
momentum along the z-direction since medium constituents will on average have smaller pz than a hard
parton, so momentum is on average transferred from the hard parton to the medium in each interaction.
The mean rate of longitudinal momentum loss per unit length can be called eˆ, the variance around this
mean value eˆ2.
In addition, there is also the possibility that a parton picks up a random momentum transverse to
its original axis. For symmetry reasons, the mean value of transverse momentum after passage through
the medium is zero, but the variance can be cast into the form of a transport coefficient qˆ.
These transport coefficients are in principle measurable, but they can also be calculated for any
given microscopical model of a medium, and if their values are known, they strongly constrain the
possible models of the medium. Often, models of parton–medium interaction are formulated in terms of
transport coefficients rather than in terms of a microscopical formulation of the medium.
2.2 Medium-modified fragmentation function and energy loss
Unfortunately, the objects created in hard QCD processes are almost never high-pT on-shell partons as
tacitly assumed above. Usually, highly virtual partons are instead created which radiate gluons or split
into qq pairs and develop subsequently into a shower of partons, which eventually hadronizes. In pQCD
calculations, this is represented by the fragmentation function Dvacf→h(z, µ
2) which stands for the yield
of hadrons h given a parton f with the hadron taking the momentum fraction z of the parton when
the process happens at a momentum scale µ. The fragmentation function contains a non-perturbative
part (the hadronization) which cannot be calculated from first principles, but the scale dependence on µ,
respresenting the parton shower evolution, can be computed in pQCD.
If one estimates the formation time of virtual partons in the shower, or of final-state hadrons, then
one finds τ ∼ E/Q2;E/m2h where Q is the parton virtuality and mh the hadron mass respectively (this
expression is derived by realizing that the formation time is the inverse of the energy in a particle’s own
restframe, and by boosting with the γ-factor to the laboratory frame). If one inserts numbers for typical
RHIC or LHC kinematics, one finds that while the partonic evolution timescale is similar to medium
evolution timescales, the hadronization times are much longer, i.e. the partonic evolution takes place
inside the medium and is expected to be modified by it, whereas the hadronization process largely takes
place outside of the medium and is hence unmodified. This is on the one hand a promising result, as it
gives rise to some hope to calculate the parton–medium interaction perturbatively. On the other hand,
it means that the complicated pattern of QCD radiation and its modification by the medium will be a
crucial ingredient in the parton–medium interaction model.
It is, however, possible to simplify the problems. Single, inclusive, hard-hadron production is
dominated by events in which most of the momentum of a parton shower flows through a single parton,
i.e., there is very little momentum carried by radiated gluons. In this particular case, the fragmentation
function largely represents the hadronization of that leading parton, and the medium effect corresponds
to a shift in the leading parton energy, i.e., ‘energy loss’. If hadronization happens outside the medium,
one can assume that the two factorize, and in this particular limit medium-induced energy loss becomes
a useful concept.
2.3 From energy-loss model to observables
The basic ingredient of any parton–medium interaction model is thus an expression which describes how
the kinematics of a propagating parton and possibly also its gluon radiation changes under the assumption
of a particular set of degrees of freedom in the medium. Examples for such models for the elementary
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interaction including pQCD elastic interactions and induced radiation will be discussed later.
However, the elementary parton–medium interaction is not observable. Let us discuss the steps
going from this expression to an observable quantity for a simple example of single inclusive hadron
production. First of all, there may be any number of elementary interactions iterated along a given parton
path, and they may be correlated or uncorrelated. Suppose that an elementary radiation process results
in the spectrum dI(ωi)dω of medium-induced gluon ratiation at energy ω. Assuming that n independent
interactions along the parton path through the medium can take place, the probability density P (∆E)






























However, strictly speaking carrying out the sum over n to infinity cannot be correct in a medium of finite
particle content, length and lifetime. Unfortunately, there is no analytical expression taking into account
the energy degradation of a parton, finite length corrections, and correlations among the reactions —
Monte Carlo codes or numerical solutions of rate equations have to be utilized.
Even P (∆E) for a given parton path does not correspond to an observable quantity since the
parton path cannot be known. Thus, one needs to average over all unobserved geometry. Hard vertices
for impact parameter b have a probability distribution to lie in the transverse plane at (x0, y0) which is
given by
P (x0, y0) =





dzρA(r, z), and ρA(b, z) is the nuclear density distribution characteristic for the
nucleus. If the probability of energy loss along a given path (determined by medium, vertex r0 =
(x0, y0), rapidity y, and transverse angle φ is P (∆E)path, one can define the geometry-averaged energy-












dy0P (x0, y0)P (∆E)path. (9)
In order to get a hadron spectrum, this expression for the energy-loss probability needs to be






2)⊗ fj/A(x2, Q2)⊗ σˆij→f+k ⊗ 〈Pf (∆E)〉TAA ⊗Dvacf→h(z, µ2F ) . (10)
In this expression, fi/A(x,Q2) stands for the distribution function of parton i in the nucleus at
fractional momentum x at scale Q2 and σˆij→f+k for the hard pQCD subprocess ij → f + k. The single
inclusive hard-hadron spectrum dσAA→h+Xmed finally corresponds to an observable quantity.
The steps outlined above are rather generic for any hard-probe calculation. Based on a model for
the medium degrees of freedom to be tested against the data, an expression for the elementary reaction
needs to be derived. With a model for the correlation of such elementary reactions along the parton path,
the energy loss probability density, or in a more complete model the medium-modified parton shower
can be computed. When a model for the bulk geometry and density evolution is added, the spacetime
averaging of the energy-loss probability or the medium-modified parton shower can be performed. At
this point, tomographical information enters the calculation. Finally, the resulting expression needs to be




an observable. The unavoidable model dependence at each step leads to a sizeable systematic uncertainty
and resulting ambiguities in the interpretation of the output, which need to be understood and resolved
carefully before any tomographical conclusions are drawn.
2.4 Parton–medium interaction models
Let us in the following discuss a few commonly used models for the elementary parton–medium inter-
action.
2.4.1 Elastic pQCD interactions
If one models the medium by an approximately free gas of thermal partons, to leading order the interac-
tions of a hard parton with the medium in pQCD become elastic 2 → 2 scattering processes where one
incoming parton is hard while the other is thermal. For massless partons, the corresponding cross sec-
tions exhibit a t-channel singularity for small-angle scattering at low momentum transfer. To regularize
the cross section, arguments from thermal field theory (TFT) are often invoked according to which any
medium parton acquires a thermal mass ∼ gT which screens the singularity. Unfortunately, since gT is
a parametric expression for the mass, a prefactor O(1) becomes then an additional free parameter.
Note that in a process like qq → gg the identity of the hard parton is changed after the scattering
process. pQCD interactions with the medium not only change the kinematics of the hard probe, they
may also change the flavour. This is very different for heavy quarks as probes — owing to the lack of
thermally excited cc pairs at temperatures reached in heavy-ion collisions, the flavour of the hard probe
is effectively conserved, a fact which can be exploited experimentally in the comparison of light- and
heavy-quark energy loss. In all cases, the energy lost from the hard parton is carried away by the recoil
partons.
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Fig. 5: Scattering rates for hard quarks (left) and gluons (right) with a medium modelled as a gas of quasi-free
thermal quarks and gluons as a function of medium temperature T [7]
The relative importance of the LO pQCD reaction channels primarily depends on the availability
of thermal scattering partners. In practice, this means that the gluon channels qg → qg and gg → gg
dominate. The reaction rates Γ show some temperature dependence, which is largely determined by the
density increase in the medium with temperature. Figure 5 shows the rates of quark scattering and gluon
scattering in the various subchannels as a function of medium temperature as calculated for a Monte
Carlo model of pQCD elastic energy loss [7].
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2.4.2 Medium-induced radiation
A different mechanism by which a hard parton may lose energy is QCD radiation and branching (in
practice this is dominated by soft gluon radiation). The underlying mechanism is that the interaction
with the medium opens a kinematic window for radiation which is not available in vacuum. Examples
for such a process are an increase in timelike virtuality of the hard parton after a medium interaction
followed by a radiation, or a space-like gluon from the virtual cloud surrounding the hard parton colour
charge being put on-shell by a medium interaction.
pQCD radiation is difficult to compute in general, but the essential scales can be outlined quite
easily [8]: it is crucial to recognize that a radiated gluon cannot decohere instantaneously from the wave
function of the parent parton, but that there is a formation time associated with the process. If the energy
of the radiated gluon is ω and the virtuality scale (converted into transverse momentum by the branching
process) of the process is Q, the formation time can be estimated to be τ ∼ ω/Q2, and for an object
moving with the speed of light this also corresponds to a coherence length τ ∼ L.
The virtuality picked up from the medium during the formation time can be estimated using the
transport coefficient qˆ as Q2 ∼ qˆL, and inserting the expression for the coherence length this yields
Q2 ∼ qˆω/Q2. This can now be solved for ω to get the typical radiation energy ωc = qˆL2 which grows
quadratically with the length.
The energy spectrum of radiated gluons per unit pathlength can then be estimated by noting that
one has to sum coherently over all interactions during the coherence time τcoh, thus a factor λ/τcoh
(where λ is the mean free path) which accounts for the average number of scatterings during the coher-
ence time appears in front of the expression for the gluon energy spectrum in a single scattering ω dI1scattdωdz




















Integrating this expression up to the typical energy scale ωc and assuming it dies out above, we indeed














∼ ωc ∼ qˆ
2
L2. (12)
This is crucially different from any incoherent process like the pQCD elastic scattering where we find
〈∆Eel〉 = L 1
λ
〈∆Eel〉. (13)
A comparison between the effect of elastic and radiative QCD energy loss is shown in Fig. 6 where for
a medium with 400 MeV temperature the probability of a quark with initial energy E = 16 GeV to be
found with energy E is shown as a function of time. While elastic reactions lead to a downward shift
of the mean energy which is constant in time and some moderate broadening around this mean value,
radiative energy loss shows a significantly different functional form with a high probability of strong
radiation. From the combined figure, one can nicely observe that initially for small pathlengths elastic
energy loss is dominant while for large pathlength and late times radiative energy loss becomes more
important.
In any realistic situation where pQCD is applicable, there are of course both elastic and radiative
processes. In models, it is chiefly the assumed mass of the scattering centres which determines the
relative strength. If one assumes almost massless quarks and gluons, the medium is very efficient in
taking energy in the recoil of partons and elastic energy loss is a large contribution. Conversely, if one
assumes heavy thermal quasiparticles or larger correlated regions of colour charge as degrees of freedom
then the elastic contribution is much suppressed. The relative balance of elastic and radiative energy loss
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Fig. 6: Probability of a quark with initial energy E = 16 GeV embedded in a medium with T = 400 MeV to have
energy E after time τ considering elastic (collisional) and radiative energy loss as well as their sum computed in
the Arnold–Moore–Yaffe (AMY) formalism [9]
2.4.3 Strong coupling
While arguments can be made that there is a large momentum scale in the pQCD shower evolution of
a hard parton in the medium, i.e., the parton virtuality, which allows a perturbative treatment, no such
argument can be made for the medium itself or to the coupling of soft, radiated gluons with the medium.
While these are often treated perturbatively, it has to be understood that this is an ill-justified ad hoc
assumption.
In contrast, using gauge–gravity duality, the so-called ‘AdS/CFT correspondence’ [10], it is pos-
sible to compute observables in a strongly coupled N = 4 super-Yang-Mills theory. While the particle
content of this theory is different from QCD, and QCD exhibits neither conformal invariance nor super-
symmetry, there are reasons to believe that the finite temperature sector of both theories is sufficiently
similar.
A strongly coupled medium cannot be described in terms of quasi-particles. Instead, a drag force
for propagating quarks appears and the momentum lost from a hard parton excites soundwaves in the
medium. In phenomenological models of energy loss [11, 12], this leads to an approximate dependence
∆Esc ∼ L3, yet again different from the coherent radiative and incoherent elastic pQCD scenario. These
differences can be exploited in experiment to distinguish the possible scenarios.
2.5 In-medium shower evolution
In the leading-parton energy-loss approximation, it is sufficient to iterate the elementary radiation pro-
cess. When also subleading hadrons are considered, the medium interaction needs to be treated on top
of a vacuum shower. Typically, this is done in Monte Carlo codes. In the following, we will illustrate
this with the example of the code YaJEM [13, 14] which is based on the PYSHOW [15] code for the
QCD vacuum shower (other Monte Carlo codes for medium-modified shower include JEWEL [16] or
Q-PYTHIA [17]).
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2.5.1 The unmodified shower
In the Monte Carlo picture, the QCD shower is modelled as an iterated series of splittings a → b, c
where a is a high-virtuality parton whereas b and c have lower virtuality Q. The evolution variables are
the virtuality scale in terms of t = lnQ2/Λ2QCD and the fractional momentum z where for the parton
energies Eb = zEa and Ec = (1− z)Ea holds. The differential probability for a branching at scale t is













1− z Pg→gg(z) = 3
(1− z(1− z))2
z(1− z) Pg→qq(z) =
NF
2
(z2 + (1− z)2) . (15)
From these expressions, the probability density for the next splitting process of a occuring at a lower















i.e., by the probability for the splitting process times the probability that no branching has already taken
place before at a higher scale, the so-called ‘Sudakov form factor’. Solving these expressions and energy-
momentum conservation numerically corresponds to the PYSHOW algorithm.
2.5.2 Spacetime picture and parton–medium
While the vacuum shower evolution is computed in momentum space only, an in-medium shower needs
the additional information where and when the evolving medium is probed. Based on uncertainty relation
arguments for the formation time of a radiated parton, one can estimate the average formation time for a






which in a Monte Carlo formulation can be randomly distributed with a probability density





Under the additional assumption that partons move on eikonal trajectories, this provides a spacetime
picture of the shower so that the transport coefficients of the medium at any given step of the shower
evolution can be obtained.
Currently, there are several models approximating the parton–medium interactions in the shower.
Some are based on explicitly changing the parton kinematics. For instance, assuming the medium acts






















RAD, <∆Q2> = 10 GeV2
DRAG, <∆E> = 10 GeV
FMED, f
med = 1.0
E = 20 GeV
d -> h+-
Fig. 7: Comparison of the MMFF with the vacuum fragmentation function of a 20 GeV d-quark into charged
hadrons for three different parton–medium interaction models in YaJEM [14]
corresponds to a drag-force-like interaction (DRAG). Yet a different possibility is to approximate the
medium-interaction by a modification of the QCD splitting kernels, Eq. (15), to enhance low-z gluon
radiation (FMED in YaJEM, this is also used in JEWEL [16] and Q-PYTHIA [17]). All these scenarios
lead to a medium-modified fragmentation function (MMFF) which is rather similar as far as the leading
shower parton is concerned. As seen in Fig. 7, there is a marked depletion of large z which corresponds
to leading parton energy loss, given that the average z probed in a computation of the hadron spectrum
at RHIC kinematic conditions is z ∼ 0.7. In the radiative models (RAD and FMED) this is compensated
by an increase in hadron production at low z, whereas no such increase is seen in the DRAG model. This
is not unexpected, given the assumption that in this model ‘lost’ energy from the leading parton excites
soundwaves in the bulk medium. Experimentally, one can try to exploit this difference to determine
which mechanism for the redistribution of energy lost from the leading parton is realized in Nature.
3 Observables
In the previous section, we have seen that there are a large number of possibilities of how the parton–
medium interaction could be realized, depending on the relevant degrees of freedom in the medium. At
the same time, while there is a broad consensus that relativistic fluid dynamics is a valid framework to
describe the dynamics of bulk matter, different implementations of the model do not usually agree in the
evolution of medium density they predict.
The problem is therefore twofold: from a collection of experimental observables, one would like
to deduce both information on the microscopical dynamics of parton–medium interaction realized in
Nature as well as constraints for the fluid-dynamical models of the bulk matter density evolution. At the
same time, only very few parameters can be controlled or determined experimentally, among them the
collision centrality, the collision energy, the particle type detected, and the orientation of particles with
respect to the reaction plane.
The comparison of models with data tries to make use of the handles discussed previously to
distinguish different scenarios — chiefly the pathlength dependence of leading parton energy loss, but
also the nature of energy redistribution by either gluon radiation or shockwaves.
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3.1 Single-inclusive hadron observables
The simplest possible measurement is the spectrum of single-inclusive high-PT hadron production in
heavy-ion collisions. In order to take out the trivial fact that there are hundreds of p–p-like binary
nucleon–nucleon collisions in a heavy-ion collision, usually the spectrum is cast into the form of a ratio,
the nuclear suppression factor RAA




in which the yield of hadrons in A–A collisions is divided by the number of binary collisions times the
yield in p–p collisions. Experimentally, RAA in central collision is found to be roughly 0.2, i.e., about
4 out of 5 high-PT hadrons appear to be modified by the medium. The functional form of RAA as a
function of the hadron kinematic variables (PT , y) turns out to be trivial, i.e., RAA is largely flat and the
normalization 0.2 is the only parameter which can be extracted from the data.
It can be shown that the PT -dependence ofRAA is largely driven by the shape of the pQCD parton
spectrum — even drastic variations of the functional form of the energy loss model lead to only weak
changes in the shape of the resulting RAA [18]. On the other hand, any model requires a connection
between the thermodynamical parameters like temperature T , entropy density s, or energy density  and
the transport coefficients. Usually, a relation like qˆ = const. · s is assumed which involves one free
parameter. It follows that RAA for central collisions can be described by almost any model provided
that the one parameter is adjusted to the normalization seen in the data, and that any non-trivial test of
the parton–medium interaction model or the medium density evolution requires a comparison with more
differential quantities.
Comparing withRAA at larger centralities (larger impact parameter) then probes a model in a non-
trivial way. At more peripheral collisions, the normalization of RAA increases for two different reasons.
First, the average density of the medium in terms of available scattering partners reduces, and second
the average in-medium pathlength is reduced as the transverse overlap area of the colliding nuclei is
decreased. While changes in the average density tend to affect all models of parton–medium interaction
in the same way, the models respond to a change in pathlength differently. The pathlength weight is L
for elastic/incoherent processes, L2 for coherent radiative processes, and L3 for strong coupling. For the




AA for non-central collisions
provided all models give an equally good description for central collisions.
An even more constraining observable for the pathlength dependence is to consider RAA(φ) with
φ the angle of hadrons with the reaction plane in non-central collisions. This allows one to vary average
pathlength without changing the medium density. For in-plane emission, partons always cross the short
side of the almond-shaped overlap region, whereas for out-of-plane emission they cross the long side.
However, the difference between in-plane and out-of-plane pathlength also depends on the sharpness of
the assumed overlap profile and the speed at which a fluid dynamical evolution expands the surface. Thus
RAA(φ) always probes a combination of medium model and interaction model.
A systematic investigation of different models for both medium evolution and parton–medium
interaction has been made in Ref. [19]. Figure 8 shows some of the results compared with PHENIX
data [20].
The comparison involves four different models for the medium evolution — two models without
viscosity corrections (ideal hydrodynamics), two with viscosity corrections. The 2+1d ideal hydrody-
namical model differs from the 3+1d model mainly by starting and ending the fluid phase earlier. The
main difference between the viscous hydrodynamical models is the sharpness of the initial density profile
— while vCGC corresponds to a rather steep density gradient and a well-defined overlap region, vGlb is
considerably smoother. All the medium models are constrained by a number of bulk observables.
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Fig. 8: Comparison of the nuclear suppression factor calculated for different hydrodynamical models of the
medium for 20–30% central 200 AGeV Au–Au collisions [19] with data [20]. Left panel: assuming pQCD radia-
tive energy loss (ASW). Right panel: assuming a strongly coupled medium (AdS).
medium interaction model and the medium evolution model and constrains combinations of them. For
instance, while the 3+1d ideal fluid dynamics works well with pQCD radiation, the spread between
in-plane and out-of-plane emission is too wide if strong coupling dynamics is assumed. One of the
most striking findings (not shown) is that elastic incoherent processes always fail to describe the data,
no matter what medium model is assumed. This practically rules out quasi-free quarks and gluons as
relevant degrees of freedom in the medium.
As far as the evolution dynamics is concerned, a few trends seem to emerge. For instance, viscous
corrections are likely to be important, an early decoupling is not favoured, and the initial geometry is
surprisingly unimportant. However, given the ambiguity seem from the plots, the need for distinct and
more differentiated observables is clearly apparent.
3.2 Dihadron and γ-hadron correlations
A different way of probing the medium makes use of the fact that most hard processes result in a hard
back-to-back parton pair. Coincidence measurements try to recapture this structure in the final-state
hadron distribution. In particular, usually one triggers on one hard hadron and then computes the corre-
lation strength of other hadrons in a certain momentum window as a function of angle with the trigger.
The typical high-PT correlation function exhibits strength at angles 0 and pi — the first coming from
subleading hadrons in the shower which produced the trigger, the second from the recoiling second
hard-parton shower.
Some terminology and the connection with energy loss is shown in Fig. 9. In particular, owing to
the medium interaction, even a small loss of leading parton energy implies a large suppression due to the
steep falloff of the parton spectrum with pT . Thus hard-trigger hadrons tend to come from regions where
they cross as little medium as possible — this is called ‘surface bias’. But since the away side hadron
has to come from the same vertex, the implication is that its in-medium pathlength is almost maximized.
Thus one expects a particularly strong sensitivity to the pathlength scaling.
3.2.1 Hadron–hadron correlations
The relevant experimental quantities for correlation measurements are the yield per trigger in a given
away-side momentum window, and, derived from that, the suppression factor IAA which is the ratio of
the per trigger yield in A-A collisions divided by the per trigger yield in p–p collisions. Experimentally,
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Fig. 9: Terminology used in back-to-back correlation measurements
IAA is found to be of the order of RAA, i.e., around 0.2–0.3. Since the trigger yield itself is suppressed
(as given by RAA, the total suppression of back-to-back events in central 200 AGeV Au–Au collisions
is of the order of 95%! This is quite a dramatic effect and gives rise to ‘monojet’ phenomena where
only one hard parton is observed whereas the energy of the away-side parton is completely absorbed and
redistributed in the medium (see Fig. 10).
Fig. 10: Hadronic back-to-back correlation functions as measured by the STAR Collaboration [21] for d–Au and
two different centralities for Au–Au collisions. The disappearance of the away-side correlation for increasing
centrality is clearly visible.
Back-to-back correlations of high-PT hadrons are typically modelled with Monte Carlo codes
where the resulting back-to-back events are subjected to the set of experimental cuts. Detailed investiga-
tions are numerically rather involved. The emerging picture is that h–h correlations do not seem to add
substantial information beyond what can already be gained from RAA(φ) — models which describe the
single inclusive hadron suppression well also tend to describe the observed dihadron suppression [22,23].
Similarly, elastic (incoherent) models which fail to reproduce RAA(φ) fail even more prominently with
IAA [24].
3.2.2 γ–hadron correlations
γ–hadron correlation measurements are suppressed by a factor αem/αs as compared to h–h correlations
and are experimentally harder to do, but they offer one significant advantage: unlike a trigger hadron
which is part of a shower, a trigger photon ideally carries the full information about the kinematics of
the event. Thus one knows what energy to expect on the away side and ibe can determine how much
of this energy is recovered in a given angular and momentum window, i.e. one potentially measures
the full fragmentation function rather than the high-z part only. In other words, γ–h correlations allow




modifications of the fragmentation function.
In practice, there are some complications: not all hard photons are formed in the primary process.
Photons may also be produced as part of a parton shower (‘fragmentation photons’) and in elastic reac-
tions with the medium such as qq → gγ (‘conversion photons’). However, these effects can be accounted
for systematically.








































Fig. 11: γ–h back-to-back correlation functions as measured by the STAR Collaboration [21] in terms of the
away-side fragmentation function and away-side IAA compared with several models
An example of data compared with model calculations is shown in Fig. 11. Most models shown are
leading-parton energy-loss models and describe the data well. However, these models make the implicit
assumption that energy lost from the leading parton is not carried by subleading hadrons in the shower
where the experimental procedure would detect it but shifted to very low momenta and large angles.
In contrast, YaJEM (as discussed earlier) assumes that energy lost from a leading parton leads to an
enhancement of low-z gluons in the shower, which after hadronization turns into increased multiplicity
at low z. This leads to the sharp upward bending of IAA in YaJEM (which would eventually rise above
unity for even lower z) which is not seen in the data. The absence of any such enhancement is suggestive
of non-perturbative energy-loss mechanisms which couple directly to bulk matter, e.g., the excitation of
soundwaves.
3.3 Jets
Jets are a more natural framework in which to discuss pQCD at high-PT than single inclusive hadron
spectra and correlations, as in the absence of a medium they can be defined without strong dependence
on complications like hadronization models. Ideally, a jet definition is independent if the jet is treated
at the partonic (pQCD) level, at the hadron level, or at the detector level. However, in the presence of a
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medium, jets are much more complicated.
First, the presence of sizeable fluctuating background given by the medium, both in particle num-
ber and in energy density, makes jet reconstruction rather complicated when compared with the p–p
case [26]. More specifically, the problem is not so much finding a jet, but assigning the correct energy.
But there are also more fundamental conceptual problems. In the absence of a medium, a jet has a rep-
resentation at the hadron level because the hadrons which carry the original hard-parton momentum are
created by pQCD branching processes. This is not so in the medium, as part of the energy and momen-
tum can be carried by medium degrees of freedom due to parton–medium interactions. Thus, the original
parton is only represented by the flow of energy and momentum in the final state, not by any specific
group of hadrons. This may be problematic for sequential recombination algorithms.
Thus a low-PT hadron may be correlated with a jet for a number of reasons. First, it may be part
of the hadronizing parton shower. Second, it may be born in the medium, but have interacted with the
medium. And third, it may simply accidentally share a common bias. For instance, unmodified jets tend
to emerge perpendicular to the medium surface (because this minimized their in-medium path). Yet at
the same time, this is the direction of radial flow which causes other phenomena.
In addition, in computing medium-modified jets in the parton shower language, there is a tacit
assumption that hadronization takes place outside the medium. While this is true for light hadrons
and for leading shower hadrons, it is certainly not true for heavy or subleading hadrons which would
hadronize in the medium. Since we lack a detailed understanding of hadronization even in the vacuum,
we cannot compute this part of the jet modification reliably. A simple strategy (with its own pitfalls) is
therefore to apply a PT cut and define jets only above this cut.
While it is expected that studying the medium modification of jets will become a major part of
the LHC heavy-ion programme, currently the field is in its infancy. The following selected results from
YaJEM [27] should therefore be regarded as a proof of principle only.
The distribution of thrust, thrust major, and thrust minor characterizes jet events in a global way.
The distributions are defined as sums over all particles in the event as follows:
T = maxnT
∑
i |pi · nT |∑
i |pi|
Tmaj = maxnT ·n=0
∑




i |pi · nmi|∑
i |pi|
. (22)
In particular, thrust is a measure for how spherical an event is. A value of one indicates a pure back-to-
back event, whereas a value of 0.5 indicates a completely spherically symmetric event. Figure 12 shows
how the presence of a medium as expected for LHC modifies the events within YaJEM. It is clearly
seen that the large amount of induced gluon radiation tends to make the event more spherical at low
PT whereas the effect is significantly diluted above a PT cut of 4 GeV to eliminate medium hadrons
from the jet. An observable which more locally traces the pQCD splitting in the shower evolution is the
n-jet fraction. This is based on clustering an event with a sequential recombination algorithm with a set
resolution scale ymin based on the distance measure
yij = 2min(E2i , E
2
j )(1− cos(θij)/E2cm (23)
and counting the number of recovered subjets. For a large resolution scale and a back-to-back event,
usually two jets will be found, but with increasingly fine scale, subjets created by early branchings are
recovered. As Fig. 13 indicates, the modification of the branching pattern by the medium should be
visible in a measurement of the n-jet fraction even above a PT cut.
Once the complications of jet measurement in a heavy-ion environment are sufficiently under-
stood, there is some reason to believe that studying jets will eventually provide much more complete





























100 GeV quark, PT > 4 GeV
Fig. 12: Thrust distribution of jets from a 100 GeV quark both in vacuum and in medium modified as computed
within YaJEM [27]



































100 GeV quark, PT > 4 GeV
Fig. 13: n-jet fraction of dijets from a 100 GeV quark pair both in vacuum and in medium modified as computed
within YaJEM [27]
3.4 Medium recoil from a hard probe
Conceptually, if there is an interaction between a developing parton shower and a medium which can be
described well by hydrodynamics, there must be a back-reaction of the medium to the perturbation in
terms of shockwave excitation. Currently, such a picture is also indirectly supported by the success of
the strong coupling scenarios for the parton–medium interaction in describing RAA(φ) and IAA as well
as by the absence of low-z multiplicity enhancement in γ–h correlations discussed above. This is a very
tantalizing idea, as having a known localized perturbation in the system allows one to measure yet more
medium transport coefficients (such as the speed of sound) by observing the medium response carefully.
It is currently an open question if such shockwaves have also been observed directly in correlation
measurements with the associate hadrons observed at lower momenta. Figure 14 shows such correla-
tions. Especially at low PT , a double-hump structure is seen on the away side which would be at least
consistent with the signal expected from a sonic shockwave. A number of proof-of-concept calculations
of particular source terms inserted into ideal fluid dynamics have been performed so far (see, for exam-
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Fig. 14: Back-to-back correlation for different ranges of trigger momentum as measured by the STAR Collabora-
tion, shown for both d–Au and Au–Au data. At low-trigger PT (left panel), the distortion of the correlation to a
double-hump structure as compared to the d–Au Gaussian structure is clearly apparent.
ple, Refs. [28, 29]), but more phenomenological models indicate that the proper averaging including the
trigger surface bias and the coupling of the propagating shock to the medium flow field [30–32] as well
as the detailed spatio-temporal structure of the source term [33] all have a critical influence.
Thus while it appears that there is a possibility that shockwaves are seen in the data, the question
is by no means settled and the theoretical understanding of the truly hard part of energy loss has not yet
progressed to the level that one could attempt to reliably deduce a speed of sound from the observations.
Whether shockwaves will be an issue for the LHC heavy-ion programme remains to be seen.
4 Summary
Despite knowing the Lagrangian, we do not really know much about QCD — away from the perturbative
limit, even qualitative understanding of the implications of the Lagrangian is often absent. The aim of
ultrarelativistic heavy-ion physics is to bridge this gap and to contribute to the understanding of thermo-
dynamics and collective phenomena of QCD. As we have seen, for many observed phenomena it is not
a priori clear in what degrees of freedom a model should be formulated, and only after experimental
evidence did it become clear that hot and dense QCD matter can be described as a fluid.
Hard probes serve in this context to provide information and constraints for models of hot QCD
matter which cannot be obtained by studying bulk matter alone. The observation that one can use hard
processes as a standard-candle to image the medium via the final-state interaction of outgoing partons is
at the heart of the idea of tomography. This, however, requires careful and comprehensive modelling of
all aspects of the dynamics of heavy-ion collisions.
As we have seen, the RHIC experiments have already obtained some measure of tomographic
information, but in many cases this should be regarded as a proof of concept rather than a systematic
investigation. Hard probes are the true domain of the LHC kinematic range, and precision high-PT data
from the LHC experiments is eagerly expected by the heavy-ion community.
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Beyond the Standard Model
A. Pomarol
Universitat Autònoma de Barcelona, Bellaterra, Spain
Abstract
In these lectures we briefly cover some of the main lines of research in particle
physics beyond the Standard Model
1 Introduction
The Standard Model (SM) of elementary particles together with Einstein’s theory of General Relativity
for gravity provide us with a remarkable, simple framework to explain, at present, almost all physical
processes observed in Nature. Only physics at shorter distances than the Planck length, where gravity
must be fully quantized, and some experimental evidence (neutrino masses, dark matter) seem to escape
from this general framework and require us to go beyond it. This new physics, however, could appear
only at around Planckian energies, thus not providing strong motivations for new feasible experiments
testing physics at smaller energies such as the LHC.
A different stimulus for physics beyond the SM, that has inspired a wide range of experiments,
has originated from trying to improve our theoretical understanding of the SM. Indeed, certain couplings
and masses in the SM, determined by experiments, seem to demand a better explanation, and this has
required us to postulate new physics beyond the SM. The purpose of these lectures is to give a brief
description of these theories, giving their motivation and predictions at present and future experiments.
We have divided the lectures into the following topics:
– The SM of particle physics: symmetries, consistency, and reasons for improvement.
– Grand Unified Theories.
– The strong CP-problem and axions.
– The hierarchy problem.
– Supersymmetry.
– Higgsless models and composite Higgs.
– Extra dimensions.
2 The SM of particle physics: symmetries, consistency, and reasons for improvement
The SM is a quantum field theory whose Lagrangian, that gives us the particle spectrum and interactions,
is fixed by local symmetries and the matter content. The local symmetries of the SM are those associated
to
1. The Poincaré group.
2. The gauge group SU(3)c × SU(2)L × U(1)Y .
The matter content, defined by the quantum numbers under the above groups, consists of a fermionic




QL 3 2 1/3
uR 3 1 4/3
dR 3 1 −2/3
lL 1 2 −1
eR 1 1 −2
(1)
Each copy corresponds to, what is usually called, a family of particles. They are fields of spin 1/2. The
scalar sector contains the Higgs. This is a scalar with charges:
SU(3)c SU(2)L U(1)Y
H 1 2 1
(2)
Invariance under the gauge symmetries requires the presence of additional gauge boson fields, the gluons
Gµ, the Wµ and Bµ. These are fields of spin 1. Finally, invariance under the Poincaré group requires
the presence of the gravitational field gµν of spin 2. All these fields mediate interactions between matter
fields.
Once the local symmetries and the matter content of the SM are fixed, the Lagrangian is fully de-
termined. Neglecting for the moment gravity whose strength is very small compared to other interactions
in particle physics experiments, we have that the renormalizable SM Lagrangian is given by
















































+ |DµH|2 + µ2|H|2 − λ|H|4 , (3)
where i, j = 1, 2, 3 label the families. The explanation for each term of this Lagrangian is given in the
lectures of A. Pich in this report. Apart from kinetic terms and mass terms, this Lagrangian gives us the
interactions between the SM particles. We have gauge interactions whose strengths are measured by gs,
g and g′, Yukawa interactions Yu,d,e, and Higgs self-interations measured by λ. The important feature of
the SM is that all these couplings are dimensionless (in natural units ~ = c = 1) and therefore the theory
can be extrapolated into a wide range of energies. We will discuss this in more detail later on.
By rotating the three families of fermion fields, we can go to the basis in which the Yukawa





d /〈H〉 , Yu = Mdiagu /〈H〉 , Ye = Mdiage /〈H〉 , (4)
whereMdiagd,u,e are the diagonal fermion mass matrices, VCKM is the Cabibbo-Kobayashi-Maskawa matrix,
and 〈H〉 is the Higgs vacuum expectation value (VEV).
We have measured all parameters of the SM [1], except the Higgs self-coupling λ that determines
the Higgs mass Mh =
√
2λv where v =
√
2 〈H〉 ' 246 GeV. Direct Higgs searches at LEP and the
Tevatron, and electroweak precision tests (EWPT) give important constraints on the Higgs mass. One
gets 114.4 GeV< Mh < 155 GeV at 95% CL [2].
2.1 Accidental symmetries
The Lagrangian Eq. (3) has extra symmetries that appear ’accidentally’ since we did not impose them.
These symmetries allow one to explain certain properties of the SM. The most important one is baryon
1We are using the convention of charges such that the EM charge is defined asQ = Y/2+T3 where T3 is the 3rd component




number. This is a global U(1)B symmetry under which the SM fermions ψ transform as
ψ → eiBθψ , (5)
where θ is the parameter of the transformation and B is the baryon number. We have B = 1/3 for the
quark fields QL, uR and dR, while B = 0 for leptons. It is not hard to see that, indeed, this is a global
symmetry of Eq. (3). This accidental symmetry has an important implication. At the perturbative level2,
it guarantees that the proton, that is made of three quarks and then has baryon number B = 1, cannot
decay into lighter leptonic states. This prediction of the SM is supported by the experimental data that,
up to now, has not shown any evidence for proton decay [1].
Other accidental symmetries of the SM Lagrangian are the three leptonic global symmetries.
These are (1) the electronic lepton symmetry, whose charges are Le = 1 for electrons and the neu-
trino νe and zero for the rest; (2) the muonic lepton symmetry, whose charges are Lµ = 1 for muons and
the neutrino νµ and zero for the rest; and (3) tauonic lepton symmetry, whose charges are Lτ = 1 for
taus and the neutrino ντ and zero for the rest. These symmetries forbid leptons to decay into a lighter
one plus a photon, e.g., µ → eγ. Again, this prediction is, at present, supported by experimental data
that has shown no evidence for these decays [1]. It also predicts that neutrinos cannot have mass, in clear
contradiction with experimental evidences of neutrino oscillations. We will comment on this point later.
The SM Lagrangian also has approximate accidental symmetries that play an important role in
the understanding of some physical properties of the model. These are global symmetries that are only
broken by small couplings in the SM. An important one is the so-called ‘custodial’ SU(2)c symmetry [3]:
in the limit Yu,d,e = 0 and g′ = 0, the SM Lagrangian has an extra global SU(2) symmetry under which
the Higgs field H transforms3 as a 2. The Higgs VEV breaks this symmetry down to the custodial
symmetry, SU(2) × SU(2)L → SU(2)c, under which the physical Higgs h transform as a singlet and
the massive W±µ and Zµ form a triplet. This symmetry predicts MW = MZ . When g′ is turned on, this




≡ ρ = 1 , (6)
where θW is the weak angle. Yukawa couplings also break the custodial symmetry and therefore modify
the above prediction. Nevertheless, these effects arise at the one-loop order and give modifications of
order Y 2t /(16pi
2) ∼ 0.01 at most (Yt is the top Yukawa coupling). Once more, an accidental symmetry,
in this case not exact but approximate, gives a nontrivial prediction, ρ ' 1, that has been very well tested
by experiments.
Other important approximate accidental symmetries of the SM are flavour symmetries. In the limit
of Yd,u,e = 0, the SM has five extra global SU(3) symmetries associated to unitary transformations of








R respectively. These symmetries, or subgroups of them, allow
us to explain a plethora of flavour physics properties, as you can find in the lectures of G. Hiller in this
report.
All the accidental symmetries described above are symmetries of the SM due to the fact that only
operators of dimension ≤ 4 are included in Eq. (3). As soon as we consider terms involving higher
dimensional operators (terms having more fields or derivatives than those in Eq. (3)), these accidental




l¯cL ·HH · lL + h.c. , (7)
where A · B = rsArBs with r, s = 1, 2 being SU(2)L indices, and lcL is the conjugated of lL. This
term is suppressed by a mass scale Λ since the Lagrangian has to have dimension 4 (the coefficient c5 is
2This symmetry is, however, ‘anomalous’, i.e. broken at the quantum level. This implies that the SM predicts that the proton
should decay but at an extremely small rate.
3This is a SU(2) rotation between Hr and rsHs where r, s = 1, 2 label the components of a SU(2)L doublet.
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defined to be dimensionless). One can easily realize that the term in Eq. (7), present in principle for each












L] + h.c.+ · · · (8)
where α, β, γ = 1, 2, 3 run over the colour indices of SU(3)c, r, s = 1, 2 are SU(2)L indices, and c6 is a
dimensionless coefficient that violates not only the lepton symmetries but also baryon number. If present
in the SM, it will lead to proton decay. The experimental evidence of B and L conservation tells us that
these terms must be either absent or be highly suppressed, i.e., ΛMW .
2.2 Consistency of the SM
There are other reasons for avoiding terms such as those of Eqs. (7) and (8) in the SM Lagrangian. We
do not know how to quantize a field theory with operators of dimensions larger than 4. The best we can
do in the presence of these higher dimensional operators is to assume that the SM is an effective field
theory valid only up to energies E . Λ. Theorists call this scale Λ, that determines the energy below
which a theory is valid, the ‘cutoff’ scale.
A question that immediately comes to mind is the following. Can we, in the SM, take Λ → ∞?
Or, in other words, is the SM a theory valid for all energies? We can try to answer this question either
theoretically or experimentally. In the first case, we must check whether the SM predicts always con-
sistent results. To do so, we perform Einstein’s Gedankenexperiment (thought experiment) looking for
inconsistencies of the SM, similar to those that led Einstein to postulate the theory of Special Relativity
in order to reconcile the laws of Newtonian classical mechanics with the laws of electromagnetism. Ex-
perimentally, we can also address the above question by asking whether the SM Lagrangian of Eq. (3)
explains all present experimental data. If not, an extension of it will be needed implying that the SM has
a finite cutoff scale Λ above which new physics shows up.
Let us first try to answer the above question from the theoretical perspective. The Gedankenex-
periment that we proposed here, in order to check the validity of the SM, is to calculate the amplitude
of Higgs scattering, hh → hh, at very high energies. At tree level this amplitude is proportional to λ.
At the quantum level this amplitude is well approximated by using the ‘running coupling’ λ(Q), where
the scale Q can be approximately associated with the energy at the centre of mass of the process. The






(24λ2 + 12λY 2t − 6Y 4t ) + · · · , (9)
where we only show the dominant one-loop result arising from the top and Higgs. As we increase Q,
λ(Q) can increase or decrease, depending on its initial value, taken, for example, at Q = 103 GeV. This
is shown in Fig. 1. If λ(Q) grows with Q, we can reach a point at which λ(Q) is too large and we
cannot calculate within perturbation theory. Let us call the scale at which this happens Λ+. At Q = Λ+
the SM becomes intractable, and even lattice studies (used to study theories with large couplings such
as QCD) have shown that the SM cannot take such initial values of λ if at the same time we demand
Λ+ → ∞. In other words, for those initial values of λ for which dλ(Q)/d lnQ > 0, the SM is only
valid up to energies ∼ Λ+, i.e., the SM has a nonzero cutoff scale Λ ∼ Λ+. On the other hand, if λ(Q)
decreases withQ, it can become negative at someQ = Λ− in which case the electroweak vacuum is only
a local minimum and there is a new deeper and potentially dangerous minimum at this scale. Up to some
caveats discussed in Ref. [4], the SM cannot be valid at energies at which λ(Q) is negative, showing
again a limitation in the SM, Λ ∼ Λ−. By relating λ with the Higgs mass, Mh =
√
2λ(Q ∼Mh)v, we
show in Fig. 2 the range of validity of the SM (the scale Λ) versus Mh. We can see that there is only
a small window around Mh ∼ 150 GeV in which the SM is valid, at least, up to Q ∼ 1019 GeV. Why











Log    [Q]
λ (Q)
10
Fig. 1: Value of λ(Q) as a function of Q for different initial values of λ(Q = 103 GeV)
Fig. 2: Values of Mh as a function of Λ. See details in Ref. [4] .
5
BEYOND THE STANDARD MODEL
119
Fig. 3: Feynmann diagram for the contribution of a graviton to the hh→ hh process
considered in the calculation. The new contribution, given in Fig. 3, grows with Q as GNQ2, where
GN is the Newton constant, and becomes relevant at energies ∼
√
1/GN ≡ MP ' 1019 GeV. We do
not know how to treat at the quantum level a theory of gravity at energies above the Planck scale MP .
For this reason the SM has an ultimate cutoff4 scale Λ ∼ MP . Above this scale we do not know how
to calculate physical quantities. It is interesting to compare this situation with Fermi’s theory. When
Fermi proposed his theory for the weak interactions it was clear for him that this was a theory valid up
to energies ∼ √1/GF ' 300 GeV. He was right, and we know today that at energies around √1/GF
there is ‘new physics’ beyond Fermi theory, the W and the Z gauge bosons. Similarly, we expect that
at energies around Λ ∼ MP new physics beyond the SM will show up. One possibility for this new
physics is string theory that consists in replacing fields and particles by strings. The SM particles would
correspond to massless string excitations, while massive excitations will have masses of order MP .
Let us now move to the experimental consistency of the SM. Is there any experiment that cannot
be explained by the SM? We find four pieces of experimental evidence beyond the SM:
1. Neutrino oscillations that require that neutrinos be massive.
2. The need for dark matter in the Universe.
3. The presence of a cosmological inflationary epoch.
4. The matter-antimatter asymmetry in the Universe.
Indeed, the SM predicts that neutrinos are massless, does not have a candidate for dark matter, and a
cosmological inflationary epoch or a matter–antimatter asymmetry cannot be produced at the desirable
rate. Although physics beyond the SM is required, it is important to be aware of the fact that all the above
experimental evidence beyond the SM does not really require new physics at scales much below MP .
Then, since as explained above the presence of gravity tells us that the SM is an effective theory with
a maximum cutoff scale around MP , we can expect Planckian physics to be responsible for the above
experimental disagreements. For example, if the SM is not valid above Λ, we can expect terms as those
of Eqs. (7) and (8) to be present in the theory. After electroweak symmetry breaking (EWSB), Eq. (7)










Therefore neutrino masses can be induced with the right magnitude for a Λ not far away from MP . Also
the other experimental conflicts can be blamed on physics at around the Planck scale, so one can maintain
that experiments do not really provide any evidence for a lower cutoff scale in the SM.




2.3 Reasons for improvement in the SM
So far we have seen that the SM can be a theory valid all the way to energy scales around the Planck scale.
Experimental or theoretical inconsistencies are not enough to put the SM in trouble at lower energies.
There are, however, other theoretical reasons to go beyond the SM: the search for a ‘natural’ explanation
of the SM parameters. Here we list some of them, from the most important one to the less important
according to my taste:
1. The cosmological constant:
Experimentally we know that it takes the value Λcosmo ∼ 10−47 GeV4.
Theoretically we would have expected Λcosmo ∼ Λ4 ∼M4P ∼ 1076 GeV4.
2. The Higgs mass term:
In order to give the right Higgs VEV, we must have µ2 ∼ v2 ∼ 104 GeV2.
Theoretically one would have expected µ2 ∼ Λ2 ∼M2P ∼ 1038 GeV2.
3. Charge quantization:
We do not have any explanation in the SM of why the electron charge is equal but opposite in sign
to the proton charge, as experiments suggest to us: Qe +Qp < 10−21.
4. The strong CP problem:




ρσ, that would lead to CP viola-
tion in the strong sector, has a coefficient θ so small. Experimentally we know that θ . 10−13.
5. Fermion masses and mixing angles:
The fermion mass spectrum ranges from∼ 170 GeV, for the case of the top-quark, to∼ 10−3 GeV,
for the case of the electron. We do not know why there exists such a large difference in masses. We
also find experimentally that the Cabibbo–Kobayashi–Maskawa matrix is very close to a diagonal
matrix. We do not know why.
6. Gauge coupling unification:
We find experimentally that gs ∼ 1.12, g ∼ 0.65, and g′ ∼ 0.35 at E ∼ MZ . Is there any reason
for such differences?
7. Number of families:
Matter is made of three families. Is there any reason for this?
Let us briefly comment on them. We do not have any natural explanation for the cosmological constant
value; it is still a true mystery to us. We do, however, have several possible explanations for the smallness
of the Higgs mass as compared toMP (usually referred as the hierarchy problem). Below we will discuss
the most interesting ones, supersymmetry, Higgsless models, composite Higgs, and extra dimensions.
On charge quantization and gauge coupling, unification theorists have postulated the existence of Grand
Unified Theories at high energies that could explain these relations. We will discuss them below. For the
strong CP problem, we have a nice explanation with a nice prediction, the axion state. We will devote
Section 4 to it. Finally, several explanations for the observed fermion masses, mixings, and the number
of families have been proposed in the literature in the last years. I do not find any of them compelling
enough to single them out here. The usual problem with models of fermion masses is that they do not
lead to sharp predictions.
3 Grand Unified Theories (GUT) [5]
If we open the 2010 edition of the Particle Data Group [1] we find
|Qe +Qp|/e < 1.0× 10−21 . (11)
This strong constraint suggests that the electric and proton charge are quantized following the relation
Qe = −Qp . (12)
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Fig. 4: The embedding of a family of SM fermions. The indices 1, 2, 3 refer to the three colours. The fields dc, uc,
and ec are the conjugated of dR, uR, and eR respectively.
Since in the SM we have Q = Y/2 + T3, Eq. (12) implies that the hypercharges are quantized following
the relations










In the SM, since the U(1)Y is an Abelian group, the hypercharges could have been, in principle, arbitrary
real numbers. It is then surprising to find the relation Eq. (13)5.
A possible explanation for the SM hyperchage quantization comes from assuming that the SM
group of symmetries is, at high energies, a much larger group G. If this group G only contains non-
Abelian groups all charges will be quantized. The minimal group G fulfilling this requirement is the
Pati–Salam group [6] SU(4) × SU(2)L × SU(2)R. Demanding G to be a simple group, the minimal
case is G = SU(5), the model of Georgi and Glashow [7]. We discuss it next.
3.1 SU(5) GUT
The SU(5) group is defined as the set of 5× 5 unitary matrices with determinant 1. This group contains



























where U3×3 (U2×2) is a 3× 3 (2× 2) matrix. The last matrix, to be associated with a U(1)Y transforma-
tion, shows that, as expected, the hypercharges are no longer free numbers but they are quantized. The
SU(5) group has 24 generators, each of them has an associated gauge boson. Only 12 of then can be
identified with the SM gauge bosons. The other 12 are extra gauge bosons that must get masses MGUT
above the electroweak scale where the SU(5) must be broken. These extra gauge bosons, referred to as
X and Y bosons, have charges (3,2)5/3 and (3¯,2)−5/3 under the SM group.
The SM fermions must be embedded in SU(5) representations. Amazingly, Georgi and Glashow
realized that a full SM family of fermions could be neatly embedded into two SU(5) representations,
the 5¯ and the 10. The explicit embeddings are given in Fig. 4. These embeddings give the correct
hypercharge assignments Eq. (13). Such simplicity, however, does not occur in the embedding of the
Higgs doublet into an SU(5) representation. The minimal case is to embed the Higgs into a 5, but this
requires one to introduce a colour triplet accompanying the Higgs. Similarly to the X,Y bosons, this
colour triplet must get a mass when SU(5) is broken. This is known as the doublet-triplet splitting
problem in GUT.
5We must say, however, that the SM hypercharges are not really free parameters since the absence of quantum anomalies in




Fig. 5: Evolution of the three SM gauge couplings αi = g2i /(4pi) as a function of µ = Q in the SM [8]
The SU(5) model gives us three interesting predictions:
1. Hypercharge quantization.
2. Gauge coupling unification.
3. Proton decay.
We already mentioned the first one. Let us comment on the second one. If the SU(5) symmetry is exact
we have that all SM gauge couplings must be equal:








3 arises from the proper normalization of g
′. Nevertheless, if the SU(5) symmetry is
broken at some scale MGUT we only expect Eq. (15) to be fulfilled at energies above MGUT. Indeed, in











′ and bi are coefficients that depend on the spectrum of the theory.
AboveMGUT the spectrum of particles corresponds to that of a SU(5) theory and we have b1 = b2 = b3,
but below MGUT the X,Y states and the colour partner of the Higgs are not present. The bi are only
sensitive to the SM spectrum; we have bi = (41/10,−19/6,−7). In Fig. 5 we plot the evolution of the
three SM gauge couplings αi = g2i /(4pi) as a function of Q. We see that the gauge couplings tend to
unify at energies around 1014 GeV, although Eq. (15) is not precisely satisfied. One could argue that
this is a small discrepancy, originating from high-energy corrections to the gauge couplings. Even so,
this implies MGUT ∼ 1014 GeV and, as we will see later, a conflict with proton decay experiments. A
better situation occurs in the supersymmetric SM that we will introduce later motivated by the hierarchy
problem. In this model we have bi = (66/10, 1,−3) and a different evolution of the gauge couplings as
compared with the SM, as shown in Fig. 6. Now the three SM gauge couplings neatly unify at energies
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Fig. 6: Evolution of the three SM gauge couplings αi = g2i /(4pi) as a function of µ = Q in the Supersymmetric
SM [8]
∼ 1016 GeV, the scale to be associated with MGUT.
Let us finally comment on proton decay. In the SU(5) model the baryon symmetry is not pre-
served. This is obvious since we have put quarks and leptons in the same representation — see Fig. 4.
Therefore we expect to have contributions to proton decay. We can explicitly see that this decay is
mediated by the X and Y bosons that generate the operator of Eq. (8) with Λ ∼MGUT. We obtain






The Super-Kamiokande detector 1000 metre underground in the Kamioka mine of Hida city (Gifu) Japan,
has the ‘titanic’ task of searching for proton decay. This is a stainless-steel tank 39 m in diameter and 42
m tall. It is filled with 50 000 tons of ultra pure water and about 13,000 photomultipliers are placed on
the tank wall. It looks for pions and positrons arising from the proton decay of the water. Neutral pions
decay to photons that can be detected by the photomultipliers, while positrons travelling through the
water emit Cherenkov light that can also be detected by the photomultipliers. At present they put a bound
of τ(p → pi0e+) > 1034 years corresponding, according to Eq. (17), to the bound MGUT > 3 × 1015
GeV. This rules out SU(5) models with MGUT ∼ 1014 GeV, and is at the verge of testing models, such
as supersymmetric SU(5) models6, where MGUT ∼ 1016 GeV.
Apart from the three predictions explained above, GUT give other type of interesting predictions,
although they are more model dependent. For example in most of GUT bottom-tau unification is pre-
dicted: Mb = Mτ at Q & MGUT. This prediction works reasonable well in the supersymmetric SM.
Nevertheless it does not work for the other families. Another prediction of GUT withG = SO(10) is the
generation of neutrino masses through the ‘see-saw’ mechanism. In SO(10) all SM fermions of a given
family can be embedded in a single representation, the 16 of SO(10). Apart from the SM fermions it also
contains a singlet νR that after SO(10) breaking can get a mass and generate the operator of Eq. (7) with
Λ ∼ MνR . We already saw that this operator leads to neutrino masses of the Majorana type. This also
6In supersymmetric SU(5) models we have other proton decay channels, e.g., p→ K+ν¯τ , that are usually more important




leads to processes with neutrinoless double beta-decays: nn → ppee. Thus, observing experimentally
this process is of great importance for understanding the nature of the neutrino masses.
4 The strong CP-problem and axions
In the SM Lagrangian of Eq. (3) we did not include the dimension-4 operator µνρσGaµνG
a
ρσ made of







This term violates the CP symmetry and induces a sizeable electric dipole moment (EDM) for the neu-
tron. Experimental limits on the neutron EDM put a limit on the coefficient θ:
θ . 10−10 . (19)
The smallness of this coefficient requires an explanation. A possible one was proposed long ago by
Peccei and Quinn [9]. They promoted θ to a field a(x), the axion field, assumed to be a Goldstone boson
arising from the spontaneous breaking of a U(1) symmetry, the PQ symmetry. If this symmetry had a
U(1)SU(3)2c-anomaly, then the only non-derivative interaction of the axion would be given by the term
of Eq. (18) with the replacement θ → a(x)/fA, where fA is a dimensionful parameter called the axion
decay-constant. In this model the value of θ is dynamical and must be calculated by minimizing the
axion potential. One obtains V (a) = 12m
2
Aa(x)
2 + · · · and then, 〈a(x)〉 = 0 ⇒ θ = 0, in agreement
with Eq. (19).
The Peccei–Quinn mechanism has a testable prediction [10]. The model predicts the existence of








The axion mass ranges from 100 keV to 10−12 eV, as the unknown parameter fA varies from 100 GeV to
1019 GeV. Axions couple to gluons through Eq. (18) with θ → a(x)/fA, so the larger fA, the smaller are
their couplings to SM states. Detecting the axion would be an excellent way to prove the Peccei-Quinn
idea. Since the proposal of this mechanism, experimentalists have been searching in vain for the axion.
Today the values of fA (or equivalently of mA) are strongly constrained, as shown in Fig. 7.
The axion field is a possible dark matter candidate if fA lies around 1012 GeV. The ADMX exper-
iment is looking for dark matter axions coming from the halo of the galaxy. Since the axion couples to
gluons, it mixes with the pions, and since these latter couple to photons, the axions also, generically, cou-
ple to photons. Then axions can scatter off a magnetic field and resonantly be converted into microwave
photons. The present searches at ADMX are aiming axions with fA between 1011 GeV and 1013 GeV
as shown in Fig. 7.
5 The hierarchy problem
In the SM the electroweak symmetry is triggered by the Higgs VEV. For positive values of µ2, the Higgs
VEV is given by v2 = µ2/λ. Therefore we must have µ2 = λv2 ∼ 6 × 104λ GeV2. As compared
with the other dimensionful scale of the SM, the Planck scale, M2P ∼ 1038 GeV2, the value of µ2 looks
extremely small. Why are they so different? This is the so-called hierarchy problem.
To make it worse, one can realize that the Higgs mass is, at the quantum level, very sensitive to the
mass of heavy states to which the Higgs couples. For example, in the SU(5) GUT discussed above, the
7Also the same operator but made of Wµ could be present. The impact of this term, however, on physical observables is
negligible.
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Figure 1: Exclusion ranges as described in the text.
The dark intervals are the approximate CAST and
ADMX search ranges. Limits on coupling strengths are
translated into limits on mA and fA using z = 0.56
and the KSVZ values for the coupling strengths. The
“Laboratory” bar is a rough representation of the ex-
clusion range for standard or variant axions. The “GC
stars and white-dwarf cooling” range uses the DFSZ
model with an axion-electron coupling corresponding to
cos2 β = 1/2. The Cold Dark Matter exclusion range
is particularly uncertain. We show the benchmark case
from the misalignment mechanism.
January 28, 2010 17:33
Fig. 7: Excluded regions of fA (or equivalently of mA) from different experiments and astrophysical constraints.
The reach of present experiments CAST and ADMX is als shown [1].
Higgs couples to the X and Y b sons. At the one-l op, the Higgs mass squared will receive corrections
proportional to M2GUT/(16pi
2). Therefore it is very unnatural to expect µ2 M2GUT.
This sensitivity to the heavy states is a feature only of scalars. For fermions, for example, we
have that one-loop corrections to a Dirac fermion mass are proportional to the fermion mass itself, and
similarly for gauge bosons. The reason for this can be easily understood using symmetries. A Dirac
fermion mass arises from the operator mψ¯LψR. This operator is not invariant under the chiral phase
transformation ψR → eiθψR. This means that it can only be generated from terms in the Lagrangian
that break this symmetry. Heavy states respecting the chiral symmetry cannot induce it. We say that the
fermion masses are ‘protected’ by chiral symmetries. Similarly for gauge bosons, the gauge symmetry
protects the mass of the gauge bosons. On the other hand, scalar mass terms, e.g., µ2|H|2, are invariant
under any phase transformation and then can be induced by heavy virtual particles.
Three solutions have been proposed to solve the hierarchy problem: (1) Implement a symmetry
that relates scalars to fermions since the masses of these latter are not sensitive to heavy states. This is
supersymmetry. (2) Assume that the Higgs is not elementary but just a composite state. (3) Assume that
the only scale in particle physics is the electroweak scale, e.g., v ' 246 GeV. In this case MP is not the
high-energy scale at which gravity becomes strong, but just an unphysical scale arising from the fact that
the Newton constant, that on dimensional grounds is now given by GN = gN/v2, is extremely small at
large distances, gN  1. This can be naturally realized assuming the existence of extra dimensions. We





Supersymmetry provides a symmetry that protects the Higgs mass. It works in the following way. Su-
persymmetry relates scalars to fermions; since the masses of these latter are protected by (chiral) sym-
metries, scalar masses will also be protected. An instructive way to see this is by looking at the simplest
case, a free theory of a Majorana fermion Ψ and a complex scalar Φ. Its Lagrangian is given by
L = |∂µΦ|2 + i1
2
Ψ¯/∂Ψ . (21)
This Lagrangian is invariant under
Φ→ Φ + δΦ δΦ = ξ¯(1− γ5)Ψ
Ψ→ Ψ + δΨ δΨ = i(1− γ5)γµξ∂µΦ , (22)
where ξ, the parameter of the transformation, is a Majorana fermion (anticommuting). Note that a mass
for the scalar, µ2|Φ|2, is not invariant under the symmetry Eq. (22). In other words, this symmetry forbids
the scalar to get a mass. Equation (22) is a supersymmetry. It can be shown that supersymmetry is the
maximal extension of the Poincaré group in a quantum field theory [11]. It contains an extra generator Q
that acting on fermionic states transforms them into bosonic states and vice versa8. In a schematic form
the SuperPoincaré algebra is given by
[Q,Mµν ] = Q ,
{Q,Q†} = Pµ ,
{Q,Q} = {Q†, Q†} = 0 ,
[Pµ, Q] = [Pµ, Q†] = 0 . (23)
The Q generator computes with P 2 and any generator of the gauge group. This implies that a fermion
and its associated boson have equal mass and charge.
Imposing supersymmetry on the Standard Model leads to the Minimal Supersymmetric Standard
Model (MSSM). This is not a straightforward exercise, and we redirect the interested reader to Ref. [12].
Here we will only comment on the most important implications of supersymmetry and its predictions at
present and future colliders.
The most drastic implication of supersymmetry is that the SM spectrum is required to be doubled.
For each SM quark and lepton (QL, lL, ...) one has to add an extra scalar, usually called squark and
slepton (Q˜L, l˜L, ...), and for each gauge boson and Higgs (Wµ, H , ...) one has to add an extra fermion,
called gauginos and Higgsinos (W˜ , H˜ , ...). But this is not yet enough. This theory will have anomalies
(quantum inconsistencies) that, to be avoided, require the addition of extra fields. The simplest way is to
add an extra Higgs doublet. The Higgs sector is then given by
SU(3)c SU(2)L U(1)Y
Hu 1 2 1
Hd 1 2 −1
(24)
that are accompanied by two Higgsinos, H˜u and H˜d, with the same quantum numbers. In the MSSM
not all possible terms allowed by symmetries can be added. Some of them would lead to a violation
of the baryon and lepton symmetries, in clear contradiction with experiments. An easy way to avoid
these terms is to impose a discrete symmetry on the MSSM, under which all SM fields are even and
8The supersymmetry considered here is often called N = 1 supersymmetry. There exist extensions to this supersymmetry
(N = 2, 4) with a more extended algebra. They will not be discussed here since there is no phenomenological motivation for
these extensions.
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Figure 5.1: The top-quark Yukawa coupling (a) and its “supersymmetrizations” (b), (c), all of
strength yt.
space. All of the gauge [SU(3)C color and SU(2)L weak isospin] and family indices in eq. (5.1) are
suppressed. The “µ term”, as it is traditionally called, can be written out as µ(Hu)α(Hd)β!
αβ, where
!αβ is used to tie together SU(2)L weak isospin indices α,β = 1, 2 in a gauge-invariant way. Likewise,
the term uyuQHu can be written out as u
ia (yu)i
j Qjαa (Hu)β!
αβ, where i = 1, 2, 3 is a family index,
and a = 1, 2, 3 is a color index which is lowered (raised) in the 3 (3) representation of SU(3)C .
The µ term in eq. (5.1) is the supersymmetric version of the Higgs boson mass in the Standard
Model. It is unique, because terms H∗uHu or H∗dHd are forbidden in the superpotential, which must be
analytic in the chiral superfields (or equivalently in the scalar fields) treated as complex variables, as
shown in section 3.2. We can also see from the form of eq. (5.1) why bothHu andHd are needed in order
to give Yukawa couplings, and thus masses, to all of the quarks and leptons. Since the superpotential
must be analytic, the uQHu Yukawa terms cannot be replaced by something like uQH
∗
d . Similarly,





Yukawa couplings would be allowed in a general non-supersymmetric two Higgs doublet model, but are
forbidden by the structure of supersymmetry. So we need both Hu and Hd, even without invoking the
argument based on anomaly cancellation mentioned in the Introduction.
The Yukawa matrices determine the current masses and CKM mixing angles of the ordinary quarks
and leptons, after the neutral scalar components of Hu and Hd get VEVs. Since the top quark, bottom
quark and tau lepton are the heaviest fermions in the Standard Model, it is often useful to make an
approximation that only the (3, 3) family components of each of yu, yd and ye are important:
yu ≈
 0 0 00 0 0
0 0 yt
 , yd ≈
 0 0 00 0 0
0 0 yb
 , ye ≈
 0 0 00 0 0
0 0 yτ
 . (5.2)
In this limit, only the third family and Higgs fields contribute to the MSSM superpotential. It is
instructive to write the superpotential in terms of the separate SU(2)L weak isospin components








d ), u3 = t, d3 = b, e3 = τ ], so:




The minus signs inside the parentheses appear because of the antisymmetry of the !αβ symbol used to
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each have overall positive signs in eq. (5.3).
Since the Yukawa interactions yijk in a general supersymmetric theory must be completely sym-
metric under interchange of i, j, k, we know that yu, yd and ye imply not only Higgs-quark-quark and
Higgs-lepton-lepton couplings as in the Standard Model, but also squark-Higgsino-quark and slepton-
Higgsino-lepton interactions. To illustrate this, Figures 5.1a,b,c show some of the interactions involving
the top-quark Yukawa coupling yt. Figure 5.1a is the Standard Model-like coupling of the top quark
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Higgsino-lepton interactions. To illustrate this, Figures 5.1a,b,c show some of the interactions involving
the top-quark Yukawa coupling yt. Figure 5.1a is the Standard Model-like coupling of the top quark
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Fig. 8: MSSM interactions obtained from ‘supersymmetrization’ of the SM interactions
all superpartn rs are dd. This is an R-parity. Imposi g this discrete symmetry on the MSSM leads to
interesting consequences. The superpartners can only be produced in pair ; the lightest supersymmetric
particle (LSP) is stable, resul ing in a dark matte ca idat . Further o e, the Yukawa couplings take
the form
LY = Y jQ¯iL ·H∗u ujR + Y ijQ¯iL ·H∗d djR + Y ije l¯iL ·H∗d jR + h.c. (25)









Alth ugh the e ivation f all MSSM interactions is a diffic lt task it is relatively easy to obtain
the main interactions needed for phenomenology. They can be obtained by ‘supersymmetrization’ that
corresponds to taking any SM interaction and replacing fermion ↔ boson consistently with the SM
symmetries This is depicted in Fig. 8. The only interactio s t obtained in this wa are scalar trilinears
and quartics.
If supersymmetry is exact, e mass of a fermion nd that of its ass ciated boson must be the
same. This implies that, for example, s-electrons must have mass of half MeV. We have not seen such
a light state, implying that supersymmetry must be broken. Like in the SM with the electroweak sym-
metry, we can assume that supersymmetry is spontaneously broken such that all superpartners receive
mass. These masses cannot be much larger than the electroweak scale, otherwise we will have back
the hierarchy problem that was the main motivation for supersymmetry. Indeed, after supersymmetry
breaking, corrections to the Higgs masses become proportional to the superpartner masses; these latter
must then be kept around the electroweak scale. Several realistic models of supersymmetry breaking
have been proposed in the literature. The simplest one is called Gauge Mediated Supersymmetry Break-
ing (GMSB) [13]. It requires an extra sector responsible for spontaneous breaking of supersymmetry,
containing fields charged under the SM gauge group, the ‘messengers’. The MSSM only knows about su-
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Fig. 9: Superparticle mass spectrum, normalized to the bino mass M1, in GMSB models taken from Ref. [13].
Here Λ = F/M and N is the number of messengers.
at the loop level from these interactions that mediate the breaking from the supersymmetry-breaking
sector to the MSSM sector. The model is quite predictive. Up to EWSB effects, gaugino and scalar
masses depend on only two parameters: the supersymmetric breaking scale
√
F and the mass of the
messengers M . The scalar masses are the same for all families, guaranteeing the absence of dangerous
flavour-violating interactions. This is a crucial requirement to obtain realistic scenarios of supersymme-
try breaking. The generation of the Higgsino mass is a difficult task in GMSB models and requires an
extension of the model [14]. After EWSB, the spectrum is (slightly) modified and becomes sensitive
to tanβ. A typical spectrum is shown in Fig. 9. The colour states are the heaviest, while right-handed
sleptons, that have only hypercharge interactions, and binos B˜, are the lightest. The LSP, however, not













2.4 eV , (27)
where k is a model-dependent coefficient such that k < 1.
Another popular scenario of supersymmetry breaking is the so-called minimal supergravity model
or constrained MSSM [15]. It is usually presented as a model that predicts, at energies Q ' MGUT ∼
15
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Fig. 10: Higgs spectrum in the MSSM taken from Ref. [16].
1016 GeV, universal gaugino masses, M1/2, universal scalar masses, M0, and universal trilinears, A0.
These ‘predictions’ however are not justified by any symmetry. Therefore one must consider this scenario
just as a simplified Ansatz on the MSSM parameters, and not as a model. The LSP in this scenario is the
neutralino, χ˜0, that is a mixture of neutral gauginos and Higgsinos.
A quite constrained sector of the MSSM is the Higgs sector. The Higgs potential is given by
V (Hu, Hd) = m
2




(|Hu|2 − |Hd|2)2 + g
2
2
|Hu ·Hd|2 . (28)
The spectrum consists of five physical Higgs bosons, two CP-even neutral, h0 and H0, one CP-odd, A0
and two charged, H±. The Higgs potential depends only on three unknown parameters. One is fixed by
v2 = 2(〈Hu〉2 + 〈Hd〉2), while the other two can be traded by tanβ and MA. At tree level, the other














(M2A −M2Z)2 + 4 sin2 2βM2AM2Z
}
, (29)
that leads to the predictionMh ≤MZ . Quantum corrections however change this prediction, makingMh
very sensitive to the superparticle spectrum. In spite of this, the Higgs h0 is always light,Mh . 130 GeV
(see Fig. 10) and should be visible at the LHC through its decay to bb, ττ or γγ. The other Higgs bosons
will also be visible at the LHC (Fig. 11) except in certain regions of tanβ–MA where they are difficult
to be seen.
6.1 Superpartners at Hadron colliders
The hunting of superparticles at the Tevatron and the LHC is quite involved due to the large number
of particles. In models with R-parity the superpartners are always produced in pairs and cascade down
to the LSP that, being stable, goes away from the detectors. A typical example is gaugino hunting.
Gauginos, once produced, can decay through different channels. For example, if χ˜0 is the LSP, we can
have








































LaThuile, 06/03/2009 Theory aspects of Higgs searches – A. Djouadi – p.18/24Fig. 11: Decay channels of the MSSM Higgs bosons that will be visible at the LHC as a function of tanβ and MA
In this case the signal consists of looking for an excess of jets+ missing ET . In certain cases the decay
can be
g˜ → qq˜ → qqχ˜+ → qql+ν˜ → qql+νχ˜0 , (31)
where χ˜+ is a chargino, a mixture of W˜ and charged Higgsinos. The final signal has in this case two extra
leptons that are easy to detect. For GMSB models, where the LSP is the gravitino, we have instead that
χ˜0 decays to the gravitino, χ˜0 → γ + G˜, and the final signal can be accompanied by photons. Searches
on charginos require similar signatures, although the production cross-sections are obviously smaller.
In almost all cases, the Tevatron and, especially, the LHC can do a good job and reach super-
particles up to very high masses. Figure 12 shows the expected sensitivity at the LHC for gaugino and
neutralino searches for different luminosities. If supersymmetry is there, we have a good chance to
discover it.
7 Higgsless and composite Higgs
Although the Higgs mechanism is a simple and economical way to break the electroweak gauge symme-
try of the SM and at the same cure the bad high-energy behaviour of the WLWL scattering amplitudes, it
has, as we showed, an ‘expensive price to pay’: the hierarchy problem. For this reason, it is interesting to
look for other ways to break the electroweak symmetry and unitarize the WLWL scattering amplitudes.
An example can be found in QCD, where pion-pion scattering is unitarized by the additional resonances
that arise from the SU(3)c strong dynamics. A replica of QCD at energies ∼ TeV that breaks the elec-
troweak symmetry can then be an alternative to the Higgs mechanism. This is the so-called technicolor
model [17] (TC). In TC there is no Higgs particle and the SM scattering amplitudes are unitarized, as
in QCD, by infinite heavy resonances. One of the main obstacles to implementing this approach has
arisen from EWPT that has disfavoured this type of model. The reason has been the following. Without
17
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Fig. 12: Expected sensitivity at the LHC for g˜ and χ˜0 searches for different luminosities
a Higgs, we expect the new particles responsible for unitarizing the SM amplitudes to have a mass at
around 1 TeV. These same resonances give large tree-level contributions to the electroweak observables.
There have been two different alternatives to overcome this problem. Either one assumes that
(1) there are extra contributions to the electroweak observables that make the model consistent with
the experimental data, or (2) that the strong sector does not break the electroweak symmetry but it just
delivers a composite pseudo-Goldstone boson (PGB) to be identified with the Higgs. This Higgs gets a
potential at the one-loop level and triggers EWSB at lower energies.
In the first case, the Higgsless approach, EWPT are satisfied thanks to additional contributions
to the electroweak observables that can come from extra scalars or fermions of the TC model, or from
vertex corrections. As we will see, the cancellations needed to pass the EWPT are not large, making this
possibility not so inconceivable.
In the second case, the Higgs plays the role of partly unitarizing the SM scattering amplitudes.
Compared to theories without a Higgs, the scale at which new dynamics is needed can be delayed, and
therefore the extra resonances that ultimately unitarize the SM amplitudes can be heavier. In this case
EWPT will be under control. This is the approach of the composite Higgs models, first considered by
Georgi and Kaplan [18]. In these theories a light Higgs arises as a PGB of a strongly interacting theory,
in a very similar way to pions in QCD.
Although these scenarios offer an interesting completion of the SM, the difficulty of calculating
within strongly coupled theories has been a deterrent from fully exploring them. Nevertheless, the sit-
uation has changed in recent years. Inspired by the AdS/CFT correspondence [19], a new approach
to building realistic and predictive Higgsless and composite Higgs models has been developed. The
AdS/CFT correspondence states that weakly coupled five-dimensional (5D) theories in Anti-de-Sitter
(AdS) have a 4D holographic description in terms of strongly coupled conformal field theories (CFT).
Such correspondence gives a definite prescription on how to construct five-dimensional theories that have
the same physical behaviour and symmetries as the desired strongly coupled 4D theory. This has allowed
one to propose concrete Higgsless [20] and composite Higgs [21,22] models that not only are consistent
with the experimental constraints, but also give clear predictions for the physics at the LHC. We will




7.1 The original Technicolor model. Achievements and pitfalls
Technicolor models [17] of EWSB consist of a new strong gauge sector, SU(N) or SO(N), that it is
assumed to confine at a low-scale µIR ∼ TeV. In addition, the model contains (at least) two flavours
of techni-quarks T u,dL , T
u,d
R transforming in the fundamental representation of the strong group and as
ordinary quarks under the electroweak group. As occurs in QCD, this implies that the strong sector
has a global G = SU(2)L × SU(2)R × U(1)X symmetry under which T u,dL transforms as a (2,1)1/6
and T u,dR transforms as a (1,2)1/6 (the hypercharge is given by Y = 2(T
R
3 + X)). Assuming that the
TC quarks condensate, 〈T¯LTR〉 ∼ µ3IR, the global symmetry of the strong sector G is broken down to
H = SU(2)V × U(1)X . The electroweak symmetry is then broken giving masses to the corresponding
SM gauge bosons. Fermion masses are assumed to arise from higher-dimensional operators such as
q¯LuRT¯RTL/M
2 that can be induced from an extended heavy gauge sector (ETC). After the TC-quark
condensation, SM fermions get masses mu ∼ µ3IR/M2.
If the number of colours N of the TC group is large enough, the strong sector can be described by
an infinite number of resonances [23]. The masses and couplings of the resonances depend on the model.
Nevertheless, as in QCD, we can expect vector resonances transforming as a triplet of SU(2)V ; the TC-
rho of mass mρ ∼ µIR. In order to see the implications of these resonances on the SM observables, it
is useful to write the low-energy Lagrangian of the SM fields obtained after integrating out the strong
sector (the equivalent of the QCD chiral Lagrangian). It is convenient to express this Lagrangian in
a SU(2)L × SU(2)R × U(1)X -symmetric way. To do so, we promote the elementary SM fields to fill
complete representations of SU(2)L×SU(2)R×U(1)X . For the bosonic sector, this means to introduce
extra non-dynamical vectors, i.e., spurions, to complete the corresponding adjoint representations WLµ ,
WRµ , and Bµ. Having the Goldstone multiplet U parametrizing the coset SU(2)L × SU(2)R/SU(2)V ,




|DµU |2 + cS
m2ρ
Tr[WLµνUW
RµνU †] + · · ·
]
, (32)
where DµU = ∂µU + iWLµ U − iUWRµ and f is the analog of the pion decay constant that scales as
f ∼ √N/(4pi)×mρ [23]. In Eq. (32) we have omitted terms of order (DU)4 that do not contribute to the
SM gauge boson self-energies, and terms of order f2D2/m4ρ that are subleading for physics at energies
below mρ. The cS is an order-one coefficient that in QCD takes the value cS = L10m2ρ/f
2 ' −0.4.
The mass of the SM W arises from the kinetic term of U that gives M2W = g
2f2/4 from which we can
deduce





We also obtain Eq. (6) due to the SU(2)V symmetry that corresponds to a custodial symmetry.
7.1.1 Flavour-changing neutral current (FCNC) and the top mass











2 that are larger than experimentally allowed.
Also the top mass is too large to be generated from a higher dimensional operator. Solutions to these
problems have been proposed [24]. Nevertheless most of the solutions cannot successfully pass EWPT.
7.1.2 Electroweak precision tests
The most important corrections to the electroweak observables coming from TC-like models are uni-
versal corrections to the SM gauge boson self-energies, Πij(p), and non-universal corrections to Zbb¯,
δgb/gb. The universal corrections to the SM gauge bosons can be parametrized by four quantities: Ŝ, T̂ ,
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W and Y [25]. The first two, the most relevant ones for TC models [26], are defined as




Since T̂ is protected by the custodial symmetry, the Lagrangian Eq. (32) only generates Ŝ. We have
Ŝ = −g2cS f
2
m2ρ






where we have extracted the result from QCD. Extra contributions to Ŝ, beyond those of the SM, are
constrained by the experimental data. They must be smaller than9 Ŝ . 2 · 10−3 at 99% CL. We see
that the contribution Eq. (35) is at the edge of the allowed value. Models with N larger than 3 or with
an extra generation of TC quarks, needed for realistic constructions (ETC models), are therefore ruled
out. The bound Ŝ . 2 · 10−3 can be saturated only if T̂ receives extra positive contributions ∼ 5 · 10−3
beyond those of the SM. Although the custodial SU(2)V symmetry of the TC models guarantees the
vanishing of the TC contributions to the T̂ -parameter, one-loop contributions involving both the top and
the TC sector are nonzero. Nevertheless, in strongly interacting theories we cannot reliably calculate
these contributions and know whether they give the right amount to T̂ .
As we said before, the generation of a top mass around the experimental value is difficult to achieve
in TC models and requires new strong dynamics beyond the original sector [24]. Even if a large enough
top mass is generated, an extra difficulty arises from Zbb¯. On dimensional grounds, assuming that tL,R
couples with equal strength to the TC sector responsible for EWSB, we have the estimate δgb/gb ∼
mt/mρ & 0.07 that overwhelms the experimental bound |δgb/gb| . 5 · 10−3. Similar conclusions are
reached even if tL,R couples with different strength to the TC sector [21], unless the custodial symmetry
is preserved by the bL coupling [27].
Realistic extra-dimensional Higgsless models can be constructed in which the above problems can
be overcome, although this requires extra new assumptions and some adjustments of the parameters of
the model [28].
7.2 Composite PGB Higgs
By enlarging the group G, while keeping qualitatively the same properties of the Higgsless models
described above, we are driven to a different scenario in which the strong sector instead of breaking the
electroweak symmetry, contains a light Higgs in its spectrum that will be the responsible for EWSB. The
minimal model consists of a strong sector with the following symmetry breaking pattern [21]:
SO(5)→ SO(4) . (36)
It contains four Goldstone bosons parametrized by the SO(5)/SO(4) coset:






where ha (a = 1, ..., 4) is a real 4-component vector, which transforms as a doublet under SU(2)L ∈
SO(4). This is identified with the Higgs. Instead of following the TC idea for fermion masses described
before, we can assume, inspired by extra dimensional models [21], that the SM fermion couples linearly
to fermionic resonances of the strong sector. This can lead to correct fermion masses without severe
FCNC problems.














µνΣT + V (Σ) + . . .
]
, (38)
where Fµν is the field-strength of the SO(5) gauge bosons (only the SM bosons must be considered
dynamical). From the kinetic term of Σ we obtain M2W = g
2(sh f)
2/4 together with Eq. (6), where we
have defined sh ≡ sinh/f with h =
√
h2a. This implies
v = shf ' 246 GeV . (39)
In this model the contribution to Ŝ has an extra suppression factor v2/f2 as compared to Eq. (35), and
then for v  f one can satisfy the experimental constraint. Also δgb/gb can be under control due to the
custodial symmetry [27]. The exact value of v/f comes from minimizing the Higgs potential V (h) that
arises at the loop level from SM couplings to the strong sector that break the global SO(5) symmetry.
The dominant contribution comes at one-loop level from the elementary SU(2)L gauge bosons and top
quark. In the model of Ref. [22], the potential is approximately given by
V (h) ' α s2h − β s2hc2h , (40)
where α and β are constants induced at the one-loop level. For α < β and β > 0 we have that the






To have sh < 1 as required, we need α ∼ β that can be accomplished in certain regions of the parameter







Since β arises from one-loop effects, the Higgs is light. In the extra-dimensional composite Higgs
models [22] one obtains f & 500 GeV, mρ & 2.5 TeV, and Mh ∼ 100–200 GeV.
In recent years similar ideas based on Higgs as a PGB have also been put forward under the name
of Little Higgs (LH) models [29]. In these models, however, the gauge and fermion sector is extended in
order to guarantee that Higgs mass corrections arise at the two-loop level instead of one-loop, allowing
for a better insensitivity of the electroweak scale to the strong sector scale mρ.
7.3 LHC phenomenology
7.3.1 Heavy resonances at the LHC
The universal feature of strongly coupled theories of EWSB or their extra dimensional analogs is the
presence of vector resonances, triplet under SU(2)V , of masses in the range 0.5–2.5 TeV; they are the
TC-rho or Kaluza–Klein states of the Wµ. They can either be produced in a qq¯ Drell–Yan scattering or
via weak boson fusion. These vector resonances will mostly decay into pairs of longitudinally polarized
weak bosons (or, if possible, to a weak boson plus a Higgs), and to pairs of tops and bottoms. Studies at
the LHC have been devoted to a very light TC-rho, mρ . 600 GeV, that will be able to be seen for an
integrated luminosity of 4 fb−1 [30].
In extra-dimensional Higgsless and composite Higgs models one also expects heavy gluon reso-
nances. Their dominant production mechanism at the LHC is through uu¯ or dd¯ annihilation, decaying
mostly in top pairs. The signal will then be a bump in the invariant tt¯mass distribution. For an integrated
luminosity of 100 fb−1 the reach of the gluon resonances can be up to masses of 4 TeV [31].
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The most promising way to unravel some composite Higgs model is by detecting heavy fermions
with electric charge 5/3 (q∗5/3) [22]. For not-too-large values of its mass mq∗5/3 , roughly below 1 TeV,
these new particles will be mostly produced in pairs, via QCD interactions,
qq¯, gg → q∗5/3 q¯∗5/3 , (43)
with a cross-section completely determined in terms of mq∗
5/3
. Once produced, q∗5/3 will mostly decay
to a (longitudinally polarized) W+ plus a top quark. The final state of the process Eq. (43) consists then
mostly of four W ’s and two b-jets:
q∗5/3 q¯
∗
5/3 →W+tW−t¯→W+W+bW−W−b¯ . (44)
Using same-sign dilepton final states we could discover these particles for masses of 500 GeV (1 TeV)
for an integrated luminosity of 100 pb−1 (20 fb−1) [32]. For increasing values of mq∗
5/3
the cross-section
for pair production quickly drops, and single production might become more important; masses up to
1.5 TeV could be reached at the LHC [33].
Besides q∗5/3, certain composite models and LH models also predict states of electric charge 2/3 or
−1/3 that could also be produced in pairs via QCD interactions or singly via bW or tW fusion [34, 35].
They will decay to a SM top or bottom quark plus a longitudinally polarized W or Z, or a Higgs. When
kinematically allowed, a heavier resonance will also decay to a lighter one accompanied with a Wlong,
Zlong or h. Decay chains could lead to extremely characteristic final states. For example, in one of the
models of Ref. [22], the Kaluza–Klein with charge 2/3 is predicted to be generally heavier than q∗5/3. If
pair produced, they can decay to q∗5/3 leading to a spectacular six W ’s plus two b-jets final state:
q∗2/3 q¯
∗
2/3 →W−q∗5/3W+q¯∗5/3 →W−W+W+bW+W−W−b¯ . (45)
In conclusion, our brief discussion shows that there are characteristic signatures predicted by these mod-
els that will distinguish them from other extensions of the SM. While certainly challenging, these signals
will be extremely spectacular, and will provide an indication of a new strong dynamics responsible for
EWSB.
7.3.2 Experimental tests of a composite Higgs
As an alternative to the detection of heavy resonances, the composite Higgs scenario can also be tested
by measuring the couplings of the Higgs and seeing differences from those of a SM point-like Higgs.
For small values of ξ ≡ v2/f2, as needed to satisfy the constraint on Ŝ, we can expand the low-energy
Lagrangian in powers of h/f and obtain in this way the following dimension-6 effective Lagrangian



































Equation (46) will be referred to as the Strongly Interacting Light Higgs (SILH) Lagrangian [36]. We
have neglected operators suppressed by 1/m2ρ that are subleading versus those of Eq. (46) by a factor
f2/m2ρ ∼ N/(16pi2), or operators that do not respect the global symmetry G and therefore are only
induced at the one-loop level with extra suppression factors — see Ref. [36]. The coefficients cH , cT , c6,
and cy are constants of order one that depend on the particular models. In 5D composite Higgs models
they take, at tree-level, the value [36]: cH = 1, cT = 0, cy = 1 (0), and c6 = 0 (1) for the model
of Ref. [22] ( [21]). Only the coefficient cT is highly constrained by the experimental data, since it




a small contribution to cT . The other operators can only be tested in Higgs physics. They modify the









[1− ξ (2cy + cH)]












Γ (h→ gg)SILH = Γ (h→ gg)SM [1− ξRe (2cy + cH)] (47)





















The loop functions I and J are given in Ref. [36]. Note that the contribution from cH is universal for all
Higgs couplings and therefore it does not affect the Higgs branching ratios, but only the total decay width
and the production cross-section. The measure of the Higgs decay width at the LHC is very difficult and
it can only be reasonably done for a rather heavy Higgs, well above the two gauge boson threshold,
that is not the case of a composite Higgs. However, for a light Higgs, LHC experiments can measure
the product σh × BRh in many different channels: production through gluon, gauge-boson fusion, and
top-strahlung; decay into b, τ , γ and (virtual) weak gauge bosons. In Fig. 13, we show the prediction
of a 5D composite Higgs for the relative deviation from the SM expectation in the main channels for
Higgs discovery at the LHC. At the LHC with about 300 fb−1, it will be possible to measure Higgs
production rate times branching ratio in the various channels with 20–40 % precision [37]. This will
translate into a sensitivity on |cHξ| and |cyξ| up to 0.2–0.4, at the edge of the theoretical predictions.
Since the Higgs coupling determinations at the LHC will be limited by statistics, they can benefit from a
luminosity upgrade, like the SLHC. At a linear collider, like the ILC, precisions on σh ×BRh can reach
the per cent level [38], providing a very sensitive probe on the scale f .
Deviations from the SM predictions of Higgs production and decay rate, could be a hint towards
models with strong dynamics. Nevertheless, they do not unambiguously imply the existence of a new
strong interaction. The most characteristic signals of the SILH Lagrangian have to be found in the very
high-energy regime. Indeed, a peculiarity of the SILH Lagrangian is that, in spite of a light Higgs,
longitudinal gauge-boson scattering amplitudes grow with energy and the corresponding interaction can
become sizeable. Indeed, the extra Higgs kinetic term proportional to cHξ in Eq. (46) prevents Higgs
exchange diagrams from accomplishing the exact cancellation, present in the SM, of the terms growing
with energy in the amplitudes. Therefore, although the Higgs is light, we obtain strong WW scattering
at high energies. Using the equivalence theorem [39], it is easy to derive the following high-energy limit
of the scattering amplitudes for longitudinal gauge bosons:
A (Z0LZ0L →W+LW−L ) = A (W+LW−L → Z0LZ0L) = −A (W±LW±L →W±LW±L )
A (W±LW±L →W±LW±L ) = −cHsf2 , (48)
A (W±Z0L →W±Z0L) = cHtf2 ,A (W+LW−L →W+LW−L ) = cH(s+ t)f2 , (49)
A (Z0LZ0L → Z0LZ0L) = 0 . (50)
8 Extra dimensions
One of the first to postulate the existence of extra dimensions was Kaluza in 1921 [40]. He wanted
to unify gravity with electromagnetism. For this purpose he considered a 5D theory with only gravity.
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Fig. 13: The deviations from the SM predictions of Higgs production cross-sections (σ) and decay branching ratios
(BR) defined as ∆(σ BR)/(σ BR) = (σ BR)SILH/(σ BR)SM − 1. The predictions are shown for some of the
main Higgs discovery channels at the LHC with production via vector-boson fusion (VBF), gluon fusion (h), and
top-strahlung (tth).
The 5D gravitons, hMN (M,N = µ, 5), corresponds to fluctuations around the flat space10 gMN =
ηMN + hMN . From a 4D point of view, they decompose as a spin-2 particle, hµν , a spin-1, hµ5, and
spin-zero h55. Kaluza associated the first one with the 4D graviton, and the second one with the photon.
This was possible due to the fact that hµ5 transforms, under an infinitesimal translation in the extra
dimension y → y+ θ(x), as hµ5 → hµ5−∂µθ that corresponds to a 4D gauge transformation. Although
this 5D theory gave a unified picture of gravity and electromagnetism, it failed to be realistic since it
could not incorporate massless charged matter.
A second motivation to consider higher-dimensional theories came from string theory [41]. Strings
were found to give a consistent description of quantum gravity. Nevertheless, this could only happen if
strings were living in more than 4 dimensions. For example, superstring theory must be formulated in 10
dimensions. Therefore extra dimensions can be needed in order to have a consistent description of quan-
tum gravity. As we will explain below, it was necessary for these extra dimensions to be compactified
with a compactification radii around the Planck length R ∼ 10−32 cm, and therefore out of the reach of
any experiment.
In 1998, however, Arkani-Hamed, Dimopoulos, and Dvali realized that extra dimensions could be
larger than the Planck length if only gravity was propagating in these extra dimensions [42]. Furthermore,
the existence of extra dimensions for gravity could also explain why gravity was much weaker than the
other interactions. The basic idea is very simple. If gravity propagates in 4 + d dimensions we know, by






where Ggrav is the equivalent to Newton’s constant in 4 + d dimensions. From Eq. (51) one learns that
the gravity force can be weaker than the other gauge forces, not because the strength of the interaction,
Ggrav, is small, but because gravity propagates in more than 4D and then the gravity force decreases




faster as r increases, F ∼ 1/r2+d, than the gauge forces, F ∼ 1/r2. Of course, we know that at
very large distances gravity lives in 4D, since we know that Newton’s law reproduces very accurately,
for example, the orbits of the planets. This means that the extra dimensions must be compact with a










Therefore largeR implies a smallGN . In other words, 4D gravity must be weaker than the other interac-
tions if its field lines spread over large extra dimensions. The larger the extra dimensions, the weaker is
gravity. This is a very interesting possibility that, as we will see below, has spectacular phenomenological
implications.
Several years later Randall and Sundrum found a different reason to have extra dimensions [43].
If the extra dimensions were curved or ‘warped’, gravitons would behave differently than gauge bosons
and this could explain their different couplings to matter.
Below we will discuss these two scenarios in more detail. Let us first explain the situation in the
old Kaluza–Klein picture.
9 Kaluza–Klein theories
As we said before, Kaluza was one of the first to consider theories with more than four dimensions in an
attempt to unify gravity with electromagnetism. Klein developed this idea in 1926 using a formalism that
is usually called Kaluza–Klein reduction [44]. Although their initial motivation and ideas do not seem to




Fig. 14: Compactification on S1





|∂µφ|2 + |∂yφ|2 + g25|φ|4
]
, (54)
where by y we refer to the extra fifth dimension. We have extracted a universal scale M∗ in front of the
action in order to keep the 5D field with the same mass-dimension as in 4D. Let us now consider that the
fifth dimension is compact and flat. We will consider that it has the topology of a circle S1 as in Fig. 14.
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This corresponds to the identification of y with y+ 2piR. In such a case, we can expand the 5D complex



































)2 |φ(n)|2]+ quartic− couplings . (58)
We see that the above action corresponds to a 4D theory with a massless scalar φ(0) and a tower of
massive modes φ(n). The field φ(0) will be referred to as the zero-mode, while φ(n) will be referred to as
Kaluza–Klein (KK) modes.
This reduction of a 5D theory to a 4D theory allows one to treat 5D theories as 4D field theories.
This is very useful since we know much more about 4D theories than 5D theories. At low energies (large
distances) we know that massive states in 4D theories can be neglected. Therefore the effective theory
















This equation tells us that the strength of the interaction of the zero-mode decreases as the radius in-
creases. If R is large, the scalar is weakly coupled.
The general features described above for a 5D scalar will also hold for gauge fields and gravity.































+ ... , (61)
where R(0) is the 4D scalar-curvature containing the zero-mode (massless) graviton, and F (0) is the













for the 4D Newton constant. Again, as in Eq. (60), the strength of the interaction is suppressed by the
length of the extra dimension.
Let us now imagine that we live in 5D. From Eqs. (62) and (63) we learn the following. Since the





On the other hand, using the relation GN ≡ 1/(8piM2P ), where MP = 2.4 × 1018 GeV is from now on




Equations (64) and (65) imply
R ∼ 1
MP
= lP ∼ 10−32 cm . (66)
We have then reached the conclusion that if we live in 5D, the radius of the extra dimension must be of
order the Planck length lP ! This extra dimension will not be accessible to present or near-future experi-
ments. This is the reason why experimentalists never paid attention to the existence of extra dimensions
even though they were motivated theoretically a long time ago, e.g., from string theory.
Let us finish this section with a comment on the scale M∗. Classically, we introduced this scale
based on dimensional grounds. At the quantum level, however, this scale has a similar meaning as MP
in 4D gravity or 1/
√
GF in Fermi theory. It represents the cutoff Λ of the 5D theory. We do not know
how to quantize the 5D theory above M∗, since amplitudes such as φφ → φφ grow with the energy as
∼ E/M∗ .
10 Large extra dimensions for gravity
In 1998 Arkani-Hamed, Dimopoulos, and Dvali (ADD) proposed a different scenario for extra dimen-
sions [42]. Motivated by the weakness of gravity, they considered that only gravity was propagating in
the extra dimension. As we already saw, the effective 5D theory at distances larger than R is a theory
of 4D gravity with a GN being suppressed by the length of the extra dimension. Then the smallness of
GN can be considered a consequence of large extra dimensions. The key point to avoid the conclusion
of Eq. (66) is that not all fields should share the same dimensions. In particular, gauge bosons should be
localized in a 4D manifold.
In 1995 string theorists realized that superstrings in the strong-coupling limit contain new solitonic
solutions [45]. These solutions received the name of D-branes and consisted in sub-manifolds of dimen-
sions D+1 (less than 10) with gauge theories living on them. From string theory we therefore learn that
there can be theories where gravitons and gauge bosons do not share the same number of dimensions,
giving realizations of the scenario proposed by ADD [46].
Let us then assume that gravity lives in more dimensions than the SM particles (leptons, quarks,
the Higgs and gauge bosons), and study the implications of this scenario. First of all, we must find out
how large the extra dimensions must be in order to reproduce the right value of GN . For d flat and











R(0) + ... , (67)
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For a toroidal compactification we have V d = (2piR)d. Following Ref. [42], we will absorb the factors
2pi in M∗ and rewrite Eq. (68) as11
M2P = (RM∗)
dM2∗ . (69)
Note that Eq. (64) does not apply since gauge bosons do not live in 5D. Let us fix M∗ slightly above
the electroweak scale M∗ ∼ TeV to avoid introducing a new scale (this is a nullification of the hierarchy
problem). In such a case we have from Eq. (69) a prediction for R:
d = 1 → R ∼ 109 km ,
d = 2 → R ∼ 0.5 mm ,
...
d = 6 → R ∼ 1/(8 MeV) ,
The option d = 1 is clearly ruled out. For d = 2 we expect changes in Newton’s law at distances
below the mm. Surprisingly, as we will show below, we have not measured gravity at distances below
∼ 0.1 mm. This is due to the fact that Van der Waals forces become comparable to gravity at distances
around 1 mm, making it very difficult to disentangle gravity effects from the large Van der Waals effects.
So the option d = 2 is being tested today at the present experiments. Larger values of d are definitely
allowed.
10.1 Phenomenological implications
What are the implications of this scenario? Let us concentrate on the case d = 2. At distances shorter
than 1 mm, we must notice that gravity lives in 6D. To study the effects of a 6D gravity, we will again
Fourier decompose the 6D graviton field, hµν(x, y1, y2). For example, if y1 and y2 are compactified in a
torus, we have the Fourier decomposition





ei(n1y1+n2y2)/R h(~n)µν (x) , (70)
where ~n = (n1, n2). The state h
(~0)
µν is our massless graviton, while h
(~n)
µν with ~n 6= 0 are the KK states






can describe this 6D theory as a 4D theory containing a massless graviton and a KK tower of graviton
states. There are also the KK states for the components hµ5, hµ6, h65, h55, and h66. Nevertheless,
since matter is assumed to be confined in a 4D manifold at y = 0, we have that the energy-momentum




NTµνδ(y). Hence these extra states do not couple to the
energy-momentum tensor of matter. The situation is a little bit more subtle for the ‘dilaton’ field φ that
corresponds to a combination of hMN M,N = 5, 6. Although it does not couple to Tµν , it mixes with
the graviton. This mixing can be eliminated by a Weyl transformation. Nevertheless, after the Weyl
rotation, φ appears to be coupled to the trace of Tµν . This coupling is usually smaller than those between
gravitons and matter (in fact, it is zero for conformal theories) and therefore we will neglect it.






















where Lkin is the kinetic term of the gravitons. The KK states h(~n)µν will modify the gravitational in-
teraction at E > 1/R. Since they couple to matter with a strength ∼ 1/MP , we have that at energies
























where in the last equality we have used Eq. (69). Note that g2grav becomes O(1) at energies M∗. There-
fore M∗ is the scale at which quantum gravity effects are important. The generalization to d extra







With Eq. (72) we can easily estimate any gravitational effect in any experimental process that we can
imagine.
Fig. 15: Upper limits on forces of the form of Eq. (74) [47]
10.1.1 Measuring the gravitational force at millimetre distances
The KK of the graviton give rise to new forces. Since they are massive particles they produce a Yukawa-





where α = 16/3 for a 2-torus compactification and λ = R. Searches for new forces have been carried
out at several experiments. Nevertheless, the bounds on α are very weak at distances r below∼ 0.1 mm.
In Fig. 15 we plot the present experimental bounds on α and λ. The value of R ∼ 0.5 mm, expected
for M∗ ∼ TeV and d = 2, is ruled out. Therefore the case d = 2 is only at present allowed if M∗ & 3
TeV [47].
29
BEYOND THE STANDARD MODEL
143
10.1.2 Collider experiments
It is easy to estimate that the contributions of the KK gravitons to any physical process measured in any
collider are small. For example, let us consider the process BR(K → pi + gravitons). We can use
Eq. (72) with E ∼MK and obtain





∼ 10−12 , (75)
for M∗ ∼ TeV. This is close to the experimental constraint but it does not rule out the model. Similarly,
we can estimate the contribution of the KK tower of gravitons to other low-energy processes:











∼ 10−4 . (76)
None of them contradict the experimental bounds. Until now, no collider experiment has been able to
exclude this scenario. The present limit from colliders arises from the process [48]
qq, gg → g + gravitons , (77)
where the gravitons disappear from the detector carrying energy with them. This cross-section grows
with the energy as E2/M4∗ . Searching for a monojet plus missing transverse energy one can put a bound
on M∗. From Tevatron, one gets M∗ & 1 TeV [49].
10.1.3 Astrophysics
Will this scenario modify stellar dynamics? The KK gravitons can be copiously produced in the stars.
Since they interact very weakly with matter (with 1/MP suppressed couplings) they can escape carrying
energy with them. This can definitely change the stellar dynamics.
The most severe constraint on M∗ arises from SN 1987A since it has a high core temperature
∼ 30 MeV. During the collapse of the SN 1987A about 1053 erg were released in a few seconds. We
must then ensure that the graviton luminosity does not exceed 1053 erg/s.
Gravitons can be produced in the supernova core through several processes. One example is
through nucleon scattering NN → NN + Grav. This cross-section can be estimated to be σ ∼
σ(NN → NN)(E/M∗)2+d. A detailed analysis leads to the bound M∗ & 40, 3, 1 TeV for d = 2, 3, 4
[50]. A more stringent bound can be found from KK gravitons emitted by supernova remnants and neu-
tron stars that are gravitationally trapped, forming a halo, and occasionally decaying into photons. Limits
on γ-rays from neutron-star sources imply [51] M∗ & 200, 16 TeV for d = 2, 3. The decay products of
the KK gravitons that form the halo can provide an extra heat source if they hit the surface of the neutron
star; the low measured luminosities of pulsars lead to M∗ & 750, 35 TeV for d = 2, 3. Although these
bounds tell us that M∗ must be larger than the electroweak scale, we must say that they are very sensitive
to the masses of the lightest KK states that strongly depend on the type of compactification.
10.2 Future experiments
a) Gravity tests at sub-millimetre distances
As explained in Ref. [47], it is difficult to predict how much future experiments will improve on the
tests of gravity at short-distances, because the results will almost surely be limited by systematic






The graviton production Eq. (77) gives a very clean signature at the LHC: monojet+Missing en-
ergy. For the LHC with 10/fb, one expects to probe the model for a M∗ up to ∼ 8 TeV.
Another interesting signature of this scenario is the production of black holes [52]. In this scenario









where MBH is the black hole mass (this is valid only for MBH > M∗). Estimating the cross-
section for the production of black holes as σ ∼ piR2S , we will have for M∗ ∼ TeV a production
of 107 black holes at the LHC with a luminosity of 30 fb−1.
11 Warped extra dimensions
There is another way to escape from the prediction of Eq. (66) that does not need to have the SM localized
on a 4-dimensional boundary. This is based on having the extra dimension not flat but ‘warped’. This
was realized by Randall and Sundrum (RS) [43]. Here we will describe this scenario and will study
its phenomenological consequences. Again, as in the ADD scenario, the motivation is to explain why
gravity is so weak.
The RS scenario is based on a 5D theory with the extra dimension y compactified in a orbifold,
S1/Z2. This compactification corresponds to a circle S1 with the extra identification of y with −y as
shown in Fig. 16. This gives a ‘segment’ y ∈ [0, piR], a manifold with boundaries12 at y = 0 and




Fig. 16: The S1/Z2 orbifold









M3∗R+ Λ + δ(y)Λ0 + δ(y − piR)ΛpiR
]
. (79)
By solving Einstein’s equations
RMN − 1
2
gMNR = − 1
M3∗
TMN , (80)
12This is not a smooth manifold but seems to be a consistent compactification in string theory.
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where
− TMN = ΛgMN + Λ0δ(y)gµνδµMδνN + ΛpiRδ(y − piR)gµνδµMδνN , (81)
one obtains the metric







One must also impose Λ0 = −ΛpiR = Λ/k. The metric Eq. (82) corresponds to a 5D Anti-de-Sitter
(AdS) space (Fig. 17). The factor e2k|y| in front of dx2 is called the ‘warp’ factor and determines how
the 4D scale changes as we move inside the extra dimension. Since 〈R〉 ∝ k2, we must have k .M∗ in
order to be able to use classical gravity.
y = 0 y = piR
AdS5
Fig. 17: The Randall–Sundrum scenario
















−g(0)R(0) + ... , (84)
where we have used Eq. (82) with ηµν → ηµν+h(0)µν (the field h(0)µν is the massless gravitational fluctuation











We see that the effect of having a warped space is that the relation between MP , M∗, and R has changed
from the flat case [Eq. (69)]. Equation (85) is telling us that MP is exponentially larger than M∗. If M∗



























F (0)µνF (0)µν . (88)
Note that no exponential factors appear in front of the F 2 term. Equation (88) tells us that the 4D gauge













This is a very interesting result. It says that 1/g24 is not exponentially enhanced as in the case of the
graviton. Therefore the gauge coupling can still be of order 1 and the model can be phenomenological
viable without the need of localizing the gauge boson on the 4D boundary. We see that the warp factor
of the metric Eq. (82) affects fields of different spin in a different way.
There is an alternative way to understand the features of the RS scenario. If we look at Eq. (82)
we see that the 4D metric gµν = e2k|y|ηµν changes as we move in the extra dimension. This means that
the 4D scales are different in different points of the extra dimension. As a consequence, for an observer
at y = 0, an experiment delivering an energy E at y = 0 will deliver an energy Eeky if the experiment
is at y. The two energies are related by a blue-shift factor that is the square-root of the warp factor. From
the point of view of effective theories this means that the cutoff of our theory depends on y. At y = 0
this is M∗, but at y = piR this is M∗ekpiR. If we associate M∗ with the electroweak scale, M∗ ∼ TeV,
the electroweak symmetry breaking must take place at y = 0 (the Higgs must live at y = 0). The 4D
graviton, however, must be living at y = piR in order to have the Planck scale blue-shifted with respect to
M∗, MP ∼M∗ekpiR. This is exactly the situation of the RS scenario (as we will see below, the massless
graviton is localized at y = piR) giving an intuitive explanation of Eq. (85).
11.1 KK reduction and phenomenology
In order to study the full implications of warped extra-dimensions one must study the effects of the KK
states of the graviton, gauge fields, and fermions. Here we will perform a KK reduction of the graviton
in the background (82).




µν (x). Since the metric
Eq. (82) does not depend on x, h(n)µν (x) corresponds to plane-waves h
(n)
µν (x) ∝ eipnx where p2n = m2n.
From the linearized Einstein equation in the background (82) we obtain13[
∂2y − 4k2 + e−2k|y|m2n − 4k[δ(y)− δ(y − piR)]
]
fn(y) = 0 . (90)














where Jα and Yα are Bessel functions and Nn are normalization constants. The values of b(mn) and mn









13We take the gauge hµµ = ∂µhµν = 0.
14We must also impose fn(y) = fn(−y) due to the orbifold condition.
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The values of mn are therefore quantized. The lowest mode (n = 0) corresponds to a massless state





We see that, as expected, this graviton is localized towards the y = piR boundary. The RS scenario








These are of order of k ∼ TeV. This is very different from the ADD scenario where the KK gravitons are
very light. The wave-functions of the KK gravitons, fn, are picked towards the boundary at y = 0. Then
they correspond to states localized at y = 0.
The phenomenology of the warped extra-dimensional scenario is very different from that of ADD.
Since the KK are heavy, there is no implications for low-energy processes. Only accelerators at very
high energies such as the LHC will be able to test this scenario. The process will be the same as for the
ADD scenario, qq, gg → g + gravitons but now only a single KK state will be produced.
If the SM fields propagate in the extra dimension [55] (only the Higgs must live on the y = 0
boundary since, as we said above, the electroweak-breaking sector must be localized at y = 0), KK
modes associated to the SM fields could be seen in future colliders.
11.2 The AdS/CFT correspondence, Higgsless and composite Higgs models
The AdS/CFT correspondence relates 5D theories of gravity in AdS to 4D strongly-coupled conformal
field theories [19]. In the case of a slice of AdS (Fig. 17), a similar correspondence can also be for-
mulated [56]. The boundary at y = piR corresponds to an ultraviolet cutoff in the 4D CFT and to the
gauging of certain global symmetries. For example, in the case we are considering where gravity and
the SM gauge bosons live in the bulk, the corresponding 4D CFT will have the Poincaré group gauged
(giving rise to gravity) and also the SM group SU(3)× SU(2)L × U(1)Y (giving rise to the SM gauge
bosons). Matter localized on the boundary at y = piR corresponds to elementary fields external to the
CFT that only interact via gravity and gauge interactions. On the other hand, the boundary at y = 0 cor-
responds in the dual theory to an infrared cutoff of the CFT. In other words, it corresponds to breaking the
conformal symmetry at the TeV scale. The KK states of the 5D theory correspond to the bound states of
the strongly coupled CFT. Although the CFT picture is useful for understanding some qualitative aspects
of the theory, it is practically useless for obtaining quantitative predictions since the theory is strongly
coupled. In this sense, the 5D gravitational theory in a slice of AdS represents a very useful tool since it
allows one to calculate the particle spectrum, which would otherwise be unknown from the CFT side.
Following the AdS/CFT correspondence we can design five-dimensional models with the proper-
ties of the strongly-coupled models discussed in Section 7. For example, Higgsless models [20] consist
in gauge theories in RS spaces with the symmetry pattern
Boundary at y = 0: SU(2)V × U(1)X × SU(3)c
5D Bulk: SU(2)L × SU(2)R × U(1)X × SU(3)c
Boundary at y = piR : SU(2)L × U(1)Y × SU(3)c
(96)
For composite PGB Higgs models we have [21, 22]
Boundary at y = 0: O(4)× U(1)X × SU(3)c
5D Bulk: SO(5)× U(1)X × SU(3)c



















Fig. 18: KK fermion masses vs the Higgs mass in the model of Ref. [22]. All fermion KK states are colour
triplets under the strong group. The quantum numbers under SU(2)L × U(1)Y are also given. We notice that the
normalization of hypercharge in Ref. [22] is different from ours; one must multiply by 2 to get the hypercharges
as defined here.
In these models the lightest KK states are the partners of the top with SM quantum numbers (3,2)7/3,1/3
and (3,1)4/3.The spectrum is shown in Fig. 18. Gauge boson and graviton KK states are heavier, around
2.5 TeV and 4 TeV respectively.
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Abstract
These lectures aim at providing a pedagogical overview of neutrino physics.
We will mostly deal with standard neutrinos, the ones that are part of the Stan-
dard Model of particle physics, and with their standard dynamics, which is
enough to understand in a coherent picture most of the rich data available.
After introducing the basic theoretical framework, we will illustrate the exper-
imental determination of the neutrino parameters and their theoretical implica-
tions, in particular for the origin of neutrino masses.
1 Introduction
Neutrino physics has played a crucial role in particle physics since the birth of the theory of weak in-
teractions, but the advances in a field requiring the detection of such an elusive particle, have been
characterized by long time scales until 1998. After about 70 years of slow (but steady) progress, the
findings of the Super-Kamiokande (SK) experiment in 1998 triggered an impressive acceleration and a
renewed interest in the field.
There are various reasons for the interest in neutrino physics. First of all, after decades in which
the interpretation of neutrino experiments testing neutrino transitions has been plagued by the uncertain
knowledge of the initial fluxes, the SK experiment started an era in which the data interpretation has been
relatively clean, with measurements either relatively independent of the flux uncertainties or based on
quite a precise knowledge of the fluxes.
On the theoretical side, the evidence of small but non-vanishing neutrino masses represents one
of the few clear indications of physics beyond the standard model of particle physics (SM). The latter
predicts in fact vanishing neutrino masses, unless supplemented by additional degrees of freedom or
effective interactions (which can be anyway considered as strong hints of new degrees of freedom living
at a higher energy scale).
Moreover, neutrinos play a crucial role in cosmology, another field which is witnessing a fast ex-
pansion. They could be responsible for the origin of the baryon asymmetry of the universe, i.e. our very
existence, they enter the determination of the spectrum of the cosmic microwave background (CMB),
the determination of the large scale structures (LSS) in the universe, the delicate chemical equilibriums
determining the light element abundances during big bang nucleosynthesis (BBN). Not to mention astro-
physics, where they represent a powerful probe of the dynamics of the Sun, of core-collapse supernovae,
of high energy sources, etc.
Last but not least, neutrinos play an important role in many particle physics models and phenom-
ena, and may allow to indirectly access energy scales otherwise largely out of the reach of (natural and
laboratory) particle accelerators. They are for example important ingredients in grand unified theories
(GUTs), flavour models, lepton flavour violation, lepton violation, neutrinoless double beta decay.
In this lectures we will discuss many of the issues mentioned above. After some historical remarks,
we will discuss neutrino phenomenology, in particular what do we know, and how, about the neutrino
parameters. We will then discuss the theoretical impact of the knowledge on neutrino parameters, in
particular the implications on the origin of neutrino masses and of the pattern of neutrino masses and
mixings. Useful general references are [1, 2]. We will use natural units.
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(a) (b) (c)
Fig. 1: Neutrino indirect discoveries: (a) electron neutrino from the beta decay spectrum; (b) muon neutrino from
the decay of pions from cosmic rays; (c) tau neutrino from e+e− → e±µ∓X anomalous events at SPEAR.
2 The birth of neutrino physics
The existence of neutrinos has been first postulated by Pauli [3] in 1930 as a “desperate remedy” to save
energy conservation in the beta decay of nuclei. In the absence of neutrinos, the two body decay of a
nucleus made of Z protons andA nucleons, (A,Z)→ (A,Z+1)+e−, would produce a monochromatic
spectrum for the emitted electron. On the other hand, a continuous spectrum, typical of a three body
decay, was observed (see Fig. 1a). Hence Pauli’s postulation of the existence of what we now call an
electron anti-neutrino, νe, in the final state of the decay:
(A,Z)→ (A,Z + 1) + e− + νe. (1)
Fermi took Pauli seriously and in 1934 provided a quantitative description of the phenomenon in terms of
an effective interaction that would become the basis of the theory of weak interactions [4,5]. His success
lead to a wide acceptance of the neutrino hypothesis. The experimental progress in neutrino physics has
been quite slow in most of the neutrino history, and it was only in 1956 that Reines and Cowan [6,7] were
able to establish experimentally the existence of the neutrino emitted by nuclear reactors by detecting
them through the inverse beta reaction
νe + p→ n+ e+. (2)
The muon neutrino was also introduced to account for missing momentum. Some cosmic ray
tracks observed in balloon experiments were in fact exhibiting 90-degrees kinks in correspondence to
what would be interpreted as the decay of a charged pion into a muon and a muon neutrino: pi+ → µ+νµ
(see Fig. 1b). While such tracks were observed in the late 40’s, when the pion was discovered, it was
only in 1964 that Lederman, Schwartz, and Steinberger [8] detected muon neutrinos by producing the
first, prototypical, artificial neutrino beam at Brookhaven. The latter was obtained by sending a beam
of protons on target to produce pions, mostly decaying into muons and neutrinos as above. This is
still a widely used method to produce neutrinos, in the laboratory and in Nature. The neutrinos were
then detected through interactions with matter that were found to produce muons, not electrons, thus
indicating that the neutrino detected was not the same as the electron neutrino detected by Reines and
Cowan. Moreover, the separate conservation of individual (electron, muon) lepton numbers holds in
such processes, once the neutrinos are given the same lepton number as their corresponding lepton. As
a consequence, when decaying into an electron, a muon should produce both a muon neutrino and an
electron antineutrino: µ → e νµνe. The fact that muon decay is mostly a three body decay is confirmed
by the analysis of the electron spectrum. Another reason why the two neutrinos emitted in the muon
decay should be different is that otherwise the muon decay operator would induce a µ → eγ decay rate




Tau neutrinos were associated in 1975 to the tau lepton discovery and detected only recently, in
2000. Tau leptons were discovered at the SPEAR e+e− accelerator, which observed anomalous events
e+e− → e±µ∓X [9] (see Fig. 1c). X represents here one or more invisible particles whose presence in
the final state was inferred by the measurement of the missing momentum. The charged particles in the
final state are produced by the decay (too fast to be observed) of a τ+τ− pair produced in the collision.
Analogously to the muon case, the τ lepton should decay into a lighter lepton and a couple of neutrinos,
to conserve the individual lepton numbers. The tau neutrinos was thus introduced. Its detection at the
DONUT experiment [10] at FNAL was achieved by producing a tau neutrino flux through the Ds decay
into τ ντ and through the challenging observation of the tau produced by the ντ interaction in matter.
The obvious question is now whether the story is over or there exists other neutrino species, besides
the electron, muon and tau ones. An important constraint on the existence of such additional neutrinos
is given by the measurement of the Z-boson width at LEP. The decay width depends on the number of
(kinematically accessible) decays channels. The measurement agrees with the prediction one obtains
taking into account the known charged particles with m < MZ/2 and the three (2.98 ± 0.01) known
neutrinos. The existence of additional neutrinos with m < MZ/2 is therefore excluded. Note that by
neutrino here we mean a particle with the same interactions as the three known neutrinos. “Sterile neu-
trinos”, hypothetical particles not having any SM gauge interaction, would not contribute to the Z width
and are therefore allowed by the Z-width constraint. The latter, moreover, translates into a constraint
on the number of fermion families. The known fermions are organised in three families with identical
gauge quantum numbers, each including a neutrino. The existence of additional families incorporating
light (m < MZ/2) neutrinos is therefore also excluded.
Neutrino oscillation have also a long history. They were postulated in 1957 by Pontecorvo [11,12]
who, in analogy with K0-K0 oscillations, considered neutrino-antineutrino oscillations. The possibility
of mixing among electron and muon neutrinos was then considered by Maki, Nakagawa, and Sakata [13]
in 1962, in analogy to the Gell-Mann hypothesis of quark mixing. The first experimental evidence of
neutrino oscillations came in 1968, when Davis, using and experimental technique suggested by Pon-
tecorvo [14,15], observed a deficit of about 50% in the measured solar neutrino flux [16,17] with respect
to what predicted by Bahcall [18] a few years before. Such an evidence was however plagued by the
uncertainties on the theoretical prediction of the solar neutrino flux. As we will see, it was only relatively
recently that the SNO experiment was able to get rid of such uncertainties and confirm both the deficit
and Bahcall’s prediction.
3 Neutrino parameters
Before discussing what we know about them and how, let us define the neutrino parameters. In order
to put the discussion in context, we start by describing the theoretical framework and by illustrating the
difference between Dirac and Majorana neutrino.
Most neutrino experiments are characterized by energies much lower than the electroweak scale,
v = 174 GeV. At such scales, the electroweak symmetry is badly broken and it is convenient to describe
the dynamics of the particles light enough to be produced as initial or final states by means of an effec-
tive hamiltonian that does not involve heavy fields and obeys the unbroken QED and QCD symmetries
(U(1)em and SU(3)c respectively).
Neutrinos do not couple to photons (QED) nor gluons (QCD). Their interactions are described by
an effective lagrangian generated by W and Z exchanges at the electroweak scale. Such a four fermion
interaction was first introduced by Fermi and its detailed form was spelled out later [19–21]:





cµ + N.C. + . . . , (3)




the charged current is given by
jµc = νei γ
µPL ei + ui γ
µPL di (4)
in terms of the three charged lepton Dirac fields ei (e1 ≡ e, e2 ≡ µ, e3 ≡ τ ), the three neutrino “flavour
eigenstates” νei , i = 1, 2, 3, the three up quarks ui (u1 ≡ u, u2 ≡ c, u3 ≡ t), the three down quarks
di (d1 ≡ d, d2 ≡ s, d3 ≡ b). PL = (1 − γ5)/2 is the projector on left-chirality fields, ψL ≡ PLψ,
and PR = (1 + γ5)/2 is the projector on right-chirality fields, ψR ≡ PRψ. In the massless limit, left-
chirality fields are associated to left-handed helicity particles and right-handed helicity antiparticles. In
the massive limit this is not the case.
Neutrinos are allowed to have non-vanishing masses m1, m2, m3. We denote by νi, i = 1, 2, 3,
the neutrino mass eigenstates fields, which by definition diagonalize the mass matrix. The flavour eigen-
states, νei , i = 1, 2, 3, diagonalize the charged current. The neutrino flavour eigenstates can be expressed
in terms of the mass eigenstates through a 3 × 3 unitary matrix U called Pontecorvo Maki Nakagawa
Sakata (PMNS) matrix. The matrix is unitary because it has to preserve the canonical form of the kinetic
term of the neutrino fields. As in the case of the CKM matrix describing quark mixing, not all the 9
parameters parameterizing the matrix U are physical. The physical parameters are three mixing angles
and, depending on the Dirac or Majorana nature of the neutrinos (see below), one or three CP-violating
phases. The standard parameterization of the PMNS matrix in the case of Majorana neutrinos is
U =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13siδ −c12s23 − s12c23s13siδ c23c13
1 0 00 eiα 0
0 0 eiβ
 , (5)
where sij = sin θij , cij = cos θij , θ12, θ23, θ13 are three mixing angles, δ is a CP-violating phases that
is physical in both the Majorana and Dirac neutrino cases, and α, β are two CP-violating phases that are
physical only in the case of Majorana neutrinos and are therefore sometimes called Majorana phases. In
the case of Dirac neutrinos, the standard parameterization of the PMNS matrix is given by the first factor
only in the RHS eq. (5).
From a qualitative point of view, Dirac and Majorana neutrinos differ as follows. In the case of
Dirac neutrinos, neutrino and antineutrino are two different particles, each with two possible values of
the helicity, for a total of 4 degrees of freedom. Also, the neutrino and antineutrino fields are independent
and the neutrino field, as all Dirac fields, splits into two independent components with definite chirality
(value of γ5): ν = νL + νR. A mass term for Dirac neutrinos does not break lepton number.
In the case of Majorana neutrinos, the neutrino particle coincides with its antiparticle1, which gives
a total of 2 degrees of freedom. The neutrino and antineutrino fields are not independent (they are related
by a matrix transformation) and only have one chirality: ν = νL. A mass term for a single Majorana
neutrino field necessarily breaks lepton number and any U(1) charge associated to the neutrino.
In the massless limit, the distinction between Dirac and Majorana neutrinos is irrelevant. Indeed,
the νR component of the Dirac field, if it exists, does not have in this case any interaction, gauge or
Yukawa, nor it is mixed by a mass term to the νL component. Therefore, it does not affect the dynamics
of the fields produced in the experiments. As a consequence, telling Majorana from Dirac neutrinos in
experiments in which the energy is much larger than the neutrino mass (so that we approach the massless
limit) is difficult. In particular, the distinction between Majorana and Dirac neutrinos is irrelevant in
oscillation experiments and in most other neutrino experiments except when lepton number violation
plays a role, as in the case of neutrinoless double beta decay (see Section 4.7).
From a pragmatic point of view, what above is what needed for the comprehension of this and the
next Section. In the next subsection we will give additional theoretical details on the nature of neutrino
masses that will be mostly needed as a background to Section 5 only and can be omitted at a first reading.
1In the case of massless neutrinos, the two helicities do not mix and can be associated to two massless fermions, the neutrino
and the antineutrino, with one degree of freedom each. In the case of massive neutrinos, the two helicities are mixed by the




3.1 The neutrino mass term
In this interlude we would like to discuss in greater theoretical detail the form of the neutrino mass
term, the difference between Dirac and Majorana neutrinos, and how the neutrino parameters arise. This
requires a basic knowledge of quantum field theory.
The charged fermions are described by Dirac spinors, four component complex fields. From
the point of view of Lorentz transformations, Dirac spinors are not elementary, though. For example,
the electron field, e, contains two independent components that have different (inequivalent) Lorentz
transformations, characterized by their chirality: e = eL + eR. In order to be able to write the most
general Lorentz invariant mass term or interaction, it is useful to list the fields with equivalent Lorentz
transformations. Each Standard Model charged fermion field, and each conjugated field, decomposes
into a left and a right component: ui = uiL + uiR, ui = uiL + uiR, di = diL + diR, di = diL + diR,
ei = eiL + eiR, ei = eiL + eiR, where i = 1, 2, 3 is the family index and I have omitted the color index
of quarks. Only the left-handed component of the neutrino field has been observed so far, therefore we
do not include a right-handed component in the list for the time being: νi = νiL, νi = νiL. Note that
the conjugated of a right-chirality field also has left-chirality. The left-chirality fields are therefore eiL,
uiL, diL, eiL = eiR, uiL = uiR, diL = diR, νiL. The conjugated fields have all right-chirality. The most
general Lorentz invariant gauge transformation can in principle mix all the left-chirality fields. Once the
gauge transformations have been defined, the most general mass term is given by
mij
2
ψiLψjL + h.c., (6)
where ψiL denotes a generic left-chirality field (the 7 (per family) fields listed above, in the case of the
SM), a proper Lorentz invariant contraction of the Lorentz indexes is understood, and the mass matrix
mij is symmetric and should be invariant under gauge transformation. It is then easy to write the most
general mass term for the fermions above. In the effective theory we are considering, the relevant gauge
symmetries are the QED and QCD ones, U(1)em and SU(3)c. Under SU(3)c transformations, each left-
chirality quark field uiL, diL transforms as a triplet and each left-chirality antiquark field, uiR, diR,
transforms as an anti-triplet (leptons are of course invariant). Under U(1)em transformations, each left
chirality fermion transforms according to its electric charge: QuL = 2/3, QdL = −1/3, QeL = −1,
QνL = 0, QuR = −2/3, QdR = 1/3, QeR = 1. Note that the neutrino field does not feel either QCD or
QED interactions, hence its elusiveness. It is then an easy exercise to write the most general mass term








νiLνjL + h.c.. (7)
A few comments are in order. The charged fermions mass terms couple two independent fields (that
can be combined into a Dirac field). Such mass terms are called “Dirac” mass terms. The factor 1/2 is




ijuiRujL, where we have
used the fact that the mass term, when written in the form in eq. (6), is symmetric. The neutrino mass
term, on the other hand, involves the same set of fields. Such a mass term is called a “Majorana” mass
term. Any charge carried by the νiL (such as total lepton number, for example) is violated by such a mass
term. That is why the neutrinos are the only fermions in the above list for which a Majorana mass term
is allowed: they are the only neutral fields (under the gauge symmetries we are considering). Note that
the observed smallness of neutrino masses, compared to all the other fermion masses, is not explained
at this level: the QED and QCD gauge symmetries allow a mass term for both the charged fermions and
the neutrinos. We will see in Section 5 that a natural explanation for the smallness of neutrino masses
arises once the whole SM gauge symmetry GSM = SU(3)c × SU(2)L × U(1)Y is considered.
If neutrinos have a right-chirality component νR (also uncharged under QED and QCD interac-















The first two terms are Majorana, while the third one is a Dirac mass term. The Dirac limit, in which
lepton number is conserved if νL and νR are given the same lepton number as eL and eR, is obtained for
mL = mR = 0. We will see that the right-chirality components of neutrinos, if present, are allowed to
get a mass term much heavier than the electroweak scale. This may account for their absence from the
effective lagrangian we are considering and for the smallness of the light neutrino masses. For the time
being we stick to the economical and theoretically appealing case in which only left-chirality neutrinos
are present.
Fermion masses and mixings are obtained when writing the lagrangian in terms of mass eigen-











































































Because of the first requirement, the mixing matrices U must be unitary. Because of the second one, they
should satisfy
mD = U †dRm
D
diagUdL , m
E = U †uRm
U
diagUuL , m
E = U †eRm
E
diagUeL , m
L = UTν m
ν
diagUν , (11)
where the diagonal matrices have non-negative eigenvalues. It turns out that given generic complex ma-
trices mU,D,E and given a symmetric complex matrix mν , it is always possible to find unitary matrices
UdL,dR,uL,uR,eL,eR,νL satisfying eqs. (11). We can then express the whole lagrangian in terms of the
primed fields with definite mass, and drop the primes for convenience. The QED and QCD gauge la-
grangian do not change form, as the transformations in eqs. (9) conserve the gauge quantum numbers.






where V = UuLU
†
dL
is the Cabibbo Kobayashi Maskawa (CKM) quark mixing matrix and U = UeLU
†
νL
is the PMNS lepton mixing matrix.
Not all the parameters in V , U are physical. Let us consider the CKM matrix first. It is possible to
write V = Diag(eiγ1 , eiγ2 , eiγ3)Vstandard Diag(1, eiα, eiβ), where Vstandard is in the form of the first factor
in the RHS of eq. (5). Moreover, it is possible to reabsorb the phases γi, i = 1, 2, 3, α, β through a
redefinition of the left-handed fields uiL → uiLeiγi , d2L → d2Le−iα, d3L → d3Le−iβ . This allows to
write V in the standard form Vstandard. On the other hand, the field phase transformations used to bring V
in the standard form, introduce phases in the mass terms in the second line of eq. (10). In order to get rid
of them once and for all, it is possible to redefine the phases of the right-chirality fields diR, uiR. This
shows that the phases γi, α, β are not physical, as they can be completely eliminated from the lagrangian.
In the lepton sector the story would be exactly the same if the neutrinos had a Dirac mass termmNij νiRνiL
as the charged fermions. On the other hand if, as we assume, the neutrino mass term is Majorana, the
phases α and β in U = Diag(eiγ1 , eiγ2 , eiγ3)Ustandard Diag(1, eiα, eiβ) end up being physical. Indeed,
while it is possible to eliminate those phases from U by redefining ν2L → ν2Le−iα, ν3L → ν3Le−iβ ,
this transformation would move those phases in the neutrino Majorana mass term. As the latter does not
involve an independent field whose phase can be rotated to eliminate α, β once and for all, the phases




3.2 Physical lepton mass and mixing parameters (Majorana neutrinos)
Let us now go back to phenomenology. As we have seen, the physical mass and mixing parameters in
the lepton sector are the 6 charged lepton and neutrino masses and the 6 mixing parameters
me, mµ, mτ , m1, m2, m3, θ23, θ12, θ13, δ, α, β. (13)
The physical ranges of the above parameters are me,µ,τ,1,2,3 ≥ 0, 0 ≤ θ23,12,13 ≤ pi/2, 0 ≤ δ < 2pi,
0 ≤ α, β < pi.
One important remark concerns the ordering of the neutrino mass eigenstates. In the charged
lepton sector (and in the quark sector), the mass eigenstates are ordered with their masses: me1 <
me2 < me3 . In the case of neutrinos, the convention used is different. By definition, we call ν1 and ν2
the two neutrinos whose masses are closer in value, with m1 < m2. The third mass eigenstate has a
larger separation in mass from ν1 and ν2, but can be heavier or lighter. If m3 > m1,2, we say that the
neutrinos have a “normal” hierarchy. If m3 < m1,2, we say they have an inverse hierarchy. Let us call
∆m2ij ≡ m2j −m2i . (14)
Then we have, by definition, ∆m212 > 0 and 0 < ∆m
2
12 < |∆m223|. Corresponding to the two possible
hierarchies, ∆m223 can have both signs: ∆m
2
23 > 0 in the case of normal hierarchy and ∆m
2
23 < 0 in
the case of inverse hierarchy.
Neutrino oscillation phenomena do not depend on the absolute values of neutrino masses but only
on the squared mass differences in eq. (14). It is then useful to use the following set of lepton mass and
mixing parameters, equivalent to the one in eq. (13):
me, mµ, mτ , ∆m
2
12, |∆m223|, sign(∆m223), θ23, θ12, θ13, δ, mlightest, α, β. (15)
The neutrino massesm1,m2,m3 have been traded for the equivalent set of parametersmlightest, the light-
est neutrino mass, and ∆m212, |∆m223|, sign(∆m223). The mass parameters ∆m212, |∆m223|, sign(∆m223),
the mixing angles θ23, θ12, θ13 and the phase δ are accessible to neutrino oscillation experiments. The
absolute scale of neutrino masses, represented by mlightest, and the Majorana phases α, β (if physi-





23. The experiment shows that ∆m
2
12  ∆m223, so that ∆m213 ≈ ∆m223. We
have then in first approximation only two squared mass differences, which are sometimes called “solar”
and “atmospheric”: ∆m2SUN ≡ ∆m212, ∆m2ATM ≡ ∆m223 ≈ ∆m213. The name refers, as we will see,
to the neutrino source that was first used to measure those parameters. Analogous names are sometimes
used for the corresponding mixing angles: θSUN ≡ θ12, θATM ≡ θ23.
The experimental situation is the following. The charged lepton masses are of course well known.
The solar and atmospheric squared mass differences, together with the corresponding mixing angles, are
also known. There are bounds on θ13 andmlightest. No information is available at present on sign(∆m223),
α, β. Before discussing in detail the experimental determination of the neutrino parameters, we summa-
rize the most relevant information available at present:
∆m2ATM ∼ 2.4× 10−3 eV2 θ23 ∼ 45◦ (ATM, K2K, Minos)
∆m2SUN ∼ 0.76× 10−4 eV2 θ12 ∼ 35◦ (SUN, KamLAND)
θ13 < 7
◦ (2σ) (CHOOZ, Minos + ATM, SUN)
|mee| = |U2eimνi | < O (1)× 0.4 eV (Heidelberg-Moscow)
(m†m)ee = |Uei|2m2νi < (2.2 eV)2 (Mainz, Troktsk)∑
i





The experiments from which the information is obtained are also indicated. “ATM” and “SUN” denote
the atmospheric and solar neutrino experiments respectively. Uei denotes the “1i” element of the PMNS
matrix, which can be expressed in terms of the parameters in eq. (15) through eq. (5). The bound from
cosmology is subject to uncertainties associated to the priors used in the analysis.
4 The determination of the neutrino parameters
At present, most experimental information on the neutrino mass and mixing parameters comes from
experiments measuring neutrino transitions, which are by now known to be due to neutrino oscillations.
There are also beta decay experiments aiming at a measurement of the absolute scale of neutrino masses,
mlightest; neutrinoless double beta decay experiments, sensitive to lepton number violation (Majorana vs
Dirac neutrinos) and, in the case of Majorana neutrinos, to both mlightest and the Majorana phases α, β;
and experiments in astrophysics and cosmology, sensitive to different neutrino properties.
4.1 The physics of neutrino oscillation experiments
Neutrino oscillations arise from the misalignment of the neutrino flavour eigenstate fields, νe,µτ , coupled
to the charged leptons in the charged current interactions, and neutrino mass eigenstate fields, ν1,2,3,
eigenstates of the free hamiltonian and therefore associated to the free propagation. Such a misalignment,
as we have seen, is quantified by the PMNS matrix: νei = Uihνh, νei = U
∗
ihνh. The one-particle states
relations involve the conjugate matrix elements: |νei〉 = U∗ih|νh〉, |νei〉 = Uih|νh〉. Neutrinos are
produced by the charged current interactions of charged leptons, typically electrons or muons. They
are therefore in a flavour eigenstate, i.e. in a coherent superposition of mass eigenstates. Suppose a
neutrino |νei〉 = U∗ih|νh〉 is produced by the interaction with the lepton ei and it freely evolves. Let us
compute the probability that the neutrino is found after a time t to be a |νej 〉 neutrino, for example by
means of a charged current interaction with the lepton ej . The free evolution of the initial state gives
e−iHt|νei〉 = U∗ihe−iEht|νh〉, where E2h = (p2 +m2h). The probability that the neutrino is found to be a
|νej 〉 neutrino is therefore
P (νei → νej ) =
∣∣〈νej |e−iHt|νei〉∣∣2 = |Ujhe−iEhtU †hi|2 ≈ |Ujhe−im2h2E tU †hi|2, (17)
where we have approximated Eh ≈ p + m2h/(2E), as E  mν in all neutrino oscillation experiments,
and the time t can be replaced by the length travelledL. We have not specified the helicity of the neutrino,
as it is not necessary. This is because in all neutrino oscillation experiments the neutrino energy is way
larger than its mass, E  mν . Since the neutrino interaction only involves the left-chirality component,
the neutrino produced will be mostly in an left-handed helicity state, whether it is Majorana or Dirac,
and helicity flips, either at production, detection, or during propagation, are largely negligible. Moreover,
in the E  mν limit, the oscillation probabilities do not depend on Majorana phases. The oscillation
probabilities satisfy P (νei → νej ) = P (νej → νei), because of CPT invariance. If CP is conserved,
P (νei → νej ) = P (νei → νej ), and equivalently P (νei → νej ) = P (νej → νei) if T is conserved. The
total oscillation probability is of course one,
∑
j P (νei → νej ) = 1.
It is instructive to consider the simplest case of two neutrino oscillations. Let us then consider the
electron and muon neutrinos only. Up to phases redefinitions, their mixing can be described by a real
orthogonal 2× 2 matrix, i.e. a rotation by an angle θ, which gives a simple expression for the oscillation
probability:
νe = ν1 cos θ + ν2 sin θ
νµ = −ν1 sin θ + ν2 cos θ




where ∆m2 = m22 − m21 can be taken positive by definition. In order to obtain predictions for the














Fig. 2: Typical sensitivity plot of a neutrino experiment.
spectrum, the distribution in the position of the neutrino emission and detection, the scattering cross
sections, the experimental resolution and efficiency.
Let us comment on the form of the two neutrino oscillation formula. The oscillation amplitude
A = sin2 2θ is determined by the mixing angle θ and does not allow to distinguish (in vacuum) the
physically inequivalent θ and pi/2 − θ values. The squared mass difference determines the oscilla-
tion length λ = 4piE/∆m2 ≈ 2.48 km(E(GeV)/∆m2(eV2)), or equivalently the oscillation phase
φ = ∆m2L/(4E) ≈ 1.27(∆m2(eV2)L(km)/E(GeV)). In order to determine both the oscillation pa-
rameters, it is best to consider an experiment in which the neutrinos travel a distance comparable to their
oscillation length, L ∼ λ. In the L  λ limit, in fact, P (νe → νµ) ≈ sin2 2θ (∆m2L/(4E))2 and
even a detailed measurement of the oscillation probability as a function of E and L would determine the
product sin2 2θ ·∆m2 only. In this limit, oscillations have not enough time to occur and the expression
for the probability can be obtained in perturbation theory (which represents a check of the correctness of
the formula). The oscillation probability is proportional to (L/E)2 and the neutrino flux decreases with
the geometrical factor 1/L2, therefore the number of neutrino oscillation events measured in a detector is
approximately independent of the distance L, within this limit. In the L λ limit, on the other hand, the
oscillations are so fast that they average out and P (νe → νµ) ≈ sin2 2θ/2 = sin2 θ cos2 θ+cos2 θ sin2 θ.
Only the mixing angle can be measured in this limit. The oscillation probability is independent of E,
L and the number of oscillation events decreases with 1/L2. In this “classical” limit, the oscillation
probability is the sum (over i) of the probabilities that the initial neutrino νe is a νi times the probability
that the neutrino νi is observed to be a νµ.
The situation is illustrated in Fig. 2, where the typical sensitivity plot of a neutrino experiment
is plotted. Assuming that the experiment is sensitive to a given (averaged) oscillation probability, the
sensitivity in the sin2 2θ–∆m2 plane is shown. The two limits considered above can be recognized in the
lower and upper part of the plot respectively. In order to measure both sin2 2θ and ∆m2, a measurement
of the averaged probability is not enough. The E or L dependence has also to be measured, better if in
the L ∼ λ, or (∆m2L/(4E)) ∼ 1, regime.




it holds in vacuum only. The coherent (or incoherent) effect of matter in neutrino propagation can be
very important, as we will show below. Moreover, the neutrino coherence assumed in the derivation of
the oscillation formula can be lost for a number of reasons, besides the necessary averages mentioned
above. Because the wave packets associated to the different mass eigenstates making up a given flavour
eigenstate travel at slightly different velocities, for example (this is relevant when the distance travelled
is very large). Or because the neutrino production process typically involves at least another particle
in the final state. The quantum mechanics reduction to the neutrino subsystem also induces a loss of
coherence. Finally, the derivation assumed that the neutrino mass eigenstates are all in a pure eigenstate
with same definite momentum. It is sometime argued that it is more appropriate to assume that they have
the same energy instead. A proper derivation would take into account the precise form of the density
matrix describing the initial state and its momentum distribution, as obtained from the dynamics of the
production process. In this context, using the fixed momentum or fixed energy description just amounts
to a change of variable in the integration over the momentum distribution of the initial neutrino state.
Let us consider now the three neutrino case. The exact three neutrino formulas are
P (νei → νej ) = P (νej → νei) = PCPC + PCPV
P (νei → νej ) = P (νej → νei) = PCPC − PCPV












hk) = σjiσhkJCP, σij =
∑
k
ijk = ±1, 0,
where PCPC and PCPV are the CP conserving and CP violating parts of the oscillation probability re-
spectively. Note again the independence of the formulas above of Majorana phases and of the absolute
neutrino mass scale.
Despite the existence of three neutrinos, the results of neutrino oscillation experiments are often
shown in a two neutrino oscillation context and mainly determine a single mixing angle and squared
mass difference. This is because the experimental values of the neutrino parameters are such that of-
ten, in first approximation, the three neutrino oscillation formula reduces to a two neutrino one. For
example, the CHOOZ experiment, as we will see, measures the probability of electron neutrino dis-
appearance, P (νe → νe), for L/E values such that the S12 terms in eq. (19) are negligible (because
of the small ∆m212). For the same reason S23 ≈ S12, so that we can approximate P (νe → νe) ≈
1− sin2 2θ13 sin2(∆m223L/(4E)), a two neutrino oscillation formula with θ = θ13 and ∆m2 = ∆m223.
This allows the CHOOZ experiment to set an upper bound on θ13 [22] that makes the θ13 contribu-
tion negligible, in first approximation, in the solar and atmospheric neutrino experiments. In particu-
lar, in atmospheric neutrino experiments, S212  1, S223 ≈ S213, θ13  1, so that P (νµ → ντ ) ≈
sin2 2θ23 sin
2(∆m223L/(4E)), P (νe → νµ,τ )  1, and the results can be interpreted in terms of
νµ ↔ ντ oscillations with θ = θ23 and ∆m2 = ∆m223. In solar neutrino experiments, detecting the
disappearance of the electron neutrinos produced by the Sun, the S223 and S
2
13 terms are suppressed by
θ13 and P (νe → νe) ≈ 1 − sin2 2θ12 sin2(∆m212L/(4E)), leading to a determination of θ = θ12 and
∆m2 = ∆m212.
In the next subsections, we will discuss the experimental determination of neutrino parameters by
oscillation experiments.
4.2 Experimental determination of∆m223 and θ23
The experimental determination of ∆m223 and θ23 is mostly due to the Super-Kamiokande (SK) measure-
ment of atmospheric neutrinos, and to the K2K, Minos, and Opera experiments. The result of a global fit
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Fig. 3: Global fit of the ∆m223 and θ23 parameters (a). Schematic representation of the distance travelled by
atmospheric neutrinos (b).
4.2.1 Atmospheric neutrinos
Atmospheric neutrinos arise from cosmic ray interactions in the atmosphere. Charged pion produced
by such interactions decay mostly through the decay chain pi+ → µ+νµ → e+νeνµνµ (analogously for
negative pions, SK does not tell neutrinos from antineutrinos), thus producing in first approximation two
muon neutrinos for each electron neutrino. The ratio of muon to electron neutrinos reaching the Earth
is actually slightly larger than two because i) energetic muons have a long life-time and may not decay
before reaching the Earth and ii) Kaons are also produced by cosmic ray interactions. Atmospheric
neutrinos are detected by experiments placed underground (to shield cosmic rays, but not neutrinos).
The neutrinos travel a distance ranging from 10 km to more than 104 km, as shown in Fig. 3b. Their
energy ranges from 0.1 to 10 and more GeV. The oscillation phase for ∆m223 oscillations is therefore
typically ∆m223L/(4E) = 10
−2–102, centred around 1, the value we argued is experimentally the best to
reveal oscillation. As the neutrino flux produced in the atmosphere is obtained by theoretical simulation
characterized by significant uncertainties, the measurement of the absolute muon or electron neutrino flux
does not allow to firmly establish the occurrence of neutrino flavour transitions. On the other hand, the
measurement of the muon to electron neutrino ratio has a smaller theoretical uncertainty and is therefore
more reliable. Even more reliable is the variation of the muon and electron fluxes (and their ratio) with
the distance travelled, i.e. with the direction (zenith angle) from which they reach the detector. The latter
measurements by SK provided in 1998 the first firm evidence of neutrino flavour transitions and opened
the modern era of neutrino physics.
Super-Kamiokande is a large water Cherenkov detector located in the Kamioka mine, in Japan,
2.7 km underground. It contains about 50 ktons of water and is surrounded by about 13000 photomul-
tipliers. In order to perform the analysis above, a measurement of the neutrino flavour, direction, the
energy is needed. Let us see how such information is, at least partial, obtained.
Neutrinos can be detected through their charged current interactions with the nuclei: νei + N →
ei + N
′. The lepton ei = e, µ produced in the interaction is ultra-relativistic and produces a cone of
Cherenkov light while it travels through the water, which is detected by the photomultipliers. When
a lepton stops inside the detector the photomultipliers detect a ring of Cherenkov light. The nature of
the lepton can be told by the shape of the ring: a muon produces a relatively clean ring, while the ring
produced by electrons is more fuzzy, as shown in Fig. 4. The position of the ring allows to determine





Fig. 4: Cherenkov rings produced by a muon (a) and an electron (b) in Super-Kamiokande.
about a GeV. If the lepton is produced in the detector and stops inside the detector, its energy can be
measured by the amount of Cherenkov light collected by the photomultipliers. The lepton energy is not
strongly correlated to the neutrino energy, but it cannot exceed it, which is enough to provide an handle
on the energy dependence of the neutrino flavour transition probability. The best events are therefore
the “fully contained multi-GeV” events. Neutrinos also interact through neutral current interactions with
nuclei such as ν +N → ν +N + pi0 → ν +N + γγ, which also produce a signal in the detector. Tau
leptons can also be produced if the neutrino is energetic enough to exceed the kinematical threshold for
production. Taus quickly decay into hadrons, producing a signal similar to the neutral current one.
By now the statistics accumulated by Super-Kamiokande is impressive. Not only it allows to es-
tablish neutrino transitions without any doubt, despite the oscillation pattern is too smeared out by the
poor neutrino-lepton energy correlation to be observed explicitly, but it also allows to attribute the tran-
sitions to νµ ↔ ντ oscillations. In particular, no depletion of the electron neutrino flux with the distance
travelled has been observed, which is compatible with the CHOOZ bound [22] on νe transitions. Also,
oscillations into sterile neutrinos, hypothetical additional neutrinos not feeling any SM gauge interaction,
are ruled out or bound to have a marginal role. The same holds for exotic disappearance mechanisms
such as neutrino decay, or Lorentz or CPT violation.
4.2.2 Accelerator experiments
The Super-Kamiokande results have been confirmed by a number of experiments using neutrinos pro-
duced at accelerators. Opera is a sophisticated detector at the Gran Sasso laboratory in Italy designed
to explicitly detect ντ appearance from a νµ neutrino beam produced at CERN. Such an appearance
would confirm the indirect, but solid, interpretation of the SK results in terms of νµ ↔ ντ oscillations.
The tau produced by the ντ charged current interaction in the detector is observed in emulsion films.
Unfortunately, the expected statistics is not very high, but a first candidate ντ event has been recently
reported [24]. The K2K experiment in Japan used the SK detector to measure the disappearance of νµ
from a pulsed beam produced at KEK. The initial flux is measured by a detector placed near the neutrino
source. The average neutrino energy is slightly above 1 GeV, and the distance travelled by neutrinos is
about 250 km, which gives an oscillation phases of order one, as desired. The muon scattering angle in
the detector can be measured, together with its energy. The kinematics of the charged current interaction
then allows to reconstruct the neutrino energy. The experimental results have been reported in [25]. An-
other important experiment is Minos, in the Sudan mine, 735 km north of Fermilab, where the (pulsed) νµ
beam is produced. The average neutrino energy is higher than in K2K, to give again an oscillation phase


















































Fig. 5: Global fit of the ∆m212 and θ12 parameters (a). Dependence of the mixing angle in matter with the neutrino
energy in the case ∆m2 > 0 and for two values of the mixing angle in vacuum, θ = 0.6 (dashed curve) and
θ = 0.06 (solid curve) (b).
in steel are measured in this case by means of a magnetized tracking calorimeter. Minos can observe νµ
charged current events (penetrating muons) and therefore νµ disappearance, which gives a determination
of θ23 and ∆m223 in agreement with the SK one [26]. It can also see neutral current interactions of any
neutrino (they produce a diffuse hadron shower), which confirms that oscillations into sterile neutrinos
cannot account for the νµ disappearance [27]. It can detect νe charged current interactions (compact
electromagnetic showers) and therefore set a bound on νµ → νe oscillations, which translates into a
bound on θ13 [28] compatible (although at present weaker) with the CHOOZ one. The presence of a
magnetic field allows Minos to tell µ+ from µ−, which in turn allows to test CP-violation (although with
a poor sensitivity). The possibility to switch from a νµ to a νµ beam allows to test CPT violation. A
mild, not very significant, tension between the νµ and νµ determinations of the oscillation parameters
has been recently reported [29].
4.3 Experimental determination of∆m212 and θ12
The experimental determination of ∆m212 and θ12 is mainly due to the SK, SNO, Borexino, KamLAND
experiments. The result of a global fit is shown in Fig. 5a [23]. Let us discuss the main ingredients
entering the above determination. In order to illustrate the physics of solar neutrinos, it is necessary to
discuss neutrino propagation in matter
4.3.1 Matter effects in neutrino propagation
As neutrinos do not feel electromagnetic or strong interactions, they can travel through ordinary mat-
ter without experiencing a single scattering interaction. The mean free path of a neutrino in a medium
as dense as the Earth’s mantle is in fact λ(E) ∼ 109 km (GeV/E)2 and even in the core of the Sun
is λ(E) ∼ 1010 km (10 MeV/E)2, both much larger than the distance travelled in the medium. The
energy normalization is appropriate for atmospheric and solar neutrinos respectively. Only in extraor-
dinarily dense matter, such as a proto-neutron star core, neutrinos have a mean free path, λ(E) ∼
10 cm (100 MeV/E)2, trapping them in a random walk lasting about 10 seconds.
This does not mean, however, that matter does not affect neutrino propagation in the Earth and
in the Sun. While incoherent scattering is proportional to the square of the weak interaction Fermi
coupling suppressing the process, forward coherent scattering [30], affecting the phase of the neutrino




incoherent scattering, dPsc/dx, where Psc is the incoherent scattering probability, and the rate of change
of the neutrino phase due to coherent forward scattering, dφco/dx:
incoherent: dPsc/dx ∼ G2FE2n
coherent: dφco/dx ∼ GFn
→ dPsc
dφco






where n is the matter number density and E is the neutrino energy. We therefore see that the coherent
effect is largely dominant. While the effect on the neutrino phase would be unobservable in the absence
of neutrino oscillations, the impact on oscillations may be significant, as the phases of the three neutrino
flavour eigenstates are affected in different ways.
Coherent scattering in the propagation can be accounted for by adding to the free hamiltonian for











+ universal terms, (21)
where U is the PMNS matrix and V is the MSW potential. The three flavour neutrinos feel different
potentials in matter, because they have different weak interactions. At the tree level, in neutral matter
with no muon or tau lepton number (or with Lµ = Lτ ) and a negligible neutrino density, such as the
Earth or Sun matter, Vµ = Vτ and V = Ve − Vµ =
√
2GFne, where ne is the electron neutrino number
density. The difference between the electron neutrino potential and the muon and tau one is due to the
fact that the electron neutrino can interact through charged current interactions with electrons, while the
muon and tau neutrinos cannot. The Hamiltonian in eq. (21) determines neutrino propagation. In the
antineutrino case, U → U∗ and V → −V . Let us see what are the consequences of the presence of the
MSW potential are as far as neutrino propagation in constant density is concerned.
The case of constant density is relevant for the neutrino propagation in the Earth, for example.
The Earth has a density profile that is not constant but can be in first approximated to be constant both in
the mantle, where the mass density is approximately ρm ∼ 3–5 g/cm3, and in the core, where ρc ∼ 10–
15 g/cm3. The effect of the Earth in neutrino propagation is important for i) atmospheric neutrinos (only
through the subdominant νe ↔ νµ,τ transitions, as νµ ↔ ντ transitions are not affected), ii) solar and
supernova neutrinos, iii) terrestrial experiments (in the case of a long baseline).
One of the most interesting consequences of the presence of the MSW term is the possibility of a
resonant enhancement of the oscillation amplitude. In order to illustrate such an effect, let us consider a
simple two neutrino case, in which the Hamiltonian can be written as
H =
sin2 θ + 2EV∆m2 sin θ cos θ
sin θ cos θ cos2 θ
 ∆m2
2E
+ universal terms. (22)
It is then clear then a resonant enhancement of the mixing angle takes place when the two diagonal
elements coincide. In such a case, the mixing angle “in matter” (i.e. obtained from the diagonalization
of the matrix in eq. (22)), θm, becomes maximal, θm = 45◦, no matter how small is the mixing angle in
vacuum, and the squared mass difference in matter gets correspondingly suppressed:
2EV
∆m2
= cos 2θ ⇒
{




Such a mixing enhancement takes place for an appropriate value of the neutrino energy if θ < 45◦ and




the neutrino energy is shown in Fig. 5b in the case ∆m2 > 0 and for two values of the mixing angle
in vacuum, θ = 0.6 (dashed curve) and θ = 0.06 (solid curve). We see that there exists an energy for
which the enhancement is maximal even for small mixing angles, but the energy in which the angle is
sizeable is correspondingly small. It is also interesting to follow the dependence of the two Hamiltonian
neutrino eigenstates, (ν1,2)m, with the neutrino energy, in the case θ  1, for example (still assuming
V ·∆m2 > 0, so that the resonance does take place). When the neutrino energy is small, (ν1,2)m coincide
with the mass eigenstates ν1,2. Since for θ  1 the electron neutrino is close to ν1, we have νe ≈ (ν1)m.
In the opposite limit in which (2EV/∆m2)  1, the first diagonal element in eq. (22) becomes the
heaviest and dominates, which means that νe ≈ (ν2)m. By crossing the resonance, the electron neutrino
moves from the first to the second Hamiltonian (propagation) eigenstate. The same effect takes place
if the neutrino energy is constant but the matter density, and therefore V , varies. Which may play an
important role for the neutrino propagation in matter with varying density.
The precise relation between the mixing angle and squared mass difference in vacuum and in
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The equations above show that matter effects are negligible when E  Eres or when L  λm, where
λm is the oscillation length in matter. In the latter case, in fact, one can approximate sinφ ≈ φ, where φ
is the oscillation phase. Matter effects then cancel because of eq. (25).
Let us now consider propagation in matter with varying density. Let us still stick to the two
neutrino case. The Hamiltonian is time dependent, as the MSW potential varies during the propagation:
H(t) = Hfree + V (t). The exact solution for the evolution of the neutrino wave functions are non-trivial
and have usually to be obtained numerically. There is however one important case in which the evolution
is easy to follow: the adiabatic limit. In such a limit, the variation of the Hamiltonian is much slower
than the variation of the oscillation phase. As a consequence, a neutrino which at a certain time is in
a given eigenstate of the full Hamiltonian H(t) will remain, in first approximation, in that eigenstate







during the evolution, where dx represents the variation in the neutrino position.
An important consequence of the adiabatic evolution is the possibility of large flavour swaps even
for small mixing angles. This may happen if the neutrino, while traveling, crosses a resonance because
of the variation in the matter density and therefore of V . The situation is illustrated in Fig. 6a. There, the
dependence of the two Hamiltonian eigenstates (in units of ∆m2/(2E)) with V (2EV/∆m2) is shown
for a small value of the mixing angle, θ = 0.06. In the relevant case, solar neutrino oscillations, the
mixing angle will not be small, but this example better shows how striking the effect can be. Consider the















Fig. 6: Dependence of the Hamiltonian eigenstates on the MSW potential for θ = 0.06 (a). Contributions to the
solar neutrino flux (b).
1 (the inner part of the Sun for example). As we have seen, in such conditions, νe ≈ (ν2)m. Suppose
now the density decreases during the evolution until is vanishes and the evolution is adiabatic. Once
the neutrino is out of the medium, it will still be in the second eigenstate of the Hamiltonian. Which
in vacuum is ν2 = νe sin θ + νµ cos θ. The probability that the electron neutrino has become a muon
neutrino is therefore P (νe → νµ) ≈ cos2 θ. The transition probability turns out to be close to one even
if the mixing angle is small. Such an effect cannot hold for arbitrarily small mixing angles of course (for
θ = 0 there cannot be any effect), which means that the adiabatic approximation must fail when θ is








where V ′ is the derivative of the MSW potential with respect to the position. If θ is small enough, the
adiabatic condition at the resonance is not fulfilled. If the adiabatic condition holds at production and
detection and it fails only in a small region around the resonance, the “level crossing” probability is given
in first approximation by the Landau-Zener formula
P (ν1 → ν2) ≡ Pc ≈ e−γ/2, (28)
where γ is the adiabaticity parameter in eq. (27). The Landau-Zener approximation fails in the extreme
non-adiabatic regime, γ  1.
4.3.2 Solar neutrinos
The discussion of the neutrino evolution in varying density applies to solar neutrinos. Solar neutrinos
are electron neutrinos produced in the burning process that produces the solar energy: 4p + 2e →
4He + 2νe + 26.7 MeV. The process takes place through different reactions. Correspondingly, we have
different types of solar neutrinos, characterized by different energy spectra. Among them, we have the
pp neutrinos, from the pp→ de+νe reaction, that have by far the largest flux (which is then well known
because it can be derived from a measurement of the total solar luminosity) but have quite a small energy,
E < 0.42 MeV; the Be neutrinos, from 7Be + e → 7Li + νe, with a significant, monochromatic flux
with E = 0.863 MeV; and B neutrinos, with a small flux, but a more energetic spectrum, extending up
to more than 10 MeV. The latter are the only ones that can be seen by the SK and SNO experiments.
The different contributions to the solar neutrino flux are shown in Fig. 6b.
Several experiments have been devised to measure the solar neutrino flux, starting from the histor-




of a neutrino deficit, although with respect to an uncertain theoretical prediction. The latter was a radio-
chemical experiment. The neutrino reaction νe 37Cl → e 37Ar, with energy threshold E > 0.814 GeV,
was detected by separating the few tens of atoms of Argon produced by chemical methods and by count-
ing them through their beta decay back to the initial isotope. Analogous methods were used in the
Gallium experiments (SAGE [33], at the Baksan lake, Russia and Gallex/GNO [34], at the Gran Sasso
laboratories), exploiting the νe71Ga → e 71Ge reaction, with threshold E > 0.233 MeV. Such ex-
periments were not able to measure the time at which the reaction happened nor the direction of the
incoming neutrinos, but they have the lowest energy thresholds, as shown in Fig. 6b. In particular, the
Gallium experiments are the only ones sensitive to pp neutrinos.
The Super-Kamiokande experiment detects solar neutrinos [35] through elastic scattering with
electrons in the water, νe,x → νe,xe, where x stands for µ or τ , with an energy threshold E > 5.5 MeV.
The electron and muon/tau neutrino cross sections are different, with the latter smaller by a factor 6–7,
because the charged current interactions do not contribute.
The Sudbury Neutrino Observatory (SNO) experiment, near Sudbury, Canada, uses heavy water,
D2O, and can detect neutrinos through three types of processes. Elastic scattering (ES), νe,xe → νe,xe,
involves all types of neutrinos. Electron and muon/tau neutrinos have different cross sections, however,
as in the SK case. If Φe and Φµ+τ are the electron and muon/tau neutrino flux reaching the Earth, the ES
measurement determines Φe + 0.155Φµ+τ . The neutrino direction can be determined from the electron
direction, which allows to tell the solar neutrinos from the background by their direction. Charged
current interactions (CC), νeD → ppe, only involve electron neutrinos and therefore determine Φ(νe).
The neutrino energy spectrum can be reconstructed from the electron one. Neutral current interactions
(NC), νxD → νxpn, involve all types of neutrinos with equal cross section. They therefore allow to
determine the total neutrino flux Φe + Φµ+τ . The SNO experiment has played for solar neutrino a role
similar to SK for atmospheric neutrinos, to the extent to which it allowed to obtain a clear evidence of
solar electron neutrino transitions, independent of the theoretical uncertainties on the initial neutrino flux.
This is because the three reactions, ES, CC, and NC, measure three independent linear combinations
of the electron and muon/tau fluxes. It is then possible to determine (and over-constrain) both fluxes,
as shown in Fig. 7a [36]. In particular, the total neutrino flux reaching the Earth (directly given by
the NC measurement), barring exotic phenomena, determines the initial electron neutrino flux. From
the experimental point of view, the use of heavy water is necessary in order to obtain neutrino CC
interactions (in water only antineutrinos can interact with the proton in the Hydrogen and the neutrino
interaction with the neutrons in the Oxygen has a too high thresholds). Chlorine was added in a second
phase of the experiment to enhance the neutron capture cross section, which, through the γ produced, is
an important handle to detect the crucial NC processes [37]. Adding 3He proportional chambers in the
third phase of the experiment further improves the NC detection, as it allows to see the single neutrons.
The Borexino experiment, at the Gran Sasso laboratories, also uses the elastic scattering process,
as SK and SNO, but is sensitive to lower energy neutrinos, in particular to the 7Be ones, as it uses a
scintillator detector. Such a measurement [38] is important as it constrains the electron neutrino survival
probability for values of the neutrino energy in which matter effects in the sun are negligible. Moreover,
such an experiment was able to measure “geo-neutrinos” [39], νe from natural radioactivity with E <
3 MeV.
4.3.3 KamLAND
The Kamioka Liquid-scintillator Anti-Neutrino Detector (KamLAND) experiment, near the Super-Kamiokande
experiment, also plays a crucial role in the determination of the ∆m212 and θ12 parameters, as the deter-
mination is not obtained by using solar neutrinos, but terrestrial neutrinos (νe) emitted by several nuclear
reactors in Japan. The neutrino energy is of the order of a few MeV, the average distance travelled is about
200 km, giving an order one oscillation phase for the ∆m212 oscillation frequency, ∆m
2
12L/(4E) ∼ 1.
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FIG. 41. (Color) Flux of 8B solar neutrinos that are µ or τ flavor
vs flux of electron neutrinos deduced from the three neutrino reactions
in SNO. The diagonal bands show the total 8B flux as predicted by
the BP2000 SSM [78] (dashed lines) and that measured with the NC
reaction in SNO (solid band). The intercepts of these bands with
the axes represent the ±1σ errors. The bands intersect at the fit
values for φe and φµτ , indicating that the combined flux results are
consistent with neutrino flavor transformation with no distortion in
the 8B neutrino energy spectrum.
in interpreting these results. Although the signal-extraction
fit has three free parameters, one should not subtract three
degrees of freedom for each χ2, since the fit is a global fit to
all three distributions. Furthermore, the actual signal extraction
is a fit to the three-dimensional data distribution, whereas the
χ2s are calculated with the marginal distributions. These “χ2”
values demonstrate that the weighted sum of the signal pdfs
provides a good match to the marginal energy, radial, and
angular distributions.
Figure 42 shows the marginal radial, angular, and energy
distributions of the data along with Monte Carlo predictions
for CC, ES and NC + background neutron events, scaled by
the fit results.
2. Results of fitting for flavor content
An alternative approach to doing a null hypothesis test for
neutrino flavor conversion, as discussed in Sec. VIII D, is to fit
for the fluxes of νe and νµτ directly. This is a simple change
of variables to the standard signal extraction. Fitting for the
TABLE XXI. χ 2 values between data
and fit for the energy, radial, and angular
distributions, for the fit using the constraint
that the effective kinetic energy spectrum
results from an undistorted 8B shape.
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FIG. 42. (Color) (a) Distribution of cos θ! for Rfit ! 550 cm.
(b) Distribution of the radial variable R3 = (Rfit/RAV)3. (c) Kinetic
energy forRfit ! 550 cm. Also shown are the Monte Carlo predictions
for CC, ES, and NC + background neutron events scaled to the fit
results and the calculated spectrum of β-γ background (Bkgd) events.
The dashed lines represent the summed components, and the bands
show ±1σ statistical uncertainties from the signal-extraction fit. All
distributions are for events with Teff " 5 MeV.
flavor content instead of the three signal fluxes, we find
φ(νe) = 1.76± 0.05× 106 cm−2s−1,
φ(νµτ ) = 3.41± 0.45× 106 cm−2s−1.
The statistical correlation coefficient between these values
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Fig. 7: Determination of the electron and muon/tau neutrino fluxes by SNO (a). Electron antineutrino survival
probability at KamLAND (b).
the electron and the delayed coincidence with the γ signal from the neutron capture used to observe it.
The neutrino energy is directly related to the positron energy, Eνe = Ee+ + mn −mp, which allows to
measure the neutrino oscillation probability as a function of the energy and as a consequence i) to obtain
a good ∆m212 deter inatio [40] and ii) to observe the oscillation pattern, including an oscillation dip,
in the survival probability, as shown in Fig. 7b [40].
4.4 The unknown oscillation parameters
The mixing angle θ13 has not been measured yet, but both direct and indirect bounds have been obtained
from the CHOOZ and Minos experiments, mentioned above, and from the analysis of subleading ef-
fects in the atmospheric a d solar neutrino exp riments. The result of a global fit on θ13 are shown in
Fig. 8a [23].
The determination of θ13 is important for several reasons. It offers an handle on the origin of
the neutrino (and quark) masses and mixing angles. In particular, it allows to discriminate among dif-
ferent flavour models. And it is important for phenomenology, as it is crucial in the study of leptonic
CP-violation, supernova signals, and subleading effects, for example in νµ ↔ ντ transitions at the ∆m223
oscillation frequency. From the experimental point of view, a rich experimental program is available.
Several terrestrial experiments are running or have been planned using different techniques: conventional
beams obtained from pion decays, so called “beta-beams”, obtained from the beta decay of radio-active
ions circulating in a storage ring with long straight sections, and neutrino factory beams, obtained from
the decay of muons also circulating in a storage ring. A summary of the prospects on the θ13 determi-
nation are shown in Fig. 8b for different values of the experimental parameters [41]. The figure uses the
GLoBES package [42, 43]. References for the single experiments are shown i Figure.
Let us now discuss the d t rmination of the sign of ∆m223. I remind that this parameter determines
the pattern of neutrino masses, enters the analysis of supernova neutrino signals and of long baseline
terrestrial neutrino experiments, and determines the possibility to measure neutrinoless double beta decay
(see below). This parameter can be determined in the presence of matter effects. Let us consider the three
























90% CL (2 dof)
7 Updated comparison
In Figs. 21-23 we present the comparison of the updated setups for the SPL superbeam,
beta-beams and Nufact. The curves correspond to 3σCL (1 dof) and the known parameters
have been fixed to ∆m231 = 0.0024eV
2, ∆m221 = 8× 10−5 eV2 and θ23 = 45◦.





























Figure 21: Update of the comparison of the physics reach of different future facilities in
sin2 2θ13. Prepared by P. Huber for this EURONU report using the GLoBES package [24,25].
Curves are taken from [a] [78], [b] [93] , [c] [10], [d] [2] and [e] [48].
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Fig. 8: Result of a global fit of θ13 (a). Future prospects on the determination of θ13 (b).













The relative sign between the two terms on the RHS depends on whether neutrino or antineutrino os-
cillations are considered. In the Earth, the MSW potential is positive, V > 0. We therefore easily see
that if ∆m223 > 0 the resonant enhancement of oscillations can take place for neutrinos but not antineu-
trinos, whereas if ∆m223 < 0 the enhancement takes place for antineutrinos. This offers an handle to
measure sign(∆m223). The neutrino energy should be of the order of the resonant energy, say 10 GeV,
as determined by |∆m223| and V . Moreover, a long baseline is needed, so that the oscillation phase is not
small. I remind in fact that for small oscillation phases φ, the oscillating factor in the probaility can be
approximated as sinφ ≈ φ and matter effects cancel (see eq. (25) and below). Finally, the effect shows
up in the νe ↔ νµ,τ channel. This can be seen from eq. (29) by observing that in the limit ∆m212 = 0
the θ12 rotation in the PMNS matrix is not physical and U can be approximated with a 23 rotation by
the angle θ23. In this limit, matter effects do not affect the νµ ↔ ντ oscillations. The prospects for the
measurement of the sign of ∆m223 are summarized in Fig 23 of [41].
Let us now discuss the possible determination of the CP-violating phase δ. We do not need to
stress the importance of investigating whether CP-violation is present not only in the quark sector, but
also in the lepton sector. On top of that, leptonic CP-violation could explain the origin of the Baryon
asymmetry in the universe through the leptogenesis mechanism. Neutrino oscillation experiments offer
the possibility to study leptonic CP-violation associated to the CP phase δ, which is certainly physical,
whether neutrinos are Dirac or Majorana. The Majorana phases α, β, if physical, cannot be accessed by
oscillation experiments. The CP-violating phase δ can determine a difference between the neutrino and
antineutrino oscillation probabilities:
P (νei → νej ) = P (νej → νei) = PCPC + PCPV





(see also eq. (19)). At accelerators experiments aiming at a measurement of such difference, due to the
smallness of ∆m212/|∆m223| and θ13, we can approximate













+ ∆m2SUN corr. (31)








The formulas above show that CP-violation has a chance to show up in νe ↔ νµ oscillations [44]. First
of all, two out of the three angles entering the CP-violating part of the probability in eq. (32) are large
(unlike the quark mixing angles). If the baseline of the experiment is large enough, the term oscillating
with the atmospheric frequency is also of order one. If the phase δ is not too small, the CP-violating
part of the probability is then only suppressed by sin 2θ13 and the solar phase sin(∆m212L/(4E)), which
are not necessarily too small. On top of that, the CP-conserving part of the νe ↔ νµ probability is
suppressed by two powers of sin 2θ13, whereas the CP-violating part is suppressed by only one power.
This means that the smaller sin 2θ13, the larger is the asymmetry between the probabilities in the neutrino
and antineutrino channel,
aCP =
P (νe → νµ)− P (νe → νµ)
P (νe → νµ) + P (νe → νµ) ∝
1
sin 2θ13 + corr.
. (33)
A smallish θ13 is therefore not necessarily a curse for CP-violation [44]. On the one hand, the total
number of events decreases with sin2 2θ13, and therefore the statistical error on the measurement of
the asymmetry increases as δa ∼ 1/√N ∝ 1/ sin 2θ13, where N is the average number of events.
On the other hand, the asymmetry signal also increases with 1/ sin 2θ13. The statistical significance of
the measurement, δa/a, is therefore approximately constant [45]. Such a behaviour cannot hold for an
arbitrarily small value of θ13, of course. This is indeed the case for two reasons: i) the corrections in
eq. (33) become dominant compared to the sin 2θ13 term and ii) the number of expected events may
become smaller than one.
Experimentally, the measurement of CP-violation is complicated by the fake sources of neutrino-
antineutrino asymmetry. In particular, one has to consider the CP-asymmetry of the source, which typ-
ically does not emit the same number of neutrinos and antineutrinos, the CP-asymmetry of the Earth,
made of matter and not antimatter, through which the neutrinos travel, and the CP-asymmetry of the tar-
get. A measurement of CP-violation therefore requires a good knowledge of the initial neutrino fluxes,
of the Earth (electron) density profile, and of the neutrino cross sections. To cope with such difficulties,
it would be useful to have a measurement of the energy spectrum, two baselines, and to measure more
than a single oscillation channel. Neutrino factories are especially suited for measuring CP-violation,
as the neutrino flux is very high and quite pure. The prospects for the measurement of the phase δ are
summarized in Fig 22 of [41].
4.5 Supernova neutrinos
Supernova neutrinos are emitted during the core collapse of type-II supernovas. Their study can i) pro-
vide further informations on the neutrino parameters, modulo the uncertainties on the spectrum and
intensity of the source, ii) probe the physics of the collapse, and iii) constrain exotic neutrino transitions,
such as oscillations into sterile neutrinos.
Type-II supernovas originate from the collapse of large stars. The burning process produces heav-




large to be stood by the core, and leads to the collapse of the atomic structures. The core, which before
collapse has a radiusR ∼ 8000 km, a density ρ ∼ 109 g/cm3 and a temperature T ∼ 0.7 MeV, shrinks to
a proto-neutron star formed by nuclear matter with R ∼ 30 km, ρ ∼ 3 · 1014 g/cm3, T ∼ 30 MeV. In the
process, an impressive amount of energy, E ∼ 3 · 1053 erg, corresponding essentially to the gravitational
energy released, is emitted. Only about 0.01% of this energy goes into light, about 1% goes into kinetic
energy, and the remaining 99% is emitted through neutrinos. The neutrino emission is not instantaneous,
however. The matter density in the proto-neutron star is so high that the neutrino mean free path is of
the order of 10 cm. The time it takes to the neutrinos to diffuse out is then tdiff ∼ 3R2/λ ∼ 10 sec. A
handful of nupernova neutrinos where detected when the supernova SN 1987A exploded in the Magel-
lanic Cloud, 50 kpc away, in 1987. The time distribution of the neutrino events confirmed the qualitative
success of the picture above.
The observation of the neutrino emission constrains the possibility of invisible, or faster escape
channels for the energy to be released. One such example is neutrino oscillations into sterile neutrinos.
If the oscillation rate was large enough, sterile neutrinos, which do not interact with matter and would
not be trapped inside the core, would immediately escape, carrying away the neutrino energy. A strong
bound on a possible active-sterile mixing angle follows, sin2 2θs . 10−8, which can be evaded if the
sterile neutrino mass is small enough [46–50]. Such limits are particularly interesting [51, 52] in the
case of neutrinos from extra-dimension [53–60]. Other invisible channels constrained by the observation
of supernova neutrinos are the conversion into axions or into KK gravitons in large extra dimension
scenarios.
Supernovas in our galaxy are expected to explode with an uncertain, but not very exciting rate of
about one every 30 years or more. However, if such an event took place, the present neutrino detectors
would gather an impressive amount of data. A supernova 10 kpc away would produce about 8000 neu-
trino events in SK, 800 in SNO, and 330 in KamLAND, thus allowing a detailed study of the flavour,
energy, and time spectrum of the neutrinos reaching us. The distortions of such spectra compared to the
expectations in the absence of oscillations (which have a significant degree of uncertainty) might provide
information on θ13 and the sign of ∆m223 [61, 62].
4.6 Anomalous anomalies
While the three neutrino oscillation picture consistently and precisely explains an impressive amount of
experimental data, the results of the LSND experiment [63,64] do not fit in the picture. Using a neutrino
beam from pion decay detected in a scintillator, such an experiment found an evidence of νµ → νe
transitions that, if interpreted in terms of neutrino oscillations, would require a squared mass difference
larger than the atmospheric one, ∆m2LSND > ∆m
2
ATM. Such a third squared mass difference would re-
quire the introduction of a fourth light neutrino. As we have seen in the introduction, the number of light
“active” neutrinos (i.e. with the gauge interactions of standard neutrinos) is bound by the measurement
of the Z boson width to be three. The forth neutrino should then be sterile. Such an interpretation poses
a number of problems. From the theoretical point of view, in order to account for a light sterile neutrino
one should explain while an explicit mass term for it, not forbidden by the electroweak symmetry (unlike
the one for active neutrinos), would be absent or extremely small. This can be however accounted for
by an appropriate symmetry. Moreover, even if the presence of a fourth neutrino, it is not easy to fit the
observed anomaly [65–67] because of the bounds from the Karmen [68] and Bugey [69] experiments.
The LSND anomaly is being tested by MiniBOONE, which uses about the same value of L/E, but with
O (10) larger values of L, E. MiniBOONE can run both in a neutrino and antineutrino mode. The
present situation is the following. The neutrino run excludes the LSND signal at more than 90% confi-
dence level (it observes an anomaly, but at the wrong value of L/E, and in the low energy region that is
more sensitive to the backgrounds) [70]. The antineutrino run, on the other hand, seems to find an excess
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Fig. 9: Modification of the beta decay spectrum in the presence of a non-vanishing neutrino mass (a). Different
beta decay processes and their microscopic mechanisms (b).
4.7 Beyond oscillations
We now discuss the bounds and prospects of determination of the neutrino parameters that cannot be
probed with oscillation experiments,mlightest, and the Majorana phases α, β (assuming they are physical).
As said, the determination of the squared mass differences ∆m223 and ∆m
2
12 does not determine
the absolute value of neutrino masses. On the other hand, the latter can be obtained from the additional























lightest − ∆m223, m21 =
m2lightest − ∆m212 − ∆m223 in the case of inverse hierarchy (in which case ∆m223 < 0). In principle,
mlightest can have any value. If mlightest  (∆m212)1/2 ∼ 0.01 eV, the three neutrinos have masses
m3 ≈ |∆m223|1/2 ∼ 0.05 eV, m2 ≈ (∆m212)1/2 ∼ 0.01 eV, m1 = mlightest  m2 in the normal
hierarchy case and m1 ≈ m2 ≈ |∆m223|1/2 ∼ 0.05 eV, m3 = mlightest  m1,2 in the inverse hierarchy
case (in which case it actually suffices to assume mlightest  |∆m223|1/2 ∼ 0.05 eV). If mlightest 
|∆m223|1/2 ∼ 0.05 eV, the three neutrinos are approximately degenerate, m1 ≈ m2 ≈ m3 ≈ mlightest.
Beta decay experiments exploit the fact that a non vanishing neutrino mass modifies the endpoint
of the electron spectrum in beta decays (A,Z) → (A,Z + 1) + e− + νe, where A and Z are the
mass and atomic number of the decaying atom. This is a purely kinematical effect illustrated in Fig. 9a
(taken from [72]). The tritium decay 3H → 3He + e− + νe is often used for this purpose. The decay
spectrum depends in general on the composition of νe in terms of the three mass eigenstates and on their
masses. Given that the present sensitivities are larger than |∆m223|1/2, the spectrum only depends on the





|Ueh|2Γ(m2h, E) ≈ Γ(m2νe , E), (34)
m2νe ≡ (m†m)ee = |Ueh|2m2h = c213(m21c212 +m22s212) +m23s213. (35)
The present bound from the Mainz [73] and Troitsk [74] experiments is in the degenerate neutrino regime,
in which mνe ≈ mlightest, and give mlightest < 2.3 eV. The Katrin experiment [75] promises to lower the
sensitivity down to 0.2 eV.
Another handle on the absolute value of neutrino masses is provided by neutrinoless double beta




and is induced by a Majorana neutrino mass term (see Fig. 9b) at a rate Γ ∝ |mee|2〈Q〉2, where 〈Q〉 is














is the 11 element of the light neutrino mass matrix in the flavour basis, with β′ = β − δ. The 0ν2β rate
therefore probes both the absolute scale of neutrino masses and the Majorana phases α, β.
In order to measure the 0ν2β decay, a nucleus (A,Z) for which the beta decay, but not the double
beta one, is kinematically forbidden, is needed. It is then possible to discriminate the neutrinoless decay
from the standard two neutrino decay (A,Z) → (A,Z + 2) + 2e− + 2νe. Indeed, the latter has a
continuous spectrum for the sum of the energies of the two electrons, with endpoint at the Q-value of
the decay, while in the former the energy of the electrons must coincide with the Q value. If the energy
resolution of the electron energy measurement is precise enough, it is then possible to exclude most of
the events due to the standard two neutrino decay. The determination, or bound, one obtains is however
plagued by the O (50%) uncertainty associated to the matrix element 〈Q〉. The Heidelberg-Moscow
collaboration, using the 76Ge→ 76Se + 2e− decay, sets a limit |mee| < O (1)× 0.4 eV [76]. The claim
of a signal has also been reported by a subgroup of the collaboration [77]. A rich experimental program
is available in this field, with prospects of lowering the bound down to a few×10−2 eV.
Neutrinos play a role in cosmology through their effect on the Cosmic Microwave Background
(CMB) and the formation of Large Scale Structures in the universe (LSS). The effect on CMB is due to
the fact that the anisotropies in the photon radiation at decoupling (which takes place at a temperature
of about 0.3 eV) are sensitive to the total radiation density, and in particular to the energy fraction in
neutrinos. In turn, the latter is determined by the mere sum of the three neutrino masses, mcosmo =
m1 + m2 + m3, whose knowledge is of course equivalent to the knowledge of mlightest. The effect on
LSS is due to the fact that the free streaming of relativistic non-interacting particles smoothes the density
fluctuations leading to the large scale structures observed today. The length scale of the effect depends
again on the neutrino masses.
By fitting the available data on CMB and LSS, it is possible to find an upper bound on mlightest.
However, the latter depends on a number of assumptions (although plausible and consistent) on the
cosmological model. It is assumed, for example, that the structures are generated by gaussian adiabatic
fluctuations, that the spectral index is constant, that the particle spectrum is the SM one, that the dark
matter is cold and the dark energy is accounted for by a non-vanishing cosmological constant. Moreover,
we note that the LSS constraint is more powerful but less reliable, as the effect of neutrino masses is larger
at smaller scales, where the numerical simulations are more difficult. The bound one obtains at 99%
confidence level ismcosmo < 2.6 eV when conservatively using the CMB data only andmcosmo < 0.5 eV
if the LSS data is also taken into account [78].
Besides CMB and LSS, neutrinos also affect Big Bang nucleosynthesis (BBN) and possibly Baryo-
genesis. The present relative abundance of protons, neutrons, and light elements is determined during
BBN by standard inverse beta reactions involving neutrinos at their decoupling temperature T ∼ MeV.
The Baryon asymmetry in the universe is quantified by the number density of Baryons (minus the neg-
ligible density of anti-Baryons), usually normalized to the photon density, nB/nγ ≈ 6 · 10−10. It is
believed that the asymmetry between Baryons and anti-Baryons, nB > 0, originated dynamically during
the evolution of the universe. On the other hand, the SM of particle physics cannot account for such
a dynamical origin. However, it has been proposed that the Baryon asymmetry could originate from
a lepton asymmetry generated by the simplest dynamics underlying the origin of neutrino masses, the
see-saw mechanism [79] (see next Section). More specifically, the idea is that a lepton asymmetry is
formed by the CP-asymmetric, out of equilibrium decay of heavy right-handed neutrinos (transformed
into a Baryon asymmetry by sphalerons) [80–82]. Although by far not the only one, this is an econom-
ical and successful Baryogenesis mechanism that allows, under hypotheses, to relate the single number




99% CL H1 dofL




















































































Fig. 10: Summary of bounds on mlightest.
The summary of theoretical expectations and bounds onmlightest is shown in Fig. 10 [2]. In Fig. 10a
the parameter mνe probed by beta decay experiments is plotted as a function of the lightest neutrino
mass, taking into account the present uncertainties on ∆m212 and |∆m223|, for the two signs of ∆m223.
The bound from the Mainz and Troitsk experiments are shown together with the expected bound from
Katrin. Fig. 10b shows an analogous plot for the parameter probed by 0ν2β decay. The darker regions
correspond to the uncertainty associated to the unknown Majorana phases, with the oscillation parameters
fixed at their present central values. The lighter region account for the additional uncertainty on the
oscillation parameters. Finally, Fig. 10c shows the situation for the parameter probed by cosmology.
5 Theoretical implications
After having illustrated the phenomenology associated to neutrino masses and mixings and the determi-
nation of the neutrino parameters, we conclude by discussing the theoretical impact of the information
that has been gathered so far.
From the theoretical point of view, the relevant information emerging from the data in eq. (16) can
be summarized as follows:
mνi  174 GeV
θ23 ∼ 45◦(= 45◦?) θ12 ∼ 30◦–35◦ 6= 45◦ θ13 < 7◦
|∆m212/∆m223| ≈ 0.035 1.
(37)
The most important theoretical guideline is the smallness of neutrino masses. We then have the surpris-
ing fact that two out of three mixing angles turn out to be large, unlike what found in the quark sector.
In particular, θ23 is compatible with being maximal. While the present uncertainty is too large to draw
conclusions, it would be interesting to know whether θ23 is indeed maximal (i.e. 45◦ up to small correc-
tions) or just large (i.e. O (1)). A maximal angle would in fact be an indication of a non-trivial flavour
structure [83]. As for the solar angle, we know that it is definitely not maximal, although compatible
with the so called tri-bimaximal prediction [84]. The squared mass difference hierarchy implies that the
ratiom2/m3 is about 0.2 or larger, not as small as the typical charged fermion mass hierarchy. In the fol-
lowing, we will concentrate on the first guideline, the smallness of neutrino masses, and its implications
for the origin of neutrino masses.
There is no doubt that neutrino masses are indeed very small compared to the natural scale of
fermion masses, the electroweak scale, v = 174 GeV: mν/v . 10−12. On the other hand, some of
the charged fermion masses are also quite small compared to v, the smallest being the electron mass,




Not only because twelve orders of magnitude are more than five. Also because all the three families of
neutrinos are bound to be that light. On the contrary, the suppression of the lightest charged fermion
masses seems to be related to the hierarchy among different families, the heaviest families being sup-
pressed compared to the electroweak scale at most by a couple of orders of magnitude. Moreover, there
is a compelling explanation for the peculiar smallness of neutrino masses, as we now see.
5.1 The origin of neutrino masses
We have seen in Section 3.1 that the observed smallness of neutrino masses is not explained at the level of
the effective theory below the electroweak scale: the QED and QCD gauge symmetries allow a mass term
for both the charged fermions and the neutrinos. Things are different when considering the full SM gauge
symmetryGSM = SU(3)c×SU(2)L×U(1)Y . It is well known that such a symmetry forbids any fermion
mass term, both for charged fermions and neutrinos. In order to see that, it suffices to show that no
gauge invariant mass term in the form eq. (6) can be written for the left handed fermion fields. The latter
transform under the SU(2)L gauge symmetry either as doublets, Li = (νiL, eiL)T , Qi = (uiL, diL)T , or
as singlets, eiR, uiR, diR. Their hypercharges are -1/2, 1/6, 1, -2/3, 1/3 respectively. It is then easy to see
that it is not possible to combine any two such left handed fermions in a gauge invariant combination.
The fact that no fermion mass term is allowed in the limit in which the electroweak symmetry is
unbroken can be rephrased by saying that the SM is a “chiral” theory. This property might be the very
reason why the fermions we observe have a mass so much smaller than, say, the Planck scale: they are
protected by the electroweak symmetry. As a consequence, a SM fermion mass has to be proportional to
at least one power of v. Here is the crucial difference between charged fermions and neutrinos: while the
charged fermion mass term arises proportional to one power of v, the neutrino mass term needs at least
two powers of v. Let us see why this is the case and what are the consequences.
In the SM the electroweak symmetry is broken by the vacuum expectation value (vev) of the Higgs
field. The Higgs is a complex scalar field that transforms as a doublet under SU(2)L, H = (h+, h0), and
has hypercharge 1/2. The Higgs potential is such that the value of the (neutral component of the) field in
the ground state does not vanish. Such a vev is denoted by 〈h0〉 and provides the value of the electroweak
scale, 〈h0〉 = v. The electroweak symmetry is broken because the ground state value of the Higgs is not
invariant under electroweak gauge transformations.
While mass terms for the SM fermions are not allowed, Yukawa interactions with the Higgs
are. For example, the electron can interact with the Higgs through the gauge invariant interaction
λEeRLH
† = λEeR(eLh0 + νLh+), where family indexes have been understood. Once the Higgs
field is expressed in terms of the displacement from the ground state value, h0 = v + δh0, a mass term
is generated for the electron in the form mEeReL, with mE = λEv.
The electron Yukawa interaction above has the property of being “renormalizable”. For our pur-
poses, this means that the coupling in front has a non negative dimension in mass (it is in fact dimension-
less). Note that a lagrangian (density) has dimension 4 in energy. Therefore, renormalizable operators
have dimension 4 or less. Non-renormalizable terms are instead characterized by coefficients propor-
tional to inverse powers of a mass scale, or cut-off, Λ. Such terms are thought not to be fundamental but
to arise as remnant, effective terms from a more fundamental (possibly renormalizable) theory living at
a scale related to Λ. They are indeed inconsistent (at least perturbatively) at energies larger than Λ. A
dimension 4 + n non-renormalizable operator is suppressed by n powers of Λ.
One can then wonder what is the most general form of the renormalizable Yukawa interactions of
the SM fermions with the Higgs, and which is the most general fermion mass term that can be generated
at the renormalizable level. The answer is provided by the SM flavour lagrangian





























ij = 0. (39)
We therefore see that, unlike charged fermion masses, neutrino masses do not arise in the SM even
after electroweak symmetry breaking, if one sticks to renormalizable interactions. This is a good starting
point to understand the smallness of neutrino masses. Of course, we have in the end to account for the
fact that neutrino masses are not vanishing. In order to do that, some ingredient has to be added to the
SM as a renormalizable theory. While there are certainly several possibilities, we can distinguish two
main options. Either the new ingredients live at a scale Λ v (the standard example being the addition
of heavy right-handed neutrinos giving rise to the see-saw mechanism) or the new ingredients live at a
scale Λ . v (the standard example being Dirac neutrinos). Let us consider the two possibilities in turn.
5.2 Λ v
This case is particularly interesting. It can be described in a model independent way by making use of
a central theorem of effective field theory. At the electroweak scale and below, the effect of whatever
are the additional heavy degrees of freedom to be added in order to account for neutrino masses, can be
described in terms of effective interactions involving only light degrees of freedom and symmetries. In
particular, we do not need to know the specific form of the high energy theory in order to parameterize
its effect at the electroweak scale in a model independent way. Such effective interactions are non-
renormalizable, i.e. suppressed by powers of the scale Λ at which they arise. We therefore have
LeffEΛ = LrenSM + LNRSM, (40)
where LrenSM is the renormalizable SM lagrangian and LNRSM accounts for the effective interactions.
The effect at energies E  Λ of dimension 4 + n effective interactions arising at the scale Λ is
suppressed by (E/Λ)n, as it can be inferred from simple dimensional analysis. As a consequence, the
most relevant effective operators are those with lowest dimension: 4 + 1. It turns out that in the SM it is




(HLi)(HLj) + higher dimension, (41)
where SU(2)L invariant contractions are understood. Note that separating the coefficient of the operator
in eq. (41) in a dimensionless numerator hij and a dimensionful denominator Λ is purely conventional.
When doing that, we are implicitly identifying with Λ the scale at which the degrees of freedom generat-
ing the operator live and with hij the combination of dimensionless couplings, loop factors, etc. entering
the determination of the operator.
Once the electroweak symmetry is broken and the neutral Higgs component acquires a vev, a
neutrino mass term is generated,




We therefore see that, unlike charged fermions, neutrino masses turn out in this context to be proportional
to two powers of the electroweak symmetry breaking scale, and therefore to be suppressed by a factor
v/Λ compared to the charged fermion masses, as a consequence of their (unspecified) origin at the high
scale Λ. The smallness of neutrino masses is then understood in terms of the heaviness of the scale Λ at
which they originate (and at which lepton number if broken). It is also possible to invert the relation in
eq. (42) to obtain an estimate of the scale Λ in terms of the measured value of the neutrino masses:





























Fig. 11: The see-saw diagram.
As the coupling h cannot be much larger than 1, Λ has to be of the order or smaller than 1015 GeV. Still,
Λ might be not too far from the GUT scale. Neutrino masses open in this context an indirect window on
scales that could never be probed directly.
Let us summarize the results of the discussion so far. The smallness of neutrino masses can be
economically understood in a model-independent way in terms of the heaviness of the scale at which
lepton number is violated. What makes them special is the fact that they are the only fermions in the SM
for which a mass does not arise (after EWSB) from a renormalizable interaction with the Higgs field.
They turn out to be Majorana.
Such an understanding is very appealing, but is based on the fact that, unlike the other charged
fermions, neutrinos were not given a right-handed component. In the presence of a right-handed com-
ponent νR, it would be possible to write a renormalizable neutrino Yukawa interaction with the Higgs,
λNij νiRLj H , providing neutrino masses proportional to the electroweak scale, just as for all the other
fermions. The real question might then appear to be: why neutrinos should not have a right-handed
components, as all the other fermions? What makes them special from this point of view?
The answer is simple. In order to make the neutrino Yukawa interaction gauge invariant, the right-
handed neutrinos should be neutral under all SM interactions2. Then they would be the only fermions




Unlike all other fermions, their mass would not be bound to vanish in the limit in which the electroweak
symmetry is unbroken, would not be bound to be proportional to powers of the electroweak scale. There-
fore, right-handed neutrinos would be the only fermions for which a mass much larger than v would be
allowed. In which case, according to the effective theory theorem mentioned above, their effect at the
electroweak scale and below, can be described in terms of the effective interaction in eq. (41). Indeed,
neglecting the momentum in the right-handed neutrino propagator in the “see-saw” [85–89] diagram in






λN ⇒ mν = −mTD
1
M
mD, where mD = λNv. (45)
This is the celebrated see-saw formula. In this context, it turns out to be just an example, probably the
simplest, of heavy physics generating the operator in eq. (41).
It turns out that there are only three possible types of heavy degrees of freedom that can be ex-
changed at the tree level to generate the operator in eq. (41): the exchange of SM-singlet fermions (type
I see-saw, or just see-saw), of a hypercharge -1 SU(2)L scalar triplet [90–93] (type II see-saw), or of a
zero hypercharge SU(2)L fermion triplet [94] (type III see-saw).




5.3 Λ . v
While theM  v option is very appealing, as it provides a solid, economical, compelling understanding
of the smallness of neutrino masses, only based on the hypothesis that the new ingredients needed to
account for neutrino masses are heavier than the electroweak scale, the possibility that such new ingre-
dients are lighter than v cannot be excluded. In this case, the general effective description we used in the
previous case does not hold and each case should be considered separately.
A paradigmatic example is provided by Dirac neutrinos. As discussed above, such neutrinos have
a right-handed component, but their mass terms, which could in principle be as heavy as the Planck
scale, is assumed to be much smaller than the neutrino masses themselves. The latter then arise from the
Yukawa interaction λNij νiRLj H , as for the other fermions, and turn out to be in the Dirac form (as in
eq. (8) with mL = mR = 0), with mN = λNv.
Such a possibility requires the Majorana mass term for the right-handed neutrinos in eq. (44) to be
smaller than the Planck scale by almost 30 orders of magnitude and the λN entries to be all smaller than
about 10−11. Lepton number conservation can force Mij = 0. We would then only have to cope with
very small Yukawas or to account for their smallness with appropriate mechanisms [95–97]. In any case,
it is fair to say that additional structure must be added to explain what the simplest option, Λ v, gives
for free.
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Abstract
This lecture is a sketch of the physics of the cosmic microwave background.
The observed anisotropy can be divided into four main contributions: varia-
tions in the temperature and gravitational potential of the primordial plasma,
Doppler effect from its motion, and a net red/blueshift that the photons accu-
mulate from travelling through evolving gravitational potentials on their way
from the primordial plasma to Earth. These variations are due to primordial
perturbations, probably caused by quantum fluctuations in the very early uni-
verse. The ongoing Planck satellite mission to observe the cosmic microwave
background is also described.
1 Introduction
The cosmic microwave background (CMB) is radiation that comes from the early universe. In the early
universe, ordinary matter was in the form of hot hydrogen and helium plasma which was almost homoge-
neously distributed in space. Almost all electrons were free. Because of scattering from these electrons,
the mean free path of photons was short compared to cosmological distance scales: the universe was
opaque. As the universe expanded, this plasma cooled, and first the helium ions, then also the hydrogen
ions captured the free electrons: the plasma was converted into gas and the universe became transparent.
After that the photons of the thermal radiation of this primordial plasma travelled through the universe
and we observe them today as the CMB. The CMB is close to isotropic, i.e., the microwave sky ap-
pears almost equally bright in every direction. With sensitive instruments we can, however, see small
variations, the CMB anisotropy.
Fig. 1: The sky at optical and microwave wavelengths: A sky map of the first two week of observations by the
Planck satellite at the 70 GHz frequency, superimposed on an optical image of the sky. From Ref. [1]. Credit:
ESA, LFI & HFI Consortia (Planck), Optical image: Axel Mellinger.
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There is also ‘foreground’ microwave radiation that comes from astrophysical sources, our own
galaxy and other galaxies. In Fig. 1 we see the radiation from the Milky Way as a horizontal red band in
the microwave image, whereas further away from the galactic plane we see variations in the intensity of
the CMB. The foreground can be separated from the CMB by measuring at several frequencies, since it
has a different electromagnetic spectrum.
The formation of helium and hydrogen atoms is called recombination, although in this context it
is a misnomer, since this was the first time the ions and electrons formed atoms. The related increase
of the photon free mean path beyond cosmological distance scales is called photon decoupling. This
happened when the age of the universe was about 380 000 years. At that time there were small density
variations, about one part in ten thousand in the primordial plasma/gas. After photon decoupling, the
over-densities began to grow by gravitational attraction and eventually led to the formation of galaxies
and stars hundreds of millions of years later.
Fig. 2: Temperature anisotropy of the CMB according to seven years of measurements by the WMAP satellite.
This is a false-colour image, where yellow and red indicate hotter than average, and blue colder than average. From
Ref. [2]. Credit: NASA / WMAP Science Team.
When looking at the CMB we are thus looking at the 380 000 year old early universe. We see
those distant parts of the universe from which it has taken the whole remaining part of the history of the
universe for the light to travel from there to here. The observed small variations in the CMB reflect the
small density variations at that time. See Fig. 2.
Because of the finite speed of light, everything we see lies on our past light cone (see Fig. 3). The
intersection of our past light cone with the time of photon decoupling forms a sphere, which we call the
sphere of last scattering. It is this sphere that we observe when we observe the CMB: we see each photon
coming from the location where it last scattered from an electron. When the photons travel from the last
scattering sphere to here they are redshifted by the expansion of the universe. The universe has expanded
by a factor of 1100 since last scattering, and therefore the photon wavelengths have been stretched by that
factor. Photons decoupled when the temperature of the primordial plasma/gas was about 3000 K, and
therefore the photons had then a blackbody spectrum with that temperature. When all wavelengths of a




falls with the same factor. The observed mean temperature of the CMB is T0 = 2.725±0.001 K today [3].
However, because of the inhomogeneity of the universe, photons coming from different directions
have suffered slightly different redshifts, which is another contribution to the observed CMB anisotropy.
Thus the variation δT (θ, φ) of the observed temperature T (θ, φ) = 2.725 K + δT (θ, φ) can be divided
into two contributions, δTintr that is due to inhomogeneous conditions at the last scattering surface, and
δTjour that arises as the photons travel from the last scattering sphere to here.
Fig. 3: A spacetime diagram of our past light cone
An important thing of the anisotropy δT (θ, φ) is that it is small. The root-mean-square variation
is about 100 µK, or
δT
T0
∼ 4× 10−5 . (1)
While this makes observing this anisotropy very difficult, it simplifies understanding and calculating the
physics that causes this anisotropy: the primordial density perturbations δρ that are responsible for this
anisotropy must have also been very small, and we can calculate their evolution using first-order perturba-
tion theory around a homogeneous and isotropic model of the universe, the so-called background model.
The deviations from this background model are small, so we can ignore any products of two or more
such small quantities. This makes the equations linear, so that they can be easily Fourier transformed,
and lead to a direct relation between initial and final values.
CMB was discovered by Penzias and Wilson [4] in 1964, using a microwave antenna at Bell
Laboratories in Holmdel, New Jersey. The CMB anisotropy was first measured by the COBE satellite [5]
in 1992, and much more accurate measurements have later been taken by the WMAP satellite and are
currently being taken by the Planck satellite.
In this lecture I sketch our present understanding of how the CMB anisotropy arises. The relevant
physics involves quantum field theory in curved spacetime (for the generation of primordial perturbation)
and general relativistic perturbation theory (for their evolution and effect on the CMB), and it is not
possible to give a full account in this short lecture. However, many parts of the relevant physics are
relatively easy to understand, and I try to present those here; for the other parts I just have to give results
without derivation, in an attempt to present a continuous story. I also give a short overview of the ongoing
Planck satellite mission to observe the CMB.
3
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2 Background universe
The background model is the Friedmann–Robertson–Walker (FRW) universe, where the spacetime met-
ric is
ds2 = −dt2 + a(t)2 (dx2 + dy2 + dz2) (2)
(we assume here the flat FRW universe, since it agrees well with observations, and simplifies the discus-
sion). Here a = a(t) is the scale factor that describes the expansion of the universe. The coordinates x,
y, z are comoving coordinates that are related to actual distances via the scale factor. The expansion rate







whose present value H0 ≡ H(t0) is called the Hubble constant (t0 denotes the present time). The
inverse of the Hubble parameter H−1 is called the Hubble distance. It gives the distance over which
causal effects can act in a cosmological time-scale; in cosmology it is also called the horizon scale.
Today it is comparable to the size of the observable universe, but at early times it was much smaller than
how far we can see today.
We denote the homogeneous quantities of the background model with an overbar, e.g., ρ¯ = ρ¯(t)
is the energy density, p¯ = p¯(t) is the pressure, and so on. The evolution of the background universe is












where G is the gravitational constant.
There are at least four different kinds of energy and/or matter, whose energy density makes an
important contribution to the universe: photons (the CMB), neutrinos, baryonic matter, and cold dark
matter:
ρ = ργ + ρν + ρb + ρcdm =
∑
ρi , (6)
p = pγ + pν + pb + pcdm = ργ/3 + ρν/3 + pb =
∑
pi . (7)
(Baryonic matter refers to ordinary matter made out of nucleons and electrons.) The early universe was
radiation-dominated, most of the energy was in the form of photons, neutrinos (and even earlier, also
other relativistic particles), so that p¯ ∼ 13 ρ¯, leading to an expansion law a ∝ t1/2. Later the universe
became matter-dominated, so that p¯  ρ¯, leading to an expansion law a ∝ t2/3. The transition from
radiation domination to matter domination happened before photon decoupling.
It appears that a few billion years ago the expansion of the universe began to accelerate, imply-
ing that a fifth energy component, called dark energy, with negative pressure, p¯ < −13 ρ¯, had become
dominant.
3 The perturbed universe
In the FRW universe there are no stars or galaxies, and no anisotropy of the CMB, since it is completely
homogeneous and isotropic. The early part of the history of the universe, when deviations from homo-
geneity were small, and also large scales at later times, can be discussed using perturbation theory. The
metric of this ‘perturbed’ universe can be written as




where Φ(t, x, y, z) may be called the gravitational potential, since in the Newtonian limit of general
relativity, it indeed becomes the Newtonian gravitational potential due to density perturbations: an over-
density causes a negative Φ, an under-density a positive Φ.
The energy densities and pressures of the different components have perturbations,
ρi = (1 + δi)ρ¯i and pi = p¯i + δpi . (9)
Since the background model was isotropic, there was no net flow of energy, but in the perturbed universe
we have also a mean velocity ~vi of each energy component with respect to the coordinate system. The
‘fluid’ perturbation variables δi, δpi, and ~vi give a sufficient description of the perturbations in each
component for as long as they can be approximated as perfect fluid, i.e., for as long as the mean free
paths of their particles are short compared to the distance scales we are interested in. In the perfect fluid
approximation, the two metric perturbations become equal, Φ = Ψ.
After they have decoupled, the fluid description is not sufficient to describe the evolution of neu-
trinos and photons. Neutrinos decouple early, during the first second of the history of the universe. After
that, the neutrino contribution causes a ∼ 10% difference between Φ and Ψ, until the universe becomes
matter-dominated.
4 Photon distribution function
For the discussion of CMB anisotropy, we need a more detailed description of the photons, given by the




f(t, ~x, ~q)dV d3q (10)
photons with momentum in a range d3q around the value ~q within a volume dV around location ~x. (The
factor 2 comes from the two polarization states of photons.) We divide the photon momentum ~q into its
magnitude q (photon energy) and direction qˆ (a unit vector), ~q ≡ qqˆ.
In the background model, photons have the blackbody spectrum
f¯(t, ~q) =
1
eq/T (t) − 1 (11)
where T (t) is the homogeneous temperature of the distribution.
In the perturbed universe we write








defining a momentum-dependent relative temperature perturbation Θ(t, ~x, ~q). Any function f(t, ~x, ~q)
can be written in this form, but the important point is that to 1st order in perturbation theory, Θ does not
develop any dependence on photon energy q.
Thus we have a radiation temperature perturbation called the brightness function
Θ = Θ(t, ~x, qˆ) (13)
which depends just on time, location, and photon direction. Indeed, Fig. 2 is a plot of the measured CMB
brightness function at our location and time as a function of the observation direction −qˆ. However, to
predict its properties from theory, we need to follow how Θ(t, ~x, qˆ) evolves from early times.
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We can integrate the brightness function over the direction angles to get various momenta, or
multipoles, of the photon distribution. The three lowest ones are called the local monopole, dipole, and
quadrupole of the photon perturbation:
















Θ(t, ~x, qˆ)dΩ (15)
(we denote the components of ~x and ~q by xi = (x1, x2, x3) and qi = (q1, q2, q3)). The monopole and
dipole of the photon distribution give directly the photon density and velocity perturbation:
δγ = 4Θ0 and ~vγ = 3~Θ1 . (16)
5 Boltzmann equation
From statistical physics we have the Liouville theorem: if there are now collisions between the particles,
















(we sum over repeated indices), where the total derivatives dxi/dt and dqi/dt refer to the motion of
the particle. Collisions between particles modify the equation by adding a collision term C[f ], which
depends on the distribution function:
df
dt
= C[f ] . (18)
Actually, it depends on the distribution functions of all species of particles the photons may collide with,
in addition to the photon distribution function.








The evolution of photon momentum and energy is obtained from the geodesic equation of general rela-

























i.e., we care only about the dependence of the distribution function on, and the change of, photon energy,
not photon direction. This is because in the background model, the distribution function (11) does not
depend on the photon direction, and the photons do not change direction (except in collisions). Thus
both factors on the left-hand side of Eq. (21) have only a small ‘first-order’ direction dependence, so that





























Of the five terms in Eq. (22), the first two are just kinematics: the distribution function changes
in time, since photons move in and out of volume elements due to their velocity. The third term gives
the change in photon energy (redshift) due to the overall expansion of the universe. The two last terms
give the effect of spacetime perturbations: the gravitational redshift due to a gradient in gravitational
potential, and the effect of local variations in the expansion rate.



































= C[f ] . (24)
From Eqs. (11) and (23) we obtain that the temperature of the background photon temperature
falls as
T ∝ 1/a . (25)















= C[Θ] , (26)
the brightness equation.
6 Thomson scattering
Photons scatter from charged particles. At the time of interest, these are electrons, protons, and helium
nuclei. Since the scattering cross section is inversely proportional to the square of the mass of the charged
particle, we need to consider just the electrons. In the non-relativistic (kinetic energies much below the


















= 6.65× 10−29m2 . (28)
The collision term Eq. (26) is proportional to the electron density ne, where only free electrons
count, not those already bound in atoms. If the electron fluid were in rest (~ve = 0), the effect of scattering
would be to isotropize the photon distribution, i.e., to damp all its higher moments. However, in the
perturbed universe, there is a perturbation in the electron fluid velocity, equal to the baryon velocity
perturbation, ~ve = ~vb, whose effect is to drag the photon velocity perturbation towards it. We skip the






















The effect of the two first terms on the right-hand side (RHS) is to damp all multipoles of Θ(qˆ), except
Θ0. The effect of the third term is to instead force ~vγ = 3~Θ1 towards ~vb. The last term is due to the
angular dependence of Eq. (27), which has a quadrupole shape, and has the effect that the quadrupole of
the photon distribution is not damped as fast as the other multipoles.
The differential cross section actually depends also on photon polarization [Eq. (27) is averaged
over the two polarization directions]. The quadrupolar angular dependence of this has the effect that Θij2
acts as a source of CMB polarization. In this lecture, however, we discuss just the generation of the CMB
temperature anisotropy, not its polarization.
7
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7 Line-of-sight integration
The recombination of hydrogen had a dramatic effect on the brightness equation, since the density of
free electrons ne dropped by many orders of magnitude.
Before recombination, ne was large, forcing the term in the brackets in Eq. (29) to be very small.
We can then make the tight-coupling approximation:
Θ(qˆ) = Θ0 + qˆ · ~vb ⇒ ~vγ ≡ 3~Θ1 = ~vb; Θij2 = 0 . (30)
After recombination, ne was so small that most CMB photons have never scattered after recombi-















= 0 . (31)












and thus we get from (31) that along a photon path
d
dt







The quantity Θ+Φ is called the effective temperature perturbation, since it adds to the local temperature
perturbation the effect of the gravitational red/blueshift from the local gravitational potential.
Although in reality hydrogen recombination lasted tens of thousands of years, and an exact cal-
culation has to follow this, we can get a good qualitative understanding of the CMB anisotropy by
making the instantaneous decoupling approximation: we assume that recombination took place at t = t∗
(≈ 380 000 yr), and use the tight-coupling approximation for t < t∗ and the collisionless approximation
for t > t∗.
We can then integrate Eq. (33) along the photon path (line-of-sight integration), starting at time t∗
from the location where the photon last scattered, ~xls, to the present time t0 and the location ~xobs where
the photon is observed today:






















Apply now this result to a fixed observer, looking at all directions. The observed perturbation
in the CMB temperature in direction nˆ = (θ, φ) is given by Θ(t0, ~xobs,−nˆ), since the observer is
looking against the photon direction. The term Φ(t0, ~xobs), which is just the gravitational potential of
the observing site, does not depend on the direction looked at, and thus appears just an overall shift in
the mean CMB temperature. This effect is smaller than the accuracy the mean CMB temperature has
been measured with, and we ignore it. On the RHS we see four different contributions to the CMB
temperature anisotropy:
– The original temperature perturbation at the last scattering sphere, Θ0(t∗, ~xls) = 14δγ
– The gravitational potential from which the CMB photons have to climb (or fall) from, Φ(t∗, ~xls),
causing a gravitational red/blueshift of the radiation temperature
– A Doppler effect qˆ ·~vbγ = −nˆ ·~vbγ coming from the motion of the primordial baryon–photon fluid




– An effect that comes from the time dependence of the metric perturbations along the photon path.
If the gravitational potential Φ does not depend on time, the redshift due to falling in it is cancelled
by the blueshift due to climbing from it. Thus gravitational potential along the photon path has a
net effect only if it is time dependent, so that this cancellation is not exact. The same applies to the
perturbation Ψ in the expansion rate. This effect is called the integrated Sachs–Wolfe (ISW) effect.
The metric perturbations Φ, Ψ are affected by all energy components, ρb, ρcdm, ργ , ρν , and there-
fore we need the evolution equations for all of them, in addition to the Einstein equations from general
relativity for the evolution of Φ, and Ψ. To obtain the quantities needed in Eq. (35), we need to integrate
these evolution equations starting from initial conditions specified at some time well before recombina-
tion, when the universe was still radiation dominated, and all scales of interest were ‘outside the horizon’,
meaning that the Hubble distance was then smaller than these scales.
These initial conditions for the perturbations are called primordial perturbations, and to obtain a
theoretical prediction for the observed CMB anisotropy (as well as for the observed matter distribution
today), we need a theory for the production of primordial perturbations.
8 Primordial perturbations
The primordial perturbations were apparently produced by some random process. Therefore we only
expect to predict their statistical properties. The current favourite scenario for their production is called
inflation. Inflation refers to an accelerating expansion of the universe by a very large factor at very
early times. Because the expansion is accelerating, the scale factor a grows much faster than the Hubble
distance, causing perturbations to exit the horizon (their distance scale becomes larger than the Hubble
length). During inflation microscopic scales were expanded to astronomical scales, and the primordial
perturbations are produced from quantum fluctuations at these microscopic scales.
There are many proposed theories where inflation can be realized, but in the simpler ones there is
only one dynamically important independent quantity at that time, a scalar field ϕ, called the inflaton.
During inflation, the homogeneous background value ϕ¯(t) ‘rolls’ slowly towards the minimum of the
inflaton potential V (ϕ). All particles in the later universe are produced after inflation from the energy
that was stored in the inflaton field during inflation, in a process called reheating. All perturbations
arise from the inflaton perturbations δϕ. Since perturbations in all quantities originate from a single
perturbation quantity, they are related to each other in a simple manner, i.e., the resulting primordial
perturbations are adiabatic.

















= 34δγ . (36)
(The photon number density is related to temperature by nγ ∝ T 3 and the photon energy density by







= 34δγ ≡ δm . (37)
After inflation, all cosmological distances are much larger than the Hubble distance, and therefore
perturbations at these scales do not have any dynamical evolution. These ‘superhorizon’ perturbations
are naturally described in terms of the associated spacetime curvature perturbation. We can define a ‘co-
moving curvature perturbation’ R(t, ~x) (related to Φ and Ψ) that stays constant in time at superhorizon
scales (for adiabatic perturbations).
The quantum fluctuations during inflation are a random process, and therefore we can not pre-
dict individual values of R(~x) from an inflation theory, but we can predict expectation values of the
9
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magnitudes of the perturbations at different distance scales. These are given by the power spectrum
PR(k) ≡ V
2pi2
k3 × 〈|R~k|2〉 (38)
where 〈·〉 denotes expectation value, andR~k is the Fourier amplitude ofR corresponding to wave vector
~k. Here V is the reference volume used to Fourier expandR(~x), and its choice does not affect the result.






where MPl is the Planck mass, ϕk is the value of the inflaton field when scale k exited the horizon









 1 . (40)
The primordial perturbations produced in inflation are close to scale invariant,
PR(k) ≈ const. , (41)
since during inflation ϕ and H change slowly, while the scale factor a grows rapidly. More accurately
PR(k) ≈ A2skns−1 where ns − 1 = −6+ 2η (42)




, |η|  1 . (43)
For historical reasons, there is this −1 in the common definition of the spectral index ns, but the relevant
quantity is
ns − 1 ≡ d lnPR
d ln k
, (44)
which gives the scale dependence of the primordial perturbations. The slow-roll parameters  and η
depend on the inflation model, but they are always small in successful models.
After inflation, as the universe gets older, the Hubble distance H−1 grows, faster than the scale
factor a, and encompasses larger scales. At the photon decoupling time t∗, the Hubble distance was
≈ 200 Mpc, corresponding to about 1◦ on the CMB sky. Thus at angles  1◦ we see superhorizon
perturbations that are still in their primordial state, i.e., they have not evolved since they were produced.
For these large scales, it is easy to derive an approximate prediction for the CMB anisotropy using
Eqs. (35) and (39). At t∗ the universe was already matter dominated by a factor of a few over radiation.
Thus we approximate the total density perturbation δ ≡ δρ/ρ by the matter density perturbation,
δ ≈ δm = 34δγ = 3Θ0 . (45)
It turns out that Φ and Ψ are constant in time in a matter-dominated universe. Thus the ISW effect gets
a contribution only from early times after photon decoupling, when the universe is not yet completely
matter dominated, and at late times when the universe became dominated by dark energy. Therefore the
last term of Eq. (35) is subdominant and we ignore it in our approximation. For adiabatic perturbations,
velocity perturbations are negligible at superhorizon scales, and thus we approximate Eq. (35) by
δT
T




where the RHS refers to conditions on the last scattering sphere.
Now we still need to relate δ, Φ, andR. In Newtonian gravity
∇2Φ = 4piGρ . (47)
Now our gravitational potential is due to density perturbations, so we replace ρ by δρ = ρ¯δ. Since we




















showing that we get the Newtonian result for subhorizon scales (k  aH). However, we are now
discussing superhorizon scales, so we instead have the approximate result
δ ≈ −2Φ . (50)
From general relativity, Φ andR are related by
Φ = −35R (51)
in a matter-dominated universe.
Thus the CMB anisotropy at large scales is
δT
T
≈ 13δ + Φ ≈ −23Φ + Φ = 13Φ = −15R . (52)
Before converting this result and Eq. (39) into a prediction of the statistical properties of CMB anisotropy,
we need to discuss how the latter are described.
9 CMB angular power spectrum
The observed CMB temperature variations form a function on a sphere (the celestial sphere). In general
this refers just to the unit sphere of observation directions nˆ, but in the approximation (46) this corre-
sponds to the last scattering sphere. A standard way to analyse functions on a sphere is the expansion in






a`mY`m(θ, φ) , ` = 0, 1, . . . , m = −`,−`+ 1, . . . , ` , (53)






(θ, φ) . (54)
This is analogous to the Fourier expansion of functions of three-dimensional space. The different multi-
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The different m for a given ` correspond to different patterns or orientations with the same angular scale.
The a`m depend linearly (through the linear physics of first-order perturbation theory) on primor-
dial perturbations. Since different Fourier modes evolve independently, their amplitudes are uncorrelated,
and this lack of correlation is inherited by the multipole coefficients
〈a`ma∗`′m′〉 = 0 for ` 6= `′ or m 6= m′ . (56)
The evolution of the perturbations is different for different distance scales, but the physics does not
differentiate between directions, and therefore Eq. (38) depends just on the magnitude k of ~k. The
analogous property of the multipole coefficients is that the expectation values of their amplitudes depend
on ` only, not on m. This dependence is called the angular power spectrum:
C` ≡ 〈|a`m|2〉 . (57)
From this one obtains that the expectation value of the square of the temperature perturbation is










Figure 4 shows the observed CMB angular power spectrum based on seven years of measurements
by the WMAP satellite [8]. The strong peak near ` ∼ 200 corresponds to structure at 1◦ scale, which is
prominent in Fig. ??.
Fig. 4: The CMB angular power spectrum from seven years of measurements by the WMAP satellite. Black dots
with error bars represent the measurements and the red curve is a theoretical prediction from a best-fit cosmological
model. The blue band represents the expected scatter (cosmic variance) due to the randomness of the generation
of primordial perturbations. From Refs. [6, 7]. Credit: WMAP Science Team.
10 Large scales
We have a prediction for the three-dimensional power spectrum of primordial curvature perturbations,






on the last scattering sphere. To get from an expansion in terms of plane waves to a spherical harmonic











Here xls is the coordinate distance to the last scattering sphere, and j` are spherical Bessel functions.
Fig. 5: A plane wave intersecting the last scattering sphere
Figure 5 illustrates how a Fourier mode (a plane wave) contributes to different angular scales at
different parts of the last scattering sphere. Thus a given wave number k contributes to many multipoles
`, as given by j`(kxls), but the maximum contribution is around
` ∼ kxls . (61)











































This result is the reason why the CMB angular power spectrum is customarily plotted as (`(`+1)/(2pi))C`.
Equation (65) should apply for large scales, θ  1◦, or `  180. From Fig. 4 we read that the
observed value is about 1000 µK2/T 20 ≈ 1.3× 10−10. This gives a constraint for inflation models
V (ϕx)
(ϕx)
≈ 8× 10−7M4Pl ≈ (0.03MPl)4 (66)
where ϕx refers to the value of the inflaton field when the observed cosmological scales exited the
horizon. Since  1, this gives an upper limit to the inflation energy scale
V (ϕx)
1/4 < 0.03MPl = 7× 1016 GeV . (67)
13
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11 Smaller scales
For smaller scales, θ < 1◦, or ` > 180, the perturbations enter the horizon before t∗, and therefore they
have had time to evolve from their primordial state before we observe them. We give only a qualitative
discussion of the main features of the relevant physics. The gravitational attraction of the overdense
regions causes the tightly coupled photon–baryon fluid to fall into their gravitational wells. However,
this increases the radiation pressure, which eventually pushes it out. Thus the fluid begins to oscillate,
moving in and out of the gravitational wells. The gravitational potential is dominated by cold dark
matter, which does not feel the radiation pressure, and therefore does not participate in these acoustic
oscillations. Different Fourier modes of the perturbations oscillate with different frequencies, the relation












The oscillation in the density of the baryon–photon fluid (or the temperature perturbation Θ0
proportional to it), is not symmetric, since it is biased by the gravitational potential of the CDM: the
maximum over-densities in the potential wells are always larger than the under-densities at the oppo-
site phase of the oscillation. A proper calculation gives that the quantity that oscillates around zero is
proportional to Θ0 + (1 +R)Φ, so that we have
Θ
0~k
+ (1 +R)Φ~k ∝ cos cskt (69)
if we ignore the expansion of the universe. The expansion causes R and cs to change with time, so that








the coordinate distance travelled at sound speed by time t.
The first two terms in Eq. (35) are thus given by
(Θ0 + Φ)~k(t∗) ≈ −RΦ~k(t∗) +A~k cos krs(t∗) . (71)
The amplitude A~k is complicated to derive from R~k, since it is affected by physics near the time of
horizon entry, where neither superhorizon, nor subhorizon approximations apply; but for smaller scales
it gets a notable boost by a gravitational driving effect due to the evolution of the gravitational potential
Φ when the universe was not yet matter dominated: the baryon–photon fluid falls into an evolving grav-
itational well that is becoming weaker. Thus when it is kicked out by the radiation over-pressure, it flies
out further than from where it came, boosting the oscillation amplitude.
The most conspicuous feature of Eq. (71) is its oscillatory dependence on scale k: it is maximal at
those scales k, given by
krs = mpi , m = 1, 2, . . . (72)
where the oscillations were just at their extrema when photons decoupled. Thus we see a strong CMB
anisotropy at the corresponding angular scales
θ ∼ pi
kxls
















is the sound horizon angle.
This phenomenon is responsible for the oscillatory behavior in the C` seen in Fig. 4. We get from
the separation of the peaks the observed value for `A ∼ 300, which is a tight constraint on cosmological
parameters which rs(t∗) and xls depend on.
12 Diffusion damping























Fig. 6: The effective temperature, Θ0 + Φ, contribution to the angular power spectrum C`, calculated both with
and without the effect of diffusion damping. The spectrum is given for four different values of total matter density
ωm, with baryonic matter density ωb = 0.01. Figure and calculation by R. Keskitalo. From Ref. [9].
The most important effect that we neglected in making the instantaneous decoupling approxima-
tion is photon diffusion. During recombination the photon mean free path grows rapidly. While the
photons are still scattering, the photons carry energy from one part of the fluid to another, and this effect
acts towards homogenizing the fluid temperature over a distance scale related to the photon mean free
path. This damps the temperature perturbations at the smaller scales. The effect on C` is quite dramatic
as can be seen in Fig. 6.
13 Putting it all together
The effective temperature perturbation Θ0 + Φ is the dominant contribution to C`, but the other two
terms in Eq. (35) are important also. In acoustic oscillation the fluid velocity vbγ oscillates too, but in a
different phase: for a given Fourier mode, when the density is at the extremum, the fluid is momentarily
at rest. Thus the contribution from the Doppler effect −nˆ · ~vbγ to C` is also peaked, but at different `,
and therefore it acts to partially fill the troughs between the peaks coming from Θ0 + Φ.
The C` is quadratic in δT/T and therefore it also picks contributions from products of the three
separate contributions Θ0 +Φ,−nˆ ·~vbγ , and
∫
(∂Φ/∂t+∂Ψ/∂t). Since the first two oscillate in different
phases, their cross-contribution is small, but the ISW effect, which alone is the smallest of the three, is
correlated with the effective temperature perturbation, and therefore actually contributes more through
its cross-term with Θ + Φ, see Fig. 7.
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Fig. 7: The full C` spectrum calculated for the cosmological model ωm = 0.2, ωb = 0.03, no dark energy,
and ns = 1, and the different contributions to it. (The calculation involves some approximations which allow
the description of C` as just a sum of these contributions and is not accurate enough for estimating cosmological
parameters from data.) Here Θ1 denotes the Doppler effect. Figure and calculation by R. Keskitalo. From Ref. [9].
14 Cosmological parameters
We can compare the observed C` to those predicted by different cosmological models to determine the
values of the free parameters in those models. Other cosmological data can usefully supplement CMB
observations, but accurate CMB observations are vital for this task.
The simplest cosmological model that fits current data is the ΛCDM model, which has
– a flat background universe
– primordial density perturbations with a constant spectral index,
– which are adiabatic
– no primordial gravitational waves
– dark energy in the form of a cosmological constant Λ (vacuum energy with a constant density)
– negligible ( 1 eV) neutrino masses.
This model has six parameters: the amplitudeAs and spectral index ns of primordial perturbations
(see Eq. 42); the background densities of baryonic matter ωb, cold dark matter ωcdm, and the density of
vacuum energy ΩΛ; and the optical depth of the universe after recombination τ . (In Figs. 6 and 7,
ωm ≡ ωcdm + ωb.)











is the critical density for the universe required to make the background universe flat, and h ≡ H0/ (100
km/s/Mpc). For baryonic and cold dark matter we have further defined ωi ≡ Ωih2, which give the
average density of these components in the universe today as
ρ¯i0 = ωi × 1.88× 10−26 kg/m3 . (78)
The optical depth gives the expectation number of scatterings per CMB photon after recombination.
These are mainly due to free electrons that were liberated when the radiation from the first stars re-
ionized the interstellar gas.
15 WMAP results
The WMAP satellite [2] began observing in August 2001, and ceased operations nine years later. WMAP
measured the microwave sky at five frequency bands centred from 23 to 94 GHz [10]. To improve their
sensitivity, the WMAP instruments were passively cooled with a solar shade and radiators to an operating
temperature of 90 K.
The WMAP team has so far published results based on the first seven years of data. According to
them [11], the values of the ΛCDM model parameters are
As = 4.94± 0.05× 10−5
ns − 1 = −0.037± 0.012
ωb = 0.0226± 0.0005
ωcdm = 0.112± 0.004
ΩΛ = 0.728± 0.015
τ = 0.087± 0.014 (79)
Except for the spectral index ns − 1 and optical depth τ , these are already quite accurate. However, we
get this accuracy only by assuming the ΛCDM model. If we relax these assumptions, we can use the
data to derive upper limits on deviations from the ΛCDM model, but at the same time the error bars for
the ΛCDM parameters become larger, in some cases a lot.
There are also a number of anomalies in the WMAP data that cast some doubt on whether our
current understanding of the universe is correct [12]. These are features that appear statistically unlikely
in the scenario for the generation of primordial perturbations we have described. These anomalies include
– a low quadrupole: the observed C2 is well below the expectation value of from the best-fit model
(see Fig. 4)
– ‘axis of evil’: the pattern of the quadrupole and octupole parts of the CMB anisotropy are curiously
aligned, having a common preferred direction [13]
– cold spot: the cold region near the lower right edge in Fig. 2 is unusually deep for such a small
feature [14]
– north–south asymmetry: if one divides the celestial sphere along the ecliptic, the northern hemi-
sphere (upper left in Fig. 2) has much less large-scale anisotropy than the southern hemisphere
(lower right) [15]
16 Planck mission
The next major improvement in our knowledge of the CMB anisotropy and polarization will come from
the Planck satellite [1, 16], see Fig. 8, which is a mission of the European Space Agency (ESA).
Planck was launched into space, together with the Herschel infrared space telescope, on an Ariane
5 rocket from Europe’s Spaceport in Kourou, French Guiana, on 14 May 2009. Planck reached its orbit,
around the 2nd Lagrange point (L2) of the Earth–Sun system, on July 2nd. See Fig. 9.
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Fig. 8: An artist’s view of Planck. Between the primary and secondary mirrors is the focal plane unit (see Fig. 10),
to where the mirrors direct the microwave radiation. These are protected from straylight by a baffle. Below and to
the left of the baffle we see three layers of thermal shields that provide passive cooling. On the other side of the
shields there is the warm service module. The solar panels and the antenna for communication with ESA’s ground
stations are on its other side and are not visible in this view. From Ref. [1]. Credit: ESA/AOES Medialab.
Lagrange points are special points in celestial mechanics, where objects in free fall stay at the
same relative position with respect to Earth and Sun. L2 is 1.5 million km from Earth in the anti-Sun
direction. L2 itself is in Earth’s shadow, and since Planck draws its electric power from solar panels, it
must not go too near L2. Planck’s orbit around L2 has a radius of 400 000 km. (WMAP is also in orbit
around L2.)
Compared to WMAP, Planck is an improvement in three respects:
– Planck has better angular resolution, 5 arcmin compared to WMAP’s 14 arcmin
– it has a wider frequency coverage, which is important for separating the CMB from foreground
radiation
– it has a higher sensitivity thanks to a much lower operating temperature
The higher angular resolution makes it possible to measure C` to much higher multipoles. From
Eq. (55), while WMAP reached to ` ∼ 800, Planck reaches to ` ∼ 2200 (actually one gets informa-
tion also from somewhat higher multipoles, but with less accuracy). This is especially important for
measuring the spectral index to higher accuracy.
To cover the wider range of frequencies, Planck carries separate instruments with two different
detection technologies: the Low-Frequency Instrument (LFI) has radiometers for measurements at three
frequency bands, centred at 30, 44, and 70 GHz. The High-Frequency Instrument (HFI) has bolometers
for measurements at six frequency bands, centred at 100, 143, 217, 353, 545, and 857 GHz. See Fig. 10.




Fig. 9: Planck’s cruise to and orbit around L2. From Ref. [1]. Credit: ESA - C. Carreau.
dust, whose radiation increases with frequency. They are also important for measuring the Sunyaev-
Zeldovich (SZ) effect, which is the upscattering of CMB photons to higher frequencies by the energetic
electrons in the intergalactic space of galaxy clusters. In the direction of galaxy clusters, the SZ effect
lowers the CMB intensity at frequencies below 217 GHz and raises it for frequencies above 217 GHz.
See Fig. 11. Although Planck is primarily a CMB mission, the full-sky observations at these many
frequencies are also important for many astrophysical studies.
To achieve the high sensitivity of its instruments, Planck carries a three-stage active cooling sys-
tem. The first stage is a hydrogen sorption cooler to cool the LFI to 20 K. The second stage, the 4 K
cooler, is based on Joule–Thomson expansion of helium. In addition to being one stage of cooling the
HFI, the 4 K cooler also provides a reference load at 4 K temperature for the LFI radiometers. The
final stage is a dilution cooler, which operates with helium-4 and helium-3, and is used to cool the HFI
bolometers to 0.1 K. Planck carries large tanks of helium-3 and helium-4, since after dilution these gases
are vented to space. This limits the operating time of HFI, since this gas supply will eventually run out.
The high sensitivity is especially important for polarization measurements, since the CMB polar-
ization is at least an order of magnitude weaker than the temperature anisotropy. Except for the two
highest frequencies, all Planck channels measure the polarization also.
The noise of the LFI radiometers is dominated by low noise frequencies. To remove this low-
frequency noise the radiometers continuously observe the 4 K reference load together with the sky. The
signal from these two sources are switched at 8192 Hz frequency between the diodes of the radiometers,
and are afterwards separated again into a sky signal and a reference signal. In this way both signal
streams have come through the same electronics, and contain the same low-frequency noise. Taking the
difference between the two signals removes most of it, leaving the sky signal and residual noise that is
almost white (uncorrelated).
Planck rotates at 1 rpm. The instruments are pointed at a direction about 85◦ away from the spin
axis, scanning almost great circles on the sky. The spin axis is repointed by 2 arcmin about once per hour
to keep it pointed close to the anti-Sun direction. To observe also the regions near the ecliptic poles the
repointing scheme actually follows a cycloid around the anti-Sun direction so that the spin axis always
points 7.5◦ away from it. This way the whole sky is covered twice in one year. Repeated measurements
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Fig. 10: The feedhorns of the Planck receivers at the focal plane of the Planck telescope. The smaller horns at the
centre belong to the HFI. They are surrounded by the six 70 GHz, three 44 GHz, and two 30 GHz LFI feedhorns.
From Ref. [1]. Credit: ESA/AOES Medialab.
Fig. 11: Abell 2319, a nearby cluster of galaxies, seen by seven different Planck channels. For frequencies below
217 GHz, the cluster appears as a cold spot, for frequencies above 217 GHz as a hot spot. From Ref. [17]. Credit:
ESA/ LFI & HFI Consortia.
of the same sky points at different times is used at the map-making stage [18] of the data analysis to
remove residual correlated noise.
Planck reached the 0.1 K temperature about 50 days after launch, making the HFI bolometers the
coldest known place in space! After that followed a period of tuning of the instruments and performance
verification. On August 12th, science observations began with a two-week ‘first-light survey’ (see Fig. 1).
Without break the observations continued into the originally planned 15-month ‘nominal survey’. The
whole sky was observed by June 2010. See Fig. 12. This nominal Planck mission ended on 26 November
2010. ESA has, however, extended Planck operations, both with LFI and HFI, by 12 months, until near
the end of 2011. LFI does not need the dilution cooler, and in November 2010 ESA extended the Planck
observation programme by yet another year, for using LFI only.
ESA has granted the Planck Collaboration a two-year proprietary period for data analysis and
deriving science results, after which the data will be made public. Thus the data from the nominal 15-




Fig. 12: A full-sky image of the microwave sky based on the first year of Planck observations. The colours in the
image are related to the dominating microwave frequencies at the different parts of the sky. This image is made
combining different Planck frequencies so that the foreground-dominated ones have been given the most weight,
and therefore the CMB, shown in red and orange is only visible far from the galactic plane. In other parts of the
sky the image mainly shows emission from the gas and dust in our own galaxy. From Ref. [1]. Credit: ESA/ LFI
& HFI Consortia.
published then also. Some early results on the astrophysics of foregrounds will be published in January
2011, including the Early Release Compact Source Catalog.
17 Cosmology from Planck
Planck will extract almost all the available information from CMB temperature anisotropy, limited by
cosmic variance and the ability to separate foregrounds from the CMB. Planck will also provide an ac-
curate spectrum of CMB polarization for the first time, although Planck is not optimized for polarization
measurements, leaving room for a future CMB space mission focusing on polarization.
The higher sensitivity and resolution of Planck will lead to a major improvement in the accuracy
of the determination of cosmological parameters. The main cosmological interest is in the nature of
primordial perturbations. This is the key to the mechanism for the origin of structure in the universe,
which is responsible for the existence of galaxies, stars, and planets. This mechanism is related to very
high-energy physics whose study is beyond the reach of Earth-based accelerators.
A better determination of the spectral index ns of primordial perturbations is already important for
selecting among candidate inflation theories. But even more important is the ability of Planck to probe
additional cosmological parameters beyond the simple ΛCDM model (see Fig. 13). Many inflation
models predict also the production of gravitational waves, also called tensor perturbations, in addition
to the density (scalar) perturbations. The upper limit from WMAP on the ratio of tensor perturbation
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Fig. 13: An illustration of the expected improvement in cosmological parameter determination for a seven-
parameter model: ΛCDM supplemented with an additional parameter nrun ≡ dns/d ln k, allowing the spectral
index to vary with distance scale. Blue contours show forecasts for WMAP after 4 years of observation and red
contours show results for Planck after 1 year of observations. From Ref. [19].
amplitude to scalar perturbation amplitude is r < 0.24 (95% CL) [11], assuming that this is the only
extension to the ΛCDM model. The effect of tensor perturbations on CMB temperature anisotropy is
somewhat similar to some other cosmological parameters, but it causes an unambiguous signal in CMB
polarization.
The polarization field on the celestial sphere can be divided into an E-mode (curl-free part) and
a B-mode (source-free). To first order in perturbation theory, scalar perturbations produce only E-mode
polarization. Therefore a detection of B-mode polarization at relatively large scales ` < 150 is clear
evidence of primordial tensor perturbations. At smaller scales, second-order effects convert a part of
E-mode polarization into B-mode. The WMAP upper limit to tensor perturbations comes from CMB
temperature anisotropy; the B-mode is beyond the reach of WMAP polarization sensitivity. Planck is
sensitive enough to detect B-mode polarization coming from r < 0.1 [19].
More complicated inflation models have additional signatures that are not included in the ΛCDM
model, and Planck will be looking for these. They include deviations from the adiabaticity of primordial
perturbations, and the deviation of their statistics from Gaussianity.
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Abstract
The very basics of cosmological inflation are discussed. We derive the equa-
tions of motion for the inflaton field, introduce the slow-roll parameters, and
present the computation of the inflationary perturbations and their connection
to the temperature fluctuations of the cosmic microwave background.
1 Introduction
Cosmological inflation is, by definition, a period of superluminal expansion in the very early universe [1].
In practice, the rate of expansion is usually taken to be (quasi)exponential. Superluminal expansion does
not contradict the theory of relativity, which states that no signal can propagate faster than the speed
of light. One cannot use the expansion of space to send any signal, and as we will see, superluminal
expansion is indeed a solution to the field equations of general relativity.
Historically, inflation was introduced to solve certain fine-tuning issues in the hot Big Bang sce-
nario. However, its main attraction turned out to provide a mechanism for the origin of the density
perturbations required for structure formation. Density perturbations leave their imprint on the cosmic
microwave background (CMB) and were first detected by the COBE satellite [2].
The simplest starting point for cosmology is to assume that the universe is homogeneous and
isotropic. It can be shown that the most general metric describing such a Friedmann–Robertson–Walker
(FRW) universe reads
ds2 = dt2 − a2(t)
(
dr2
1− kr2 + r
2dΩ2
)
, k = ±1, 0 , (1)
where k is the spatial curvature parameter. Here the convention is such that today the scale factor
a(tnow) = 1. Within the FRW framework, matter is homogeneous and continuous. Therefore, it can
be described by the energy-momentum tensor of a perfect fluid, given by
Tµν = (ρ+ p)uµuν − pgµν . (2)
Here ρ is the energy density and p the pressure of the fluid. In the rest frame of the fluid, where the
four-velocity is given by u = (1, 0), we find T00 = ρ, Tii = p. One then substitutes the metric (1) and
the energy-momentum tensor (2) into the Einstein equations, which yield evolution equations for a(t)












ρ˙+ 3H(p+ ρ) = 0 , (4)
where G is the gravitational constant and H is the Hubble parameter. These must be supplemented by
an equation of state p = wρ, whence it follows from (4) that ρ ∝ a−3(w+1). For cold dust, w = 0; for
relativistic particles (radiation), w = 1/3.
If k = 0, the geometry is said to be flat. By virtue of (3), in such a case the energy density is




≡ ρc , (5)
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where ρc is called the critical density. Usually the densities are written in units of the critical density and
are then denoted by
Ω = ρ/ρc . (6)
From the Friedmann equation (3) we then find that the difference from the critical density evolves as






Let us assume a(t) ∝ tq so that H ∝ q/t. For (adiabatic) radiation domination, q = 1/2, while for






(Ω− 1)now . (8)
According to the WMAP observations [3], today Ω differs from 1 by at most a few per cent. Hence
(8) implies a considerable fine-tuning of the initial value of Ω. For example, let us consider the elec-
troweak phase transition at tEW ' 10−11 s and assume for simplicity radiation domination before
t = 380 000 yrs followed by matter domination up to tnow = 13.7 × 109 yrs. Then one finds that
Ω−1 should have been smaller than today by a factor of 7.5×10−28. The existence of dark energy does
not change the conclusion in any qualitative way.
Such fine-tuning obviously calls for a dynamical explanation, a process that would automatically
yield the initial condition Ω = 1. Cosmological inflation solves this problem by assuming that in the
very early universe, the energy of the vacuum ρΛ was constant and much bigger than any other energy
form, including the curvature. A universe with constant vacuum energy is called the de Sitter universe,
where the Friedmann equation (3) would read




with 3H20 = 8piGρΛ. The solution to (9) at late times behaves as a(t) = a(t0) exp(H0t). The curvature
terms k/a2 → 0 while Ω − 1 ∝ exp(−2H0t). Eventually the vacuum energy should decay, but if the
lifetime is long enough, the initial condition problem is solved as Ω is driven exponentially close to 1.
Vacuum energy solves also another initial-condition problem, the homogeneity of the CMB. We
see photons arriving at us from every direction with temperatures that are almost exactly equal. They
were created at the (somewhat illogically named) recombination at redshift z ' 1100 when the ambient
plasma became transparent to photons. The problem is that at the recombination time there were thou-
sands of regions that apparently had not had time to be in causal contact. This can be seen as follows.
Photons travel along geodesics ds2 = 0, and taking the flat (Ω = 1) FRW space for simplicity, we thus
write (defining the x-axis to lie along the photon trajectory) ds2 = dt2 − a2dx2 = 0. The physical








1− q , (10)
where we have again assumed that a ∝ tq. A causal volume at the recombination time tRC = 380 000 yrs
is V ∼ d3RC = (2tRC)3. The volume of the visible universe today is roughly (neglecting dark energy)
VU ∼ (tnow/(1 − 23))3 and at recombination was smaller by a factor of z3 but still much larger than
a single causal volume. Thus one finds that at recombination our universe contained about 105 acausal
regions.









so that two observers separated by an initial distance di will at late times find themselves at a distance
d(t) = die
H0t. They cannot communicate if d(t) > dγ(t) or if di > 1/H0 ≡ dH . Thus de Sitter space
has an event horizon, a radial distance from the observer beyond which no information can be gathered.
The horizon appears because the expansion is superluminal: photons cannot keep up with the exponential
expansion rate.
Assume now that the de Sitter expansion stops at aend and, in the sudden decay approximation,




∼ T 40 , (12)
where T0 is the temperature of the universe after the conversion. This would then mean the beginning
of the ‘normal’ Big Bang expansion with a ∼ t1/2. However, the preceding superluminal expansion has
not been without consequences:
– two points A and B initially in causal contact (dAB(t0) < H−10 ) will lose causal contact because
of the exponential expansion when dAB(t) > H−10 (A is said to have left B’s horizon);
– once ‘normal’ hot Big Bang expansion begins, the horizon grows as dH ∼ t while dAB(t) ∼ tq
with q < 1 so that eventually dH > dAB(t); hence A and B will again come into causal contact
(A is said to re-enter B’s horizon).
Thus, according to inflation, while it seems that there are acausal regions in the CMB sky, they
actually have been in causal contact in the very beginning. We should require that every point in the
CMB sky as seen today had initially been in causal contact; i.e., the size of the visible universe at the








where τ is the duration of inflation and N = H0τ = ln(a(tend)/ai) is the number of e-folds (here
we neglect the details of the expansion history). The actual observed size of the universe today is very








for reference values T0 ∼ 1015 GeV, Tnow ' 3 K,Hnow ' 70 km s−1/Mpc. Thus, if inflation lasted more
than about 60 e-folds, both the fine-tuning of Ω and the homogeneity of CMB find a natural solution.
Note that because of the exponential expansion, during inflation the universe becomes essentially empty.
2 The inflaton
2.1 Equation of state of a scalar field
If vacuum energy dominates, from the continuity equation (4) we find the equation of state
p ' −ρ . (15)
Eventually the vacuum energy should decay and provide us with the beginning of the hot Big Bang. The
simplest way to achieve this is to assume the existence of a singlet scalar field φ, called the inflaton, with









where g = det gµν = −a6 for the flat FRW metric (1), while the Lagrangian reads
L = 1
2




(∇φ)2 − V (φ) . (17)





so that by treating the scalar field as a perfect fluid, we find from (2) that


















(∇φ)2 + V . (19)
We define comoving pressure p as





















where the factor 1/6 comes about because we assume an isotropic universe. Note that the spatial gradi-
ents in ρ and p tend to die away with expansion; this (to some extent) justifies the assumption of a flat











if φ˙2  V . In other words, if the kinetic energy of the scalar field is much smaller than the potential
energy, one can have a de Sitter-like period of exponential expansion.








= φ¨+ 3Hφ˙− 1
a2
∇2φ+ V ′ . (22)
If we require φ˙2  V , then we should also require φ˙φ¨ V˙ = V ′φ˙ or φ¨ V ′. This is called slow roll.
2.2 Motion of the inflaton
Let us now assume that the inflaton gradients can be neglected and we may focus on the homogeneous
field φ = φ(t). The equation of motion (22) reads then
φ¨(t) + 3Hφ˙(t) + Γφ˙(t) + V ′(φ(t)) = 0 (23)
where we have added by hand the decay width Γ. (In field theory decay width is the imaginary part of
self-energy: Γ = 2 Im E.) Decay can begin only when Γ & H(t). Let us assume that near φ ' 0 we
may expand the potential as
V = V0 − aφ− bφ2 − . . . (24)
where a and b area some parameters. The potential is very flat if a, b are very small. It then follows that
the Hubble rate is given by H2 = H20 ' 8piGV0/3, where H0 is constant. Assuming that initially φ ' 0,
φ˙ ' 0 we find that field motion is slow with φ¨  |V ′|, whence the equation of motion can be written
simply as









m2φ(φ− φ∗)2 ' 0 , (26)
where mφ can be called the physical mass of the inflaton, which typically is much bigger than V ′′ during
inflation. Writing ξ = A(t)(φ−φ∗) one finds for the amplitude A(t) ∝ a−3/2, while averaging over one
oscillation cycle the mean pressure is found [4] to be 〈p〉 = 0. Hence a harmonically oscillating field
behaves as cold matter with ρ ∝ a−3 and a ∝ t2/3 .
The inflaton oscillations will continue until H ' Γ, whence the inflaton starts to decay into some
(relativistic) particles. The decay products will eventually thermalize among themselves. The energy










where ρend ' V0 is the inflaton energy density at the end of inflation and TRH is the reheat temperature.
The decay time is given by the condition tdec = Γ−1 = H(tdec).
Thus we arrive at the following scenario:
– initially the inflaton is in the flat part of the potential, slowly rolling; the universe is expanding
(quasi)exponentially;
– as the field gathers speed, slow-roll conditions no longer hold and inflation ends;
– inflaton begins to oscillate about the true minimum φ∗; the universe is expanding as if dominated
by cold matter;
– when H ' Γ, the inflaton starts to decay and (re)heats the universe, which then starts expanding
in a radiation-dominated phase
The decay of the inflaton field can in principle proceed also in a non-perturbative manner through
so-called parametric resonance [5]. By coupling the inflaton to other scalar fields, one may arrange for a
situation where the decay products are generated in bursts while the inflaton oscillates past the minimum
of the potential. This results in a much more efficient reheating than the conventional perturbative decay.
2.3 Slow-roll parameters and the number of e-folds
It is convenient to define slow-roll parameters that characterize the inflaton potential during inflation.
The spectral index of the perturbations can also be expressed in terms of the slow-roll parameters, as we





























where M = MP /
√
8pi defines the reduced Planck mass. Taking the derivative d(V ′)2/dφ one finds that














The slow-roll conditions become violated and inflation ends when , η ' 1.








where tend corresponds to (φ), η(φ) ' 1. Using the slow-roll equation (25) we may write (31) as








Comparing this with (29) we see that the required large number of e-folds can be obtained if the slow-roll
parameter  is small enough.
3 Inflationary perturbations
3.1 Evolution of field perturbations
Like any quantum field, the inflaton is subject to fluctuations. Hence, we should write the inflaton as
φ(x, t) = φ0(t) + δφ(x, t) , (33)
where φ0(t) is the homogeneous part which is treated here as the background field that is the solution
to the slow-roll equation (25), and δφ(x, t) is the (small) perturbation. Since during inflation the energy
density ρ ∼ V , field fluctuations source also perturbations of energy density with δρ ∝ δV (φ(x, t)) =
V ′(φ0)δφ(x, t). Eventually, such perturbations can be observed in the microwave sky as temperature
fluctuations. Given the inflationary model, we are thus in a position to calculate the spectrum of the
CMB fluctuations. This requires two things: 1) assumptions about the initial conditions for the field
perturbation, and 2) understanding the evolution of the perturbation.
Assuming that the perturbation δφ(x, t) is small, after substituting (33) to the equation of motion
(22) we find that to lowest order δφ(x, t) obeys






δφk = 0 , (34)
where we have moved to Fourier space.
Obviously, for massless fields and for long-wavelength fluctuations with k → 0, one finds that
δφk → const. This means that once beyond the horizon, the field perturbation freezes. Because it has
lost causal contact with the horizon patch where it originated, it can no longer be modified by local
physics. This is of course good news as it implies that the spectrum of perturbations can be computed if
we only knew its amplitude at the time it crosses the horizon.
For a perturbation well within the horizon, k/a H . Moreover, the slow-roll condition requires
that mφ  H . Hence at early times we may write (34) as
δφ¨k + 3H(φ0)δφ˙k +
k2
a2
δφk = 0 . (35)
Hence we have an evolution equation for the perturbation, but what is the initial condition for the Fourier
mode δφk? The sensible assumption is that at very small distance scales, well inside the horizon,
curvature can be neglected and that locally space looks Minkowski. It is then sufficient to consider
quantum fluctuations in empty flat space1 and quantize the free inflaton field in the usual manner with
1The concept of vacuum in curved space is not unproblematic since the particle content for observers in different frames

















k′ ] = δkk′ , [ak, ak′ ] = 0. The vacuum is then defined through the usual condition ak|0〉 = 0
with a†k|0〉 ∝ |k〉.





This suggests that the initial perturbation δφk at t→ −∞ should be identified with the root-mean-square
of the the variance (37). Thus, we should find the solution of (35) with δφk = wk and wk(t → −∞)
given by (36) in a box of size L. Here we will ignore the variation of H and assume simply that
H(φ0(t)) ' H0; this is consistent with the slow-roll assumption. It is straightforward to show that the

















which reduces to the flat space result2 (36) in the limit t → −∞. The initial field perturbation (37) is
Gaussian, but later evolution can, depending on the model, also generate small non-Gaussian features.













where V is the volume of the box. Thus at the horizon exit we find the power spectrum of the inflaton
fluctuations as












Note that the box-size dependence cancels. Equation (41) is a central result for cosmological inflation.
Because we are assuming slow roll, the value of H is almost constant in time. It then follows that
the amplitude of the perturbation (39) is almost the same for any arbitrary scale k at the horizon exit so
that the observed spectrum should be (almost) scale independent.
3.2 From field perturbations to temperature fluctuations
Inflaton perturbations generate density perturbations, or more generally, perturbation in the energy-
momentum tensor, which is the source for the metric. Hence, there will also be metric perturbations.
In the so-called Newtonian gauge the perturbed metric reads, neglecting now vector and tensor perturba-
tions (gravitational waves),
ds2 = (1 + 2Φ)dt2 − a2(t)(1 + 2Ψ)dx2 , (42)
where Ψ and Φ are called the Bardeen potentials; for a perfect non-viscous fluid Ψ = Φ.





However, in general relativity one is free to change coordinates in any way one wishes by per-
forming a general coordinate transformation gµν → g′µν . Therefore, one could ‘gauge away’ the density
perturbation by making a coordinate transformation such that δρ(x, t) = 0 everywhere (this is called
‘constant density hypersurface’). Obviously, we need some gauge-invariant description of the perturba-
tion in order to really be able to decide what is observable.





is both gauge invariant and also remains constant outside horizon. It is related to the Bardeen potential
by Ψ = 35R. In the literature one often uses also the curvature perturbation ζ, which outside the horizon
is simply given by ζ = −R.





〉k ≡ PT (k) , (44)
or the CMB temperature power spectrum. One can show that for large angular distances δT/T = −13Ψ,
which is called the Sachs–Wolfe effect. For small angular distances (with multipoles l & 50) one needs
also to consider hydrodynamical effects in the photon–baryon plasma, which give rise to the well-known
acoustic oscillations in the CMB power spectrum.
Here, let us focus on the Sachs–Wolfe effect alone. We need to compute the power spectrum for
the comoving curvature perturbation:





















The amplitude of the perturbation, often called the COBE normalization, is conventionally defined as
as δ2H = 4PR/25 with the observed value δH = 1.9 × 10−5. This constrains the scale of the inflaton
potential to be (V/)1/4 = 0.027M . Thus, for a very low scale model, say, with V ' M4W , one would
require an extremely flat potential with  very close to zero.
The CMB spectrum is specified by its amplitude and by the spectral index n. Purely phenomeno-
logically we may thus write
PR = Akn−1 , (47)
where n − 1 = d lnPR/d ln k. Thus, if the spectrum were exactly scale independent, we would find
n = 1. Because of the slow roll, we expect the deviation from scale independence to be small. Let us now
compute the spectral index. At the horizon exit k = aH so that the differential d ln k = da/a+dH/H '















Then d/d ln k = 42 − 2η and
n− 1 = 2η − 6 . (49)
Hence given the inflaton model, we are able to predict both the amplitude and the spectral index of the




typically (but not necessarily)  ∼ O(0.01). Other typical values would then be the scale of the potential
during inflation V 1/4 ' 1016 GeV and the Hubble rate during inflation H ' 1014 GeV. However, all
these number are very much model dependent.
Scalar-field-driven inflation is a generic idea but as of yet, there is no compelling, particle physics
motivated theory of inflation. Instead, there exists a vast number of different models. There are models
with many inflaton fields, models based on extra dimensions, models based on the Higgs field with
a non-minimal coupling to gravity, models where the the superluminal expansion and the primordial
perturbation are generated by different fields (for reviews of the various inflaton models, see Ref. [7]).
The present observations of the CMB spectral index yield some interesting constraints on the models,
but perhaps the best hope for a decisive test of the various models could be provided by the ESA Planck
Surveyor Mission [8], which is expected to put a stringent limit to the non-Gaussianity of the primordial
perturbation, or perhaps even observe it. Should that happen, many models would immediately be ruled
out.
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