Introduction
The field of NLP and education has matured dramatically since the first workshop in 1997, where the primary focus was on grammatical error detection and correction. As a community we have continued to improve existing capabilities and to identify and generate innovative and creative methods. Automated writing evaluation systems are now commercially viable, and are used to score millions of test-taker essays on high-stakes assessments. The educational and assessment landscape, especially in the United States, continues to foster a strong interest and high demand that furthers the state-of-the-art in automated writing evaluation capabilities, expanding the analysis of written responses to writing genres beyond those typicallyfound on standardized assessments. Much of the current demand for creative new educational applications results from the development of the Common Core State Standards Initiative (CCSSI). The goal of CCSSI is to ensure college-and workplace-readiness. The CCSSI describes what K-12 students should be learning with regard to reading, writing, speaking, listening, and media and technology.
Major advances in speech technology have made it possible to include speech in both assessment and Intelligent Tutoring Systems (ITS). These advances have made it possible for spoken constructed responses are now being evaluated. Consistent with this, there is also a renewed interest in spoken dialog for instruction and assessment. Relative to continued innovation, the explosive growth of mobile applications has increased interest in game-based assessment.
In the past few years, the use of NLP in educational applications gained visibility outside of the Computational Linguistics (CL) community. First, the Hewlett Foundation reached out to public and private sectors by sponsoring two competitions (both inspired by the CCSSI): one for automated essay scoring, and one for scoring of short response items. The motivation driving these competitions was to engage the larger scientific community in this enterprise. Massive Open Online Courses (MOOCs) are now also beginning to incorporate automated writing scoring systems to manage the thousands of writing assignments that can be generated in a single MOOC course. Another breakthrough for educational applications within the CL community is the large number of shared task competitions in the last few years. There have been four shared tasks on grammatical error correction, with the most recent edition hosted at CoNLL 2014. In 2013, there was a SemEval Shared Task on Student Response Analysis and one on Native Language Identification (hosted at the 2013 edition of this workshop). All of these competitions increased the visibility of the research space for using NLP to build educational applications.
As a community, we continue to improve existing capabilities and to identify and generate innovative ways to use NLP in applications for writing, reading, speaking, critical thinking, curriculum development, and assessment. Steady growth in the development of NLP-based applications for education has prompted an increased number of workshops, typically focusing on a single subfield. In this workshop, we present papers from all subfields: tools for scoring of text and speech, dialogue and intelligent tutoring, language corpora, and grammatical error detection.
We received 35 submissions and accepted six oral presentations and 14 poster presentations. Each paper was reviewed by three members of the Program Committee who were a good fit for each paper. We continue to have a strong policy concerning conflicts of interest. First, we make a concerted effort to not assign papers to reviewers if the paper had an author from their institution. Second, members of the organizing committee recuse themselves if there was a conflict of interest.
This workshop offers an opportunity to present and publish work that is highly relevant to the ACL, but is also highly specialized, and so this workshop is often a more appropriate venue for such work. The Poster session offers more breadth in terms of topics related to NLP and education, and maintains the original concept of a workshop. We believe that the workshop framework designed to introduce work iii in progress and new ideas needs to be revived, and we hope that we have achieved this with the breadth and variety of research accepted for this workshop. The total number of acceptances represents a 57% acceptance rate across oral and poster presentations.
While the field is growing, we do recognize that there is a core group of institutions and researchers who work in this area. With a higher acceptance rate, we were able to include papers from a wider variety of topics and institutions. The papers accepted to this workshop were selected on the basis of several factors, including the relevance to a core educational problem space, the novelty of the approach or domain, and the strength of the research.
The workshop is pleased to have an invited speaker this year, Dr. Norbert Elliot, Professor of English at New Jersey Institute of Technology, who will discuss his multi-disciplinary work, spanning across writing studies and innovation related to the design of NLP applications for educational purposes.
The accepted papers fall under five main themes:
Automatic Writing Assessment Measures: Four papers focus on assessment of student writing. Somasundraran and Chodorow investigate scoring short-text vocabulary items and Leeman-Munk et al investigate scoring short-text items that contain spelling errors. Kharkwal and Muresan investigate using sentence processing complexity as a feature for scoring essays. Zhang and Litman study the process of student essay revision.
Readability: Two papers investigate text difficulty of reading passages. Salesky and Shen on the passage level and Dell'Orletta, et al on the sentence level. Automatic Item Generation: Swanson et al's paper discusses data-driven methods for automatic generation of language education exercises. Zesch and Melamud describe a method that uses contextsensitive lexical inference rules to automatically generate challenging distractors for multiple-choice gap-fill items.
Grammatical Errors: There are two papers on grammatical errors made by language learners. Madnani and Cahill give a proof-of-concept for giving feedback about preposition errors to English language learners. Rytting et al describe a corpus of word-level listening errors for learners of Arabic.
MOOCs and Collaborative Learning: Ramesh, et al use machine learning to investigate discussion forums in MOOC contexts; this work is critical to progress in data mining of MOOCs. Peer-review is a prominent topic in education, especially as it is currently widely used in MOOC contexts for evaluating constructed responses. Nguyen and Litman's paper aims to automatically predict whether peer feedback is of high quality. In the context of collaborative learning, Ahrenberg and Tarvi discuss a method of teacher-student computer-based collaboration in the context of a translation class.
We wish to thank everyone who showed interest and submitted a paper, all of the authors for their contributions, the members of the Program Committee for their thoughtful reviews, and everyone who attends this workshop. We would especially like to thank our six sponsors: American Institutes for Research, CTB/McGraw-Hill, Educational Testing Service, edX, LightSide and Pearson, whose contributions have supported an invited speaker, student workshop dinner subsidy, and workshop T- 
