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Abstract Solutions of a nonlinear heat equation are numerically computed in the time
variable t lying in the complex plane, and possible singularities are sought. It turns out
that in the complex half plane {[t] ≥ 0}, where  denotes the real part of a complex
number, there is no singularity other than that which exists on the real line. However,
if we compute further in the Riemann surface, new singularities are found. A certain
nonlinear Schrödinger equationwhich is associatedwith our problem is also computed
numerically and we propose a conjecture that it is well-posed globally in time.
Keywords Nonlinear heat equation · Singularity · Ill-posed problem
Mathematics Subject Classification 35K55 · 35R30
1 Introduction
We consider blow-up solutions of a nonlinear heat equation in the following setting
of the initial-boundary value problem:
ut = uxx + u2 (0 < x < 1), (1)
u(0, x) = u0(x) (0 < x < 1), (2)
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with the periodic boundary condition in x . Here, the subscripts t and x imply differen-
tiation. As for the initial data, we assume that u0 is continuous, u0(x) ≥ 0 everywhere
and u0 ≡ 0. It is well-known that the solution blows up in finite time. Namely, the
L∞-norm ‖u(t)‖L∞ tends to∞ as t tends to a certain T < ∞. Here and hereafter u(t)
denotes u(t, ·). Blow-up problems for nonlinear heat equations are studied by many
researchers and references are abundant. See [9,10,25,29,35] for instance.
Thepurpose of the present paper is to study this problem for complex t with[t] ≥ 0
and to show some interesting phenomenawhich are quite different from thosewith real
t . In particular, we will show by numerical experiments that the blow-up disappears
by a perturbation into upper and lower quadrants of the complex plane.
If we extend the time variable into a complex plane, then u, as well as t , becomes
necessarily complex-valued. Masuda [26,27] considered (1), (2) in the complex plane
with [t] > 0 with the Neumann boundary condition and proved that, if the initial
data is close to a constant, a time-global solution is possible in the shaded domain of
Fig. 1a, which bypasses the real singularity and extends to infinity. He showed also
that the existence of an analytic solution is possible in the mirror-image of the domain
in Fig. 1a about the real axis. Further, if the solution agrees in the intersection of the
two domains, the initial data is a constant function. Namely, a non-constant solution
can be analytically continued into the complex plane but is no longer a single-valued
function in real t > T , where T is the real blow-up time. His result implies that the
singularity is not an isolated singularity but a branching point.
Masuda’s pioneering work does not seem to have a follower. In fact if we wish to
add anything new in a rigorous way, we encounter a serious difficulty. For instance,
we tried unsuccessfully to prove global existence without assuming closeness to a
constant. His paper seems to be a good example of a paper of high originality with few
citations. It seems to us that, although there are numerous papers studying blow-up of
solutions of nonlinear parabolic equations, few investigate singularities in the complex
t-plane. Our purpose in this paper is to study solutions by a numerical method and to
generalize the result of Masuda. One of our results is an interesting conjecture about









Fig. 1 a Masuda’s unbounded domain of well-posedness consisting of two semi-infinite straight lines and
two finite line-segments. B denotes the point where u blows up. b The path Γ˜γ
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There are similar but different studies of singularities. Sulem et al. [33] investigated
numerically singularities of solutions of various evolution equations in the complex x-
plane. They showed that complex singularities do exist inmany equations. The authors
of [13] considered a nonlinear heat equation where u is complex-valued but both t
and x are real-valued. These works might have a relation with ours. In particular, the
theory of [13] might be applied for proving our conjectures.
Search for a singularity of solutions of nonlinear differential equations in the
complex t-plane is not new, either. For instance, Kimura and Pelz [22] computed
numerically the Navier–Stokes equations in the complex t-plane. Their result seems
to show that there is no singularity in [t] > 0. [1] and [31] considered the Euler
equations for incompressible inviscid fluid in complex t and possible singularities are
reported. Singularities in these equations are difficult to detect. Complex singularities
of solutions of two-dimensional Euler equations are considered in Pauls et al. [28].
On the other hand, the ordinary differential equations describing the motion of point
vortices do have singularities on the real t axis: see [20,21]. In some cases, if a per-
turbation is added to the system or the initial data, the singularity disappears from the
real axis and moves to the complex t-plane: [20,21].
We would like to know what kind of singularity is possible for (1) in the complex
t-plane. Since the analytic function t → u(t, ·) from the complex plane to a certain
function space, e.g. L2 or the Sobolev space H1, is determined by its natural boundary
(in the sense of a defining domain of an analytic function), singularities, if we know
themall in the domainof definition, determine the function.Thus our questionnaturally
arises.
The present paper consists of seven sections. We explain our numerical method
in Sect. 2. In Sect. 3 we present the result of our numerical experiments in the case
of [t] > 0. Section 4 is devoted to the case of [t] = 0. In Sect. 5 we look for
singularities in the extended domain of definition of the analytic function. An inverse
problem is considered in Sect. 6. Section 7 is for concluding remarks.
2 Finite difference scheme
Finite difference schemes have been designed for parabolic blow-up problems, see
[4–8] and the references therein. We use the idea in these papers. More specifically
we use the following scheme in [7]: To apply a finite difference scheme, we choose
grid points {xk} defined by
xk = kh (0 ≤ k ≤ K ),
where K is a positive integer and h = 1/K . The parameter τ > 0 is chosen so that
τ/h2 < 1/2. While u is not very large, we compute values of u at x = xk and tn = nτ
for 0 ≤ k ≤ K and n = 1, 2, . . .. If u becomes large, we define the time increment









, unj = unj ′ ( j = j ′ mod(K )), (3)
123
148 C.-H. Cho et al.













Then tn is defined by tn = ∑n−1j=0 Δt j and it is expected that unk approximates u(tn, xk).
It is proved in [7] that
∑∞
n=0 Δtn < ∞, and this value is, by definition, the approximate
blow-up time.
We first compute a solution of real t by this scheme to obtain the approximate
blow-up time. Accordingly we can obtain the approximate position of the point B
in Fig. 1. We then compute the solution along the following path Γγ and Γ˜γ . Γγ is
defined as the following straight line: ρeiγ (0 ≤ ρ < ∞), where γ is a real number
∈ (−π/2, π/2). The path Γ˜γ is defined as
ρeiγ
(













≤ ρ < ∞
)
,
where i = √−1, T is the approximate blow-up time, and γ is as above: see Fig. 1b.
There is no particular meaning of the choice of Γ˜γ . Other choices would be equally
possible. We took it just for convenience.




uρ = uxx + u2 (0 < x < 1, 0 < ρ). (4)
We consider this equation with the same initial data and the same boundary condition.









, unj = unj ′ ( j = j ′ mod(K )), (5)
which may be written as
un+1k = (1 − 2λeiγ )unk + λeiγ
(
unk−1 + unk+1
) + τeiγ (unk
)2
, (6)
where λ = τ/h2.
We now analyze the stability by von Neumann’s method, i.e., we forget about
the boundary and we assume as if k extends from −∞ to +∞. We also discard the





k+1 − 2unk + unk−1
h2
, (7)
which is written as
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Substitute now unk = exp(iβk), where β is any real number, into the right hand side
of (8). We then obtain
[
(1 − 2λeiγ ) + λeiγ × 2 cosβ
]
eiβk .
Von Neumann’s condition for the stability is obtained if we require that the absolute
value of the square bracket is ≤ 1 for all β ∈ R. After some calculation, the condition
turns out to be λ(1 − cosβ) ≤ cos γ . This is required to hold true for all β ∈ R.
Therefore we have
Theorem 1 If λ = τ/h2 ≤ 12 cos γ , then the scheme (7) is stable in the sense of von
Neumann.
Although we do not know if this is already known in this form, it is very possible that
its contents may be known for experts (see, for instance, [3,24,30]).
Wenowcarry outmore technical stability analysis and consider (7)with the periodic
boundary condition unj = unj ′ ( j = j ′ mod (K )).















We can prove the following theorem, which asserts the H1-stability under the assump-
tion which is just a little stronger than that in Theorem 1.
Theorem 2 Assume that −π/2 < γ < π/2. Suppose that λ = τ/h2 ≤ 2−τ4 cos γ .
Then the solution of (7) satisfies
‖un+1‖22 cos γ + ‖un+1x ‖2 ≤ ‖un‖22 cos γ + ‖unx‖2 (n = 0, 1, 2, . . .),
where norms are defined by (9).
Proof requires a careful manipulation of elementary inequalities. Since it is rather
tedious,we omit it. Note that Theorem1 gives us a necessary condition,while Theorem
2 does a sufficient condition.
We now consider (5).
Theorem 3 Assume that −π/2 < γ < π/2 and λ < 2−τ4 cos γ . Given T0 > 0,
suppose that the solution of (1) and (2) is smooth in 0 ≤ t ≤ T0. Then, for sufficiently
small h,
‖unk − u(nτ, xk)‖2 ≤ ch2,
as long as nτ ≤ T0. Here, {unk } is the solution of (5), the norm is defined by (9), and
c is a constant which depends on u0 and T0 but is independent of h and τ .
Again, the proof is omitted, since it is standard (though is not short): Techniques for
proving these theorems are standard, see for instance [32].
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3 Experiments
We now present our experimental results.
We first consider the case where t is real. We choose u0(x) = 50(1 − cos 2πx)
(0 ≤ x ≤ 1) as an initial data, and set τ = 0.00001 and K = 200, whence λ = 0.4,
to use (3). We obtained Fig. 2. The solution blows up at approximately T ≈ 0.0119.
With this information in hand, we next compute the solution in the complex plane.
Since the symmetry u(ρe−iγ , x) = u(ρeiγ , x) for a real ρ is obvious, we compute it
only in [t] ≥ 0,[t] ≥ 0, where  and  denote the real and imaginary parts of a
complex number, respectively. We first compute the solution on the half-lines: ρeiγ
with γ = 15◦, 30◦, 45◦ and 60◦ to obtain Fig. 3, which shows how ‖u(ρeiγ )‖∞ :=
max0≤x≤1 |u(ρeiγ , x)| changes with ρ. In each case, the solution exists for all ρ and
decays to zero, although a considerable increase is admitted if γ is small and ρ is near
0.01. The profiles of [u] and [u] are plotted in Fig. 4 in the case of γ = 45◦. The





























Fig. 2 a Plots of ‖u(t)‖∞ := max0≤x≤1|u(t, x)| versus t . b Graph of u(t, x). Initial data is u0(x) =










 0  0.01  0.02  0.03  0.04  0.05  0.06  0.07  0.08
u
Fig. 3 γ = 15◦, 30◦, 45◦, 60◦. τ = 0.8 × 10−5 for γ = 15◦, 30◦, 45◦ and τ = 0.5 × 10−5 for γ = 60◦
123
A blow-up problem for a nonlinear heat equation… 151
(a) (b)

















Fig. 5 Solutions on AC of the path Γ˜π/4. a [u]. b [u]
becomes comparable to the real part. Then, both parts begin to decrease. Note also
that the real part is negative everywhere for large ρ and the imaginary part becomes
positive. Qualitatively the same pictures are obtained for other γ (figure omitted).
Figure 5 shows how the real and imaginary parts of u changes on the line segment
AC in Fig. 6. At the point C , t is approximately 0.0238, which is twice the blow-up
time. From there we may continue the computation along the path above, (CE of
Fig. 6) or we may turn the path and compute along the real axis (CD of Fig. 6), or
we can proceed vertically downward (CF of Fig. 6). (But in the last case the explicit
finite difference scheme becomes unstable and we have to use a different one. See the
next section.) In all the three cases, our computations show that the solution does not
blow up and tends to zero as |t | → ∞, although in the course of time the solution can
be bigger and has as many peaks as five. The solution in this region will be discussed
later in Sect. 5.
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We computed on other paths with different inclination to find similar behavior of
the solution. We do not feel it necessary to draw figures for these results since they
are broadly similar.
4 Pure imaginary time
If t is replaced by is with i = √−1 and s ∈ R, (1) becomes
1
i
us = uxx + u2 (0 < x < 1). (10)
This is a nonlinear Schrödinger equation.
The well-posedness of the nonlinear Schrödinger equation is studied well. For
our purpose it is enough to consider it in the Sobolev spaces of L2-type. The well-
posedness in L2 begins with Tsutsumi’s pioneering work [34], which was generalized
in many ways. For instance, Kato’s theorem in [19] is easy to use: It says that for
spatial dimension m = 1, 2, 3 and for all u0 ∈ L2(Rm), there is an S > 0 depending
only on ‖u0‖L2 such that a unique solution exists in 0 ≤ s ≤ S with u(0) = u0 for
us = i(u + f (u)) (11)
with a certain class of f including f (u) = u2. Those results are proved when the
spatial domain is the whole Euclidean space. The authors could not find a reference
which explicitly states local existence of (11) in a bounded domain.
Note further that the global existence results for the nonlinear Schrödinger equation
is established mostly in the case where the nonlinear term is |u|p−1u with p > 1 (see
[34]) or that the initial data is small (see, e.g., [2,14–16]). The blow-up results in the
case of a bounded domain are available in [36]. These results, however, do not apply
directly to (10).
Since we consider only a smooth initial data satisfying the boundary condition, it
is enough for our purpose to use the following rather weak theorem:
Theorem 4 Let u0 ∈ H2(T1). Then, under the periodic boundary condition, there
exists a unique solution of (10) in 0 ≤ s ≤ S, where S > 0 depends only on ‖u0‖H2 .
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Here T1 denotes the one-dimensional torus (or the circle) obtained by identifying 0
and 1 of the interval [0, 1]. Theorem 4 can be proved in a standard way. For instance
the theorem by Kato in [18] can be used.
Since the finite difference scheme in the previous section is no longer stable in the





k−1 − 2un+1k + un+1k+1
h2




1 + 2iλ − iτunk
)
un+1k − iλun+1k+1 = unk .
If the periodic boundary condition is taken into account, our finite difference scheme





a0 −iλ 0 0 · · · −iλ
−iλ a1 −iλ 0 · · · 0
0 −iλ a2 −iλ · · · 0
· · · · · · · · · · · · · · · 0
0 · · · 0 −iλ aK−2 −iλ



































where we have set
ak = 1 + 2iλ − iτunk .
It is not difficult to see that the linear part is stable in the sense of von Neumann for all
λ > 0. Therefore, if τ is small enough and maxk |unk | is not too large, we can expect
a stable computation by this scheme.
With the same initial data as before, we obtained Fig. 7.We also computed solutions
of various other initial data to obtain quite similar results.Wemay therefore conjecture
that if u0 is real-valued, the solution of (10) exists globally in time and decays to zero
as s tends to infinity. Since there seems to be no dissipation or dispersion, it is curious
that the solutions decay to zero. The following consideration may be of some help:
Suppose that the initial data is a constant. Then the solution of (10) remains to be a
constant in x for all s > 0. Accordingly, the solution of (10) is given by
u(t, x) = u0
1 − iu0s (0 ≤ s < ∞).
Unless [u0] = 0,[u0] < 0, this solution is continuous and decays to zero with the
order of O(s−1). The above solution with u0(x) = 50(1 − cos 2πx) is computed in
0 ≤ s ≤ 1 and we obtained Fig. 8. Although the solution is not a constant, we may
interpret Fig. 8b as indicating lims→∞s‖u(s, ·)‖∞ = 1.
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Fig. 7 The solution of (12). The real part (a) and the imaginary part (b). u0(x) = 50(1 − cos 2πx).



























Fig. 8 The solution of (12). u0(x) = 50(1 − cos 2πx). a max0≤x≤1 |u(s, x)|. b smax0≤x≤1 |u(s, x)|
(a) (b)
Fig. 9 a Plots of ‖u(0.011 + iα)‖∞ for 0 < α < 0.1. b Plots of ‖u(0.0238 + iα)‖∞ for 0 < α < 0.1
We also computed the solution of (12) with u(t0) as the initial data, where t0 is
any number satisfying 0 < t0 < 0.0119. When t0 = 0.011, which is rather close to
the blow-up time, we obtained a solution which quickly decays to zero, see Fig. 9.
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x = 0 x = 1
(b)
Fig. 11 (12)(13) on the imaginary axis. a ‖u(is)‖∞ for 0 ≤ s ≤ 0.25. b Profiles of [u]
Similarly we obtain solutions starting from t0 ∈ (0.0119, 0.0238). The solution seems
to decay to zero in all the cases.
We tested other initial data, too. For instance, initial data a(1 − cos 2πx) with
various a > 0 were tested. Also tested are asymmetric data such as
u0(x) = 50(1 − cos 2πx) + 25(1 − sin 4πx), (13)
which is not symmetric in x about x = 1/2. Let us now see if this asymmetry produces
anythingnew.By themethod as above,we found that the blow-up time is approximately
0.008658 and the blow-up point is approximately x = 0.445. See Fig. 10. With this
initial data, we solved (12) to obtain Fig. 11. Namely, the solution exists in 0 ≤ s < ∞
and decays to zero. Our result suggests that the solution decays in the order s−1. We
also tested, as initial data, 50 cos 2πx , which has zeros in [0, 1], and−50(2+cos 2πx),
which is negative everywhere. In both cases the solutiondecays to zero (figure omitted).
The result of the present section seems to suggest that the solution of (10) exists
for all s. Combined with the result in the preceding section, we may conjecture that
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our equation is well-posed in {t ; [t] ≥ 0, [t] ≥ 0} \ {B}. However, the authors
are unable to prove this proposition rigorously.
5 Singularities on the Riemann surface
We have seen that there is no singularity in {t ; [t] ≥ 0, [t] ≥ 0} \ {B}, since
solutions on Γγ lying entirely in the upper plane are smooth for all γ which we
tested. We therefore consider a Riemann surface containing the quadrant {t ; [t] >
0, [t] > 0}. See Fig. 12. In other words, we look for an analytic continuation of
an analytic function t → u(t, ·) ∈ H2(T1). Once we have computed those data on
the real line 0.0119 < t , we can compute solutions below this line on the Riemann
surface. For instance, we compute solutions along the path OACF in Fig. 6. Note that
the solution at F which is computed in this way is different from the one which we
compute along, say, OA′F in the lower half plane.
As a general remark, note the following facts: Let two points on the Riemann
surface, say P and Q, be given. Suppose two paths joining P and Q are given on
the Riemann surface. Beginning from P , we compute u(t, ·) along the paths to obtain
the value at Q. If there is no singularity on the paths or in the region enclosed by
the two paths, the solutions thus computed are one and the same. The converse is not
necessarily true: Even if the solutions which are computed along two different paths
are the same, one cannot guarantee that there is no singularity between two paths.
This is because there may be an isolated singularity. Based on the following plausible
argument, however, we consider an isolated singularity to be unlikely.
Consider a path starting from a regular point and ending at the singularity. Let the
path be represented by s → η(s) ∈ C and assume that [η′(s)] > 0. We then define








We multiply this by v(s, x) − vxx (s, x), integrate the resultant by parts, and take the
real part. We then obtain











|v|2 + |vx |2
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where c is a positive constant which depends on η but is independent of u. Then with
positive constant ck (k = 1, 2) we have
‖v(s)‖H1 ≤
c1
c2 − s . (14)
Because of the arbitrariness of the choice of η, (14) holds true on the half plane to the
left of the supposed singularity.





where An is an element of H2(T1) for all n. No terms of (t0 − t)−n (n ≥ 2) would
appear because of (14). Then, by substituting this into the differential equation, we
obtain
−A−1 = (A−1)2,
0 = A−1,xx + 2A0A−1,
A1 = A0,xx + A20 + 2A1A−1,
2A2 = A1,xx + 2A−1A2 + 2A0A1, etc.
We successively derive A−1 = −1, A0 = 0, A1 = 0, A2 = 0, . . .. Therefore only
a constant times (t − t0)−1 is permitted among the isolated singularities even in the
extended Riemann surface. Since we are dealing with a non-constant solution, only a
branching singularity would be permitted.
We are well aware that this argument is not a rigorous proof, but as a matter of fact,
what we obtain below are only branching points.
Let B andC be as above. Namely B = T +0i,C = 2T +0i with T ≈ 0.0119. Take
A′ = T−T i, D = 2T−T i. The square BA′DC is nowdissected into 8×8 = 64 small
squares, see Fig. 13a. The squares are labeled as Si, j with i, j = 0, 1, . . . , 7, where
i denotes the vertical direction (downward) and j denotes the horizontal direction (to
the right). Let the four corners of Si, j be denoted by Pi, j , Qi, j , Mi, j , Ni, j , respectively
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Fig. 13 Dissection of BA′DC
(a) (b)
Fig. 14 a The real and imaginary parts of the solution at P0,1. b The imaginary parts at P0,1 ∼ P0,8
for the left upper, right upper, left lower, and right lower corners. See Fig. 13b. By the
definition, it holds that Pi, j = Mi−1, j , Qi, j = Pi, j+1, Ni, j = Pi+1, j+1, etc.
We compute solutions at P0, j ( j = 1, 2, . . . , 8) by the method above. P0,1 is
computed along a path shown in Fig. 13a by a broken line. Then P0,2 and so forth are
computed horizontally to the right. For instance, the graph at P0,1 is drawn in Fig. 14a.
From P0, j we compute solutions vertically downward to obtain the solution at P1, j =
M0, j . And then we compute horizontally to the right to P1, j+1 = N0, j . Similarly we
obtain a solution along the path P0, j → Q0, j → N0, j . Thus we obtain two solutions:
one which is obtained along P0, j Q0, j N0, j and the other along P0, j M0, j N0, j . See
Fig. 13b. If the two solutions agree at N0, j , we draw the square S0, j in green, otherwise
in red. We then do the same thing for S1, j , and then S2, j and so on. If a red square
appears, we do not compute in the squares below the red one and leave them in white.
Also, if the computation diverges, we leave the square in white. These computations
were carried out with K = 500: Since some solutions are of oscillatory nature, we
needed more grid points than in the case of the previous sections.
This rule leaves ambiguity if a red square appears. Let the right lower corner of the
red square be Ni j . Then the value on Pi+1, j+1 can be computed in two ways: from
the above and from the left. In this case, we understand that the value computed from
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Fig. 15 Regions that two
solutions agree (green) and
disagree (red) (color figure
online)
above, i.e., along P → Q → N , is taken, and solutions in Si+1, j+1 will be computed
with this rule.
After this process we obtained two red squares. We then dissected the red square
into smaller squares or rectangles to test whether they belong to red or green. The
result is Fig. 15. This figure strongly suggests that there are at least two branching
singularities: one is in 10.5b ≤ [t] ≤ 11b,−3.5b ≤ [t] ≤ −3b; the other is
in 14b ≤ [t] ≤ 14.7b,−4.5b ≤ [t] ≤ −4b, where b = T/8. (This figure also
suggests that there is another singularity in S1,1. But we do not pursue it because of
numerical difficulty which we experienced in that square.) If the reader sees Figs. 16
and 17, the difference of the two solutions at the right lower corner of the red square
would be evident. For the reader’s reference we plot, in Fig. 18, the imaginary part of
u on a vertical line.
In addition to this square BCDA′, we computed solutions also in the square 2T ≤
[t] ≤ 3T,−T ≤ [t] ≤ 0 to find no singularity there.
We also considered the case where the initial data is u0(x) = 50/(2 − cos 2πx).
This initial data is analytic but it has a singularity in the complex x domain, while
u0(x) = 50(1−cos 2πx) is an entire function of x . Accordingly the spatial singularity
may have some effects on the t-plane. We computed in [t] ≥ 0,[t] > 0 and no
singularity was discovered. In the Riemann surface, we obtained Fig. 19: Singularities
do exist but in places different from the case above. Solutions at the two lower corners
are drawn in Fig. 20.
6 Around the branching point
The next question seems to be: Can we compute the solution in a full neighborhood of
a branching point? Can we make a full turn around a branching point? For instance,
can we compute the solution along the path O → A → C → A′ → O? Then the
problem becomes ill-posed inHadamard’s sense, and ordinary computational methods
do not work. Therefore we must use some sort of regularization and/or other means.
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Fig. 16 From P4,6 to N4,6. The graph of the real part of u at P4,6 is drawn in red. The states in N4,6 are
drawn in blue. Graphs a–d are, respectively, P → Q, Q → N , P → M , M → N
Multiple precision arithmetic by Fujiwara [11] may be used. Application of multiple
precision arithmetic to ill-posed problems was advocated by [12], and an application
to a linear backward heat equation was reported in [17].
With these papers as models, we tried some numerical experiments to find that our
problem is very troublesome. We therefore show our results on the following modest
problem: Beginning from P0,8, can we compute solutions backward towards P0,k for
k = 7, 6, . . .? Since we already know those solutions, we can check whether our
method for computing nonlinear heat equation in a backward direction works or not
by this experiment.
For this computation we tested two methods. One is that we use only exflib, [11],
which allows us to use multiple precision arithmetic with as many digits as we like.
The second method is to use exflib and the Fourier filter technique by Krasny [23]
simultaneously.
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(a) (b)
Fig. 17 a Two solutions at P3.5,3. b Two solutions at N4,6 = P5,7. The real parts of u are drawn. The
graph of broken line is the one from above, i.e., P → Q → N
x = 1x = 0
[u]
Fig. 18 [u] on the line segment [t] = 14.3b, −4b − 740 b ≤ [t] ≤ −4b
We first computed the solution from P0,8 to P0,6 by using only exflib with 500
digits accuracy. (The computation with 1000 digits was carried out, but as far as the
solution is well computed, no visible difference was noted, and we report our results
with 500 digits.) The initial data is u(0, x) = 50(1− cos 2πx) and we use data at P0,k
as computed by the method in the previous sections. The only difference is that, since
we use the Fourier filters later, we take K = 512. In Fig. 21a shows the real part of
the solutions at P0,6, P0,7 and P0,8 which are computed in the forward direction, and
Fig. 21b shows the one at P0,7,which is computed by exflib only (without Fourier filter)
in the backward direction from P0,8. Numerical instability is obviously occurring.
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Fig. 19 The region that two
solutions agree (green) and





P → Q  →  N
P → M →  N
(b)
Fig. 20 The graphs of the real part of the two solutions at the right lower corners of the red squares in
















 0  0.2  0.4  0.6  0.8  1
(b)(a)
Fig. 21 a The real part of the solutions computed in the forward direction of P0,6 → P0,7 → P0,8. b
shows the one at P0,7 computed in the backward direction from P0,8 with no Fourier filter
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Fig. 22 Starting from P0,8 with filter level ε = 10−12, a the real part of the solutions, at P0,8, P0,7, and
slightly before reaching P0,6. b The logarithm of |uˆk |
We now add the Fourier filter in the following way. We first choose a positive
constant ε and call it a filter level. At the end of each time step, a Fast Fourier Transform





u j exp(−2π i jk/K ) (i =
√−1, k = 0, 1, . . . , K − 1).
Note that uˆk with k larger than K/2 corresponds to the negativewavenumber−(K−k).
If the amplitude |uˆk | of any mode k is less than the filter level ε, then uˆk is reset to




uˆ j exp(2π i jk/K ) (k = 0, 1, . . . K − 1).
With this new {uk} we proceed to the next time step.
As is shown in Fig. 22, filteredwith ε = 10−12, the solution at P0,7 can be computed
backward from P0,8 and it matches well the one at P0,7 in Fig. 21a. But thenceforth
numerical instability becomes conspicuous before reaching P0,6. Figure 22b shows
the logarithm of the absolute values of discrete Fourier coefficients as a function of
the wavenumbers.
In order to continue further calculations, the filter level ε must be taken larger.
Figure 23a, b shows the results filtered at the level 10−5 and 10−4, respectively.
ε = 10−5 is not, but 10−4 is enough for regularizing the solution to reach P0,6.
The solutions in (b) can be regarded to agree with those in Fig. 21a, since the relative
errors of the L2-norm (the left hand side of (9)) at P0,7 and P0,6 are less than 10−4
and 10−3 respectively.
These preliminary computations demonstrate that the accumulation of rounding
error seems to be enormous in our problem, occurring in much larger scale than in the
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Fig. 23 a Filter level ε = 10−5. b Filter level ε = 10−4. These solutions are almost the same as those of
Fig. 21a
linear backward heat equation. We therefore stop here and leave this problem to the
future study.
7 Concluding remarks
It is likely that for many initial data which we tested in the present paper the solution
has one and only one singularity on the real axis. The Riemann surface as the domain
of definition of the solution is rather big. Below the “cut” T < t < ∞, branching
points exist. On the other hand there seems to be no singularities on the imaginary axis.
Although we cannot prove it, we believe that all the singularities are branch points
and no isolated singularity is admitted anywhere in the Riemann surface.
Thus we may summarize our conclusion as the following two conjectures:
1. The analytic function defined by our nonlinear heat equation has branching sin-
gularities and only branching singularities, unless it is constant in x ;
2. Our nonlinear Schrödinger equation (10) is globally well-posed for any real initial
data, small or large.
The next task should be to study the relationship between the nature of the blow-
up on the real axis and branching singularities lying on the Riemann surface. This
problem is left to the study in the future.
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