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1. Introduction. There are many existence theorems for systems of equations where the domain and range spaces are smooth manifolds as opposed to Euclidean space. These theorems are cast in the vocabulary of a mathematical level where the results are conveniently summarized, for example, with fixed points, index theory, intersection theory, or homology. However, it appears to the present authors that such results are invariably proved using homotopies though the homotopies are long since buried in the development by the time the result is summarized as a theorem. Given the ever increasing importance of computation these buried homotopies are of greater interest. There seems to be considerable merit in bringing the homotopy to the forefront to emphasize the avenue of computation. When homotopies are used in an existence proof in differential (smooth) topology there seems to be a rather evident avenue for computation. Namely, follow the route of zeros of the homotopy by localizing the domain of the homotopies to Euclidean space wherein the computation can actually take place. Of course, localization of Euclidean space to obtain global results is the basic vehicle in the subject of differential topology. Herein we shall outline a relocalization method for route following to solve a system of equations on the Grassmannian manifold, and then we show that the approach is a special case of computing a zero of a section of a vector bundle of an abstract smooth manifold.
Let G: be the set of k-planes passing through the origin in R'". The set G:, endowed with the obvious topology, is known as the Grassmannian manifold of k-planes in R". The manifold is smooth, has no boundary, is compact, and has dimension k(n -k). Let fi: Gn -* R" for i = 2,..., k be continuous functions. It is a fact that there is a fixed point of the functions fi in the sense that there exists a r in G' where fi() r i= 1,..., k.
It is our purpose in this paper to indicate how a fixed point for the fi's can be computed. For the smooth methods to be employed herein, we shall require the additional assumption that the f/'s are smooth. A homotopy is constructed so that a one-dimensional manifold of zeros Z of the homotopy leads to a fixed point of the fi's. To follow this one-dimensional manifold of zeros on the cylinder G' x [E, 1], we sequentially localize the computation to Euclidean space. Diffeomorphic segments in Rk(n-k)+l of the one-dimensional manifold Z are followed, and thereby, we are able, in effect, to follow Z in the cylinder to a fixed point of the fi's. We refer to this process of sequentially following diffeomorphic copies of pieces of Z as relocalization, see The fixed point of the resulting system yields an economic equilibrium only when L(p) = r, which occurs generically. In the paper DeMarzo and Eaves (1993) the algorithm given herein is fully extended for the computation of economic equilibria in the presence of incomplete markets; a price simplex must be adjoined to the Grassmannian manifold. This computational scheme together with that of Brown, DeMarzo, and Eaves (1993) offers the first methods for computation of equilibria of economic models with incomplete asset markets. For further discussion of the relation of this fixed point problem on the Grassmannian to the economic problem, 27 see Hirsch, Magill and Mas-Colell (1990), Chichilnisky and Heal (1993) , and Geanakoplos (1990). For k = 1 the Grassmannian Gk specializes to n-dimensional real projective space, and the fixed point theorem herein specializes to the BorsukUlam Theorem. Wright (1985) used relocalization on projective spaces in the computation of zeros of polynomials; however, the method was not proved and relocalization was not suggested as a device with broad applicability. In ?2 needed projections are briefly discussed. In ?3 the homotopy to be used is introduced and the route of zeros of the homotopy to be followed is indicated. In ?4 the atlas of the Grassmannian employed is described. In ?5, using the atlas, the equations are moved locally from the Grassmannian to Euclidean space. In ?6 generic conditions are given for zero to be a regular value of the homotopy. In ?7 the existence of the route to be followed is settled. In ?8 the sequential localization for following the route of zeros to the solution is established. In ?9 a broader perspective is taken; indeed, the methods employed for the Grassmannian manifold are shown to be a special case of computing a zero of a section of a vector bundle. solution of g,(r) = 0. We refer to g as the auxiliary function; it will be used to define the top of the homotophy, to initiate the computation, to assure that there is a route to follow, and to assure that the route leads to a zero of f at the bottom of the homotopy.
3. The homotopy and route. Given the smooth function f: G, -o Rn(n-k) with f(r) E T"-k for all r in G we seek a solution of f(r) = 0. In our quest for a zero of f our plan is to begin with the unique zero r, of the auxiliary function g, and follow the route of zeros as g, is deformed, perhaps with retrogressions, to our function of interest f. To this purpose we introduce a homotopy.
Select Define a route and a loop to be a (nonempty) one-dimensional manifold which is diffeomorphic to a convex subset of R1 and to a circle in R2, respectively. A route 29 may have 0, 1, or 2 boundary points, whereas a compact route has exactly two boundary points. A loop is compact and has no boundary points. Every connected one-dimensional manifold is either a route or loop, and not both. Every compact one-dimensional manifold is a finite disjoint collection of loops and compact routes.
Let dH be the restriction of H to the boundary G' x {e, 1} of the cylinder G: X [e, 1]. For almost all a in A we will show that zero is a regular value of H and dH. For such a, the zero set Z = H-1(0) of H is a neat smooth compact one-dimensional submanifold in the cylinder G: x [e, 1]. In particular,
(1) dZ = Z n (G, x {e, 1}) and Z is transverse to G" x {e, 1}.
(2) Z is a finite disjoint collection of loops and compact routes.
As dZ = Z n (G" x {e, 1}) we see that (rT, 1) is a boundary point of Z and that Z is a route. If we follow the route Z beginning at the top of the cylinder at (7r, 1), the route will not return to the top as Z meets the top in only one point, namely, (rT, 1). Thus the compact route Z leads us to the bottom of the cylinder, that is, to a point in Z n (G; x E), that is, to a zero of H(., e), thereby completing out task. We shall not directly follow the route Z on the cylinder, but rather, we shall follow a sequence of diffeomorphic localizations of Z in Euclidean space. 
An atlas for the

