Abstract. For any integer m > 1 fix ζ m = exp(2πi/m), and let Z * m denote the group of reduced residues modulo m. Let q = p α , a power of a prime p. The hyper-Kloosterman sums of dimension n > 0 are defined for q by
Introduction
For any integer m > 1 fix ζ m = exp(2πi/m) and let Z * m denote the group of reduced residues modulo m. Let q = p α , a power of a prime p. The hyperKloosterman sums of dimension n > 0 are defined for q by (1) that (2) σ a (R(d, q)) = R(da n+1 , q).
In particular, R(d, q) lies in the subfield K of Q(ζ q ) fixed by automorphisms σ a for which a n+1 ≡ 1(mod q), and of degree Recently [12] I generalized Salie's result to the multi-dimensional case n > 1 utilizing the well-known formula [9] 
the sum over all numerical characters χ modulo q where G(χ) denotes the classical Gauss sum for the character χ. That treatment relied on Mauclaire's explicit evaluation of G(χ) for prime powers q = p α (α > 1) and recent results of the author on exponential sums of the form χ(x) ax ζ bx q that used some p-adic methods. Here I give a more elementary evaluation of the multi-dimensional Kloosterman sums (1) using the well-known formulas of Smith [18] (see also Evans [9] ), relying on the Galois action (2) and elementary properties of the special exponential sums of the form
for suitable exponents k ≡ 1(mod p β ) when p is odd, and analogous such sums when p = 2. I essentially complete the computation that Cochrane, Liu and Zheng [6] initiated in determining upper bounds for such Kloosterman sums.
To best describe the evaluation here, I write n + 1 = p β u, for β ≥ 0 and p u, and set f = gcd(n + 1, p − 1) if p odd or f = gcd(n + 1, 2) if p = 2. For odd primes p, let H denote the group of f -roots of unity modulo p α−β (or just modulo p when α ≤ β). I shall show in section 2 for odd primes p with α > β + 1 that for α > β+1 (α > β+4 if p = 2), already mentioned in [6] , that is a modest improvement of the customary Deligne [7] 
when β > 0. Moreover, from such expressions (4) and (5) [3] and [14] .) These details and the extent to which can be effectively determined are beyond the scope of the presentation here, but will be discussed elsewhere.
The author has recently studied certain algebraic properties of these Gauss periods and their quadratic twists for prime powers [11] to obtain formulas for the beginning coefficients of their minimal polynomials and associated power sums of zeros. When f = 2 a closed form expression for the minimal polynomial and the associated power sums is actually obtained [10] . Those results can be applied with these to describe the polynomial satisfied by the hyper-Kloosterman sums R(d, q) for d ∈ Z * q . This determination may be found in [13] .
Kloosterman sums for odd prime powers
As in the introduction I write n + 1 = p β u, for β ≥ 0 and p u, and set f = gcd(n + 1, p − 1). For any w ≡ 0(mod p), for β = 0 [6] ) and an easy consequence.
by Lemma 1, and thus
The following technical results on exponential sums for prime powers will prove crucial in computing the Kloosterman sums here and later in section 3.
Lemma 3. Suppose A(t) = g(t)+p r+1 B(t) for polynomials g(t) and B(t) with integer coefficients, where p
r is the largest power of the prime p to divide the coefficients of g (t). Then if p −r g (t) ≡ 0(mod p) has no solutions, the sum
whenever γ ≥ r + 2 when p is odd, and γ ≥ r + 3 (or γ = 2, r = 0) when p = 2.
The above result can be readily deduced using standard techniques to evaluate exponential sums for prime powers. It is seen to be an immediate consequence of Theorem 2.1 in [5] .
For any positive integer k ≡ 1(mod p), say with k − 1 = p β v, p v, and any j > 0, set
Then it is easy to see that
and for any γ > 1 and t ≡ 0(mod p)
In particular, Lemma 4. For any positive β, j, and γ
is an ordinary quadratic Gauss sum and the result follows when γ = 1. For the exceptional case p = 3, γ = j = 1 direct computation yields the value stated above. Now assume γ > 1 and write
from (10). But the first summand on the right in the above equation is
= p, and the general result follows now by induction.
I am now ready to determine the values R(d, p
α ) for odd prime powers. I first state the result for even powers p 2s . The computation naturally breaks into the cases α > β + 1 and 2 ≤ α ≤ β + 1.
The sole exception when p = 3 and α = β + 3 is
q) above and determined from (2).
Proof. I consider the case s > β first. The second assertion of the theorem follows easily in this case from Lemmas 1 and 2. In computing
it has been noted that the summation may be taken over any complete set of solutions of the congruence (mod p s ), say those of the form Next consider the case β + 1 < α = 2s ≤ 2β, where from Lemmas 1 and 2 it suffices to consider
, so the second statement of the theorem holds here, too. Indeed, one may choose solutions of
Again it suffices to evaluate S 1 . With k = (φ(q) − 1)n as before, one finds 
by Lemma 4 according to whether β is even or odd. The sole exception occurs for p = 3 when α = β + 3 where
The expressions for R (1, q) in the statement of the theorem now follows when β + 1 < 2s ≤ 2β. The proof of the theorem is now complete. 
For small even values of α one finds that
where H is the group of f -roots of unity modulo p.
and is determined from (2) .
, one finds using the negative binomial series that
−n is congruent to
Thus,
In 
The sole exception is
when p = 3 and
is conjugate to R(1, q) above and determined from (2) .
S. GURAK
Proof. I consider the case s ≥ β first. The last assertion of the theorem follows in this case as before from Lemmas 1 and 2. When β = 0 (and hence u = n + 1) one has from (7) that
where the sum may be taken over any complete set of solutions (mod p s+1 ). Here one may choose w to run through H, so the above becomes
. This expression for R(1, q) matches that stated above upon noting ζ
where the sum may be taken over any complete set of solutions (mod p s ), say those of the form {x
where
as before with S x conjugate to S 1 via the action ζ q → ζ x q . To evaluate S 1 again set k = (φ(q) − 1)n with j = s + 1 − β > 0. One has k − 1 = p β v for p v, and 
x∈H S x where
−n q since x −n ≡ x(mod q) as before. It suffices to evaluate S 1 with k = (φ(q) − 1)n again. One finds that
by Lemma 3 again when ord p y < β − s similar to before. Thus if R(d, q) = 0, then d ≡ 1(mod p β+1 ), and hence d is an n + 1-power modulo q by Lemma 1, so R(d, q) is conjugate to R(1, q) as asserted.
Taking solutions (13) to compute R(1, q) yields
where similar to before
by Lemma 4 according to whether β is odd or even. The sole exception occurs for p = 3 when α = β +3 where
The expression for R(1, q) now follows when β + 1 < α ≤ 2β − 1. The proof of the theorem is now complete.
For small odd values of α > 1 one finds
where H is the group of f -roots of unity modulo p. 3. Kloosterman sums for q = 2 α As before, I write n + 1 = 2 β u for β ≥ 0 and u odd, and set f = gcd(n + 1, 2). The following result deals with the case β = 0.
Proof. In view of Evans' formulas for p = 2 in section 3 and 4 in [9] , only the expression for R(1, 2 α ) for α = 2s with s > 1 needs some justification. Here (6) when α = 2s ≥ 2 is even; whereas for α = 2s + 1 ≥ 5 odd,
The case α ≤ 3 is dealt with in the following result (chiefly from Evans' Theorem 4.3 in [9] ).
Proposition 4. For odd n and d, R(d,
I begin by stating an elementary fact about 2 γ powers modulo 2 α (see also Lemma 3.2 in [6] ) and analogs of Lemmas 1 and 2.
Lemma 5. For γ > 0 and α
The next fact is an easy consequence of Lemma 5 and Proposition 3. (14)- (16) 
by Lemma 5, and thus R(d, q) is conjugate to R(1, q).
For any odd integer k, say with k − 1 = 2 β v, v odd, and any j > 0 set
It is easy to see that
and for any odd t,
In particular, one finds the following analog of Lemma 4.
Lemma 7.
For any positive k and γ with k odd and j > 1,
Proof. I proceed by induction on γ. When γ = 1 with j > 1, ζ
. Also note for γ = 2 and j > 1,
yielding the statement of the lemma when γ = 2, including the exceptional value when j = 2.
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Now assume γ ≥ 3. Then
from (18). I assert that the first sum on the right vanishes. Indeed from (20)
From (19) the second sum on the right equals
by the induction hypothesis. This concludes the proof of the lemma.
I am ready to determine the values R(d, 2 α ) for β > 0 and α > 3. I first state the result for even powers 2 2s . The computation naturally breaks into the cases α > β + 4 and 4 ≤ α ≤ β + 4.
q) is conjugate to R(1, q) above and determined from (2).
Proof. I consider the case s > β + 1 first. The second assertion of the theorem follows in this case from Lemma 6. To compute
where the summation may be taken over any complete set of solutions (mod 2 s ), say those of the form
where k = (2 α−1 − 1)n so k − 1 = 2 β v with v odd. Then
if α = 8 and β = 2) by Lemma 7. This yields the expression for R (1, q) in Theorem 3 when s > β + 1.
Next I consider the case β + 4 < α ≤ 2β + 2, so β ≥ 3 and s ≥ 4. By Lemma 6 we may take d = 1+ρ2
s for some integer ρ. The solution set for
With k = (2 α−1 − 1)n one has k − 1 = 2 β v with v odd, and 
Since n is odd, one notes that S − becomes
upon replacing t by −1 − t in the expression for S − . Hence one may write
in view of (19) since s ≤ β + 1. Thus
The sole exception occurs for α = β + 6, β ≥ 4, when
).
This completes the proof of the theorem.
For small even values α with β > 0 one finds
otherwise.
Proof. First note that since s ≤ β + 2, w n+1 ≡ 1(mod 2 s ) for any odd integer w.
In particular from (14) ,
For α ≤ β + 3, 
) and otherwise 0. This yields the expression for R(d, q) when α = β + 4.
The analogous situation for odd powers 2 2s+1 is treated next. The computation again breaks naturally into the cases α > β + 4 and 5 ≤ α ≤ β + 4. 
). 
) immediately from (15 ).
The proof of the theorem is now complete.
For small odd values of α with β > 0 one finds here that 
