Deep evolutionary network structured representation (DENSER) is a novel evolutionary approach for the automatic generation of deep neural networks (DNNs) which combines the principles of genetic algorithms (GAs) with those of dynamic structured grammatical evolution (DSGE). The GA-level encodes the macro structure of evolution, i.e., the layers, learning, and/or data augmentation methods (among others); the DSGE-level specifies the parameters of each GA evolutionary unit and the valid range of the parameters. The use of a grammar makes DENSER a general purpose framework for generating DNNs: one just needs to adapt the grammar to be able to deal with different network and layer types, problems, or even to change the range of the parameters. DENSER is tested on the automatic generation of convolutional neural networks (CNNs) for the CIFAR-10 dataset, with the best performing networks reaching accuracies of up to 95.22%. Furthermore, we take the fittest networks evolved on the CIFAR-10, and apply them to classify MNIST, Fashion-MNIST, SVHN, Rectangles, and CIFAR-100. The results show that the DNNs discovered by DENSER during evolution generalise, are robust, and scale. The most impressive result is the 78.75% classification accuracy on the CIFAR-100 dataset, which, to the best of our knowledge, sets a new state-of-the-art on methods that seek to automatically design CNNs.
Introduction
In our daily life, even without noticing, we interact with machine learning (ML) [10] systems: the results of web search and recommendation systems; translation and speech recognition tools; e-mail categorisation, spam and malware detection; abnormal behaviour detection (e.g., fraudulent transactions, or video surveillance); credit risk assessment; plagiarism detection; customer behaviour analysis and segmentation.
To build effective (and high performing) ML systems we need data of quality, and for this we can count on the ever growing amount of information that is constantly collected nowadays. For example, retail stores collect all the items we ever bought, and when and where we purchased them; websites store our movement such as the landing page, and how long we navigate each page; search engines save all our queries; governments share open data datasets; cable box providers collect our viewing habits (as do e-readers with our reading preferences); many of us openly share our daily-life events on social networks, where in addition to photos, text, and sentiments, we often share our location.
In traditional ML approaches, even before the training of the model, there is the need to pre-process the dataset and design features (i.e., dataset properties) that are used to guide the system towards the learning of the desired task. As an example, if our goal is to develop a ML model to suggest the reselling price of an automobile we can consider the maker, model, engine size, horsepower, consumption, mileage, and age of the automobile. However, designing features that enable a system to perform more challenging tasks (e.g., object detection or speech translation) is not so straightforward. This happens because expertise and domain specific knowledge are needed. Additionally, features tend to be problem dependent, i.e., for each different task different characteristics have to be extracted.
To overcome the hand-craft iterative process of designing and testing features every time we want to deploy a new ML system, we can opt for methods that automatically learn the best data representation. Deep learning (DL) methods [18] are an example of these type of techniques. They receive the raw input (e.g., pixel values of an image), and are structured by layers: each layer successively applies transformations to the previous, to generate increasingly more abstract representations of the raw input signal. The learned representation is then used for solving the task at hand.
Despite the wide range of applications of ML and DL, their models require an extensive parameterisation stage. Similarly to the feature extraction, the best model is often found iteratively, by trial-and-error. Evolutionary computation (EC) methods are known to be an effective optimisation tool [5] , and thus their application to the automatic search of near-optimal parameterisations of DL models is natural.
The current paper is an extension of Assunção et al. [3] , and describes DENSER, a novel and general purpose framework for the automatic generation of deep neural networks (DNNs). Section 2 sets the motivation for developing Examples of frameworks that do so are Auto-WEKA [60] , Hyperopt-Sklearn [31] , and Auto-Sklearn [15] . These frameworks use Bayesian optimisation to discover pipelines to automate ML tasks (from data preprocessing, to the model selection and parameterisation). As the frameworks names suggest, they are based on the selection and parameterisation of the primitives available in the Weka [64] , and Scikit-learn [45] libraries.
In addition to Bayesian optimisation, EC has also been successfully applied to the automatic parameterisation of ML algorithms. Examples of such are the tuning of SVM parameters [12] , the weight of the samples to be used by the k-Nearest Neighbours [28] , or of multiple parameters of ANNs (e.g., number of neurons, layers, learning rate) [67] . Despite the many scenarios where EC is applied to solve particular optimisation problems, there are also approaches, such as CMA-ES [23] , that work as general purpose numerical optimisers. In the particular case of ML we highlight tree-based pipeline optimization tool (TPOT), which is in line with Auto-Weka, Hyperopt-Sklearn, and Auto-Sklearn, but allows the generation of pipelines of unrestricted size.
With the increase in the availability of GPU computing, DL models have seen a rise in popularity. The current work seeks to propose a general purpose framework that is capable of automatically generating off-the-shelf DNNs, i.e., a method that searches for the best structure, and its parameters. In challenges such as the ChaLearn, the system receives as input the features; However, the features are not necessarily easy to design. DL methods are known for learning representation, and consequently, are automatic feature extractors. We will focus on the use of EC; the key reasons for selecting EC instead of grid search, Bayesian optimisation, or any other optimisation approach are two: (i) EC is highly parallelisable, and thus easily scalable; (ii) EC is flexible and dynamic, which facilitates its application to a wide set of different network topologies and problems. The next section briefly surveys NE methods-approaches that apply EC techniques to the automatic generation of ANNs. Special focus will be given to the search of deep architectures; the challenges related to the evolution of DNNs are also discussed.
Neuroevolution
In general, to design effective ANNs one has to: (i) pre-process the data; (ii) extract and select features; (iii) decide the structure of the network, e.g., number of hidden-layers, number of units in each layer, and activation functions; and (iv) choose the learning algorithm, and optimise the correspondent parameters (e.g., learning rate, or momentum). There are plenty of evolutionary approaches that seek to solve each of these steps; Verbancsics and Harguess [62] apply Hyper-NEAT [56] to feature learning, but it under-performs in classification tasks by itself; Yu and Bir [68] and Schuller et al. [49] automatically extract features for facial and speech emotion recognition, respectively; Xue et al. [66] survey different evolutionary approaches to feature selection. Despite the numerous works on data manipulation for later use by ML approaches, our focus is towards DL models, which are able to automatically extract features. Thus, we concentrate on the automatic optimisation of the ANNs structure and respective parameterisation, in a field known as neuroevolution (NE) [16] . NE approaches are commonly grouped according to the aspects of the ANNs that they optimise: (i) learning [17, 42, 46] ; (ii) topology [24, 48, 55] ; or (iii) both topology and learning [57, 61, 63] , in what is known as topology and weight evolving artificial neural network (TWEANN). In NE the candidate solutions encode the ANNs with the parameters that are being optimised. The quality of the candidate solutions is based on how well each ANN performs in a given problem (e.g., classification accuracy on the CIFAR-10 dataset).
The vast majority of NE works target the evolution of small networks for very specific tasks. With DENSER our goal is to evolve large scale networks that can deal with vast amounts of data and challenging tasks. As an example, consider the VGG network [52] : a 16 to 19 deep CNN that is often used for object recognition tasks. The number of neurons and connections involved in deep architectures usually turns connection [14, 30, 34] or node-based [4, 41, 57] evolutionary methods impractical for discovering high performing networks, due to the large search space that needs to be scanned. Therefore, for evolving deep networks practitioners often resort to layer-based encodings [27, 38, 59] . For similar reasons, it is unfeasible to directly evolve the weights of the networks, which easily reach the range of thousands, or even millions of parameters; when the training of the networks is optimised using EC usually only the hyper-parameters are tuned and the networks trained using gradient-descent algorithms [38, 59] .
Loshchilov and Hutter [35] developed an approach based on Evolutionary Strategies to optimise the hyper-parameters of deep networks; the tuned parameters are concerned with the topology (e.g., number of filters in the convolution layers, and number of neurons in fully-connected layers) and learning (e.g., batch size, and learning rates). This approach requires the a-priori definition of the network structure that may be suitable for solving the problem, and consequently there is no optimisation of the sequence of layers and connections between them.
The idea of optimising hyper-parameters for deep networks is further extended in coevolution deepNEAT (CoDeepNEAT) [38] , where the structure of the network is searched combining the ideas behind symbiotic, adaptive neuro-evolution (SANE) [41] and neuroevolution of augmenting topologies (NEAT) [57] . Two populations are evolved in simultaneous: one of modules and another one of blueprints, which specify the modules that should be used. Learning and data augmentation parameters are also optimised.
A similar approach is proposed in CGP-NN [59] , where cartesian genetic programming (CGP) [39] is applied to the evolution of the architecture of CNNs. However, instead of automatically searching the modules, they are specified by the user, and just their combination and parameterisation is evolved.
In this work we want to make the automatic generation of deep networks as easy and transparent as possible. That is the reason why we adopt a grammarbased approach. Grammars allow us to specify different network types, such as AutoEncoders or CNNs, without the need to change any implementation details. Further, grammar-based methods make it easy to incorporate knowledge, 1 3 allowing the specification of modules and/or parameters that we may know or suspect that work well on certain problem domains.
There are several approaches concerned with the evolution of ANNs using grammatical evolution (GE) [44] . The majority of them focus on the tuning of a single hidden-layer, i.e., on the number of neurons and their connections from the input to the hidden-nodes and from the hidden-nodes to the outputs [2, 3, 55] . Assunção et al. [4] describe a grammar-based method that is able to evolve ANNs with more than one hidden-layer. Despite theoretically suited to generate deep networks, the involved amount of neurons and connections make the domain space too large to be searched within an acceptable time. Motivated by the previous, Baldominos et al. [7] propose a GE NE layer-based method; the defined grammar uses apriori knowledge; and the method suffers from the problems commonly pointed out to GE: locality and redundancy [37] .
Dynamic structured grammatical evolution
Dynamic structured grammatical evolution (DSGE) [4, 36] is a variant of GE [44] , that is based on structured grammatical evolution (SGE) [37] . In this section we evidence the differences between GE, SGE, and DSGE. The three methods are based on rewriting systems that are formally defined by a 4-tuple: G = (N, T, P, S) , where: (i) N is the set of non-terminal symbols; (ii) T is the set of terminal symbols; (iii) P is the set of production rules of the form x∶∶=y , x ∈ N and y ∈ N ∪ T * ; and (iv) S is the initial symbol. The differences between GE, SGE, and DSGE mainly concern the representation of the candidate solutions; in particular, on how the derivation steps needed for encoding the candidate solutions are stored. Therefore, the decoding procedures may also differ.
Grammatical evolution
The candidate solutions in GE are encoded as variable-length strings of decimal numbers. Each integer represents a grammar derivation step. The decoding procedure reads each codon (i.e., integer) from left to right and selects the derivation step to be applied, using the following rule:
where non_terminal_possibilities is the number of possibilities for the expansion of the current non-terminal symbol. If for a given non-terminal symbol there is only one possibility for its expansion no integer is read.
The used grammar can be recursive, and thus the number of codons in the genotype can be insufficient. To solve this issue, wrapping is applied, i.e., the genetic material is re-used, and the codons are re-read from the start of the genotypic material. rule = codon MOD non_terminal_possibilities,
Structured grammatical evolution
The modulus mathematical operation used in GE to map a codon to the expansion possibility allows multiple codons to generate the same output, which can turn mutation ineffective because it is likely that a mutation in one of the codons generates no changes in the phenotype (high redundancy); on the other hand, a mutation can change too much of the phenotype when it is successful, since a change in one of the codons can impact the remaining of the expansion possibilities from that point onwards (low locality). The previous issues motivate SGE.
Similarly to GE, in SGE the genotype of a candidate solution is a string of integers. However, whilst in GE there is a single list of integers that is used for encoding the expansions of all non-terminal symbols, in SGE there is a separate list for every non-terminal symbol. The size of the list of integers for each non-terminal symbol is of the size of the maximum number of expansions for that specific non-terminal symbol 2 ; each integer can assume a value between 0 and the number of expansion possibilities for that specific non-terminal symbol; this avoids using the modulus mathematical operation. To deal with recursion, a maximum depth is defined (similar to what happens in tree-based GP), and a set of intermediate symbols are created.
The decoding procedure follows the same rationale than the one described for GE, with the difference that the codons are not read sequentially from a single list of integers, but are rather read sequentially from the list associated with the nonterminal symbol that is to be expanded.
Dynamic structured grammatical evolution
The genotype in SGE encodes the maximum number of expansions for each nonterminal symbol; this does not mean that all the genotype is used in the decoding procedure, but rather that at most those codons can be used. Therefore, unless we store the codons that are in use, it is possible to apply genetic operators to non-coding genotype parts, which is not translated into any evolutionary improvement. The main goal of DSGE is to encode only the portions of the genotype that are needed to represent the candidate solutions, and the genotype grows as needed; the gain is three-fold: (i) all the genotype is used; (ii) there is no need to pre-process the grammar in order to compute the maximum number of expansions; (iii) it is easier to deal with recursion, as the genotype grows as needed, and thus no wrapping is necessary.
The genotype is encoded as in DSGE: a list of expansion possibilities for each non-terminal symbol; the decoding procedure of DSGE is the same of SGE; the generation of the initial population is different: while in SGE we initialise sequences with the maximum number of codons, in DSGE only the necessary ones are encoded.
3 5 Proposed approach
Deep evolutionary network structured representation-DENSER-is a novel general purpose approach for the evolution of DNNs. It combines the principles of genetic algorithms (GAs) and DSGE to mitigate the issues pointed out in Sects. 2 and 3. We make an addition to DSGE to facilitate the encoding of real values: instead of encoding them as the outcome of the application of several production rules suit to generate floats we encode them directly, and then apply standard genetic operators to them (e.g., Gaussian mutation). The upcoming sub-sections respectively detail the representation, the genetic operators, and how the generated networks are evaluated.
Representation
Each candidate solution encodes a single DNN by means of an ordered sequence of evolutionary units, and the associated parameters; the representation facilitates the encoding of: (i) any type of layers and their respective parameters; (ii) the learning algorithm and parameters; and/or (iii) data augmentation approaches and parameters. The representation of the candidate solutions has two independent levels:
GA level
Encodes the macro structure of the DNNs, and represents the sequence of evolutionary units that form the network; each unit in the sequence later serves as the starting non-terminal symbol for the expansion of the DSGE level genotype. This representation level requires the definition of the valid structure of the genotype, i.e., the goal of evolution: layers (which types of layers can be used, and in what order), learning, and data augmentation. This input is important in case the user wants to include any prior knowledge into the search space (e.g., sequences of layers that are known to work well). For example, CNNs are usually composed by convolution and/or pooling layers (responsible for representation learning, i.e., for learning the features), and fully-connected layers (that perform classification based on the learnt representation). A possible GA structure for the evolution of CNNs is then: [(features, 1, 10), (classification, 1, 2), (softmax, 1, 1), (learning, 1, 1)]; the numbers stand for the minimum and maximum number of layers of that type, respectively. The previous GA structure is able to encode CNNs with a minimum of 3 and a maximum of 14 layers: from 1 to 10 convolution and pooling (features) layers, followed by 1 or 2 fully-connected (classification) layers, and one softmax layer; the learning rule is for encoding the learning algorithm and its parameters. DSGE level Whilst the GA level encodes the macro structure of the genotype, it is in the DSGE level that the parameters are stored. The parameters are codified in a backus-naur form (BNF) grammar, and are represented as ranges, or closed sets of possibilities. An example of a valid grammar that encodes the parameters of CNNs is shown in Fig. 1 . The name of the symbols in the GA rule must match one and only one of the production-rules of the BNF grammar. It is now clear that the features of the GA rule is either a convolution or a pooling layer (first two lines of Fig. 1 ). The pooling layer has 4 parameters: pool type, kernel size, stride, and padding (line 10). The pool type and padding have closed values (e.g., the pool type is average or maximum) (lines 11 and 12), and the remaining parameters are real-valued; when dealing with real parameters we use a 5-tuple: variable name, variable type (i.e., float or int), number of values to generate, minimum and maximum values.
The novelty of DENSER relies on the combination of these two levels. Without the GA level it would not be possible to encapsulate the genetic material, which facilitates the application of the genetic operators, and thus eases evolution. Without the DSGE level it would be unfeasible to make DENSER a general purpose approach: we only need to adapt the grammar to apply DENSER to the evolution of different network types, pertaining different layers, or to solve different tasks; the grammatical representation also turns out to make the incorporation of domain specific knowledge straightforward. Figure 2 depicts an example of the genotype of a candidate solution, based on the grammar of Fig. 1 and on the example GA level structure introduced above. The figure depicts the complete GA level of a candidate solution, and an overview of the DSGE level of a specific layer. Figure 3 presents the phenotype corresponding to the layer which has the DSGE genotype detailed. To better understand the mapping from the genotype to the phenotype refer to Sect. 5.3.
The initial population is generated at random, i.e., we generate a number of layers within the allowed range (respecting the defined GA structure). Then, for each layer we set their parameters stochastically.
Genetic operators
To promote the evolution of the candidate solutions we rely on crossover and mutation operators specifically designed for the manipulation of ANNs. These operators act on the two levels of the genotype.
Crossover
One of the advantages of having two genotypic levels is that the GA level encodes each evolutionary unit (layer, learning, or data augmentation) separately. Since the genetic material is encapsulated, devising efficient crossover operators is facilitated. We develop two operators, which are probabilistically applied. In the context of this paper, the term module refers to a set of layers that belong to the same index of the GA level genotype structure. For example, in the above example the symbol features has between 1 and 10 layers; therefore the feature's module is composed by between 1 and 10 layers (all those that have their derivation starting with the same symbol features). In particular, in Fig. 2 , the feature's module is composed by the first 3 layers.
One of the crossovers changes layers within the same module. To do so, we first select a given module from the two parents (selected by tournament), and then we apply a one-point crossover to the module, without changing any of the remaining modules. Note that the parents can have a distinct number of layers; to deal with that the cutting point is randomly generated considering the individual that has the least number of layers in the module.
The other crossover operator is loosely based on the uniform operator for binary representations, and acts upon the modules swapping them between individuals. Whilst the previous operator acts inside a given module this changes entire modules between individuals, i.e., not only one layer is changed, but rather a set of layers. To a certain extent, the first crossover can be seen as performing exploitation, while the later is more targeted at exploration.
An example of the application of the two crossover operators is shown in Fig. 4 . For the bit-mask crossover the mask is 1001, which is associated to the features, classification, softmax and learning modules, respectively
Mutation
We design specific operators for each of the genotypic levels. The mutations that act upon the GA level aim at manipulating the structure (in terms of evolutionary units 3 ):
Add unit
A new evolutionary unit is generated at random with the initial symbol for the grammatical derivation being the one of the module where the layer will be placed. This operator can only be applied in modules where the maximum number of layers has not been yet reached; Replicate unit Similar to the previous mutation operator, but instead of generating a new random unit uses one that is already in the genotype and copies it into another random valid position of the module. The copy is done by reference, meaning that if at any given time the layer or some of its parameters are changed, the modifications are propagated to the copies;
Remove unit
Deletes a random unit from a given module. It is only possible to remove an evolutionary unit if, after removal, the number of units of the module it belongs to is still above the minimum threshold.
The previous operators act only at a macro level, and thus do not change the parameters of the layers. This is accomplished at the DSGE level:
Grammatical mutation As in standard DSGE, an expansion possibility is replaced by another valid one;
Integer mutation
An integer block is replaced by a new one, where the integers are generated at random, within the allowed range;
Float mutation
Similar to the integer mutation, but where instead of randomly generating new values, a Gaussian perturbation is applied.
Evaluation
To evaluate each candidate solution, i.e., each DNN, we have to perform 4 sequential steps: (i) map the genotype to the phenotype; (ii) map the phenotype into a trainable model; (iii) train the DNN model; (iv) assess the performance of the model, which will determine the fitness of the candidate solution. To facilitate the evaluation we use Keras [11] : an API with GPU support that aids in the train of ANNs; Keras runs on top of TensorFlow [1] . The GPU support is vital given the need to train every candidate solution, and the time and cost associated to it. To decode the genotype, the GA level of each candidate solution is traversed linearly. For each position of the GA level we decode the corresponding DSGE level (see Sect. 4) . The difference to the standard DSGE relies on the expansion of the real values; in the standard DSGE real values are encoded using a production rule for floating point numbers, and usually each expansion encodes a number between 0 and 9; we encode the real values directly, as in GAs; each real-value is used only once too, as if we were dealing with the expansion of any other terminal symbol.
Independently of the dataset, to use DENSER, and in order to report unbiased results, we need three disjoint data partitions:
Train
-To train the network using the defined or evolved learning parameters. The parameters vary depending on the used learning algorithm; Validation -To evaluate the performance of the network during evolution; Test -Kept aside from the evolutionary process, and used to evaluate the performance of the best models on unseen data, so we can assess the generalisation ability of the evolved networks.
Each network is trained with Keras during 10 epochs, and the fitness is the best performance on the validation set on the 10 epochs. Currently we are using the accuracy as the evaluation metric; we decided for this metric to enable comparison with other works, and because we will not be dealing with unbalanced datasets; in any case, changing the accuracy to any other metric (e.g., f-measure) is straightforward. Longer trains, i.e., more epochs, would enable higher validation performances, and a better grasp of the training behaviour. On the other hand, longer trains would slow the evolutionary process, as the evaluation stage would be more time consuming. Data augmentation is used, namely, padding, horizontal flips, and random crops. For more insights on the followed data augmentation approach refer to [59] .
Experimentation
To evaluate DENSER we conduct experiments on the automatic search of CNNs for the classification of the CIFAR-10 dataset. To assess the generalisation, robustness, and scalability of the DNNs discovered by DENSER we investigate the performance of the CNNs that perform best on CIFAR-10 on a wide set of object recognition benchmarks: MNIST, Fashion-MNIST, SVHN, Rectangles, and CIFAR-100. The benchmarks are further detailed in Sect. 6.1. The experimental setup is described in Sect. 6.2, and the analysis of the results is carried out in Sects. 6.3 and 6.4. The best trained models have been released at http://githu b.com/filla ssunc ao/dense r-model s.
Description of the datasets
The CIFAR-10 [32] dataset is highly used by state-of-the art methods, allowing a comparison between the DNNs found by DENSER and those that are designed by other evolutionary and non-evolutionary approaches. Furthermore, it is a moderately complex benchmark composed by 32 × 32 RGB real-world images; the dataset is large enough to allow an accurate understanding of the time it takes to find high performing DNNs. For the above reasons we decided to use the CIFAR-10 to evaluate the effectiveness of DENSER on automatically discovering DNNs.
To test the generalisation and robustness of the best models generated by DENSER we use MNIST [33] . The MNIST dataset is composed of 28 × 28 grayscale handwritten digits between 0 to 9. To better investigate the robustness of the evolved DNNs in addition to the standard MNIST we also test several variations, 4 namely:
MNIST Rotated
-the digits are rotated between 0 and 360 • ; MNIST Background -instead of a clean white background, a realworld image is used as background for the digit; MNIST Rotated + Background -combines the previous two modifications, i.e., the digits are rotated, and an image is used in the background.
The standard MNIST is widely used as a dataset to establish comparisons between approaches. Nonetheless, it is known to be an easy task, where simple CNNs can achieve accuracies close to 99% [51] . For that reason, we have decided to also test on Fashion-MNIST [65] and SVHN [43] . Fashion-MNIST has the same format as MNIST (i.e., 28 × 28 grayscale images), but where the digits are replaced by clothing items; SVHN has an objective similar to MNIST (i.e., identify digits between 0 and 9), but where the images are from Google Street View, and thus are significantly harder to classify. The scalability of the models evolved by DENSER is tested on Rectangles, 5 and CIFAR-100 [32] . In the Rectangles dataset the goal is to distinguish between tall and wide rectangles placed in 28× 28 images; two setups are tested: (i) without any background image; (ii) with a background image (similar to MNIST Background Image). The CIFAR-100 is composed by the same images as CIFAR-10, but where they are to be separated into 100 disjoint classes. Table 1 details numeric properties of the used datasets, namely, the number of train and test instances, the input size, and the number of classes. As mentioned previously, the evolutionary search for CNNs is carried out using the CIFAR-10 dataset. For that reason, in this case, we partition the dataset into 3 disjoint sets: train, validation and test. In all the other cases, since we use the DNNs found for CIFAR-10, only the train and test sets are needed. Figure 5 depicts example instances of each of the datasets. Table 2 details the experimental parameters used for conducting the evolutionary runs on the automatic discovery of DNNs able to effectively classify the CIFAR-10. The parameters are divided into 4 categories: (i) evolutionary engine-associated with the evolutionary algorithm; (ii) dataset-partitioning of the CIFAR-10; recall that the test set is kept out of the evolutionary cycle; (iii) train-backpropagation algorithm parameters; (iv) data augmentation-used to generate more data, and prevent overfitting.
To encode CNNs we use the grammar of Fig. 6 , and the following GA structure: [(features, 1, 30), (classification, 1, 10), (softmax, 1, 1)]. Our search space encompasses DNNs with up to 40 hidden-layers: at most 30 convolution or pooling layers followed by up to 10 fully-connected layers. In this set of experiments we decided not to optimise the learning parameters; that is why there is no production rule associated with learning (the parameters of Table 2 , section train parameter are used).
The longer the DNNs are trained the better grasp we have regarding their long term behaviour. However, the train of DNNs is a computationally expensive task, mostly due to the burden of the evolutionary process, since each network needs to to be evaluated for its fitness. Likewise, similarly to the works of Miikkulainen et al. [38] , and Suganuma et al. [59] we perform short trains of each DNN; in particular, we use 10 epochs. After the evolutionary runs, we take the fittest network and perform longer trains, with 400 epochs, and the same train policy. For these longer trains the train and validation sets are merged, and the performance measured on the test set. For the same reason, only 10 evolutionary runs are conducted. During evolution invalid solutions can be generated. This occurs because some of the layers change the input shape; more specifically, pooling layers downsample the input space; the same can happen with convolution layers, if padding is not used. To overcome invalid solutions, the layers that generate invalid shapes 6 are not considered to build the model that is later trained and evaluated, i.e., these layers are non-coding genotype. We do not repair the genotype because to fix a layer we would have to change its parameters, and the layer can be a copy by reference, and thus we would possibly be changing too much of the genotype.
Evolution of CNNs for the CIFAR-10
We start by analysing the ability of DENSER to search for and generate DNNs able to solve a classification task. We focus on object recognition, as an active research area in DL, and thus we target the automatic evolution of CNNs for the CIFAR-10 dataset.
The evolution of the average fitness (i.e., classification accuracy) and number of hidden-layers of the fittest CNNs across generations is depicted in Fig. 7 . A brief perusal of the fitness evolution indicates that DENSER is working properly, as solutions tend to be fitter as time passes; convergence happens around the 80th generation, with a classification accuracy of approximately 85%. The behaviour of the number of hidden-layers is more erratic, and two different and contradictory patterns are observable. From the start of evolution and until approximately the 60th generation an increase in performance is accompanied by a decrease in the number of hidden-layers; this changes from the 60th generation until the last generation where an increase in performance is followed by an increase in the number of hidden-layers.
To support the previous result we compute the correlation between the average fitness values of the best individuals and the average number of hidden-layers, per generation. The Pearson correlation reports a coefficient of −0.7166 (moderate negative correlation) for the correlation between the two metrics before the 60th generation; after the 60th generation the coefficient is 0.9204 (strong positive correlation). This result is explained after the fact that in the first generation the randomly generated solutions have a large number of hidden-layers (approximately 15.6), which correspond to very deep networks. However, since the numeric parameters of each layer are set at random, they hardly provide any meaningful parameterisation. As evolution proceeds and optimises the numeric values, the best solutions can steadily increase the number of hidden-layers to improve performance.
The previous explanation suggests that it may be advantageous to start evolution from shallower networks, i.e., constrain the initialisation procedure to a maximum number of hidden-layers. Although this is common practice in many approaches, we strive to provide the least amount of knowledge and bias to the system. Therefore, it is remarkable that starting from very deep networks, DENSER finds out that trimming is necessary in the first generations.
In addition to analysing the best evolved solutions we also inspect the overall quality of the population. Figure 8 depicts the evolution of the fitness, and the number of hidden-layers, across generations at the population level. The conclusions are in line with those reported for the analysis of the best solutions, however the change in behaviour occurs earlier (around the 25th generation). Before the 25th generation the Pearson correlation between the fitness and number of hidden-layers reports a coefficient of −0.89 (strong negative correlation), and a coefficient of 0.8801 after the 25th generation (strong positive correlation). The change in behaviour happens earlier than when considering only the best solutions because in the first generations the population has many low performing solutions that are quickly discarded.
By the end of evolution the best solutions and the overall population have very similar fitness values of approximately 85% and 83%, respectively; the same happens with the number of hidden-layers, which is close to 16 in both analysis. This reinforces the idea that DENSER is working properly, and that the population is converging towards the best solutions.
The fittest network found during evolution is represented in Fig. 9 . The network is selected based on the accuracy on the validation set. 7 When merging the output of the convolution layers with the input the shape of the signals must be the same; if the number of channels is not equal we pad the smallest of the signals; if the dimensionality of the signals is different we down-sample the largest one using max pooling. Between the merge and its inputs the pooling and padding operations necessary to make the merge valid are omitted.
The most puzzling characteristic of the evolved networks is the importance of the fully-connected layers that are used at the end of the topology. Other approaches on the evolution of CNNs tend to disregard fully-connected layers, and focus only on convolution and pooling layers. We tried to remove some of the fully-connected layers, and preliminary results show that the performance of the networks degenerated. Moreover, to the best of our knowledge, the use of fully-connected layers is not usual, and it is fair to say that a human would never think of such topology, which makes this evolutionary outcome remarkable.
Further training
Once the evolutionary process is complete, the fittest network found in each run, i.e., the ones obtaining the highest accuracy value on the validation set, are retrained 5 times. Trains are conducted multiple times because the backpropagation algorithm is stochastic (due to the different weight initialisations), and thus different trains can provide significantly different performances. The accuracy results are averaged over 5 trains. From this point onward (including upcoming sections) the classification accuracy results concern the performance obtained on the test set.
First, we train the networks with the same learning rate policy that is used in evolution (see Table 2 ), but during 400 epochs instead of 10. With this setup we obtain, on average, a classification accuracy of 88.41%. We also experiment different test policies, namely the one described by Snoek et al. in [54] : for each instance of the test set we generate 100 augmented images; the label assigned by the model to the instance is the class that gives the maximum average confidence value on the 100 augmented images. With this methodology the average classification accuracy of the fittest networks increases to 89.93%.
Notwithstanding the increase in performance by using the methodology followed by Snoek et al., the results still seem far from the state-of-the-art. This happens because the results of the state-of-the-art only focus on the performance reported by a single DNN. The classification accuracy of the highest performing CNN found by DENSER (using the methodology by Snoek et al.) is of 92.70%. This result despite competitive with the state-of-the-art, does not surpass it. To avoid a biased choice of the best network, we base the selection on the network that attains the highest train accuracy; this happens to be also the network that provides the highest test accuracy, which proves that the networks generalise well.
To investigate if it is possible to increase the performance of the fittest networks we re-train them with a different learning rate policy; in particular, we follow the methodology of CGP-CNN [59] : a varying learning rate that starts with 0.01; on the 5th epoch is increased to 0.1; by the 250th epoch is decreased to 0.01; and finally at the 375th epoch reduced to 0.001. With this train policy, the mean accuracy of all the best networks increases from 88.41% to 92.51%, without using data augmentation on the test set; and to 93.29% with data augmentation on the test set. The previous results are the outcome of multiple networks; if considering only the network that reports the highest error on the train set, the best test classification accuracy is of 93.38% without data augmentation; and of 94.13% with data augmentation. This last result is highly competitive, and is aligned with the state-of-the-art on approaches that automatically search for the best DNN for classifying the CIFAR-10. Fig. 9 Topology of the fittest network found during evolution. The current network has 5 layer types: convolution (Conv), max. pooling (MaxPool), fully-connected (FC), merge, and activation. The layer blocks have the following format: Conv:num-filters:filter-shape:stride:padding:batch-normalisation:bias; MaxPool:kernel-size:stride:padding; FC:num-units:bias; Activation:type. For more information about the padding type refer to the Keras documentation; when batch-normalization or bias are not used we set the parameter to none ▸ 1 3
The experimental results indicate that it is possible to obtain competitive results using evolutionary approaches and that it is possible to do so with limited computational resources, using a low number of train epochs (10) during evolution. Table 3 summarises the results obtained so far with the CIFAR-10; the learning rate (LR) Policy-1 refers to the train policy used during evolution (with 400 epochs); the LR Policy-2 refers to the variable methodology followed by CGP-CNN.
Ensembling
Previous research indicates that the best results are obtained when the varying learning rate policy from Suganuma et al. [59] , and when dataset augmentation is applied to the test set. For each network we performed 5 independent trains, where the initial conditions are different (due to the initial weights). Another source of stochastic behaviour is data augmentation. Therefore, despite having the same topology the networks may have slightly different behaviours. For that reason we investigate if an ensemble composed of the 5 different trains performs better than the individual trained networks. The ensemble decision is taken as when applying data augmentation to the test set, i.e., we average the confidence values reported by all voters; and the decision is the class that reports a maximum average confidence value. The ensemble formed by the 5 trains of the best performing network achieves an accuracy of 95.14% (superior to the previous 94.13%).
In addition to testing ensembles formed from different trains of the same network we also investigate the performance of ensembles formed by different networks. The decision of the ensemble is taken as before. In particular, we ensemble the two fittest networks found by DENSER, and for each of them we consider the 5 independent trains, i.e., the ensemble is formed by 10 voters. This setup obtains an accuracy of 95.22%, which is slightly superior to the one obtained when considering only the fittest network.
Generalisation, robustness, and scalability
To better understand the quality of the DNNs generated by DENSER we investigate their: (i) generalisation-ability to solve multiple tasks; (ii) robustness-resilience to small modifications of the original input; and (iii) scalability-capacity to solve problems with less and more classes. To that end, we take the fittest DNNs and apply them in the classification of other benchmarks, which were not used for finding the topology. In particular, we test on MNIST and its variants, on Fashion-MNIST, SVHN, Rectangles, and CIFAR-100.
MNIST and variants
To investigate the robustness of the highest performing DNN discovered by DENSER we re-train the network on the MNIST dataset and apply it to the classification of the MNIST variants: MNIST Rotated, MNIST Background, and MNIST Rotated + Background. In this second step, the networks are not re-trained, i.e., the weights tuned for the standard MNIST are directly used. We train the network with LR Policy-2, the learning rate policy that obtained the highest results. Trained on standard MNIST, the network reports an average classification accuracy of 99.65%, without data augmentation over the test set, and an average classification accuracy of 99.70%, using data augmentation. For the MNIST Rotated, MNIST Background, and MNIST Rotated + Background, using the previously trained DNN the classification accuracy is of 46.63%, 42.48%, and 22.27%, respectively. These results were obtained without applying data augmentation to the test set instances, because the images that are feed to the network are already "augmented" versions of MNIST. Compared to the 99.65% performance on MNIST the results may be considered under-performing. Looking at the first 4 rows of Fig. 5 it is clear that the dataset instances of the MNIST dataset (first row), and its variants (second to fourth rows) are very different; in addition, our data augmentation method does not consider image rotations.
However, when we re-train the network for the MNIST variants we obtain average accuracies of 97.71%, 98.62%, and 92.66%, for the MNIST Rotated, MNIST Background, and MNIST Rotated + Background, respectively. This shows that the evolved DNN topology is perfectly able to cope with these variants of MNIST. Thus, the poor performance reported earlier is explained by the lack of adequate examples in the standard MNIST dataset, even when augmented, to allow the network to generalise to these new circumstances.
Finally, we re-train the network using instances from all MNIST variants, i.e., instead of training the network 4 times, one with each of the variants plus the standard dataset, we do a single train, with 15,000 instances from the standard dataset and from each one of the variants. The train instances are randomly selected, in a stratified way, meaning that the dataset is balanced. This setup yields an average classification accuracy of 95.67%.
Fashion-MNIST and SVHN
MNIST despite important as a baseline does not serve as a stress test, because nowadays it is considered an easy to solve problem, where a simple MLP is able to achieve performances close to 90%. That is the reason why we look into the performance in other more challenging datasets to better assess the generalisation ability of the DNNs generated by DENSER.
We take the best performing network and re-train it on the Fashion-MNIST, and SVHN datasets, with LR Policy-2. On the Fashion-MNIST we get average classification accuracies of 94.23% (with no data augmentation on the test set), and 94.70% (with data augmentation). With the SVHN dataset we get average classification accuracies of 95.44% (with no data augmentation on the test set), and 96.23% (with data augmentation).
As in previous experiments, we test ensembling the different trains of a single model, or of the two fittest models. On the Fashion-MNIST, the ensembles report classification accuracies of 95.11%, and 95.26%, considering only the fittest, or the two fittest models respectively. The same analysis on SVHN reports classification accuracies of 96.88%, and 97.02%, considering only the fittest, or the two fittest models respectively.
The results on MNIST, Fashion-MNIST, and SVHN allow us to state that the models evolved by DENSER generalise, i.e., despite not directly evolved for solving these tasks, the DNNs perform well beyond evolution. The comparison with the state-of-the-art is carried out in Sect. 6.5.
Rectangles and CIFAR-100
In all of the above experiments we have always sought to solve problems with 10 classes. To analyse the scalability of the models generated by DENSER we test with Rectangles, an artificial problem with 2 classes, and CIFAR-100, with 100 classes. We test in the two Rectangles variants: with and without background images. The same flow-chart is followed: we take the fittest networks and re-train them on the Rectangles variants and CIFAR-100 datasets.
The fittest networks excel in the classification of Rectangles: without background we reach an average test accuracy of 100%; with background images we obtain a classification accuracy of 99.64%. Data augmentation on the test set does not improve the results. We do not experiment ensembling with the models trained in the Rectangles without background as no improvements are possible; ensembling the classifiers trained with background slightly increases the classification accuracy to 99.73%.
On the CIFAR-100, we report classification accuracies of 73.33%, and 74.94%, not performing and performing data augmentation over the test set, respectively. The ensemble formed only by the trains of the fittest model gives an average accuracy of 77.51%; with the two fittest models the performance increases to 78.75%.
Discussion
In this section we make overall remarks of all the conducted experiments, and compare the obtained results with the state-of-the-art. Recall that we performed two independent experiments: (i) evolutionary search of CNNs for the classification of the CIFAR-10; and (ii) analysis of the generalisation, robustness, and scalability of the networks generated by DENSER for the classification of the CIFAR-10; to measure these properties we use the MNIST, Fashion-MNIST, SVHN, Rectangles, and CIFAR-100 datasets. Evolution works as expected: DENSER promotes the evolution of high performing networks, and at the end of evolution the average fitness of the population is very close to the average fitness of the best candidate solutions. In addition, the evolutionary method replicates behaviours that are common in hand-designed networks; in particular, when at the beginning of evolution the DNNs are trimmed to facilitate the optimisation of the parameters. On the other hand, DENSER generates DNNs that are novel, and that human-designers would unlikely think of.
The networks that report the best classification accuracy are applied to a wide range of datasets, and for all of them they report high accuracy values, as such, DENSER is able to evolve DNNs that generalise well. In particular, we analyse the robustness by predicting the class labels of MNIST perturbed instances (rotated and/or added background) using CNNs that are trained on the standard MNIST; at first it may seem that the networks underperform, but we attribute that to the used data augmentation method that does not promote the rotation of the instances (the MNIST variants where the performance is the lowest); if we retrain the CNNs with images from all variants the CNNs attain performances that are close to the ones obtained on standard MNIST. Finally, the scalability of the evolved CNNs is tested on the Rectangles and CIFAR-100; the networks excel, with the performance on the CIFAR-100 surpassing the state-of-the-art results (discussed next). Table 4 enumerates state-of-the-art results on the classification of the multiple datasets considered in the current paper. We focus on the comparison of our results with those reported by other CNNs. Some of the state of the art results were obtained by hand-designed networks, instead of using an automatic approach (evolutionary or any other form of automatisation). As such, the ones that are obtained by automatic CNN designing methods are marked with an *.
We only consider for comparison with the state-of-the-art the datasets that are most often used. For the MNIST, Fashion-MNIST, SVHN, CIFAR-10, and CIFAR-100 datasets we achieve average test classification accuracies of 99.70%, 94.70%, 96.23%, 94.13%, and 74.94%, respectively. The previous results are not considering the ensembles, which slightly increase the classification accuracy. Comparing to the results of Table 4 we can observe that the results reported by DENSER are superior to the state-of-the-art on the MNIST, and Fashion-MNIST, and are competitive in the remaining benchmarks.
Focusing on the analysis of the CIFAR-10, and CIFAR-100, DENSER obtains results that are 1.47% and 2.06% below the methodology of Real et al. [47] , the best performing automatic approach for these benchmarks. We note that Real et al. use ensembling, and thus their results are to be compared with our ensembling ones. DENSER reports average ensembling test accuracies of 95.22%, and 78.75%, respectively for the CIFAR-10, and CIFAR-100. These results show that on CIFAR-10 Real et al. results are slightly superior (95.6% vs 95.22%); on CIFAR-100 the results reported by DENSER are superior (78.75% vs 77%). A deeper analysis of their work shows that their search space is considerably smaller than ours, with several constraints on the convolution parameters, and no pooling or fully-connected layers. DENSER searches a larger space obtaining a similar performance on the CIFAR-10. For CIFAR-100, Real et al. re-conduct evolution from scratch; we just take the fittest network found for CIFAR-10 and apply it to the CIFAR-100, outperforming Real et al.'s results. This is because the search space of DENSER is capable of generating DNNs that Real et al. cannot, because the search space appears to have been optimised for CIFAR-10.
A comparison with hand-designed networks is also possible from the analysis of Table 4 , with all the results not obtained by automatic approaches (i.e., all of those not marked with a *) the outcome of iterative trial-and-error human design. Concerning only the best generated model, DENSER outperforms the human-designed CNNs in the MNIST, and CIFAR-100 datasets, and obtains competitive results in the Fashion-MNIST. The results obtained on SVHN, and CIFAR-10 are below the ones reported by human-designed models; in particular, in CIFAR-10, Graham [20] obtain an accuracy that is 2.4% above the fittest DENSER model, but for that they propose fractional max pooling, which is not included in the search space of DENSER (but that can be added in future experiments).
Regarding the architectures of the hand-designed models they tend to be different than what the evolutionary process generates. When the networks are designed by a human we often find blocks of layers that are replicated several times, e.g. the convolution layer followed by pooling [19] , or a set of convolutional layers with different resolution levels [52] . As it is observable from the model of Fig. 9 this will very hardly happen when evolving the topology from scratch, without defining what the blocks are, i.e., with no prior knowledge about the search space. The same happens if we compare the models designed by other evolutionary systems with those designed by human practitioner; unless we specifically define a macro structure that inputs the notion of block [59] , the generated networks will have a novel architecture, different from the vast majority of the existent models. From our point of view this is a key advantage of applying EC to search effective architectures: it enables us to obtain models that a human designer would unlikely think of. The networks generated by DENSER and other evolutionary systems are similar; this does not mean that the same sequence of layers are used, but rather that the build models have a very flexible, and unconstrained structure.
Conclusions and future work
The large amounts of data and the complex tasks that researchers are trying to solve often demand the use of ANNs with deep architectures. The challenge when developing this type of networks relies on the difficulty to find adequate structures and their parameterisation. To tackle this issue, methods that address the automatic generation of ANNs by means of evolutionary methods have been proposed. However, the majority of them are not capable of dealing with the evolution of large scale deep structures, or are too constrained to a specific type of network architecture.
In the current article we describe DENSER: a layer-based NE approach that combines a GA with DSGE. The representation of the candidate solutions in DENSER, i.e., deep networks, is made at two different levels: the GA level, that encodes the ordered linear sequence of layers; and the DSGE level, which encodes the parameters of each single layer. We also design specific genetic operators that focus on the evolution of ANNs based on the two-level representation of the genotype. The way in which the solutions are encoded allows a two-fold gain: (i) the genetic material is encapsulated, which facilitates the application of the genetic operators; and (ii) the grammatical nature of the method makes it easy to evolve solutions to different problems, or different network structures.
The results show the effectiveness of DENSER. We conduct experiments in the evolution of CNNs for the CIFAR-10, and the results show that DENSER is currently the evolutionary approach, with no prior-knowledge, that generates the highest performing networks. In addition, the evolved networks generalise, are robust, and scale; the most remarkable result of this is the performance on CIFAR-100: without further evolution, when the fittest networks on the CIFAR-10 are re-trained on the CIFAR-100 they obtain performances that surpass the current state-of-the-art results, with an average classification accuracy of 78.75%.
For future work we will study how to improve the optimisation of the learning parameters. The evaluation of the networks is being conducted on just 10 epochs, and thus it is hard to evolve effective learning rate schedules. Therefore, we want to analyse ways to allow longer trains, for example, by performing an iterative sampling of the dataset instances, where the sample is selected based on the regions of the domain the DNN has most difficulties to model [29, 58] . Moreover, we plan on assessing the impact of evolving modular structures, that can allow the resolution of multiple tasks in simultaneous; i.e., each module is responsible for a task, and the DNNs grow as needed, avoiding catastrophic forgetting. The impact of forming ensembles during run-time, instead of considering only the fittest candidate solutions of each run will also be investigated.
