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定義 2.1.1. (項)関数記号の集合をFとし，Fの要素の記号fはそれぞれアリティarity(f) ≥
0をもつとする．変数の集合を V とする．F, V 上の項の集合を T (F, V )で表し，以下のよ
うに再帰的に定義する．
• V ⊆ T (F, V )
• {t1, . . . , tn} ⊆ T (F, V ), n = arity(f) (f ∈ F )とするとき f(t1, . . . , tn) ∈ T (F, V )
項 tに現れる変数の集合をV ar(t)，関数記号の集合をFun(t)とする．例えば，F = {f, 0}, V =
{x}上の項 t = f(x, 0)について，V ar(t) = {x}, Fun(t) = {f, 0}となる．このとき，f の
アリティは 2，0のアリティは 0である．
定義 2.1.2. (定義関数と構成子) D,Cをそれぞれ定義関数記号と構成子記号の集合とし，
F = D ∪CかつD ∩C = ∅とする．構成子記号の集合Cと変数の集合 V 上の項を構成子
項といい，その集合を T (C, V )と記す．
定義 2.1.3. (文脈) 特別な構成子記号i(i ≥ 1)をもつ項を文脈という．文脈Cのi(1 ≤
i ≤ n)すべてを項 tiに置き換えたものをC[t1, . . . , tn]と記す．
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定義 2.1.4. (引数の位置) 項 f(t1, . . . , tn)について，整数集合 {1, . . . , n}を f の引数の位
置の集合とする．
定義 2.1.5. (根記号) 項 t = f(t1, . . . , tn)の根記号は f である．
定義 2.1.6. (基底項) V ar(t) = ∅なる項 tを基底項という．基底項の集合を T (F )で表す．
また，V ar(t) = ∅なる構成子項 tを基底構成子項といい，その集合を T (C)で表す．以下
では自明な場合を除くため |T (C)| ≥ 2と仮定する．
定義 2.1.7. (部分項) 項 sが項 tの部分項であることを s E tと表す．
定義 2.1.8. (基本項) 項 f(t1, . . . , tn)について，f ∈ D, ti ∈ T (C, V ) (i = 1, . . . , n)となる
とき f(t1, . . . , tn) を基本項という．
定義 2.1.9. (代入) 代入 θ は V から T (F, V )への写像であり，dom(θ) = {x | θ(x) ̸=
x}, ran(θ) = {θ(x) | x ∈ dom(θ)}とする．項に対する代入 θの適用を以下のように再帰
的に定義する．
• θ(x) = θ(x) (x ∈ V )
• θ(f(s1, . . . , sn)) = f(θ(s1), . . . , θ(sn)) (f ∈ F, s1, . . . , sn ∈ T (F, V ))
以降，θ(s)を sθと記す．
定義 2.1.10. (基底代入，基底構成子代入) ran(θg) ⊆ T (F )なる代入を基底代入といい，
θg : V → T (F )と表す．ran(θgc) ⊆ T (C)なる代入を基底構成子代入といい，θgc : V →
T (C)と表す．以降では，sθg, sθgcと記すとき，V ar(s) ⊆ dom(θg), V ar(s) ⊆ dom(θgc) と
約束する．
定義 2.1.11. (単一化子) 項 sと tの単一化子 σとは，sσ = tσとなる代入である．とくに，
任意の sσ′ = tσ′となる σ′について，σ′ = σ′′ ◦ σとなる代入 σ′′が存在するとき，単一化
子 σを最汎単一化子といい，項 sと tの最汎単一化子をmgu(s, t)と記す．
例 2.1.12. 項 s = f(x, s(0)), t = f(s(x′), y′)の単一化子 σ′として σ′ = [x := s(0), x′ :=




定義 2.2.1. (項書き換えシステム) 書き換え規則 l → rは，l ̸∈ V かつ V ar(r) ⊆ V ar(l)
をみたす項 lと rの組であり，項書き換えシステムRは書き換え規則の有限集合である．
ある l → r ∈ Rと文脈 Cと代入 θが存在するとき，項 s = C[lθ]は t = C[rθ]に書き換え
ることができる．この書き換え関係を s→R tあるいはRが明らかなときは s→ tと記す．
このとき，lθをリデックスという． ∗→, ∗↔はそれぞれ→の反射推移閉包，→の等価閉包
を表わす．




例 2.2.3. 自然数 0, 1, 2, . . . を 0, s(0), s(s(0)), . . . で表す．
以下は自然数上の加算を表す項書き換えシステムである．
R :
0 + y → ys(x) + y → s(x+ y)
このとき，2 + 1の計算は以下のように行われる．
s(s(0)) + s(0)→R s(s(0) + s(0))→R s(s(0 + s(0)))→R s(s(s(0)))
このとき，s(s(s(0)))はRの正規形である．
定義 2.2.4. (合流性) 項書き換えシステムRが以下の条件をみたすとき，合流性をもつと
いう．
∀s, t, u.[s ∗→ t ∧ s ∗→ u⇒ ∃v. t ∗→ v ∧ u ∗→ v]
定義 2.2.5. (停止性) 無限書き換え s0 → s1 → · · · が存在しないとき，項書き換えシステ
ムRは停止性をもつという．
定義 2.2.6. (十分完全性)項書き換えシステムRが十分完全とは∀s ∈ T (F ).∃t ∈ T (C).[s ∗→
t]が成立することである．
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定義 2.2.7. (構成子システム) 項書き換えシステムが構成子システムであるとは，すべて
の書き換え規則の左辺が基本項となることである．




定義 2.3.1. (等式) 項の組 s ≈ tを等式という．
定義 2.3.2. (定理) 等式 s ≈ tが項書き換えシステムRにおける定理であるとは，s ∗↔ t
となることである
定義 2.3.3. (帰納的定理) 等式 s ≈ tが項書き換えシステム Rにおける帰納的定理であ





0 + y → ys(x) + y → s(x+ y)
このとき，x+0 ∗↔ xは成立しない．しかし，任意の基底代入 θgについて (x+0)θg
∗↔ xθg
が成立することが知られているので，等式 x+ 0 ≈ xはRの帰納的定理となる．













定義 3.1.1. (被覆代入集合) 代入の有限集合 {σi}i (σi : V → T (C, V ))が項 s ∈ T (F, V )
の被覆代入集合とは，∀θg.∃σi.∃θ′g.sθg
∗→ sσiθ′gをみたすことである．
命題 3.1.2. ([6]定理 1) R1 を合流性，十分完全性をみたす構成子システムとし，R2 =
R1 ∪ {s→ t}とする．また，sは基本項，sの被覆代入集合を {σi}iとし，R2は停止性を
みたすものとする．さらに，以下の条件を仮定する．
∀i.∃pi, qi ∈ T (C, V ).[sσi →R1
∗→R2 pi ∧ tσi
∗→R2 qi]
このとき，以下が成立する．





図 3.1: 命題 3.1.2
定義 3.1.3. (単純) 等式 s ≈ tについて，s = f(x1, . . . , xn) (ただし i ̸= j ならば xi ̸=
xj), t ∈ T (C, V )となるとき，この等式は単純という．






定義 3.2.1. (帰納的位置)D = {f}とする．fの引数位置 i ∈ {1, . . . , n}が非帰納的位置であ
るとは，以下をみたすときをいう．任意のf(s1, . . . , sn)→ E[f(t11, . . . , t1n), . . . , f(tm1, . . . ,
tmn)] ∈ R (ただし si, tjk ∈ T (C, V )，f はEに出現しない)について，
1. si ∈ V，かつ
2. tki = si (1 ≤ k ≤ m)．
f の引数位置 iが非帰納的位置でないとき，iを f の帰納的位置という．
また，Ind(f), Ind(f)でそれぞれ f の帰納的位置の集合，非帰納的位置の集合を表す．
例 3.2.2. 次の項書き換えシステムRを考える．
R :
0 + y → ys(x) + y → s(x+ y)
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このとき，Ind(+) = {1}, Ind(+) = {2}となる．
以下では，一般性を失うことなく，f(l1, . . . , lk)→ r ∈ Rにおいて k = m+n, Ind(f) =
{1, . . . ,m}, Ind(f) = {m+ 1, . . . ,m+ n}とおく．このとき，非帰納的位置の条件 1より
lm+1, . . . , lkは変数となるので f(l1, . . . , lk)→ rは f(l1, . . . , lm, y1, . . . , yn)→ rと表すこと
ができる．このとき，同じく非帰納的位置の条件 2より任意の rの部分項 r′ = f(r1, . . . , rk)
について，rm+i = yi(1 ≤ i ≤ n)なので，r′ = f(r1, . . . , rm, y1, . . . , yn)となることに注意
する．
命題 3.2.3. ([5]) R を合流性，停止性，十分完全性をみたす，右辺に関数記号の入れ
子をもたない構成子システムとし，D = {f}とする．以下の条件をみたすとき，等式
f(x1, . . . , xm, s1, . . . , sn) ≈ tが帰納的定理か否かは決定可能である．
(i) R′ = R ∪ {f(x1, . . . , xm, s1, . . . , sn)→ t}は停止性をもつ．
(ii) x1, . . . , xmは相異なる変数．
(iii) s1, . . . , sn, t ∈ T (C, V )．
(iv) xi ̸∈ V (sj) (1 ≤ i ≤ m, 1 ≤ j ≤ n)．
定義 3.2.4. (ImpEq(f)) fを根記号にもつ任意の規則f(s1, . . . , sn)→ C ′[f(t11, . . . , t1n), . . . ,
f(tm1, . . . , tmn)]について，si = sjならば，任意の 1 ≤ k ≤ mについて tki = tkj (ただし，
1 ≤ i < j ≤ n)となるとき，(i, j) ∈ ImpEq(f)とする．
例 3.2.5. 次の項書き換えシステムRを考える．
R :
0 + y → ys(x) + y → s(x+ y)






0− y → 0
s(x)− s(y)→ x− y
9
このとき，規則 s(x)− s(y)→ x− yについて s(x) = s(y)ならば x = yとなる．他の規則
については右辺に−を根記号とする項が存在しないため，定義 3.2.4の条件をみたすのは
自明である．以上より，ImpEq(−) = {(1, 2)}となる．
命題 3.2.7. ([5]定理 9) Rを合流性，停止性，十分完全性をみたす，右辺に関数記号の入
れ子をもたない構成子システムとし，D = {f}とする．以下の条件をみたすとき，等式
f(x1, . . . , xm, s1, . . . , sn) ≈ tが帰納的定理か否かは決定可能である．
(i) R′ = R ∪ {f(x1, . . . , xm, s1, . . . , sn)→ t}は停止性をもつ．
(ii) f ∈ D, x1, . . . , xm ∈ V, s1, . . . , sn, t ∈ T (C, V )．
(iii) xi = xjなるすべての i, j (i < j)について，(i, j) ∈ ImpEq(f)．




定義 3.2.8. (ImpEq(D)) D = {f1, . . . , fk}とし，f1, . . . , fkは同一のアリティをもつものと
する．fi(s1, . . . , sn)→ E[fi1(t11, . . . , t1n), . . . , fim(tm1, . . . , tmn)] ∈ R (ただし，{fi, fi1 . . . ,
fi+m} ⊆ D, s1, . . . , sn, t11, . . . , tmn ∈ T (C, V )，E に f ∈ Dなる f は出現しない)となる
任意の規則について，sj = sk ならば任意の 1 ≤ h ≤ mについて thj = thk (ただし，
1 ≤ j < k ≤ n)となるとき，(j, k) ∈ ImpEq(D)とする．
命題 3.2.9. ([5]定理24) Rを合流性，停止性，十分完全性をみたす，右辺に関数記号の入れ
子をもたない構成子システムとする．以下の条件をみたすとき，等式E = {f(x1, . . . , xm) ≈
tf}が帰納的定理か否かは決定可能である．
(i) R′ = R ∪ Eは停止性をもつ．
(ii) f ∈ D, x1, . . . , xm ∈ V, t ∈ T (C, V )．
(iii) xi = xjなるすべての i, j (i < j)について，(i, j) ∈ ImpEq(D)．
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3.3 外山の手法とFalkeらの手法の比較





















T (F )2は T (F )× T (F )を表すものとすると，項書き換えシステムRに対して以下の補
題が成立する．
補題 4.1.1. 項書き換えシステムRに対して以下が成立する．
(↔ ∩ T (F )2)∗ = ∗↔ ∩ T (F )2
証明 . まず，(↔ ∩ T (F )2)∗ ⊆ ∗↔ ∩ T (F )2を示す．s0 ↔ s1 ↔ · · · ↔ sn(si ∈ T (F ), 0 ≤ i ≤
n)なる項の列を考える．このとき，s0, sn ∈ T (F )なので成立する．次に，(↔ ∩ T (F )2)∗ ⊇
∗↔ ∩T (F )2を示す．s0 ↔ s1 ↔ · · · ↔ sn(s0, sn ∈ T (F ))なる項の列を考える．ここで，
W =
∪
i V ar(si)とおき，θg(x) = u(ただし，u ∈ T (F ), x ∈ W )なる代入 θgをとる．この
とき，s0 = s0θg ↔ s1θg ↔ · · · ↔ snθg = snとなるので成立する．
文献 [6]の補題 1を参考に以下の補題を示す．
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補題 4.1.2. 項書き換えシステムR1, R2が以下の条件をみたしているとする．
(i) R1 ⊆ R2．
(ii) R2は停止性をみたす．
このとき，以下が成立する．
∀s, t ∈ T (F ).[s→R2 t⇒ ∃u. s→R1
∗→R2 u
∗←R2 t]⇒
∗↔R1 ∩ T (F )2 =
∗↔R2 ∩ T (F )2 (4.1)
証明 . ∗↔R1 ∩T (F )2 ⊆
∗↔R2 ∩T (F )2は (i)より明らか．次に
∗↔R1 ∩T (F )2 ⊇
∗↔R2 ∩T (F )2
を示す．まず， ∗→R2 ∩T (F )2 ⊆
∗↔R1 ∩T (F )2を示す．(ii)よりR2は停止性をみたすので，
s
∗→R2 t (s, t ∈ T (F ))なら s
∗↔R1 tとなることを，sに関する→R2 についての整礎帰納
法で証明する．s ∈ NFR2 のときは s = tより成立．s →R2 u
∗→R2 tについて，(4.1)の
前提部分より，∃u′, s′[s →R1 s′
∗→R2 u′
∗←R2 u](図 4.1)．ここで，(i)より s →R2 s′．ま




∗→R2 ∩T (F )2 ⊆
∗↔R1 ∩T (F )2が示された．これか
ら，→R2 ∩T (F )2 ⊆
∗↔R1 ∩T (F )2となるので↔R2 ∩T (F )2 ⊆
∗↔R1 ∩T (F )2．よって，補
題 4.1.1から， ∗↔R2 ∩T (F )2 = (↔R2 ∩T (F )2)∗ ⊆ (
∗↔R1 ∩T (F )2)∗ =
∗↔R1 ∩T (F )2
図 4.1: 補題 4.1.2の証明
補題 4.1.3. R2 = R1 ∪ {s→ t}とする．このとき，以下が成立する．
∀θg.sθg
∗↔R1 tθg ⇐⇒
∗↔R1 ∩ T (F )2 =
∗↔R2 ∩ T (F )2





(⇒) Cg[sθg] →R2 Cg[tθg] (ただし，Cg[sθg], Cg[tθg] ∈ T (F )) を考えると，仮定より
Cg[sθg]
∗↔1 Cg[tθg]となる．他の任意の項 s′, t′ については，R2 = R1 ∪ {s → t}より
s′ →R2 t′ ⇒ s′ →R1 t′となる．よって，以下が成立する．
↔R2 ∩ T (F )2 ⊆
∗↔R1 ∩ T (F )2 ⊆
∗↔R2 ∩ T (F )2 (4.2)
ここで，(4.2)のそれぞれの反射推移閉包をとると，補題 4.1.1より
(↔R2 ∩ T (F )2)∗ =
∗↔R2 ∩ T (F )2
⊆ ( ∗↔R1 ∩ T (F )2)∗ =
∗↔R1 ∩ T (F )2
⊆ ( ∗↔R2 ∩ T (F )2)∗ =
∗↔R2 ∩ T (F )2
となる．以上より ∗↔R1 ∩ T (F )2 =
∗↔R2 ∩T (F )2．
補題 4.1.4. Rを十分完全な構成子システム，sを基本項とする．このとき，以下が成立
する．
∀θgc.∃l→ r ∈ R.∃σ[mgu(s, l) = σ ∧ ∃θ′gc.sθgc = sσθ′gc = lσθ′gc]
証明 . Rの十分完全性より，sθgc = lθなる l→ r ∈ Rと θが存在する．このとき，lは任
意に名前変えしてよいから sと lは単一化可能であり sと lの最汎単一化子 σが存在する．
ここで，θgc = θ′gc ◦ σなる代入 θ′gcを考えると，sθgc = sσθ′gc = lσθ′gcとなる．
補題 4.1.5. Rを十分完全な構成子システムとする．このとき，任意の基底代入 θg につい
て sθg
∗→R sθgcなる基底構成子代入 θgcが存在する．
証明 . Rの十分完全性より任意の x ∈ dom(θg)について xθg
∗→R txなる項 tx ∈ T (C)が存
在する．よって，θgc(x) = tx(ただし，x ∈ dom(θg))となるよう θgcを定めればよい．
補題 4.1.6. R1を合流性と十分完全性をみたす構成子システムとし，R2 = R1 ∪ {s→ t}
とする．また，sは基本項，R2は停止性をみたすものとする．さらに，以下の条件を仮定
する．
∀l→ r ∈ R1.∀σ.[mgu(s, l) = σ ⇒ ∃pσ, qσ ∈ T (C, V ).sσ →R1
∗→R2 pσ ∧ tσ
∗→R2 qσ] (4.3)
このとき，以下が成立する．
∀σ.pσ = qσ ⇐⇒
∗↔R1 ∩ T (F )2 =
∗↔R2 ∩ T (F )2 (4.4)
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証明 . (⇒) 補題 4.1.2より，以下を示せば十分である (図 4.2)．
∀u, v ∈ T (F ).[u→R2 v ⇒ ∃u′. u→R1
∗→R2 u′
∗←R2 v] (4.5)
u ̸→R1 vより，u = Cg[sθg], v = Cg[tθg]を考えればよい．このとき，補題 4.1.4と補題 4.1.5
および仮定 (4.3)をもちいてCg[sθg]
∗→R1 Cg[sθgc] = Cg[sσθ′gc]→R1
∗→R2 Cg[pσσθ′gc] および
Cg[tθg]




gc]より (4.5)をみたす (図 4.3)．
(⇐)以下の対偶を示す．
∃σ.pσ ̸= qσ =⇒
∗↔R1 ∩ T (F )2 ̸=
∗↔R2 ∩ T (F )2 (4.6)
このとき，|T (C)| ≥ 2より以下をみたす基底構成子代入 θ′gcが存在する (図 4.4)．
sσθ′gc →R2 tσθ′gc ∧ sσθ′gc →R1
∗→R2 pσθ′gc ∧ tσθ′gc
∗→R2 qσθ′gc ∧ pσθ′gc ̸= qσθ′gc (4.7)
ここで，R1 ⊆ R2より，(4.7)から pσθ′gc
∗↔R2 qσθ′gc となるが，pσθgc, qσθ′gc ∈ T (C)よりこ
れらがR1の正規形であることとR1の合流性より pσθ′gc ̸
∗↔R1 qσθ′gc となる．
図 4.2: 補題 4.1.6の証明 (1)
以上の補題から以下の定理が成り立つ．
定理 4.1.7. R1を合流性と十分完全性をみたす構成子システムとし，R2 = R1 ∪ {s→ t}
とする．また，sは基本項，R2は停止性をみたすものとする．さらに，以下の条件を仮定
する．
∀l→ r ∈ R1.∀σ.[mgu(s, l) = σ ⇒ ∃pσ, qσ ∈ T (C, V ).sσ →R1
∗→R2 pσ ∧ tσ
∗→R2 qσ]
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図 4.3: 補題 4.1.6の証明 (2)
図 4.4: 補題 4.1.6の証明 (3)
このとき，以下が成立する．
∀σ.pσ = qσ ⇐⇒ ∀θg.sθg
∗↔R1 tθg
証明 . 補題 4.1.6および補題 4.1.3より成立．
補題 4.1.6と定理 4.1.7は以下のように一般化できる．
補題 4.1.8. R1を合流性と十分完全性をみたす構成子システムとし，R2 = R1∪{si → ti}i
とする．また，siは基本項，R2は停止性をみたすものとする．このとき，以下の条件を
仮定する．
∀si.∀l→ r ∈ R1.∀σ.[mgu(si, l) = σ ⇒ ∃piσ, qiσ ∈ T (C, V ).sσ →R1
∗→R2 piσ ∧ tσ
∗→R2 qiσ]
このとき，以下が成立する．
∀i.∀σ.piσ = qiσ ⇐⇒
∗↔R1 ∩ T (F )2 =
∗↔R2 ∩ T (F )2
証明 . 補題 4.1.6と同様に証明できる．
定理 4.1.9. R1を合流性と十分完全性をみたす構成子システムとし，R2 = R1∪{si → ti}i
とする．また，siは基本項，R2は停止性をみたすものとする．このとき，以下の条件を
仮定する．
∀si.∀l→ r ∈ R1.∀σ.[mgu(si, l) = σ ⇒ ∃piσ, qiσ ∈ T (C, V ).sσ →R1




∀i.∀σ.piσ = qiσ ⇐⇒ ∀i.∀θg.siθg
∗↔R1 tiθg






定義 4.2.1. (帰納的位置) f を定義関数記号とする．以下の条件をみたす f の引数位置 i
を非帰納的位置とよぶ．
任意の f(l1, . . . , ln)→ r ∈ Rについて，
1. li ∈ V，かつ





f(0, y)→ yf(s(x), y)→ f(f(x, y), y)
このとき，Ind(f) = {1}, Ind(f) = {2}となる．
以下では，一般性を失うことなく，f(l1, . . . , lk)→ r ∈ Rにおいて k = m+n, Ind(f) =
{1, . . . ,m}, Ind(f) = {m+ 1, . . . ,m+ n}とおく．このとき，非帰納的位置の条件 1より
lm+1, . . . , lkは変数となるので f(l1, . . . , lk)→ rは f(l1, . . . , lm, y1, . . . , yn)→ rと表すこと
ができる．このとき，同じく非帰納的位置の条件 2より任意の rの部分項 r′ = f(r1, . . . , rk)




定理 4.2.3. Rを合流性，停止性，十分完全性をみたす構成子システムで，D = {f}とす
る．以下の条件をみたすとき，等式 f(x1, . . . , xm, s1, . . . , sn) ≈ tがRの帰納的定理か否か
は決定可能である．
(i) R′ = R ∪ {f(x1, . . . , xm, s1, . . . , sn)→ t}は停止性をもつ．
(ii) x1, . . . , xmは相異なる変数．
(iii) s1, . . . , sn, t ∈ T (C, V )．
(iv) xi ̸∈ V (sj) (1 ≤ i ≤ m, 1 ≤ j ≤ n).
証明 . Rの十分完全性より書き換え規則f(l1, . . . , lm, y1, . . . , yn)→ r ∈ Rとσ = mgu(f(x1,
. . . , xm, s1, . . . , sn), f(l1, . . . , lm, y1, . . . , yn))なる代入σが存在して，f(x1, . . . , xm, s1, . . . , sn)σ
= f(l1, . . . , lm, y1, . . . , yn)σ →R rσ が成立する．このとき，s1, . . . , sn ∈ T (C, V )およびR
が構成子システムであることから，ran(σ) ⊆ T (C, V )となることに注意する．
以下では，rσ ∗→{f(x1,...,xm,s1,...,sn)→t} u ∈ T (C, V )となる uが存在することを示す．この
性質を一般化して得られる性質
∀r′ E r.∃u′. r′σ ∗→{f(x1,...,xm,s1,...,sn)→t} u′ ∈ T (C, V ) (4.8)
を r′の構造に関する帰納法で証明する．
(Case 1)r′ = x ∈ V のとき．ran(σ) ⊆ T (C, V )より r′σ = xσ ∈ T (C, V )．
(Case 2)r′ = f(r1, . . . , rm, y1, . . . , yn)のとき．帰納法の仮定より，riσ
∗→{f(x1,...,xm,s1,...,sn)→t}
ui ∈ T (C, V ) (1 ≤ i ≤ m)となるu1, . . . , umが存在する．また，σ = mgu(f(x1, . . . , xm, s1,
. . . , sn), f(l1, . . . , lm, y1, . . . , yn))であることから yjσ = sjσ(1 ≤ j ≤ n)となる．よって，
r′σ = f(r1σ, . . . , rmσ, y1σ, . . . , ynσ) = f(r1σ, . . . , rmσ, s1σ, . . . , snσ)
∗→{f(x1,...,xm,s1,...,sn)→t}
f(u1, . . . , um, s1σ, . . . , snσ)．ここで，代入 θを
θ(x) =
ui (x = xiのとき)xσ (それ以外)
とおく．すると，条件 (ii)より xiθ = ui(1 ≤ i ≤ m)，条件 (iv)より sjθ = sjσ(1 ≤
j ≤ n)が成立する．したがって，f(u1, . . . , um, s1σ, . . . , snσ) = f(x1, . . . , xn, s1, . . . , sn)θ
→{f(x1,...,xm,s1,...,sn)→t} tθ．ここで，θの定義からran(θ) ⊆ T (C, V )であるから，t ∈ T (C, V )
より tθ ∈ T (C, V )．
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(Case 3)それ以外のとき．仮定より，D = {f}であるから，r′ = g(r1, . . . , rl), g ∈ C
とおける．帰納法の仮定より riσ
∗→{f(x1,...,xm,s1,...,sn)→t} ui ∈ T (C, V ) (1 ≤ i ≤ l)となる．
よって，r′σ = g(r1σ, . . . , rlσ)
∗→{f(x1,...,xm,s1,...,sn)→t} g(u1, . . . , ul) ∈ T (C, V )．
以上より，性質 (4.8)が示された．よって，rσ ∗→R′ u ∈ T (C, V )なるuが存在する．ここ




f(0, y, z)→ zf(s(x), y, z)→ s(f(x, f(x, y, z), z))
このとき，定理 4.2.3をもちいて等式 f(x′, y′, s(0)) ≈ s(x′)が帰納的定理か否か決定可能
かを判定する．条件 (i)について，R′ = R ∪ {f(x′, y′, s(0))→ s(x′)}の停止性は辞書式経
路順序をもちいて容易に示せる．条件 (ii)から (iv)について判定するために f の帰納的位
置と非帰納的位置を求めると，Ind(f) = {1, 2}, Ind(f) = {3}となる．条件 (ii)について，
等式の帰納的位置 {1, 2}にある項 x′, y′は相異なる変数なので条件をみたす．条件 (iii)に
ついて，f ∈ Dであり，非帰納的位置 {3}にある項 s(0)および等式右辺 s(x′)は構成子項
なので条件をみたす．条件 (iv)について，等式の非帰納的位置にある項 s(0)には帰納的
位置にある項 x′, y′が出現していないため，条件をみたしている．以上より，定理 4.2.3の
条件がすべてみたされたので，帰納的定理か否かは決定可能である．
実際に，定理4.1.7をもちいて帰納的定理か否か調べる．f(0, y, z)→ z ∈ Rについてσ =
mgu(f(x′, y′, s(0)), f(0, y, z)) = [x′ := 0, y′ := y, z := s(0)]とおくと，f(x′, y′, s(0))σ =
f(0, y, s(0)) →R s(0) = s(x′)σとなる．また，f(s(x), y, z) → s(f(x, f(x, y, z), z)) ∈ Rに
ついて σ = mgu(f(x′, y′, s(0)), f(s(x), y, z)) = [x′ := s(x), y′ := y, z := s(0)]とおくと，
f(x′, y′, s(0))σ = f(s(x), y, s(0))→R s(f(x, f(x, y,s(0)), s(0)))→R′ s(f(x, s(x), s(0)))→R′
s(s(x)) = s(x′)σ となる．よって，この等式は帰納的定理である．
例 4.2.5. 次の項書き換えシステムRを考える．
R :
f(0, y, z)→ zf(s(x), y, z)→ f(x, f(x, y, z), z)
このとき， 定理 4.2.3をもちいて等式 f(x′, y′, s(0)) ≈ s(x′)が帰納的定理か否か決定可能
かを判定する．条件 (i)について，R′ = R ∪ {f(x′, y′, s(0))→ s(x′)}の停止性は辞書式経
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路順序をもちいて容易に示せる．条件 (ii)から (iv)について判定するために f の帰納的
位置と非帰納的位置を求めると，Ind(f) = {1, 2}, Ind(f) = {3}となる．条件 (ii)につい
て，等式の帰納的位置 {1, 2}にある項 x′, y′は相異なる変数なので条件をみたす．条件 (iii)




実際に，定理4.1.7をもちいて帰納的定理か否か調べる．f(0, y, z)→ z ∈ Rについてσ =
mgu(f(x′, y′, s(0)), f(0, y, z)) = [x′ := 0, y′ := y, z := s(0)]とおくと，f(x′, y′, s(0))σ =
f(0, y, s(0)) →R s(0) = s(x′)σ となる．しかし，f(s(x), y, z) → f(x, f(x, y, z), z) ∈ R
について σ = mgu(f(x′, y′, s(0)), f(s(x), y, z)) = [x′ := s(x), y′ := y, z := s(0)] とおく
と，f(x′, y′, s(0))σ = f(s(x), y, s(0))→R f(x, f(x, y, s(0)), s(0))→R′ f(x, s(x), s(0))→R′





定義 4.3.1. 等式 f(x1, . . . , xm, s1, . . . , sn) ≈ tについて，Ind(f) = {1, . . . ,m}上の同値関
係∼を以下のように定義する．
i ∼ j ⇔ xi = xj
定理 4.3.2. Rを合流性，停止性，十分完全性をみたす構成子システム，D = {f}とする．
以下の条件をみたすとき，等式 f(x1, . . . , xm, s1, . . . , sn) ≈ tがRの帰納的定理か否かは決
定可能である．
(i) R′ = R ∪ {f(x1, . . . , xm, s1, . . . , sn)→ t}は停止性をもつ．
(ii) x1, . . . , xm ∈ V, s1, . . . , sn, t ∈ T (C, V )．
(iii) f(l1, . . . , lm, y1, . . . , yn) → r ∈ R, f(r1, . . . , rm, y1, . . . , yn) E rに対して，i ∼ jかつ
liσ = ljσならば，riσ = rjσ．
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(iv) xi ̸∈ V (sj) (1 ≤ i ≤ m, 1 ≤ j ≤ n).
変数 x1, . . . , xmがすべて相異なるとき，i ∼ j ⇔ i = jより条件 (iii)が成立するのは明
らかである．つまり，定理 4.3.2は定理 4.2.3を一般化している．
証明 . Rの十分完全性より書き換え規則f(l1, . . . , lm, y1, . . . , yn)→ r ∈ Rとσ = mgu(f(x1,
. . . , xm, s1, . . . , sn), f(l1, . . . , lm, y1, . . . , yn))なる代入σが存在して，f(x1, . . . , xm, s1, . . . , sn)σ
= f(l1, . . . , lm, y1, . . . , yn)σ →R rσ が成立する．このとき，s1, . . . , sn ∈ T (C, V )およびR
が構成子システムであることから，ran(σ) ⊆ T (C, V )となることに注意する．
以下では，rσ ∗→{f(x1,...,xm,s1,...,sn)→t} u ∈ T (C, V )となるような uが存在することを示
す．この性質を一般化して得られる性質
∀r′ E r.∃u′. r′σ ∗→{f(x1,...,xm,s1,...,sn)→t} u′ ∈ T (C, V ) (4.9)
を r′の構造に関する帰納法で証明する．
(Case 1)r′ = x ∈ V のとき．ran(σ) ⊆ T (C, V )より r′σ = xσ ∈ T (C, V )．
(Case 2)r′ = f(r1, . . . , rm, y1, . . . , yn), f ∈ Dのとき．帰納法の仮定より，riσ
∗→{f(x1,...,xm,s1,...,sn)→t} ui ∈ T (C, V ) (1 ≤ i ≤ m)なる u1, . . . , umが存在する．ここで，
riσ = rjσならばui = ujをみたすようにu1, . . . , umを定める．また，σ = mgu(f(x1, . . . , xm,
s1, . . . , sn), f(l1, . . . , lm, y1, . . . , yn)) であることから，xiσ = liσ, yjσ = sjσ(1 ≤ i ≤ m, 1 ≤
j ≤ n)となる．これより，r′σ = f(r1σ, . . . , rmσ, y1σ, . . . , ynσ) = f(r1σ, . . . , rmσ, s1σ, . . . ,
snσ)
∗→{f(x1,...,xm,s1,...,sn)→t} f(u1, . . . , um, s1σ, . . . , snσ)．ここで，i ∼ jをみたす i, jを考え
ると，xiσ = xjσより liσ = ljσとなる．よって，条件 (iii)より riσ = rjσが得られるので，
i ∼ jならば ui = ujが成立する．ここで，代入 θを
θ(x) =
ui (x = xiのとき)xσ (それ以外)
とおく．すると，i ∼ jとなる i, jについて ui = uj となるため代入 θは矛盾なく定義さ
れている．また，条件 (iv)より siθ = siσ とおけるので，f(u1, . . . , um, s1σ, . . . , snσ) =
f(x1, . . . , xm, s1, . . . , sn)θ →{f(x1,...,xm,s1,...,sn)→t} tθとなる．ここで，θの定義から ran(θ) ⊆
T (C, V )となることと t ∈ T (C, V )より，tθ ∈ T (C, V )となる．
(Case 3)それ以外のとき．仮定 D = {f}より r′ = g(r1, . . . , rl), g ∈ C となる．帰
納法の仮定より riσ
∗→{f(x1,...,xm,s1,...,sn)→t} ui ∈ T (C, V ) (1 ≤ i ≤ l)となる．よって，
r′σ = g(r1σ, . . . , rlσ)
∗→{f(x1,...,xm,s1,...,sn)→t} g(u1, . . . , ul) ∈ T (C, V )
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以上より，性質 (4.9)が示された．よって，rσ ∗→R′ u ∈ T (C, V )が得られる．ここで，




f(s(x), y, z, w)→ s(f(x, f(x, y, z, w), f(x, y, z, w), w)) (1)f(0, y, z, w)→ w (2)
このとき，定理 4.3.2をもちいて等式 f(x′, y′, y′, s(0)) ≈ s(x′)が帰納的定理か否か決定可
能かを判定する．条件 (i)について，R′ = R ∪ {f(x′, y′, y′, s(0))→ s(x′)}の停止性は辞書
式経路順序 [1]をもちいて容易に示せる．条件 (ii)から (iv)を判定するために f の帰納的
位置と非帰納的位置を求めると，Ind(f) = {1, 2, 3}, Ind(f) = {4}となる．条件 (ii)につ
いて，帰納的位置 {1, 2, 3}にある項 x′, y′は変数である．さらに，非帰納的位置 {4}にあ
る項 s(0)および等式右辺 s(x′)はいずれも構成子項である．以上より，条件 (ii)もみたさ
れている．条件 (iii)について，各規則が条件をみたしているかを調べる．規則 (2)の右辺
には f を根記号にもつ部分項が存在しないため，条件 (iii)をみたしているのは自明であ
る．規則 (1)について調べる．2 ∼ 3となることから yσ = zσとなる代入 σを考える．こ
のとき，規則 (1)の部分項 f(x, f(x, y, z, w), f(x, y, z, w), w)と f(x, y, z, w)について，
• f(x, f(x, y, z, w), f(x, y, z, w), w)については f(x, y, z, w)σ = f(x, y, z, w)σより条件
成立
• f(x, y, z, w)については yσ = zσより条件成立
となるため，条件 (iii)をみたす．よって，この等式が帰納的定理か否かは決定可能である．
実際に，定理4.1.7をもちいて帰納的定理か否か調べる．規則 (1)について，σ = mgu(f(x′,
y′, y′, s(0)), f(s(x), y, z, w)) = [x′ := s(x), y′ := y, z := y, w := s(0)]とおくと，f(x′, y′, y′,
s(0))σ = f(s(x), y, y, s(0)) →R s(f(x, f(x, y, y, s(0)), f(x, y, y, s(0)), s(0))) →R′ s(f(x,
s(x), f(x, y, y, s(0)), s(0))) →R′ s(f(x, s(x), s(x), s(0))) →R′ s(s(x)) = s(x′)σ となる．規
則 (2)について，σ = mgu(f(x′, y′, y′, s(0)), f(0, y, z, w)) = [x′ := 0, y′ := y, z := y, w :=








定義 4.4.1. (共通非帰納的位置) 定義関数記号は同一のアリティnをもつものとする．こ
のとき，引数位置 iがDの共通非帰納的位置であるとは以下をみたすことである．
任意の f(l1, . . . , ln)→ r ∈ Rについて，
1. li ∈ V，かつ
2. ∀g ∈ D. ∀g(r1, . . . , rn) E r. li = ri
Dの共通非帰納的位置の集合を Ind(D)で表す．
以下では，一般性を失うことなく，f(l1, . . . , lk)→ r ∈ Rにおいて k = m+n, Ind(D) =
{m+1, . . . ,m+ n}とおく．このとき，共通非帰納的位置の条件 1より lm +1, . . . , lkは変
数となるので f(l1, . . . , lk) → rは f(l1, . . . , lm, y1, . . . , yn) → rと表すことができる．この
とき，同じく共通非帰納的位置の条件 2より任意の rの部分項 r′ = g(r1, . . . , rk), g ∈ Dに
ついて，rm+i = yi(1 ≤ i ≤ n)だから r′ = g(r1, . . . , rm, y1, . . . , yn)となることに注意する．
定理 4.4.2. Rを合流性，停止性，十分完全性をみたす構成子システムとし，f ∈ Dは同一の
アリティをもつものとする．以下の条件をみたすとき，等式集合E = {f(x1, . . . , xm, s1, . . . ,
sn) ≈ tf | f ∈ D}が帰納的定理か否かは決定可能である．
(i) R′ = R ∪ {l → r | l ≈ r ∈ E}は停止性をもつ．
(ii) x1, . . . , xmは相異なる変数．
(iii) {s1 . . . , sn} ∪ {tf | f ∈ D} ⊆ T (C, V )．
(iv) xj ̸∈ V ar(sk) (1 ≤ j ≤ m, 1 ≤ k ≤ n)．
証明 . 任意の f(x1, . . . , xm, s1 . . . , sn) → t ∈ E ′ = {l → r | l ≈ r ∈ E}について
考える．Rの十分完全性より，書き換え規則 f(l1, . . . , lm, y1, . . . , yn) → r ∈ Rと σ =
mgu(f(x1, . . . , xm, s1, . . . , sn), f(l1, . . . , lm, y1, . . . , yn))なる代入σ存在して，f(x1, . . . , xm,
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s1, . . . , sn)σ = f(l1, . . . , lm, y1, . . . , yn)σ →R rσが成立する．このとき，s1, . . . , sn ∈ T (C, V )
およびRが構成子システムであることから，ran(σ) ⊆ T (C, V )となることに注意する．
以下では，rσ ∗→E u ∈ T (C, V )となるような uが存在することを示す．この性質を一
般化して得られる性質
∀r′ E r.∃σ. r′σ ∗→E′ u′ ∈ T (C, V ) (4.10)
を r′の構造に関する帰納法で証明する．
(Case 1)r′ = x ∈ V のとき．ran(σ) ⊆ T (C, V )より，r′σ = xσ ∈ T (C, V )
(Case 2)r′ = g(r1, . . . , rm, y1, . . . , yn), g ∈ Dのとき．帰納法の仮定より riσ
∗→E′ ui ∈
T (C, V ) (1 ≤ i ≤ m)となるu1, . . . , umが存在する．また，σ = mgu(f(x1, . . . , xm, s1, . . . , sn),
f(l1, . . . , lm, y1, . . . , yn)) であるから yjσ = sjσ(1 ≤ j ≤ n) となる．よって，r′σ =
g(r1σ, . . . , rmσ, y1σ, . . . , ynσ) = g(r1σ, . . . , rmσ, s1σ, . . . , snσ)
∗→E′ g(u1, . . . , um, s1σ, . . . , snσ)．
ここで，代入 θを
θ(x) =
ui (x = xiのとき)xσ (それ以外)
とおく．すると，条件 (ii)より xiθ = ui(1 ≤ i ≤ m)となり，条件 (iv)より sjθ = sjσ(1 ≤
j ≤ n)となるので，g(x1, . . . , xm, s1, . . . , sn)→ tg ∈ E ′より g(u1, . . . , um, s1σ, . . . , snσ) =
g(x1, . . . , xm, s1, . . . , sn)θ →E′ tgθ となる．ここで，θの定義から ran(θ) ⊆ T (C, V )とな
ることと，tg ∈ T (C, V )より tgθ ∈ T (C, V )となる．
(Case 3)それ以外のとき．r′ = g(r1, . . . , rn), g ∈ Cとなる．帰納法の仮定より riσ
∗→E′
ui ∈ T (C, V ) (1 ≤ i ≤ m)となる．よって，r′σ = g(r1σ, . . . , rnσ)
∗→E′ g(u1, . . . , un) ∈
T (C, V )．
以上より，性質 (4.11)が示された．よって，rσ ∗→E′ u ∈ T (C, V )が得られる．ここで，





f(s(x), y, z)→ s(f(g(x, y, z), f(x, y, z), z)) (1)
f(0, y, z)→ z (2)
g(s(x), y, z)→ s(g(f(x, y, z), f(x, y, z), z)) (3)
g(0, y, z)→ z (4)
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このとき，定理 4.2.3をもちいて等式E = {f(x′, y′, 0) ≈ x′, g(x′, y′, 0) ≈ x′}が帰納的定理
か否か決定可能か判定する．条件 (i)について，R′ = R∪Eの停止性は停止性判定器をも
ちいて示すことができる．条件 (ii)から (iv)を判定するためにDの共通非帰納的位置を
求めると，Ind(D) = {3}となる．以下では，Eの要素についてそれぞれ調べる．
• f(x′, y′, 0) ≈ x′について．条件 (ii)について，等式の共通非帰納的位置でない位置
{1, 2}にある項 x′, y′は相異なる変数であるため，条件をみたす．条件 (iii)について，
等式の共通非帰納的位置 {3}にある項 0及び等式右辺 x′は構成子項であるから条件
をみたす．条件 (iv)について，等式の共通非帰納的位置にある項 0には共通非帰納
的位置でない位置にある項 x′, y′が出現していないため条件をみたす．
• g(x′, y′, 0) ≈ x′についても，同様に条件 (ii)から (iv)をみたす．
以上より，すべての規則で定理 4.4.2の条件をすべてみたしてるため，この等式が帰納的
定理であるか否かは決定可能である．
実際に定理 4.1.9をもちいて E の要素すべてが R の帰納的定理か否か調べる．等式
f(x′, y′, 0) ≈ x′について，規則 (1)については σ = mgu(f(x′, y′, 0), f(s(x), y, z)) = [x′ :=
s(x), y′ := y, z := 0]とおくと，f(x′, y′, s(0))σ = f(s(x), y, 0)→R s(f(g(x, y, 0), f(x, y, 0), 0))
→{g(x′,y′,0)→x′} s(f(x, f(x, y, s(0)), 0)) →{f(x′,y′,0)→x′} s(f(x, x, 0)) →{f(x′,y′,0)→x′} s(x) =
x′σ，規則 (2)については σ = mgu(f(x′, y′, 0), f(0, y, z)) = [x′ := 0, y′ := y, z := 0]とおく




定義 4.4.4. 書き換えシステムRについてD = {f, g}とする．以下の条件をみたすとき，
f と gは依存関係 f ≪ gをもつ．
• ∀g(lg1, . . . , lgm)→ rg ∈ R.f ̸∈ Fun(rg)，かつ




定義 4.4.5. f, gを定義関数記号とし，f ≪ gとする．f の引数位置 iが gの引数位置 jに
ついて非帰納的位置であるとは，以下の条件をみたすときをいう．
任意の f(l1, . . . , rnf )→ r ∈ Rについて，
1. li ∈ V，かつ
2. ∀f(r1, . . . , rmf ) E r. li = ri，かつ
3. ∀g(r1, . . . , rmg) E r. li = rj．
定義 4.4.6. f, gを定義関数記号とし，f ≪ gとする．このとき，位置の組 (i, j) (ただし，
1 ≤ i ≤ arity(f), 1 ≤ j ≤ arity(g))が共通非帰納的位置であるとは以下をみたすときを
いう．
1. jは gの非帰納的位置，かつ





f(s(x), y, z)→ f(g(x, z), f(x, y, z), z)
f(0, y, z)→ z
g(s(x), y)→ s(g(x, y))
g(0, y)→ y
このとき，f ≪ gである．また，gの引数位置 2についての f の非帰納的位置は 3であり，
f と gの共通非帰納的位置はCV (f, g) = {(3, 2)}である．
以下では，kf = arity(f), kg = arity(g)としたとき，一般性を失うことなくf(l1, . . . , lkf )
→ r ∈ Rにおいてkf = mf+nf , kg = mg+ng, nf ≥ ngとおき，CV (f, g) = {(mf+1,mg+
1), . . . , (mf + ng,mg + ng)}，Ind(f) = {mf + 1, . . . ,mf + ng, . . . , kf}，Ind(g) = {mg +
1, . . . , kg}とおく．このとき，非帰納的位置の条件より，f(l1, . . . , lkf )はf(l1, . . . , lmf , y1, . . . ,
yng , . . . , ynf )となり，rのfまたはgを根記号にもつ部分項については，f(r1, . . . , rmf , y1, . . . ,
yng , . . . , ynf )，g(r1, . . . , rmg , y1, . . . , yng) となることに注意する．
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定理 4.4.8. Rを合流性，停止性，十分完全性をみたす構成子システムとし，D = {f, g}, f ≪
gとする．以下の条件をみたすとき，等式集合E = {f(x1, . . . , xmf , s1, . . . , sng , . . . , snf ) ≈
tf , g(x1, . . . , xmg , s
′
1, . . . , s
′
ng) ≈ tg}が帰納的定理か否かは決定可能である．
(i) R′ = R ∪ {l → r | l ≈ r ∈ E}は停止性をもつ．
(ii) x1, . . . , xmf は相異なる変数かつ x1, . . . , xmg は相異なる変数．
(iii) {s1 . . . , snf} ∪ {s′1, . . . , s′ng} ∪ {tf , tg} ⊆ T (C, V )．
(iv) xj ̸∈ V ar(sk) (1 ≤ j ≤ mf , 1 ≤ k ≤ nf )，xj ̸∈ V ar(sk) (1 ≤ j ≤ mg, 1 ≤ k ≤ ng)．
(v) si = s
′
i (1 ≤ i ≤ ng)．
証明 . f ≪ gであることと条件 (i)から (iv)より，等式 g(x′1, . . . , x′mg , s
′
1, . . . , s
′
ng) ≈ tg及




1, . . . , s
′
ng) ≈ tgが帰納的
定理か否かは決定可能である．そのため，以下では等式 f(x1, . . . , xmf , s1, . . . , snf ) ≈ tfが
帰納的定理であるか否か決定可能であることを示す．
Rの十分完全性より，書き換え規則f(l1, . . . , lmf , y1, . . . , ynf )→ r ∈ Rとσ = mgu(f(x1,
. . . , xmf , s1, . . . , snf ), f(l1, . . . , lmf , y1, . . . , ynf ))なる代入σ存在して，f(x1, . . . , xmf , s1, . . . ,
snf )σ = f(l1, . . . , lmf , y1, . . . , ynf )σ →R rσ が成立する．このとき，s1, . . . , snf ∈ T (C, V )
およびRが構成子システムであることから，ran(σ) ⊆ T (C, V )となることに注意する．
以下では，rσ ∗→E′ u ∈ T (C, V )となるような uが存在することを示す．この性質を一
般化して得られる性質
∀r′ E r.∃σ. r′σ ∗→E′ u′ ∈ T (C, V ) (4.11)
を r′の構造に関する帰納法で証明する．
(Case 1)r′ = x ∈ V のとき．ran(σ) ⊆ T (C, V )より，r′σ = xσ ∈ T (C, V )
(Case 2)r′ = f(r1, . . . , rmf , y1, . . . , ynf )のとき．帰納法の仮定より riσ
∗→E′ ui ∈ T (C, V )
(1 ≤ i ≤ mf )となる u1, . . . , umf が存在する．また，σ = mgu(f(x1, . . . , xmf , s1, . . . , snf ),
f(l1, . . . , lmf , y1, . . . , ynf )) であるから yjσ = sjσ(1 ≤ j ≤ nf )となる．よって，r′σ =
f(r1σ, . . . , rmfσ, y1σ, . . . , ynfσ) = f(r1σ, . . . , rmfσ, s1σ, . . . , shgσ)
∗→E′ g(u1, . . . , umf , s1σ,
. . . , snfσ)．ここで，代入 θを
θ(x) =
ui (x = xiのとき)xσ (それ以外)
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とおく．すると，条件 (ii) より xiθ = ui(1 ≤ i ≤ mf ) となり，条件 (iv) より sjθ =
sjσ(1 ≤ j ≤ nf )となるので，f(u1, . . . , umf , s1σ, . . . , snfσ) = f(x1, . . . , xmf , s1, . . . , snf )θ
→{f(x1,...,xmf ,s1,...,snf )→tf} tfθとなる．ここで，θの定義から ran(θ) ⊆ T (C, V )となること
と，tf ∈ T (C, V )より tfθ ∈ T (C, V )となる．
(Case 3)r′ = g(r1, . . . , rmg , y1, . . . , yn)のとき．帰納法の仮定より riσ
∗→E′ ui ∈ T (C, V )
(1 ≤ i ≤ ng)となる u1, . . . , ung が存在する．また，σ = mgu(f(x1, . . . , xmf , s1, . . . , snf ),
f(l1, . . . , lmf , y1, . . . , ynf )) であるから，yjσ = sjσ(1 ≤ j ≤ ng)となる．よって，r′σ =
g(r1σ, . . . , rmgσ, y1σ, . . . , yngσ) = g(r1σ, . . . , rmgσ, s1σ, . . . , sngσ)
∗→E′ g(u1, . . . , umg , s1σ, . . . ,
sngσ)．ここで，代入 θを
θ(x) =
ui (x = xiのとき)xσ (それ以外)
とおく．すると，条件 (ii)よりxiθ = ui(1 ≤ i ≤ mg)となり，条件 (iv),(v)より s′jθ = s′jσ =
sjσ(1 ≤ j ≤ ng)となるので，g(u1, . . . , umg , s1σ, . . . , sngσ) = g(x1, . . . , xmg , s′1, . . . , s′ng)θ
→{g(x1,...,xmg ,s′1,...,s′ng )→tg} tgθ となる．ここで，θの定義から ran(θ) ⊆ T (C, V )となること
と，tg ∈ T (C, V )より tgθ ∈ T (C, V )となる．
(Case 4)それ以外のとき．r′ = g(r1, . . . , rn), g ∈ Cとなる．帰納法の仮定より riσ
∗→E′
ui ∈ T (C, V ) (1 ≤ i ≤ m)となる．よって，r′σ = g(r1σ, . . . , rnσ)
∗→E′ g(u1, . . . , un) ∈
T (C, V )．
以上より，性質 (4.11)が示された．よって，rσ ∗→E′ u ∈ T (C, V )が得られる．ここで，





f(s(x), y, z)→ s(f(g(x, z), f(x, y, z), z)) (1)
f(0, y, z)→ z (2)
g(s(x), y)→ s(g(x, y)) (3)
g(0, y)→ y (4)
このとき，定理 4.4.8をもちいて等式E = {f(x′, y′, 0) ≈ x′, g(x′, 0) ≈ x′}が帰納的定理か
否か決定可能か判定する．条件 (i)について，R′ = R ∪ Eの停止性は辞書式経路順序を
もちいて容易に示せる．条件 (ii) から (iv)を判定するために f, gの帰納的位置及び非帰納
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的位置を求めると，それぞれ Ind(f) = {1, 2}, Ind(f) = {3}, Ind(g) = {1}, Ind(g) = {2}
となる．これをもちいると，等式集合 Eの要素がどちらも条件 (ii)から (iv)をみたして
いることがわかる．次に，条件 (v)を判定するためにCV (f, g)を求めると，例 4.4.7より
CV (f, g) = {(3, 2)}となる．このとき，{0} = {0}なので，条件 (v) をみたす．以上より，
等式及び規則が定理 4.4.8の条件をすべてみたしているため，等式集合の要素が帰納的定
理か否かは決定可能である．
実際に定理4.1.9をもちいてEの要素がすべて帰納的定理か否か調べる．等式f(x′, y′, 0) ≈
x′について，規則 (1)では σ = mgu(f(x′, y′, 0), f(s(x), y, z)) = [x′ := s(x), y′ := y, z := 0]
とおくと，f(x′, y′, 0)σ = f(s(x), y, 0)→R s(f(g(x, 0), f(x, y, 0), 0))→R′ s(f(x, f(x, y, 0), 0))
→R′ s(f(x, x, 0))→R′ s(x) = x′σ となり，規則 (2)では σ = mgu(f(x′, y′, 0), f(0, y, z)) =
[x′ := 0, y′ := y, z := 0]とおくと，f(x′, y′, 0)σ = f(0, y, 0)→R′ 0 = x′σとなる．また，等式
g(x′, 0) ≈ x′については，規則 (3)では σ = mgu(g(x′, 0), g(s(x), y)) = [x′ := s(x), y := 0]
とおくと，g(x′, 0)σ = g(s(x), 0) →R s(g(x, 0)) →R′ s(x) = x′σ となり，規則 (4)では
















1. R′ = R ∪ Eの停止性を判定する．偽なら判定失敗．




3b. uiと tσiを，R′をもちいて正規形になるまで書き換えて pi, qiを得る．
3c. pi, qi ∈ T (C, V )か判定する．偽なら判定失敗．
3d. pi = qiであるか調べる．pi ̸= qiならば，帰納的定理でないと判定．
4. 3.をすべての等式について行う．
5. 帰納的定理と判定．
例 5.1.1. 次の項書き換えシステムRについて，等式 f(x′, y′, s(0)) ≈ s(x′)が帰納的定理
か否か判定する．
R :
f(0, y, z)→ zf(s(x), y, z)→ s(f(x, f(x, y, z), z))
1. R′ = R ∪ f(x′, y′, s(0))→ s(x′)が停止性をもつかは，辞書式経路順序をもちいて容
易に示せる．
2. Rの規則左辺と等式左辺f(x′, y′, s(0))の最汎単一化子を作る．f(0, y, z)→ zについて
は σ1 = mgu(f(x′, y′, s(0)), f(0, y, z)) = [x′ := 0, y′ := y, z := s(0)]，f(s(x), y, z)→
s(f(x, f(x, y, z), z))については σ2 = mgu(f(x′, y′, s(0)), f(s(x), y, z)) = [x′ := s(x),
y′ := y, z := s(0)] となる．
3. 2.で得た σ1と σ2について以下の手続きを行う．
• σ1について
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3a. f(x′, y′, s(0))σ1をRをもちいて１回書き換える．
f(x′, y′, s(0))σ1 = f(0, y, s(0))→R s(0) = u1
3b. u1と等式右辺に σ1を代入した項 s(x′)σ1 = s(0)を正規形になるまで書き換
える．この 2項はいずれも正規形であるため，p1 = u1 = s(0)，q1 = s(0)
となる．
3c. p1, q1 ∈ T (C, V )か判定すると p1, q1 ∈ T (C, V )より真である．
3d. p1 = q1であるか調べると p1 = q1 = s(0)より真である．
• σ2について
3a. f(x′, y′, s(0))σ2をRをもちいて１回書き換える．
f(x′, y′, s(0))σ2 = f(0, y, s(0))→R s(f(x, f(x, y, s(0)), s(0))) = u2
3b. u2と等式右辺に σ2を代入した項 s(x′)σ2 = s(s(0))をR′をもちいて正規形
になるまで書き換える．
s(f(x, f(x, y, s(0)), s(0)))→R′ s(f(x, s(x), s(0)))→R′ s(s(0)) = p2
s(x′)σ = s(s(0))は正規形だから，q2 = s(s(0))となる．
3c. p2, q2 ∈ T (C, V )か判定すると p2, q2 ∈ T (C, V )より真である．








入力:等式 f(s1, . . . , sn) ≈ t
合流性，停止性，十分完全性をみたす構成子システムR (ただし，D = {f})
出力:判定結果
1. R′ = R ∪ {f(s1, . . . , sn)→ t}の停止性を調べる．
2. Rから f の帰納的位置 Ind(f)と非帰納的位置 Ind(f)を調べる．このとき，最大と
なる Ind(f)をとる．
3. 2.の結果をもちいて，集合 {s1, . . . , sn}を I = {si | i ∈ Ind(f)}, NI = {si | i ∈
Ind(f)}に分割する．
4. Iの要素がすべて相異なる変数か調べる．偽なら判定失敗を返す．
5. NI ∪ {t} ⊆ T (C, V )か調べる．偽なら判定失敗を返す．
6. 任意の xi ∈ Iと si ∈ NIについて，xi ̸∈ V ar(si)となるか調べる．結果が偽であれ
ば判定失敗を返す．
7. 判定成功を返す．
例 5.2.1. 以下の書き換えシステムRと等式を帰納的定理決定判定手続き 1に入力し，等
式が帰納的定理か否か決定可能か判定する．
R :
f(s(x), y, z)→ s(f(x, f(x, y, z), z))f(0, y, z)→ z
等式:f(x′, y′, s(0)) ≈ s(x′)
1. R′ = R ∪ {f(x′, y′, s(0))→ s(x′)}の停止性は辞書式経路順序により容易に示せる．
2. Rから f の帰納的位置と非帰納的位置を調べると Ind(f) = {1, 2}, Ind(f) = {3}と
なる．
3. 2.で調べた位置をもとに集合 {x′, y′, s(0)}を分割すると I = {x′, y′}, NI = {s(0)}と
なる．
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4. Iの要素がすべて相異なる変数か判定すると x′, y′ ∈ V かつ x′ ̸= y′より真となる．
5. NI ∪ {s(x′)} ⊆ T (C, V )か調べると s(0), s(x) ∈ T (C, V )より真となる．
6. 任意の x ∈ I, s ∈ NIについて，x ̸∈ V ar(s)か調べると x′, y′ ̸∈ V ar(s(0))より真と
なる．
7. 判定成功を返す







入力:等式 f(s1, . . . , sn) ≈ t
合流性，停止性，十分完全性をみたす構成子システムR (ただし，D = {f})
出力:判定結果
(手順 1から 3は帰納的定理決定可能性判定手続き 1と同じ)
4. I ⊆ V か調べる．偽なら判定失敗を返す．
5. NI ∪ {t} ⊆ T (C, V )か調べる．偽なら判定失敗を返す．
6. 任意の xi ∈ Iと si ∈ NIについて，xi ̸∈ V ar(si)となるか調べる．結果が偽であれ
ば判定失敗を返す．
7. i, j ∈ Ind(f), i ̸= jについて xi = xjか調べ，同値関係 i ∼ jを構成する．
8. すべての f(l1, . . . , ln)→ r ∈ Rについて以下を行う．
8a. i ∼ jなる i, jの組について σ = mgu(li, lj)を求める．










f(s(x), s(y), s(z), w)→ f(x, f(x, y, z, w), f(x, y, z, w), w)
f(0, y, z, w)→ w
f(x, 0, z, w)→ w
f(x, y, 0, w)→ w
等式:f(x′, y′, y′, s(0)) ≈ s(x′)
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1. R′ = R ∪ {f(x′, x′, s(0))→ s(x)}の停止性は辞書式経路順序により容易に示せる．
2. Rから f の帰納的位置と非帰納的位置は Ind(f) = {1, 2, 3}, Ind(f) = {4}となる．
3. 2.で調べた位置をもとに集合 {x′, y′, s(0)}を分割すると I = {x′, y′}, NI = {s(0)}と
なる．
4. I ⊆ V か調べると x′, y′ ∈ V より真である．
5. NI ∪ {s(x′)} ⊆ T (C, V )か調べると s(0), s(x′) ∈ T (C, V )より真である．
6. 任意の xi ∈ I と si ∈ NI について，xi ̸∈ V ar(si)となるか調べると x′, y′ ̸∈ s(0)よ
り真である．
7. i, j ∈ Ind(f), i ̸= j について xi = xj か調べ，同値関係 i ∼ j を構成すると 2, 3 ∈
Ind(f)について x2 = x3 = y′より，∼ ∩{(i, j | i < j)} = {(2, 3)}である．
8. それぞれの規則について 8a.から 8b.を行う．
• f(s(x), s(y), s(z), w)→ f(x, f(x, y, z, w), f(x, y, z, w), w)について．
8a. 2 ∼ 3について σ = mgu(s(y), s(z))を求めると σ = [y := z]となる．
8b. f(x, f(x, y, z, w), f(x, y, z, w), w)の f を根記号とする部分項を調べる．
∗ f(x, f(x, y, z, w), f(x, y, z, w), w)について 2 ∼ 3 ⇒ f(x, y, z, w)σ =
f(x, y, z, w)σを判定する．これは明らかに真である．
∗ f(x, y, z, w)について 2 ∼ 3 ⇒ yσ = zσを判定する．yσ = zσ = z よ
り真である．
• f(0, y, z, w)→ wについて．
8a. 2 ∼ 3について σ = mgu(y, z)を求めると σ = [y := z]となる．
8b. wは f を根記号とする部分項をもたないので，条件をみたすのは自明．
• 他の規則についても，f(0, y, z, w)→ wのときと同様に条件をみたすのは自明．
9. 判定成功を返す．






入力:等式E = {f(sf,1, . . . , sf,n) ≈ tf | f ∈ D}
合流性，停止性，十分完全性をみたす構成子システムR
出力:判定結果
1. R′ = R ∪ Eの停止性を調べる．




4. f(sf,1, . . . , sf,n) ≈ tf ∈ Eについて以下を行う．




– NIf ∪ {tf} ⊆ T (C, V )．
– 任意の xi ∈ If と si ∈ NIf について，xi ̸∈ V ar(si)．
5. 判定成功を返す．




f(s(x), y, z)→ f(g(x, y, z), f(x, y, z), z)
f(0, y, z)→ z
g(s(x), y, z)→ g(f(x, y, z), f(x, y, z), z)
g(0, y, z)→ z
37
等式E:{f(x′, y′, s(0)) ≈ x′, g(x′, y′, s(0)) ≈ x′}
1. R′ = R ∪ Eの停止性は停止性判定器をもちいて示せる．
2. RからDの共通非帰納的位置を調べると Ind(D) = {3}となる．
3. Eの要素の等式すべてにおいて，左辺の同じ共通非帰納的位置にある項が等しいか
調べると，共通非帰納的位置 3にある項はいずれも s(0)であるから真である．
4. f(x′, y′, s(0)) ≈ x′について以下を行う．
4a. 2.の結果をもちいて集合 {x′, y′, s(0)}を分割すると If = {x′, y}, NIf = {s(0)}
となる．
4b. 以下が成立するか調べる．
– If の要素が相異なる変数か調べると x′, y′ ∈ V かつ x′ ̸= y′より真となる．
– NIf ∪ {x′} ⊆ T (C, V )か調べると s(0), x′ ∈ T (C, V )より真である．





















F(x, y, S(0)) = S(x)
TRS:
[ F(0, y, z) -> z,
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F(u, v, S(0)) = S(u)
mgu:













F(u, v, S(0))σ = F(0, y, S(0)) -> S(0) ->* S(0)





F(u, v, S(0))σ = F(S(x), y, S(0)) -> S(F(x, F(x, y, S(0)), S(0))) ->* S(S(x))
S(u)σ = S(S(x)) -> *S(S(x))
----------------------------------------------------















[ F(0, y, z) -> z,
F(S(x), y, z) -> S(F(x, F(x, y, z), z)) ]
Equation:








Inductive arguments are linear variables?
yes
Non-inductive arguments and rhs of equation is constructor?
yes
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[ F(0, z, y) -> z,
F(S(x), z, y) -> S(F(x, z, F(x, z, y))) ]
Equation:








Inductive arguments is linear variable?
yes
Non-inductive arguments and rhs of equation is constructor?
yes





[ F(S(x), S(y), z) -> F(F(x, y, z), F(x, y, z), z),
F(0, y, z) -> z ]
Equation:
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F(0, y, z) -> z:
[ y:=0 ]
F(S(x), S(y), z) -> F(F(x, y, z), F(x, y, z), z):
[ x:=y ]
----------------------------
Inductive arguments is variable?
yes
Non-inductive arguments and rhs of equation is constructor?
yes







[ F(S(x), y, z) -> S(F(G(x, y, z), F(x, y, z), z)),
F(0, y, z) -> z,
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G(S(x), y, z) -> S(G(F(x, y, z), G(x, y, z), z)),
G(0, y, z) -> 0 ]
Equations:
[ F(x, y, S(0)) = S(x),








Other arguments is linear variable?
yes
Common non-inductive arguments and rhs of equation is constructor?
yes
Other arguments appear in Common non-inductive arguments?
yes
F(x, y, S(0)) = S(x) is OK.
----------------------------




Other arguments is linear variable?
yes
Common non-inductive arguments and rhs of equation is constructor?
yes
Other arguments appear in Common non-inductive arguments?
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yes













非変数 非線形変数 関数の入れ子 相互再帰
1 あり なし なし なし × ⃝ ⃝
2 なし なし あり なし ⃝ × ⃝
3 あり なし あり なし × × ⃝
4 なし なし あり なし ⃝ × ⃝
5 あり あり あり なし × × ⃝
6 なし あり なし なし × ⃝ ⃝
7 あり なし なし あり × ⃝ ⃝
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f(s(x), y)→ s(f(x, y))f(0, y)→ y
等式:f(x′, s(0)) ≈ s(x′)
2.
R :
f(s(x), y)→ s(f(x, f(x, y)))f(0, y)→ 0
等式:f(x′, y′) ≈ x′
3. (例 4.2.4)
R :
f(0, y, z)→ zf(s(x), y, z)→ s(f(x, f(x, y, z), z))











f(s(x), s(y), s(z), w)→ f(x, f(x, y, z, w), f(x, y, z, w), w)
f(0, y, z, w)→ w
f(x, 0, z, w)→ w
f(x, y, 0, w)→ w







max(s(x), s(y))→ max(x, y)




f(s(x), y)→ s(g(x, y))
f(0, y)→ y
g(s(x), y)→ s(f(x, y))
g(0, y)→ y




f(s(x), y, z)→ f(g(x, y, z), f(x, y, z), z)
f(0, y, z)→ z
g(s(x), y, z)→ g(f(x, y, z), f(x, y, z), z)
g(0, y, z)→ z
等式:{f(x′, y′, s(0)) ≈ x′, g(x′, y′, s(0)) ≈ x′}
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