Convolutional neural network (CNN), as a model of deep learning (DL), has been widely applied to the field of computer vision as well as optical communication. In this paper, we focus on the adaptive demodulation technique in orbital angular momentum (OAM) free-space optical (FSO) communication system with the improved CNN. In order to achieve adaptive demodulation under free-space turbulence channel, the traditional CNN with our preliminary optimization methods has been firstly demonstrated. Then, in view of the relatively poor performance of traditional CNN for OAM modes demodulation under strong turbulence environment with long transmission distance, the network was deepened and the residual learning framework was used to solve the degradation problem. We have respectively investigated the performance of this improved CNN by testing the demodulation performance in 4-ary, 8-ary, 10-ary and 16-ary OAM systems, and analyzed the generalization ability of accommodating unknown turbulence environment by training the model with different training sets. The numerical simulation shows that the demodulation accuracy is about 100.0%, 99.5%, 99.2% and 99.0% respectively for 4-ary, 8-ary, 10-ary and 16-ary OAM systems over the 2000m free-space with strong turbulent level. And our improved CNN trained by a hybrid training set with several levels of turbulence can provide the model with stronger ability to accommodate more kinds of unknown turbulence environments. It is anticipated that these results might be helpful for improving the reliability of the OAM-FSO communication system in future.
I. INTRODUCTION
To solve the increasing demands for data capacity improvement, free-space optical (FSO) communication has been the subject of significant research in recent years. And previous researches fully exploited the amplitude, phase [1] , wavelength [2] , polarization [3] and spatially distribution of light fields in FSO communication systems [4] . Since Allen et al. discovered Laguerre-Gaussian (LG) beams with helical phase carrying orbital angular momentum (OAM) [5] , which has attracted great researching attentions in generations [6] , [7] and applications [8] - [10] of OAM beams. The LG beams special spatial structure [13] or varied computer-generated holograms (CGHs) which were loaded on spatial light modulator (SLM) [19] . Moreover, a method based on the mode converters combining with the modified Mach-Zehnder interferometer (MZI) was proposed to separate and demodulate OAMs [20] . However, these methods are relatively complicated, and the demodulation accuracy expressly subjects to the effect of atmospheric turbulence (AT) which randomly distorts the phase front, damages the orthogonality among OAM modes, thus induces channel crosstalk and further degrades the performance of bit error rate of the communication system [21] , [22] . One attempt to mitigate the effect of turbulence is to adopt adaptive optics (AO) technique using corresponding phase retrieval algorithms to correct the wave-front of distorted OAM beams [23] , [24] . However, due to the limitation of its correction range, its correction effect is not good under strong turbulence conditions.
Recently, some researches have been conducted on the innovative method of applying deep learning (DL) to achieve the adaptive demodulation of OAM modes. DL refers to a machine learning method obtained by composing simple but non-linear modules that each transforms the representation at one level (starting with the raw input) into a representation at a higher, more abstract level [25] . Benefiting from using multi-layer representation learning technique with local connection and weight sharing to extract and recognize the intrinsic features of the input raw images, convolutional neural network (CNN) [25] , as a model of DL, has been successfully adopted in OAM-FSO communication system [26] - [32] . In [26] , a trained CNN of AlexNet-framework was adopted as a classifier to distinguish multiplexed Bessel-Gauss beams carrying OAM and the main factors affecting demodulation performance were explored. The authors in Ref. [27] proposed and demonstrated an m-ary adaptive demodulator based on CNN for OAM demodulation over free-space AT channels, and they further achieved joint OAM demodulation and AT detection [28] . In [29] , an optical feedback network making use of single-layer CNN with one convolution and pooling layer was designed, and the power of CNNs in a feedback scheme to actively correct for the destructive effects of turbulent propagation on optical modes was demonstrated. They also investigated about classifying OAM modes using deep neural networks and CNN at different noise levels [30] . In [31] , a 16-ary OAM-SK FSO communication system combining turbo coding method with CNN was proposed. And the authors in [32] improved a simple CNN by using view-pooling technique to achieve mode detection of misaligned OAM beams. Basically, the researches listed above have achieved good demodulation performances, however, there is still room for improving the framework of the traditional CNN to get better demodulation performance especially in the cases of long communication distance with strong AT strength levels.
In this paper, the traditional CNN using preliminary optimization methods was firstly demonstrated to realize adaptive demodulation of OAM modes. Then, we have deepened the traditional network by adopting the residual learning framework to further improve the demodulation performance under the strong AT environment with long transmission distance. The simulated results show that the demodulation accuracy is about 100.0%, 99.5%, 99.2% and 99.0% respectively for 4-ary, 8-ary, 10-ary and 16-ary OAM-FSO system over the 2000m free-space channel with strong AT strength level. We also have trained this improved network by different training set and it shows that the network trained by a hybrid set with several levels of AT strength can provide the model with stronger ability to accommodate more kinds of unknown AT environments. This technique has certain significance for improving the reliability of the OAM-FSO communication system in future.
II. THE PRINCIPLE OF OAM-FSO COMMUNICATION WITH ADAPTIVE DEMODULATION TECHNIQUE A. TRANSMISSION OF OAM BEAMS UNDER THE FREE-SPACE AT CHANNEL
The schematic diagram of the OAM-FSO communication system with adaptive demodulation technique under the AT channel is shown in Fig. 1 . At the transmitter, the computer controlled digital signals to be transmitted is encoded onto the SLM where a series of phase holograms are loaded for modulating continuous incident Gaussian beams into corresponding LG beams carrying diverse OAMs (e.g. signals s = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 are mapped to OAM modes l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ) .
In theory, the field distribution of an LG beam in a cylindrical coordinates (r, φ, z) can be expressed as [5] , [16] :
where k = 2π/λ is the wavenumber, λ is the wavelength, l is the topological charge which represents OAM mode and p is radial index. w (z) = w 0 1 + (z/z R ) 2 is the Gaussian beam radius where w 0 is the beam waist and z R = π w 2 0 /λ is the Rayleigh range, L |l| p is the generalized Laguerre polynomial, and (2p + |l| + 1) tan −1 (z/z R ) is the Gouy phase. It need be note that the phase profile, expressed as exp (ilϕ), is what allows these beams to exhibit OAM [5] , [16] .
Then, the modulated LG beams are sent though a free-space AT channel, in which the phase fronts of LG beams are distorted randomly. Since the model developed by Hill [33] and defined analytically by Andrews and Phillips [21] is better simulate the authenticity of AT and widely utilized in the past, here, we choose this model and its spectrum of fluctuation in the refractive index can be expressed as [21] :
where C 2 n is the structure constant of the refractive index of air, which represents the strength level of AT, k x and k y denotes the wavenumber in x and y direction, L 0 and l 0 are the outer scale and inner scale of AT respectively, k l = 3.3/l 0 . In simulation, AT was simulated by inserting random phase screens along the propagation path of the beam, here we use this Hill-Andrews spectrum model to generate AT phase screen. The fluctuation of the wave-front phase is simulated by a random distribution with variance of σ 2 and the relationship between the refractive index power spectrum and phase spectrum is:
where k is the wavenumber, z is the interval between sequential phase screens and the variance of the phase spectrum can be written as [27] , [28] , [34] :
where N and x respectively denote the size and the grid interval of the phase screen. The phase screen in Cartesian coordinate is expressed in the frequency domain through the fast Fourier transform [27] , [28] , [34] :
where C N ×N is a complex Gaussian stochastic matrix with a mean of 0 and a variance of 1, subscript represents the distribution over a sampling grid with size of N × N . The examples of simulated random phase screen are shown in the gray dash in Fig. 1 . When an LG beam U LG (x, y, z) (in Cartesian coordinates) is incident on a phase screen and propagates over z, the electric field can be approximately expressed as:
where U prop (k x , k y ) = exp(−i z(k 2 x + k 2 y )/(2k)) and FFT −1 represents Fresnel propagation function and 2D Inverse Fourier Transform respectively. This procedure is then repeated for the second phase screen and so on until the last phase screen is reached. Using this simulated method, the transmission of the beam in AT is equivalent to the transmission of the beam between the phase screens, as a result, phase fluctuations become amplitude fluctuations during the FSO propagation between screens. At last, the final field U final (x, y, z) can be obtained at the receiver.
B. ADAPTIVE DEMODULATION TECHNIQUE BASED ON CNN
After transmitting through the AT channel, at the receiver, the intensity images of the distorted LG beams sequence with intensity distribution I = U final (x, y, z) 2 which are shown in Fig. 1 , will be captured by the CCD camera and finally sent to computer where the adaptive demodulation technique via CNN is carried out. Benefiting from the advantages such as local connections, weight sharing, and multi-layer network structure [34] , a CNN can be trained as an adaptive demodulator with higher recognition rate for intrinsic features of the input raw images. When CNN performs image recognition operation, the input image is actually equivalent to a two-dimensional pixel matrix x(m, n) with different feature distributions for CNN. After inputting the original image, the two-dimensional convolutional kernel w(m, n) in the convolution layer (usually a two-dimensional matrix with random or specific weight distribution) is overlaid on the input image x(m, n), then the weights in the convolutional kernel and the pixel values in the region covered by the convolutional kernel on the input image are multiplied point by point and summed to obtain a convolutional output value (which is mathematically called the inner product). When the convolutional kernel sweeps through all pixel units of x(m, n) according to the specific convolutional stride, the whole image y generated by the convolution layer is obtained. It can be found that the calculation process of obtaining the output value of each convolution is localized, and the result of inner product can reflect the similarity or difference of the convolutional kernel and the covered pixel value distribution of the image, which is the underlying mechanism in CNN. That is to say, when the convolutional kernel weights are determined, if the distribution features of the local image contained in the input image are close to the distribution features of the convolutional kernel weights, several strong output points will be highlighted in the convolutional output image, so that we can obtain a set of features including the number and distribution of strong points in the original input image. And when CNN uses multiple sets of convolutional kernels with different weight distributions, it can get multiple sets of different features, such as intensity brightness, edge, blur, protrusion and so on.
Normally, a CNN contains single or multi-layer of convolution layer where a collection of convolutional kernels can convolve with input images to extract specific features. Then, after activated by a non-linear activation function to improve the non-linear expression ability of the network, pooling layers are connected where the pooling operation takes inputs from a non-overlapping sub-region in the convolved feature maps and calculates the maximum or average of these inputs in order to dramatically reduce computational parameters and improve the spatial translational invariance. After going through multi convolution layers with pooling operations, the notion of spatial information is abandoned and a higher, more abstract level of representation are obtained. At last, it connects to the fully connected layer including a softmax classifier where the probabilities that the input belongs to every class are respectively calculated. When conducting the training task, a loss function is obtained by comparing the actual output probability with the expected label in the fully connected layer. Then, the gradient descent algorithm with back-propagation keeps the weight of each layer continuously updated so that the loss function is continuously reduced to its minimum. Finally, when it conducting the testing task, the trained CNN can directly recognize the input image of distorted beams to realize the precise classification. Based on the above mechanism, for the adaptive demodulation task based on CNN, due to beams' intensity distribution with different OAM modes is different in features such as edge, intensity brightness, size and others, CNN has different output responses corresponding to different OAM beam's intensity images with different features, so, it can complete the task of classifying input unknown OAM beam's intensity images. And then, the modulating information can be further decoded into the original digital signal according to the mapping relationship.
III. THE FRAMEWORK AND DEMODULATION PERFORMANCE OF TRADITIONAL CNN A. NETWORK FRAMEWORK
In the past, several traditional CNNs used for OAM demodulation were designed and improved [27] , [28] , [28] - [32] , [35] . Here, we choose a six-layer CNN [35] that can achieve better demodulation performance with relatively higher accuracy among the past works. We firstly establish this CNN model to demonstrate its demodulation ability and its framework are shown in Fig. 2 . By using two layers of convolution and max-pooling operation to extract and compress features, lots of feature maps are obtained and sent to the fully connected (FC) layer where a softmax classifier is followed to achieve classification and get the output results. In order to make the traditional CNN easier to fit OAMs classification task, here, same as Ref. [35] , we have adopted some optimization methods during the training period. Firstly, the rectified linear unit (ReLU) is adopted as the non-linear activation function for the convolution, pooling and fully connected layers because ReLU has a faster convergence rate than the traditional non-linear function such as sigmoid and hyperbolic tangent (Tanh) functions [36] . Then, the mini-batch method which divides the input training databases into several batches equally is used in order to improve the stability of convergence. Base on this method, images in a single batch traverse the whole network once and the weights are updated in an iteration. And in an epoch, the above operations in each iteration are repeated for all batches which compose whole training databases, that is, all batch's images traverse the whole network. Meanwhile, the training process relies on gradient descent algorithm, in which the learning rate plays an important factor affecting convergence speed of CNN. Thus, we set the decreasing learning rates exponentially as the training epoch increased.
In addition, a regularizing dropout unit is also added between two fully connected layers to avoid over-fitting.
B. PERFORMANCE EVALUATION
The trained CNN is then employed as an OAM mode demodulator in a 10-ary OAM system and the corresponding demodulation performances under different AT-strength levels and transmission distances are shown in Fig. 3 . The setting parameters of our simulation are as follows: the LG beam waist w 0 = 3cm, the wavelength λ=1550nm and p = 0. The AT parameters are chosen as: N = 300, z = 200m, L 0 = 50m, l 0 = 0.0003m, z max = 2000m. Here, 2500 intensity images of LG beams with (10 classes) are accumulated and divided into training set and testing set (2000 images for training set, and 500 images for testing set) with the CNN training parameters: epoch = 20, batch-size = 50, decline of learning rate = 0.5, dropout probability = 0.5. It should be noted that the pixel values of all input images are fixed at 300*300, and since this paper mainly discusses the influence of network selection, some image processing operations are not involved. Therefore, in this paper, we would not study the conventional image processing operations such as image compression, enlargement, and flipping in detail. We define the demodulation accuracy as the ratio of the number of correctly recognized images to the number of all input images [35] :
and
where l m is the training true label of LG beam, l * m represents the classification label predicted by CNN and M is the total number of the received intensity images. As Fig. 3 shows, no matter how far the transmission distance is, the demodulation accuracy under weak and medium AT-strength levels with corresponding structure constant of the refractive index C 2 n values as 1 × 10 −16 m −2/3 and 1 × 10 −15 m −2/3 respectively, are still above 95.0%. However, under the strong AT-strength level with C 2 n values as 1 × 10 −14 m −2/3 , the demodulation accuracy is above 95.0% only within a short transmission distance of less than 0.5km, and the accuracy decreases rapidly to only about 74.0% when the distance increases to 2000m, which will cause a large bit error rate for the actual communication system. Thus, although this preliminary optimized CNN has achieved good accuracy in OAM demodulation below medium AT strength level, it cannot accommodate strong AT strength level with long transmission distance (2000m), which enlighten us to further adjust the framework of CNN to improve the demodulation performance under poor transmission environments.
IV. THE FRAMEWORK AND DEMODULATION PERFORMANCE OF IMPROVED CNN A. NETWORK FRAMEWORK BASED ON RESIDUAL LEARNING
CNNs with deeper network layers have made a series of breakthroughs in the field of computer vision [37] , [38] . It integrates low/mid/high-level features and classifiers in a multi-layer model, and the levels of features can be enriched by the number of stacked layers (depth) [39] . However, as the depth increases, the gradient disappearance/gradient explosion problem begins to appear, which hinders the convergence of the model. Meanwhile, when the deep network can converge, the degradation problem occurs. It is worth mentioning that, in the past, there have been some works using deeper network layers to achieve OAM demodulation, but the accuracy is only comparable to the above mentioned six-layer CNN using the optimization method. In order to solve these problems and realize better performances, here, residual learning framework was considered.
The core of residual learning is to let the multi-layer network fit the residual mapping by setting ''shortcut'' instead of letting each stacked layer directly fit the desired underlying mapping [39] . The comparison of the residual learning framework with the traditional CNN framework is shown in Fig. 4 . Supposing that the desired underlying mapping to be fitted for traditional framework is H (x), then, for residual framework we let the stacked nonlinear layers fit another residual mapping of F(x) = H (x)−x by adopting ''shortcut'' which lets the output of the previous layer skip over single or multi-layers and directly introduce into the input part of VOLUME 7, 2019 the later layer, thus, the original mapping is converted to H (x) = F(x) + x. Comparing with traditional CNN framework, it is more efficient for this residual framework to update the weights of each layer in the back-propagation training process using the gradient descent algorithm, and the problem of degradation or gradient disappearance will not occur.
In view of the relatively poor performance of traditional CNN (in Fig. 3 ) for OAM demodulation under strong AT level with 2000m transmission distance, we have deepened traditional CNN and added the residual learning framework to avoid the degradation problem. The benefits of demodulating OAM modes with this framework will be demonstrated quantitatively in next section.
B. PERFORMANCE EVALUATION
In simulation, the network model based on residual learning we choose to utilize is known as ResNet-50 in the field of computer vision [39] , which has 50-layer network including 49-layer of convolution operations with 16 shortcut connections and 1 fully connected layer before the output. Here, we will try to analyze its performances for OAM demodulation in detail.
Firstly, since we have adjusted the network framework, the appropriate epoch parameter needs to be reset to make the training and testing performances better. We still train and test a 10-ary OAM system (10 classes with l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10) under strong AT strength level (C 2 n = 1 × 10 −14 m −2/3 ) with 2000m transmission distance. Here, a database contains 2500 intensity images are simulated, of which 2000 images including 50 batches are for training and 500 images are for testing. To accurately exhibit the convergence of the model, the training loss as a function of the epoch during training is shown as blue curve in Fig. 5 , in which it is clear that the loss is near to its minimum when the epoch exceeds 40 times. And as orange and yellow curves shown, with the increase of epoch, both the training and testing curves rapidly increase and converge after reaching 40 training epoch, which represents that all features of input images can be extracted and trained effectively. Meanwhile, we find that the demodulation accuracy of traditional CNN in Fig. 3 is only about 74.0% under 2000m transmission distance with strong AT level, while the corresponding result for testing 10-ary OAM system here is stable at about 93.5% under the same transmission environment, which demonstrates the powerful recognition capabilities of our improved CNN because the accuracy is enhance by nearly 20%. Besides, the demodulation accuracy in the case of 2000m-strong AT strength level of this improved CNN is even comparable to that of the traditional CNN in the case of medium and weak AT strength level, which may indicate that the latter with fewer layers is relatively limited in its ability to extract the features from input images under strong AT with long transmission distance. Conversely, because the improved CNN with deeper layer and residual framework can extract more complete information and avoid information loss, and meanwhile, it has better optimization ability, which can effectively avoid gradient disappearance/explosion or degradation during the fitting process, higher demodulation accuracy can be obtained and we can preliminarily conclude that adopting the improved CNN with residual learning framework in the OAM-FSO communication system will achieve better demodulation performance than the traditional CNN.
Then, in order to exhibit the general condition, we have further investigated the performances of this improved network by testing the demodulation accuracy of arbitrary m-ary OAM system. Here, we choose 4-ary, 8-ary, 10-ary and 16ary OAM systems as examples and respectively investigate their testing performances under strong AT strength level (C 2 n = 1 × 10 −14 m −2/3 ) with 2000m transmission distance. For 4-ary OAM system, databases are divided into 4 classes with OAM modes l = 1, 4, 7, 10. Correspondingly, 8, 10 and 16 classes are respectively divided for 8-ary with l = 1, 3, 5, 7, 9, 11, 13, 15, 10-ary with l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and 16-ary OAM system with l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16. Meanwhile, to compare performance under the same conditions, each of classes contains 200 images for training and 50 images for testing. We set the epoch to 40 for all systems and the batch-size are set to 20, 40, 50 and 80 for 4-ary, 8-ary, 10-ary and 16-ary OAM systems respectively to ensure that the total number of iterations for each system is the same. The testing results after different number of iteration are shown in Fig. 6(a) , in which it is clear that, with the increasing number of iterations, all of the curves rise rapidly and eventually reach convergence, and after experiencing 40 times of epoch with 1600 iterations, the demodulation accuracy of 4-ary, 8-ary, 10-ary and 16-ary OAM system reach to their maximums, corresponding to 99.5%, 99.3%, 93.5% and 90.1% respectively. Meanwhile, the less the number of 3, 5, 7, 9, 11, 13, 15, l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and l = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16. (b) Performance of demodulating superimposed OAM modes with l = ±1, ±4, ±7, ±10, l = ±1, ±3, ±5, ±7, ±9, ±11, ±13, ±15, l = ±1, ±2, ±3, ±4, . . . , ±10, l = ±1, ±2, ±3, ±4, . . . , ±16 and 16 multiplexed OAM modes of mode set l = −4, −1, 2, 5 .
classifications, the less the number of iterations needed for the curve to reach stability and the higher the demodulation accuracy can be obtained. For example, the curve of 4-ary OAM system reaches to saturation with fewer number of iteration about 800 iterations, than 8-ary, 10-ary and 16-ary OAM system, of which all require more than 1400 iterations to reach stability. The reason can be attributed as that, on the one hand, the feature classification is relatively hard when CNN is performing multi-classification tasks. On the other hand, the OAM mode spacing also has an impact on the demodulation performance, that is, when the distorted images of LG beams with small mode spacing (e.g. l = 1 in 10-ary and 16-ary OAM system) are received, the feature changes of intensities corresponding to nearby OAM mode are mutually similar as shown in Fig. 7(a) , thus classification errors are easier to happen, which leads to poorer demodulation performances. Moreover, in most past researches, the multiplexed LG beams superposed by the symmetrical OAM modes with the same absolute value but opposite signs were commonly used in OAM-FSO communication systems. Thus, we have also investigated the performances of demodulating superimposed OAM modes in OAM-FSO system where l = ±1, ±4, ±7, ±10, l = ±1, ±3, ±5, ±7, ±9, ±11, ±13, ±15, l = ±1, ±2, ±3, ±4, . . . , ±16 are adopted respectively. The results are shown in Fig. 6(b) where the maximum of demodulation accuracy reaches 100.0%, 99.5%, 99.2% and 99.0% corresponding to 4-ary, 8-ary, 10-ary and 16-ary OAM system respectively. By comparing Fig. 6(a) with Fig. 6(b) , we can find that under the same condition, the convergence speed of the demodulation accuracy curve for superimposed OAM modes is slightly faster than that of single OAM mode, and the accuracy of the latter is higher than the former during the iteration process. Simultaneously, we have also expanded the multiplexed type of OAM modes by choosing 4 OAM mode set {l = −4, −1, 2, 5} as an example and realized 2 4 = 16 different coherent multiplexed types. The corresponding performance is shown by gray curve in Fig. 6 (b) and the convergence trend of curve is similar to that of 16-ary OAM with l = ±1, ±2, ±3, ±4, . . . , ±16 whose demodulation accuracy is still better than m-ary single OAM system. So we can infer that the performances of demodulating the superimposed and multiplexed OAM modes are better than that of the single OAM mode. The reasonable explanation can be found in Fig. 7 . As Fig. 7(a) shows, the received distorted intensity images corresponding to each single OAM mode are all ring-like ''doughnut'' shapes and due to the AT effect, the size features of the ring are destroyed and its inherent features are weakened, which is more likely to cause errors in the CNN classification process. On the contrary, as shown in Fig. 7(b) , compared to all ring-like shaped feature of single OAM mode, the superimposed OAM modes with the same absolute value but opposite signs have the petal-like features of the intensity distribution which are significantly different between each other. Obviously, there is a quantitative correspondence between the number of petals and the value of OAM mode, and this feature is more distinguishable than the size feature of single ring. Similarly, as shown in Fig. 7(c) , the intensity distributions of the 16 multiplexed types also has its own unique intensity distribution which is obvious and easy to distinguish. Therefore, the CNN can fully extract these features and distinguish different modes relatively more clear with higher accuracy. What's more, it is worth mentioning that our improved network has great advantages over some past works. For example, Ref. [26] and [29] could achieve good demodulation performances, but they were implemented with limited transmission distance (not more than 100 meters), and compared to Ref. [27] , [28] , [32] and [35] , our improved network can further achieve extremely high demodulation accuracy over longer transmission distances (2000m) at similar or even stronger turbulence levels.
In addition, we have tested the generalization ability of this improved CNN, that is, the ability to demodulate the OAM modes in the actual unknown AT environment. We choose the above 4-ary, 16-ary single and 16-ary superimposed OAM system as examples and train our improved CNN by using different database including single and hybrid training set under weak to strong AT strength level with 2000m long transmission distance. Here, it should be pointed out that some past works on machine learning based optical communication system also involved the use of hybrid databases. For example, the Ref. [32] used a hybrid training set to achieve the OAM classification under different misaligned situations (especially multiple tilt angles). In [40] , hybrid databases were used to realize OAM classification in short-range marine complex channels. However, they were all set up to solve specific problems in specific situations, and they were all trained based on traditional CNN, so the demodulation accuracy were still limited. In our works, based on ResNet, the single training set S1, S2 and S3 are used to train the model, which respectively includes different images of LG beams under different C 2 n valued in 1 × 10 −16 m −2/3 , 1 × 10 −15 m −2/3 and 1 × 10 −14 m −2/3 , referring to the weak to strong turbulence. The hybrid training set S4 includes 5 types, and the corresponding C 2 n value of each type is 1 × 10 −16 m −2/3 , 5 × 10 −16 m −2/3 , 1 × 10 −15 m −2/3 , 5 × 10 −15 m −2/3 and 1 × 10 −14 m −2/3 . And for each single or superimposed OAM mode, the corresponding training set maintains 500 images. In order to simulate unknown AT environment, unlike the training sets, the C 2 n value of testing set are divided into 4 classes, in which first three classes are 1 × 10 −16 m −2/3 , 1 × 10 −15 m −2/3 , 1 × 10 −14 m −2/3 respectively and the C 2 n of the last class is uniformly distributed within 1 × 10 −16 ∼ 1 × 10 −14 m −2/3 , and for each single or superimposed OAM mode, the corresponding testing set maintains 100 images. The testing results based on different training sets are shown in Fig. 8 . It indicates that, for all three OAM systems trained by single training set (shown in Fig. 8(a)-(c) ), the model trained by training set S2 can provide a relatively higher accuracy with most of the testing databases, because the training set under medium turbulence has a part of the distribution characteristics under weak or strong turbulence environments which makes model a relatively good adaptability. Moreover, the smaller m value in the m-ary OAM system can bring better demodulation results and the performance brought by superposition type of 16-ary superimposed OAM system is better than 16-ary single OAM system, which is also consistent with the above analysis results. However, as Fig. 8(d) shows, the model trained by the hybrid training set can accommodate a wider range of the conditions with higher demodulation accuracy. Therefore, we can conclude that our improved CNN trained by a hybrid training set with several levels of turbulence has a better performance than trained by single training set when accommodating turbulence. That is, using a hybrid training database mixed with more levels of turbulence can provide the model with a stronger ability to accommodate more kinds of unknown AT environment.
V. DISCUSSIONS
Here, it should be pointed out that in addition to the improvements of the CNN framework investigated above, there are other factors that affect the performance of CNN to classifying OAM modes, such as the quality of training images. Taking the traditional CNN framework used in the Section III as an example, we set the size of input image as 28 × 28 pixels, which is consistent with the standard input of the CNN based on the LeNet-5 model in the past. That is to say that, in our simulation, the distorted OAM beam's images with 300 × 300 pixels would be compressed to 28 × 28 pixels to solve the problem of too long training time and over-fitting caused by excessive parameters. According to our preliminary simulation results, with increasing the compression size, the recognition accuracy will be slightly improved after slightly adjusting the dimension parameters of the fully connection layer (the input dimension will be ensured to match the dimension of the fully connection layer after the size modification), which is similar with Ref. [28] and [40] . Then, under the 2000m transmission distance with C 2 n valued as 1 × 10 −14 m −2/3 , when the compressed size of the input is chosen as 24 × 24 pixels, 48 × 48 pixels, 56 × 56 pixels, 64 × 64 pixels and 68 × 68 pixels, the corresponding results (recognition accuracy) are 72.8%, 74.5%, 75.0%, 75.4% and 75.6% respectively. In fact, for the ResNet framework, the input image will be compressed from 300 × 300 pixels to the ResNet standard input size of 224 × 224 pixels [39] , and when the size changes, it will also have a slight impact on the recognition accuracy, in which when the size increases, the accuracy will also increase. We preliminarily speculate that it is because due to the increase of image compression size, the detailed information of intensity feature on the higher resolution image is more retained and can be fully exploited, which enable the CNN to be better trained, thus achieving a higher accuracy in the testing process. At the same time, it should be noted that, generally, whether it is a traditional LeNet-like CNN framework or improved residual framework-based network, when the input image size is larger than the standard input size, the cost of training time will be multiplied and the over-fitting problem will happen because of the excessive input parameters, while when the input image size is smaller, correspondingly, the recognition performance will decrease, which are not applicable to the practical communication system. Thus, the balance of increasing accuracy and saving time or avoiding over-fitting problem should be considered when choosing the compression size according to the accuracy and communication rate requirements of the practical system. Although these issues involving image processing and neural network data processing are not the main focus of this paper, we will make further detailed research on these issues in future to make the theoretical system of OAM recognition based on CNN more perfect and mature.
What's more, the selection of training optimization method is one of factors affecting classification performance. As mentioned in Section III, we have adopted some methods to improve the traditional CNN's ability. And Through the comparison in the Section IV, we find that the traditional CNN with many effective optimization methods is not as accurate as our improved CNN with residual framework in demodulation accuracy, which can highlight the excellent performance of our improved CNN in realizing OAM classification task. In addition, the hardware configuration platform of the computer configuration, the selection of parameters between different layers and so on will also affect the performances of classifying OAM modes by the CNN. For example, for the hardware configuration platforms, the computing time on the GPU is definitely less than that of the CPU. And for the selection of parameters, such as the size of the learning rate, the size and number of convolutional kernels, the size of convolutional stride, the size of training set or training batch, pooling methods (including maximum pooling or average pooling), the choose of activation function and so on, will also have a certain impact on CNN's learning speed and ability, but these have been extensively discussed in the literatures in the past [25] , [36] - [39] , so we will not discuss them in detail here.
VI. CONCLUSION
In this paper we focus on the adaptive demodulation technique in orbital angular momentum (OAM) free-space optical communication system with the improved CNN. First, the traditional CNN with our preliminary optimization methods has been demonstrated to demodulating OAM modes in turbulence channel. Then, in order to further improve the performance under strong AT strength level with long transmission distance, the CNN was deepened and the residual learning framework was used to solve the degradation problem. We have respectively investigated the performance of this improved CNN by testing the demodulation performance of CNN in 4-ary, 8-ary, 10-ary and 16-ary OAM system. The numerical simulation shows that the demodulation accuracy is about 100.0%, 99.5%, 99.2% and 99.0% respectively for 4-ary, 8-ary, 10-ary and 16-ary OAM system over the 2000m free-space with strong turbulence strength level. In addition, we analyze the generalization ability of our improved CNN by using different training set under unknown AT environment. The results indicates that the model trained by a hybrid training set with several levels of turbulence strength can provide the model with a stronger ability to accommodate more kinds of unknown AT environment. It is anticipated that our work might be helpful for further improving the reliability of the OAM-FSO optical communication system.
