For a system of interacting electrons moving in a random potential, it is shown that screening by the Coulomb interaction suppresses long-wavelength potential fluctuations. As a result, the lower critical dimensionality for metal-insulator transition is reduced from the noninteracting value of 2 to 4/3. Therefore there is a transition in two dimensions, consistent with recent experiments. For a neutral fermion system such as He 3 , the interactions are short-ranged and the behavior is governed by the noninteracting fixed point. We further show that potentials that are characterized by power-law correlations also change the universality class.
According to the scaling theory of localization, a two-dimensional system of noninteracting electrons is insulating at zero temperature since disorder, no matter how weak, localizes an electron's wavefunction [1] . However, recent experiments by Kravchenko et al. on a two dimensional electron gas have shown clear evidence of a metal-insulator transition [2, 3] . This suggests that the role of electron-electron interaction may be decisive. Considerable work has been done on the interacting system, particularly by Finkel'shtein who has found an interaction driven enhancement of conductivity [4] . In his treatment both disorder and interactions were treated perturbatively, and upon renormalization, the interaction strength was found to diverge, signalling the breakdown of the perturbation theory. Therefore, the picture remained inconclusive.
In this paper we treat the interactions nonperturbatively at the simplest level. Consider a system of electrons moving in a random potential φ(r) and interacting via the Coulomb interaction V (r − r ′ ) with a neutralizing positive background. The average potential seen by an electron due to the interaction alone is given by
where, in the Hartree approximation, n(r) is the (quantum mechanical) expectation value of electron density at r and n is the overall density (averaged over the entire system), and its presence ensures charge neutrality. Although the Hartree term (1) constitutes the leading effect of the interaction, for a homogeneous state it is cancelled by the background since n(r) = n. However, for a random system n(r) is not uniform. Then the induced potential φ ind (r) is nonzero, and we need to solve a one-electron problem for the total potential
which must be calculated self-consistently. The principal role of the induced potential is to reduce randomness by screening the bare potential. To see this, let us first ignore the kinetic energy and view the total potential energy as a functional of the local density n(r). By varying with respect to n(r), assuming that the latter are unconstrained, we find that the energy is minimized if v(r) is spatially uniform, i.e., if v(r) = µ, where µ is the chemical potential. Of course n(r) are not unconstrained since Fermi statistics restricts them to ≤ 1. Hence it is difficult to completely satisfy the minimization conditions for all r, particularly for strong disorder or low densities. Nonetheless, it is clear that the system can lower its potential energy by making v(r) as uniform as possible. Moreover, a uniform v(r) also lowers the kinetic energy by helping electrons to delocalize. In short, screening is strongly favored and it reduces randomness. We will develop a renormalization procedure for the interacting problem to show that such a reduction can play a decisive role in determining whether there is a metal-insulator transition or not. Our specific aim is to determine the lower critical dimensionality d * , above which a metallic state can exist if disorder is weak enough. To do this we need to determine the renormalization group (RG) equations to the lowest order in randomness. Without a loss of generality, we can take a tight-binding model on a d-dimensional hypercubic lattice with one orbital per site which can be occupied by an electron with energy φ(r). Suppose, at first, that φ(r) at different sites are uncorrelated, and are taken from a symmetric distribution with mean zero (since any constant can be absorbed in the chemical potential) and variance s 2 . That is, < φ(r)φ(r ′ ) >= s 2 δ rr ′ , where < ... > stands for averaging over the probability distribution of φ. The kinetic energy E k , where k is the wavevector, can be modeled by a nearest-neighbor hopping Hamiltonian with a hopping parameter t =h 2 /2ma 2 0 , where m is the mass and a 0 is the lattice spacing. Therefore the system can be parametrized by the dimensionless disorder variable u = s 2 /t 2 . In what follows, distances will be measured in units of a 0 , and momenta in units of 1/a 0 . It is instructive to first examine the well-known case of the noninteracting system for which d * = 2. Let us divide the lattice into hypercubic blocks of size
L 0 is microscopic, but large enough to allow irrelevant variables to decay. Let R denote the position of a block. We can diagonalize each block Hamiltonian separately and keep the state whose energy E R is closest to to Fermi energy. Let ψ R (r) be the corresponding wavefunction. Suppose φ R is the energy of the block measured relative to its average over all blocks:
R > is the variance of the block energy, and t L is the average hopping amplitude between neighboring blocks, as determined by calculating the matrix element of the hopping Hamiltonian between the corresponding block wavefunctions. Our task is to determine how u L depends on L for large L. For small u, we can expand u L in powers of u. The first term requires no diagonalization, since to leading order in u, the wavefunction is simply a plane-wave with an amplitude L −d/2 (by normalization), and the energy is the diagonal term in the plane-wave basis. The kinetic energy term is subtracted out since it is the same for all blocks, and we are left with
Thus the block-energy is simply the average of the random potential over the block. Then
by a constant in Eq. (3) we have in effect used periodic boundary conditions. More generally, we find that
order corrections in powers of L, which can be neglected for large L. Similarly, we can find the leading L-dependence of t L as follows. The hopping Hamiltonian connects a point on the surface of one block to a point on the surface of a neighboring block. The product of wavefunctions at these points is L −d and the area of the surface is
Alternatively, the same result is obtained by using Thouless' method of computing the change in the energy due to a change in the boundary conditions from periodic to antiperiodic [5] . Therefore to leading order in u, we have
where c is a constant, which depends on boundary conditions. In the one-parameter theory it is also assumed that there is a single relevant variable which can be taken to be u L [6] .
Comparing two blocks of size L and bL with b > 1, we obtain the first order renormalization group equation
which is independent of c. Hence, boundary conditions are irrelevant. From Eq.(4) we see that d * = 2 for the noninteracting system since for d > 2, u L decreases with L, whereas for d < 2, it increases. Since sufficiently large disorder is sure to cause localization, the firstorder term tells us that there is a metal-insulator transition in three dimensions and none in one dimension. In two dimensions, u L does not change. However, one expects u L to increase monotonically with u so that a metallic state does not exist [1, 6] . There is ample evidence based on numerous calculations in support of the one-parameter nature of the theory as well as the monotonic nature of the scaling variable [7] . To summarize, whether a metallic state exists or not is essentially determined by how the probability distribution of the bare potential scales at long wavelengths.
In the interacting case we need to carry out a similar renormalization procedure, but for the total potential v(r). The problem is that v(r) is not known a priori. It must be calculated self-consistently by using the Hartree wavefunctions for the whole system, not simply those for a single block. Fortunately, to determine d * we need only the first order term in the RG equation in powers of v. Hence, we have only to compute φ ind to leading order in v(r). This is the standard problem of linear response and leads to dielectric screening [8] .
Let φ(q) = N −1/2 r e iq.r φ(r), where N is the total number of lattice sites. Similarly, v(q) is the Fourier transform of v(r). In the following, in addition to uncorrelated disorder, we will also consider correlated disorder such that < φ(r)φ(r
, where F (q) is the Fourier transform of F (r).
For uncorrelated disorder F (q) = s 2 , independent of q. The solution to the linear response problem is well-known [8] :
where ε(q) is the static dielectric constant in the absence of disorder. The dielectric constant is related to the density response function χ(q) by
where V (q) is the Coulomb interaction in the momentum space. For noncoulombic interactions considered later, Eq. (7) should be taken as a definition of ε(q).
In the self-consistent Hartree approximation, χ(q) = χ 0 (q)/(1 − V (q)χ 0 (q)), where
is the density response function in the plane-wave basis, and f k is the Fermi-Dirac distribution function. Then
which is of course the dielectric constant in the random phase approximation. Since χ 0 is negative, screening reduces randomness. For a quadratic spectrum χ 0 (q) can be calculated analytically. Quite generally, for small q << k F , where k F is the Fermi momentum, χ 0 (q) is varies slowly with q: χ 0 (q) = χ 0 (0)+O(q/k F ). Therefore in the long-wavelength limit, we can replace it by χ 0 (0) and one recovers the usual Thomas-Fermi result for screening. Since
where q T F is the Thomas-Fermi wavevector.
In either case, q T F is quite large. From Eq. (10) it is clear that the effective potential decreases as q → 0. Furthermore, the nontrivial q dependence ε(q) implies that the interaction causes the potential to become correlated in position space. Using Eq. (10) we can express the induced potential in terms of the bare potential: φ ind (q) = χ 0 (q)V scr (q)φ(q), where V scr (q) = V (q)/(1 − χ 0 (q)V (q)) is the screened Coulomb interaction. Thus, we have
where V scr (r) is the screened interaction in position space. Since V scr decays rapidly beyond distances of order of 1/q T F , we see that only nearby points are involved in screening a potential fluctuation at r. When averaged over large blocks the two terms in Eq. (11) tend to cancel each other. The theory can be generalized beyond the simple Hartree approximation by taking ε(q) to be the actual dielectric function for the fully interacting system. Considerable work has been done on the dielectric function for the interacting electron gas, particularly in three dimensions [9] . The important point is that in the long-wavelength limit (small q) the Thomas-Fermi approximation (Eq. 10) is essentially valid. The only difference is that the screening wavevector q T F gets renormalized by a number of order unity due to higher-order interaction effects. This is not surprising since as q → 0, the leading q dependence of ε(q) arises from the Coulomb interaction V (q). Since the results derived below do not depend on q T F , higher order interaction effects on ε(q) are not relevant, and we can simply use Eq. (10) .
To obtain the first-order term in the RG equation we need to consider the probability distribution of the block variable:
Converting the sums into integrals we obtain
The last term on the right-hand side is a cutoff function which we will denote by W (Lq/2). It arises from averaging a plane wave over a block of size L d , and serves to restrict to momenta to < π/L. For large L, we can set the upper limit in the momentum integral to infinity. Next we rescale the momenta by L, and define the scaling variable
For large L we need only the leading term of φ and ε in powers of q/L. Hence, the Ldependence of u L can be determined simply by power counting. For the electron-gas problem, disorder is usually assumed to be uncorrelated. Then F (q) is independent q. In the absence of interactions ε(q) = 1, and we recover the previous result, d * = 2. For the interacting system, ε(q) ∝ q 1−d from Eq. (9). Hence,
It follows that the lower-critical dimensionality for an interacting electron gas is d * = 4/3, so that there are metal-insulator transitions in two and three dimensions, but none in one dimension. It also implies that the nature of the transition is different from that in the noninteracting case.
It is important to recognize that Eq. (13) is very general since it is valid for arbitrary F (q) and ε(q). Therefore, we can determine d * for other type of interactions as well as for correlated disorder. Suppose, for small q, ε(q) ∼ q −α(d) , and
* is obtained by setting the exponent equal to zero:
Therefore, a wide range of possibilities exist depending on the type of interaction and the degree of correlation. Let us first consider the effect of two types of interactions. (a) If V (r) is short-ranged (e.g, an exponential) such that V (q) approaches a constant as q → 0, screening is not effective since, from Eq.(9), ε(0) = constant. In this case α = 0, and the behavior of the system is governed by the noninteracting fixed point. (b) Suppose, instead, that the interaction obeys a power law at large distances: A similar analysis can be carried out for correlated disorder. The potential is always correlated to some extent, although the correlation is usually ignored. Our method provides a systematic way of classifying the effect of correlations. In general, if F (q) goes to a constant as q → 0, γ = 0, and correlations are irrelevant. But power law correlations are relevant and d * will increase or decrease depending on γ is positive or negative. We can draw some interesting conclusions from the preceding analyses. In a neutral system such as He 3 , interactions are short-ranged. It follows that the localization transition in this case is governed by the noninteracting fixed point. There is currently considerable interest in the behavior of disordered He 3 [10] .
While first-order renormalization is sufficient to determine d * , we need higher-order terms to describe the transition itself. A qualitative understanding can be obtained by including a second-order term. For example, in the case of the electron gas we have
The coefficient a can in principle be calculated perturbatively. However, for qualitative purposes, only the sign of a is important and we assume that a > 0. This is because, as stated in the original scaling theory [1] , for fixed L, physically one expects u bL to increase monotonically with u L --more disorder in, more disorder out. (Note that even if a turns out to be negative, our main result, i.e., the value of d * is not changed). For d > d * , we can do an expansion in powers of ǫ = d − d * . For b close to unity we have b = 1 + log b. Then we find that the metal-insulator transition occurs at u * L = 3ǫ(log b)/a, and the localization length diverges with an exponent ν = 1/3ǫ, which is independent of a. In d = 2, ǫ = 2/3, and one has ν = 1/2. However, these results are only qualitative, actual value of ν is likely to be quite different.
In conclusion, we have shown that screening by the Coulomb interaction suppresses longwavelength potential fluctuations, leading to a metal-insulator transition in two dimensions. In a neutral system, interactions are short-ranged, the behavior is governed by the noninteracting fixed point. Our results follow from simple power counting, and are expected to be valid. In this paper we have only considered charge fluctuations which constitute the primary response to potential fluctuations. In principle, we can also include the exchange term within a Hartree-Fock approximation. However, since the role of the exchange interaction is to modify the kinetic energy, any corrections to the RG equations would appear at the second or higher orders. Finally, our results are very different from that proposed by Dobrosavljevic et al. [11] who have considered a variation of the scaling theory in which the first term of the RG equation is the same as in the original scaling theory (i.e., ∝ L 2−d ). They assume that the second-order term changes sign, thus allowing a metal-insulator transition to occur in d = 2. In other words, if one increases the input disorder at scale L, the output disorder at scale bL decreases. In our case, it does not matter what the sign of the second-order term is since d * is already determined at the first-order level. The author acknowledges useful conversation with P. B. Visscher. He is particularly indebted to T. L. Ho for many constructive and critical remarks, as well as for giving him continuous encouragement.
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