We reveal the different interpretations of the future in their judgments of future economic conditions by applying weakly supervised learning and text mining. In the Economy Watcher Survey, which is a market survey published by the Japanese government, there are assessments of current and future economic conditions by people from various fields. Although this survey provides insights regarding an economic policy for policymakers in Japan, there is no clear definition of future, in future economic conditions. Hence, in the survey, respondents make their assessments based on their interpretations of the future. In our research, we separate the assessments of future economic conditions into near and distant future economic conditions using learning from positive and unlabeled data (PU learning), which is weakly supervised learning. The dataset is composed of several periods, and we develop a PU learning algorithm for efficient training, using the dataset with the time series. Through empirical analysis, we interpret the classification results from the viewpoint of economics.
Introduction
In this paper, we propose a novel method to grasp people's expectations about future economic conditions, using machine learning methods. We use the Economy Watcher Survey, a market survey published by the Japanese government. The data consists of two types of assessments about economic conditions, current and future economic conditions. While this survey gives meaningful insights to policymakers in Japan, understanding of assessments of future economic conditions is ambiguous because there is no clear definition of the future. It means that an interpretation of the definition of the future relies on the respondent's idea. Therefore, to grasp the people's expectations correctly, we consider classifying assessments of future economic conditions into near and distant future economic conditions. For the classification, we apply algorithms of learning from positive and unlabeled data (PU learning) , which is a recently developed framework of weakly supervised learning in machine learning.
In the study of economic trends, utilizing information of text data became a popular method for evaluating the economic conditions. Tetlock (2007) ; Tetlock et al. (2008) showed pioneering methods in this field. In their research, they construct sentimental indexes from articles of a Wall Street Journal column and analyze the predictability of the stock market. Kulkarni et al. (2009) predicted the residential price by utilizing the number of searches on Google. Guzman (2011) also constructed real-time inflation expectations from search queries on Google. In this paper, we apply a method of weakly supervised learning to Economy Watcher Survey, which is a dataset on assessments of economic conditions by workers in Japan.
PU learning is a problem setting of weakly supervised learning. In the problem setting, we consider a situation that there are only positive and unlabeled data, and train a binary classifier only from them. This problem arises in various practical situations, such as information retrieval and outlier detection (Elkan and Noto, 2008; Ward et al., 2009; Scott and Blanchard, 2009; Blanchard et al., 2010; Li et al., 2009; Nguyen et al., 2011) . There is subsequent research called unbiased PU learning (du Plessis and Sugiyama, 2014; du Plessis et al., 2015) where an unbiased estimator of the classification risk is minimized. In our paper, we only focus on the case-control scenario (a.k.a. the problem setting based on two samples of data; (Ward et al., 2009; Niu et al., 2016) ). In this scenario, positive data are obtained separately from unlabeled data, and unlabeled data are sampled from the whole population. In our research, we apply PU learning with the case-control scenario to classify future economic conditions. The result is shown in the section of the empirical analysis.
From the result of classification, we found that the interpretation of future assessments and future economic conditions is different across individuals. This fact is interesting from two viewpoints of economics, macroeconomics and behavioral economics. In macroeconomics, a researcher has an interest in the possibility of controlling people's expectations about the market. Our empirical analysis reports the fact that assessments of distant future economic conditions are mainly based on economic fundamentals such as population and diplomatic relationships. The analysis also shows a possibility that policymakers can only affect the assessment of near future economic conditions by their policy. In addition to an approach from macroeconomics, we can interpret the result from behavioral economics. As evidenced by the awarding of the 2017 Nobel Memorial Prize in Economic Sciences to Richard H. Thaler for his contribution to behavioral economics, the psychological factor in economic agents is becoming more important. On the other hand, the behavioral factor in text data analysis for studying economic trends is less considered compared with the traditional targets of economics. In our result, a man thought about the near future when he assessed future economic conditions. It is a kind of myopic decision-making of the economic agents. Myopic decision-making has been discussed in the context of economics (Brown and Lewis, 1981) . In this framework, some respondents only care about profits in the near future. As a similar concept, present bias is a well-known term in behavioral economics. The present bias refers to the tendency of people to give stronger weight to payoffs that are closer to the present time when considering trade-offs between two future moments (Rabin and O'Donoghue, 1999) . In closely related research, the influence of the rare disaster has been considered as one of the causes of plummeting price Gabaix (2008) . The theory insists that people tend to overestimate the probability of future rare disasters after they experience a disaster such as a financial crisis or a great earthquake.
In the next section, we describe our problem setting. Then, in the following section, we propose a new model of PU learning. In the empirical analysis section, we show the results of classification and interpret them using the knowledge of text mining and behavioral economics.
Problem Setting
We consider a binary classification of text data. In the following parts, we describe the details of the dataset and the classification problem.
Economy Watchers Survey
In our analysis, we use Economy Watchers Survey, which is a text dataset published by the Japanese government 1 . The purpose of this dataset is to grasp the region-by-region economic trends accurately. The content of the survey consists of two assessments, an assessment of current and future economic conditions, with sentences on the reasons. Respondents evaluated current and future economic conditions by five ranks, 0, 1, 2, 3, 4. The evaluation 0 means 'worse' or 'will get worse' compared with a previous period. The evaluation 4 means 'better' or 'will get better' compared with a previous period. The evaluation 2 represents neutral position on the assessment of economic conditions.
Interpretation of Assessment of Future Economic Conditions
Assessments of current and future economic conditions give us insightful information about economic reality. However, there is no clear definition of the 'future' of future economic conditions. Hence, different people interpret the duration of 'future' in their own way. While one person may imagine the future as just one week, 'future' might be a couple of months for another person. Therefore, to analyze assessments more accurately, we classify assessments of future economic conditions to that of near and distant economic conditions. For that purpose, we propose to use current economic conditions as the data representing the near time from now. We illustrate the relationship between assessments of current and future economic conditions in our assumption on Figure 1 . In the following section, we explain how we classify assessments of future economic conditions only from that of current economic conditions. 1 The details of the dataset is described in the homepage of the Japanese government, https://www5.cao.go.jp/keizai3/watcher-e/index-e.html. The survey enlists the cooperation of people holding jobs that enable them to observe activity closely related to the regional economy. The geographical range of survey covers eleven regions across Japan: Hokkaido, Tohoku, Northern Kanto, Southern Kanto, Koshinetsu, Tokai, Hokuriku, Kinki, Chugoku, Shikoku, Kyushu, and Okinawa. We can download the dataset from the page.
Classification of an Assessment of Future Economic Conditions
Let us define assessments of current and near future economic conditions as positive data. Then, we also define assessments of distant future economic conditions as negative data. However, assessments of future economic conditions are unlabeled, and we do not know which of near and distant future economic conditions the datum belongs to. In order to solve this problem, we apply an algorithm of PU learning, which enables us to classify unlabeled data only from positive data and unlabeled data. In our problem setting, we regard future economic conditions as unlabeled data. By applying an algorithm of PU learning, we can classify assessments of future economic conditions to assessments of near and distant future economic conditions. Therefore, our problem can be described as a special case of the binary classification problem. The goal of this problem is to classify x ∈ X ⊂ R d into one of the two classes {−1, +1}, where +1 denotes assessments of current and near future economic conditions (positive data) and −1 denotes distant future economic conditions (negative data).
Data Generating Process of Economy Watchers Survey
We describe the data generating process of our dataset. Let us assume that we have n data points and denote the i-th text data as x i ∈ X ⊂ R d . If the target of text data x i is about current economic conditions, we put the label as y i = +1. Similarly, if the target of text data x i is about future economic conditions , we put the label as y i = +1. Besides, if the text data belongs to a period t ∈ {1, ..., T }, we denote the fact as z i = t. Hence, our datasets are divided into T groups based on the period when the survey is conducted. We define our data generating process as follows:
where p(x|p = t) can be decomposed as
Learning from Positive and Unlabeled Data for Time Series Data
To classify data only from positive and unlabeled data, we use an algorithm developed from non-negative PU learning. We call the method multi-task PU learning (MTPU). In the following section, we explain the detail of our algorithm.
Learning from Positive and Unlabeled Data
Before explaining our model, we explain the standard setting of learning from positive and unlabeled data (PU learning). In PU learning, we consider a binary classification problem to classify x ∈ X ⊂ R d into one of the two classes {−1, +1}. We assume that there exists a joint distribution p(x, y), where y ∈ {−1, +1} is the class label of x.
In PU learning, there are two distinguished sampling schemes called the censoring scenario and case-control scenario (Elkan and Noto, 2008) . In the censoring scenario, a set of unlabeled data is sampled from the marginal density p(x). In the case-control scenario, a set of positive data is drawn from the positive conditional density p(x|y = +1) and a set of unlabeled data is drawn from p(x). From our data generating process, we utilize the framework of PU learning with the case-control scenario.
In the case-control scenario, we suppose an access to a positive dataset
We assume that negative data are not observed. Let ℓ : R × {±1} → R + be a loss function, where R + is the set of non-negative real values, and F be the set of measurable functions from X to [ǫ, 1 − ǫ], where ǫ ∈ (0, 1/2) is a small positive value. This constant ǫ is introduced to make the following optimization problem well-defined based on the result of Kato et al. (2019) when there exists the selection bias in positive data.
du Plessis et al. (2015) showed that the classification risk of f ∈ F can be expressed as
where E p and E u are the expectations over p(x|y = +1) and p(x), respectively.The above formulation of the PU learning gives us an unbiased risk of the classification problem.
Multi-Task Non-negative PU learning for Time Series Data
In addition to the standard setting of PU learning, we introduce time structure because the survey is conducted every month. In each month, there are about 2, 600 records, so we have plenty of datasets totally if we combine those periods. However, the analysis cannot be justified for the following reasons. First, the model can vary across periods.
In a period, a sentence might represent the predictions of the near future, but it might have talked about the distant future in another period. Second, if we use the data with the t-th period to train a model of the t + 1-th period, it makes the classification results unreliable. For example, we cannot include data of t + 1-th period to explain data with the t-th period in the standard time series model. Hence, we put different models across periods. Let {1, 2, ..., T } be time series of the survey and z ∈ {1, 2, ..., T } be an index denoting the period of the data. For z = t, we denote the model as f z=t and the risk as follows:
While we use different models for datasets with different periods, 2, 600 samples insufficient to train neural networks for each month, respectively. If there would be the common feature characterizing the belonged class across periods, we can train our models more efficiently by sharing the common feature among models. For efficient learning, we introduce a model of multi-task learning to PU learning. Multi-task learning is proposed to train neural networks efficiently by abstracting the common features across different tasks Caruana (1997) . The model shares the parameter among f z=t for t = 1, ..., T and the layer is called shared layer. We show the structure in Figure 2 . We name this model MTPU. The detailed structure of neural networks for MTPU is described in the section for empirical experiments.
Sample Approximation of the Unbiased Risk
When we train a classifier with training samples, we can naively replace the expectations with the corresponding sample averages. For a hypothesis set H, let us define the following risk minimization problem,
whereÊ p denotes the averaging operator over positive data,Ê u denotes the averaging over the unlabeled data, and R is a regularization term. However, Kiryo et al. (2017) pointed out that unbiased PU learning does not work with deep neural networks. Minimizing an empirical risk of (1) with deep neural networks easily causes over-fitting because the risk is not bounded from below by 0. In order to implement PU learning with deep neural networks, Kiryo et al. (2017) pro- Figure 2 : The model of neural networks for the multi-task learning for PU learning. Models share one shared network with 3 layers. posed the following non-negative risk minimization problem:
where (·) + := max{0, ·}.
Class Prior and Selection Bias
The remaining problem is the decision of the class prior p(y = +1|z = t). The class prior p(y = +1|z = t) would be different across periods t and it is difficult to estimate the values correctly. Although several algorithms are proposed to estimate the class prior (du Plessis and Sugiyama, 2014; Ramaswamy et al., 2016; Jain et al., 2016) , they must put assumptions on the distribution of the data. In our case, it is difficult to check the validity. However, in practice and for achieving our goal, we do not have deal with this problem directly. In our problem setting, we assume that the class prior is p(y = +1|z = t] = 0.2 for all periods, t = 1, 2..., T . This assumption is not realistic and the probability should take a different values across the periods. However, Kato et al. (2018 Kato et al. ( , 2019 show that the function f z=t is linear-proportional to the class prior, i.e., the following relationship holds even if we misspecify the class prior:
(2) Therefore, even in the case where we cannot obtain the exact value of p(y = +1|x, z = t), we can still identify the order of p(y = +1|x, z = t). In our empirical analysis, we separate assessment of future economic conditions into near and distant future economic conditions based on these properties. 1/5 of data from data with the highest value of f z=t is classified to assessments of near future economic conditions and 1/5 of data from data with the lowest value of f z=t is classified to assessments of distant future economic conditions. In addition to the robustness to the misspecified class prior, the function f z=t also keep the order under the selection bias of positive data (Kato et al., 2019) . Kato et al. (2019) proved that under the assumption of the invariance of order, we can obtain the property (2). Therefore, even with the misspecified class prior and selection bias in positive data, a classifier can keep the order of the original function in the meaning of (2). Using this property, we classify 1/5 of data from data with the highest value of f z=t to the positive data, and 1/5 of data from data with the lowest value of f z=t to the negative data. Therefore, our results can reduce the influence of the misspecified class prior and selection bias.
Empirical Analysis
In this section, we report the results of the empirical analysis with Economy Watcher Survey. The survey is conducted for every month from 2000. From the surveys, we use the data only from January 2016 to June 2019, i.e., 42 months' data. In each month, there are around 2, 600 samples. The reason for the heterogeneity among the data is the lack of text of the answer from the respondents. Totally, we have 111,501 samples. We used Bag-of-Words to represent the documents as 16, 914-dimensional vectors. After vectorizing the text data, we apply methods of PU learning. As models of PU learning, we used MTPU shown in the above section. In addition to the model, we also used the standard model of PU learning to compare the performance. Besides, we obtained two results from the standard model of PU learning. First, we use all samples to train one model. Second, we prepare one model for each month. The details of neural networks are described in the following section. After training our classifier, we classify the assessment of future economic condition in the way of transductive learning, i.e., we use the target of classification in the training step as unlabeled data.
Neural network model: First, we describe the model we used for MTPU. The model for the shared network was a 3-layer multilayer perceptron (MLP) with ReLU Nair and Hinton (2010) (more specifically, 16914 − 500 − 500 − 500). The model of the neural network following the shared network was a 2-layer MLP (more specifically, 500 − 500 − 1) with ReLU. Next, we describe the model we used for non-negative PU learning. The model for the neural network was 5-layer MLP (more specifically, 16914−500−500− 500 − 500 − 1) with ReLU. We set p(y = +1|z = t) = 0.2 for all t ∈ {1, 2, ..., 42}.
Difference of Assessments
In this section, we report how assessments are different across current, future, near future, and distant future economic conditions. Averaged Assessments and t-test: We report the averaged assessments of near and distant future economic conditions with that of current and future economic conditions. Assessments of near and distant future economic conditions are estimated by MTPU and non-negative PU learning with neural networks. For non-negative PU learning, we used two models. In the first model, we trained one model for all samples. In the second model, we used different models for the dataset in different months. We call the first model PU1 and the latter model PU2. The results are shown in Table 1 . In each period, we show the results of two-sample t-test with the unequal variances between assessment of near and distant future economic conditions. If the difference between the mean of assessment is significantly different, we put * on the upper right of the averaged assessments in the table. One * means that the null hypothesis of the two-sample t-test is rejected by 5% significance level and two * means that the null hypothesis of the two-sample t-test is rejected by 1% significance level.
Visualization as the Time Series: For understanding the reported results more intuitively, we plot the averaged assessments in the time series in Figure 3 , where the x axis corresponds to the time series, and the y axis corresponds to the value of assessment. The blue, orange, green, and red line corresponds to assessments of near future economic conditions, distant future economic conditions, current economic conditions, and future economic conditions. The horizontal black line y = 2.0 represents the line of the neutral in the 5 step evaluations for the economic conditions from 0 (bad) to 4 (good). The vertical red lines on the line of y = 2.0 represent that the difference between the average assessments between near future economic conditions and distant future economic conditions is significant in two-sample t-test. The bold vertical lines represent that the null hypothesis of the two-sample t-test is rejected by 1% significance level and the other line represent that two * means that the null hypothesis of the two-sample t-test is rejected by 5% significance level.
As an interesting fact, there is a significant difference between the averaged value of assessments of near and future economic conditions. For example, in 2017, assessments of near economic conditions are higher than that of distant economic conditions.
Text Mining
In this section, we analyze the text of assessments from the text data. For text mining, we use tf-idf and the Jaccard coefficient, which are standard techniques of natural language processing. First, we separate assessments of near and distant economic conditions on the month when the assessments were published, i.e., we make groups of monthly assessments. Then, we denote a set of the group of assessment as M, and we apply tf-idf to find the word which characterizes the document. Then, for 50 word with the highest tf-idf, we measure the Jaccard coefficient Manning and Schütze (1999) , which measures the similarity between two sets. Let M w ∈ M is a set of sentences including the word w. The Jaccard coefficient J(M a , M b ) for a word a and a word b can be written as follows:
Based on these results, we draw the co-occurrence network in Figure 4 2 . Due to the limit of the paper, we only show the network of assessments in June 2016 and February 2017. June 2016 is one of the periods when the value of assessments greatly changed. Through 2017, near future economic conditions are less than distant future economic conditions, and February 2016 is one of the periods. Because our graphs are small, we put bigger graphs in the appendix in English and Japanese.
Interpretations
From Figure 4 , we can find words related to economic fundamentals, such as the structure of the labor supply and international politics. For example, there appear words 'U.K.' and "withdrawal,' which are related to Brexit, in distant future economic conditions in June 2016. On the other, in near future economic conditions in June 2016, there appear seasonal words, for example, 'Middle yuan,' which is translated from a Japanese word representing 'Ghost Festival.' In another example, there appear the words 'U.S.A.' and 'President' that represents anxiety after the presidential election in the U.S.A. Besides, we can find the words related to the fundamentals of the economy, such as 'Business cycle' and 'Trend.' On the other hand, in near future economic conditions in June 2016, there appear seasonal words, such as 'Valentin's day' and 'Chinese New Year.' From the viewpoint of economics, we focus on the fact that people's expectation of distant future economic conditions lies in the basis of economic fundamentals. For policymakers, it is an insightful finding because they cannot change people's expectations based on economic fundamentals. In other words, we infer that assessments of near economic conditions represent the economic cycle, and assessments of distant economic conditions represent the economic trend. As the low assessments during 2017, it is difficult for policymakers to change the expectation based on economic trends.
We can also interpret our results more psychologically. Assessments of near future economic conditions were better than that of distant future economic conditions in many parts of the time series in 2017. Behavioral economics claim that some people have a present bias. The present bias originally refers to people's preference for the near future's profit to the distant future's profit. In our result, people might have a positive image of future economics and put more emphasis on the present profit. On the other hand, people who answered assessments of distant future economic conditions can be regarded as more risk aversive or prudent than the others.
Conclusion
In this paper, we extracted insightful information from the economic text data using weakly supervised learning. The information infers that people have a different idea about the definition of the future and different assessments of future economic conditions based on their interpretations of the future. The difference cannot be ignored from the viewpoint of policymaking because it affects the effectiveness of the policy. We also showed interpretations based on text mining and behavioral economics. Our research can be a pioneer of the combination of machine learning and behavioral economics. Table 1 : Averaged assessments are shown for each period and each type of economic conditions. For averaged assessments of near and distant economic conditions, we conducted two-sample t-test. If the difference between the mean of assessment is significantly different, we put * on the upper right of the averaged assessments in the table. The one * means that the null hypothesis of the two-sample t-test is rejected by 5% significance level and two * means that the null hypothesis of the two-sample t-test is rejected by 1% significance level.
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Original PU1 PU2 NF DF Current Future NF DF NF DF Figure 4 : We show the co-occurrence network of near and distant future economic conditions in June 2016 and February 2017. The lengths of the edges represent the value of the Jaccard coefficients. The shorter edges mean the stronger relationship (bigger value of the Jaccard coefficients) between the two words. The widths of the edges also represent the value of the Jaccard coefficients between the two words. The bold edges similarly mean the stronger relationship (bigger value of the Jaccard coefficients) between the two words. The color of the nodes appeared. The yellow-green denotes that the averaged value is 2, i.e., assessment is neutral. The warmer colors represent the positive assessments, and the cooler colors represent the negative assessments.
A Graphs of Co-occurrence Network
Because of the limit of the paper, we put only small graphs in the body. Here, we show bigger graphs of Figure 4 below. The lengths of the edges represent the value of the Jaccard coefficients. The shorter edges mean the stronger relationship (bigger value of the Jaccard coefficients) between the two words. The widths of the edges also represent the value of the Jaccard coefficients between the two words. The bold edges similarly mean the stronger relationship (bigger value of the Jaccard coefficients) between the two words. The color of the nodes represents the averaged value of the assessments of the text that the word appeared. The yellow-green denotes that the averaged value is 2, i.e., the assessment is neutral. The warmer colors represent the positive assessments, and the cooler colors represent the negative assessments.
