The rainbow connection number rc(G) and the rainbow vertex-connection number rvc(G) of a graph G were introduced by Chartrand et al. and Krivelevich and Yuster, respectively. Good upper bounds in terms of minimum degree δ were reported by Chandran et al., Krivelevich and Yuster, and Li and Shi. However, if a graph has a small minimum degree δ and a large number of vertices n, these upper bounds are very large, linear in n. Hence, one may think to look for a good parameter to replace δ and decrease the upper bounds significantly. Such a natural parameter is σ k . In this paper, for the rainbow connection number we prove that if G is a connected graph of order n with k independent vertices, then rc(G) ≤ 3k n−2 σ k +k + 6k − 4. For the rainbow vertex-connection number, we prove that rvc(G) ≤ (4k+2k 2 )n σ k +k + 5k if σ k ≤ 7k and σ k ≥ 8k, and rvc(G) ≤
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Introduction
All graphs under our consideration are finite, undirected and simple. For notations and terminology not defined here, we refer to [2] . Let G be a graph. The length of a path P in G is the number of edges of P . The distance between two vertices u and v in G, denoted by d (u, v) , is the length of a shortest path connecting them in G. If there is no path connecting u and v, we set d(x, y) := ∞. For two subsets X and Y of V , an (X, Y )-path is a path which connects a vertex of X and a vertex of Y , and whose internal vertices belong to neither X nor Y . We use E[X, Y ] to denote the set of edges of G with one end in X and the other end in Y , and e(X, Y ) = |E[X, Y ]|.
Let c : E(G) → {1, 2, · · · , k}, k ∈ N be an edge-coloring, where adjacent edges may be colored the same. A graph G is rainbow edge-connected if for every pair of distinct vertices u and v of G, G has a u − v path P whose edges are colored with distinct colors. This concept was introduced by Chartrand et al. [5] . The minimum number of colors required to rainbow color a connected graph is called its rainbow connection number, denoted by rc(G). Observe that if G has n vertices then rc(G) ≤ n − 1.
Clearly, rc(G) ≥ diam(G), the diameter of G. In [5] , Chartrand et al. determined the rainbow connection numbers of wheels, complete graphs and all complete multipartite graphs. In [3] , Caro et al. got the following theorems and made the following conjectures.
Theorem 1 [3] . If G is a connected graph with n vertices and minimum degree δ ≥ 3, then rc(G) < 5 6 n.
Theorem 2 [3] . If G is a connected graph with n vertices and minimum degree δ, then
Conjecture 1 [3] . If G is a connected graph with n vertices and minimum degree δ ≥ 3, then rc(G) < 3 4 n.
In [6] , Krivelevich and Yuster got the following upper bound, which looks much simpler than Theorem 2.
Theorem 3 [6] . A connected graph G with n vertices has rc(G) ≤ 20n δ .
In [8] , Schiermeyer proved Conjecture 1 and posed the following challenging problem.
Problem 1 [8] . For every k ≥ 2 find a minimal constant c k with 0 < c k ≤ 1 such that
In [4] , Chandran et al. settled this problem, which improves the result of Theorem 3.
They obtained the following result.
Theorem 4 [4] . For every connected graph G of order n and minimum degree δ, we have rc(G) ≤ 3n/(δ + 1) + 3. Moreover, the bound is seen to be tight up to additive factors by examples given in [3] .
Before the proof of Theorem 4, they first proved the following result.
Theorem 5 [4] . If D is a connected two-way two-step dominating set in a graph G,
However, if a graph has a small minimum degree δ but a large order n, then the upper bound 3n/(δ + 1) + 3 will be very large, linear in n. But, actually rc(G) could be much less than the bound, a constant, for which we will give examples later. Hence, one may think to look for a better parameter to replace δ. Such a natural parameter is σ k , which
, · · · , k}}, or simply denoted by σ k . Observe that σ k is monotonically increasing in k. So σ k could be very large, which would decrease the upper bound dramatically. In this paper, we will employ the parameter σ k to get the following result.
Theorem 6. If G is a connected graph of order n with k independent vertices, then
From the following examples, one can see that σ k really works very well in decreasing the upper bound of rc(G). First of all, we denote by K * a,b the graph obtained from the complete bipartite graph K a,b by joining every pair of vertices in the b-part by a new edge.
be an integer and let H = K * 2,
, and
Label the two non-adjacent vertices of H i by x i,1 , x i,2 , for i ∈ {1, · · · , k − 1}. Now, connect x i,2 and x i+1,1 with an edge for every i ∈ {1, · · · , k − 1}, and connect v and x k−1,2 with an edge.
The resulting graph is denoted by G. From the construction, it is not difficult to check
− 1)(k − 1) + 1 = n − k, and δ(G) = 1. From these facts, one can see that the upper bound of Theorem 4 is rc(G) ≤ 3n/2 + 3, which is linear in n, nevertheless, the upper bound in our Theorem 6 is rc(G) < 9k − 4, which is a constant when k is small, say 2, 3, etc. Notice that here we can make δ be 2,3, etc, simply by adding a few edges properly.
Example 2: Let σ k k be an integer and let H = K * 2,
. Take t copies of H, denoted by H 1 , · · · , H t , and take two copies of H ′ , denoted by H 0 , H t+1 . Label the two non-adjacent vertices of H i by x i,1 , x i,2 , for i ∈ {0, 1, · · · , t + 1}. Now, connect x i,2 and x i+1,1 for i ∈ {0, · · · , t + 1} with an edge. The resulting graph G has n = (t + 2)(
It is straightforward to verify that for i ∈ {1, 2, · · · , t}
one can see that the bound rc(G) ≤ 3k n−2 σ k +k + 6k − 4 of Theorem 6 could be seen to be tight up to additive factors 6k − 3 when k is small. Theorem 7 [6] . A connected graph G of order n with minimum degree δ has rvc(G) < 11n δ .
In [7] , Li and Shi improved the above bound and got the following result:
Theorem 8 [7] . A connected graph G of order n with minimum degree δ has rvc(G) ≤ − 2 for
Similar to the edge-coloring case, if we use the parameter σ k (G) to replace δ, the upper bound of rvc(G) can also be dramatically improved, see the following result:
Theorem 9. Let G is a connected graph of order n with k independent vertices. Then
From Example 1 one can see that there are infinitely many graphs G satisfying σ k ≥ n − k and δ is small, which means that rvc(G) ≤ 9k + 2k 2 or rvc(G) ≤ The following notions are needed in what follows, which could be found in [4, 6] . Given
step dominating set D in a graph G is called a connected two-way two-step dominating set if every pendant vertex of G is included in D and every vertex in N 2 (D) has at least two neighbors in N 1 (D). We call a two-step dominating set k-strong if every vertex in
2 Proof of Theorem 6
the theorem is true. So we may assume that σ k ≥ 2k + 1. First we see the following two claims:
(Latter, we will omit this note). Say
we may get |D| ≤ 3(
We may see that D is a connected two-step dominating set and |D| ≤ 3k
So the claim is true. We look at the connected two-step dominating set D of Claim 1. As σ k ≥ 2k + 1,
has at most k − 1 pendant vertices. We put the k − 1 pendant vertices to D. So 
We partition N 2 (D) into two parts N Observe that the connected two-way two-step dominating set D can be rainbow colored, using |D| − 1 colors by ensuring that every edge of some spanning tree gets distinct colors. According to Claim 2 and Theorem 5, the upper bound follows immediately.
Proof of Theorem 9
We first recall the following Lemma 1 and prove Lemma 2, as we need them in the proof of our theorem.
Lemma 1 (The Lovász Local Lemma [1]
). Let A 1 , A 2 , · · · , A n be the events in an arbitrary probability space. Suppose that each event A i is mutually independent of a set of all the other events A j but at most d, and that
Lemma 2. If G is a connected graph of order n with k independent vertices, then G has a connected spanning subgraph G ′ which has the same value of σ k as G and
Proof. For convenience, we denote by I k an independent set {v 1 , v 2 , · · · , v k } that sat-
We delete the edges of G as soon as possible and get H such that σ k (H) = σ k , but for each edge e ∈ E(H), σ k (H − e) < σ k . Hence each edge of H is incident to some vertex of some I k . Suppose that H has mutually disjoint independent sets
Then for each edge e ∈ E(H ′ ), at least one of its ends w is in some I k
. Suppose that all edges of E(H ′ ) are incident to b vertices each of which is in some I k . We know that for each vertex
The proof of Theorem 9. Since G is a connected graph of order n, we know rvc(G) ≤ n − 2. As 4k + 2k 2 − 8k = 2k(k − 2) ≥ 0, if σ k ≤ 7k, the result is obvious. So we may assume σ k ≥ 7k + 1.
Proof. We look at the set D in Claim 1 of the proof for Theorem 6. If for each vertex
⌉, then D is exactly the required dominating set. So we
Case 3.1. There exists an independent set {v 1 ,
. When we put vertex
⌉ − 1, we continue the above manipulation,
Here, N 2 (D) can be partitioned into two parts
In the same way as before, we may arrive at |D| < 4k
⌉. So the claim is true.
Case 3.2. There does not exist any independent set
Similar to the proof of the latter part of Case 3.1, we can get
The claim is also true.
⌉-strong two-step dominating set D such that |D| < 38k(n−1) 9(σ k +k) + 5k − 6.
Proof. We still look at the set D in Claim 1 of the proof for Theorem 6. If for each
⌉, then D is exactly the required dominating set.
So we assume that there exists a
⌉ − 1, where i ∈ {1, 2, · · · , k}. Thus D increases by at most
Here, N 2 (D) can be partitioned into two parts N ⌉-strong two-step dominating set. So the claim is true.
Case 4.2. There does not exist any independent set {v 1 ,
It is also easy to check that |D| ≤ 3k
The claim is true.
By Lemma 2 and the definition of rvc(G), we may assume that G has less than
edges. And by Claim 3, we may first construct a ⌈ 
, we have that the event Q v is independent of all other events Q w for v = w but at most ( We know that the total number of colors we used is at most |D| + |D 1 | + 9 ≤ 4k
for all σ k ≥ 8k.
In the following we still make use of the above G, but we will use Claim 4 to construct
⌉-strong two-step dominating set D with |D| < Therefore, the proof of Theorem 9 is now complete.
