In the beginning of the twentieth century, Plemelj introduced the notion of factorization of matrix functions. The matrix factorization finds applications in many fields such as in the diffraction theory, in the theory of differential equations and in the theory of singular integral operators. However, the explicit formulas for the factors of the factorization are known only in a few classes of matrices. In the present paper we consider a new approach to obtain the factorization of a rational matrix function, relative to the unit circle. The constructed method is based on the relation between the general solution of a homogeneous Riemann-Hilbert problem and a solution of a linear system of difference equations with constant coefficients. 
Introduction
Let T be the unit circle in the complex plane, and T ± be, respectively, the interior and the exterior of the unit circle. By C (T) we denote the set of all continuous functions on T. Let C ± (T) stand for the subset of those functions in C (T) that admit continuous extensions onto T ∪ T ± , which are analytic on T ± . If A is a × continuous matrix function on T, by (left) factorization of A in C (T) we mean the following representation:
where Λ( ) = diag [ In the present paper we consider the problem of factorization of rational matrix functions, with respect to T. As far as we know, there are two methods of constructing the factorization of rational matrices. The first of these methods is iterative and was proposed by Gakhov in the middle of twentieth century. In each step of the procedure the zeros of det A, in T + are moving from the left factor to the right factor, according to the following equalities: where:
• N is the number of zeros of det A in T + , if A is a polynomial matrix function;
is a permutation matrix;
• U (N− ) is a triangular matrix function;
• Λ (N− −1) = diag [
].
The reader can see the details of this procedure, for instance, in books [2] and [5] . The second method is based on the space theory for linear input-output systems. Namely, on the fact that any rational × matrix function A admits a representation of the form:
where F and G are square matrices of say order , and the matrices C and B are of sizes × and × , respectively. The last representation is called the realization of matrix function A, and allows the reduction of the (right) factorization problem of A to a linear algebra problem involving the matrices C , G, F and B. This method can be consulted, for instance, in [1] . Both mentioned methods are also included in book [3] . We propose a new approach to the factorization of rational matrix functions, namely the use a theory of linear systems of difference equations with constant coefficients to construct a general solution of homogeneous Riemann-Hilbert Problem. This problem consists in finding the -vector function
where ± are analytic in T ± , respectively, with the following boundary condition:
and A is a given × matrix function. Once we find the general solution of the problem we have just mentioned, it will be possible to find the factorization of A. The desired factorization can be achieved by finding the fundamental set of solutions of (1.4) (See, for instance, [7] ).
The details of the developed factorization method for rational matrix functions will be explained in the second section.
In the third section we use our factorization procedure to construct a factorization of some rational matrix functions.
Factorization procedure
It is very well known that the factorization of rational matrix-functions, up to a multiplication by a polynomial, is equivalent to the factorization of a polynomial matrix-function. Let A be the × matrix-function with polynomial entries = ( ) + + (1) + (0) then A admits the following representation
where A is the square constant matrix A = { ( ) }, = 0 . If
the pair of vector functions ± is a solution of the Riemann-Hilbert problem (1.4), if and only if, it enjoys the equality
and we can assert that the vector function + is analytic in T + , if and only if, the vector is a solution of the linear system of difference equations with constant coefficients
In order to solve the last system we will use the well known Z-transform method. Let us recall the main ideas of this method. If is a complex sequence, by Z-transform of we mean the scalar function
and by Z −1 we refer to its inverse:
The following properties of the Z-transform are well known (see [4] , for instance)
is the Kronecker delta sequence,
The last two equalities can be generalized as follows
Applying the Z-transform to the linear system (2.5), and taking into account (2.7), we can write the following identity
, are arbitrary constant vectors. Then
and it is possible to assert that , the Z-transform of the vector sequence , is a column with rational entries. Let
( − ) where = 0 = 1 are the zeros of det A( ) and = 0 = 1 the respective multiplicity. If = 0, = 0 is a zero of order of det A( ). From (2.12) we can conclude that the poles of are zeros of det A( ). Also it is possible to assert that the order of the pole = ( = 0), is less than ( ), the order of = ( = 0) as a zero of det A( ). Moreover, according to (2.6) for the following equality holds (∞) = 0 which in general can imply a connection between the constants = 1 ; = 1 (see Section 3.1). Then, the rational vector-function can be written as follows
where C = 1 ; = 1 and K = 1 are constant vectors whose entries depends on the entries of = 1 . Applying the Z-transform inverse we get the following solution of (2.5)
where the vector-sequence must satisfy the initial conditions • (∞) = 0 (2.14) where is given by (2.12).
Proposition 1.

If is one of the zeros of det
• | = = (2.15)
Next, the factorization of A can be constructed using the ideas of [7] , Chapter 18. According to this book, the factorization problem of A is related to the problem of finding the fundamental set of solutions of the Riemann-Hilbert problem (1.4). Among the solutions of (1.4), there are some which have the lowest possible order at infinity. This lowest possible order coincides with −κ 1 , where κ 1 is the first partial index of A. Let Φ (1) be one of the solutions with order −κ 1 at infinity. Furthermore, among the solutions of the Riemann-Hilbert problem (1.4), which are not related to Φ (1) by any relations of the form 1 Φ (1) where 1 is a polynomial; there exist some which have the lowest possible order at infinity. The mentioned lowest possible order coincides with −κ 2 , where κ 2 is the second partial index of A. In the sequel by Φ (2) we mean one of the solutions of (1.4), with order −κ 2 at infinity. In general, let us assume that the solutions Φ (1) Φ ( ) have been constructed by this method, with < . If 1 are polynomial, among the solutions of (1.4), which cannot be written in the form (1) there are some which have order −κ +1 at infinity, where κ +1 is one of the partial indices of A . The order −κ +1 is the lowest possible in this set of solutions.
In the end of this process, it is always possible to find solutions of the Riemann-Hilbert problem (1.4):
Φ (1) Φ ( ) where their orders at the infinity are κ 
It must be notice that in the referred Muskhelishvili's book, a slightly different Riemann-Hilbert problem was considered. Namely, the notion of fundamental set of solutions was introduced for a Riemann-Hilbert problem without any condition at infinity. In our case, since the partial indices of a factorable polynomial matrix function are non-negative, all the solutions in the fundamental set must satisfy the condition 
Examples
In the present section we construct a factorization of some rational matrix-functions. All the factorizations are achieved by application of the method we have developed. Some of the calculations were performed with the help of Wolfrang Mathematica Software.
First example
Let A be the 2 × 2 polynomial matrix-function
Step 1 In order to find the general solution of (1.4), we need to solve the respective system of difference equations (2.5)
Step 2 Let = = 1 2, be a constant vector. Applying the Z-transform, from (2.12) we have
Step 3 In this example, we have that det A = , so we do not have to impose any additional restriction.
Step 4 Taking into account (2.14), we have the following equality
and consequently
Step 5 According to (2.8), using the inverse of the Z-transform we get
Step 6 The sequence must satisfy the initial conditions (2.15)
and making use of (3.18) we have
Step 7 The general solution of the boundary value problem (1.4) is
Step 8 To construct the factorization of A we need to find a particular solution of (1.4) with the lowest order at infinity. One of these solutions is
with order −1 at infinity. So κ 1 = 1. Step 9
are the factors of the left factorization of A.
Second example
Let A be the 2 × 2 rational matrix-function
Its factorization is equivalent to the factorization of polynomial matrix function Step 1 As we already know, first we need to solve the respective system of difference equations:
Step 2 Let = = 1 2, be a constant vector. The Z-transform of the vector sequence is given by
where Step 3 Taking into account that M 3 = M 4 = N 2 = N 3 = 0, we have the additional conditions 2 + 1 = 0 2 = 0 and making use of the last equalities we have that
Step 4
The condition (∞) = 0 holds.
Step 5 Using the inverse of Z-transform we can affirm that
Step 6 The initial conditions | = = = 1 2 are satisfying. Step 8 In the set of solutions of the considered Riemann-Hilbert problem, the lowest order at infinity is −1. It is possible to write 2 polynomial independent solutions with order −1 at infinity: 
Third example
Next, we will consider the factorization of a 3 × 3 matrix function
Step 1 We need to find the general solution of the system of difference equations: Step 2 The Z-transform of is given by
with the initial data = = 1 3 Step 4
Step 5 Using (2.8), (2.9), (2.10) and (3.19) we can affirm that
where Step 7
The general solution of the Riemann-Hilbert problem is + = A − where
Step 8
In the set of solutions of the considered Riemann-Hilbert problem, the lowest order at infinity is −3, when −21
Then κ 1 = 3. All the solutions of the Riemann-Hilbert problem with order −3 at infinity, enjoy the equality Φ = 3 Φ (1) . So, we must look for the other solutions of the fundamental set among the solutions with order at infinity greater or equal than −2. The remaining two solutions of the fundamental set, for instance, can be constructed as follows:
= 0 and 2 = 1; and
Step 9
Then Λ( ) = diag 3 2 2 and taking into account that
according to (2.17), the external factors of the factorization of A are
Fourth example
Finally, we will consider the factorization of a 6 × 6 matrix function
Step 1 In this case, we need to deal with a system of first degree difference equations: with the initial data Step 3 All the zeros of det A are in T + .
Step 4 The condition (∞) = 0 holds.
Step 5 Using (2.8), we can affirm that
Step 6 Next, imposing the initial conditions | =1 = 1 , we came to one additional condition:
Step 7 The general solution of the Riemann-Hilbert problem is + = A − where
Step 8 In the set of solutions of the considered Riemann-Hilbert problem, the lowest order at infinity is −1. It is possible to write 5 linear independent solutions with order −1 at infinity: 
and one can conclude that the last solution in the fundamental set is of order zero at infinity. One such solution is, for instance,
Step 9 Then
i.e., Λ( ) = diag 1 and taking into account that
we have that the external factors (see (2.17)) of the factorization of A are 
Some remarks
The considered examples show that in the proposed factorization procedure, the difficulty of calculations grows with the degree of the polynomial entries. In Example 3.4, we were able to factorize a 6 × 6 polynomial matrix function, with a reasonable number of calculations because the degree of the polynomials in the entries of A is not greater than one. Consequently, the corresponding system (3.20) is the simplest possible, a system of first order difference equations. On the other hand, the complexity of the calculations in the first of methods, referred in the introduction, increases with the number of zeros of det A in T + . In fact, the determinant of the matrix A from the just cited Example 3.4 has five zeros in T + . Then, in order to perform the factorization of A by the Gajov's method, one needs to use five times the equalities (1.1), (1.2) and (1.3). It should be also noted that all the matrices involved are of dimension 6 × 6. Concerning the second (realization) method of factorization of rational matrix functions, we ask the reader to return to the matrix of Example 3.2. This method is used to construct the right factorization of the considered rational matrix function. So, in order to find the left factorization of A we will deal with the problem of right factorization of its transpose:
The following considerations are part of the master's thesis [6] , supervised by the first author of the present paper. The realization of A is the following representation: The above considerations about the factorization of matrix function A from Example 3.2, by the "realization" method, show one important fact. Even in the case of a simple 2 × 2 rational matrix, one needs to deal with matrices of considerable larger dimensions.
