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1. BEZEICHNUNGEN 
Es sei B ein offener Bereich im reellen Euklidischen Raum E,, mit Rand aB 
und abgeschlossener Hiille B = B u aB. Wir setzen voraus, daB das Komple- 
ment E,\B beschrankt ist und den Nullpunkt x = 0 enthglt. Es gibt daher 
zwei Konstanten P,, rI , 0 < Y,, < r1 , derart, da13 
IX <‘o*x$R 1x1 3r,*x~B. 
Die Funktionen U, U, y seien in B stetig und in B zweimal differenzierbar, d.h. 
u, v, y E Co(B) n P(B). 
Die innere Normale wird mit v und die Ableitung in Richtung der Normalen 
im Sinn von Walter mit u, bezeichnet. Wir setzen such 
x = (Xl, x2 ,..-, -GA) 
au u’ = Vektor _ , ax,L 
ak U” = Matrix ~ axi axj 
und analog bei v und y. 
Es seien Funktionen p, q, a, b, c durch 
p: aB -+ E’, q: i3B 3 El, a: B---f S”, b: B --f E’“, c: B-El 
gekennzeichnet, wobei S” die Menge der reellen symmetrischen x n- 
Matrizen ist. Das Skalarprodukt zweier Vektoren derselben Dimension wird 
durch Zusammensetzung geschrieben, insbesondere ist 
au 
bu' = c bi -$g > au” = 1 aij &. , xax = C xiaijxj . z 3 
1 Under auspices of the U.S. Special Program, Alexander von Humboldt Stiftung. 
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Wir setzen weiter x 1 r. 
X’ ~~~ Einheitsmatrix. ax’ Spur a 
und. fur 111 konstant. 
7(x, 177) pr (nr 2) v, . .Y E c B. 
2. DER SAT~ VW COLLAI.~ 
In [I] kommen drei verschiedene Voraussetzungen vor, und zwar folgende: 
VORAUSSETZUNG C--l. Es sei R fur .Y E i’B durch 
KU 1711 Y”, 
definiert mit p 1, q 0 oderl) 0, y I. Fulls y .+I 0 rst, mu13 auBerdem 
B ein Sterngebiet sein, wobei v so gewlhlt werden muI& da13 c’rli’v .I 0 und 
im Falle 1~ ==m 0 sogar ir,‘i*v 0 fur x F iiB gilt. 
VORAUSSETZUNG C2. Es sei Q fur s E B durch 
Qu ~~ Au ~. h (‘II 
definiert mit stetigen h und c. Weiter gelte: 
(.).‘2 01 2) I).\-. !jn! r%(.u) und !im r-V(x) existieren. 
VORAUSSETZUW C--3. Es sei ~ U(S) t’(x) o(r:j “) fir r + x. 
Der folgende Satz ist in [I] bewiesen: 
SAT% c (Collatz). Es grltrtl die C’oraussrtzwigen C ud uLfJerdei77 sei 
?I 3. Qu Qc, Ru Rr t(x). Dam ist 
Dieser Satz ist aus verschiedenen Griinden interessant. Erstens: Die Fehler- 
abschatzung strebt mit grijI3erer Geschwindigkeit gegen Null, als man auf 
Grund der Wachstumsvoraussetzung h5tte erwarten k8nnen. Z.B. bei II = 3 
ist die Voraussetzung 1 II ~ D : o( 1) und das Ergebnis I II .--- v i -= @l/r) 
(Satz C ist in dieser Hinsicht ein Satz von Phragmen-Lindeliifscher Art). 
In [I] ist ein nichttriviales Beispiel gegeben, worin eine bekannte hnsatzfunk- 
tion L’ die Abschatzung : 11 ~~ I’ 1 < 0.0066/r fur die unbekannte Losung II 
liefert. 
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Zweitens: Die Methode ist fur die zweite Randwertaufgabe brauchbar 
(p = 0, q = 1). Auch dies wird in [l] durch ein Beispiel illustriert. 
Drittens: Es wird nicht vorausgesetzt, da0 c > 0 ist. Daher sind die 
iiblichen Monotoniesatze nicht ohne weiteres anwendbar, ganz davon 
abgesehen, daD das Gebiet unbeschrankt ist. 
Es scheint aus diesen Grtinden wertvoll, den Satz von Collatz womijglich 
zu verallgemeinern, und das ist die Absicht dieser Arbeit. Wir wollen du 
durch a,” ersetzen und dadurch eine grijgere Klasse von Operatoren Q 
zulassen. Dabei braucht der Parameter m in T(X, m) nicht mehr mit der 
Dimension n tibereinzustimmen, sondern wir kiinnen bei passenden Q, R 
etwa m = 3, n = 2 zulassen. Wir wollen noch dazu die Collatzschen Be- 
dingungen fiir r4b und r4c durch eine schwachere Bedingung ersetzen. Es 
stellt sich heraus, da13 
c(x) 2 -a+ 
fur eine Konstante 01 und eine Konstante p > 2 gentigt; jedoch ist diese 
Bedingung mit /3 = 2 nicht ausreichend. Die Voraussetzung C-l wird 
such etwas verallgemeinert und insbesondere wird erlaubt, da13 p < 0 ist. 
Zuletzt mijchten wir die Wachstumsbedingung C-3 durch I u - a 1 = o(l) 
ersetzen, welche fur IZ > 3 et as schwacher als / u - u 1 < o(r3--n) ausfallt. 
3. EIN ABSC~~TZUNGSSATZ 
Hier werden folgende Voraussetzungen eingeftihrt: 
VORAUSSETZUNG 1. Es sei ein Operator R fur x E 8B durch 
Ru = pu - qu, 
definiert mit q > 0, und p und qr, seien nach unten beschrankt. Weiter sei 
inf 7(x, m) > 0 fur x E aB. 
VORAUSSETZUNG 2. Es sei ein Operator Q fur x E B durch 
Qu = -au” + bu’ + cu 
erklart mit a 3 0 und xa(x)x == 1 x 12. Weiter sei 
[ x I2 c(x) > (m - 2)(bx - ax’ + m), 44 2 74 x I), 
wobei y(r) stetig ist und 
s 
.x 
r I Ar>l dr < 00. o 
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VORAUSSETZUNG 3. Es sei lim inf,,, M(r) < 0 mit 
M(r) = sup[u(x) - Z’(X)] fiir :xi =r. 
Der folgende Satz wird hier bewiesen: 
SATZ 1. Es gelten die Voratrssetzungen 1-3, und auJerdem sei m ;-- 9. 
Qu < Qv und Ru - Rv <Z e(x) mit E 3 0. Dunn ist 
9 t B. 
Wir haben Satz 1 als eine einseitige Abschatzung deswegen formuliert, weil 
im allgemeinen die Gleichung QD = Qu fur die Ansatzfunktion v schwer zu 
l&en ist. Durch Vertauschen von u und 1% folgt selbstverstandlich eine 
Abschiitzung fur / u -- 2’ :, wenn ~ ZI I‘ 1 : o(l), QU _-- QZJ und 
] Ru - Rv 1 -2 E vorausgesetzt werden. 
Falls p 3 0 und qr, > 0 sind, dann kann in der Voraussetzung 1 inf 
7(x, n?) > 0 durch T(X, VI) ‘, 0 ersetzt werden. Das ist z.B. in Satz C mit 
nz = tz der Fall. 
Die Voraussetzung xax x jZ ist eine Normierung, die immer durch 
Division erreichbar ist, wenn ax z/- 0 fur x E B gilt (Wir haben uns eine 
Zhnliche Normierung in der Formulierung von Satz C erlaubt; vergl. [l]). 
4. ZUS.&TzI 
Es ware interessant zu wissen, ob c(x) in gewissen Teilgebieten “sehr 
negativ” sein kann, wenn c(x) in anderen Teilgebieten geniigend grog ist. 
Satz 1 gibt iiber diese Frage wenig Auskunft, da das lntegral von ry(r) als 
absolut konvergent vorausgesetzt wird. Es gilt aber folgender: 
ZUSATZ 1. Es mtige die Vorazasetzutzg 2 hei Satz 1 durch a > 0, xa(x)s 
Ix I2 und 
j x 12c(x) > (m - 2)(6x - ax’ .~ m) _’ .y ,3 y(, x 1) 





nach unten beschriinkt ist. Dunn gilt die Behauptung immer noch. 
Falls das Integral der starkeren Bedingung 
lim inf rT sy(s) ds x r-17 J 0 
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in Zusatz 1 geniigt, dann la& sich die Wachstumsvoraussetzung 3 durch die 
schwachere Bedingung lim inf,,, M(r) < cc ersetzen. 
Der folgende Zusatz zeigt, daD die Bedingung i.iber y(r) scharf ist: 
ZUSATZ 2. Es miigen alle Voraussetzungen iiber Q, u und v van Satz 1 
gelten mit der einzigen Ausnahme, daJ y(r) < 0 und 
s 
m 
r j r(r)1 dr = co statt 
0 s 
omrlrOldr < * 
vorausgesetzt wird. Dann kann man bei vorgegebenem a stets u, v, b und 
c 3 y so wiihlen, da&? QU = Qv und lim sup,,, (U - v) = co ist. 
5. EIN HILFSSATZ 
Satz C wird in [l] durch Inversion bewiesen. Diese Methode ist bei Satz 1 
weniger giinstig, da keine Satze iiber hebbare Singularitaten in passender 
Allgemeinheit vorliegen (Man merke sich, da8 a den Rang 1 bei beliebigem n
haben darf und dal3 unsere Voraussetzungen iiber b und c ziemlich schwach 
sind). Hier wird eine andere Methode bevorzugt. Diese Methode ist dadurch 
motiviert, da13 die Bedingungen T(X, n) > 0 und r2c > (n - 2) bx, die in [I] 
aus der Inversion stammen, gleichwertig mit 
Rr2-n :> 0 > Qr2+ 2 0 
sind. Die Behauptung folgt deswegen aus einem einfachen Hilfssatz, der 
jetzt erlautert wird. 
Wir setzen 
M,(r) == sup u(x) - v(x) 
lel=r Yb9 ’ 
Qu = -au” + bu’ + CM, Ru = pu - quv 
mit a 3 0 und q > 0. Die anderen Voraussetzungen von $3 werden im 
folgenden Hilfssatz nicht benutzt. 
HILFSSATZ 1. Es sei y > 0, Qy 3 0, Ry 3 0 fiir x E B bzw. x E B bzw. 
x G aB. Behauptung: Aus Qu -- Qv < Qy, Ru - Rv < Ry und lim inf,.+m 
M,(r) < 1 folgt u - v < y. 
Das Ergebnis folgt aus [4], jedoch wird der kurze Beweis hier wiederholt. 
Man setze u - v = wy. Wenn die Behauptung falsch ist, dann hat w ein 
Maximum vom Wert .$ > 1 in einem Punkt x* E B. 1st x* f B, dann ist dort 
u - v = $y, u’ - 0’ = &J-y’, f.( - v” < fy", 
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Daraus folgt Qu - Qv 3 <Qy > Qy, also ein Widerspruch. Ebenfalls 
entsteht ein Widerspruch, wenn x* E iB ist. 
6. EIN EINFACHER FALL 
Fur zweimal differenzierbares p*(r) ist 
Wir wollen ,u so wahlen, da13 Qu ;:p 0 ist. Die Voraussetzung 2 ergibt nun 
Wenn p’(r) .< 0 ist, k&men wir daher die gewiinschte Ungleichung Qp : . 0 
durch 
ersetzen. D.h., wenn (I) gilt mit p’ + 0, dann gilt such Q,u : 






ill 2 1 
S(t,7 b 2) 
gleichbedeutend. Man merke sich, dab beide Seiten 0 fur 6 
Ebenfalls ist 
XT” r” ‘(pr Sqr,), 
und aus 5 =- 2 ~ IPI folgt 




Es sei nun c(x) -2 0, weiter seien 1’ nach unten und qr, nach oben beschrankt. 
Wir setzen 
j’ xrs . . p 
mit 
B > 0. (4) 
Fur 0 > 8 :z 2 -- /tz gilt (Z), und daraus folgt Qy I-. 0. Fiir kleine p und 
8 - (2 - m) ist such Ry :- E(X), und Hilfssatz 1 liefert 
u(x) -- z(x) : C ws -:- 8. 
Aus6-~(2--nl)-l-,P-tO--undci-~oi, !-- folgt die Behauptung von Satz 1. 
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Der wichtige Fall QU = --dm, m = n, ist in dem obigen Fall enthalten, und 
dabei brauchen wir weder r,, > 0 nochp > 0 vorauszusetzen. Rein theoretisch 
gesehen jedoch liegt der Schwerpunkt des Collatzschen Ergebnisses gerade 
darin, da13 c < 0 zugelassen ist. Wir wenden uns jetzt der Frage zu, wie man 
ein passendes y im Fall c < 0 finden kann. 
7. EIN ZWEITER HILFSSATZ 
Wir setzen 
p(r) = r2-m Q(r), Q’(r) = Y(r) 
und erhalten aus (1) 
( cr ___- - m - 2 J+) Y > Y’. 
(5) 
(6) 
Aus der Voraussetzung c(x) > y(r) folgt erst recht C(X) > min[O, y(r)]. 
Daher kiinnen wir 0.B.d.A. y < 0 annehmen. Wir definieren 
v(r) 1 p(x) EZ ~ - ___- 
m-2 1 -t r2 
und bestimmen Y durch ‘P/Y = p(r) - (3 - m)/r. Eine Losung ist 
Y(r) := rm-3 exp 
.r 
’ p(s) ds. 
To 
Nach (5) ist dann 
Q(r) = Wd + j’ y(s) ds, 
70 
p(r) = r2-?D(r). 
Die Bedingung CL’ < 0 ist gleichbedeutend mit X < 0, wobei 
h(r) =: rY(r) + (2 - m) Q(r) 
ist. Die Wahl (m - 2) @(lo) = rrm2 ergibt X(r,,) = 0, und aus 
h’(r) = W(r) + (3 - m) Y(r) 
im Zusammenhang mit p(r) 6 0 folgt h’(r) < 0. Wir schliegen zuerst auf 
h(r) < 0, danach auf p’(r) < 0 und zuletzt auf Qp > 0 fi.ir r > r,, . 
Wird 17 durch 
(m - 2) 71 = exp Jrn p(s) ds 
To 
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definiert, dann ist, nach der Voraussetzung 2, 77 > 0. Weiter ist Y(rj 2 
(m - 2) VP-~, daher such D(r) 3 q(~-~ - r;-‘), und daraus folgt lim inf 
p(x)>qfiirr+co. 
Damit haben wir folgenden 
HILFSSATZ 2. Unter deer bbrnussrtzung 2 exist&t rine Funktion p(r) E C’“’ 
fiir r > r, derart, daj’ 
p(r) : 0, p’(r) -. 0, Qp(rj _ 0. lir~,~nf p(r) ’ 0. 
Es sei 
J’ L&& iii -t- Pp.(r) 
mit a und ,5 wie in (4) und mit p(r) wie in Hilfssatz 2. Dann ist nach (3) 
RJ Iu-j” 7(x, m) -!- @Rp.(r). 
Wegen der Voraussetzung 1 kbnnen wir- bei f’estem ?c CL,, ein p _ 0 so 
wihlen, daJ3 Ry ,’ E(X) ist. Aus Hilfssatz 1 folgt ZL -~~ z’ ::. ,I‘, und daraus 
folgt Satz I. 
Wir schreiben die gewiinschte Ungleichung Qp ;-- 0 in der Form 
(bs - a.\.’ n7) !$!I) ~. c.p(rj .. r ““’ er ,11 4” (7) 
Fur ,LL :-- 0 kiinnen wir c durch r-“(/n -~ 2j(b.x - ax’ -I- m) ersetzen. D.h., 
wenn p der daraus entstehenden Ungleichung 
(bs - a.i-’ in ,7lj (L$’ .I_ ?A$ p(r)] ;: y (Ly + 111 $1 (8) 
gentigt und auBerdem p > 0 ist, dann gilt such (7). 
Aus (5) folgt 
p’(r) 111 - 2 
I’ 
-- p(r) = r-e?+). ,.2 
Falls Y’(r) Z 0 ist, kiinnen wir bx - ax’ + 117 in (8) durch r?y(r)/‘(m - 2) 
ersetzen. In diesem Fall folgt (8) aus 
V(r) 3 
I,----- - --- m ~ 2 
;) Y _‘. Y”. 
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0.B.d.A. sei y(r) < 0 fiir r, < r < rl . Es werden p, Y, @, und ,u wie in 
Hilfssatz 2 konstruiert, diesmal aber mit der zusgtzlichen Bedingung p’ < 0 
nur fiir r,, < r < r, (Die Bedingung besteht daher fi.ir Rp, nicht aber fiir Qp). 
Der Beweis von Zusatz 1 ist ghnlich dem Beweis von Satz 1. 
10. BEWEIS VON ZUSATZ 2 
Fiir stiickweise stetiges y(r) sei eine Transformation T: p = Ty durch 
Y(r) = P-3 exp 
is 
’ sy(s> ds j, 
,,m-2 
Q(r) = s’ Y(s) ds, 
To 
p(r) = r2-W(r) 
definiert (vergl. den Beweis von Hilfssatz 2). Diese Transformation hat die 
folgenden zwei Eigenschaften: 
(i) Aus lim,,, J:, sy(s) ds = -co folgt lim,,, p(r) = 0. 
(ii) Es sei y(r, u) = u fiir s < r < s + 1 mit CJ konstant, und es sei 
y(r, a) = y(r) sonst. Weiter sei ,u(r, 0) = Ty(r, 0). Dann ist 
$i p(s + 1, u) = co. 
Der einfache Beweis wird dem Leser iiberlassen. 
Es sei nun y(r) wie im Zusatz 2. Wir setzen ,U = Ty und finden r, > r,, 
derart, da13 p(rJ < 1 ist. Auf dem Interval1 rl < r < rl + 1 wird y(r) durch 
eine grol3e Konstante q ersetzt. Die neue Funktion sei yl, d.h. 
y,(r) = u1 PI < r < rl + 0, ydr) = y(r) (sons0 
Wir setzen p1 = Tyl und wghlen u1 > 0 so, dal3 pl(rl + 1) > 1 ausfgllt. 
Wir bestimmen jetzt r2 > rl + 1 derart, daB pl(r2) < $ ist, und ersetzen 
yl(r) durch eine groDe Konstante o2 auf dem Interval1 r2 < r < r2 + 1. Die 
neue Fur&ion sei yz , d.h. 
y2(r) = u2 (r2 -=c r -=c r2 + 11, y2(r) = 75(r) (SOW. 
Wir setzen y2 = Ty2 und bestimmen u2 > 0 so, da13 p2(r2 + 1) > 2 ist. 
Durch dieses Verfahren erhalten wir eine Funktion y,,(r), die den Wert 
Us > 0 auf Intervallen rK < r < rI, + 1 hat und die sonst mit y(r) iiber- 
einstimmt. Fiir die zugehiirige Funktion p0 = Ty, gilt 
tLdr,d < l/k Ark + 1) 2 k (k = 1, 2,...). 
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Aus G,~ 2 0 folgt y,, >- y. Wir kiinnen y,, durch eine Funktion Y’ E C? so 
nach oben approximieren, dalj y+ 3 y,, 3 y und daI3 immer noch lim,._, 
;L’-(Y~J .-= 0 fiir p-1 = Ty+ gilt. 
Wir setzen J’(X) =_ p F(Y), ZI - c =~~ ~9, C.(X) ==m ~1 (r), und bestjmmen h bei 
vorgegebenem a so. daB 
f+(x) ~~~ (nr - 2)(6x --- ax’ -1 Ill) 
gilt (Wir setzen LB. b(x) -mz 11(x)x mit einer passenden Funktion /I: E‘” ~+ P). 
Es ist u -- z: rm= J GZ 0, und fur die Funktion 
M(r) :~- sLlp[u(x) -- L.(x)] 
gilt lim inf lM(r) =- 0, lim sup M(r) =~~ sr. Weiter ist QJ :m 0, daher Qz, :- Qr.. 
Die Behauptung von Satz 1 gilt also nicht einmal fiir das erste Randwert- 
problem Rzt ZI (Falls ?B mit ~ x ~ = yU iibereinstimmt, haben wir sogar 
u = z’ fiir x E i;B). 
Durch dieselbe Konstruktion kiinnen wir 
erhalten, wobei 6(r) eine beliebige vorgegebene positive Funktion ist 
11. BEMERKLSGEN ZUR WACHSTUMSBEDIMXJNG 
Wenn a und b lokal beschrankt sind, so gilt Satz 1 such noch fur 111 : 2. 
Das folgt aus dem schwachen Maximumprinzip, das sich unter den genannten 
Voraussetzungen mit Hilfe von Voraussetzung 2 im Falle 111 : 2 beweisen 
1af3t [3]. 
In diesem Beispiel ist c ; 0. Wenn C’ 1;: 0 fur r r1 ist, kann die Wach- 
stumsvoraussetzung 3 manchmal durch die schwachere Bedingung 
lim inf M(r) <:. CCI i- ‘I 
ersetzt werden. Das gilt z.B. nach Meyers und Serrin [2], wenn 
gilt, wobei a(r) stetig ist und 
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gilt. (Fur den Beweis [2] beachte man, da13 Qp > 0 aus c 2 0 und 
gyr) + !q [ax’ - bx - l] < 0, p’(r) 2 0 
folgt und dal3 dies sich durch 
cLYr) + + [I + u(r)] < 0, p’(r) Z 0 (9) 
ersetzen IaDt. Man betrachtet ar2--m + P,u(r) wie friiher.) 
Leider ist I = co in (9) fiir m > 2 nicht mijglich, da Voraussetzung 2 
mit c 3 0 und m > 2 die Bedingung u > m - 2 nach sich zieht. Der folgende 
Zusatz ist dagegen fur alle m brauchbar. 
ZUSATZ 3. Fiir 1 x j 3 rl sei a > 0, xax = 1 x j2, c 3 0 und 
c 1 x j2 > (m - 2)(bx - ax’ + m). 
Weiter sei c(x) > q([ x I)(ax’ - bx) mit v > 0, 7’ < 0 und 
s 
m 
q(s) ds = 00. 
*1 
BEHAUPTUNG. Aus liminf,,, M(r) < co foZgt M(r) < Ofiir r 2 r, oder 
M(r) r,2-m < M(r,) rzpm, r >, rl . 
Falls die Behauptung fur m > 2 gilt, so ist lim sup M(r) < 0, und wir 
kijnnen Satz 1 mit y(r) = 0 fur r > rl anwenden. Dabei wird die Bedingung 
c >, 0 mcht fiir r < r, verlangt. 
Fiir den Beweis setze man 0.B.d.A. voraus, da13 7’ < 0 ist (Man benutze 
sonst dsq mit @’ < 0, 4 < @ < 1). Das Ergebnis folgt jetzt daraus, dal3 die 
Bedingung Qp(r) > 0 mit p’(r) = q(r) und 
cp > ~(ax’ - bx) + rT’ 
gleichbedeutend ist. Diese ist im vorliegenden Fall mit p(rI) = 1 erfiillt, und 
man betrachtet w2-m + /3p(r) wie friiher. 
Im Falle m = 2 folgt aus Zusatz 3, da8 M(r) fur r 3 rl monoton fallend 
ist. Das fiihrt zu einer Verbesserung von [3], Corollary 28 und Corollary 33, 
die ihrerseits eine Verbesserung der Satze von Nagumo und Simoda, Ako 
und Kusano und Nehari liefern (s. [3]). Etwas iiberraschend ist die Tatsache, 
da8 diese sieben Autoren scheinbar alle den einfachen Zugang zum Zusatz 3 
mittels (10) iibersehen haben. 
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