Abstract. In this typescript, we concerned the problem of delay-dependent approach of impulsive genetic regulatory networks besides the distributed delays, parameter uncertainties and timevarying delays. An advanced Lyapunov-Krasovskii functional are defined, which is in triple integral form. Combining the Lyapunov-Krasovskii functional with convex combination method and free-weighting matrix approach the stability conditions are derived with the help of linear matrix inequalities (LMIs). Some available software collections are used to solve the conditions. Lastly, two numerical examples and their simulations are conferred to indicate the feasibility of the theoretical concepts.
Introduction
Here m i (T ) and p i (T ) are the concentrations of mRNAs and proteins, respectively. g 1i and g 2i are the degradation rates of mRNAs and proteins, respectively. h 2i defines the translation rate, ξ(T ) and η(T ) are the transcriptional and translational delay, respectively. The regulatory function is defined as h 1i , which is nonlinear, and the sum logic is h 1i (p 1 (T ), p 2 (T ), . . . , p n (T )) = n j=1 h ij (p j (T )), which is in [12, 40] . In [6] , a monotone function of the Hill form h ij (p j (T )) is defined as 
where f j (x) = (x/γ j )
H f j /(1 + (x/γ j ) H f j ), w i = j∈Ui β ij , and U i is the basel rate, which is defined as U i = j∈wi β ij . The matrix h 1 = (H ij ) ∈ R n×n of GRNs is defined as 
where G 1 = diag{g 11 , g 12 , . . . , g 1n }, w = diag{w 1 , w 2 , . . . , w n }, G 2 = diag{g 21 , g 22 , . . . , g 2n }, H 2 = diag{h 21 , h 22 , . . . , h 2n }, m(T ) = (m 1 (T ), . . . , m n (T )) T , p(T ) = (p 1 (T ), . . . , p n (T ))
T , f (p(T )) = (f 1 (p 1 (T ), . . . , f n (p n (T )))) T . Here monotonically increasing function f j (x) = (x/γ j ) H f j /(1 + (x/γ j ) H f j ) is bounded with H f j 1 and have the continuous derivatives for x 0. Completely the direct algebraic directions, we have
Let (m * , p * ) is an equilibrium point of the GRN (3). Then we have
Shift equilibrium point (m * , p * ) to the origin and let x(T ) = m(T ) − m * , y(T ) = p(T ) − p * . Therefore, Eqs. (3) will be rewritten aṡ x(T ) = −G 1 x(T ) + H 1 g y T − ξ(T ) , y(T ) = −G 2 y(T ) + H 2 x T − η(T ) ,
x 0 = x(θ) = ψ(θ), y 0 = y(θ) = π(θ) ∀θ ∈ [− , 0], where x(T ) = (x 1 (T ), x 2 (T ), . . . , x n (T )) T , y(T ) = (y 1 (T ), y 2 (T ), . . . , y n (T )) T , g j (y j (T )) = f j (y j (T ) + p * j ) − f j (p * ), = max[η 2 , ξ 2 ], the initial functions ψ(·) and π(·) are continuously differentiable on [ , 0]. Now, we discuss the following impulsive genetic regulatory networks with distributed delays and time-varying delays:
E 1 = diag{e 11 , e 12 , . . . , e 1n } and E 2 = diag{e 21 , e 22 , . . . , e 2n } are weight matrices. The bounded function r(T ) and l(T ) represents the distributed delay of systems with 0 r(T ) r and 0 l(T ) l . Herer andl are constants.Ĵ 1 (y(T )) = (J 11 (y 1 (T )), . . . , J 1n (y n (T )))
T denotes the activation function, T k denotes the sequence of time, which satisfies 0
The impulses are denoted by x( k ) and y( k ). D 1 , D 2 ∈ R n are the sudden change effects of the state of the above system. Assumption 1. A monotonically increasing functionf i (·), i ∈ {1, 2, . . . , n}, with saturation satisfies
for all l 1 , l 2 ∈ R with l 1 = l 2 , where q i are known constants.
Assumption 2. η(T ) and ξ(T ) are the time-varying delays, which satisfy 0
(See [25] .) Let Ξ 1 , Ξ 2 , Ξ 3 by constant matrices, where
Asymptotic stability criterion
In this portion, we discuss the asymptotic stability criterion for impulsive GRNs with distributed delays and time-varying delays by using matrix analysis techniques and Lyapunov stability theory.
Theorem 1.
With the help of Assumptions 1 and 2, for given positive scalars η 2 > η 1 , ξ 2 > ξ 1 , λ and δ, system (5) becomes globally asymptotically stable if there exists positive-definite matrices
. . , 4) and positive definite diagonal matrices Ω = diag{z 1i , z 2i , . . . , z ni } (i = 1, 2) such that the following LMIs hold:
,
Proof. Consider the following Lyapunov functional:
where
T −η2ẋ
T −ξ2ẏ
x(s) ds,
and S i (i = 9, 10, 11, 12) are the matrices to be determined. CalculatingV (x(T ), y(T ), t) along the solutions of (5), we havė
Using Assumption 1 and Lemma 1, we geṫ
Using Jensen's inequality, we get
T −η2
y(s) ds,
Using Assumption 1, for i = 1, 2, . . . , n, we get
Then, for any positive definite diagonal matrices,
where Q = diag{q 1 , q 2 , . . . , q n }. According to the Newton-Leibniz formula, for any matrices
. . , 4) with appropriate dimensions, the following equations hold:
Substituting Eqs. (8)- (18) into Eq. (7), we havė
Subsequently, by using the preliminary inequality −2e T f e T S −1 e + f T Sf with S = S T > 0, we arrive aṫ
By the convex combination method, Ψ < 0 holds if the following inequalities hold:
Using Schur complement lemma, it is easy to view that inequalities (19)- (22) are equivalent to Ψ 1 < 0, Ψ 2 < 0, Ψ 3 < 0 and Ψ 4 < 0.
On the other hand, from (6) and Theorem 1 conditions, we note that
which implies that
System (5) with impulsive effect is globally asymptotically stable. Hence, the proof is completed.
Consider the following impulsive GRNs with leakage delays, distributed delays and parameter uncertainties:
where ∆G 1 , ∆H 1 , ∆E 1 , ∆G 2 , ∆H 2 , ∆E 2 denotes the time-varying parameter uncertainties, which is defined as
where F i (i = 1, . . . , 6) and G are notable constant matrices, and C( ) denotes the unspecified time-changing matrix-valued function satisfying C T ( )C( ) I. Then, the following theorem will give the stability criterion for GRNs with parameter uncertainties. 1, 2, . . . , 8) and U i (i = 1, . . . , 4) , matrices Q 7 , S i (i = 9, 10, 11, 12),
Theorem 2. With the help of Assumptions
, respectively, and using Lemmas 1, 2 and Theorem 1, follows the proof. 
and positive definite diagonal matrices Ω = diag{z 1i , z 2i , . . . , z ni } (i = 1, 2) such that the following LMIs hold:
Remark 4. In this paper, we also consider the relationship between time-varying delays and their upper bounds. In order to obtain the maximum upper bounds of distributed delays and time-varying delays, we used some inequality techniques, see Example 1. Hence, the techniques and methods used in this paper may lead to less conservative criterions. To this evident, Table 1 shows the maximum upper bound of ξ, which guarantees the global asymptotic stability of the addressed genetic networks (5) . These tables demonstrate the effectiveness of our proposed method.
Numerical simulations
In this portion, twin examples with simulations are provided to demonstrate the usefulness of the obtained results.
Example 1. Consider the GRN (5) with the following parameters:
is taken as the regulatory function. It can be easily checked that the derivative of g(y) is less than 0.65. Assume that the feedback regulation delay η(T ) = 2 and the translation delay ξ(T ) = 2. Then η 1 = 0.3, η 2 = 0.5, ξ 1 = 0.5, ξ 2 = 2.5, λ = 0.2 and δ = 0.4 can be obtained.
By Theorem 1 we can obtain the following feasible parameters. From Table 1 our work is more effective and less conservative than the existing works. Due to space consideration, we only provide a part of the feasible solutions here. proteins with impulsive effects are illustrated in Fig. 1 The regulatory function is taken as g(y) = y 2 /(1 + y 2 ). It can be easily checked that the derivative of g(y) is less than 0.65. Assume that the feedback regulation delay η(T ) = 2 and the translation delay ξ(T ) = 2. Then η 1 = 0.3, η 2 = 0.5, ξ 1 = 0.45, ξ 2 = 2.5, λ = 0.2 and δ = 0.4 can be obtained.
By Theorem 2 we can obtain the following feasible parameters. Due to space consideration, we only provide a part of the feasible solutions here. 
Conclusions
In this work, we have investigated the global asymptotic stability problem for a class of uncertain genetic regulatory networks with distributed delays, time-varying delays and impulses. By constructing new Lyapunov-Krasovskii functional with triple integral terms, sufficient stability analysis has been rooted in terms of LMIs. By applying convex combination technique and free-weighting matrix method, conservatism of the stability criteria have been diminished greatly. Lastly, the feasibility and advantages of the developed results have been demonstrated by the numerical simulation examples.
In the near future, we plan to work with stabilization of stochastic genetic regulatory networks with leakage and impulsive effects in finite-time stable sense. Also, we will try to present a real life model to justify our theoretical concepts for the considered GRN.
