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AN ABSTRACT OF THE THESIS OF 
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Title: Improved Scatter Search Algorithm for Predicting All-Atoms Protein 
Structures Using CHARMM22 Energy Model 
 
Proteins are organic compounds made up of chains of amino acids. Chemical and 
physical properties determine the 3-dimensional structure and folding of a protein. A 
protein needs to be folded into its proper 3D structure for its function to remain intact. 
The protein structure prediction problem has real-world implication, since the 3D 
structure of a protein gives important clues regarding its function, localization, and 
interactions. Wet laboratory techniques are costly in terms of time and effort, 
consequently having a right protein structure prediction model reduces cost and time 
by eliminating some of the initial wet lab work. Consequently, we need to study 
methods that predict protein structures. In this thesis, we present an improved scatter 
search (SS) algorithm for predicting all-atoms protein structures using the 
CHARMM22 energy model. Our algorithm produces a 3D structure of the whole 
protein by minimizing the energy function linked to protein folding. This is based on 
a sequence of amino acids as well as on data collected from known protein structures 
for comparative purposes. Defined as an evolutionary algorithm, SS relies on a 
population of candidate solutions. Candidate solutions, over a number of iterations, 
experience evolutionary operations which combine intense search and diversification. 
Our algorithm is evaluated on few proteins, whose structure is defined in a Protein 
Data Bank (PDB). The results generated by the improved SS algorithm are compared 
with those of other energy models. Our results showed that our algorithm produces 
3D structures with good and promising root mean square deviations from the 
reference proteins. This study also demonstrates the advantage of the CHARMM22 
energy model. 
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Chapter 1 Introduction 
1.1 Proteins’ Structure and Significance 
 
Proteins are composed of combinations of twenty different amino acids. 
These amino acids are formed from atoms, namely H, C, N, O, and S, having two or 
more C atoms bonded to one another. Proteins are a set of extremely complex 
organic compounds which exist in all cells. They are responsible of biological 
functions such as building muscles, carrying nutrients, etc. Enzymes are proteins that 
act as catalysts to speed up cellular reactions, hormones are concerned in regulating 
metabolism, and structural proteins are responsible for maintaining the structure of 
some biological components such as collagen. First of all, a protein is a sequential 
chain of amino acids, composed of 50-5,000 amino acids. The chemical and the 
physical properties of the atoms decide the 3D structure and folding of amino acids. 
The three dimensional folding of the protein in its native structure is crucial for the 
proper function of the protein. Consequently, failing in protein‟s function may be 
attributed to misfolding of the protein (Setubal and Meidanis, 1997). The wrong 
folding of proteins, as Prusiner (1998) shows is related to some diseases such as 
alzheimer, cystic fibrosis, mad cow disease, and many cancers.  This is why 
determining the structure of proteins is important to understand diseases, as well as 
to understand the functional behaviour of proteins.However, not all protein structures 
can be determined because of the limitations in the biophysical techniques used, such 
as X-ray crystallographic and nuclear magnetic resonance (NMR). This motivates us 
to investigate the protein structure prediction (PSP) problem, which is to 
computationally generate 3D structures of target proteins, which are either native or 
native-like, given amino acid sequences. 
 
1.2    Wet Laboratory Techniques for Protein Structure 
Determination 
 
The determination of protein structure in laboratory methods consumes time 
and money. The most prevailing technique for resolving protein structures is X-ray 
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crystallography, accompanied by successive steps such as isolation, purification, 
crystallization, diffraction diagram and electron density map etc (Fresquet et al., 
2007).  This approach decides the 3D coordinates of all the atoms to be determined 
to a certain resolution by computing the 3D density distribution of electrons in the 
protein in the crystallized condition. The secondary structure of a protein can be 
determined via circular dichroism or dual polarization interferometry (Fresquet et al., 
2007). The most recent way to determine protein structures to high resolution is 
cryo-electron microscopy, which reaches a resolution of less than 5 angstroms or 0.5 
nano-meters. Cryo-electron microscopy is very essential when analyzing extremely 
large protein complexes like “virus coat” proteins and “amyloid” fibers. Lately, 
NMR technology has been further advanced to resolve protein structures of larger 
length in a solution. However, the two methods have massive costs and extensive 
processes based on the computer (Chou and Fasman, 1974). 
1.3 Computational Approaches and Protein Models for 3D PSP 
 
Two groups summarize the computational approaches for PSP. Reference 
protein structures are used as templates from PDBs in the first group. The approaches 
belonging to this group consider that a protein is a member of previously predicted 
proteins‟ families which evolve with time. The second group only depends on the 
given amino acid sequence not taking into consideration any structural data from 
ancestors. The first group consists of two main approaches: comparative modeling 
and fold recognition. The second group consists of ab initio methods. This section 
briefly explains some of the approaches belonging to the two groups. 
Being an essential problem in computational biology, the PSP problem needs 
to be efficiently and effectively resolved. Finding the conformation of a given protein 
having the smallest energy is one way to resolve this problem. For example, Dill's 
HP-lattice model is a simplified model for protein folding (Lau and Dill, 1989). Even 
for this simplified model, the PSP problem has been shown to be NP-complete 
(Unger and Moult, 1993). Numerous heuristic approaches have been developed to 
solve the global optimization problem in protein folding structure prediction (PFSP). 
For an extensive time, genetic algorithm (GA) has been used to predict protein 
structures (Unger and Moult, 1993). 
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1.3.1 Comparative Modeling 
 
Also named sequence alignment, homology modeling, or knowledge-based 
modeling, Comparative modeling is another approach to solve PSP. It utilizes known 
structures to produce a template set and determines the appropriate template 
according to the similarity of conformation or sequence. In other word, the target 
protein‟s sequence whose 3D structure is to be predicted aligns to sequences of 
acknowledged structures in PDB. As a result of a series of mutations such as 
insertions, deletions, or replacement of some amino acids during evolution, new 
proteins are produced. Similar sequences appear to have similar structures since 
these mutations do not alter the protein structure. The accuracy of the prediction 
depends on the accuracy of the alignment process. Comparative modeling generates 
results as good as experimental methods in case sequence similarity between the 
target sequence and any given sequence in PDB scores 50% (Kopp and Schwede, 
2004). Most of the Cα-atoms are likely to have 3.5 Angstroms (Å) deviation from 
their ideal positions for 30-50% sequence similarity (Kopp and Schwede, 2004), 
consequently obtaining a reasonable fit between the target sequence and the 
reference sequence. The prediction is likely to have errors in case sequence similarity 
scores less than 30% (Kopp and Schwede, 2004). Comparative modeling includes 
five steps: (1) finding one or more appropriate templates, describing structure, for the 
target sequence from families of known structures in databases like PDB; (2) 
aligning the template sequence(s) with the target sequence; (3) constructing the 
structures of the aligned segments; (4) modeling side chains and non-aligned 
segments, which generally have the shape of loops; (5) improving and evaluating the 
final structure of the target sequence. 
The first step, which is template identification, is addressed by many well-
developed algorithms that provide benchmarks to any new approach. For example, a 
commonly used pair-wise sequence comparison method, BLAST (Altschul, 1990), 
scores more than 30% accuracy. On the other hand, multiple sequence alignment 
aligns the target sequence with one or more sequence, finding weak similarities 
between sequences (Notredame, 2002). Profile based approaches (Gribskov, 1987) 
and Hidden Markov Models (Krogh, 1996) are known to work efficiently in this field 
as well. PSI-BLAST (Altschul, 1997) established a scoring matrix, which iteratively 
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records similarity in positions between the target sequence and previously existing 
sequences in PDB and ceases when new hits are absent. 
A modern tool which converts comparative modeling to automation is 
TASSER-Lite. While maintaining prediction accuracy, it looks for similar sequences 
and enhances the effectiveness of a few parameters trying to reduce the 
computational time (Pandit et al., 2006). The disadvantage of this approach is that 
some proteins fail to align, or align poorly, with other sequences of renowned 
structures in PDB. Also; sequences of proteins that had once very similar sequence 
and structure may be significantly altered by evolution. In this case, although 
sequences might have high degrees of similarities, their structures are different. 
 
1.3.2 Fold Recognition 
 
Fold recognition assumes that a template structure, similar to the target 
sequence, exists in protein databases. Since there are more unknown sequences than 
known structures, mapping to a template structure and not to the native structure is 
more efficient. Therefore, the existence of homologous sequences for the target 
sequence is not necessary in this approach. This approach supposes that proteins 
might have noticeably changed due to additions, eliminations, and replacements in 
their amino acid sequences, maintaining the same structure and the same role they 
had previously. Hemoglobin reveals this concept, which preserves a structure that is 
identical in various species (Smith, 1995). 
Many techniques in fold recognition do not exactly identify to which 
approach each one belongs. Advanced sequence similarity methods are one of the 
techniques utilized in fold recognition. Methods such as hidden Markov models 
(Krogh et al., 1996), and PSI BLAST, were previously found to belong to 
comparative modeling approaches. Prediction of secondary structure and 
examination of similarities between the target sequence and sequences obtainable 
from the PDB database present other techniques for fold recognition. The Chou-
Fasman (Chou and Fasman, 1974) model is a premature approach in secondary 
structure prediction is which makes use of statistical information from PDB. In an 
attempt to generate secondary structures for sets of amino acids following a number 
of guidelines, it tries to compute how often an amino acid occurs in a specific 
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secondary structure. In fold recognition techniques, information about secondary 
structure of the target sequence is combined with corresponding features, for instance 
solvent accessibility of each amino acid, in an attempt to predict the 3D structure of 
the target sequence. This happens by predicting the features of the target sequence 
and comparing them to the features of the known structures (Przybylski and Rost, 
2004). 
Threading, an additional smaller group belonging to fold recognition, 
presumes that a sequence has to be aligned to the core of structures found in 
databases that thread with the target sequence (Sikder and Zomaya, 2005). Elements 
of the threading approach consist of a set of core fold templates, a scoring function to 
assess any assignment of a sequence in a core template, a searching method to 
explore the space of alignments between each core template and the sequence, and 
eventually a method for selecting the best template given alignments (Sikder and 
Zomaya, 2005). Either environment-based or knowledge-based mean-force-
potentials estimates the threading of a chain of amino acids to a fold (Sikder and 
Zomaya, 2005) generated from PDB. In cases where all residue pairs are taken into 
consideration, threading is proved to be NP-hard problem (Garey and Johnson, 1979; 
Lathrop, 1994). Approaches discussed in literature used basic force-potentials 
computed in accordance to the surroundings of each amino acid. In addition, 
dynamic programming (Bowie et al., 1991) or double dynamic programming (Jones, 
1998) can be used to estimate the threading. Further approaches assumed the force 
potential to be the summing up of pair-wise energy values for every atom in the 
sequence (Jones et al., 1992). An iterative improvement was found recently 
(Skolnick et al., 2004), which starts by aligning the target sequence with core 
structures disregarding calculations of pair-wise potentials. Pair-wise interactions are 
then calculated in successive iterations by using the results of previous iterations. By 
using different functions in estimation of threading, exact alignments and less precise 
ones are identified. 
Fold recognition‟s effectiveness is limited by the size of PDB, comparable to 
comparative modeling. In this case, the optimal threading can be possibly found 
since many features of a structure are searched by the mean-force-potential. 
Nevertheless, the optimal threading cannot be discovered for more than half of the 
test cases in any approach. However, if sequence similarities are less than 25%, this 
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approach outperforms the comparative modeling approach (Sikder and Zomaya, 
2005). 
 
1.3.3 Ab initio Approaches 
 
The ab initio strategy does not require previous knowledge of protein 
structures; it relies on a principle of molecule mechanics, thermodynamic and the 
experiential potential functions. The ab initio strategy considers the interactions 
between (all atoms of) amino acids and solvents. The most stable conformation is 
determined by energy minimization. In order to make the search space of structures 
controllable, one category of the ab initio approaches reduce the structure of the 
protein. Hydrophobic-polar (HP) and force field (FF) energy models can be 
employed by ab initio approaches and are discussed in the following section. 
 
1.3.4  Protein Models 
Hydrophobic-Polar Model 
 
The word hydrophobic means 'afraid of water', whereas on contrary 
hydrophilic means 'fond of water' (Bui and Sundarraj, 2005). Amino acid side chains 
are different in their physical-chemical features. Some of them tend to be exposed to 
water; they are hydrophilic; while the hydrophobic amino acids like to avoid 
exposure to water. Hydrophobicity has been measured or calculated in many 
different ways such as using quantum chemical techniques (to measure their polarity); 
measuring their distribution at the surface and in the core of proteins; calculating the 
atomic constitution of their side chains, etc. HP model denotes each amino acid as a 
point in a 2D or 3D lattice, simplifying the protein representation. Fig.1.1 shows the 
hydrophobic polar model where white circles represent polar amino acids whereas 
hydrophobic amino acids are represented by dark circles. Since hydrophobic amino 
acids do not react with solvents, this model assumes that hydrophobic amino acids 
tend to gather in the center of a protein structure. A consistent 2D or 3D lattice is 
generated by the HP model having the maximum number of H-H contacts, which 
hide in the center of a lattice. 
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Fig.   1.1 Hydrophobic Polar Model 
 
 
UNRES Model 
 
 In the UNRES model, a polypeptide chain is modeled as a series of backbone 
α-carbon atoms, designated as dCs, associated together by backbone virtual bonds. 
Virtual bonds, designated as dXs, join united side chains, symbolized as SCs, to the 
backbone of the protein. In the centers of the dCs, united peptide (p) groups lie 
whereas at the ends of the dXs we find the mass-center of the side chains, as 
illustrated in Fig. 1.2. The p groups, lying in the core of the dCs, represent the 
interaction sites, where the SCs at the ends of the dXs. The C′, O, N, and H atoms of 
the peptide groups are represented by the p group middles, while the SC centers 
include the Cα atoms (Liwo, Khalili, and Scheraga, 2005).  
Since UNRES is computed as a free-energy function in a polypeptide chain, 
UNRES is a physics-based force field. By uniting the Boltzmann factor of the all-
atom energy over the degrees of freedom, this free energy is depicted as the free 
energy of the complex conformation under study (Liwo, Khalili, and Scheraga, 
2005). The entire UNRES potential-energy function is articulated by equation 1: 
 
U = ∑j ∑i<j USCi SCj + ωSCp ∑j ∑i≠j USCpj+ ωet ∑j ∑i<j-1 Upi pj 
+ ωtor∑i Utor (γi) + ωtord∑i Utor (γi, γi+1) 
 + ωb∑i Ub (θi) + ωtord∑i Utor (αSCi, βSCi) 
+ ∑ m=2 
Ncorr
 ωcorr 
(m)
Ucorr
(m)
+ ωvib∑i Uvib(di)      (1) 
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The energy for interactions of the side chain with the solvent, as well as the average 
energy of hydrophobic and hydrophilic interactions between the side chain atoms, is 
represented by the term USCiSCj. are involved in USCiSCj. The “excluded-volume” 
potential of the interactions between side chain atoms and peptide groups is denoted 
by the term USCipj, where as the mean energy for electrostatic interactions among 
backbone and peptide groups is symbolized by the term Upipj. The terms Utor are the 
torsional potentials and Utord are the double-torsional potentials for the revolving 
about one or two successive virtual bonds. The virtual-angle-bending and side-chain-
rotamer potentials are denoted by the terms Ub and Urot respectively. The relations, of 
order m, between backbone-local interactions and peptide-group electrostatic are 
denoted by the terms U 
(m)
 corr. The terms Uvib (di ), are simple harmonic potentials, 
where di is the length of the i
th
 virtual bond. The w values embody weights of the 
different energy terms. In an attempt to lower the energy, a hierarchical method is 
used by UNRES for optimizing the energy landscape. This trait makes a distinction 
between UNRES model and other methods that are applied to lower energy to 
resemble the native structure under study. The weight wvib is randomly set to be equal 
to 1 (Liwo, Khalili, and Scheraga, 2005). UNRES force field works explicitly on 
backbone atoms and side chain atoms. 
 
Fig.   1.2 UNRES Model of the polypeptide chain 
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Dihedral Angles Model 
 
In geometry, a torsion or dihedral angle is the angle formed between two 
planes. The structure of a protein can be defined with high precision using the 
dihedral angles model, explained thoroughly in section 2.4. 
 
1.4  Literature Review 
1.4.1 Hydrophobic-Polar Techniques  
 
Unger and Moult in 1993, introduced a genetic algorithm for the 2D HP 
model. A string of alphabetical letters {u, d, r, l} (up, down, right, and left), of length 
n – 1, models a single protein in a population, where n is the size of the subject 
protein. Then, to maximize the number of H-H contacts, and thus minimize the 
energy, genetic operators are applied to the strings of the population. In 2005, to give 
directions for 2D HP model, Bui and Sundarraj (2005) used secondary structures. For 
each amino acid in the hydrophobic segments, 2D HP model selects secondary 
structures of hydrophobic subsequences and assigns an appropriate direction. For the 
other segments, directions are randomly assigned. Since it is a simple model, the HP 
model is effectively used with proteins of small lengths. Unfortunately, this model 
becomes very complex, and very hard to keep valid, with proteins of long chain of 
amino acids.  
The hydrophobic polar method works on side chain atoms as well as on 
backbone atoms where each side chain in an amino acid is described to be 
hydrophobic or polar. Some amino acids like Glycine, alanine, and proline have 
small, less hydrophobic side chains, whereas others like Phenylalanine, valine, 
leucine, isoleucine, and methionine have bigger  and more hydrophobic side chains. 
Other amino acids have polar, uncharged side chains (Hart and Istrail, 1995).  
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1.4.2 Force Field Techniques 
 
A force field (FF) model attempts to estimate the structure of a protein by 
means of an energy scoring function. Real physical forces and chemical reactions 
taking place in a protein are considered by this function. Dots in 3D space having 
zero volume but with fixed mass and charge represent atoms, while Newtonian 
springs model the bonds between atoms (Cui et al., 1998). 
Schulze-Kremer (2000) implemented a GA approach for the FF model. in 
which a single protein in a population is modeled as a series of angles, of length 
equal to 4n, where n is the number of amino acids in the target protein. Next, angle 
values are randomly selected from PDB genetic operators try to reduce the energy 
scoring function. Cui et al. (1998) presented a different GA approach for the FF 
model. In their approach, angles are selected directly from the super-secondary 
structures angles library. Remarkable results were noticed in the two approaches. The 
RMSDs of the target protein in opposition to the reference protein arrived at 9 
Angstroms (Å) in the first approach, signifying a doubtful relationship between the 
target structure and the reference structure. Deviation of the distance matrix error of 
the target protein when compared to the reference protein, in the second approach, 
got to be between 1.48 and 4.48 Å in accordance with the length of the sequence. 
In the literature of PSP problem, GA‟s fundamental attributes were found to 
be more promising than other functional approaches for many reasons. The first 
reason is that numerous structures make up population in GA, comparable to 
executing quite a few Monte Carlo (MC) simulations, starting with an initial 
structure and manipulating it to attain the minimum energy (Klepeis and Floudas, 
2003). The benefit of GA approach is that it doesn‟t getting trapped with local 
“optima” that the MC simulations may have as an obstacle since GA examines all the 
search space at one time in a population. Several physical forces and chemical 
reactions that imitate the approach of molecular dynamics (MD) frame the objective 
function used in the FF model (Klepeis and Floudas, 2003). The molecular dynamics 
approach begins with an arbitrary structure and supposes that atoms travel in a 
Newtonian motion influenced by diverse forces applied on each other. Force field 
models work on backbone atoms and side chain atoms. Nevertheless; this approach 
suffers from high error rate and it might also get trapped with local optima due to 
continuous motion of atoms (Klepeis and Floudas, 2003). 
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LINUS is considered to be an entirely ab initio approach (Srinivasan and 
Rose, 1995). The program takes an amino acid sequence as input and generates 
three-dimensional structure by applying a few straightforward physical principles. 
Being a Metropolis Monte Carlo program, LINUS emphasizes the function of sterics 
and conformational entropy. In LINUS, the solely terms used are hydrogen bonds 
and hydrophobic interactions, each represented by a straightforward objective 
function, without including force fields. Given a long chain of amino acids, attractive 
interactions are considered and are restricted to local chain segments. Then, sampling 
of chain conformations randomly occurs with equi-weighted moves. Conformational 
biases for each residue are then removed from the “ensemble” average and the 
process recurs, having biased moves. The goal of this step is to isolate the 
conformational biases that are “hardwired” into the polypeptide chain by local 
steric(Srinivasan and Rose, 1995). During a simulation, attractive interactions are 
evaluated over an interval (Δ) in the sequence. Δ increases iteratively, until it covers 
the whole sequence of N residues. After running the program, the accuracy of these 
LINUS predictions for helices is found to rival the greatest methods. Still, coils are 
mistakenly predicted to be strands, and vice versa (Srinivasan and Rose, 1995).  
Two widely used terms, Q3 and segment overlap (Sov), measured the 
secondary structure predictions in LINUS. The amount of perfectly predicted 
residues, in each of the helix, sheet, and coil, is measured by the Q3 score as below: 
 
 
 
Sov is concerned with elements of secondary structure instead of single residues and 
is defined as: 
 
  
 
Over every segment pair, s= (s1, s2), where two segments, s1 and s2, share one 
residue as a minimum in the same secondary structure, the sum is considered. 
According to Srinivasan and Rose in 2002, len(s1), the length of s1, takes into 
account differences in length between two  corresponding segments. s1 ∩ s2 
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represents the smallest overlap, between two segments with residues in the same 
secondary structure. The segment union, s1Us2, represents the highest overlap. As 
provided by the Protein Structure Prediction Center 
(http://predictioncenter.llnl.gov/local/local.html), the Sov term calculated a score 
from the secondary structure predictions (Srinivasan and Rose, 2002). LINUS 
operates on backbone atoms and side chain atoms (Srinivasan and Rose, 1995). 
Rosetta is a method that uses protein fragments to construct structures. In its 
folding model, short fragments of the protein sequence “flicker” between different 
appropriate local structures. When energy interactions occur all over the local protein, 
protein folding to the native state happens (Simons et al., 1997). During folding, the 
distribution of local structures recorded by the sequence fragment in native protein 
structures estimates the assembly of local structures sampled by a given sequence 
fragment (Simons et al., 1997). ROSETTA works by extracting a list of possible 
conformations as tentative structures, for each set of nine residues of the protein 
sequence. Then, by combining these short segments, conformations having buried 
hydrophobic residues, paired beta strands, and other low energy descriptors of native 
proteins, such as compactness, electrostatics, etc, are investigated. Hydrogen bonding 
in side or main chains, entropy losses in side chains, and other quite subtle 
interactions influence local biases (Simons et al., 1997). Configurations witnessed in 
the protein database well-approximate the configurations sampled by a peptide 
fragment. By using a Monte Carlo algorithm to explore the space of probable local 
structures, tertiary structures are produced. ROSETTA‟s purpose is to minimize a 
scoring function comprised of nonlocal interactions such as hydrophobic burial, 
disulfides and electrostatics pair interaction, and pairing of strands (Simons et al., 
1997). The number of states per position should be less than 25. Structures having 
concealed hydrophobic residues, paired beta strands, and other features that resemble 
proteins are generated by enhancing the effectiveness of nonlocal interactions within 
conformational space. These structures are consistent with local sequence-structure 
biases. The results reported utilizing Rosetta at the CASP4 meeting showed that 
massive growth has been made in ab initio structure prediction. The structures 
predicted using ROSETTA revealed that, even though most proteins have no 
homology to proteins in PDB, realistic models were generated for large protein 
segments of up to about 90 amino acids (Bonneau and Baker, 2001). ROSETTA 
operates on both backbone atoms and side chain atoms. 
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Instead of seeking to decrease the difficulty of the problem distributed 
computing makes previously intractable problems more manageable. Distributed 
computing was first applied to protein folding with the Folding@home project 
(http://folding.typepad.com/news/2010/01/major-new-result-from-foldinghome-
simulation-of-the-millisecond-timescale.html), from the Pande Lab at Stanford. 
Folding@home is a molecular dynamics simulator, seeking not only to uncover the 
final structure of a folded protein, but also to describe how the folding processes play 
out in real time. In a distributed environment, this is made possible by a technique 
known as “ensemble dynamics”, which uses parallel stochastic simulations with a 
high probability of there being one of the groups that will show correct behaviour 
(Larson et al., 2002).The distributed approach has also been applied to search-style 
protein structure prediction, and to side-chain conformation prediction, by means of 
Rosetta@home (http://boinc.bakerlab.org/rosetta/rah_about.php). Rosetta@home 
takes benefit of the fact that Monte Carlo searches are completely parallelizable, 
consequently eliminating one of the larger computational constraints from the 
Rosetta structure prediction and side-chain optimization process. Rosetta@home also 
includes an online game called FoldIt, which challenges players to fold proteins into 
their lowest energy (http://www.lockergnome.com). 
 
 Linear-Program Relaxation 
 
Since the PSP problem is simply a minimization of an objective function 
consisting of the sum of inter-atomic energy potentials, it seems right to apply 
standard optimization techniques to the problem. One such road of research 
formulates the PSP problem as an integer program with constraints branching from 
the energy function used, and then relaxes to a linear program and tries to solve it 
(Benton, van den Briel and Kambhampati, 2007). Common linear program solvers 
are very slow in performing these processes on the number of variables required for a 
side-chain conformation; however, a remarkable shortcut can be made. First, the set 
of rotamers can be dealt with as a probability distribution over the side-chain 
assignments, and then the integer program reflects the most likely position of 
rotamers, i.e. the minimum energy conformation. Then when the integer program is 
relaxed to a linear program, a Bayesian network technique can be used to solve the 
assignment. Moreover; the structure of the protein structure prediction can be used to 
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employ Tree-Reweighted Belief Propagation for greater speed (Yanover et al., 2006). 
The linear program approximation to the PSP problem can be customized to use 
either the simple energy function utilized by SCWRL3.0, or the more detailed energy 
function used by Rosetta. The LP approximation solved both forms in a matter of 
minutes for most of the testing proteins, whose sizes ranged up to 1,000 residues 
(Yanover et al., 2006). 
Using a new technique called a cutting plane algorithm, Sontag and Jaakkola 
were able to improve the speed of the side-chain LP approximation, as well as solve 
several trial cases that Yanover et al. had been unable to compute earlier (Sontag and 
Jaakola, 2007). This method is rather fast compared to Monte Carlo searches, 
however it needs more robust testing, especially on proteins with non-native 
backbones. Anton supercomputer, being built by a research team at the D.E. Shaw 
Investment Management Goup, is another brute-force attempt at the molecular 
dynamics version of protein structure prediction (Shaw et al., 2007). Though 
Folding@home uses parallelism to determine parallel trajectories in search of a 
correct fold, Anton uses the ability of its parallel processors to build a single, detailed 
trajectory by having processors communicate with each other. Taking advantage of 
specific hardware configuration and well-understood force-potentials for its energy 
function, Anton guarantees to be able to compute lengthy atomic trajectories with 
unmatched accuracy. Anton proved to perform milliseconds-scale molecular 
dynamics simulations (Shaw et. al, 2009) 
1.4.3 Search Strategies for Rotamer Angles 
 
A number of different strategies have been considered for searching rotamer 
space. One strategy, simulated annealing, relies on the fact that even if the space is 
discretized, there are still regions of continuity where the energy is lower (Lee and 
Subbiah, 1991). The key idea is that if all the rotamer assignments were correct, 
except for one, the global energy of the side-chains would still be very low. Thus if 
the search process considers regions where energy is decreasing, it is more likely to 
end up near a minimum. Simulated annealing works by adding a temperature 
parameter and the search is guided towards energy minima; however there is no 
guarantee that the minimum is global, and not local. The local minima problem can 
be avoided by a Monte Carlo method, in which different random initial 
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configurations are chosen for simulated annealing (Holm and Sander, 1992). Among 
the many minima found by the Monte Carlo process, the one with the lowest energy 
is very likely to be the global minimum rather than local minima, supposing enough 
trials have been performed. Unluckily, by its nature, Monte Carlo processes are 
computationally exhaustive, since they require continual searching from different 
starting values. This cost can be diminished with the use of learned weights, but is 
still large. A supplementary enhancement to the search processes came with the use 
of Machine Learning techniques, namely neural networks. By using neural networks 
to create a distribution of side-chain dihedral angles, it is possible to guide the Monte 
Carlo simulated annealing process (Hwang and Liao, 1995). The distribution of 
dihedral angles can be used to prune some of the possible rotamers, accelerating the 
Monte Carlo iterations. Even with all these refinements, the size and resolution of 
computable proteins, as well as the accuracy achievable, were remote from desired 
levels. 
The Side-Chain with a Rotamer Library (SCWRL) algorithm, addressed the 
need to search rotamer space for a global minimum (Bower et al., 1997). The 
strategy uses a rotamer library to select the most favourable conformation for each 
residue, and then systematically go down through the less favourable rotamers until it 
finds one that does not conflict with the given backbone. This procedure certainly 
creates clashes between side-chains, but these are simply pushed into interacting 
“clusters”, and resolved one at a time. If numerous side-chains start interacting with 
each other, the cluster is subdivided and the process is iteratively repeated, until there 
are no more clashes. At this stage, side-chains will theoretically be positioned at the 
lowest energy rotamers they could reach without causing clashes, up to an 
approximation factor. SCWRL quickly became one of most widely used software for 
structure prediction, due to its public access, and relative speed and ease of use. The 
algorithm went through several revisions after it was developed, but suffered from 
poor performance on non-native backbones, lack of incorporation of van der Waals 
forces, and overuse of search-space-reduction heuristics that sometimes removed the 
conformation of global minimum energy. SCWRL3.0 was introduced in 2003 to 
defeat these problems with a novel algorithm based on graph theory 
(http://dunbrack.fccc.edu/scwrl/). SCWRL3.0 starts with Dead-End Elimination to 
eliminate incompatible rotamers from the search space, rather than the previous and 
more complex SCWRL heuristics. It then tries to assign the best rotamer as before, 
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and creates an undirected graph from the clusters of interacting side-chains 
(Canutescu, et al., 2003). This biconnected graph is decomposed into subgraphs, and 
clusters that intersect multiple subgraphs are resolved first. The result is an algorithm 
reliant on the size of the largest cluster of interacting side-chains, rather than on the 
size of the complete side-chain space for the protein. Comparing SCWRL3.0 with 
older versions of the algorithm, as well as other modern methods, better accuracy 
was verified and computational time diminished by orders of magnitude, and 
previously intractable protein sizes now assessable (Canutescu, et al., 2003). 
  
Tree Decomposition 
 
SCWRL3.0 made an entrance for graph theory results to be applied to the 
PSP problem (Xu and Berger, 2006). One of the most notable tree decomposition 
methods is TreePack, which uses the same simple energy function and concept of a 
residue-interaction graph as SCWRL, but solves the rotamer assignment problem in a 
different way. The residue-interaction graph is decomposed into clusters, which are 
sequentially fitted to a tree. This is a general procedure used on sparse graphs in NP-
hard problems, and permits the transformation of a large graph into a smaller tree 
having low width. After the tree decomposition is completed, the resulting cluster 
tree is traversed one time from leaves to root, in order to find out optimal rotamer 
assignments, and then again from root to leaves to uncover feasible rotamer 
assignments. The result is a fast algorithm that returns a set of rotamer assignments 
with near-minimum energy. Since the computational cost of the algorithm is only 
dependent on the width of the tree decomposition, the total cost of the TreePack 
algorithm can be shown to be O(Nnrot
O(N 2/3 logN )
) , where N is the length of the 
protein and nrot is the average number of rotamers per residue. In practice, TreePack 
runs on average 5 times faster than SCWRL3.0 and was also able to predict the 
structures of several protein sequences that had been too large for SCWRL to handle. 
Despite its much greater speed, accuracy in general was still far too low to solve the 
prediction of side chains‟ structures in proteins. In response to TreePack, SCWRL4 
was released, which integrated the use of tree-decomposition into the SCWRL 
algorithm, along with a dynamic programming The running time of the algorithm, 
yet, is the same order of magnitude, if not somewhat slower. 
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1.4.4 Critical Assessment of Protein Structure Prediction (CASP) 
 
As the number of different methods for protein structure prediction increased, 
it became essential to have some kind of standardization in order to evaluate their 
relative accuracies and speeds. Hence, CASP (http://predictioncenter.org/) was born, 
which is a bi-annual conference in which structure predictors could test their 
methods. In order to reasonably judge methods, a collection of unpublished 
experimental protein structures is gathered for each CASP proceeding, and various 
labs are given five attempts at predicting the structure from the given sequence. The 
predictions are submitted namelessly, and graded by an independent group. The trend 
discovered by CASP proceedings over the years has been a stable, but slow, 
improvement in structure prediction competences. 
 
1.5 Thesis Objectives and Organization 
 
In this thesis, we present an improved scatter search (SS) algorithm for 
predicting tertiary protein structures from primary structures. The SS algorithm 
explores the search space in an attempt to uncover structures of proteins having low 
potential energies. Our contribution is based on the following: 
 Improvements to the recently developed SS as follows: using a 
randomization-based Diversification Generation Method; making the 
Improvement Method in SS more effective; including validity and feasibility 
tests; using Ramachandran plot to generate values for phi and psi torsion 
angles  as problem-specific knowledge in this Improvement Method; 
 Inclusion of side chain atoms and not only back-bone atoms; 
 Use of a modern force field energy model, CHARMM22; 
 Comparison of results with those generated by SCWRL, PROTDES, and 
CHARMM19 energy model. 
 
 
We evaluate the generated structures by their potential energies as well as by 
computing their root mean square deviation with respect to the reference proteins. 
We also include visualized pictures of these structures. The empirical results show 
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that our improved SS algorithm that incorporates all back-bone and side chain atoms 
and uses CHARMM22 produce better protein structures than algorithms that are 
based on previous models and assumptions. 
          The rest of the thesis is ordered as follows. Chapter 2 presents problem 
description and defines background knowledge of proteins and their structures. 
Moreover; it clarifies the potential energy function  used in evaluating a protein 
structure as well as the assumptions made. Chapter 3 presents an summary of the SS 
algorithm adopted, solution representation, and a summary of improvement made to 
previous work. Chapter 4 explains our strategies used in experimentation, introduces 
our results, and discusses them. In Chapter 5, we conclude and give suggestions of 
several future works. 
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Chapter 2 Proteins and Structures 
 
In an attempt to generate native like 3D structures for proteins, methods 
dedicated to solve the PSP problem use detailed knowledge of the amino acids‟ 
atoms and their nearby solvents. Chemical reactions and physical forces between 
atoms are inferred from these atomic details and low level information, leading to the 
ordered folding process. In this chapter, we first explain the structure of an amino 
acid and the peptide bonds between amino acid atoms. Then, we explain the levels of 
protein structure. We also enlighten the parameters associated to protein folding as 
well as the CHARMM energy function adopted in our work. Finally, we illustrate 
how to convert from torsion angles to Cartesian coordinates to represent atoms in 3D 
space. 
2.1 Amino Acids and Peptide Bonds 
 
A protein is a stretched chain of amino acids linked by peptide, mainly amide, 
bonds. A protein contains twenty different kinds of standard amino acids. An amino 
acid is made up of one innermost atom, called the alpha carbon, Cα., attached to 
amino group (NH2), a carboxyl group (CO2H), a hydrogen atom, and a side chain, 
R. The side chain differs from one amino acid to another. Glycine has the simplest 
form of side chain since its side chain is only a hydrogen atom. In all other amino 
acids, the side chain is larger and more complex. We usually express amino acids 
with three-letter codes or one-letter codes, as shown in Fig. 2.1. Greek letters in 
Greek alphabetical order are assigned for the carbon atoms in the side chain, namely 
α, β, γ, δ, ε, etc. Individual amino acids are connected together by peptide (amide) 
bonds. The carboxyl group of one molecule reacting with the amino group of the 
next molecule forms a peptide bond. In this dehydration reaction, water is eliminated 
(Setubal and Meidanis, 1997). The bond between C and N is called a peptide bond, 
and the resultant molecule is a residue, namely amide. Fig. 2.2 illustrates the 
formation of a peptide bond and polypeptide chain. All twenty amino acids have a 
common backbone composed of N, C, and Cα atoms as shown in Fig. 2.3. As 
mentioned above, the R groups bring about the diversity of amino acids. Hence, the 
amino acids are classified according to the attributes of their side chain atoms. For 
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example, some amino acids has a polar side chain, and the others have non polar side 
chains. 
 
 
 
Fig.   2.1 Names and abbreviations of the 20 amino acids 
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Fig.   2.2 Formation of Peptide Bond 
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Fig.   2.3 Backbone of an amino acid 
 
 
 
2.2 Structural Hierarchy  
 
Since the proteins are complex molecules, they are identified in terms of four 
levels of structure, primary structure, secondary structure, tertiary structure and 
quaternary structure. The simple sequence of amino acids represents the primary 
structure of a protein, which can be used to define its three-dimensional structure. 
The properties and functions of the protein are determined from its three-dimensional 
structure. The hydrogen bonds, formed in the backbone of a protein, form the 
secondary structure of the protein, where the resultant structures are recurring 
sequences of helices, β-sheets, and loops. For example, carbonyl O of one amino acid 
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forms a hydrogen bond, with the H of amino N of another non neighboring amino 
acid, constructing helices β-sheets (Setubal and Meidanis, 1997).  Attaching helices 
to helices, helices to β-strands, or strands to strands is done through loops. In the 
tertiary structure of proteins, all atoms of molecules are arranged in the 3D space. 
The conformations of the side chain atoms and the positions of any prosthetic groups 
are considered as the parts of the tertiary structure. The quaternary structure contains 
more than one polypeptide chain. Each polypeptide chain is called a subunit, which 
may be identical, or different (Setubal and Meidanis, 1997). The classic example is 
hemoglobin, a tetramer, which is composed of four polypeptide chains, two α chains 
and two β chains. Interaction of any two subunits is influenced by non-covalent 
interactions, such as hydrogen bonds, hydrophobic interactions and electrostatic 
forces. Fig. 2.4 displays the 3D structure of Crambin, a protein with 46 amino acids 
while Fig. 2.5 shows the four levels of structures of a protein.  
 
 
Fig.   2.4  3D structure of 1CRN. This Fig. is taken from Brookhaven database 
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Fig.   2.5 Folding Pathway 
  
 
2.3 Side chains 
The side chain is the part of an amino acid‟s chemistry that distinguishes it 
from other amino acids. As mentioned before, a carboxyl group, an amine group plus 
the individual side chain forms an amino acid structure. The carboxyl group is made 
up of one carbon atom, two oxygen atoms, and one hydrogen atom, whereas the 
amine group is composed of nitrogen and hydrogen atoms. Every amino acid owns a 
unique side chain, which is either linear or ring-shaped. Alanine has the simplest side 
chain, which is just one carbon atom with three hydrogen atoms. Other side chains 
include up to thirteen side chain atoms. The conformation of side chain can be 
represented by four dihedral angles chi1, chi2, chi3 and chi4 as follows: 
χ1: N(i)-CA(i)-CB(i)-XG(i) 
χ2:CA(i)-CB(i)-XG(i)-XD(i) 
χ3:CB(i)-XG(i)-XD(i)-XE(i) 
χ4:XG(i)-XD(i)-XE(i)-XZ(i) 
 
The side chain atoms of amino acids are named in Greek alphabet as follows: 
Cbeta (CB)-CB 
Xgamma (XG)-CG, SG, CG1, CG2, OG, OG1 
Xdelta  (XD)-CD, CD1, CD2, OD1, OD2, ND1, ND2 
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Xepsilon (XE)-OE1, OE2, NE, NE2, CE, CE1, CE2, CE3 
Xzeta (XZ)-NZ, CZ 
A list of the twenty amino acids with their corresponding structure (Yuping, 2004) as 
well as side chain and all atoms in PDB is found in Fig. 2.6. 
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Fig.   2.6 Residue representation in PDB 
 
2.3 Complexity 
 
The number of possible combinations of side-chain positions increases 
quickly as the number of residues in a protein increases. Even breaking down 
possible angles of rotation into ten discrete movements, a group of five residues each 
with two dihedral angles already generates about 1015 possible conformations (Lee 
and Subbia, 1990). Adding more residues, even if one decreases the possible angles 
to just a few likely ones for each dihedral, the size of the search space for the 
minimum energy conformation quickly becomes enormous. For example, 
considering protein 1CD4 (PDB code), with 173 residues, and using only the most 
likely torsion angles at a resolution of 1.7 angstroms, there are 2x10111 possible 
side-chain conformations (Tuffery et al., 2004). Even if one uses trillion4 computers 
that could each search trillion4 combinations every second to check which have the 
least energy; it would still take 60 million years to look at every combination and 
find the one with smallest energy. In addition, the average protein size is about 300 
residues. Further than the existence of a large search space, there also exists several 
complexity proofs related to the problem of predicting side chain atoms‟ structure. 
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Figuring the shapes of residues to be simple blocks, and even only allowing a few 
possible angular values for each dihedral, it is verifiable that the problem of finding 
an assignment of angles that prevents any residue from intersecting any other residue 
is NP-complete (Akutsu, 1997). This means that there is no algorithm that can solve 
the protein structure problem which runs in polynomial time. It can be shown that not 
only predicting the side chain atoms‟ structure cannot be computable in polynomial 
time; it cannot even be approximated in polynomial time (Chazelle et al., 2000). It is 
obvious why the protein-folding problem is taking so long to resolve. 
 
 2.4 Dihedral Angles Model 
 
In a protein, there exist four torsion angles, namely phi φ, psi ψ, omega ω, 
and chi χ. The angle between the planes C-N-Cα and N-Cα-C is reflected by φ, 
where N-Cα is the axis of revolving. ψ angle determines how far are the C-C of two 
amino acids. The angle between the N-Cα-C and Cα-C-N planes is manifested by ψ, 
having Cα-C as the axis of revolving. ψ angle determines the how far are the N-N of 
two amino acids. The angle between the Cα-C-N and C-N-Cα planes signals the ω 
torsion angle, where C-N is the axis of revolving. The ω angle determines how far 
are the Cα-Cα of two amino acids. Eventually, the angle connecting the planes 
created by the side chain atoms expresses the χ angle, as depicted in Fig. 2.7. Side 
chains can have five χ angles, as a maximum, relevant to the length of the side chain. 
χ1 is the angle formed by  N-Cα-Cβ-Cγ atoms, while χ2 is the angle formed by Cα-Cβ-
Cγ-Cδ atoms, etc (Forman, 2001). As the only degrees of freedom are the torsion 
angles; these angles determine the structure of a protein. Ramachandran plot defines 
the secondary structure of a protein having particular valid ranges of phi, psi angles, 
and chi angles (Ramachandran and Sasiskharan, 1968). Phi, psi, and chi angles 
oscillate between -180º and +180º, whereas the omega angle fluctuates close to 180º 
or 0º (Schulze-Kremer, 2000). Due to the phi and psi rotations, the chi angle appears 
as a secondary rotation. The bond connecting Cα to N atoms of one amino acid 
revolves one plane in Fig. 2.8, whereas the bond connecting Cα to C atoms of the 
same amino acid revolves another plane in the same Fig. , thus deciding the 3D shape 
of the protein. 
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Fig.   2.7 Conformation of side chain 
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Fig.   2.8 Segment of a protein backbone with planes of bonds Cα-N and Cα-C, plane A and 
plane B, respectively 
 
2.5 Force Field energy function (CHARMM22)  
 
In our implementation, we consider a simplified version of the all-atom 
CHARMM22 model (Vanommeslaeghe et. al, 2009) to be our objective function, 
which was presented in the program Chemistry at HARvard Molecular Mechanics 
(CHARMM) (Brooks et al., 1983). CHARMM22 model computes the potential 
energy of a protein structure in an attempt to minimize protein‟s energy, and 
consequently determine the structure of a protein. Moreover; the CHARMM model 
ω 
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enables generating and investigating a broad range of molecular simulations (Brooks 
et al., 1983). 
The force field energy function used by CHARMM22 model is composed of 
internal or bonded energies, and external or non-bonded energies. The potential 
energy function, E, as a function of the conformation, c is represented in Equation 
(2): 
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Bond, angle, improper torsion, and torsion energy form internal energies of 
the potential energy function. Electrostatic, and van der Waals components, which 
are computed between atoms separated by two or three covalent bonds, form the 
external energies. In addition, there is a term for solvation energy which is based on 
the exposed surface area of each atom. 
The first term of Equation (2) is the torsion angle function, which signifies a 
revolving around the center bond of 1, 4-pair atoms represented by a torsion angle χ 
and multiplicity n=1, 2,3,4,6. This method aims to forbid steric clashes between 1,4-
pair atoms. A periodic function sketches the torsion energy function, where Kχ is the 
torsion force constant, and δ is the phase angle. For each set of four connected atoms, 
the values of the torsion force constants are tabularized (Jorgensen et al., 1996).  
The second term of (2) is the electrostatic energy function. Coulomb 
potential, which computes the force exerted from the interaction of the charges of 
two non bonded atoms, represents the electrostatic energy (Brooks et al., 1983). The 
electrostatic energy function models the interaction of two charged atoms i and j, 
where qi and qj are the charges of the two atoms, εo is the permittivity of free space, εr 
is the dielectric constant, and rij is the Euclidean distance between these two atoms 
(Brooks et al., 1983).  
The van der Waals term is the third term of Equation (2) and uses Lennard-
Jones 6-12 potential, which models the attractive and repulsive forces between 
(2) 
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atoms. When two atoms are in closeness to each other, the repulsive force is 
generated from electron collision, modeled in the van der Waals function as 
1212 / ijij r . In van der Waals function, ζij is the van der Waals radii, rij is the 
Euclidean distance between atoms i and j, and εij is the van der Waals depth. the 
variation of charges in the electron clouds of one atom results in the attractive force,  
depicted in the van der Waals function as 66 / ijij r (Brooks et al., 1983). The attractive 
force is prevailing for long distances between atoms, whereas it is absent for short 
distances and the repulsive force becomes dominant. In case atoms are placed in 
optimal distances, the total potential energy function becomes minimal. For instance, 
placing atoms in a linear fashion causes the attractive force to be dominant and the 
van der Waals term to be very small and negative (Brooks et al., 1983). When 
compared to the large value of the electrostatic function, this value is minor. The 
values of both van der Waals sigma and depth are also tabulated (Jorgensen et al., 
1996). 
 Based on the exposed surface area of each atom i, the fourth term of 
Equation (2) reflects the solvation energy; Esol = ∑i ζi ASAi,. ASAi is the surface 
area of atom i that is accessible to a solvent. ζi is the contribution to the free energy 
of hydration of atom i (Ooi et al. 1987). ASA is calculated using the 'rolling ball' 
algorithm which uses a sphere of solvent to 'probe' the surface of the molecule with 
radius Ri + Rw, where Rw is the radius of the solvent molecule (Ooi et al. 1987). 
The fifth term of Equation (2) is the summing up of out of plane bending, where φo is 
the best torsion angle, φ is the torsion angle of the predicted structure, and Kimp is the 
improper torsion force constant. The sixth term of Equation (2) is the summing up of 
bond stretches of the target protein taken from the ideal bond lengths, where b is the 
actual measured bond length in the predicted conformation while bo is the ideal bond 
length between specific bonded atoms. Kb is the bond force constant that decides the 
strength of the bond. The seventh term of Equation (2) sums up bond bending of the 
target protein from the actual bong angles, where θ is the actual measured angle in 
the predicted conformation while θo is the ideal bong angle between three bonded 
atoms. Kθ is the angle force constant that decides the elasticity of the bending angle 
(Brooks et al., 1983). The difference in geometry of the predicted conformation from 
the ideal conformation of the target protein is represented through these three terms 
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of the potential energy function. Consequently, when the values of these three terms 
are near to zero, the predicted conformation of a protein is most favorable.  
 
2.6 Torsion to Cartesian 
 
There are two methods to represent a protein‟s 3D structure: Cartesian 
coordinate and dihedral or torsion angle. The Cartesian coordinates define  each 
atom‟s (x, y, z) coordinates to represent the exact position of the atom in 3D space. 
In PDB, all structures are represented in Cartesian coordinates. The dihedral angle 
(torsion angle) model uses dihedral angles to represent the internal coordinates of the 
atom, namely phi, pis, omega, chi1, chi2, chi3, and chi4. This representation method 
is often used by computational biology for protein 3D structure prediction. 
The advantage of using dihedral angles representation is that it reduces the 
number of variables by providing a relatively small finite domain for randomly 
building proteins .e.g. 3 peptide units=12 atoms=36 coordinates or 6 dihedral angles. 
The disadvantages of using dihedral angles: some basic operation become much 
more difficult, thus we must convert dihedral angle into Cartesian coordinates to 
compute the distance between two atoms. The advantage of using the Cartesian 
coordinates‟ representation is to ensure adequate knowledge about each atom‟s 
position, permitting proficient calculation of protein‟s properties such as potential 
energies and RMSDs. However, the torsion and the Cartesian coordinates 
representations are: (1) comparable as each can be identified in terms of the other; 
(2) interchangeable as they can be exchanged when carrying out a calculation on the 
protein related to the complexity of the calculation.  
Parsons et al. (2005) described an approach to convert between these two 
representations in multidimensional mathematics. To illustrate, “given the 
coordinates of the three atoms A, B, and C, the bond length of the bond C-D, the 
bond angle between the points B-C-D, and the torsion angle according to the bond B-
C , in the set of bonded atoms in Fig. 2.9. The coordinates of the point D can be 
calculated used all of the terms by following these steps: (1) position point D0 of 
bond length C-D far from the point C in the same axis as the bond B-C; (2) revolve 
D0 with an angle same as the bond angle B-C-D to locate D1; (3) revolve D1 along 
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the bond B-C with an angle same as the given torsion angle to locate the position of 
D2”. 
 
 
Fig.   2.9  Torsion to Cartesian Transformation 
 
The procedure explained above, intended to calculate the coordinates of an 
atom given the coordinates of the three previous atoms, the bond lengths, the bond 
angles, and the torsion angles, and is illustrated in Fig. 2.9. To convert from the 
torsion representation to the Cartesian representation, similar calculation is repeated 
along the amino acid sequence. For instance, the coordinates of the forth atom can be 
easily calculated when given the coordinates of the first three atoms in the chain, in 
addition to the relative bond length, bond angle, and torsion angle. The coordinates 
of the fifth atom can be calculated when given the coordinates of the last three atoms, 
and so forth (Parsons et al., 2005). 
2.7 Ramachandran Plot 
 
Different computational approaches to the PSP problem differ with regard to 
the assumptions made to solve the problem. One possible approach dissects the 
conformational space and draws a protein-centric lattice. This happens, by forcing 
the backbone torsion angles, phi, psi, and omega, to receive only a discrete set of 
values for each different residue type. The bond lengths and bond angles are quite 
inflexible in biological environment. Hence, the final geometric shape of the folded 
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protein is decided by the internal torsion angles along the protein backbone. Besides; 
for each different residue type, each of the torsion angles is limited to a small, 
predetermined set of values. In reality, not all torsion angles are created uniformly. 
Theoretically, these angles may take any value between -180 and 180 degrees. 
However, in reality, these values do not occur with equal probabilities. Geometric 
constraints from neighboring atoms considerably limit the frequently occurring valid 
values for the torsion angles. Ramachandran and Sasisekharan (1968) plotted the two 
dihedral angles, phi and psi, of backbone amino acids against each other on the same 
axis for a variety of experimental protein structures taken from the PDB. As a result, 
there were only a few regions that had consistent data as shown in Fig. 2.10.  
Ramachandran and Sasisekharan were able to use this information to take all 
the possible combinations of torsion angles, and reduce them to just a few possible 
assignments, known as rotamers. This idea proved to be extendable to side-chain 
dihedral angles as well, as almost every method that tries to predict the structure of 
side chain atoms does so in rotamer space rather than angular space, significantly 
reducing the number of possible angles for each dihedral. In this case, the (paired) 
values allowed for phi and psi can be chosen using clustering algorithms operating in 
a Ramachandran plot space built from the protein database 
(http://www.rcsb.org/pdb), while distinct values for omega can be set to 0 or 180. 
Supposing each phi and psi pair can assume k discrete values, this defines a space of 
(2k)
n
 likely conformations for a protein with n amino acids. Certainly, this discrete 
search process is an exponential one; implying that in its most naive forms it is not 
practical for all but the smallest proteins. 
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Fig.   2.10 Ramachandran Plot 
 
2.8 Assumptions 
 
Our solution of the PSP problem is limited by some simplifying assumptions. 
An assumption is that of constant binding geometry, where all bond lengths and bond 
angles are considered to be constant. This permits us to remove the bond, angle, and 
improper torsion components from the potential energy function of equation (2). This 
assumption presumes that the structure is static, which is rather correct for non-
dynamic representation. In real proteins, the values of the bond lengths and bond 
angles are associated to the variations in the torsion angles. Degrees of freedom 
caused by the torsion angles are sufficient to give rise to valid structures of proteins 
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having few small RMSDs. The resulting simplified potential energy function is 
equation (3) below. 
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Side chains in our solutions are represented as a sequence of atoms ranging 
from Cβ to Cε, in accordance with each amino acid. This assumption represents a 
protein as a whole. Therefore, each amino acid in our solution has all of its atoms. 
These assumptions have normally been used in previous works (Suárez, Tortosa, and 
Jaramillo,
 
2009). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(3) 
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Chapter 3 Improved Scatter Search 
Algorithm for Protein Structure Prediction 
 
 In this chapter, we develop an improved implementation of SS for the PSP 
problem. Scatter search (SS) is a fairly recent evolutionary search strategy that has 
been adapted for solving a varied array of optimization problems (Laguna and Marti, 
2003). Search strategies are used by SS to generate and sustain solutions of high-
quality as well as diverse solutions. Next, we first summarize the basic SS algorithm. 
Then, we describe our improved implementation of SS for the PSP problem. 
 
 
3.1 Background on Scatter Search 
 Glover published the first sketch of SS algorithm in 1998 (Glover, 1998). 
Before that time, SS was included in tabu search algorithm. The five steps, included 
in the general SS are the following (Laguna and Marti, 2003): 
1. In Step 1 of SS, called the Diversification Generation Method, a preliminary 
set of solutions is generated by utilizing methods that ensure assortment and 
arbitrariness. One of the approaches used is frequency-based memory, which 
generates solutions covering the entire search space. This approach then 
selects, in an evenly reasonable manner, parameters from the group of 
probable parameters for the solutions in the population. During any step of 
the SS algorithm, newly generated solutions may not necessarily be feasible. 
As a result; SS studies additional options exhausting the search space. 
2. In Step 2 of SS, called the Improvement Method, an input solution is changed 
into better assessment solutions. Here, the output solutions are likely to be 
more feasible than input solutions. If it happens that the enhanced solution is 
worse than the input solution in terms of the scoring function, the input 
solution is considered in the subsequent steps. 
3. In Step 3 of SS, named the Reference Set Update Method, SS works on a 
small group of solutions called reference set. Probably the best solutions in 
terms of objective function and diversity are found in this reference set. First, 
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b1 best solutions are selected from the enhanced population output from the 
Improvement Method. After that, this step chooses b2 solutions from the 
improved population, under the condition that they are diverse from the 
previous best b1 selected solutions.  
4. In Step 4 of SS, called the Subset Generation Method, subsets of solutions 
that are to be combined are generated. According to Laguna and Marti 
(2003), “A subset in this case is the subset of solutions to be combined later, 
which may be of size two, three, four, or up to b, which is the size of the 
reference set. These subsets can be of different sizes. Then, the combination 
operator in SS unites two or more solutions as one to generate a new solution. 
5. In Step 5 of SS, called the Solution Combination Method, solutions, in the 
subsets generated by the Subset Generation Method, are combined to 
generate one or more new solutions for each combination. 
Fig. 3.1 depicts the implementation of SS; it is taken from Laguna and 
Marti, (2003). The SS algorithm starts with the Diversification Generation 
Method to generate the initial population and finishes when there exist no new 
solutions to be inserted into RefSet. The protein structure produced by our SS 
algorithm is hereafter referred to as the target protein. 
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Fig.   3.1 Schematic diagram of the basic SS algorithm 
 
 
. 
3.2 Solution Representation 
 
A protein is represented by a list of successive objects. An amino acid in the 
backbone of the peptide chain is represented by one object in the list, where the 
position of the object in the list and the position of the amino acid in the chain are 
alike. Thus, the number of amino acids in the chain is equivalent to the size of the 
list. In each object, we store the type and properties of the atoms of the pertaining 
amino acid, which are: the partial charge, van der Waals epsilon, contribution to the 
free energy of hydration,  van der Waals sigma the torsion angles‟ values for φ, ψ, ω 
as well as the dihedral angles chi1, chi2, chi3, chi4, and chi5. 
Cartesian coordinates can be calculated from the list of given torsion angles 
values found in the list of objects. For instance, a peptide made up of three amino 
acids (AA) has three fields for the object in its list: {AA1, AA2, AA3 }. AA1 object 
has sixteen properties in this case: {THR, 0, 147.7, 178.9, -59.3, 0, 0, 0, 0, ATOM1, 
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ATOM2, ATOM3, ATOM4, ATOM5, ATOM6, ATOM7}. Threonine, which is the 
amino acid‟s name, is denoted by THR. The next five numbers are the phi, psi, 
omega, and chi1 to chi5 values of this amino acid, respectively. Five features: {N, -
0.76, 0.17, 3.25, POSITION} describe ATOM1 object, where N stands for nitrogen; 
the 2
nd
 field is the partial charge, the 3
rd
 field is the van der Waals epsilon, and the 4
th
 
field is the van der Waals sigma of nitrogen, and the POSITION object represents 
the Cartesian coordinates of the N atom calculated from the dihedral angles. 
 
3.3 Diversification Generation Method 
 
Our Diversification Generation Method (DGM), described in Fig. 3.2, creates 
random and diverse initial solutions. Initial solutions are constructed by randomly 
setting phi, psi, and chi values for each amino acid of each protein in the population 
to be between -180 and +180 degrees. Omega is set to be between 173 and 180 
degrees. The phi, psi, chi, and omega values of the first amino acid of every 
candidate solution in the population are the phi, psi, chi, and omega values of the 
reference protein from PDB. The reason for keeping the real torsion angle values for 
the first amino acid is due to the torsion to Cartesian conversion process. We are 
keeping the Cartesian coordinates of the atoms of the first amino acid, the same as 
the reference protein.  
The DGM then calculates the Cartesian coordinates of the atoms of every 
amino acid in the generated candidate solution and ensures that the generated 
solution respects the geometric placements of the atoms but doesn‟t prevent 
collisions. That is, the minimum distance between non-bonded atoms must be 1Å, 
whereas the minimum distance must be 0.5Å for bonded atoms (Daniel, Speranskiy, 
and Thorpe, 2010). If these conditions are not satisfied, DGM discards the solution 
and generates another solution. After that, DGM computes the potential energy of the 
newly created candidate solution. This method generates PopSize solutions which 
have valid geometric placement of atoms.  
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/*initial declaration of needed counters*/ 
P: Population. 
AA: amino acid. 
NAA: number of amino acids in the considered protein. 
PopSize: population size. 
T: a torsion angle in the amino acid structure. 
aa: amino acid index. 
p: protein index. 
 
For p=0 to PopSize-1 
Initialize the first amino acid by reading its dihedral angle 
values and Cartesian coordinates from the PDB reference 
protein file 
 
For aa=1 to NAA-1        
      
Randomly generate and assign an angle value, 
between -180º and +180º for phi, psi, and chi 
angles (i.e. P[p].AA[aa].phi) and between 173º  
and 180º for omega angle. 
 
Find all Cartesian coordinates of the atoms of aa 
Check for valid geometric placement of atoms 
End For 
Compute Potential energy of the newly created 
protein structure P[p] 
 
  End For 
Fig.   3.2 Pseudo code for DGM 
 
3.4 Improvement Method 
 
Our Improvement Method (IM), depicted in Fig. 3.3, transforms the 
candidate solutions, generated by the DGM, into enhanced solutions. At the 
beginning of the IM, the existing values for the torsion angles of the first 3 amino 
acids are saved. Then, the IM changes phi and psi of the first 3 amino acids to 
randomly-selected values from the Ramachandran plot regions. Omega is changed to 
a random angle value between 173º and 180º, whereas chi1, chi2, chi3, chi4, and 
chi5 angles are changed to a random angle value between +180º and -180º. Next, the 
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Cartesian coordinates of the atoms of the first 3 amino acids are computed and the 
potential energy of the newly created protein structure is computed up to the third 
amino acid. Next, the IM checks whether the newly generated solution is a feasible 
solution (i.e. there exist no steric collisions between the atoms). If this condition is 
satisfied, the improved solution substitutes an existing solution if its potential energy 
value is lower. The IM attempts to improve the unacceptable solution for five times 
until an improved solution is generated. If after trying five times the method does not 
produce a solution of a lower potential energy value, SS discards the torsion angle 
values for the first three amino acids and keeps the existing ones. The process is 
repeated for every subsequent three amino acids until all amino acids in the subject 
protein are considered. 
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For p=0 to PopSize-1 
For aa=1 to NAA-1; aa=aa+3 
            reloop=0 
Save existing values for the torsion angles (i.e. save 
existing values of phi, psi, omega, chi1, chi2, chi3, 
chi4, chi5) of P[p].AA[aa], P[p].AA[aa+1], P[p].AA[aa+2]  
          Do  
Change phi and psi to randomly selected Ramachandran 
angles at AA[aa], AA[aa+1], and AA[aa+2] of P[p](i.e. 
P[p].AA[aa], P[p].AA[aa+1], P[p].AA[aa+2]) , change 
omega to a random angle value between 173º and 180º, and 
change chi1, chi2, chi3, chi4, and chi5 to a random 
angle value between -180ºand +180º.  
Find all Cartesian coordinates of the atoms of amino 
acids P[p].AA[aa], P[p].AA[aa+1], P[p].AA[aa+2] 
Compute Potential energy of the newly created protein 
structure up to amino acid AA[aa+2] 
If improved protein structure is feasible (no 
steric collisions) 
Re-compute potential energy of the newly 
created protein structure P[p] =>Δ(PE)= new 
PE-old PE 
If Δ(PE)< 0 
replace current protein 
structure with the improved 
protein structure 
                                    Break  
Else 
                                   reloop+=1//count #trials                     
End if 
End if 
           While reloop<5 
If reloop=5 
Keep the existing saved torsion angle values 
for P[p].AA[aa], P[p].AA[aa+1],and P[p].AA[aa+2] 
End if 
End For 
End For 
Fig.   3.3 Pseudo code for IM 
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3.5 Reference Set Update Method 
 
The Reference Set Update Method (RSUM), described in Fig. 3.4, is used to 
construct and maintain a reference set of the b “best” solutions found. RefSet we used 
contains two groups of solutions, mainly high-quality and diverse solutions. 
21 bbb   represents the size of the RefSet , where b1 is the number of high-quality 
solutions, and b2 is the number of diverse solutions. Assuming b = 20 % of the 
population‟s size, RefSet includes 20 solutions. First, the RSUM chooses b1 solutions 
with minimum energy values from the improved population to be included in RefSet. 
The other b2 solutions are ones having diverse energy values from the b1 solutions of 
high-quality (Laguna and Marti, 2003). 
After choosing b1 best solutions and inserting them in RefSet, the RSUM 
counts how many torsion angles (which are the phi, psi, omega, and chi1 to chi5) are 
different within
5 for each solution not chosen from the improved population and 
all the solutions already existing in RefSet (i.e. HQRefSet ). For every solution not 
chosen from the improved population, the minimum distance between this solution 
and all solution in high-quality RefSet is computed. Then, all unselected solutions in 
the improved population are sorted in decreasing order of minimum distances and the 
first b2 (most diverse) solutions having the highest minima are inserted into RefSet 
(i.e. DivRefSet). By keeping track of the minimum differences, we are able to 
maintain diversity. The RSUM is applied to the population generated by the IM and 
to each of the solutions output by the Solution Combination Method (SCM). Our 
improved SS algorithm‟s termination conditions rely on the members of the RefSet. 
The algorithm terminates in case there exist no new solutions to be inserted into 
RefSet. 
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Sort the improved population in increasing order of energy values 
Use the Reference Set Update Method to build a RefSet={x1,...,xb} 
with the best b solutions in P 
Create Refset array of size RefSetSize 
   For i=0 to (b/2-1) 
      HQRefSet[i]=P[i] 
   End for 
 
   For i=0 to (b/2-1) 
 
For each remaining unselected structure s' in P (call it 
P’, where P’=P-HQRefSet) 
 compute δ(s', s'') which is the count of the 
corresponding angles in the 2 structures s' and 
s'' that are different with + or - 5º angstroms, 
where s'' is a solution found in HQRefSet( or 
RefSet for i=0,…,9) 
 compute δ min(s')=the minimum distance between 
solution s' and all the solutions s'' in HQRefSet 
        End For 
 Sort remaining s’ in decreasing order of δ min(s') 
 
   End For 
 
   For i=0 to (b/2-1) 
 DivRefSet[i]=P’[i] 
   End For 
End For 
 
Fig.   3.4 Pseudo code for the RSUM 
 
 
 
3.6 Subset Generation Method 
 
The Subset Generation Method (SGM) operates on the reference set by 
generating subsets of its solutions as a basis for creating combined solutions later. 
56 
 
The SGM in our approach is subset type-1, which has two elements in the subsets. 
For this reason, the algorithm combines every possible pair of structures. The 
number of subsets is (b!/2!(b – 2)!), where b is the size of the RefSet. However, after 
the first iteration, previously combined structures are not allowed to be combined 
again. 
3.7 Solution Combination Method 
 
Our Solution Combination Method (SCM) incrementally adds the dihedral 
angle values, which are the phi, psi, omega, and chi1 to chi5 dihedral angles, of the 
amino acids from one of the two candidate solutions to the combined structure. This 
means that, for each amino acid position in the combined solution, the dihedral angle 
values from one of the candidate solutions are added and the potential energy 
function up to this position is computed. The SCM chooses the dihedral angle values 
that yield lower partial energy value for the combined structure. This process recurs 
until the dihedral angle values of all amino acids in the combined structure are 
specified. Fig. 3.5 shows an outline for the SGM and SCM. 
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Boolean NewSolutions=TRUE 
int Iteration=0 
double minRMSD = 1000000000000000000000000000000.0; 
   Do  
Subset Generation Method: 
Copy RefSet inorder to compare it with the improved one 
after each iteration 
  Declare  CombinedSolution array of size =PopSize 
        Apply the Subset Generation method of type subset type 1 
        int counter=0 
For i=0 to (b!/2!(b-2)!)-1 
Generate a possible pair of candidate solutions from 
RefSet( call it c1 and c2) 
Solution Combination Method: 
 
   Apply the solution Combination method to candidates 1 and   
2(i.e. to generate a combined solution c3) 
    For each AA in the c3 
      For each T in AA  
              Select the dihedral angle value from c1.AA 
              Calculate potential energy of the combined solution up 
              to the position of AA 
              Save the result in E1 
              Select the dihedral angle value from c2.AA 
              Calculate potential energy of the combined solution up 
              to the position of AA 
              Save the result in E2 
       If E1<E2  
                 Assign torsion angle value from candidate solution 
                 1 to the current torsion angle index 
       Else 
                 Assign torsion angle value from candidate solution 
                 2 to the current torsion angle index 
              End If 
      End For 
    End For 
End For 
// a new solution s is generated  
  Fig.   3.5 Pseudo code for the SGM and SCM 
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3.8 Summary of Improvements on Previous Work 
 
Several improvements are made to the recently developed SS adopted by 
Mansour et.al (2009), which are summarized by the following: 
 Using a randomization-based DGM instead of frequency-based 
memory method that restricts angles to frequent angles found in the 
PDB; 
 Applying a more efficient IM which considers three amino acids at a 
time, instead of one, in each iteration before checking for steric 
collision of atoms in the protein structure; 
 Checking for steric collision of atoms in the protein structure and not 
only for valid placement of atoms;  
 Using Ramachandran plot to generate values for phi and psi torsion 
angles as problem-specific knowledge in this Improvement Method; 
omega angle is assigned a random value between 173 and 180 degrees 
rather than 0 or 180 degrees. Chi angles are generated randomly to be 
between -180 and +180 degrees and are assigned to amino acids.  
 Inclusion of side chain atoms and not only backbone atoms; side chain 
atoms and corresponding chi angles were absent in Mansour et.al‟s 
(2009) work.  
 Employing modern CHARMM22 energy function, which takes into 
consideration the solvation energy term, rather than CHARMM19 
energy function;  
 Comparison of results with those generated by SQWRL, a statistical 
technique, PROTDES, recent software for PSP, and with 
CHARMM19 results. 
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Chapter 4 Empirical Results and Discussion 
 
4.1 Improvements to previous SS algorithm 
4.1.1 Methodology 
 
In our experiments, we use three proteins having structures that are defined in the 
Brookhaven database found in PDB (Bernstein et al., 1977). The subject proteins 
include Crambin, 1CRN, Repressor of Primer (1ROP), and Uteroglobin (1UTG). 
1CRN is a protein small in size, made up of 46 residues, and chiefly exists in plant 
seeds. It is extensively studied both in theory and experimentally. In 1979, Teeter 
and Hendrickson, showed that experimental methods can simply generate 3D 
structures for 1CRN. 1ROP is a protein composed of 56 amino acids that resides in a 
bacterium and is responsible for “regulating the number of copied genes in DNA 
molecules”. Repressor of Primer‟s role may be essential for studies of cancer 
prevention as the number of copied genes multiply in cancer cells (Cappuzzo et al., 
2005). 1UTG is a protein composed of 70 amino acids. It is explicit to “rabbits, 
hares, and picas” but its exact function is still unidentified (Dunkel et al., 1995). 
We evaluate our results by calculating the root mean square deviation (RMSD) 
that computes the average distance, expressed in Å, between the Cartesian 
coordinates of the atoms of the target and reference proteins. For this section, our 
RMSD calculation is based on the Cartesian coordinates of the Cα atoms of the two 
proteins and it ignores side chain atoms for comparison purposes. Given by (Carugo 
and Pongor, 2001), the RMSD is defined to be: 
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where the target protein is represented by a, the reference protein is represented by b, 
the position of an amino acid is i and n is the total number of Cα atoms. In this part 
of the work, we use CHARMM19 energy function and discard side chain atoms in 
the solution representation of the protein.  
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4.1.2 Empirical Results 
 
Table 4.1 displays the minimum RMSDs for 1CRN and 1ROP proteins. In order to 
demonstrate the improvements incorporated into SS, we compare our results with 
those of the initial SS algorithm reported in Mansour et al. (2009) described in 
Approach 1 of Table 4.1.The experimental results for Approach 3 indicate that the 
RMSD for 1CRN dropped from 9.43 Å to 9.04 Å, the RMSD for 1ROP decreased 
from 17.25 Å to 12.25 Å, and the RMSD for 1UTG dropped from 20.63 Å to 15.24 
Å. The execution time also considerably dropped by 2 hours for 1CRN, by 6 hours 
for 1ROP, and by almost 9 hours for 1UTG. This shows that Approach 2 represents 
an improvement in comparison with Approach 1 that was used in Mansour et al. 
(2009). This improvement is due to using randomization in the DGM instead of 
frequency-based memory and checking for valid placement of atoms after perturbing 3 
AAs in the IM. 
As for Approach 2, looping 1 time for the whole protein in Improvement 
Method proved to increase RMSD values for 1CRN from 9.04 Å to 10.26 Å, for 1ROP 
from 12.25 Å to 12.97 Å, and from 15.24 Å to 16.08 Å for 1UTG. Although it takes 
less time, this approach is not favorable. 
 Also, the results of Approach 4 show that our adopted Approach 3 gives 
better protein structures ( RMSD 9.04 Å vs. 9.24 Å, 12.25 Å vs. 12.32 Å, and 15.24 
Å vs. 15.50 Å) for lower execution times (470 vs. 341, 681 vs. 530, and 1103 vs. 901 
minutes). Thus, the sequential improvement of adjacent AAs (Approach 3) leads to 
better results than the improvement of a random selection of AAs. 
Approach 5 shows that including subset types 1 and 2 in the SCM generates 
solutions with somewhat lower RMSDs than other approaches that include only 
subset type1. But, more time is consumed to generate these results. Due to this time 
increase and the incomparable improvement in the protein structure, we, henceforth, 
do not include subset type 2 in the next experimental results. 
Approach 6 shows that including apply randomization in the DGM, looping 5 
times for whole protein, checking for steric collisions and valid placement of atoms after 
perturbing every 3 AAs in the IM, and using Ramachandran angles in the IM generates 
solutions with fairly lower RMSDs than Approach 3 (9.01 Å vs. 9.04 Å, 12.14 vs. 
12.25 Å, and 14.78 Å vs. 15.24 Å). Even though more time is consumed to generate 
these results when using Ramachandran angles in the IM, we use Ramachandran 
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angles and check for steric collisions in the IM in the next experimental results due to 
the verified improvement.  
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Table  4.1 RMSD values for Cα atoms including back-bone atoms and using CHARMM19 
PDBID 1CRN(NAA=46)  1ROP(NAA=56)  1UTG(NAA=70) 
Improvement Approach Time 
(min.) 
RMSD Time 
(min.) 
RMSD Time 
(min.) 
RMSD 
1:apply frequency-based memory 
in DGM, loop 5 times for whole 
protein & check for valid 
placement of atoms after perturbing 
every AA in IM, no Ramachandran 
angles in IM ( Mansour et al, 2009) 
540 9.43 900 17.25 1440 20.63 
2:apply randomization in DGM, 
loop 1 time for whole protein&  
check for valid placement of atoms 
after perturbing every AA in IM, 
no Ramachandran angles in IM 
354 10.26 538 12.97 909 16.08 
3: apply randomization in DGM, 
loop 5 times for whole protein & 
check for steric collisions & valid 
placement of atoms after perturbing 
3 AAs in IM, no Ramachandran 
angles in IM  
341 9.04 530 12.25 901 15.24 
4:apply randomization in DGM, 
loop 5 times for whole protein, 
apply random selection without 
replacement of AAs in IM, check 
for valid placement of atoms after 
perturbing every AA, no 
Ramachandran angles in IM 
470 9.24 681 12.32 1103 15.50 
5: loop 5 times for whole protein 
&check for valid placement of 
atoms after perturbing every AA in 
IM, no Ramachandran angles in 
IM, apply subset type 1 and subset 
type 2 in SCM 
414 9.035 620 12.21 1032 15.19 
6: Improved SS: Approach 3+ use 
Ramachandran angles in IM 
379 9.01 574 12.14 957 14.78 
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4.2 Inclusion of side chains 
 4.2.1 Methodology  
 
In this set of experiments, we add side chain atoms and their corresponding 
attributes to our solution representation, which were absent in the previous SS 
technique for PSP and are not always included in reported work on PSP, where only 
the backbone is included. CHARMM22 energy function, rather than CHARMM19, 
is employed and a randomization-based DGM is used instead of frequency-based 
memory. The IM adopted, in this set of experiments, considers three amino acids at a 
time, instead of one, in each iteration before checking for steric collision of atoms in 
the protein structure. It also uses Ramachandran plot to generate values for phi and 
psi torsion angles. In this IM, omega angle is assigned a random value between 173 
and 180 degrees rather than 0 or 180 degrees and chi angles are generated randomly 
to be between -180 and +180 degrees and are assigned to amino acids. For the 
experiments reported in Table 4.3, reference omega value is used. We evaluate our 
results by calculating the RMSD in five ways: 
1. RMSD includes the coordinates of all atoms generated by the improved SS. 
That is, n is equal to the total number of atoms in the subject protein. 
2. RMSD consists of the coordinates of all backbone atoms generated by the 
improved SS. That is, n is equal to the total number of backbone atoms in the 
subject protein.  
3. RMSD includes the coordinates of all backbone atoms generated by the 
improved SS and the coordinates of the side chain atoms from PDB. In this case, 
n is equal to the total number of atoms in the subject protein. 
4. RMSD includes only the coordinates of the Cα atoms generated by the improved 
SS and the coordinates of the side chain atoms from PDB. In this case, n is equal 
to the total number of atoms in the subject protein. 
5. RMSD includes only the coordinates of the Cα atoms generated by the improved 
SS, where n is equal to the total number of the Cα atoms. 
 4.2.2 Empirical Results 
 
 
Table 4.2 depicts the RMSDs resulting from the improved SS computed for 
different cases. The experimental results for Case 1 indicate that the RMSD for 
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1CRN increased from 9.01 Å to 9.39 Å, whereas the RMSD for 1ROP decreased 
from 12.14 Å to 11.52 Å, and the RMSD for 1UTG dropped from 14.78 Å to 13.56 
Å as compared to Approach 6 in Table 4.1. It is worthwhile mentioning that the 
improved SS used in Case 1 generated better solutions than those reported by 
Mansour et al. (2009) ( RMSD 9.39 Å vs. 9.43 Å, 11.52 Å vs. 17.25 Å, and 13.56 Å 
vs. 20.63 Å). This verifies that better solutions are generated using our improved SS 
and upon inclusion of the side chain atoms which is more effective when applied for 
larger proteins (small proteins as 1CRN did not show a significant improvement in 
RMSD value). 
The experimental results of Case 2 verify that the backbone folding is rather 
satisfactory as smaller RMSD values are obtained for the subject proteins. In this 
case, the solutions generated for 1CRN and 1ROP record an RMSD 4.65 Å and 4.21 
Å < 5 Å which indicates a moderately good fit. In addition the improved solution 
generated for 1UTG has RMSD 7.85 Å indicating a dubious relationship with the 
reference protein. The experimental results reported in Case 3 are further 
verification.  
As one can notice, the experimental results of Case 4 are comparable to those 
of Case 1 in which the RMSD includes the Cartesian coordinates of all backbone 
atoms from SS and not only Cα atoms. 
Case 5 in Table 4.2 points to the limitation of improved SS and the need for 
further future work. In this case, the RMSD values of the generated improved 
solutions are large when RMSD calculation includes the coordinates of all atoms. 
Table 4.3 shows the RMSDs resulting from the improved SS and using 
reference omega computed for different cases We can notice that the improved SS 
with reference omega angles generated solutions of  bit better RMSD values than 
those with random omega angles. In particular, RMSD for 1CRN is 9.17 Å, lower 
than 9.39 Å in Table 4.2. Moreover; RMSD for 1ROP is 11.28 Å, slightly less than 
11.53 Å reported in Table 4.2. RMSD for 1UTG dropped from 13.56 to 13.17 Å. 
This also proves our claim that including side chain atoms in the solution 
representation, using Ramachandran angles in the improved IM, and using the 
CHARMM22 energy model, is more effective.  
Moreover; by adding side chains, which largely contribute to the folding of a 
protein, in our work, more realistic protein conformations are produced. This is 
obvious with the prediction of 1CRN, 1ROP, and 1UTG structures depicted in Figs. 
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4.1, 4.2, and 4.3 respectively. Visualization results of the predicted protein structures 
are obtained using Molsoft ICM-Browser software (http://www.molsoft.com/) which 
takes a PDB file as input and outputs the 3D structure of the protein.   
 
 
Table  4.2 RMSDs resulting from the all-atom improved SS computed for different cases 
PDBID 1CRN(NAA=46, 
326 atoms) 
1ROP(NAA=56, 
420 atoms ) 
1UTG(NAA=70, 
547 atoms ) 
Case Time 
(min.) 
RMSD Time 
(min.) 
RMSD Time 
(min.) 
RMSD 
1:RMSD includes only the coordinates of 
the Cα atoms from ISS 
964 9.39 1059 11.52 1182 13.56 
2:RMSD includes only the coordinates of  
the Cα atoms from ISS + the coordinates 
of side chain atoms from PDB 
 4.65  4.21  7.85 
3:RMSD includes the coordinates of all 
backbone atoms from ISS + the 
coordinates of side chain atoms from 
PDB 
 9.19  8.30  10.21 
4:RMSD includes the coordinates of all 
backbone atoms from ISS 
 10.94  11.36  13.40 
5:RMSD includes the coordinates of all 
atoms from ISS 
 13.52  26.18  39.78 
 
 
 
66 
 
 
Table  4.3 RMSDs resulting from the improved SS and using reference omega computed for 
different cases 
Using Ramachandran angles in Improvement Method, Using reference Omega angles, Including 
side chain atoms 
PDBID 1CRN(NAA=46, 
326 atoms) 
1ROP(NAA=56, 
420 atoms ) 
1UTG(NAA=70, 
547 atoms ) 
Case Time 
(min.) 
RMSD Time 
(min.) 
RMSD Time 
(min.) 
RMSD 
1:RMSD includes only the coordinates of 
the Cα atoms from the ISS 964 9.17 1059 11.28 1182 
 
13.17 
 
2:RMSD includes only the coordinates of 
the Cα atoms from ISS + the coordinates 
of side chain atoms from the PDB 
 4.25  4.12  7.53 
3:RMSD includes the coordinates of all 
backbone atoms from ISS + the 
coordinates of the side chain atoms from 
the PDB 
 9.12  8.19  10.19 
4:RMSD includes the coordinates of all 
backbone atoms from ISS 
 10.16  11.27  13.17 
5:RMSD includes the coordinates of all 
atoms from the ISS 
 13.06  26.04  39.04 
 
 
Fig.   4.1 (a) Reference 1CRN vs. (b) predicted 1CRN structure 
 
(a) 
 
(b) 
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Fig.   4.2 (a) Reference 1ROP vs. (b) predicted 1ROP structure 
 
Fig.   4.3 (a) Reference 1UTG vs. (b) predicted 1UTG structure 
 
 
 
 
4.3 Using CHARMM22 Energy Model vs. CHARMM19, vs. 
SQWRL and vs. PROTDES 
 
 
(a) 
 
(b) 
 
(a) 
 
(b) 
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4.3.1 Methodology  
 
In this set of experiments, we compare results obtained from CHARMM22 
energy model with CHARMM19 energy model as well as with SCWRL and 
PROTDES software‟s results.  
To compare results of CHARMM19 with CHARMM22, a methodology similar 
to the one described in Section 4.2.1 is followed, That is, side chain atoms and their 
related features are added to our solution representation, CHARMM19 energy 
function is used, randomization-based DGM and improved IM are employed. The 
CHARMM19 energy function used here is the same as CHARMM22 energy 
function, excluding the solvation term. 
We also run SCWRL software, which takes a list of the 3D coordinates for the 
backbone atoms of our subject protein as input and generates a list of 3D coordinates 
for the side chain atoms. In this part of work, a list of the coordinates for the 
backbone atoms generated by our improved SS is given to SWRL as input. We 
evaluate the RMSD for both experiments by calculating the RMSD in five different 
ways, as mentioned in Section 4.2.1.  
Finally, we compare the RMSD results of the improved solution of 1HHK 
protein with PROTDES, which is a software permitting users to carry out their own 
protein design calculations using CHARMM22 energy function as well (Suárez, 
Tortosa, and Jaramillo, 2009). In this experiment, the subject protein is the human t-
lymphotropic virus 1HHK, composed of 9 amino acids, and the RMSD calculated 
includes only the Cα atoms from improved SS and the side chain atoms from PDB. 
  
4.3.2 Empirical Results 
 
Table 4.4 displays the RMSDs yielded by improved SS using CHARMM22 
vs. SCWRL. As one can notice, SCWRL yields comparable or faintly better RMSDs 
than improved SS for small proteins as 1CRN and 1ROP (RMSDs generated by 
SCWRL are 10.35 Å vs. 13.25 Å for 1CRN and 20.67 Å vs. 26.18 Å for 1ROP ) . 
But, for a large protein like 1UTG, our improved SS generates a solution of better 
RMSD value than SCWRL (39.04 Å vs. 53.20 Å). This proves that our improved SS 
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works better than SCWRL for large proteins, although SCWRL takes the Cartesian 
coordinates of backbones atoms as input while our improved SS does not.  
Table 4.5 presents the RMSDs yielded by the improved SS using CHARMM 
22 vs. CHARMM19. Obviously, CHARMM22 is proven to generate better improved 
solutions than CHARMM19. The solutions generated by CHARMM22 have smaller 
RMSD values, mainly for large proteins. To illustrate more, the RMSD calculated 
including only Cα atoms for 1ROP using CHARMM22 is 12.08 Å, less than 11.52 Å 
in CHARMM19.Moreover; the RMSD yielded using CHARMM22, for 1UTG 
solution , is 13.98 Å, slightly less than 13.56 Å using CHARMM19. This further 
verifies that our CHARMM 22 energy function performs better than CHARMM19.  
Table 4.6 shows the RMSD yielded by improved SS using CHARMM22 and 
improved SS vs. PROTDES for protein 1HHK. (Suárez, Tortosa, and Jaramillo, 
2009).  As one can note, our improved SS generated a better solution of lower 
RMSD value than the solution generated by PROTDES. The RMSD value obtained 
by our improved SS, calculated by including only Cα atoms from SS and the coordinates 
of the side chain atoms from PDB, is 1.31 Å lower than 2.5 Å, which is reported by 
PROTDES. Although it takes more time, our improved SS is proved to be more 
effective than PROTDES. 
Visualization results of the 1CRN protein structure predicted by CHARMM 
19 and SCWRL are displayed in Figs. 4.4 and 4.5, respectively.  
 
 
Table  4.4 RMSDs yielded by improved SS using CHARMM22 vs. SCWRL 
Using Ramachandran angles in Improvement Method, Including side chain atoms 
PDBID 1CRN(NAA=46, 
326 atoms) 
1ROP(NAA=56, 
420 atoms ) 
1UTG(NAA=70, 
547 atoms ) 
 SCWRL SS SCWRL SS SCWRL SS 
RMSD includes the coordinates of 
all atoms from ISS 
10.25 13.52 20.67 26.18 53.21 39.78 
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Table   4.5  RMSD yielded by improved SS using CHARMM22 vs. CHARMM19 
PDBID 1CRN(NAA=46 , 
326 atoms) 
1ROP(NAA=56, 
420 atoms ) 
1UTG(NAA=70, 
547 atoms ) 
Case CHARMM22 CHARMM19 CHARMM22 CHARMM19 CHARMM22 CHARMM19 
1:RMSD includes only the 
coordinates of the Cα atoms 
from the ISS 
9.39 9.0 11.52 12.08 
 
13.56 
 
13.98 
2:RMSD includes only the 
coordinates of the Cα atoms 
from ISS +the the coordinates 
of the side chain atoms from 
the PDB 
4.65 4.72 4.21 4.32 7.85 7.90 
3:RMSD includes the 
coordinates of all backbone 
atoms from ISS + the 
coordinates of the side chain 
atoms from the PDB 
9.19 9.53 8.30 8.98 10.21 11.24 
4:RMSD includes the 
coordinates of  all backbone 
atoms from the ISS 
10.94 11.98 11.36 12.23 13.40 15.36 
5:RMSD includes the 
coordinates of all atoms from 
ISS 
13.52 14.01 26.18 28.07 39.78 42.13 
 
Table  4.6 RMSD yielded by improved SS using CHARMM22 vs. PROTDES 
PDBID 1HHK(NAA=9 ,76 atoms) 
Experiment SS PROTDES 
RMSD includes only Cα atoms from SS + the 
coordinates of the side chain atoms from PDB 
1.31 2.5 
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4.4 Further Discussion of Results 
  
 In an attempt to check the energy values of the solutions contained in RefSet, 
Table 4.7 shows the energy values of solutions in the last HQRefSet as well as their 
RMSDs to the reference 1CRN. The energy of the solution generated havaing 
smallest RMSD is 60269 kcal/mol, less than the energy of the reference 1CRN 
obtained from PDB, which is 60297 kcal/mol. Table 4.8 shows the energy values of 
the solutions in the last HQRefSet and their RMSDs to the reference 1ROP. The 
energy of the solution generated having smallest RMSD is 78365 kcal/mol, whereas 
the energy of the reference 1ROP according to PDB is 79666 kcal/mol. Similarly, the 
solutions in the last HQRefSet and their energy values together with RMSDs to the 
reference 1UTG are shown in Table 4.9. For 1UTG protein, our improved SS 
generated a solution having smallest RMSD of energy 112809 kcal/mol, whereas the 
energy of the reference 1UTG in accordance with PDB is 113917 kcal/mol. This 
proves that CHARMM22 model is still not an accurate energy model for protein 
structure prediction since predicted proteins have lower energy values than the 
reference proteins. Furthermore, our improved SS algorithm is likely to produce 
better results with more accurate energy models. 
 
 
Fig.   4.4 1CRN structure predicted by 
CHARMM19 
 
 
Fig.   4.5 1CRN structure predicted by SCWRL 
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Table  4.7 Potential energy values and RMSDs for 1CRN in the last RefSet 
Solution Energy RMSD 
1 60118 14.672 
2 60253 10.453 
3 60269 9.119 
4 60284 13.276 
5 61098 16.853 
6 61125 12.745 
7 61238 14.274 
8 61256 10.203 
9 61376 9.459 
10 62549 15.621 
 
Table  4.8 Potential energy values and RMSDs for 1ROP in the last RefSet 
Solution Energy RMSD 
1 77002 19.983 
2 78154 17.378 
3 78293 17.174 
4 78365 8.195 
5 79824 9.432 
6 80532 13.092 
7 82937 18.603 
8 84682 12.253 
9 88365 14.742 
10 89412 19.321 
 
Table  4.9 Potential energy values and RMSDs for 1UTG in the last RefSet 
Solution Energy RMSD 
1 100124 15.264 
2 100298 13.861 
3 100893 19.472 
4 111293 14.253 
5 111792 12.136 
6 112809 10.194 
7 113974 11.952 
8 128760 15.747 
9 129893 14.142 
10 130209 19.12 
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Chapter 5 Conclusion and Future Work 
 
We have presented an improved scatter search algorithm that aims to predict 
3D structures of proteins. Given a sequence of amino acids, the algorithm generates 
3D structures for all the atoms for the backbone as well as the side chains. We 
applied improvements to a recently developed SS algorithm by using a 
randomization-based DGM, making the Improvement Method more effective, 
including validity and feasibility tests, and using Ramachandran plot to generate 
values for phi and psi torsion angles as problem-specific knowledge in the 
Improvement Method. We also included side chain atoms, and not only back-bone 
atoms, in the solution representation and used a modern force field energy model, 
CHARMM22. Our results were compared with those generated by SCWRL, 
PROTDES, and CHARMM19 energy models. 
We have evaluated our improved SS algorithm on three proteins, taken from 
the PDB by calculating the structural difference of the target protein generated by the 
improved SS algorithm with respect to the reference structure of the PDB. For the 
three subject proteins used in our empirical work, our improved SS algorithm was 
able to generate structures with lower RMSD values than those reported in the recent 
work of Mansour et al. (2009). Also, with the inclusion of side chain atoms, our 
improved SS generated better solutions than those of the PROTDES approach and 
those of SCWRL (for larger proteins). Furthermore; using CHARMM22 in our 
improved SS algorithm showed a clear advantage of this energy model in 
comparison with CHARMM 19.  
However, our work has limitations. The major limitation is the inaccuracy of 
the energy function representing protein structures. The simplifying assumptions 
which we use increase the inaccuracy of the energy function. Further future work can 
focus on using more precise energy functions. Another possible future work is to 
compare our improved SS algorithm with other energy models and techniques such 
as ROSETTA, UNRES, and LINUS. Moreover; using subset types 1 and 2 in the 
Solution Combination Method generated somewhat better protein structures, which 
we unfortunately ignored since they require extensive execution time. Thus, another 
promising future work would consider using subset types 1 and 2 in the Solution 
Combination Method. Since our improved SS algorithm requires an extensive 
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execution time, a parallel version of the algorithm can be developed to speed up the 
execution time. Finally, we need to address the discontinuities we obtained in the 
protein structures that are evident in the visualized results.  
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