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Abstract
We introduce a class of projected entangled pair states (PEPS) which
is based on a group symmetry twisted by a 3-cocycle of the group. This
twisted symmetry gives rise to a new standard form for PEPS from which
we construct a family of local Hamiltonians which are gapped, frustration-
free and include fixed points of the renormalization group flow. Moreover,
we advance the classification of 2D gapped quantum spin systems by
showing how this new standard form for PEPS determines the emergent
topological order of these local Hamiltonians. Specifically, we identify their
universality class as Dijkgraaf-Witten topological quantum field theory
(TQFT).
1 Introduction
1.1 Background
A central topic in condensed matter physics is understanding the universality
classes of Hamiltonians with an energy gap above their ground state(s). Here two
physical systems are defined to be in the same universality class if they can be
connected by a smooth path of gapped local Hamiltonians (i.e. by quasi-adiabatic
evolution) [1, 2].
Recently, in 1D a complete classification of gapped quantum spin systems
has been obtained using matrix product states (MPS) [3] and their parent
Hamiltonians [4]. This remarkable achievement has largely been possible for
the following reasons: there is an area law for the entanglement entropy of
gapped quantum spin chains [5, 6], there is a normal form for MPS [7], and
most importantly, there is no intrinsic topological order in 1D, only symmetry
protected topological order. In other words, in the absence of (physical) symmetry
all ground states of gapped quantum spin chains are equivalent to product states
under quasi-adiabatic evolution.
In 2D the situation turns out to be much more intricate. First and foremost,
there is both intrinsic [8, 9, 10, 11, 12, 13, 14] and symmetry protected topological
order [15, 16, 17, 18, 19], as well as nontrivial blends of these kinds of order [20,
21]. Second, there is no area law for gapped quantum spin systems in 2D (or
higher) which follows from the gap alone. Third, proving the very existence of a
gap is notoriously hard in 2D. Finally, tensor network methods generalizing MPS
to 2D, like projected entangled pair states (PEPS), turn out to be considerably
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more challenging than in 1D, if only because contracting PEPS is not efficient in
general [22] and a condition known as injectivity does not automatically imply a
gap for the parent Hamiltonian of a PEPS. As far as understanding universality
classes is concerned the lack of a normal form for PEPS (or for any other local
description of ground states) arguably poses the most formidable challenge.
Much more can be said once we restrict our attention to a remarkable class
of 2D quantum spin systems in which the gap is provably stable against any
small enough perturbation [23, 24]. In fact, this unconditional stability under
quasi-adiabatic evolution may be taken as a definition of intrinsic topological
order. It then follows that a whole range of low energy features, both local and
global, will also survive the perturbation, i.e. are characteristic of the universality
class. Unfortunately, locally computable invariants of the ground states [23, 25,
26] reveal only partial information about the kind of topological order [27]. Not
surprisingly, global invariants [28, 29] are potentially much more valuable for
identifying the universality class of a system. Along these lines, representations
of the modular group [10] are believed to completely describe intrinsic topological
order, and compelling numerical evidence [13, 30, 31, 32] suggests that these are
indeed stable. However, it is far from clear how these global invariants emerge
from the microscopic interactions, or from a yet to be discovered local normal
form for low energy states. As far as PEPS are concerned, a first step towards
solving this problem has been made by studying PEPS with a virtual group
symmetry and a certain standard form derived from it [33].
In this article we generalize this approach and present a) a large subclass of
PEPS which is based on a new standard form and b) a continuous family of
corresponding parent Hamiltonians which are gapped, frustration-free and include
fixed points of the renormalization group flow. We advance the classification of
2D gapped quantum spin systems by showing how this new standard form for
PEPS determines the emergent topological order in the system.
1.2 Results
More precisely, our new standard form for PEPS fits into the existing picture as
follows. Decompose any PEPS tensor A as A = QW where Q is positive and W
is a partial isometry, called the isometric form in [4]. A major part of classifying
all PEPS consists in identifying all possible isometric (or standard) forms W in
order to eventually obtain a complete normal form for PEPS. The only standard
forms W identified so far are the block-diagonal and the G-isometric form where
G is a finite group [4]. While the former standard form describes some kind of
local symmetry breaking, the latter describes the universality class of quantum
double models D(G) [34]. Here we extend the virtual group symmetry underlying
the G-isometric standard form [33] to a twisted virtual group symmetry where
the twist ω is a 3-cocycle of the group G. As our first main result we obtain
the subclass of (G,ω)-injective tensors together with the new (G,ω)-isometric
standard form for PEPS.
Furthermore we employ this new standard form for PEPS to construct a
continuous family of gapped, frustration-free Hamiltonians whose interaction
terms do not commute. Nevertheless we can show rigorously that this family
lies in the universality class of twisted gauge theory (twisted quantum double
models) [35, 36, 37, 38]. We proceed in three steps. First, we show that the parent
Hamiltonian of an arbitrary (G,ω)-injective PEPS on a torus has a ground state
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degeneracy which is given by the number of so called cω-regular pair conjugacy
classes of G. Second, we show that parent Hamiltonians of (G,ω)-isometric
PEPS describe time slices in Dijkgraaf-Witten topological quantum field
theory (TQFT) [35], only depend on the cohomology class of the twist ω, and
have commuting projections as interaction terms. This clearly identifies the
above universality class. Finally, we use quasi-adiabatic evolution to lift all
interesting features of the fixed point Hamiltonians of the previous step to the so
called almost (G,ω)-isometric PEPS. As our second main result, this procedure
yields the desired family of gapped, frustration-free Hamiltonians whose intrinsic
topological order is determined by our new standard form for PEPS.
1.3 Structure
This article is structured as follows. In Section 2 we introduce (G,ω)-injective
tensors via a virtual symmetry expressed as matrix product operators (MPO).
We also study the space of quantum states that emerges from arbitrary (G,ω)-
injective tensors on a torus within the usual PEPS formalism. In Section 3 we
construct the parent Hamiltonians corresponding to (G,ω)-injective tensors. In
Section 4 we identify our new (G,ω)-isometric standard form for PEPS and
study the properties of their parent Hamiltonians. In Section 5 we turn to almost
(G,ω)-isometric tensors and obtain the desired family of gapped, frustration-free
Hamiltonians. We conclude with a discussion and an outlook on open questions
in Section 6.
2 Twisted Injectivity
2.1 Branched Tensors
Definition 1 (Branched polygon). A branching structure on a polygon is an
acyclic orientation of its edges.
Definition 2 (Branched tensor). Let G be a finite group and p be an n-
polygon with a branching structure. A branched tensor (Ai) is a tensor with
elements (Ai)α1...αn ∈ C for αk ∈ G and i = 1, . . . , N together with the branching
structure of p.
For reasons to be become clear later we will usually duplicate each index αk.
For example, this gives a particular branched triangle tensor:
:= (Ai)α1α2α3 . (1)
Given a branched tensor (Ai)α1...αn , we may naturally associate with it the
linear map
A :=
∑
i
∑
αk∈G
(Ai)α1...αn |i〉〈α1, . . . , αn|
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from the virtual space CG ⊗ · · · ⊗ CG to the local physical space Hp (of the
polygon p). We will use
Lp := im(A)
to denote the physical subspace generated from the virtual level.1 Frequently we
will also consider branched tensors (A˜i)α1...αn in order to describe linear maps
from the local physical space to the virtual space:
A˜ :=
∑
i
∑
αk∈G
(A˜i)α1...αn |α1, . . . , αn〉〈i|.
As is customary, we will usually not distinguish between the tensors and their
corresponding maps.
2.2 Twisted Symmetry as Matrix Product Operator
We first define a twisted group action on the virtual boundary of a branched
tensor in terms of an MPO.
Definition 3 (Twisted symmetryMPO). Let ω ∈ H3(G,U(1)). For each g ∈ G
the tensors Tω+(g) and Tω−(g) whose only non-vanishing elements read
:= ω(αβ−1, β, g)−1, (2)
:= ω(βα−1, α, g), (3)
respectively define an MPO V ω(g) acting on the virtual boundary of a branched
tensor via
〈α1, . . . , αn|V ω(g)|β1, . . . , βn〉 := . (4)
Remark 1. We can write the MPO V ω(g) in a slightly different way so that its
“input” and “output” become more apparent:
= . (5)
1While we may always choose Hp = Lp to make A surjective locally we will have Lp∪p′ (
Hp∪p′ once we contract tensors (Ai) and (Bj) corresponding to p and p′.
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This naturally extends to all other branched polygons beyond the one shown
here.
Proposition 1. The MPOs {V ω(g) | g ∈ G} form a unitary representation
of G.
Proof. We may assume that the MPO acts on the virtual boundary of the
branched triangle tensor (1) without loss of generality. Suppressing duplicate
indices we have
V ω(g) =
∑
α,β,γ∈G
ω(γα−1, αg−1, g)
ω(βα−1, αg−1, g)ω(γβ−1, βg−1, g) |αg
−1, βg−1, γg−1〉〈α, β, γ|.
(6)
From the 3-cocycle relation (52) it is not difficult to show that V ω(g1)V ω(g2) =
V ω(g1g2) for all ω and gi ∈ G.
Finally we obtain
V ω(g−1) =
∑
α,β,γ∈G
ω(γα−1, αg, g−1)
ω(βα−1, αg, g−1)ω(γβ−1, βg, g−1) |αg, βg, γg〉〈α, β, γ|
=
∑
α,β,γ∈G
ω(βα−1, α, g)ω(γβ−1, β, g)
ω(γα−1, α, g)
ω(γα−1, α, e)
ω(βα−1, α, e)ω(γβ−1, β, e)
|αg, βg, γg〉〈α, β, γ|
=
∑
α,β,γ∈G
ω(βα−1, α, g)ω(γβ−1, β, g)
ω(γα−1, α, g) |αg, βg, γg〉〈α, β, γ|
= V ω(g)†
for any ω and g ∈ G. Here we repeatedly used (52) to derive
ω(γα−1, α, e)
ω(βα−1, α, e)ω(γβ−1, β, e) =
1
ω(β, e, e)ω(β−1, β, e) =
1
ω(e, β, e) = 1.
The last equality is indeed true because every 3-cocycle ω is equivalent to a
normalized 3-cocycle ω˜ for some 2-cochain φ, hence:
ω(e, β, e) = ω˜(e, β, e) φ(e, β)φ(β, e)
φ(e, β)φ(β, e) = 1.
Corollary 1. Let n be the length of the virtual boundary. The map
Pω := 1|G|
∑
g∈G
V ω(g) (7)
is a Hermitian projection onto the (G,ω)-symmetric subspace with rank |G|n−1.
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Definition 4 (Virtual symmetry). A branched tensor (Ai) is called (G,ω)-
symmetric if
= (8)
for all g ∈ G, or equivalently, if
APω = A (9)
where the underlying branching structure of Pω is that of the virtual boundary
of A.
We can contract branched tensors along common boundary edges (by con-
tracting the respective virtual indices), as long as those edges have the same
orientation.
Lemma 1 (Concatenation of twisted symmetry). Any contraction (Pij...) :=
(AiBj . . . ) of compatible (G,ω)-symmetric tensors (Ai), (Bj), . . . is again
(G,ω)-symmetric and the twisted symmetry MPO only depends on the virtual
boundary of P .
Proof. Let us first focus on two (G,ω)-symmetric triangle tensors (Ai) and (Bj)
contracted along a common oriented edge. Without loss of generality we assume
(Pij) = (AiBj) = (10)
and leave the orientation of the boundary edges implicit. Using the (G,ω)-
symmetry of the individual tensors and the identity
= (11)
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we obtain
(Pij) = =
where all virtual symmetry tensors are of type (g, ω). Note that (11) equally
holds for a downward interior edge and arbitrarily oriented boundary edges. This
is because the only virtual symmetry tensors that depend on the orientation of
the interior edge are the upper left and lower right ones. It is not difficult to see
that these always cancel.
Let us now show that the virtual symmetry only depends on open indices
at the virtual boundary. Suppressing irrelevant edge orientations we have the
identity
= (12)
because the two leftmost virtual symmetry tensors always cancel. It is immedi-
ately clear that this also holds for a downward interior edge as well as arbitrarily
oriented boundary edges.
Without loss of generality we may now assume that the contracted ten-
sor (Pijk) has the form
(13)
After applying the (G,ω)-symmetry to each triangle tensor individually we can
push the virtual symmetry to the boundary by employing (11) twice, followed
by one application of (12). This easily generalizes to arbitrary contracted
tensors P .
Definition 5 (Twisted injectivity). A (G,ω)-symmetric tensor (Ai) is called
7
(G,ω)-injective if there exists a tensor (A˜i) such that
∑
i
= 〈α′, β′, γ′|Pω|α1, α2, α3〉, (14)
or equivalently,
A˜A = Pω (15)
where the underlying branching structure of both A˜ and Pω is that of the virtual
boundary of A.
Lemma 2 (Concatenation of twisted injectivity). Any contraction (Pij...) :=
(AiBj . . . ) of compatible (G,ω)-injective tensors (Ai), (Bj), . . . is again (G,ω)-
injective.
Proof. It suffices to prove the claim for two (G,ω)-injective triangle tensor (Ai)
and (Bj) contracted along a common oriented edge as in (10). Setting
(P˜ ij)α1...α4 := |G|
we obtain
P˜P ' |G|
∑
j,k
= 1|G|
∑
g,h∈G
= 1|G|
∑
g∈G
8
Figure 1: The closure tensor elements 〈α1, . . . , α4|M〉, 〈α1, . . . , α4|P 〉 and
〈α1, . . . , α4|Q〉.
= 1|G|
∑
g∈G
= Pω
where we used (14) in the second step and (11) in the last one.
2.3 Closure on a Torus
There are different ways to close a (minimal) torus and obtain a quantum state:
|ψ(M)〉 :=
∑
j,k
|j, k〉, (16)
|ψ(P )〉 :=
∑
j,k
|j, k〉, (17)
|ψ(Q)〉 :=
∑
j,k
|j, k〉. (18)
We are interested in states whose closure cannot be “detected” locally. In
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other words, we would like to study those states which can be simultaneously
expressed using any of the possible closures.
Definition 6. For all α, g, h ∈ G with hg = gh let λX(α; g, h) ∈ C. Define
tensors M(g, h), P (g, h) and Q(g, h) by
〈α, αg, αgh, αh|M(g, h)〉 := λM (α; g, h), (19)
〈α, αg, αgh, αh|P (g, h)〉 := λP (α; g, h), (20)
〈α, αg, αgh, αh|Q(g, h)〉 := λQ(α; g, h), (21)
all other elements being zero.
Remark 2. So far we have only specified which tensor elements do not vanish,
but left their actual value completely undetermined. In particular, we have not
specified any relation between the three functions λX . We will do so in due
course.
Lemma 3.
{|ψ(M)〉 |M} ∩ {|ψ(P )〉 | P} ∩ {|ψ(Q)〉 | Q}
= span
{∣∣ψ(M(g, h))〉 ∣∣ g, h ∈ G ∧ hg = gh}. (22)
Proof. Without loss of generality we study a minimal torus consisting of two
(G,ω)-injective triangle tensors (Aj) and (Bk).
Let us first show that the right hand side is contained in the left hand side.
Indeed, given the closure tensor M(g, h) we have
= =
if we set
λQ(α; gh−1, h) := λM (α; g, h)
ω
(
(h−1)α, αg, h
)
ω
(
(gh−1)α, α, h
)
ω
(
(g−1)α, αg, h
) .
Similarly one can show that
∣∣ψ(M(g, h))〉 = ∣∣ψ(P (g, g−1h))〉 for some appropri-
ately chosen λP (α; g, h).
Now we want to show that the left hand side is contained in the right
hand side. We may assume that all closure tensors M , P , and Q are (G,ω)-
symmetric, i.e. Pω |X〉 = |X〉, because the triangle tensors are. Suppose
|ψ(M)〉 = |ψ(P )〉 = |ψ(Q)〉 for some closures M , P and Q. We can access the
closure M and express it in terms of P by applying a certain “inverse” map to
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|ψ(M)〉 = |ψ(P )〉. Then we obtain
〈α, β, γ, δ|M〉 = 1|G|
∑
g∈G
= |G|
∑
j,k
= |G|
∑
j,k
= 1|G|
∑
g,h∈G
δαh,βg δγg,δh
=
∑
h∈G
δβ,αh δγ,δh
ω(αβ−1, β, h)ω(βδ−1, δ, h)
ω(αδ−1, δ, h)
1
|G|
∑
g∈G
ω(αβ−1, βh, g)ω(βhγ−1, γ, g)
ω(αhδ−1, δ, g)ω(δγ−1, γ, g) 〈αhg, βhg, γg, δg|P 〉
=
∑
h∈G
δβ,αh δγ,δh
ω(αβ−1, β, h)ω(βδ−1, δ, h)
ω(αδ−1, δ, h) 〈αh, βh, γ, δ|P 〉.
(23)
We would like to express the closure P in terms of Q now. This can be
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achieved by applying a slightly different “inverse” map to |ψ(P )〉 = |ψ(Q)〉:
〈α, β, γ, δ|P 〉 = |G|
∑
j,k
= |G|
∑
j,k
= 1|G|
∑
g,h∈G
δαh,δg δβh,γg
=
∑
h∈G
δδ,αh δγ,βh
ω(αβ−1, β, h)ω(βγ−1, γ, h)
ω(αγ−1, γ, h) 〈αh, α, γ, γh|Q〉.
(24)
Finally, we would like to express Q in terms of M . As before, we can do this
by applying a certain “inverse” map to |ψ(Q)〉 = |ψ(M)〉:
〈α, β, γ, δ|Q〉 = |G|
∑
j,k
12
= 1|G|
∑
g,h∈G
δγh,βg δδh,αg
=
∑
g∈G
δγ,βg δδ,αg
ω(βγ−1, γ, g)
ω(αγ−1, γ, g)ω(βα−1, α, g) 〈α, βg, γg, δ|M〉. (25)
Substituting (24) and (25) in (23) we obtain
〈α, β, γ, δ|M〉 =
∑
g,h∈G
δhg,gh δβ,αg δγ,αgh δδ,αh 〈α, αg, αgh, αh|M〉. (26)
In other words, we have found that any (G,ω)-symmetric closure tensor M must
obey the condition T |M〉 = |M〉 where the projection T is given by
T :=
∑
g,h∈G
δhg,gh
∑
α∈G
|α, αg, αgh, αh〉〈α, αg, αgh, αh|. (27)
Thus |M〉 lives in the common eigenspace2 of the two projections Pω and T :
T Pω|M〉 = |M〉 = PωT |M〉. (28)
It is not difficult to verify that the vectors
|M(g, h)〉 =
∑
α∈G
λM (α; g, h) |α, αg, αgh, αh〉 (29)
span the image of the projection T independently of their coefficients λM (α; g, h).
Indeed, one has T |M(g, h)〉 = |M(g, h)〉 and 〈M(g, h)|M(g′, h′)〉 = δg,g′ δh,h′ |G|.
Since the projection Pω will be applied by the triangle tensors automatically, we
are done.
Definition 7 (c-regularity). Let c be a twisted 2-cocycle on a finite group G.
1. A pair (g, h) ∈ G×G is called c-regular if h ∈ Z(g) and cg(h, x) = cg(x, h)
for all x ∈ Z(g, h).
2. A pair conjugacy class C(g, h) = {(gt, ht) | t ∈ G} is called c-regular if
(g, h) is a c-regular pair.
Remark 3. This definition of a c-regular pair conjugacy class is well-defined: if
the representative (g, h) is a c-regular pair, then so are all other pairs (gt, ht)
2Note that the projections Pω and T do not necessarily commute in the entire vector space
of closures, however, they do commute in their common eigenspace (trivially).
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[Lemma 6]. Furthermore, if the twisted 2-cocycle c′ differs from c by a twisted
2-coboundary
(dg)(x, y) :=
g(x)x−1gx(y)
g(xy)
(30)
then (g, h) is a c-regular pair if and only if it is c′-regular [Lemma 7]. Hence
the notion of a c-regular pair conjugacy class only depends on the (twisted)
cohomology class of c. Obviously, hg = gh holds for any c-regular pair (g, h).
Thus if the (twisted) cohomology class of c is trivial then the above definition
reduces to the commuting pair conjugacy classes of [33].
Let us now focus on the particular twisted 2-cocycle cω which we obtain from
the original 3-cocycle ω by setting
cωg (x, y) :=
ω(g, x, y)ω(x, y, xyg)
ω(x, xg, y) . (31)
One can easily check that ω′ ∼ ω as 3-cocycles implies cω′ ∼ cω as twisted
2-cocycles [Lemma 8], however, the converse is not true3.
Also one has that (g, h) is a cω-regular pair if and only if (h, g) is, hence the
definition is symmetric [Lemma 9].
Proposition 2. A basis of the closure space of (G,ω)-injective tensors on a
minimal torus corresponds bijectively to cω-regular pair conjugacy classes C(g, h).
Proof. We will verify the claim in three steps. First, we choose certain coeffi-
cients λM (α; g, h) such that the virtual (G,ω)-action on the closure states |M(g, h)〉
becomes particularly simple. As noted above this does not affect the space
spanned by the |M(g, h)〉 at all (but merely yields different spanning sets for
the image of T ). Second, we will use these particular states to build man-
ifestly (G,ω)-symmetric closure states |M ′(g, h)〉, i.e. implement the second
projection Pω explicitly. Third, we will show that any two such states from
pairs (g, h) and (gt, ht) are identical, that they vanish unless (g, h) is a cω-regular
pair and that states from distinct cω-regular pair conjugacy classes are linearly
independent.
For the first step it will be convenient to set
λM (α; g, h) :=
ω(α, g, h)ω
(
(g−1)α, αg, h
)
ω(α, h, g)ω
(
(h−1)α, αh, g
) (32)
for all hg = gh. Indeed, for this choice we can show that
V ω(s) |M(g, h)〉 = ηg(h, s) |M(gs, hs)〉 (33)
holds for any s ∈ G. Here we defined for all x ∈ Z(g) and y ∈ G
ηg(x, y) :=
cωg (y−1, xy)
cωg (x, y−1)
= ω(g, y
−1, xy)ω(y−1, xy, gy)ω(x, g, y−1)
ω(g, x, y−1)ω(y−1, gy, xy)ω(x, y−1, gy) . (34)
The validity of (33) can be seen from the non-vanishing matrix elements
〈α, αgs, α(gh)s, αhs|V ω(s)|M(g, h)〉 = µ(α; g, h, s)λM (αs; g, h)
3For example, all nontrivial 3-cocycles of Zn, Zn × Zn and Dm for m odd yield trivial
2-cocycles cω ∼ 1.
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where
µ(α; g, h, s) =
ω
(
(g−1)αs, αgs, s
)
ω
(
(h−1)αs, α(gh)s, s
)
ω
(
(h−1)αs, αhs, s
)
ω
(
(g−1)αs, α(gh)s, s
) ,
and the fact that
µ(α; g, h, s)λM (αs; g, h)
λM (α; gs, hs)
= ηg(h, s)
[Lemma 12].
As a second step, we may simply use (33) in order to apply the second
projection Pω and obtain the manifestly (G,ω)-symmetric states
|M ′(g, h)〉 := 1|G|
∑
s∈G
ηg(h, s) |M(gs, hs)〉. (35)
Turning to the third step, we find that
|M ′(gt, ht)〉 = 1
ηg(h, t)
|M ′(g, h)〉
for all t ∈ G [Lemma 10], hence all states within the same commuting pair
conjugacy class are identical. As a trivial consequence, should |M ′(g, h)〉 vanish
for a certain commuting pair (g, h) then it does so for the entire pair conjugacy
class C(g, h). But are there states |M ′(g, h)〉 which actually vanish? We obtain
〈M ′(g, h)|M ′(j, k)〉 =
∑
s∈G
1
ηg(h, s)
δj,gs δk,hs (36)
for all hg = gh and kj = jk [Lemma 10]. In particular, we have the norm
∥∥|M ′(g, h)〉∥∥2 = ∑
s∈Z(g,h)
1
ηg(h, s)
=
{
|Z(g, h)| if (g, h) is cω-regular,
0 else,
where the last equality follows from [35, 38]. In other words, the state |M ′(g, h)〉
vanishes unless the pair (g, h) is cω-regular. Hence focussing on cω-regular
pairs (g, h) and (j, k) it is obvious from (36) that closure states from distinct
cω-regular pair conjugacy classes are orthogonal, thus linearly independent.
Theorem 1 (Closure space). A basis of the closure space of (G,ω)-injective
tensors on an arbitrary torus corresponds bijectively to cω-regular pair conjugacy
classes C(g, h).
Furthermore, the dimension of this closure space only depends on the twisted
cohomology class of cω.
Proof. We first show the analogue of Lemma 3. Define the “cross” tensor m(g, h)
by
λm(α, β, γ; g, h) := :=
ω(α, g, h)
ω(α, h, g)
ω(βg−1α−1, αg, h)
ω(αγ−1, γ, g) , (37)
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Figure 2: The closure tensors M0(g, h) and M1(g, h).
Figure 3: The (G,ω)-action on the closure state |M0(g, h)〉.
with all other elements being zero. Note that this tensor depends on the
orientation of the virtual boundary at the input side of each MPO ring. It is
possible to define this tensor consistently for other orientations than the one
shown here.
We can evaluate the elements of the closure tensor M0(g, h) in Figure 2 by
contracting its building blocks. Let us call the result λM0(α0, α1, α2; g, h). Using
the twisted virtual symmetry one may check that M0(g, h) can be deformed
freely to other closure tensors like M1(g, h) without any change to its building
blocks. Similarly, one can define P - and Q-like closures and show that any
closure can be deformed freely into any other, for any fixed cellulation of the
torus with (G,ω)-injective tensors. This proves the ⊃ part. We leave the ⊂ part
to the reader.
We now extend Proposition 2, i.e. we show that the (G,ω)-action on the
closure states of an arbitrary torus is identical to (33), which immediately yields
the claimed basis of the closure space. Without loss of generality, consider the
closure state
|M0(g, h)〉 =
∑
αi∈G
λM0(α0, α1, α2; g, h) |α0, α1, α0g, α2g, α0gh, α1h, α0h, α2〉,
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see Figure 2. Applying the twisted virtual symmetry as in Figure 3 one may
show that
〈α0, α1, α0gs, α2gs, α0(gh)s, α1hs, α0hs, α2|V ω(s)|M0(g, h)〉
λM0(α0, α1, α2; gs, hs)
= ηg(h, s),
which indeed implies (33). We can then construct the symmetric closure
states {|M ′0(g, h)〉} and select a basis like in Proposition 2.
Remark 4. Observe that we can obtain a closure of the minimal torus from the
“cross” tensor m(g, h) via
= λm(α, α, αh; g, h) = λM (α; g, h).
This illuminates our particular choice of coefficients in the proof of Proposition 2.
Example 1. Let G = Z2×Z2×Z2 and Lω the closure space of (G,ω)-injective
tensors on a torus. There exists a 3-cocycle ω such that
dimLω = 22 < |G|2 = dimL.
This clearly shows that the closure space of (G,ω)-injective tensors may be
significantly smaller than the one for G-injective tensors, i.e. the untwisted
case.
3 Parent Hamiltonians
Any PEPS |ψ〉 whose local tensor for region R is (Ai) has a reduced density
operator ρR with supp(ρR) ⊂ LR. It is then clear that every Hamiltonian
H =
∑
v
hv (38)
where hv ≥ 0 acts on the region Rv, i.e. all polygons around the vertex v
of the cellulation, is a parent Hamiltonian of the PEPS |ψ〉 if Lv ⊆ ker(hv).
Furthermore, such a Hamiltonian is frustration-free, i.e. hv |ψ〉 = 0.
In order to grow local ground states into global ground states while keeping
their properties under tight control we need the following result.
Theorem 2 (Intersection). Let R1 and R2 be regions with a nontrivial intersec-
tion R = R1 ∩ R2. Let (Ai), (Bj), (Ck) be compatible (G,ω)-injective tensors
such that the contraction (AiBj) corresponds to R1, (BjCk) to R2 and Bj to R.
Then
(LR1 ⊗HR2\R) ∩ (HR1\R ⊗ LR2) = LR1∪R2 . (39)
17
Figure 4: Intersecting regions R1 and R2 corresponding to (G,ω)-injective
tensors (AiBj) and (BjCk) respectively. Each such region Rv is naturally
associated with a vertex v of the cellulation.
Proof. Without loss of generality let us focus on regions Rv as shown in Figure 4.
We will only prove the ⊂ part of the claim since the other inclusion is obvious.
Let ttr(Ai, Bj , Ck, Z) denote the element of the contracted tensor of Figure 4.
Then we clearly have
LR1∪R2 =
{∑
i,j,k
ttr(Ai, Bj , Ck, Z) |i, j, k〉
∣∣∣ Z}, (40)
and
LR1 ⊗HR2\R1 =
{∑
i,j,k
|i, j, k〉
∣∣∣∣∣ Xk
}
,
(41)
HR1\R2 ⊗ LR2 =
{∑
i,j,k
|i, j, k〉
∣∣∣∣∣ Yi
}
. (42)
As before we may assume that (Xk), (Yi) and Z are (G,ω)-symmetric. In order
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to simplify notation set
〈α1, . . . , α6|Xk〉 := .
Intersecting the subspaces (41) and (42) we obtain
〈α1, . . . , α6|Xk〉
=
∑
i,j
=
∑
i,j
=
∑
i,β
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=
∑
i,β
=
∑
i,β
= 〈α1, . . . , α6|(CkZ)〉
where we defined Z via
〈α1, . . . , α8|Z〉 :=
∑
i,β
.
Now if the local kernels of the Hamiltonian coincide with the local subspaces
generated by the tensors, i.e. ker(hv) = Lv, then Theorem 2 ensures that no
undesired states occur in the (local) ground state space as we grow a region Rv
step by step until we cover the whole surface. Hence on a torus the ground
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states of such a parent Hamiltonian are exactly given by the closure space of
Theorem 1.
4 Twisted Isometry
4.1 Standard Form
As has been observed in [4, 39], any PEPS tensor can be decomposed into a
partial isometry W and a deformation Q. In the context of twisted virtual
symmetry this means
Lemma 4. Every (G,ω)-injective tensor A can be written as
A = QPω (43)
where Q is a positive map.
Proof. We may restrict the map A : CG⊗ · · · ⊗CG→ H to A : im(Pω)→ H so
that A = APω. Then A is clearly invertible. The polar decomposition A = UQ
with Q =
√
A†A positive and U = AQ−1 unitary then yields A ' QPω because
we are free to ignore local unitaries at the physical level.
Definition 8 (Standard form). The projection Pω is called the (G,ω)-isometric
standard form.
Let us focus on (G,ω)-isometric tensors A for the moment.
4.2 Dijkgraaf-Witten Form
The concept of (G,ω)-isometric triangle tensors has a very nice interpretation
in terms of time slices in (discrete) Dijkgraaf-Witten topological quantum
field theory in (2 + 1) dimensions [35]. Its central ingredient is the partition
function which is constructed from a branched triangulation of the space-time
3-manifold by colouring the edges and assigning weights to the tetrahedra of the
triangulation. Let us briefly review how these weights are defined.
Let ∆ijkl be a tetrahedron with ordered vertices i < j < k < l. Then a
branching structure is given as follows: for any two vertices i < j draw an
oriented edge (i → j) from i to j. Any such branched tetrahedron can be
assigned an orientation sgn(∆ijkl) = ±1 by looking at the face ∆jkl formed by
the vertices j < k < l from the direction of the smallest vertex i: if the majority
of edges points in counterclockwise direction we set sgn(∆ijkl) := 1, otherwise
sgn(∆ijkl) := −1. We can colour the tetrahedron ∆ijkl by assigning gji ∈ G to
each oriented edge (i→ j). Naturally we set gij := g−1ji . Furthermore we require
this colouring to have flat connections everywhere, i.e. each branched face ∆ijk
with vertices i, j and k satisfies
gijgjkgki = e. (44)
Finally we assign the following amplitude to any branched, coloured tetrahe-
dron ∆ijkl:
ψ(∆ijkl) := ω(glk, gkj , gji)sgn(∆ijkl). (45)
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We can define a (G,ω)-isometric triangle tensor via the amplitude of its
associated tetrahedron ∆0ijk. In the following we set gi := gi0 and focus on a
particular vertex ordering without loss of generality.
Definition 9 (Dijkgraaf-Witten form). Let g1, g2, g3 ∈ G. Then
:= . (46)
with the physical index (g21, g32, g31) is called a Dijkgraaf-Witten triangle
tensor.
In other words, the above tensor defines the map
AωDW =
∑
gi∈G
ω(g3g−12 , g2g−11 , g1)−1 |g2g−11 , g3g−12 , g3g−11 〉〈g1, g2, g3| (47)
due to the flat connection condition gij = gig−1j for each of the three side faces
of the tetrahedron. It is not difficult to prove that every such tensor is indeed
(G,ω)-isometric.
Lemma 5. Every Dijkgraaf-Witten triangle tensor is (G,ω)-isometric.
Proof. The virtual (G,ω)-symmetry of AωDW is obvious from the Pachner 4–1
move
= = .
Furthermore, we can invert AωDW (on the image of Pω) using its adjoint. This is
easily seen once we glue the tetrahedron representing AωDW and its mirror image
representing (AωDW)† along their physical faces and apply a Pachner 2–3 move:
(AωDW)†AωDW =
∑
gi,g′i∈G
|g′1, g′2, g′3〉〈g1, g2, g3|
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=
∑
g∈G
∑
gi∈G
|g1g, g2g, g3g〉〈g1, g2, g3|
=
∑
g∈G
∑
gi∈G
|g1g, g2g, g3g〉〈g1, g2, g3|
=
∑
g∈G
∑
gi∈G
ω(g3g−11 , g1g, g−1)
ω(g2g−11 , g1g, g−1)ω(g3g−12 , g2g, g−1)
|g1g, g2g, g3g〉〈g1, g2, g3|
= |G|Pω
where g−1 := g0′0. This proves the claim.
We can now easily translate between the standard form Pω and the form AωDW
by applying a unitary map at the physical level. In the forward direction this
unitary map is simply AωDW itself since AωDWPω = AωDW, in the backward
direction it is (AωDW)†/|G| because of the above.
4.3 Cohomology Classes
What happens if we change ω 7→ ω′ = ωdφ in a (G,ω)-isometric tensor? Let us
first look at a Dijkgraaf-Witten triangle tensor for ω′. As is well known, the
3-coboundary dφ consists of four 2-cochains φ which can naturally be attached
to the faces of the tetrahedron ∆0ijk. Distinguishing between the physical face
and the virtual ones we obtain
Aω
′
DW = UφAωDWVφ (48)
where
Uφ :=
∑
α,β,γ∈G
φ(β, α) |α, β, γ〉〈α, β, γ|, (49)
Vφ :=
∑
α,β,γ∈G
φ(γα−1, α)
φ(γβ−1, β)φ(βα−1, α) |α, β, γ〉〈α, β, γ|, (50)
are unitaries whose underlying branching structure is that of AωDW.
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It is now straightforward to check that the standard forms for (G,ω)- and
(G,ω′)-isometric tensors are related by
Pω′ = V †φPωVφ ' PωVφ (51)
since we are allowed to ignore local unitaries at the physical level. Note that
we cannot pull Vφ to the physical level since it does not necessarily commute
with Pω. However, upon contracting the tensors with each other and the closure
tensors, the Vφ will cancel at the virtual level. This establishes the following
Proposition 3. Any transformation ω 7→ ω′ ∼ ω corresponds to local unitary
transformations of (G,ω)-isometric PEPS.
4.4 Parent Hamiltonians
Proposition 4. Parent Hamiltonians of (G,ω)-isometric PEPS consist of
commuting projections.
Proof. Let Av be the (G,ω)-isometric map associated with the region Rv. Note
that we may need to contract several (G,ω)-isometric PEPS tensors to obtain Av.
It is not difficult to show that the interaction terms hv
hv := idv −AvA†v
are Hermitian projections with kerhv = Lv.
Now assume that two overlapping interaction terms h1 and h2 are associated
with the regions R1 and R2 of Figure 4. Let us abbreviate h˜v := AvA†v. We have
〈i′, j′, k′|h˜1|i, j, k〉 = δkk′
∑
αl,γ
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and 〈i′, j′, k′|h˜2|i, j, k〉 similarly. Then
〈i′, j′, k′|h˜1h˜2|i, j, k〉
=
∑
α˜l,β˜,γ˜
∑
αl,β,γ
(∑
l
)
= 1|G|
∑
α˜3,α˜4,α˜5
∑
αl,β,γ
∑
g∈G
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= 1|G|
∑
αl,β,γ
∑
g∈G
= 1|G|
∑
αl,β
∑
g∈G
26
=
∑
αl
.
This same argument can readily be applied to 〈i′, j′, k′|h˜2h˜1|i, j, k〉, hence we
have shown that [h˜1, h˜2] = [h1, h2] = 0.
5 Gapped Paths and Almost Twisted Isometry
Let {A, . . . } be a set of compatible (G,ω)-injective tensors. Can we connect the
parent Hamiltonians of
|ψ(A, . . . )〉 = Q⊗ · · · |ψ(Pω, . . . )〉
and |ψ(Pω, . . . )〉 by quasi-adiabatic evolution, i.e. are they in the same univer-
sality class? Under what circumstances can we remove the positive maps Q?
It is known that this question hinges on the existence of an energy gap
in the thermodynamical limit which is notoriously difficult to prove in two
dimensions. Already for the case of completely trivial virtual symmetry, i.e.
for (G,ω) ' ({e}, 1) which is known as the injective case, there are examples
of PEPS whose parent Hamiltonians are gapless [40, 41], in sharp contrast to
injectiveMPS. As we have shown, parent Hamiltonians of (G,ω)-isometric PEPS
tensors do have a gap in the thermodynamic limit, hence the deformations Q
cannot be removed in general without changing the nature of the gap. However,
it was shown in [4] that all positive maps Q in a neighbourhood of the identity
can be removed by quasi-adiabatic evolution.
Definition 10. A (G,ω)-injective tensor (with standard decomposition QPω)
is called almost (G,ω)-isometric if Q is in a neighbourhood of the identity.4
Theorem 3. The universality class of parent Hamiltonians associated with
almost (G,ω)-isometric PEPS only depends on the cohomology class of ω.
Proof. Let us first look at the PEPS themselves. Let {A, . . . } and {A′, . . . } be
sets of almost (G,ω)- and (G,ω′)-isometric tensors respectively. Assume that
both sets agree on the virtual boundaries of their tensors. Since all Q′ are in a
neighbourhood of the identity we can reduce each local tensor A′ to the standard
form Pω′ by evolving the state |ψ(A′, . . . )〉 quasi-adiabatically. If ω′ ∼ ω we
may subsequently turn Pω′ into Pω by Proposition 3. Finally, we deform each
local tensor Pω by Q to obtain the state |ψ(A, . . . )〉.5
4This neighbourhood is defined via the spectrum of Q [4].
5Alternatively, we have A′ = Q′Pω′ ' Q′φPωVφ ' Q′φPω =: A. Here we set Q′φ := VφQ′V †φ ,
the first equivalence is due to a local unitary at the physical level and the second one due
to contraction at the virtual level. Note that Q′φ 6= Q′ since Q′ and Vφ do not commute in
general, however, Q′φ and Q
′ have the same spectrum. Thus A′ is almost (G,ω′)-isometric if
and only if A is almost (G,ω)-isometric.
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We have just shown that the states |ψ(A, . . . )〉 and |ψ(A′, . . . )〉 are equivalent
under quasi-adiabatic evolution. This immediately carries over to their respective
parent Hamiltonians.
Clearly, the Hamiltonians of Theorem 3 are gapped (because they are equiv-
alent to parent Hamiltonians at the (G,ω)-isometric point), frustration-free and
their interaction terms do not commute (because of the deformations Q). The
universality class is determined by the (G,ω)-isometric point and the cohomol-
ogy class of ω, i.e. by the new standard form Pω. This point corresponds to a
coarse-grained time slice of the Dijkgraaf-Witten TQFT, or equivalently, to
a coarse-grained twisted quantum double model.
6 Discussion and Outlook
In this article we presented a new standard form for PEPS, which is based on
the twisted action of a finite group on the virtual boundary of a tensor. Each
group element g acts via an MPO V ω(g). As long as the twist ω is nontrivial
each such MPO is entangled, i.e. it has a virtual bond dimension D = |G| > 1.
While V ω is still a linear representation on the tensor product of virtual spaces
(along the virtual boundary), the twist ω modifies the associativity between
those tensor factors nontrivially, which affects the symmetric subspace. The
nontrivial interplay between this twisted symmetric subspace and the different
(periodic) boundary conditions on a torus is what can accommodate for the
many new universality classes compared to the untwisted case [33].
In fact, the symmetric subspace is the fundamental object. The twisted group
action is merely a tool to consistently describe a family of virtual subspaces which
grow at the correct asymptotic rate as the tensor network is grown (which is
nothing but the intersection condition of Theorem 2). For example, the (possibly
twisted) action of certain Hopf algebras [42] also leads to a consistent family
of subspaces and describes yet another kind of intrinsic topological order in
two dimensions. In general, it may be more convenient to define the family of
virtual subspaces in terms of projections with certain relations rather than by an
explicit algebraic action. Indeed, it should be possible to derive a suitable family
of virtual projections for any Turaev-Viro invariant [43, 44] by generalizing
the correspondence between (G,ω)-isometric tensor networks and the (2 + 1)-
dimensional Dijkgraaf-Witten partition function outlined in this article. The
flatness condition for triangles will have to be replaced by the fusion rule of a
spherical fusion category, and since two edges of a flat triangle may no longer
determine the third one uniquely, additional indices will be required for the
MPO describing the projections. This virtual “symmetry” will turn out to be
the one arising in (tensor network representations of) the ground states [45, 46]
of general Levin-Wen models [11, 47]. As such it will provide a standard form
for PEPS which further generalizes the one introduced in this article.
We also presented a family of gapped, frustration-free Hamiltonians with
non-commuting interaction terms whose universality class is determined by the
new standard form Pω for PEPS. Previously, this class has mainly been studied
using two approaches: quantum field theory [35, 36, 37] and exactly solved
models [38, 20]. In the first approach it is not always clear whether a particular
field theory can actually be implemented by a microscopic Hamiltonian. The
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second approach yields comparatively simple Hamiltonians which consist of
commuting projections. Our results address both these shortcomings and may
thus provide a promising route for further progress in the classification of 2D
gapped quantum spin systems.
It is a very interesting question how this classification of (2 + 1)-dimensional
phases via virtual “symmetry” needs to be extended to incorporate (physical)
symmetry protection or higher dimensions.
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A Group cohomology
A.1 3-Cocycles
A 3-cocycle ω on a finite group G is a function G×G×G→ U(1) which satisfies
ω(a, b, c)ω(a, bc, d)ω(b, c, d) = ω(ab, c, d)ω(a, b, cd) (52)
for all a, b, c, d ∈ G.
Recall that a 3-cocycle can be obtained from any 2-cochain φ via
(dφ)(a, b, c) := φ(a, bc)φ(b, c)
φ(a, b)φ(ab, c) . (53)
This is in fact called a 3-coboundary. We regard two 3-cocycles ω and ω′
that only differ by a 3-coboundary dφ as equivalent, i.e. ω and ω′ are in the
same cohomology class. The set of such cohomology classes forms an Abelian
group H3
(
G,U(1)
)
.
A 3-cocycle ω˜ is called normalized if ω˜(1, b, c) = ω˜(a, 1, c) = ω˜(a, b, 1) = 1 for
all a, b, c ∈ G. Every 3-cocycle ω is equivalent to a normalized 3-cocycle ω˜ for
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some φ. In particular, this means:
ω(1, b, c) = φ(1, bc)
φ(1, b) , (54)
ω(a, 1, c) = φ(1, c)
φ(a, 1) , (55)
ω(a, b, 1) = φ(b, 1)
φ(ab, 1) . (56)
A.2 Twisted 2-Cocycles
Recall that a twisted 2-cocycle c on a finite groupG is a functionG×G×G→ U(1)
which satisfies
cg(x, y)cg(xy, z) = cg(x, yz)cx−1gx(y, z) (57)
for all g, x, y, z ∈ G.
Let us record some useful properties of twisted 2-cocycles.
Lemma 6. Let g, h ∈ G with hg = gh.
Then for all t ∈ G and x ∈ Z(gt, ht):
cgt(ht, x)
cgt(x, ht)
= cg(h,
tx)
cg(tx, h)
. (58)
In particular, (g, h) is a c-regular pair if and only if (gt, ht) is a c-regular
pair.
Proof. Note first that x ∈ Z(gt, ht) is equivalent to tx ∈ Z(g, h). Repeatedly
using (57) we then obtain
cgt(ht, x)
cgt(x, ht)
= cg(ht
−1, x)cg(t−1, ht)
cg(t−1, htx)
cg(t−1, xht)
cg(t−1x, ht)cg(t−1, x)
= cg(ht
−1, x)cg(t−1, ht)
cg(t−1x, ht)cg(t−1, x)
= cg(t
−1, x)cg(h, t−1x)
cg(h, t−1)
cg(t−1, ht)
cg(t−1x, ht)cg(t−1, x)
= cg(h,
txt−1)
cg(h, t−1)
cg(t−1, ht)
cg(txt−1, ht)
= cg(h
tx, t−1)cg(h, tx)
cg(tx, t−1)
cg(tx, t−1)
cg(t−1, ht)cg(tx, ht−1)
cg(t−1, ht)
cg(h, t−1)
= cg(h
tx, t−1)cg(h, tx)
cg(tx, ht−1)cg(h, t−1)
= cg(
txh, t−1)cg(h, tx)
cg(tx, ht−1)cg(h, t−1)
= cg(h, t
−1)cg(tx, ht−1)
cg(tx, h)
cg(h, tx)
cg(tx, ht−1)cg(h, t−1)
= cg(h,
tx)
cg(tx, h)
.
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Lemma 7. Let  a function G×G→ U(1) and
c′g(x, y) = (cg dg)(x, y) := cg(x, y)
g(x)x−1gx(y)
g(xy)
. (59)
Then
1. c′ is a twisted 2-cocycle.
2. A pair (g, h) is c-regular if and only if it is c′-regular.
Proof. The first claim follows directly from (57).
The second claim follows from
c′g(h, x) = cg(h, x)
g(h)h−1gh(x)
g(hx)
= cg(x, h)
g(x)x−1gx(h)
g(xh)
= c′g(x, h)
for h ∈ Z(G) and all x ∈ Z(g, h).
A.3 Twisted 2-Cocycles from 3-Cocycles
We turn to the particular twisted 2-cocycles (31) which are defined in terms of
(ordinary) 3-cocycles.
Lemma 8. Let ω be a 3-cocycle on a finite group. Then
1. cω is a twisted 2-cocycle.
2. If ω is normalized, then so is cω.
3. If ω′ = ωdφ for any 2-cochain φ, then cω′ = cω d with
g(x) =
φ(x, xg)
φ(g, x) . (60)
Proof. The first statement follows from (52) and (57), the second statement is
obvious. The third claim follows from (53) by a simple calculation.
Lemma 9. One has
1. A pair (g, h) is cω-regular if and only if (h, g) is.
2. Every pair (g, g) is cω-regular.
Proof. By definition, a cω-regular pair (g, h) is equivalent to requiring hg = gh
and
cωg (h, x)
cωg (x, h)
= ω(g, h, x)ω(h, x, g)ω(x, g, h)
ω(h, g, x)ω(g, x, h)ω(x, h, g) = 1 (61)
for all x ∈ Z(g, h).
1. It is easily seen from (61) that
cωg (h, x)
cωg (x, h)
=
(
cωh(g, x)
cωh(x, g)
)−1
,
and the claim follows directly.
2. Obvious from (61).
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A.4 Properties of η
We need to study the properties of ηg(x, y) as defined by (34) in two situations:
first for the general case y ∈ G and then for the special case y ∈ Z(g, x). In the
following we always assume that x ∈ Z(g).
Lemma 10. Let y ∈ G. Then
ηgt(xt, yt−1) =
ηg(x, y)
ηg(x, t)
. (62)
holds for all t ∈ G.
Proof. It will be most convenient to prove this directly from the twisted 2-cocycle
property of cω without invoking (31). Hence the following will in fact hold for
arbitrary twisted 2-cocycles c:
ηgt(xt, yt¯) =
cgt(ty¯, xy)
cgt(xt, ty¯)
= cg(t¯, ty¯)cg(y¯, x
y)
cg(t¯, txy¯)
cg(t¯, txy¯)
cg(t¯, xt)cg(xt¯, ty¯)
= cg(t¯, ty¯)cg(y¯, x
y)
cg(t¯, xt)
1
cg(xt¯, ty¯)
= cg(t¯, ty¯)cg(y¯, x
y)
cg(t¯, xt)
cg(x, t¯)
cg(x, y¯)cx¯gx(t¯, ty¯)
= cg(y¯, x
y)
cg(x, y¯)
cg(x, t¯)
cg(t¯, xt)
= ηg(x, y)
ηg(x, t)
.
Note that we repeatedly applied (57) in the above derivation.
Now we turn to the special case.
Lemma 11. Let y ∈ Z(g, x). Then
ηx(g, y) = ηg(x, y)−1, (63)
ηg(y, x) = ηg(x−1, y−1)−1. (64)
Proof. Note first that the assumption is equivalent to requiring xg = gx ∧ yg =
gy ∧ yx = xy, in other words, all arguments of η mutually commute. Next we
see that (34) simplifies to
ηg(x, y) =
cωg (y−1, x)
cωg (x, y−1)
= ω(g, y
−1, x)ω(y−1, x, g)ω(x, g, y−1)
ω(y−1, g, x)ω(g, x, y−1)ω(x, y−1, g) . (65)
from where one can immediately verify both claims.
Lemma 12.
ηg(x, e) = 1. (66)
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Proof. It is immediate from (54), (55) and (56) that (34) simplifies to
ηg(x, e) =
ω(g, e, x)ω(e, x, g)ω(x, g, e)
ω(g, x, e)ω(e, g, x)ω(x, e, g) = 1.
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