Transposed-letter (TL) nonwords (e.g., jugde) can be easily misperceived as words, a fact that is somewhat inconsistent with the letter-position-coding schemes employed by most current models of visual word recognition. To examine this issue further, we conducted four masked semantic/associative priming experiments, using a lexical decision task. In Experiment 1, the related primes could be words, TL-internal nonwords, or replacement-letter (RL) nonwords (e.g., judge, jugde, or judpe, respectively; the target would be COURT). Relative to an unrelated condition, masked TL-internal primes produced a significant semantic/associative priming effect, an effect that was only slightly smaller than the priming effect for word primes. No effect, however, was observed for RL-nonword primes. In Experiment 2, the TL-nonword primes were created by switching the two final letters of the primes (e.g., judeg). The results again showed a semantic/associative priming effect for word primes, but not for TL-final nonword primes or for RL-nonword primes. Experiment 3 replicated the associative/semantic priming effect for TL-internal nonword primes, with, again, no effect for TL-final nonword primes. Finally, Experiment 4 again failed to yield a priming effect for TL-final nonword primes. The implications of these results for the choice of a letter-position-coding scheme in visual word recognition models are discussed.
One issue that all models of visual word recognition in alphabetic orthographies must ultimately take a position on is how the human processing system encodes letter positions when creating internal orthographic representations. Furthermore, although the choice of a coding scheme might seem to be a secondary aspect of these models, it can have a large impact on a model's predictions (Andrews, 1996) . For example, virtually all of the current models assume that the derived orthographic representation activates the lexical representations of formally similar words (see Coltheart, Rastle, Perry, Ziegler, & Langdon, 2001; Forster, 1976; Grainger & Jacobs, 1996; Johnson & Pugh, 1994; McClelland & Rumelhart, 1981; Norris, 1986; Paap, Newsome, McDonald, & Schvaneveldt, 1982; Seidenberg & McClelland, 1989) . Which words should be considered to be formally similar to the presented letter string, however, depends to a large extent on how the particular model codes letter positions.
In many current models of visual word recognition (e.g., the multiple read-out model, Grainger & Jacobs, 1996 ; the interactive-activation model, McClelland & Rumelhart, 1981 ; the activation-verification model, Paap et al., 1982) , 1 letter position coding is assumed to be channel specific. That is, letters are assumed to be tagged to their positions in the orthographic representation of the presented word well before the identities of the letters have been encoded. The implication is that, within these types of models, the nonword jugde is no more similar to the word judge than is the nonword junpe, and is less similar to judge than is the nonword judpe, because judpe overlaps judge in four out of five letter positions, whereas jugde and junpe both overlap in only three out of five letter positions. In contrast, there are now a couple of models (SERIOL, Whitney, 2001 ; SOLAR, Davis, 1999 ) that use coding schemes in which jugde would be regarded as more similar to judge than is judpe. In these schemes, the existence of the g and the d in jugde, even though they are in the wrong letter positions, increases the similarity of jugde to judge, whereas the presence of an incorrect letter, the p, in judpe noticeably decreases its similarity to judge.
Nonwords such as jugde, referred to as transposedletter (TL) nonwords, are the focus of the present investigation. In fact, there are now a number of studies in the literature suggesting that, at some level, TL nonwords are
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actually quite similar to their base word (at least as similar as nonwords such as judpe, which we refer to as replacement-letter [RL] nonwords; e.g., Andrews, 1996; Chambers, 1979; Holmes & Ng, 1993; O'Connor & Forster, 1981; Perea & Lupker, 2003; Taft & van Graan, 1998) . The specific goal of the present research was to determine whether TL nonwords activate semantic/associative information from their base words, as indexed by semantic/ associative priming effects in a masked-priming lexical decision task.
In the masked-priming technique, a forward-masked lowercase prime is presented briefly (for around 40-66 msec) and is subsequently replaced by the uppercase target (see Forster & Davis, 1984; Forster, Mohan, & Hector, 2003) . A number of studies have shown that masked word primes activate semantic/associative information, as demonstrated by the presence of semantic/associative priming effects with this technique (i.e., responses to NURSE are faster when it is preceded by the prime doctor than when it is preceded by the prime butter; see Bodner & Masson, in press; Bourassa & Besner, 1998; de Groot & Nas, 1991; Gonnerman & Plaut, 2000; Perea & Gotor, 1997; Perea & Rosa, 2002a , 2002b Sereno, 1991; Williams, 1996) .
Our basic empirical question was whether TL nonword primes would also activate semantic/associative information, producing priming effects. At present, there is evidence that some types of briefly presented nonwords can activate semantic/associative information from their base word, which, in turn, facilitates responding to a related target word. For example, Lukatela and Turvey (1994) reported that pseudohomophone primes (e.g., nale would be the prime for FINGER) can produce a reliable associative priming effect. Lukatela, Carello, Savić, UroÏ sević, and Turvey (1998) found that if Roman and Cyrillic characters were mixed in the same string of letters, masked nonword primes such as robot (the appropriate word prime would be ro ot) facilitated lexical decisions to associated targets (e.g., AU-TOMAT; automaton, in English). (Note that the letter r does not exist in the Cyrillic alphabet, whereas the letter does not exist in the Roman alphabet.) Finally, and most relevant to the present investigation, Bourassa and Besner (1998) reported that masked RL nonwords (e.g., oceln-WAVES) can also activate semantic/associative information, producing priming effects.
With respect to TL nonwords used as primes, evidence indicates that they are effective as form primes. For example, Forster, Davis, Schoknecht, and Carter (1987, Experiment 1) found that, relative to the results obtained in a control condition with unrelated primes and targets, masked-priming effects were essentially equivalent for identity primes (answer-ANSWER, 64 msec) and for TLnonword primes (anwser-ANSWER, 63 msec), whereas masked-priming effects were slightly smaller for RLnonword primes (e.g., antwer-ANSWER, 52 msec). This result suggests that a TL prime may be as effective in activating the representation of the target word as the target word itself, at least in a masking context. Likewise, in a recent series of experiments, Perea and Lupker (2003) found that TL primes (e.g., ocaen-OCEAN) also produced reliable priming effects when compared with orthographic control primes (e.g., ocuon-OCEAN). Thus, it does seem clear that TL nonwords can produce masked form-priming effects.
The question asked here, whether TL nonwords can also activate semantic/associative information from their base words, producing semantic/associative priming, goes one step further. That is, as has been argued by Masson and colleagues (Bodner & Masson, 1997; Masson & Isaak, 1999) , form-priming effects may be sublexical effects (although see Forster et al., 1987; Frost, Forster, & Deutsch, 1997) . That is, form-priming effects may be due to activation of the sublexical units used in the creation of the orthographic representation, rather than to activation of the lexical unit for the base word. If the form-priming effects produced by TL-nonword primes are, indeed, sublexical, the implication would be that those primes should not produce semantic/associative priming effects. On the other hand, if TL nonwords do produce semantic/associative priming effects, it would clearly indicate that TL nonwords were activating the lexical/semantic representations of their base words, reinforcing the models in which the orthographic representations produced by jugde and judge and, hence, the patterns of lexical activation those two letter strings produce, are quite similar (e.g., SERIOL model, Whitney, 2001; SOLAR model, Davis, 1999) .
Transposing Internal Letters Versus External Letters
It is generally assumed that the quality of information about letters (both positional information and identity information) is better at the ends of the word than in the middle of the word (e.g., Estes, Allmeyer, & Reder, 1976; Friedmann & Gvion, 2001; Jordan, 1990; Perea, 1998) , due to the fact that exterior letters suffer less lateral interference from neighboring letters. As a result, end letters have often been regarded as having a special status in word recognition models (see, e.g., Forster, 1976; Grainger, 1992; Humphreys, Evett, & Quinlan, 1990; Rumelhart & McClelland, 1982) . Humphreys et al. (1990; see also Jacobs, Rey, Ziegler, & Grainger, 1998) , for example, suggested that letters appear to be coded into an orthographic representation in which their positions as internal or external letters are marked. Consistent with this view, Perea and Lupker (2003) found that form-priming effects, relative to results with an orthographic control, were greater for TLinternal primes (bugdet-BUDGET relative to bujfet-BUDGET) than for TL-f inal primes (budgte-BUDGET relative to budgfa-BUDGET). Similarly, using a single-presentation lexical decision task, Chambers (1979) found that TL nonwords were more difficult to reject when they were constructed by switching two internal letters (e.g., eviednce) than when they were constructed by switching the two initial or two final letters (e.g., amgazine or domestci).
If the quality of letter position information is higher at the ends of the word than in the middle, nonwords such as judeg may be less likely to activate the lexical representation for JUDGE than nonwords such as jugde would be, due to the mismatch in the final letter position. If so, TL-final primes would be less likely to access semantic/associative information from their base words than TL-internal primes would be and, hence, less likely to produce semantic/ associative priming effects. In order to examine these issues, the TL primes in Experiment 1 were created by transposing two internal letters of five-letter words (e.g., jugde), whereas the TL primes in Experiment 2 were created by transposing the two final letters of five-letter words ( judeg). (Our decision to use TL-final primes, rather than TL-initial primes, was motivated mainly by the fact that we also, somewhat arbitrarily, chose to use TL-final, rather than TL-initial, primes in our form-priming experimentsi.e., Perea & Lupker, 2003 .) The aim of Experiment 3 was to replicate the main findings of Experiments 1 and 2 in a single experiment. Finally, Experiment 4 was designed to provide a further examination of whether there are semantic/ associative priming effects when TL-final nonword primes are used.
EXPERIMENT 1
As was noted above, Bourassa and Besner (1998) reported significant semantic/associative priming, using RL nonwords as primes. This effect, however, was quite small (7 msec) and required a rather large number of participants in order for it to be significant. In fact, in general, masked semantic/associative priming effects do not tend to be very large (around 10-26 msec across studies). As has been demonstrated by Pexman and colleagues (Pexman & Lupker, 1999; Pexman, Lupker, & Jared, 2001 ; see also Joordens & Becker, 1997, and Stone & Van Orden, 1993) , however, word latencies and effect sizes in lexical decision tasks tend to be larger when pseudohomophone nonwords (e.g., cleen) are used. Therefore, in Experiment 1, we also manipulated the nature of the nonwords. Half of the participants received the more standard pronounceable nonwords (e.g., gleek), and the other half received pseudohomophones, in an attempt to provide a more sensitive examination of these effects.
Method
Participants. A total of 120 University of Western Ontario undergraduate students served as participants for course credit. All had normal or corrected-to-normal vision and were native speakers of English.
Materials. The targets were 120 words four to six letters in length (mean word frequency per one million words in the KuÏ cera & Francis, 1967, count, 105; range, 1-1,600; mean Coltheart's N, 4.7; range, 0-16; mean number of letters, 4.88) . (Coltheart' s N is defined as the number of words differing by a single letter from the stimulus while preserving letter positions; e.g., court has only one "neighbor," count, so its N index is 1; Coltheart, Davelaar, Jonasson, & Besner, 1977 .) The targets were presented in uppercase and were preceded by primes in lowercase that were (1) words associated to the target (related word condition; e.g., judge-COURT), (2) TL nonwords created by transposing two internal letters from the associated prime (the related TL-internal condition; e.g., jugde-COURT), (3) RL nonwords created by replacing an interior letter from the associated prime (related RLnonword condition; e.g., judpe-COURT), (4) unrelated words (unrelated word condition; e.g., never-COURT), (5) unrelated TL-internal nonwords (unrelated TL-internal condition; e.g., neevr-COURT), or (6) unrelated RL nonwords (unrelated RL-nonword condition; e.g., nemer-COURT). Word primes, TL-internal primes, and RL-nonword primes were rotated throughout the related and unrelated conditions so that each target word was primed by each of the six types of primes across the experiment. Thus, six sets of materials were constructed so that each target word would appear once in each set, but each time in a different priming condition. Different groups of participants (n 5 20) were used for each set of materials. In all cases, the primes had five letters. 2 The related pairs are given in the Appendix.
Two additional sets of 120 nonwords four to six letters in length were selected. The standard nonwords were created by replacing a letter from a real English word (mean Coltheart's N, 3.7; range, (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) ; mean number of letters, 4.88), whereas the pseudohomophones (mean Coltheart's N, 4.1; range, ; mean number of letters, 4.77) were selected from previous lexical decision experiments in which pseudohomophones were used (Pexman & Lupker, 1999; Pexman et al., 2001) . The 120 nonword targets were preceded by 40 unrelated word primes and 80 unrelated nonword primes. Half of the participants received the standard pronounceable nonwords, and the other half received pseudohomophones. The nonwords used in the standard nonword and pseudohomophone conditions are also listed in the Appendix.
Procedure. The participants were run individually in a soundattenuated room. Each trial consisted of a sequence of four visual events. The first was a forward mask consisting of a row of five hash marks (######). This mask was presented for 500 msec. The mask was immediately followed by the prime in lowercase letters exposed for 40 msec, which was in turn immediately followed by a row of five hash marks (######) for 40 msec. Finally, the target in uppercase letters replaced the mask and remained on the screen until the response. (This procedure was the same as that used by Bourassa & Besner, 1998 . Note that it allows for a longer stimulus onset asynchrony [SOA; 80 msec] without increasing the duration of the prime. As such, it may increase the chances of obtaining masked semantic/associative priming effects, effects that are difficult to obtain with SOAs of 50 msec or less; see Forster et al., 2003 .) Each stimulus was centered in the viewing screen and, hence, occupied the same position as did the preceding stimulus.
The items were presented on a TTX Multiscan Monitor (Model 3435P). Presentation was controlled by a Trillium Computer Resources PC. Words appeared as white characters on a black background. Reaction times (RTs) were measured from target onset until the participant's response. The participants were asked to classify the letter sequence presented in uppercase letters as a word or a nonword. No mention was made of the number of stimuli that would be presented on each trial. The participants indicated their decisions by pressing one of two response buttons. When the participant responded, the target disappeared from the screen. Each participant received a different pseudorandom ordering of items. Each participant also received 20 practice trials (with the same manipulation as that in the experimental trials) prior to the 240 experimental trials. The whole session lasted approximately 16 min.
Results and Discussion
Incorrect responses (2.1% of the data for word targets) and RTs less than 250 msec or greater than 1,200 msec (less than 2.7% of the data for word targets) were excluded from the latency analysis. Mean latencies for correct responses and error rates were calculated across individuals and items. 3 Subjects and items analyses of variance (ANOVAs) based on the participants' response latencies and percentages of errors in each block were conducted on the basis of a 2 (relatedness: related or unrelated) 3 3 (type of prime: word prime, TL-internal nonword prime, or RLnonword prime) 3 2 (type of nonword: standard nonwords or pseudohomophones) 3 6 (list: List 1, List 2, List 3, List 4, List 5, or List 6) design. The list factor was included as a dummy variable to extract the variance due to the error associated with the lists (see Pollatsek & Well, 1995) . The mean RTs and error percentages from the subjects analyses are presented in Table 1 .
RT analyses. Not surprisingly, the main effect of relatedness was significant [F 1 (1, 108) The results were clear. There was a semantic/associative priming effect with both word primes and TL-internal nonword primes (14.5 and 11 msec, respectively), but not with RL-nonword primes (3 msec). 4 Thus, TL-internal nonword primes do appear to access semantic/associative information from their base words, producing priming of related words, whereas the evidence that RL-nonword primes do so as well is quite limited.
A point that should be noted here is that the differences in the sizes of the priming effects for the two types of nonword primes were due mainly to the differences in the unrelated, control conditions. That is, there was significant priming in the TL-internal condition, but not in the RLnonword condition, not because target latencies were shorter in the related TL-internal condition than in the related RL-nonword condition, but because target latencies were longer in the TL-internal control condition than in the RL-nonword control condition.
In both cases, the unrelated, control conditions were created by re-pairing the primes and the targets from the parallel related conditions. Thus, the primes and the targets were identical in the related and the unrelated conditions in both the TL-internal and the RL-nonword conditions, creating the most appropriate control conditions. The question remains, however, as to whether this particular aspect of the data provides a challenge for our claim that TL-internal nonword primes produce semantic/ associative priming, whereas, if they do so at all, RLnonword primes do so to a much lesser degree.
In considering this issue, we first will focus on the RLnonword prime condition. The manipulation in this condition, in which standard nonwords were used as foils, was a virtual replication of Bourassa and Besner's (1998) manipulation (i.e., we used virtually all of their stimulus pairs, along with a few added ones). The results were also a virtual replication. The size of our priming effect for the RL-nonword primes when standard nonword foils were used (6 msec) was virtually identical to their 7-msec effect. Thus, it seems rather unlikely that the contrast between our related condition and our unrelated, control condition when RL-nonword primes were used (i.e., the size of our priming effect) provides a misleading picture. As Bourassa and Besner have argued and as the results of Experiment 1 do not contradict, RL nonwords may be able to produce very small semantic/associative priming effects.
We will focus next on the claim that TL-internal nonword primes do produce semantic/associative priming. Is Note-The error rate for the nonwords was 7.5% for both standard nonwords and pseudohomophones; the mean correct response times for the nonwords were 808 and 823 msec for the standard nonwords and the pseudohomophones, respectively. TL, transposed letter; RL, replacement letter.
this claim being supported because the unrelated control condition, even though it was the most appropriate control condition, produced a spuriously long mean latency? The basic difficulty in evaluating this question is that little, if anything, is known about what aspects of a prime might affect the latency of an unrelated target, particularly, in a masked priming situation. Thus, it is simply impossible to predict, a priori, what the relative difficulties of the different control conditions should be. As such, given our present state of knowledge, the performance level in the unrelated control condition can be determined only empirically. When we take an empirical perspective, our previous work (Perea & Lupker, 2003) clearly indicates that different prime types do produce differences in mean latencies for unrelated targets of approximately the sizes observed here. For example, in Experiment 2 of Perea and Lupker, unrelated TL-internal nonword primes led to target latencies that were 5 msec longer than target latencies following unrelated TL-final nonword primes. In Experiment 3, in which a completely different set of primes and targets was used, the 5-msec difference was reversed and, in addition, target latencies following unrelated word primes were 9 msec shorter than those following unrelated TLinternal nonword primes. We also know, of course, that different types of unrelated (and neutral) primes can have quite strong effects on target latencies in unmasked priming situations (e.g., de Groot, Thomassen, & Hudson, 1982; Ratcliff & McKoon, 1995; Zeelenberg, Pecher, De Kok, & Raaijmakers, 1998) . Thus, although there is a dearth of knowledge about what aspects of unrelated (or neutral) primes might produce differences in target latencies, there is no a priori reason to believe that the fact that the mean latency in the TL-internal control condition was 5 msec longer than that in the RL-nonword control condition and 7 msec longer than that in the word prime control condition was a spurious result.
The real question in this set of experiments, however, is what the patterns of priming effects are for TL-internal nonword, RL-nonword, and, in subsequent experiments, TL-final nonword primes. These are, at their core, empirical questions. If, indeed, the results for TL-internal nonword primes in Experiment 1 overestimated the priming effect or the results for RL-nonword primes in Experiment 1 underestimated the priming effect, that fact should become apparent on the basis of the pattern of results in our subsequent experiments.
Note finally that the use of pseudohomophones did increase the response times and the error rates for word targets but did not increase the sizes of the priming effects. Thus, it is possible that priming effects are somewhat different than the types of effects that Pexman and colleagues (Pexman & Lupker, 1999; Pexman et al., 2001) were investigating (e.g., homophone effects and polysemy effects). Consistent with this idea, in a recent study, Drieghe and Brysbaert (2002) also found that masked semantic/ associative priming effects did not increase in size with pseudohomophones versus standard nonwords. In contrast, Joordens and Becker (1997) did report larger semantic priming effects with pseudohomophones than with standard nonwords in their Experiment 2, although not in their Experiment 1.
EXPERIMENT 2
In Experiment 2, the question was whether we would obtain a semantic/associative priming effect for TL-nonword primes that were created by transposing letters in the final two positions (e.g., judeg-COURT). As was suggested earlier, position information about end letters may be coded more accurately than position information about internal letters. Thus, it is possible that the orthographic representation for judeg is somewhat less similar to that for JUDGE than is the orthographic representation for jugde, implying that there would be very little evidence of semantic/associative priming from TL-f inal nonword primes. Also included, for purposes of comparison and replication, was the RL-nonword condition. Given that the pseudohomophone manipulation did not alter the size of the priming effects in Experiment 1, we decided to use only standard nonwords in Experiment 2.
Method
Participants. A total of 36 University of Western Ontario undergraduate students participated for course credit. All had normal or corrected-to-normal vision and were native speakers of English. None of these individuals had participated in Experiment 1.
Materials. The 120 target words and the 120 target (standard) nonwords were the same as those in Experiment 1. The targets were presented in uppercase and were preceded by primes in lowercase that were (1) words associated to the target (related word condition; e.g., judge-COURT), (2) TL nonwords created by transposing the two final letters from the associated prime (related TL-final condition; e.g., judeg-COURT), (3) replacement-letter nonwords created by replacing the fourth or fifth letters from the associated prime (related RL-nonword condition; e.g., judpe-COURT), (4) unrelated words (unrelated word condition; e.g., never-COURT), (5) unrelated TL-final nonwords (unrelated TL-final condition; e.g., nevre-COURT), or (6) unrelated RL nonwords (unrelated RL-nonword condition; e.g., nevem-COURT). In all cases, the primes had five letters. As in Experiment 1, six sets of materials were constructed so that each target word appeared once in each set, but each time in a different priming condition. Different groups of participants were used for each set of materials. The nonword targets were the same as those in the standard nonword condition in Experiment 1.
Procedure. The procedure was the same as that in Experiment 1.
Results and Discussion
Incorrect responses (4.6% of the data for word targets) and RTs less than 250 msec or greater than 1,200 msec (less than 1.2% of the data for word targets) were excluded from the latency analysis. Mean latencies for correct responses and error rates were calculated across individuals and items. Subjects and items ANOVAs based on the participants' response latencies and percentages of errors in each block were conducted on the basis of a 2 (relatedness: related or unrelated) 3 3 (type of prime: word prime, TL-final nonword prime, or RL-nonword prime) 3 6 (list: List 1, List 2, List 3, List 4, List 5, or List 6) design. The mean RTs and percentages of errors from the subjects analyses are presented in Table 2 .
RT analyses. The main effect of relatedness was significant [F 1 (1, 30) Again, the results were clear. There was a semantic/ associative priming effect for word primes, but there was only minimal evidence of a priming effect for TL-final nonword primes or RL nonword primes. Thus, it appears that neither RL nonwords nor TL nonwords created by exchanging the final two letters are particularly effective at activating semantic/associative information from their base words.
One might also note that, in line with the preceding discussion about the differences between control conditions, the unrelated TL-final control condition produced target latencies that were 11 msec faster than those for the unrelated word prime condition and 9 msec faster than those for the unrelated RL-nonword control condition. Again, although there is no obvious explanation for these differences, there is also no reason to suggest that these means did not accurately reflect the processing difficulty of the respective control conditions.
EXPERIMENT 3
The results of Experiments 1 and 2 indicate that TLinternal nonwords do activate the semantic/associative representations of their base words, whereas TL-f inal nonwords do not (or at least, they are much less effective at doing so). One possible concern about this conclusion is that the TL-internal and the TL-final conditions were not contrasted directly with one another (i.e., the former was contained in Experiment 1, whereas the latter was contained in Experiment 2). Interestingly, one clear difference between the two experiments was that latencies were about 70 msec shorter in Experiment 2 than in Experiment 1 (even when only the standard nonword foil condition is considered). One could, therefore, attempt to explain the lack of a priming effect in the TL-final condition (in contrast to the clear priming effect in the TLinternal condition) merely by saying that TL priming effects are smaller when participants are fast. In an attempt to examine this possibility, Experiment 3 was designed to directly contrast the associative/semantic priming effects obtained with TL-internal and TL-final nonword primes with the same set of participants. For reasons of design efficiency, we focused on the critical conditions (the TLinternal condition vs. the TL-final condition), removing the conditions that involved RL-nonword primes and word primes.
Method
Participants. A total of 36 University of Western Ontario undergraduate students participated for course credit. All had normal or corrected-to-normal vision and were native speakers of English. None had participated in the previous experiments.
Materials. The 120 target words and the 120 target (standard) nonwords were the same as those in Experiments 1 and 2. The targets were presented in uppercase and were preceded by primes in lowercase that were (1) TL nonwords created by transposing two internal letters from the associated prime (the related TL-internal condition; e.g., jugde-COURT), (2) TL nonwords created by transposing the two final letters from the associated prime (related TL-final condition; e.g., judeg-COURT), (3) unrelated TL-internal nonwords (unrelated TL-internal condition; e.g., neevr-COURT), or (4) unrelated TL-final nonwords (unrelated TL-final condition; e.g., nevre-COURT). Four sets of materials were constructed so that each target word appeared once in each set, but each time in a different priming condition. Different groups of participants were used for each set of materials.
Procedure. The procedure was the same as that in Experiments 1 and 2.
Results and Discussion
Incorrect responses (2.5% of the data for word targets) and RTs less than 250 msec or greater than 1,200 msec (less than 0.7% of the data for word targets) were excluded from the latency analysis. Mean latencies for correct responses and error rates were calculated across individuals and items. Subjects and items ANOVAs based on the par- ticipants' response latencies and percentages of errors in each block were conducted on the basis of a 2 (relatedness: related or unrelated) 3 2 (type of prime: TL-internal prime or TL-final prime) 3 4 (List: List 1, List 2, List 3, or List 4) design. The mean RTs and percentages of errors from the subjects analyses are presented in Table 3 . RT analyses. The main effect of relatedness was significant [F 1 (1, 32) The error rate to word targets was 1.1% lower following a related TL-internal nonword prime (1.9%) than following an unrelated TL-internal nonword prime (3.0%), whereas the error rate to word targets was 1.1% higher following a related TL-final nonword prime (3.1%) than following an unrelated TL-final nonword prime (2.0%).
Again, the results were clear. Reinforcing the results of Experiment 1, there was a significant semantic/associative priming effect for TL-internal nonword primes (15 msec). Reinforcing the results of Experiment 2, there was only a small and nonsignificant priming effect for TL-final nonword primes (3 msec). Thus, as was argued previously, it appears that that TL nonwords created by exchanging two internal letters are much more effective at activating semantic/ associative information from their base words than are TL nonwords created by exchanging the two final letters.
Interestingly, paralleling Experiment 1, the differential priming effects were due mainly to differences in the control conditions. That is, the unrelated TL-final control condition produced shorter target latencies than did the unrelated TL-final control condition. As a result, although the two related conditions produced similar target latencies, only the TL-internal condition produced a significant priming effect.
EXPERIMENT 4
The results of Experiments 1 and 3 have demonstrated that TL-internal nonwords activate the semantic/associative representations of their base words. In contrast, TL-final nonwords appear to be much less effective at doing so (nonsignificant effects of 5 and 3 msec in Experiments 2 and 3). Once again, however, there might be some concern that we have underestimated the size of the TL-final priming effect due to the fact that, if we look at the related conditions of Experiment 3 (jugde vs. judge as primes), there is little difference between the TL-internal and the TLfinal conditions.
For that reason, we decided to look once again for the presence of associative/semantic priming effects with TLfinal nonword primes. In Experiment 4, for reasons of design efficiency, we focused just on the two critical conditions: the related TL-final condition versus the unrelated TL-final control condition. There were, therefore, 60 primetarget pairs in each condition for each participant.
Method
Participants. A total of 18 University of Western Ontario undergraduate students participated for course credit. All had normal or corrected-to-normal vision and were native speakers of English. None had participated in the previous experiments.
Materials. The 120 target words and the 120 target (standard) nonwords were the same as those in Experiments 1-3. The targets were presented in uppercase and were preceded by primes in lowercase that were (1) TL nonwords created by transposing the two final letters from the associated prime (related TL-final condition; e.g., judeg-COURT) or (2) unrelated TL-final nonwords (unrelated TLfinal condition; e.g., nevre-COURT). Two sets of materials were constructed so that each target word appeared once in each set, but each time in a different priming condition. Different groups of participants were used for each set of materials.
Procedure. The procedure was the same as that in Experiments 1-3.
Results and Discussion
Incorrect responses (3.1% of the data for word targets) and RTs less than 250 msec or greater than 1,200 msec (less than 2.0% of the data for word targets) were excluded from the latency analysis. Mean latencies for correct responses and error rates were calculated across individuals and items. Subjects and items ANOVAs based on the par- Note-The mean correct response times and error rates for nonwords were 654 msec and 4.3%. TL, transposed letter. Note-The mean correct response times and error rates for nonwords were 715 msec and 10.7%. TL, transposed letter.
ticipants' response latencies and percentages of errors in each block were conducted on the basis of a 2 (relatedness: related or unrelated) 3 2 (list: List 1 or List 2) design. The mean RTs and percentages of errors from the subjects analyses are presented in Table 4 . There were no signs of a relatedness effect in the latency data (3 msec) or in the error data (20.3 %; all Fs , 1).
The results were again clear. As in Experiments 2 and 3, TL nonwords created by transposing two final letters do not seem to have been very effective at activating semantic/ associative information from their base words. Across the three experiments, the associative/semantic priming effects with TL-final nonwords were 5, 3, and 3 msec in Experiments 2, 3, and 4, respectively, with a combined analysis based on all three experiments also failing to show a reliable priming effect. Of course, one can never prove the null hypothesis, and the fact that, in all these experiments, the relatedness effect was positive suggests that TL-final nonwords may activate, to a small degree, the associative/ semantic representation of their base word. If this effect is real, however, it is clearly very small.
GENERAL DISCUSSIO N
In terms of the main empirical goal of this research, the results clearly demonstrate that TL-internal nonword primes produce a reliable masked semantic/associative priming effect (around 10-15 msec, which was quite similar to the size of the priming effect for word primes in Experiment 1). In contrast, TL-final nonword primes and RL-nonword primes show only minimal evidence of being able to produce semantic/associative priming effects (around 3-5 msec in all cases). The greater size of the associative/semantic priming effects for TL-internal, in comparison with TL-final, primes is consistent with the finding that TL-internal primes yield greater form-priming effects than do TL-final primes (Perea & Lupker, 2003) . The implication is that the orthographic representations of TL-internal nonwords are fairly similar to those of their base words, certainly much more similar than the orthographic representations of TL-final nonwords and RL nonwords are to their base words.
In trying to evaluate what the present results tell us about position coding, we first focus mainly on the TL-internal priming effects. One possible implication of the existence of priming from TL-internal, but not TL-final, nonwords is that although end letters may be rapidly tied to their positions within the orthographic representation, position coding for the internal letters takes time to develop (see Adams, 1979) . That is, at least for internal letter positions, letter strings may be encoded more rapidly in terms of the identities of their individual letters than in terms of their absolute positions (see Humphreys et al., 1990) . Therefore, the orthographic representation would contain the letters d and g when the letter string jugde was processed (as well as when judge was processed) well before their positions had been determined. As such, it would be expected that the orthographic representation derived from jugde and that derived from judge would both activate the lexical representation for JUDGE, at least early in processing.
If one were willing to make this assumption, one could then explain the TL-internal priming results in terms of most models of visual word recognition (i.e., in terms of most position-coding mechanisms). For example, in terms of the channel-specific models, the argument would be that jugde primes COURT because, until the letters are assigned to their channels, the system does not know that jugde is not judge and, hence, the lexical representation for JUDGE is initially activated (as well as its semantic/ associative representation). The problem this creates for this type of model, however, is that it then requires the model to have a second (slow-acting) mechanism for allocating already encoded letters to their positions-that is, a separate mechanism that ultimately determines that the g is in the third position and not in the fourth (or second) and that the d is in the fourth position and not in the third. At present, none of these models incorporates such a mechanism.
One possible way to examine the plausibility of such a two-stage model would be to use a signal-to-respond paradigm (Dosher, 1976; Ratcliff & McKoon, 1982; Reed, 1973 ; see also Hintzman & Curran, 1997 , for an application to the lexical decision task). In this technique, participants have to make a lexical decision at specific times, neither before nor (much) after the signal is presented. If the two-stage model is correct, when the lag between the stimulus and the signal to respond is very brief (e.g., 100 or 200 msec), the information about (internal) letter positions will not have been fully processed. This implies that participants should make more false alarms to TL nonwords (e.g., jugde) than to RL nonwords (e.g., judpe) under these conditions. This difference should decrease/ vanish when the lag is relatively long (e.g., 500 msec), since the incoming information concerning letter position would make the TL nonwords less similar to their base words. In agreement with this hypothesis, Gómez, Perea, and Ratcliff (2002) found that TL nonwords produced substantially more false positives than did RL nonwords at short lags (100, 200, and 300 msec), but not at long lags (500 and 1,000 msec).
It is worth noting that the proposal that letter identity information and letter position information might become separated in the perceptual system is not new (Estes, 1975; Ratcliff, 1981; Rumelhart & McClelland, 1982) . Furthermore, one could easily implement this idea within the interactive-activation model by merely assuming that "information presented on one location might activate detectors in a range of locations rather than in one fixed position" (Rumelhart & McClelland, 1982, p. 89) . In this way, upon presentation of the TL nonword jugde, the letters g and d would activate the detectors at neighboring letter positions, and thereby, the lexical representation of the base word JUDGE would be activated to some extent.
In fact, empirical evidence suggests that the representation of a letter may initially be distributed over letter po-sitions (Ratcliff, 1981) . By the end of processing, the correct letter position for each letter would, of course, be determined due, at least in part, to feedback from higher level processes. Interestingly, this modified interactiveactivation model would predict that the processing of TL words, such as trial, would suffer due to interference from the activation of their TL mates (e.g., trail ), an effect that does seem to occur (see Andrews, 1996) . In any case, if we do assume that assigning positions to letter identities takes some time, the masked nonword jugde would be expected to activate the lexical representation of JUDGE to a reasonable extent, which would explain the presence of reliable semantic/associative effects with TL primes. At present, however, these notions have not been implemented in an interactive-activation type model.
Although it is possible that an implemented version of a modified interactive-activation model (or some other channel-specific model) might be able to explain the present results, there are a number of other problems for any models employing a simple channel-specific coding scheme. For instance, as McClelland (1986) acknowledged, the interactive-activation model had to include the unlikely assumption that there is a separate set of letter detectors for each letter position. Furthermore, in the original interactive-activation model, words with different numbers of letters do not activate each other's lexical representations (see Jacobs et al., 1998) . That is, the word hose activates only the lexical representations for (formally similar) four-letter words, and therefore, it would not activate the lexical representation for HOUSE. Such a prediction is inconsistent with the available behavioral evidence (e.g., de Moor & Brysbaert, 2000; McClelland, 1986; Perea & Carreiras, 1998; Peressotti & Grainger, 1999) .
Recently, two extensions of the interactive-activation model have been proposed that use a relative-position, rather than an absolute-position, coding scheme. These models do allow a word to activate the lexical representations of words with different lengths (multiple read-out model [MROM-p] , Jacobs et al., 1998; dual-route cascaded [DRC] model, Coltheart et al., 2001 ). In the MROM-p, the external letters are used as anchor points, and the other letters in a word are represented in terms of their relative position in the word. For instance, the word judge would be encoded as j in the initial position, u in the initial plus one, d in the initial plus two, g in the final minus one, and e in the final position. The DRC model uses a single system for words of various lengths (up to eight letters), in which the first letter is used as an anchor point. For instance, the word judge would be encoded as j in the initial position, u in the second position, d in the third position, g in the fourth position, e in the fifth position, whereas in positions six to eight there would be a blank-letter character. The coding schemes in these computational models appear to be something of an improvement over the coding scheme of the original interactive-activation model; however, as they stand, neither of these coding schemes would predict that a TL nonword such as jugde would activate the lexical representation of the base word JUDGE to even the same degree as the RL nonword judpe. If we did assume that letter identity information and letter position information become separated in the perceptual system, as was discussed above, these models might, in principle, capture the observed effects. Simulations on such an implemented model would be necessary in order to verify this claim.
Another potential way to explain TL effects would be to use a parallel distributed processing model having a coarse coding scheme (see, e.g., McClelland, 1986; Mozer, 1987) . In the PABLO model (McClelland, 1986) , each detector serves only as a partial specification of a letter combination. For instance, the word back would be coded as (_B Bx) (xA Ax) (xC Cx) (xK K_), where the first and the last letters of the strings are used as anchor points (the _ sign indicates a blank, and the letter x indicates any letter).
Simulations with the PABLO model show that the TL nonword bcak activates the connections for its base word, BACK, as much as back itself does (McClelland, 1986) . (An RL nonword such as bick would activate BACK to a much lesser degree.) Because of the important role played by external letter positions in the model, TL similarity effects would be more likely when the transposition involved two internal letters. Thus, the coding scheme used in the PABLO model might allow that model to capture the effects found in the present experiments. (The implemented version of PABLO was somewhat limited, however. For instance, its alphabet contained only eight letters plus the "_" sign, and its lexicon was composed of words from one to four letters in length.) 5 Finally, another option that seems to capture TL similarity more naturally would be to use a model with a radically different coding scheme, such as that implemented in the SOLAR model (Davis, 1999) . This model uses a spatial coding scheme in which letter codes are position independent. As a result, the TL nonword jugde and its base word, JUDGE, share the same set of letter codes. To account for the fact that any orthographic coding scheme must ultimately be order sensitive, the order of letters in the SOLAR model is coded by the relative activity of the set of letter nodes. Thus, jugde and judge share the same set of letter nodes, but they produce different activation patterns (e.g., in the word judge, the letter code corresponding to j is the one associated with the highest activation value, then the letter code corresponding to the letter u is associated with a slightly smaller activation value, and so on; see Figure 1) . Because serial position is coded by relative activation, rather than by position-specific codes, and because of the way the network computes bottom-up input, judge and jugde are more similar and, hence, more confusable than judge and judpe, essentially, throughout processing (see Figure 1 ). More specifically, in the SOLAR model, the computed orthographic similarity between the word judge and the TL-internal nonword jugde is .80, which is substantially higher than the orthographic similarity between the word judge and the RL nonword judpe (.71), 6 although it is, of course, less than the orthographic similarity between judge and itself (1.00). Thus, upon presentation of the masked TL nonword jugde, the expectation is that the lexical representation of the base word JUDGE would be at least partially activated (more so than from the RL nonword judpe), which could ultimately lead to a semantic/associative priming effect.
Note that the SOLAR model also gives a special role to the external letter positions (i.e., there is a weighting parameter in the model that favors a match in the end positions). The idea is that the external letters may be more easily coded than the internal letters, due to a lack of lateral inhibition (see also Whitney, 2001) . As a result, nonwords created by transposing the two final letters would be less similar to their base words than are nonwords created by transposing two middle letters. Specifically, the orthographic similarity between the word judge and the TL-final nonword judeg in the model is only .74. This decrease in similarity between jugde and judeg is consistent with our failure to find a semantic/associative priming effect when TL-final nonwords were used as primes in Experiments 2-4. What should also be noted is that any model that hopes to simultaneously account for semantic/associative priming from TL-internal nonwords, but not from TL-final nonwords, will have to have a mechanism that gives a special status to the final letter.
CONCLUSIONS
The present research demonstrates the existence of masked semantic/associative priming effects produced by TL nonwords. Not surprisingly, there is more evidence that these effects are real when the letter transposition occurs in the middle of the word than when it occurs at the end of the word. These results are most consistent with models that propose that letters are position coded in a way that produces a high level of similarity between words and TL-internal nonwords (e.g., the SOLAR model) and are less consistent with models that assume some type of channel-specific coding scheme, unless an additional set of assumptions is added to those models. 
APPENDIX Related Pairs in Experiments 1-4
The items are arranged in sextuplets in the following order: word prime, TL-internal prime, RL-nonword prime (Experiment 1), TL-final prime, RL-nonword prime (Experiment 2), target word. never, neevr, nemer, nevre, nevem, ALWAYS; fruit, friut, freit, fruti, fruil, APPLE; march, macrh, manch, marhc, maroh, APRIL; Uncle, unlce, unvle, uncel, uncte, AUNT; roast, raost, roant, roats, roask, BEEF; above, abvoe, alove, aboev, abovs, BELOW; robin, roibn, rofin, robni, roban, BIRD; flesh, felsh, flosh, flehs, flest, BLOOD; skirt, skrit, skart, skitr, skist, BLOUSE; study, sutdy, stady, stuyd, stuky, BOOKS; house, huose, houge, houes, houne, BRICK; carry, crary, cargy, caryr, carsy, BRING; hills, hlils, holls, hilsl, hille, BUMPS; bread, braed, breid, breda, breal, BUTTER; jails, jials, jaips, jaisl, jaits, CELLS; fraud, fruad, frald, fradu, fraod, CHEAT; miner, mienr, miver, minre, minen, COAL; judge, jugde, judpe, judeg, judpe, COURT; river, rievr, ruver, rivre, rives, CREEK; thief, tihef, thirf, thife, thiaf, CROOK; faces, faecs, fapes, facse, facen, CROWD; fatal, faatl, fatil, fatla, fatak, DEATH; angel, agnel, antel, angle, angol, DEVIL; clean, claen, chean, clena, cleam, DIRTY; nurse, nusre, nunse, nures, nurss, DOCTOR; awake, awkae, awane, awaek, awaks, DREAM; lifts, litfs, lirts, lifst, lifte, DROPS; sober, soebr, siber, sobre, sobir, DRUNK; bacon, baocn, bamon, bacno, bacos, EGGS; knife, kinfe, knike, knief, knike, FORK; empty, emtpy, empky, empyt, empky, FULL; plays, palys, pluys, plasy, plags, GAMES; sells, slels, salls, selsl, selks, GOODS; coast, caost, coost, coats, coant, GUARD; curly, culry, cusly, curyl, curky, HAIR; glove, golve, glone, gloev, glovs, HAND; loves, loevs, lovos, lovse, lovis, HATES; spice, sipce, skice, spiec, spime, HERBS; mount, muont, moult, moutn, mounk, HORSE; camel, caeml, cawel, camle, camek, HUMP; pearl, paerl, peirl, pealr, peard, JEWEL; royal, roayl, ropal, royla, royat, KINGS; early, ealry, eanly, earyl, earty, LATE; sneer, sener, skeer, snere, sneor, LAUGH; teach, taech, toach, teahc,
