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Abstract
We study above-barrier scattering of Dirac electrons by a smooth electro-
static potential combined with a coordinate-dependent mass in graphene. We
assume that the potential and mass are sufficiently smooth, so that we can
define a small dimensionless semiclassical parameter h  1. This electronic
optics setup naturally leads to focusing and the formation of caustics, which are
singularities in the density of trajectories. We construct a semiclassical approx-
imation for the wavefunction in all points, placing particular emphasis on the
region near the caustic, where the maximum of the intensity lies. Because of
the matrix character of the Dirac equation, this wavefunction contains a non-
trivial semiclassical phase, which is absent for a scalar wave equation and which
influences the focusing. We carefully discuss the three steps in our semiclassical
approach: the adiabatic reduction of the matrix equation to an effective scalar
equation, the construction of the wavefunction using the Maslov canonical oper-
ator and the application of the uniform approximation to the integral expression
for the wavefunction in the vicinity of a caustic. We consider several numerical
examples and show that our semiclassical results are in very good agreement
with the results of tight-binding calculations. In particular, we show that the
semiclassical phase can have a pronounced effect on the position of the focus
and its intensity.
Keywords: Graphene, Electronic optics, Semiclassical phase, Semiclassical
approximation, Maslov canonical operator, Uniform approximation
Graphene is a two-dimensional allotrope of carbon, in which the carbon
atoms are arranged in a honeycomb lattice [1]. Considering its electronic struc-
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ture, one observes that the valence and conduction bands touch at two nonequi-
valent corners of the Brillouin zone, known as K and K ′. In the vicinity of
these points, that is, for energies near the Fermi energy, the dispersion relation
can be approximated by a cone. In particular, the behavior of the effective
low-energy charge carriers can be described by the two-dimensional Dirac equa-
tion [2, 3, 4, 5, 6, 7, 8, 1]. We need a matrix Hamiltonian to describe the system,
since the honeycomb lattice is made up out of two sublattices. Therefore, the
wavefunction is given by a two-dimensional spinor, whose components represent
the contribution of each of the two sublattices. When we consider standard
graphene, in which these sublattices are equivalent, the mass term in the Dirac
Hamiltonian vanishes. However, when we consider graphene on a substrate, e.g.
hexagonal boron nitride, this equivalence is generally broken and a mass term
naturally arises [9, 10, 11, 12, 13, 14, 15].
In contrast to scalar Hamiltonians, matrix Hamiltonians such as the Dirac
Hamiltonian can give rise to nontrivial adiabatic phases in the wavefunction,
even in a time-independent scattering problem. The most prominent example
of such a phase is the Berry phase [16, 17]. In graphene, it acquires a value of ±pi
upon a full rotation around the Dirac point, depending on whether one considers
the K or K ′ valley [16, 18, 1]. By studying the massless Dirac equation, one
can show that this Berry phase affects the Fabry-Pe´rot condition for resonant
scattering in n-p-n junctions in a magnetic field [19, 20]. In the absence of a
mass term, the Berry phase also enters the semiclassical quantization condition
for electrons in a strong magnetic field, which determines the positions of the
Landau levels. The Berry phase therefore strongly affects the quantum Hall
effect in graphene [6, 7, 21, 22, 23, 24]. In the presence of a mass term, the
situation is however more complicated. Instead of the Berry phase, the more
general semiclassical phase now enters the wavefunction [25, 26]. However, one
can show that in this case the Landau levels are still determined by the winding
number in momentum space [27].
However, the influence of the semiclassical phase is not limited to setups
with a magnetic field. It is important in all problems in which interference
plays a role, such as focusing in electronic optics. In this type of problems, one
focuses electrons using electrostatic potentials in the same way as one focuses
light using an optical lens. In graphene, these potentials can be experimentally
realized by gating. The mass, which typically arises from the substrate, also
plays a role in focusing. Basic understanding of focusing can be obtained by
considering the classical trajectories, which are analogous to the rays in geo-
metrical optics. However, to understand how interference affects the focusing,
one needs to perform a quantum mechanical analysis, for instance using the
semiclassical approximation.
Focusing in graphene has mostly been considered in the context of n-p junc-
tions, for both straight [28, 29, 30, 31, 32, 33] and circular [34, 35, 36, 37]
interfaces. At such an interface, charge carriers are refracted with a negat-
ive refractive index, creating an electronic lens. This type of lens is known
as a Veselago lens [38] and can be effectively realized in graphene because of
the high tunneling probability across the n-p interface. A normally incident
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electron is even transmitted with unit probability, a process known as Klein
tunneling [39, 40, 41, 19, 42, 43, 20, 44, 45, 33]. Recently, it has been suggested
that graphene Veselago lenses could be used to create a two-dimensional analog
of a Scanning Tunneling Microscope: the Dirac fermion microscope [46].
Previous studies have shown that the matrix structure of the Dirac equation
influences focusing in graphene Veselago lenses [29, 30], in particular through the
initial sublattice polarization. However, in almost all of the theoretical studies of
Veselago lensing in graphene, the authors considered a sharp junction interface
with a very special shape, either straight of circular. This is mainly due to the
fact that smooth junctions are much more complicated to treat analytically,
and the methods that exist are limited to (effectively) one-dimensional cases. A
semiclassical treatment of Klein tunneling for smooth one-dimensional graphene
heterojunctions was given in Refs. [43, 42], and this analysis was later extended
to cases with a constant mass [47]. Unfortunately, it is not possible to extend this
analysis to truly two-dimensional potentials and masses. At the same time, we
expect the matrix structure of the Dirac equation and the semiclassical phase to
play a much larger role for two-dimensional setups, due to the additional degree
of freedom.
Fortunately, one can also realize focusing of charge carriers in graphene using
different setups. In particular, electrons in graphene can be focused using two-
dimensional potential wells [48] or by applying local strain [49]. In this paper,
we consider focusing by above-barrier scattering for two-dimensional potentials
and masses. Since there are no classically forbidden regions in this type of
focusing, tunneling does not play a role. We remark that this requires that we
neglect the exponentially small reflection induced by the potential [43], which
is typically justifiable. Since tunneling does not play a role in this setup, we
can study it using semiclassical methods, provided that both the mass and the
potential are sufficiently smooth.
The primary goal of this paper is to establish how the semiclassical phase
influences focusing of charge carriers in graphene by two-dimensional potentials
and masses. In particular, we consider above-barrier scattering for a paral-
lel bundle of incoming electrons. However, we believe that the principles we
discuss are more widely applicable and can also improve the understanding of
focusing in more complicated setups. For instance, they may help to improve
image reconstruction in the Dirac fermion microscope. We observe that elec-
trons in this system propagate over a large distance from the junction interface,
at which they are refracted, to the point at which they are focused. During their
propagation, these electrons are under the influence of a mass term, since Dirac
fermion microscopes will most likely be made of graphene on a substrate [46].
Hence, a large semiclassical phase may develop along the trajectories, which
can subsequently influence the position of the focus. In order to properly re-
construct the object from the measured intensity, it is important to understand
exactly how the focusing is affected by this semiclassical phase.
The second goal of this paper is to provide a detailed introduction to the
semiclassical methods that we use to construct the wavefunction. Many of these
methods have mainly been discussed within the mathematical literature, and we
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hope to make them more accessible to a wider audience. The most well-known
semiclassical approximation is probably the one-dimensional Wentzel-Kramers-
Brillouin (WKB) approximation, which is explained in nearly all introductory
textbooks on quantum mechanics, see e.g. Ref. [50]. For scalar Hamiltonians,
this method was generalized to higher dimensions by V. P. Maslov [51, 52, 53,
54]. Later on, this approximation was extended to matrix Hamiltonians, both
by Maslov [54] and by Bernstein and Friedland [55, 56]; see also Ref. [57]. In
particular, these authors obtained an expression for the semiclassical phase that
emerges for an arbitrary Hamiltonian. In Ref. [25], their approach was applied
to the Dirac Hamiltonian of graphene.
In this paper, we make use of a different approach to construct a semi-
classical approximation for the graphene Hamiltonian. Since we are not inter-
ested in tunneling phenomena, we first construct effective scalar Hamiltonians
for both electrons and holes. We perform this adiabatic reduction using the
method formulated in Refs. [58, 59] and independently in Refs. [26, 60], see also
Refs. [61, 62]. In this approach, which is asymptotic in nature, we first pass
from operators to their symbols [51, 54, 63, 64], which are analogous to classical
observables on phase space. After that, we obtain an effective scalar Hamilto-
nian to first order in the dimensionless semiclassical parameter h by solving
algebraic equations. Integrating Hamilton’s equations for this effective scalar
Hamiltonian, we obtain the classical trajectories of the system. Subsequently,
we construct the wavefunction for our effective scalar Hamiltonian using the
multi-dimensional WKB approximation. We find this procedure more insight-
ful, since it separates the two steps that are required: we first diagonalize the
matrix Hamiltonian and only then we construct the semiclassical approxima-
tion. In particular, this method provides us with a deeper understanding of the
origin of the semiclassical phase.
Unfortunately, the multi-dimensional WKB approximation diverges at points
at which the density of classical trajectories diverges. These points are known
as singular points and together they form a so-called caustic. As the density of
trajectories is high near caustics, these are exactly the places at which focus-
ing occurs. To obtain the wavefunction near points on the caustic, we first lift
the problem from the two-dimensional configuration space (x1, x2) to the four-
dimensional phase space. Instead of the Hamilton-Jacobi equation, we therefore
solve Hamilton’s equations. Whereas solutions of the former equation become
problematic at singular points, solutions of the latter do not. The solutions of
Hamilton’s equations form a two-dimensional surface in phase space, which has
the structure of a Lagrangian manifold [54, 65, 66, 67]. At points on the caustic,
the projection of this surface onto the configuration space is not invertible.
Caustics have been extensively studied in the literature and a complete classi-
fication of their possible types has been established [68, 69, 70, 71, 72, 73, 74].
This classification shows that one generally expects two types of singular points
to occur in two-dimensional Hamiltonian systems: fold points and cusp points.
We expect the strongest foci to lie in the vicinity of cusp points, since the
singularity at a cusp point is of higher order than the singularity at a fold point.
We can construct the wavefunction near caustics using the Maslov canonical
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operator [54, 75, 76, 77, 78]. In this approach, we express the wavefunction in
terms of several geometric objects that are defined on the Lagrangian mani-
fold formed by the solutions of Hamilton’s equations. This is made possible by
working with the symbols of the differential operators, which are much easier
to manipulate than the original operators themselves. The construction, which
is mostly algebraic and geometric in nature, provides a general expression for
the wavefunction that can be applied for many different Hamiltonians. In two-
dimensional problems, the Maslov canonical operator conventionally takes the
form of an integral over one of the momentum coordinates. However, the mo-
mentum coordinate over which we integrate may differ from singular point to
singular point, which makes it non-trivial to implement this expression numer-
ically.
Recently, a new representation of the Maslov canonical operator near singu-
lar points was put forward [79, 80]. This representation was specifically designed
for problems that admit a parametrization in terms of so-called eikonal coordin-
ates [81]. This is a special kind of coordinate system, in which one parametrizes
the time along the trajectories by the action. The second coordinate φ on the
Lagrangian manifold is subsequently determined by the initial condition of the
trajectories. We show that our problem admits such a parametrization and that
the second coordinate φ is equal to the coordinate perpendicular to the propaga-
tion direction at minus infinity. Generally, eikonal coordinates naturally arise
in two-dimensional scattering problems for which the classical Hamiltonian can
be written as a function of x and |p| [81]. It turns out that eikonal coordinates
have very convenient geometrical properties. First of all, the wavefronts are
given by lines of equal time. Second, because of the orthogonality of the tra-
jectories and the wavefronts, the Jacobian factorizes in this coordinate system,
which essentially simplifies many of the computations.
Using the new representation [79], we express the wavefunction in the vicinity
of a singular point as an integral over the coordinate φ. The new representation
therefore admits a much more intuitive interpretation than the conventional
representation, as it is given by an integral over a coordinate that directly la-
bels the trajectories. Furthermore, it is independent of the singular point in
question, unlike the conventional representation. In both representations, the
integrand contains a rapidly oscillating exponent [54, 79]. This makes it difficult
to evaluate our expression for the wavefunction numerically, especially in the
deep semiclassical limit.
We therefore employ the stationary phase approximation [54, 76, 79] to ob-
tain an asymptotic expansion of the integral in powers of the dimensionless
semiclassical parameter h. If we confine ourselves to the leading-order approx-
imation, see e.g. Refs. [79, 54], we obtain an expression for the wavefunction in
terms of the Pearcey function [82, 83, 84]. Unfortunately, this expression does
not capture the influence of the semiclassical phase on the focusing, since the
intensity ‖Ψ‖2 that it predicts is independent of this phase. Using the uniform
approximation [85, 86], we obtain an expression for the wavefunction that in-
cludes higher-order corrections. Although we can only construct this expression
in the region in which interference occurs, this is precisely the region in which
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the main focus is located. We can therefore use the uniform approximation to
study the influence of the semiclassical phase on the focusing. In contrast to the
intensity predicted by the leading-order approximation, the intensity predicted
by the uniform approximation depends on the semiclassical phase.
The final result of our semiclassical analysis is a collection of approxima-
tions for the wavefunction. Each of these approximations is only valid within
its own specific domain. The size of these domains is given in terms of the
dimensionless semiclassical parameter h, and may depend slightly on the details
of the problem. We subsequently obtain a global approximation for the wave-
function by combining the various local approximations. We emphasize that
this procedure does not require matching of the different local approximations
by adjusting their coefficients. Instead, each of the approximations is a local
asymptotic solution to the scattering problem, without free parameters.
To study the influence of the semiclassical phase on the position and the
intensity of the focus, we consider various setups of potential and mass. In
particular, we study a situation in which the semiclassical phase is small as well
as a situation in which the semiclassical phase is large. For both cases, we obtain
numerical values for the wavefunction in the vicinity of the focal point using the
uniform approximation. We subsequently compare these semiclassical results
with the results of tight-binding calculations for large graphene samples, which
are performed using the Kwant code [87]. For the case of a large semiclassical
phase, we also consider the trajectories that arise when we incorporate the
semiclassical phase into the Hamiltonian [26, 88]. The latter approach has
recently attracted a lot of interest, as it has been able to successfully explain
experimental observations in heterostructures of graphene and hexagonal boron
nitride [89].
Although we only consider graphene in this paper, most of our results con-
cern the Dirac equation. Therefore, they are also applicable to other two-
dimensional materials in which the electrons are governed by the Dirac equation,
such as the two-dimensional surfaces of three-dimensional topological insulat-
ors [90, 91, 92, 93, 94].
We have tried to structure the paper in such a way that the results for
graphene can be largely understood without detailed knowledge of the semiclas-
sical methods that we use. Likewise, our review of the semiclassical methods can
be read without considering the specific application to graphene. In section 1,
we provide some preliminary considerations. In particular, we discuss the scat-
tering setup and the assumptions that we make, as well as several symmetries of
the graphene Hamiltonian. Since this Hamiltonian is a two-dimensional matrix,
it describes both electrons and holes. Section 2 shows how we can obtain an ef-
fective scalar Hamiltonian for each of these modes. We subsequently take a first
step towards the construction of our semiclassical approximation in section 3.
In this section, we also discuss the difference between the Berry phase and the
semiclassical phase. In section 4, we introduce the important concept of a Lag-
rangian manifold to gain a deeper understanding of the singular points and their
classification. Furthermore, we introduce eikonal coordinates. The results from
this section are used in section 5 to construct the semiclassical approximation
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in both regular and singular points. We discuss the Maslov canonical operator
and its representation in the vicinity of singular points, paying particular at-
tention to the Maslov index. In section 6, we discuss how we can simplify the
wavefunction in the vicinity of singular points using the leading-order approx-
imation and the uniform approximation. In section 7, we discuss the numerical
implementation of our semiclassical approximations. We consider several ex-
amples and show how the semiclassical phase affects the position and intensity
of the focus. We also compare the semiclassical approximation with the res-
ults of tight-binding calculations for graphene. We present our conclusions and
ideas for further research in section 8. Readers who are mainly interested in the
results for graphene are advised to read sections 1, 2.3 and 3, before having a
look at the results in section 7.
Finally, we would like to make a few notational remarks. Throughout this pa-
per, the index α labels the two valleys in graphene. When we discuss graphene,
we explicitly include this index in the notation. For instance, we denote the
wavefunction as Ψα. We suppress this index when we discuss general semiclas-
sical methods. Hence, we generally suppress α in sections 4, 5 and 6. Further-
more, the subscripts φ, τ and t typically indicate partial derivatives with respect
to these variables, i.e., Xφ = ∂X/∂φ. By the inner product 〈a, b〉, we generally
mean the conventional inner product of the n-dimensional vectors a and b in
Rn, i.e. 〈a, b〉 = ∑j ajbj . The only exception to this general rule can be found
in the beginning of section 2.2, where we use the notation 〈a, b〉L2(Rm) to denote
the standard inner product in the Hilbert space L2(Rm). The Fourier transform
and its inverse are defined in equation (19).
1. Preliminary considerations
The dynamics of low energy charge carriers in graphene are governed by the
two-dimensional Dirac equation [2, 3, 4, 5, 6, 7, 8, 1]. Although the Hamiltonians
for charge carriers in the valleys K and K ′ differ slightly, we can consider both
of them at the same time by studying the Hamiltonian
Hˆα = vFσxpˆ1 − αvFσypˆ2 +m(x)σz + U(x)1, (1)
where α = −1 for the K-valley and α = +1 for the K ′-valley. The quantities σi
are the Pauli matrices. Since our problem is two-dimensional, the position vector
equals x = (x1, x2) and the momentum operators equal pˆj = −i~∂/∂xj . When
one studies graphene using the nearest-neighbor approximation, one finds that
the Fermi velocity vF is determined by ~vF = 32 taCC , where t is the hopping
parameter and aCC = 0.142 nm is the carbon-carbon distance in graphene [1]. In
this paper, we use t = 3 eV, which leads to a Fermi velocity that approximately
equals c/300, with c the speed of light.
We consider the scattering problem for this Hamiltonian, that is,
HˆαΨα = EΨα, Ψα =
(
ψ1
ψ2
)
, (2)
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where E is the energy of the electron. We assume that the potential U(x) and the
mass m(x) are of the same order of magnitude as the energy E. Furthermore, we
assume that there is a typical length scale l that describes changes in both U(x)
and m(x). These assumptions allow us to introduce dimensionless variables in
the eigenvalue problem (2). Let us denote the characteristic energy scale of the
problem as E0. Throughout this paper we use E0 = E, although one could
also use alternative quantities such as maxU(x) or min |U(x) − E|. We can
then define the dimensionless semiclassical parameter h = ~vF /(E0l) and the
dimensionless quantities x˜ = x/l, ˆ˜p = −ih∂/∂x˜, E˜ = E/E0, U˜(x˜) = U(x)/E0
and m˜(x˜) = m(x)/E0. From now on, we only consider these dimensionless
variables, unless explicitly stated otherwise. We therefore omit the tildes in the
notation. The Hamiltonian then reads:
Hˆα =
(
U(x) +m(x) pˆ1 + iαpˆ2
pˆ1 − iαpˆ2 U(x)−m(x)
)
. (3)
In this paper, we consider scattering of a plane wave that is incident on
a potential U(x) and a mass m(x). Without loss of generality, we study an
electron with momentum p0 = (p01, 0) that comes in from the left, i.e., from
x1 = −∞. We assume that both U(x) and m(x) are smooth and localized in
a finite domain D, in the sense that they are constant outside of D. We limit
ourselves to above-barrier scattering, which means that the potential and mass
are chosen in such a way that there are no classically forbidden regions. In
section 3, we show that this assumption requires that
(U(x)− E)2 −m(x)2 > 0 (4)
for all points x. In particular, this means that we do not consider (Klein)
tunneling, as discussed in the introduction. Finally, we consider a setup in
which all trajectories of the classical Hamiltonian system corresponding to the
Hamiltonian (3) run away to infinity [95, 96]. More precisely, every trajectory
leaves any closed and bounded set in a finite time. This means that there are
no trapped trajectories, which is very important for the construction of the
asymptotic solution later on.
Far outside of the domain D, the solution Ψα(x) can be written as an in-
coming plane wave plus a scattered wave:
Ψα(x) = A
0ei〈p
0,x〉/h + Ψscat,α(x). (5)
where A0 is the amplitude of the incoming wave. In order to properly define the
scattering problem, we require that Ψscat,α satisfies the Sommerfeld radiation
conditions at infinity [97, 98, 96]:
lim
|x|→∞
|x|1/2
(
−ih ∂
∂|x| − |p
0|
)
Ψscat,α = 0. (6)
In words, this condition states that Ψscat,α only consists of outgoing waves.
Hence, the only incoming wave in our problem is the wave that comes in from
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the left and there are no waves that come in from other sides. Although we
formally impose this condition, we do not use it in the rest of the paper, since the
constructions in the following sections automatically ensure that it is fulfilled.
Now that we have stated the scattering problem, let us discuss its symmet-
ries. Our electron comes in from the left, with an amplitude A0 that was defined
in equation (5) and which can in principle depend on x2. Let us assume that this
amplitude is symmetric in x2 and that the potential U(x) and the mass m(x) are
symmetric in x2 as well, i.e. U(x1, x2) = U(x1,−x2). Subsequently, consider the
eigenvalue equation (2) for the Hamiltonian (3): HˆαΨα(x1, x2) = EΨα(x1, x2).
When we replace x2 by −x2 and use the symmetries that we just imposed, we
see that we arrive at the equation Hˆ−αΨα(x1,−x2) = EΨα(x1,−x2). Since all
boundary conditions are symmetric in x2, this means that Ψα(x1,−x2) is an
eigenfunction of Hˆ−α with energy E. Since the solution is unique, this in turn
means that
Ψα(x1, x2) = Ψ−α(x1,−x2). (7)
This first symmetry thus connects the solutions for electrons in the two valleys.
Under the same assumptions, i.e. that the potential, mass and initial amp-
litude are symmetric in x2, we can derive a second symmetry. Replacing x2 by
−x2 in the eigenvalue equation and multiplying by σx, we arrive at
(σxHˆ−ασx)[σxΨα(x1,−x2)] = E[σxΨα(x1,−x2)]. (8)
Subsequently, we note that the expression σxHˆ−ασx equals the Hamiltonian
Hˆα when we replace m(x) by −m(x). Therefore, reversing the sign of the mass
results in a reflection of the wavefunction in the x1-axis, i.e.,
Ψα,m(x1, x2) = σxΨα,−m(x1,−x2), (9)
where we have included the mass m in the notation. This equality is especially
important when the mass m(x) is identically zero, in which case it reads
Ψα(x1, x2) = σxΨα(x1,−x2). (10)
When we define the norm of the wavefunction by ‖Ψα‖ =
√
Ψ†αΨα, we observe
that ‖Ψα(x1, x2)‖ = ‖Ψα(x1,−x2)‖. The second symmetry thus states that
when the mass vanishes, the intensity is symmetric in x2. Note that this only
holds when both the potential and the initial amplitude are symmetric in x2.
We can combine the symmetries (7) and (10) to obtain a third symmetry.
When the mass vanishes and when the potential and the initial amplitude are
symmetric in x2, we obtain
Ψα(x1, x2) = Ψ−α(x1,−x2) = σxΨ−α(x1, x2). (11)
Therefore, ‖ΨK(x1, x2)‖ = ‖ΨK′(x1, x2)‖, which means that the norm of the
wavefunction is equal for both valleys. Hence, there is no symmetry breaking
between the two valleys in the absence of a mass m(x).
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2. Adiabatic reduction to scalar equations
The Hamiltonian (3) simultaneously describes both electron and hole states.
However, since we look at above-barrier scattering, we do not need to consider
transitions from electron to hole states. Therefore, our first step towards the
construction of an asymptotic solution to the eigenvalue equation (2) consists of
reducing the matrix Hamiltonian (3) to two separate scalar Hamiltonians, one
for electrons and one for holes. In section 2.2, we review how this reduction
can be performed order by order in the dimensionless semiclassical parameter
h, based on [58, 59, 26]. In this reduction, we mainly make use of the symbols of
the quantum operators, which are much easier to manipulate. In section 2.1, we
therefore briefly review the relation between pseudodifferential operators and
their symbols. Our exposition is mainly based on Ref. [63], but also draws
inspiration from Refs. [64, 54]. For a complete account of pseudodifferential
operators, we refer the interested reader to the books by Ho¨rmander [99] and
Ivrii [100], noting that the former also includes many historical remarks. Using
the theory developed in the first two subsections, we perform the reduction for
the Dirac Hamiltonian in section 2.3.
2.1. Pseudodifferential operators and symbols
The goal of this subsection is to review the correspondence between operators
fˆ and functions f(x, p) of the variables x and p, representing position and
momentum, respectively. The function f(x, p) may be thought of as a classical
observable on phase space and is called a symbol. Given such a symbol f(x, p),
we define an operator Opt(f) by specifying how it acts on a function u(x).
Specifically, we define the t-quantization of f(x, p) as [63]
Opt(f)u(x) =
1
(2pih)n
∫
ei〈p,x−y〉/hf
(
(1− t)x+ ty, p)u(y)dydp, (12)
where 〈a, b〉 = ∑i aibi denotes the standard inner product, n is the dimen-
sionality of space and h is the dimensionless semiclassical parameter. The op-
erator Opt(f) is also called the semiclassical pseudodifferential operator with
symbol f and depends on t. For example, a straightforward calculation shows
that for f(x, p) = 〈x, p〉, one has Op0(〈x, p〉)u(x) = −ih〈x, ∂u(x)/∂x〉, mean-
ing that Op0(〈x, p〉) = 〈x, pˆ〉. On the other hand, one has Op1/2(〈x, p〉) =
1
2 (〈x, pˆ〉+ 〈pˆ, x〉), which is symmetric.
As a more general example, one can consider f(x, p) =
∑
β fβ(x)p
β , where
β = (β1, . . . , βn) is a multi-index, and p
β =
∏
i p
βi
i . By a straightforward calcu-
lation, one sees that its zero-quantization equals the (semiclassical) differential
operator Op0(f) =
∑
β fβ(x)pˆ
β . However, the application of equation (12) is
not limited to symbols f that are polynomials in p. Symbols can have much
more complicated functional forms and may also explicitly depend on h. In
general, the quantization of such symbols will not give rise to usual (semiclas-
sical) differential operators. Instead, their action on a function u(x) is more
complicated, hence the name semiclassical pseudodifferential operators.
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In order for equation (12) to make sense, one should impose certain con-
straints on the symbol f(x, p). Different authors impose slightly different con-
straints, leading to different classes of pseudodifferential operators. The differ-
ence between these classes is not that important for the purpose of this pa-
per, but plays a role when one needs to make precise estimates. Martinez [63]
defines a class S2n((1 + |p|2)m/2), where 2n is the dimensionality of phase
space and m is called the degree of the associated pseudodifferential operat-
ors. A symbol f(x, p) is in this class when it depends smoothly on x and p
and ∂β/∂xβ ∂γ/∂pγf(x, p) = O((1 + |p|2)m/2) for any multi-indices β and γ,
uniformly in x, p and h for h sufficiently small. The latter condition can also
be stated as ∣∣∣∣ ∂β∂xβ ∂γ∂pγ f(x, p)
∣∣∣∣ ≤ Cβγ(1 + |p|2)m/2 (13)
for a certain constant Cβγ that is independent of h and the specific point (x, p)
that is considered. In words, condition (13) means that the symbols should not
diverge and that their growth at infinity should be bounded by a polynomial
in p. Furthermore, their growth rate should not be increased when one takes
an arbitrary amount of derivatives with respect to either p or x. It can be
shown [63] that for symbols in class S2n((1 + |p|2)m/2) there is a unique way to
extend the operator Opt(f) to a linear continuous operator on Schwartz space.
Instead, Maslov [54] only considers t = 0 and t = 1 and defines a class Tm
in which the variables x and p are treated on equal footing. A symbol f(x, p)
that does not depend on h belongs to this class when it is continuous in x and
p and when ∣∣∣∣ ∂β∂xβ ∂γ∂pγ f(x, p)
∣∣∣∣ ≤ Cβγ(1 + |x|)m(1 + |p|)m (14)
for any multi-indices β and γ. Subsequently, Maslov [54] defines a class Tm+ for
symbols that depend on h. A symbol belongs to this class when its dependence
on x, p and h is smooth; the symbol can be expanded in a power series in h;
each of the expansion coefficients is in Tm and an additional constraint on the
remainder is satisfied. Other classes of symbols are considered by Zworski [64]
and Ho¨rmander [99].
Looking at the two-dimensional Dirac Hamiltonian (3), we observe that it
is linear in momentum. It turns out that all symbols that we use do not grow
faster than |p| at infinity, together with all their derivatives. Furthermore, the
potentials U(x) and masses m(x) that we consider are bounded, as are all their
derivatives. Therefore, the class S4((1 + |p|2)1/2) is sufficient for this paper and
we do not need to consider wider classes. However, we should keep in mind that
the Hamiltonian (3) is a matrix. Matrix valued symbols are explicitly considered
by Maslov [54], who defines a class Tm+ for matrix symbols. In his definition,
a matrix valued symbol belongs to class Tm+ if all its elements belong to T
m
+ .
Although a similar extension for the class S2n((1 + |p|2)m/2) is not explicitly
discussed by Martinez [63], we believe that this does not pose any fundamental
problems. Alternatively, one could think about replacing the absolute value in
equation (13) by an appropriate matrix norm.
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Instead of viewing equation (12) as a quantization procedure, we can also
look at it the other way around: given an operator aˆ, equation (12) defines a
unique symbol of index t [63]. We denote this symbol by a(t) = σt(aˆ) and we
naturally have aˆ = Opt(a
(t)). It is this point of view that we predominantly
take in this paper, since we start with a quantum Hamiltonian Hˆ and we want
to construct its symbol. We can obtain the zero-symbol a(0) of an arbitrary
operator aˆ by computing [63]
a(0)(x, p, h) = σ0(aˆ) = e
−i〈p,x〉/h(aˆei〈p,x〉/h). (15)
Subsequently, we can find the t′-symbol from the t-symbol using the formula
a(t
′)(x, p, h) = exp
(
ih(t′ − t)
〈
∂
∂x
,
∂
∂p
〉)
a(t)(x, p, h). (16)
For example, for aˆ = 12 (〈x, pˆ〉+ 〈pˆ, x〉) one has a(0) = 〈x, p〉− inh/2 and a(1/2) =〈x, p〉. The latter result is of course in agreement with the example given at
the beginning of this subsection. The symbol a(t)(x, p, h) that one obtains from
an operator aˆ usually depends on h, as illustrated by the first example. In this
paper, we only consider classical symbols, which are symbols that are equivalent
to a formal power series in h as h→ 0 [63]. With a slight abuse of notation, we
denote this correspondence by an equality sign, i.e. we write
a(t)(x, p, h) =
∑
j
a
(t)
j (x, p)h
j . (17)
The zeroth-order term a
(t)
0 of this expansion is known as the principal sym-
bol [63, 54] and is independent of t, which can for instance be seen from equa-
tion (16). Since the principal symbol is independent of the quantization, one
can really think of a
(t)
0 as a classical observable on phase space.
In this paper, we consider two specfic values of t. When t = 0, we are dealing
with the so-called standard quantization. For this case, we denote the symbol
as σ0(aˆ) = a(x, p, h) and the operator as aˆ = a(x, pˆ, h). In many calculations
standard quantization is extremely convenient, since the relation between the
symbol and the operator can be expressed using Fourier transforms [63, 54, 53,
64]. Specifically, one can write
aˆ u(x) = Op0(a)u(x) = a(x, pˆ, h)u(x) = F−1p→xa(x, p, h)Fy→pu(y), (18)
where the n-dimensional Fourier transform and its inverse are defined by
u(p) = Fx→pu(x) = e
−inpi/4
(2pih)n/2
∫
e−i〈p,x〉/hu(x) dx,
u(x) = F−1p→xu(p) =
einpi/4
(2pih)n/2
∫
ei〈p,x〉/hu(p) dp.
(19)
At the beginning of this section, we already saw that Op0(〈x, p〉) = 〈x, pˆ〉.
This example points to an important feature of the standard quantization: it
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is the quantization that results when one lets the momentum operator pˆ act
first and the position (multiplication) operator x act second [54, 53]. Because
of this property, the notation a(
2
x,
1
pˆ, h) is also used, in which the order of the
operators is shown explicitly. Standard quantization is sometimes called left
quantization [63] and the resulting operator ordering is sometimes called the
Feynman-Maslov ordering [54, 53]. The operator calculus that results from this
ordering is sometimes called the Kohn-Nirenberg calculus [101]. Although we
do not consider t = 1 in this paper, we remark that in this quantization the
order of the operators is reversed: the position (multiplication) operator x acts
first and the momentum operator pˆ acts second [54, 53].
When t = 12 , the quantization procedure is called Weyl quantization [102].
In this case, we denote the symbol as σ1/2(aˆ) = a
W (x, p, h) and the operator as
aˆ = aW (x, pˆ, h). Therefore, one has
aˆ u(x) = Op1/2(a)u(x) = a
W (x, pˆ, h)u(x)
=
1
(2pih)2
∫
ei〈p,x−y〉/ha
(
x+ y
2
, p, h
)
u(y)dydp.
(20)
At the beginning of this section, we already saw that Weyl-quantizing the symbol
〈x, p〉 leads to the symmetric operator Op1/2(〈x, p〉) = 12 (〈x, pˆ〉 + 〈pˆ, x〉). This
points to an important feature of Weyl quantization: when an operator aˆ whose
symbol is a scalar function is self-adjoint, then its Weyl symbol aW = σ1/2(aˆ)
is real [63, 64]. Although Martinez [63] does not explicitly consider operators
with matrix valued symbols, the results can be easily generalized to accomodate
them. We start from the identity σ1−t(aˆ†) = [σt(aˆ)]†, the scalar version of which
can be found in Ref. [63]. In this equality, aˆ† denotes the adjoint of aˆ and the
dagger on the right-hand side denotes complex conjugation and transposition.
For a self-adjoint operator aˆ, we then have σ1/2(aˆ) = σ1/2(aˆ
†) = [σ1/2(aˆ)]†.
Thus, the Weyl symbol of a self-adjoint operator is a Hermitian matrix. In
particular, the Weyl symbol σ1/2(aˆ) is real when the symbol of aˆ is a scalar
function.
When we consider standard quantization, the relation between the symbol
of an operator and the symbol of its adjoint is somewhat more complicated.
From the aforementioned relation, we obtain σ0(aˆ
†) = [σ1(aˆ)]†. Subsequently,
we can express σ1(aˆ) in terms of σ0(aˆ) using equation (16), leading to [63]
σ0(aˆ
†)(x, p, h) = exp
(
−ih
〈
∂
∂x
,
∂
∂p
〉)
[σ0(aˆ)(x, p, h)]
†
=
∑
β
h|β|
i|β|β!
(
∂β
∂xβ
∂β
∂pβ
[σ0(aˆ)(x, p, h)]
†
)
,
(21)
where β is a multi-index, β! =
∏
i βi! and |β| =
∑
i βi. Let us now consider a
self-adjoint operator aˆ that has a classical symbol, i.e. a symbol that can be
expanded in a power series as in equation (17). Entering the series expansion
into the right-hand side of equation (21) and demanding that it equals the
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original power series, we obtain conditions on the expansion coefficients aj .
Collecting terms of order h0, we find that a0(x, p) is real. Since the principal
symbol of an operator does not depend on the quantization, as we discussed
before, a0(x, p) is in fact equal to the principal Weyl symbol a
W
0 (x, p). When
we collect the terms of order h1 in equation (21), we obtain a condition on the
so-called subprincipal symbol a1(x, p) of the self-adjoint operator aˆ, namely
1
2i
(
a1(x, p)− a†1(x, p)
)
= −1
2
〈
∂
∂x
,
∂
∂p
〉
a0(x, p). (22)
Note that when a1(x, p) is a scalar function, the left-hand side equals its imagin-
ary part. Using this equality, we can obtain an expression for the subprincipal
Weyl symbol aW1 in terms of the subprincipal symbol a1. When we construct
the asymptotic expansion of equation (16) for t′ = 12 and t = 0, and gather the
terms of order h1, we arrive at
aW1 (x, p) = a1(x, p) +
i
2
〈
∂
∂x
,
∂
∂p
〉
a0(x, p) =
1
2
(
a1(x, p) + a
†
1(x, p)
)
, (23)
where the last equality follows from equation (22). This relation shows expli-
citly that the subprincipal Weyl symbol aW1 is Hermitian, as we already proved
in general. In particular, when the subprincipal symbols are scalar functions,
aW1 is simply the real part of a1. We can obtain similar conditions on the
higher-order expansion coefficients an by collecting terms of higher orders in h
in equation (21).
One can show that the product of two pseudodifferential operators is again a
pseudodifferential operator [63]. In particular, one can express the t-symbol of
aˆbˆ in terms of the t-symbols a(t) and b(t) of the operators aˆ and bˆ, respectively.
When we consider standard quantization, i.e. t = 0, the symbol of aˆbˆ is given
by [63]
σ0(aˆbˆ) = exp
(
−ih
〈
∂
∂q
,
∂
∂y
〉)
a(x, q, h)b(y, p, h)
∣∣∣∣y=x
q=p
=
∑
β
h|β|
i|β|β!
(
∂β
∂pβ
a(x, p, h)
)(
∂β
∂xβ
b(x, p, h)
)
,
(24)
where β is again a multi-index. We make extensive use of this formula in the
next subsections. When we consider Weyl quantization, we can express the
symbol of the product as [63]
σ1/2(aˆbˆ) = exp
(
− ih
2
[〈
∂
∂q
,
∂
∂x
〉
−
〈
∂
∂y
,
∂
∂p
〉])
aW (y, q, h)bW (x, p, h)
∣∣∣∣y=x
q=p
=
∑
β,γ
h|β+γ|(−1)|β|
(2i)|β+γ|β!γ!
(
∂β
∂xβ
∂γ
∂pγ
aW (x, p, h)
)(
∂β
∂pβ
∂γ
∂xγ
bW (x, p, h)
)
,
(25)
where aW (x, p, h) and bW (x, p, h) are the Weyl symbols of the operators aˆ and
bˆ, respectively, and β and γ are multi-indices. One may think of the previous
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two formulas as ways to define a product on the space of symbols. For Weyl
symbols, this product, first discovered by Groenewold [103], is known as the
Moyal product [104]. Generally, such products are known as star products, and
denoted with a star, e.g. σ1/2(aˆbˆ) ≡ aW ? bW .
Finally, we briefly discuss the relation between the commutator and the
Poisson bracket. Denoting the commutator of aˆ and bˆ by [aˆ, bˆ] = aˆbˆ − bˆaˆ, one
can show that for all t [63]
σt([aˆ, bˆ]) = ih{a(t), b(t)}+O(h2), (26)
where the Poisson bracket {a, b} is defined by
{a, b} =
〈
∂a
∂x
,
∂b
∂p
〉
−
〈
∂a
∂p
,
∂b
∂x
〉
. (27)
When we consider Weyl symbols, the terms of order h2 in equation (26) can-
cel [103, 64] and one has σ1/2([aˆ, bˆ]) = ih{aW , bW } + O(h3). These equalities
show the intimate relation between the quantum commutator and the classical
Poisson bracket.
2.2. Operator separation of variables
Now that we have reviewed the basic properties of pseudodifferential oper-
ators, we discuss how we can decouple the different modes that are comprised
within a matrix Hamiltonian. This mode decoupling is possible when we do
not consider transitions between the different modes. In our present context,
this condition means that we do not consider transitions between electrons and
holes, in agreement with the assumptions that we made in section 1. We use the
scheme devised in Refs. [58, 59], see also Ref. [105], which finds its origin in the
ideas of the Foldy-Wouthuysen transformation [106, 107, 108]. For simplicity,
we confine ourselves to the case where all the modes are scalar, although this is
not a fundamental limitation of the method. The same method was formulated,
independently, in Refs. [26, 60]. Within this scheme, the mode separation can
be performed to any order in h 1.
We consider the eigenvalue problem HˆΨ = EΨ, where Hˆ is an n×n matrix
and Ψ is an n-dimensional vector. The first step of the mode decoupling is to
look for a solution of this equation of the form
Ψ(x) = χˆ ψ(x), (28)
where ψ is an effective scalar wavefunction that corresponds to a single mode.
The operator χˆ reconstructs the n-component wavefunction Ψ of the full eigen-
value problem from the scalar wavefunction ψ. Denoting the number of com-
ponents of the vector x by m, we can say that χˆ maps an element of the Hilbert
space L2(Rm) to an element of the Hilbert space
⊕
n L
2(Rm). We require that
this operator is norm-preserving, i.e.
〈Ψ,Ψ〉[⊕n L2(Rm)] = 〈χˆψ, χˆψ〉[⊕n L2(Rm)] = 〈ψ,ψ〉L2(Rm), (29)
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where 〈f, g〉L2(Rm) denotes the standard inner product in L2(Rm). Using the
definition of the adjoint operator, we see that equation (29) is equivalent to the
condition χˆ†χˆ = 1.
We subsequently demand that the scalar wavefunction ψ(x) satisfies the
effective scalar eigenvalue equation
Lˆψ = Eψ, (30)
where Lˆ plays the role of the scalar Hamiltonian. Combining equations (28)
and (30) with the original equation HˆΨ = EΨ, we obtain (Hˆχˆ − χˆLˆ)ψ = 0.
This equation is certainly satisfied when the operator equality
Hˆχˆ− χˆLˆ = 0 (31)
is satisfied. Before we construct a solution to this equation, let us take a closer
look at the operator Lˆ. Since it is our effective Hamiltonian, we would like it to
be self-adjoint. Using equation (31) and the fact that Hˆ is self-adjoint, we can
show that Lˆ is symmetric:
〈φ, Lˆψ〉L2(Rm) = 〈φ, χˆ†χˆLˆψ〉L2(Rm) = 〈φ, χˆ†Hˆχˆψ〉L2(Rm) = 〈φ, χˆ†Hˆ†χˆψ〉L2(Rm)
= 〈φ, Lˆ†χˆ†χˆψ〉L2(Rm) = 〈φ, Lˆ†ψ〉L2(Rm) = 〈Lˆφ, ψ〉L2(Rm) (32)
for two elements φ, ψ of L2(Rm). It is then possible to show that Lˆ is self-
adjoint [109].
We construct an asymptotic solution to equation (31) by passing to symbols.
We assume that all of the operators have classical symbols, i.e. symbols that can
be expanded in a power series in h. Let us first consider standard quantization.
We can then obtain asymptotic expansions for the symbols of the products Hˆχˆ
and χˆLˆ using equation (24). Subsequently, we expand the (classical) symbols
in powers of h, as in equation (17). By gathering all terms of a given order in h
and demanding that their sum vanishes, we can then construct an asymptotic
solution to equation (31). Collecting all terms of order h0, we have
H0(x, p)χ0(x, p) = L0(x, p)χ0(x, p), (33)
which means that the principal symbols L0 and χ0 are the eigenvalues and
eigenvectors, respectively, of the principal symbol of the matrix Hamiltonian Hˆ.
Note that H0 is an n×n matrix and χ0 is an n-dimensional vector. The fact that
the symbol χ0 depends on p makes this scheme different from other adiabatic
schemes that are generally employed. For an extensive discussion of this point,
with many examples, we refer to Ref. [59]. Furthermore, we remark that the
principal symbols L0(x, p) and χ0(x, p) will generally not be polynomials in p,
even when the principal symbol H0(x, p) of the Hamiltonian is. Therefore, the
operators Lˆ and χˆ are actual pseudodifferential operators.
Using equations (24) and (21), we can also pass to symbols in the condition
χˆ†χˆ = 1. Collecting the terms of order h0, we obtain χ†0(x, p)χ0(x, p) = 1, where
the dagger denotes transposition and complex conjugation of the n-dimensional
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vector χ0(x, p, h). Hence, the norm preserving condition dictates that the ei-
genvectors χ0(x, p) are normalized.
When we collect the terms of order h1 after passing to symbols in equa-
tion (31), we obtain
L1χ0 = (H0 − L0)χ1 +H1χ0 − i
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ i
〈
∂L0
∂x
,
∂χ0
∂p
〉
, (34)
where 〈a, b〉 = ∑i aibi once again denotes the standard inner product on Euc-
lidean space. Multiplying this equation by χ†0(x, p) from the left, we see that
the first term on the right-hand side vanishes, and we obtain an equation for
the subprincipal symbol L1, namely
L1 = χ
†
0H1χ0 − iχ†0
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ iχ†0
〈
∂L0
∂x
,
∂χ0
∂p
〉
. (35)
The (scalar) subprincipal symbol L1 that we obtain from this expression is
generally complex. However, since the operator Lˆ is self-adjoint, its imaginary
part satisfies equation (22) and we have
ImL1(x, p) = −1
2
〈
∂
∂x
,
∂
∂p
〉
L0(x, p) (36)
Thus, the fact that L1 is complex does not have any physical significance, but is
purely an artefact of the standard quantization. We note that equality (36) can
also be derived explicitly using equation (33) and the fact that Hˆ satisfies equa-
tion (22) since it is self-adjoint. Since this derivation provides a nice illustration
of how we can manipulate symbols, we present it in appendix Appendix A.
Let us also consider Weyl quantization. Since principal symbols are inde-
pendent of the specific quantization, see section 2.1, we once again obtain equa-
tion (33) when we pass to symbols in equation (31). Hence, we have LW0 = L0
and χW0 = χ0 and we do not use the superscript W for these quantities. How-
ever, the subprincipal Weyl symbol LW1 is different from the subprincipal symbol
L1. When we pass to symbols in equation (31) using the product formula (25),
collect the terms of order h and subsequently multiply by χ†0, we arrive at
LW1 = χ
†
0H
W
1 χ0 +
i
2
χ†0{H0, χ0} −
i
2
χ†0{χ0, L0}. (37)
In the previous subsection, we showed that when a self-adjoint operator has a
scalar symbol, its Weyl symbol is purely real. Therefore, also the subprincipal
Weyl symbol LW1 is real. Using equation (23), we see that
LW1 (x, p) = ReL1(x, p). (38)
In appendix Appendix A, we show this relation explicitly, using equation (33)
and the fact that Hˆ satisfies equation (22).
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Following Ref. [26], we split the Weyl symbol (37) into two parts and write
LW1 = L
W
1B + L
W
1A. The term L
W
1B is called the Berry part and is given by
LW1B = −iχ†0{χ0, L0}. (39)
In section 3, we show how this part gives rise to the Berry phase of the wavefunc-
tion. The second term, LW1A, does not have a specific name. It can be written
as
LW1A = χ
†
0H
W
1 χ0 +
i
2
χ†0{H0, χ0}+
i
2
χ†0{χ0, L0}, (40)
= χ†0H
W
1 χ0 −
i
2
∑
j,k
(Hjk − L0δjk){χ∗0,j , χ0,k}, (41)
where the subscripts j and k denote vector components. The second form can
be found in Ref. [26], and can be obtained with the help of equation (33). Note
that both LW1B and L
W
1A are purely real. For the former this is easy to show, as
2iImLW1B = −i
(
χ†0{χ0, L0}+ {χ†0, L0}χ0
)
= −i{χ†0χ0, L0} = 0, (42)
where the second equality follows from the properties of the Poisson bracket,
and the third equality follows from χ†0χ0 = 1. In a similar way, one can show
that LW1A is real. Alternatively, it follows from the fact that both L
W
1 and L
W
1B
are real.
Although we have been consistently calling the operator Lˆ the effective scalar
Hamiltonian, this term is not entirely adequate. As noted in Ref. [26], there is a
certain gauge freedom in the choice of χ0, which affects the subprincipal symbol
LW1 . To clarify what this means, suppose that χ0 is a normalized eigenvector of
H0, which satisfies equation (33). Then the vector
χ˜0(x, p) = e
ig(x,p)χ0(x, p), (43)
where g(x, p) is a smooth scalar function, is also a normalized eigenvector of
H0, for the same eigenvalue L0. Hence the principal symbol L0 is not affected
by the gauge freedom. However, let us compute the influence of this transform-
ation on two terms that make up LW1 . Inserting the new eigenvector (43) into
equation (39), we find that
L˜W1B = −iχ˜†0{χ˜0, L0} = −iχ†0{χ0, L0}+ {g, L0} = LW1B + {g, L0}. (44)
Therefore, LW1B is not gauge invariant. On the contrary, the term L
W
1A is gauge
invariant, which can be shown with a somewhat more elaborate computation.
Hence, the subprincipal Weyl symbol LW1 is not gauge invariant and depends
on the choice of the eigenvectors χ0. We return to this point in section 5.5,
where we show that this gauge invariance does not affect the final result for
the wavefunction. For an elaborate discussion on the significance of this gauge
freedom, we refer to Ref. [26].
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Collecting terms of order hn after passing to standard symbols in equa-
tion (31), we obtain relations involving Ln and χn, similar to equations (33)
and (34). When we supplement these with the relations obtained after passing
to symbols in the equality χˆ†χˆ = 1, we can in principle obtain all higher-order
corrections Ln and χn. However, for the asymptotic solution to equation (2)
that we construct in this paper the coefficients L0, L1 and χ0 suffice. Therefore,
we do not construct the higher-order terms of the expansions, but refer to, for
instance, Ref. [59].
2.3. Application to the Dirac Hamiltonian
Now that we have reviewed the scheme to separate the different modes of a
matrix Hamiltonian, let us apply it to the Hamiltonian (3). We compute the
classical symbol Hα(x, p, h) of Hˆα using equation (15), which gives
Hα(x, p, h) = Hα(x, p) =
(
U(x) +m(x) p1 + iαp2
p1 − iαp2 U(x)−m(x)
)
. (45)
Thus, the classical symbol Hα is equal to the principal symbol H0,α and all
higher-order expansion coefficients Hn≥1,α in the symbol expansion are zero.
The Hamiltonian Hˆ has two scalar eigenmodes, corresponding to electron states,
denoted with a plus sign, and hole states, denoted with a minus sign. The
principal symbols L±0 of the effective scalar Hamiltonians for these modes are
given by the eigenvalues of H0,α, as indicated by equation (33). Computing
these eigenvalues, we immediately see that they are independent of the specific
valley, i.e. L±0 does not depend on α. For both valleys, we obtain
L±0 (x, p) = U(x)±
√
p2 +m2(x). (46)
We remark that when the mass m(x) vanishes, the derivative of L±0 with respect
to p diverges at p = 0. Looking back at the symbol classes that we considered in
subsection 2.1, we see that we therefore have to exclude a small area around this
point from the space on which L± is defined. Otherwise, the symbol L± will
not be an element of S4((1 + |p|2)1/2) and hence the pseudodifferential operator
Lˆ will not be well-defined. From a physical point of view, this restriction is
very natural, since the electron and hole bands touch at the Dirac point at
p = 0. As we want to separate the different modes of the matrix Hamiltonian,
we should stay away from the point where they intersect. We remark that, when
we come close to the Dirac point, the energy of the electrons also becomes lower,
whence the dimensionless semiclassical parameter h becomes larger. Therefore,
the asymptotic expansion (17) also becomes less sensible. This provides another
reason why we cannot come too close to the Dirac point.
According to equation (33), the principal symbols χ±0,α are given by the
eigenvectors of the symbol Hα(x, p). Therefore,
χ±0,α(x, p) =
1(
2
√
p2 +m2(
√
p2 +m2 ∓m))1/2
(
p1 + iαp2
±
√
p2 +m2 −m
)
. (47)
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In contrast to the effective Hamiltonian L±0 , the symbol χ
±
0,α is dependent on
the valley index α.
Within standard quantization, the subprincipal symbol L±1,α is given by equa-
tion (35). However, as we have shown from general considerations in the previ-
ous subsections and explicitly in appendix Appendix A, the imaginary part of
L±1,α satisfies equation (36). In the next section, we show that this imaginary
part ImL±1,α does not have any physical significance, as it only ensures conserva-
tion of probability and does not affect the wavefunction. Instead, only the real
part ReL±1,α appears in the wavefunction. This real part equals the subprincipal
Weyl symbol LW±1,α , as we have seen in equation (38) in the previous subsection.
We therefore compute LW±1,α , starting with the two terms L
W±
1B,α and L
W±
1A,α that
make up this subprincipal Weyl symbol.
With the help of equations (46) and (47), we find that the Berry part (39)
equals
LW±1B,α =
α
2
√
p2 +m2(
√
p2 +m2 ∓m)
(
p2
∂U
∂x1
− p1 ∂U
∂x2
)
± αm
2(p2 +m2)(
√
p2 +m2 ∓m)
(
p2
∂m
∂x1
− p1 ∂m
∂x2
)
. (48)
Using the definition (40) of LW±1A,α, we obtain, after an elaborate calculation,
LW±1A,α =
α
2(p2 +m2)
(
p2
∂m
∂x1
− p1 ∂m
∂x2
)
. (49)
We remark that LW±1A,α vanishes when the mass m(x) is constant, whereas L
W±
1B,α
does not. Adding these two contributions, we arrive at an expression for the
subprincipal Weyl symbol LW±1,α , namely
LW±1,α =
α
2
√
p2 +m2(
√
p2 +m2 ∓m)
(
p2
∂(U +m)
∂x1
− p1 ∂(U +m)
∂x2
)
. (50)
Hence, the reduction of the initial matrix equation to an effective scalar equation
comes at a price: the effective scalar Hamiltonian has a nonzero subprincipal
symbol, i.e. a correction term that is proportional to h.
In this paper, we only consider above-barrier scattering of electrons expli-
citly. From here on, we therefore only consider the relevant quantities for elec-
trons and omit the superscript “+”. The derivations for holes can be done
analogously.
3. Semiclassical Ansatz
In this section, we take a first step towards the construction of an asymptotic
solution of equation (30). Based on the theory explained in Refs. [53, 52, 54, 95,
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96, 78], we review how the standard semiclassical Ansatz leads to the Hamilton-
Jacobi equation and to the transport equation, and solve the latter to find the
semiclassical phase. The main goal of this section is to introduce these basic
concepts, which we further explore in the following sections.
We would like to construct an asymptotic solution ψ(x), which solves equa-
tion (30) to a given order in h. To this end, we look for a solution in the form
of the standard semiclassical Ansatz [54]
ψ(x) = ϕ(x)eiS(x)/h, (51)
where S(x) is known as the action, and the amplitude ϕ(x) is expressed as an
asymptotic series in the semiclassical parameter h, i.e.
ϕ(x) =
∑
n
hnϕn(x). (52)
The action of the pseudodifferential operator Lˆ with standard symbol L(x, p, h)
on the function ψ(x) is given by equation (18). However, we do not know
the exact form of the symbol L(x, p, h), but only its asymptotic expansion.
In particular, we constructed the principal symbol L0 and the subprincipal
symbol L1 in the previous section. Hence, we require an asymptotic expansion
(in powers of h) for the action of Lˆ on the Ansatz (51). For an arbitrary
pseudodifferential operator Qˆ = Q(x, pˆ, h), one can show that, see e.g. Refs. [53,
52, 54],
Q(x, pˆ, h)ϕ(x)eiS(x)/h = eiS(x)/h
(
Q0
(
x,
∂S
∂x
)
ϕ(x) +O(h)
)
, (53)
where Q0 is the principal symbol of Qˆ. Intuitively, one can justify this relation
by realizing that terms of order one can only arise when a momentum operator
pˆ is applied to the exponential factor. In particular, expression (53) holds for
the pseudodifferential operator Lˆ and its principal symbol L0, which is defined
by equation (33). We therefore have
L(x, pˆ, h)ϕ(x)eiS(x)/h = eiS(x)/h
(
L0
(
x,
∂S
∂x
)
ϕ(x) +O(h)
)
. (54)
Inserting this expression into equation (30), multiplying both sides by the factor
exp(−iS(x)/h) and collecting the terms of order h0, we find
L0
(
x,
∂S(x)
∂x
)
ϕ0 = Eϕ0. (55)
Since we want the Ansatz (51) to be an asymptotic solution of equation (30),
we require the action S(x) to satisfy the Hamilton-Jacobi equation
L0
(
x,
∂S(x)
∂x
)
= E. (56)
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From classical mechanics, see e.g. Ref. [66], it is well known that this equation
is equivalent to the system of Hamilton equations:
dx
dt
=
∂L0
∂p
,
dp
dt
= −∂L0
∂x
. (57)
As we discussed in section 1, we would like to solve the scattering problem for a
bundle of incoming electrons. Without loss of generality, we consider electrons
incoming along the x1-axis. In the language of classical mechanics, this means
that we consider a family of Cauchy problems for the system (57). The initial
conditions for this system are parametrized by the variable φ and constitute the
line
Λ1 = {(x, p), p1 = p01(φ), p2 = 0, x1 = x01, x2 = φ, φ ∈ R} (58)
in four-dimensional phase space. Formally, the electrons in our scattering prob-
lem come in from minus infinity. However, in practice, one uses a finite starting
point x01, independent of φ, for the integration of Hamilton’s equations (57).
Since we assumed that both the potential U(x) and mass m(x) are constant
outside of the domain D, the point x01 should ideally be chosen sufficiently far
outside of this domain. When one can choose x01 in this way, the function p
0
1(φ)
is constant. In fact, it is given by the energy E when both U(x) and m(x) are
zero outside of D. When one cannot choose x01 outside of D, the function p
0
1(φ)
should be constructed in such a way that L0(x, p) has the same value for all
points on Λ1, since all incoming electrons have the same energy. In other words,
one should make sure that Λ1 is contained in a level set of L0(x, p).
For a given value of φ, we denote the solutions to the Hamiltonian sys-
tem (57) with the initial condition (58) by
(
X(t, φ), P (t, φ)
)
. For the purpose
of the discussion in this section, let us assume that the equation x = X(t, φ) is
invertible, and that we can determine the inverse functions t(x) and φ(x). In
the next section, we come back to this important point and consider the set of
solutions
(
X(t, φ), P (t, φ)
)
and its geometry in detail. Given a solution to the
Hamiltonian system with the initial condition Λ1, the action S(x) is determined
by, see e.g. Ref. [66],
S(x) =
∫ x
x0
〈P,dX〉, (59)
where we integrate from an initial point x0 on Λ
1 to the point x. We discuss
this integration in greater detail in section 4.2.
When we consider the Dirac Hamiltonian (3), the principal symbol L0(x, p)
of the effective Hamiltonian Lˆ is given by equation (46). Rewriting the expres-
sion L0(x, p) = E, see equation (56), we arrive at
p2 = (U(x)− E)2 −m2(x). (60)
Since we consider above-barrier scattering, we require that there are no classic-
ally forbidden regions. These are characterized by imaginary momenta, i.e. by
p2 < 0. Thus, the right-hand side of equation (60) should always be positive.
This leads to condition (4), which we discussed in section 1. Note in particular
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that this condition is independent of the valley index α and is therefore the
same for both valleys. For the principal symbol (46), the Hamiltonian system
becomes
dx
dt
=
p√
p2 +m2(x)
,
dp
dt
= −∂U
∂x
− 2m√
p2 +m2(x)
∂m
∂x
. (61)
Since L0 does not depend on the valley index α, these equations of motion
are also independent of α. Hence, the classical trajectories are independent
of whether we are in the K-valley or in the K ′-valley. For a given potential
U(x) and mass m(x), one typically cannot solve the system (61) of differential
equations analytically. Therefore, one has to use numerical integration to obtain
a solution.
We now turn back to equation (30) and the Ansatz (51). When we collect the
terms of order h1 in the asymptotic expansions on both sides, we find that [54]
L1ϕ0 − i
〈
∂L0
∂p
,
∂ϕ0
∂x
〉
− i
2
∑
i,j
∂2L0
∂pi∂pj
∂2S
∂xi∂xj
ϕ0 = (E − L0)ϕ1 = 0, (62)
where all symbols are to be evaluated at the point (x, ∂S/∂x), and the last equal-
ity holds by virtue of equation (56). This equation is known as the transport
equation [53, 54, 76, 77]. It can be essentially simplified along the trajectories
of the Hamiltonian system (57), as detailed in e.g. Ref. [54]. To this end, we
introduce the Jacobian
J = det
∂(X1, X2)
∂(t, φ)
, (63)
where (X1, X2) denotes a vector containing the solutions of the Hamiltonian
system. The time evolution of the Jacobian can be computed using the Liouville
formula, see e.g. Refs. [54, 66]. Using that dX/dt = ∂L0(x, ∂S/∂x)/∂x, one
obtains
d
dt
log J =
∑
j
∂
∂xj
(
∂L0(x, ∂S/∂x)
∂pj
)
=
∑
i,j
∂2L0
∂pi∂pj
∂2S
∂xi∂xj
+
∑
j
∂2L0
∂xj∂pj
.
(64)
Furthermore, along the trajectories of the Hamiltonian system, one has〈
∂L0
∂p
,
∂ϕ0
∂x
〉
=
〈
dx
dt
,
∂ϕ0
∂x
〉
=
dϕ0
dt
. (65)
When we subsequently introduce A0 by A0 = ϕ0
√
J , we therefore find that
equation (62) becomes
dA0
dt
+
(
iL1 − 1
2
∑
j
∂2L0
∂xj∂pj
)
A0 = 0. (66)
Looking back at our derivation, we see that we have established a second com-
mutation formula [53, 52, 54]. Unlike the first commutation formula (53), this
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one does not hold for any pseudodifferential operator, but specifically for the ef-
fective Hamiltonian Lˆ. Provided that S(x) is a solution of the Hamilton-Jacobi
equation (56), we have established that [54]
(
L(x, pˆ, h)−E) A0√
J
e
i
hS = −ihe
i
hS√
J
(
dA0
dt
+ iL1A0 − 1
2
∑
j
∂2L0
∂xj∂pj
A0 +O(h)
)
,
(67)
where the time derivative is taken along the solutions of the Hamiltonian system,
see equation (65). This implies that when A0 solves equation (66), the function
ψ(x) =
A0(x)√
J(x)
eiS(x)/h (68)
is an asymptotic solution of equation (30). The remaining terms on the right-
hand side of equation (67) are of order h2, which means that the corrections to
the asymptotic solution (68) are of order h. Note that in the above equation
both A0 and J can be viewed as functions of the point x, since we have assumed
that the inverse functions t(x) and φ(x) exist. The asymptotic solution (68)
is a multidimensional generalization of the Wentzel-Kramers-Brillouin (WKB)
approximation that is often used in theoretical physics [50, 109].
One easily sees that the solution to equation (66) is a complex exponential.
As we discussed in the previous section, the imaginary part of L1 satisfies equa-
tion (36), since the effective Hamiltonian Lˆ is self-adjoint. Hence, the second
derivative of L0 cancels the imaginary part of L1 in equation (66). This leaves
us with the real part of L1, which equals the subprincipal Weyl symbol L
W
1
by virtue of equation (38). Since this subprincipal Weyl symbol is purely real,
the exponential factor is a pure phase and we have conservation of probability.
Thus, as we already anticipated in section 2.3, the imaginary part of L1 has no
physical significance. Instead, it satisfies relation (36), which ensures conserva-
tion of probability. When we consider a point x that is reached at time t by a
trajectory with initial position φ on Λ1, we therefore obtain [54]
A0 = A
0
0(φ) exp (iΦsc(t, φ)) , Φsc(t, φ) = −
∫ t
0
LW1 (X,P ) dt
′. (69)
In this equation, the variables X and P represent a solution
(
X(t, φ), P (t, φ)
)
of the Hamiltonian system (57). Both t and φ are functions of the point x,
since we have assumed that the inverse functions exist. The quantity A00(φ) is
the initial amplitude, i.e. the amplitude on Λ1. One can for instance consider
A00(φ) = 1, or a smooth cutoff function localized in a certain interval.
We call the quantity Φsc the semiclassical phase [54, 26, 55, 56, 57]. In the
previous section, we decomposed LW1 (X,P ) into two parts, each of which was
purely real. Hence, we can also decompose the semiclassical phase into two
parts. We write Φsc = ΦB + ΦA, where
ΦB = −
∫ t
0
LW1B(X,P ) dt
′, ΦA = −
∫ t
0
LW1A(X,P ) dt
′. (70)
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The phase ΦB is known as the Berry phase [16, 17, 26]. We can show that it
equals Berry’s original expression by using the definition (39) and the equations
of motion (57). We have
ΦB = i
∫ t
0
χ†0{χ0, L0}dt′ = i
∫ t
0
χ†0
〈
∂χ0
∂x
,
dx
dt′
〉
+ χ†0
〈
∂χ0
∂p
,
dp
dt′
〉
dt′. (71)
We subsequently obtain Berry’s original expression by combining the phase
space coordinates x and p into a single vector. Thus, the Berry phase is obtained
from an integral along a path in phase space. For a more extensive discussion
about the differences between the Berry phase and the semiclassical phase, we
refer to Ref. [26].
For the Dirac Hamiltonian, we can now easily compute the semiclassical
phase (69) using equation (50). However, let us rewrite it in a somewhat different
form. Using the Hamiltonian system (61), we find that along the solutions
(X,P ) of the Hamiltonian system:
LW1,α =
α
2(
√
p2 +m2 −m)
(
∂(U +m)
∂x1
dx2
dt
− ∂(U +m)
∂x2
dx1
dt
)
. (72)
Finally, using that E = L0 = U +
√
p2 +m2, we find that
Φsc,α(t, φ) = −
∫
α
2(E − U(X)−m(X))
(
∂(U +m)
∂X1
dX2 − ∂(U +m)
∂X2
dX1
)
,
(73)
where the integration is to be performed along the trajectories X(t, φ). This
expression has the advantage that it only depends on the trajectories themselves,
and not on their parametrization. We come back to this point in section 5.
In section 2.3, we showed that when the mass is constant, and hence in
particular when it vanishes, LW1A,α vanishes. Therefore, the semiclassical phase
equals the Berry phase in this case. Furthermore, one directly sees from equa-
tion (47) that χ0,α is independent of x when the mass is constant. Hence, the
first term in equation (71) vanishes in this case. When the mass is identically
zero, one can show by a direct calculation [25, 42] that
ΦB,α = i
∫ t
0
χ†0
〈
∂χ0
∂p
,
dp
dt′
〉
dt′ = −α
2
∫ t
0
〈
∂φp
∂p
,
dp
dt′
〉
dt′ = −α
2
∆φp, (74)
where α is the valley degree of freedom and φp = arctan(p2/p1) is the angle in
momentum space. Thus, when the mass vanishes, the semiclassical phase Φsc
of an electron in graphene equals the difference between its final and its initial
angle in momentum space. This example was already considered by Berry in
his original paper [16], in which he showed that for the massless Dirac equation
the Berry phase of a closed trajectory equals half of the solid angle that such
a trajectory spans in momentum space. A more elaborate discussion of the
difference between the Berry phase and the semiclassical phase in the context
of graphene was presented in Ref. [25].
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4. Classical trajectories and the Lagrangian manifold
In the previous section, we showed that the semiclassical approximation
gives rise to the Hamilton-Jacobi equation (56). We also discussed how this
equation can be solved by solving the associated Hamiltonian system (57) with
the initial condition (58) and the equation (59) for the action. In this section, we
study the solutions of these equations in detail. In section 4.1, we introduce the
concept of a caustic, and explore its consequences. Subsequently, we introduce
eikonal coordinates in section 4.2, and discuss the properties that they give rise
to. Section 4.3 introduces the concept of a Lagrangian manifold. Finally, we
discuss the classification of the singular points of this Lagrangian manifold in
section 4.4.
4.1. Caustics
The solution to Hamilton’s equations (57) with the initial condition (58)
consists of the set of curves
{
X(t, φ), P (t, φ)
}
in phase space R4x,p, parametrized
by the variables t and φ. The collection of these curves forms a smooth two-
dimensional surface Λ2 in four-dimensional phase space, in a way that will be
made precise in the next subsection. Before we take a closer look at the geometry
of this surface, let us first consider a typical example. We set the mass to
zero and consider a Gaussian potential, an example that will be discussed in
greater detail in section 7. We subsequently integrate Hamilton’s equations (61)
numerically to find the set of solutions
{
X(t, φ), P (t, φ)
}
. In figure 1, we plot
the projection of this set onto the coordinates (x1, x2, p2). In the bottom of the
figure, we also plot a number of the trajectories of the system. By the term
trajectory we mean the projection of the solution
{
X(t, φ), P (t, φ)
}
for a given
value of φ onto the coordinate plane (x1, x2), i.e. the projection x = X(t, φ).
Looking at the surface in figure 1, we immediately see that we can distinguish
two regions. In the first region, the projection of the surface Λ2 onto the (x1, x2)
plane is a one-to-one map, i.e. the system of equations x = X(t, φ) has a unique
solution (t(x), φ(x)). In the second region, the projection of the surface Λ2 onto
the (x1, x2) plane is “three-to-one”, i.e. the equation x = X(t, φ) has three
solutions (ti(x), φi(x)). In this case, we say that the manifold Λ
2 has three
leaves. The boundary between these two regions is given by the red line in
figure 1. One sees that on this line the surface Λ2 has folds. In the neighborhood
of these folds, the projection of the surface Λ2 onto the plane (x1, x2) is not
invertible, i.e. the system of equations x = X(t, φ) has no unique solution
(t(x), φ(x)). By the implicit function theorem, this means that the Jacobian J ,
given by equation (63), vanishes on this line. The points on Λ2 with coordinates
(t, φ) where the Jacobian equals zero are known as singular points or focal
points, as opposed to regular points that have non-zero Jacobian [71, 73, 68].
The connected components of the set on which the Jacobian vanishes are known
as caustics or Lagrangian singularities.
Looking at the set of trajectories, i.e. the projection of Λ2 onto the (x1, x2)
plane, it is clear that the caustic separates the region where each point lies on
three trajectories from the region where each point lies on a single trajectory.
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Figure 1: Projection (two different views) of the solution of the Hamiltonian system (57) with
the initial condition (58) onto the coordinates (x1, x2, p2), for a Gaussian potential well and
vanishing mass. The bottom of the graph shows the trajectories, i.e. the projection of the
solution onto the coordinate plane (x1, x2). The red line shows the caustic, which consists of
the points where J vanishes.
We also observe that the density of trajectories increases as we move towards
the caustic. We may think of the inverse of the Jacobian as a measure for
the density of trajectories, which vanishes at the caustic. We therefore expect a
larger intensity near the caustic: focusing occurs. This effect should be strongest
near the cusp, or, as one may say, the ‘tip’ of the caustic, where the density of
trajectories is highest [71, 73].
Going back to our asymptotic solution (68), we see that it diverges on the
caustic, since the Jacobian J vanishes on the caustic. This indicates that some-
thing is wrong with our asymptotic solution and that it is no longer a good
approximation to the real solution. The origin of this divergence lies in the
fact that the projection of the surface Λ2 onto the (x1, x2) plane is no longer
invertible. However, looking at figure 1, we are led to a possible solution, first
suggested by Maslov [52, 54]: near the caustic we could try to consider the
projection onto the (x1, p2) plane, since this projection seems to be invertible.
We could even try to use different coordinates, as long as the projections are
invertible.
When we made the transition from the Hamilton-Jacobi equation (56) to
the system of Hamilton equations (57), we already lifted the problem from the
configuration space (x1, x2) to the phase space [54]. The above reasoning makes
it plausible that this is a necessary step, and that we should study the properties
of the surface Λ2 before we continue with the development of an asymptotic
solution to the Dirac equation.
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4.2. Eikonal coordinates and the Jacobi – Maupertuis principle
In the previous section, we considered an example of the surface Λ2 and
discussed some of its properties. We now take a closer look at the solutions{
X(t, φ), P (t, φ)
}
of the Hamiltonian system (61). If we think of a solution for
a given value of φ as a curve in phase space, then we can reparametrize the time
t with which we follow theis curve. In this section, we show how such a change
in parametrization can be generated by a change in the classical Hamiltonian. It
will turn out that this new parametrization leads to very convenient properties.
Let us consider the Hamiltonian L0(x, p), given by equation (46), for a cer-
tain energy E. Then we have
L0(x, p) =
√
p2 +m2(x) + U(x) = E. (75)
This equation can be rewritten as
L0(x, p) ≡ C(x)|p| = 1, where C(x) = 1√
(E − U(x))2 −m2(x) , (76)
where we have defined the function L0. The correspondence between equa-
tions (75) and (76) is one-to-one because the function is C(x) is non-singular.
The latter is a consequence of the fact that we consider above-barrier scattering.
We can consider the function L0 as our new Hamiltonian and write down the
corresponding Hamiltonian system:
dx
dτ
= C(x)
p
|p| ,
dp
dτ
= −∂C
∂x
|p|. (77)
We denote the solutions to this system with initial data on the curve Λ1 by{X (τ, φ),P(τ, φ)}. In the next paragraph, we show, based on Ref. [81], that
the solutions
{
X(t, φ), P (t, φ)
}
of the Hamiltonian system (61) with energy E
coincide with the solutions
{X (τ, φ),P(τ, φ)} of the Hamiltonian system (77)
with energy 1, up to a reparametrization of time. This correspondence can be
generalized to a wider class of Hamiltonians, and is known as the Maupertuis-
Jacobi principle. A detailed exposition can be found in Refs. [110, 111, 81], see
also theorem 3.7.7 in Ref. [67]. Furthermore, the Hamiltonian L0 is related to
the so-called Finsler metric [112].
Let us consider a solution
{
X(t, φ), P (t, φ)
}
which satisfies the Hamiltonian
system (61) for a given energy E. Using equations (75) and (76), we can rewrite
this Hamiltonian system as
dX
dt
=
P√
P 2 +m2(X)
= R(X)C(X)
P
|P |
dP
dt
= − m(X)√
P 2 +m2(X)
∂m(X)
∂X
− ∂U(X)
∂X
= −R(X)∂C(X)
∂X
|P |,
(78)
where
R(X) =
1/C2(X)
E − U(X) =
(E − U(X))2 −m2(X)
E − U(X) . (79)
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Subsequently, we can change the time variable from t to τ(t, φ), where τ(t, φ)
satisfies
dτ
dt
= R(X(t, φ)), τ |t=0 = 0, (80)
When we perform this change of variables, the system (78) becomes the Hamilto-
nian system (77). We therefore conclude that (X (τ(t, φ), φ),P(τ(t, φ), φ)) and
(X(t, φ), P (t, φ)) satisfy the same system of ordinary differential equations. By
the uniqueness of the solution, this means that [81](
X(t, φ), P (t, φ)
)
=
(X (τ, φ),P(τ, φ))|τ=τ(t,φ). (81)
Hence the solutions of the Hamiltonian system (77) coincide with those of the
Hamiltonian system (61), up to a reparametrization of time. Therefore, we
conclude that both Hamiltonians define the same smooth surface Λ2, and that
the only difference is the coordinate system that is used. We can thus perform
all classical computations with the Hamiltonian (76), as well as with the classical
Hamiltonian (46). In the remainder of this section, we discuss the properties of
Λ2 with the eikonal coordinate system.
Let us start by considering the action on the surface Λ2. It is defined with
respect to the so-called central point t = τ = φ = 0 on the surface Λ2 and is
given by
S(τ, φ) =
∫ (t,φ)
(0,0)
〈P (t, φ),dX(t, φ)〉 =
∫ (τ,φ)
(0,0)
〈P(τ, φ),dX (τ, φ)〉
=
∫ (0,φ)
(0,0)
〈P(τ, φ),dX (τ, φ)〉+
∫ (τ,φ)
(0,φ)
〈P(τ, φ),dX (τ, φ)〉,
where the first integral is performed along the line Λ1 and the second part
along the trajectory with initial condition parametrized by φ. Now we note
that 〈P,dX〉 vanishes on Λ1, since 〈P,Xφ〉 vanishes. Furthermore, using the
Hamiltonian system (77), we find that [81]
S(τ, φ) =
∫ (τ,φ)
(0,φ)
〈
P(τ, φ), dX
dτ
〉
dτ =
∫ (τ,φ)
(0,φ)
C(X (τ, φ))|P(τ, φ)|dτ = τ, (82)
where we have used that the solutions lie on the level set L0(x, p) = 1. This
means that in our new coordinates the action has a particularly simple form.
For the second important property, we consider the variational system that
corresponds to the Hamiltonian system (77). It is given by
dVi
dτ
=
∑
j
∂2L0
∂pi∂xj
Vj +
∑
j
∂2L0
∂pi∂pj
Wj =
∑
j
∂C
∂xj
pi
|p|Vj +
∑
j
C
(
δij
|p| −
pipj
|p|3
)
Wj ,
dWi
dτ
= −
∑
j
∂2L0
∂xi∂xj
Vj −
∑
j
∂2L0
∂xi∂pj
Wj = −
∑
j
∂2C
∂xi∂xj
|p|Vj −
∑
j
∂C
∂xi
pj
|p|Wj .
(83)
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This system arises by considering the derivatives of Xφ and Pφ with respect
to τ . Therefore, one easily sees that (V,W ) = (Xφ,Pφ) and (V,W ) = (Xτ ,Pτ )
are solutions of this system. However, for the Hamiltonian L0, it also has the
important solution (V,W ) = (0,P). This can be verified by direct insertion
into the above equations, upon which the second equation becomes Hamilton’s
equation for the derivative of P with respect to τ and the first equation becomes
trivial. In fact, this is a consequence of the fact that L0 is first-order homogen-
eous in |p| and can also be derived by using Euler’s equality for homogeneous
functions. Subsequently, we use the fact that the skew-scalar product of two
solutions (V (1),W (1)) and (V (2),W (2)) of the variational system is conserved
along the trajectories, i.e.
d
dτ
(
〈V (1),W (2)〉 − 〈V (2),W (1)〉
)
= 0, (84)
which can again be verified by direct computation. By applying this to the two
solutions (Xφ,Pφ) and (0,P), we find that 〈P,Xφ〉 is conserved along the tra-
jectories. Taking into account that it is zero on Λ1, we conclude that 〈P,Xφ〉 = 0
on the surface Λ2.
We have thus established the following two properties on Λ2 with coordinate
system (τ, φ):
〈P,Xτ 〉 = 1, 〈P,Xφ〉 = 0. (85)
Such a coordinate system has recently been denoted by the term eikonal co-
ordinate system in Ref. [79], and henceforth we call the coordinates (τ, φ) eikonal
coordinates. When we take the derivative of the first equality with respect to
φ and of the second equality with respect to τ and subsequently subtract the
results, we obtain a third important property of Λ2, that is,
〈Pφ,Xτ 〉 = 〈Pτ ,Xφ〉. (86)
In the next subsection, we will see that this property implies that the surface
Λ2 is a so-called Lagrangian manifold.
We finish this section by having another look at the projection of the surface
Λ2 onto the plane (x1, x2). In the previous section, we established that the focal
points, i.e. the singular points of the projection, are given by the points where
the Jacobian vanishes. It turns out that the Jacobian in eikonal coordinates has
a particular simple form. In the remainder of this section, we establish that it
is given by [81, 79]
J = det ∂(X1,X2)
∂(τ, φ)
= ±C(X )|Xφ|. (87)
To this end, we first look at the inner product 〈Xτ ,Xφ〉. Since Xτ is proportional
to the momentum, see equation (77), the second equality in (85) gives 〈Xτ ,Xφ〉 =
0. This simplifies the calculation of the Jacobian considerably, since it implies
that
J 2 = |Xτ |2|Xφ|2, or J = ±C(X )|Xφ|, (88)
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where we have once again used the Hamiltonian system (77). Since we consider
above-barrier scattering, see section 1, C(X ) does not vanish. We therefore
conclude that the focal points correspond to the points where Xφ vanishes.
Note that on Λ1 we have |Xφ| = 1, and hence all its points are regular.
We remark that the equality 〈Xτ ,Xφ〉 = 0 also has a geometrical meaning.
Let us consider the smooth curve on Λ2 formed by the points that correspond to
a given value τ0 of the action S(τ, φ) = τ . Its projection onto the plane (x1, x2)
is known as a wavefront, and is not necessarily smooth. Since it consists of
the points X (φ, τ0), with a fixed value of τ0, the vector Xφ is tangent to the
wavefront. Because Xτ is tangent to the trajectories, the equality 〈Xτ ,Xφ〉 = 0
implies that the trajectories and the wavefronts are orthogonal.
Finally, we note that the Jacobian (87) in eikonal coordinates is related to
the Jacobian defined in equation (63) by [81, 79]
J = det
∂(X1, X2)
∂(t, φ)
= det
∂(X1,X2)
∂(τ, φ)
det
∂(τ, φ)
∂(t, φ)
= R(X(t, φ))J , (89)
where R(X(t, φ)) was defined in equation (79).
4.3. Lagrangian manifolds
In the previous sections, we considered an example of the surface Λ2 and
took a closer look at its structure. We introduced eikonal coordinates on it,
and found particularly simple expressions for the action, the Jacobian and the
focal points in these coordinates. In this section, we introduce the concept of a
Lagrangian manifold and show that Λ2 has this structure. We do not present
the full derivation of all properties that we present here. Instead, we refer the
interested reader to the textbooks [65, 66, 54, 67], on which our exposition is
based.
We start by defining the Lagrange bracket of σ1 and σ2 as [67]
[σ1, σ2]X,P ≡
〈
∂X
∂σ1
,
∂P
∂σ2
〉
−
〈
∂P
∂σ1
,
∂X
∂σ2
〉
, (90)
where we consider P and X as functions of σ1 and σ2. Let us now consider a
manifold M of dimension m ≤ n embedded in 2n-dimensional phase space. We
call M an isotropic manifold when the Lagrange brackets of its local coordinates
are identically zero [67]. We call M a Lagrangian manifold when it is an isotropic
manifold and when its dimension equals n. Using somewhat more abstract
terminology, the vanishing of the Lagrange brackets is equivalent to the fact
that the restriction of the symplectic form dx ∧ dp to an isotropic manifold
yields zero [67].
As an example [54], we note that any one-dimensional surface in phase space
is an isotropic manifold: it has only one coordinate σ, and the Lagrange bracket
[σ, σ]X,P vanishes by antisymmetry. In particular, the surface Λ
1, given in equa-
tion (58), is an isotropic manifold. A straightforward example of a Lagrangian
manifold embedded in four-dimensional phase space is given by the coordinate
Lagrangian plane (x1, x2), with p1 = p2 = 0. More generally, given a partition
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of the set 1, . . . , N into two disjoint subsets {α} and {β}, we define a coordinate
Lagrangian plane as the plane (p{α}, x{β}), with p{β} = 0 and x{α} = 0. All
of these coordinate Lagrangian planes are Lagrangian manifolds [54]. In four-
dimensional phase space, there are four coordinate Lagrangian planes, namely
(x1, x2), (x1, p2), (p1, x2) and (p1, p2). On the other hand, the plane (x1, p1),
which contains a conjugate coordinate and momentum pair, is not a Lagrangian
manifold.
Now let us consider the surface Λ2, that we discussed in the previous subsec-
tions. By equation (86), the Lagrange bracket [τ, φ]X ,P vanishes. Furthermore,
the Lagrange brackets [τ, τ ]X ,P and [φ, φ]X ,P vanish by antisymmetry. There-
fore, we conclude that the surface Λ2 is a Lagrangian manifold, as we already
anticipated in the previous subsection.
Alternatively, we can look at an isotropic manifold in terms of the action.
Suppose that an m-dimensional surface M in 2n-dimensional phase space is
(locally) given in the form p = f(x). Then M is an isotropic manifold if and
only if there exists an action function S(x) such that p = ∂S/∂x. Since the
proof illustrates some important properties of isotropic manifolds, we give it
explicitly, based on the exposition in Refs. [65, 54]. First, suppose that there
is a function S(x) such that p = ∂S/∂x. Taking the x-coordinates as local
coordinates on M , we obtain
[xj , xk]X,P =
∑
i
(
∂xi
∂xj
∂pi
∂xk
− ∂pi
∂xj
∂xi
∂xk
)
=
∂pj
∂xk
−∂pk
∂xj
=
∂2S
∂xk∂xj
− ∂S
∂xj∂xk
= 0,
(91)
where the last equality is implied by the equality of mixed partials. Since
the Lagrange brackets of the local coordinates vanish, we conclude that M
is isotropic. Second, suppose that M is isotropic. Then we define an action
function S(x) as
S =
∫ σ
σ0
〈p(x),dx〉. (92)
Since M is isotropic, we have −d〈p,dx〉 = dx ∧ dp = 0. By the generalized
Stokes theorem, this means that the integral over any sufficiently small closed
path is zero. Therefore, the integral (92) is locally path independent, i.e. it only
depends on the endpoint σ when it is sufficiently close to the fixed initial point
σ0. Hence, we have p = ∂S/∂x, which proves the theorem. In section 3, we
already saw that this action function S(x) plays a crucial role in the construction
of the asymptotic solution through the Hamilton-Jacobi equation.
In the beginning of this section, we saw from a direct computation that the
surface Λ2 is a Lagrangian manifold. This can not only be verified explicitly,
but also follows from a more general theorem [54]. To this end, we look at
the Hamiltonian L0 as the generator of the time evolution g
t
L0
of the points
on Λ1. This time-evolution preserves the symplectic form, and therefore also
the Lagrange brackets. Hence, the time-evolution of an isotropic manifold M
generates new isotropic manifolds. Furthermore, when L0(x, p) is constant on
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the isotropic manifold M , then the union
M˜ =
⋃
t
gtL0M (93)
is again an isotropic manifold. For the proof of this statement we refer to
Ref. [54]. Since our surface Λ1 is one-dimensional, it automatically satisfies the
requirements of a Lagrangian manifold. Furthermore, since L0(x, p) equals the
constant E on Λ1, we conclude from the theorem above that Λ2 is an isotropic
manifold. Since Λ2 is two-dimensional, we subsequently conclude that it is a
Lagrangian manifold. Alternatively, we can view Λ2 as the union of the one-
dimensional isotropic manifolds that arise from the time-evolution generated by
L0(x, p):
Λ2 =
⋃
t
gtL0Λ
1 =
⋃
τ
gτL0Λ
1 (94)
We remark that the manifold Λ2 constructed in this way is invariant with respect
to the time-evolution, i.e. gtL0Λ
2 = gτL0Λ
2 = Λ2.
In section 4.1, we looked at a typical example of the surface Λ2, shown in
figure 1. We suggested that in the neighborhood of the folds it might be possible
to construct an asymptotic solution using the projection onto the coordinate
Lagrangian plane (x1, p2), since this projection is a one-to-one map. It turns
out that the fact that our surface is a Lagrangian manifold is crucial for such
a one-to-one map to exist. In fact, it can be shown that, for any point (x, p)
on a Lagrangian manifold, it is always possible to find a coordinate Lagrangian
plane onto which a neighborhood can be projected with a one-to-one map. For
the proof of this theorem we refer e.g. to Refs. [54, 66].
Because of this theorem, we can introduce a special kind of atlas on the
Lagrangian manifold, which consists of so-called regular and singular charts [54].
An atlas Ω = {Ωn, n = 1 . . . N} is a set of N charts, which together cover the
entire Lagrangian manifold. In regular charts Ωi, we require that the system
of equations x = X(t, φ) has a unique solution (t(x), φ(x)), which means that
we can use the coordinates x as local coordinates on such charts. In particular,
the Jacobian (63) does not vanish in a regular chart, so it consists of regular
points. For the example presented in figure 1, this means that we need at least
three regular charts. In section 1, we assumed that the potential U(x) and the
mass m(x) are constant outside a certain domain. Furthermore, we stated that
all trajectories of the Hamiltonian system run away to infinity. In the present
context, this means that the number of leaves of our Lagrangian manifold is
finite [95, 96], and hence that we need a finite number of charts.
In the singular charts Ωsi , which we mark with the upper index s, there are
focal points at which the Jacobian (63) vanishes. Hence the system of equations
x = X(t, φ) does not have a unique solution. However, by the theorem above, we
can find a different Lagrangian plane onto which such a chart can be projected
in a one-to-one way. This can for instance be the plane (x1, p2), in which case
we require that the Jacobian ∂(x1, p2)/∂(τ, φ) does not vanish. We can then
use the coordinates (x1, p2) as local coordinates on these charts. In the next
subsection, we investigate the focal points in more detail.
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4.4. The classification of singular points
In section 4.1, we defined a caustic as the set of singular points of the projec-
tion of the Lagrangian manifold Λ2 onto the plane (x1, x2). In this section, we
look deeper into the nature of these focal points. We are mainly interested in
what happens to the set of singular points when the surface Λ2 changes slightly.
Such changes can be caused by small changes in the potential U(x) or the mass
m(x). This question was first considered by Whitney [68], who established the
properties of smooth maps from two-dimensional manifolds to two-dimensional
manifolds. He found that the shape of the caustic shown in figure 1 is generic,
in a sense that we will specify further on. His analysis was the starting point
for the study of singularities of differentiable maps, discussed in detail in the
textbook [71]. This subject is closely related to the field of catastrophe theory,
developed in Refs. [69, 70]. For a broader introduction into these subjects, we
refer to the textbook [73] and to Ref. [74].
In section 4.2, we saw that 〈Xτ ,Xφ〉 = 0. Consequently, the Jacobian factor-
izes, i.e. |J | = |Xτ ||Xφ|. Since |Xτ | = C2(X ) by the Hamiltonian system (77),
the velocity vector is always nonzero. Hence, the singular points, at which J
vanishes, correspond to the points with Xφ = 0. The rank of the matrix (Xτ ,Xφ)
therefore equals two for regular points, and one for singular points. With these
observations, one can show that the derivative Jτ does not vanish at the focal
points. Since the proof is rather elaborate, we postpone it to the very end of
this section and instead first look at its consequences. Our discussion follows
the general line of Ref. [68], making use of the properties of eikonal coordinates,
see also Ref. [79].
Let us consider the set of singular points in the space of coordinates (τ, φ).
Since Jτ 6= 0, the implicit function theorem tells us that these points form a
smooth curve in this space. Let us consider a smooth parametrization g(s) of
this set in the space of coordinates (τ, φ). Following Ref. [68], we call a singular
point a fold point if
dX (g(s))
ds
6= 0 (95)
at that point, and we call a singular point a cusp point if at that point
dX (g(s))
ds
= 0,
d2X (g(s))
ds2
6= 0. (96)
These definitions are independent of the specific parametrization, and we exploit
this fact to considerably simplify these conditions in our present context. In
what follows, we denote quantities that are evaluated at the focal point with
coordinates (τ∗, φ∗) with a star, e.g. X ∗ = X (τ∗, φ∗).
First, we note that the vector V (τ, φ) = (−Jφ,Jτ ) does not vanish anywhere.
Second, it is tangent to the level sets of J , since the directional derivative
∇V J = −Jφ ∂J
∂τ
+ Jτ ∂J
∂φ
= 0. (97)
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Therefore, it is in particular tangent to the set of singular points in the space
of coordinates (τ, φ). Hence, we can choose a smooth parametrization g˜(s) such
that
dg˜(s)
ds
= V (g˜(s)). (98)
With this parametrization, condition (95) becomes
0 6= dX (g˜(s))
ds
= −J ∗φX ∗τ + J ∗τ X ∗φ = −J ∗φX ∗τ . (99)
Therefore, we conclude that at a fold both the Jacobian J ∗ and X ∗φ vanish, but
that J ∗φ does not vanish. This condition can be further simplified by taking into
account that
J ∗φ = det(X ∗τφ,X ∗φ ) + det(X ∗τ ,X ∗φφ) = det(X ∗τ ,X ∗φφ) (100)
Now we take the derivative of the equality 〈Xτ ,Xφ〉 = 0 with respect to φ.
After confining our attention to the focal points, we obtain 〈X ∗τ ,X ∗φφ〉 = 0,
which means that the Jacobian factorizes:
|J ∗φ |2 = |X ∗τ |2|X ∗φφ|2, or J ∗φ = ±C(X ∗)|X ∗φφ|. (101)
We therefore conclude that the condition that J ∗φ does not vanish at a fold point
is equivalent to the condition that X ∗φφ does not vanish there.
Let us now consider a cusp point. From definition (96) and our previous
considerations, we immediately see that both J ∗φ and X ∗φφ vanish at a cusp
point. With these equalities, the second condition in equation (96) becomes
0 6= d
2X
ds2
= −J ∗φ (−J ∗φX ∗τ + J ∗τ X ∗φ )τ + J ∗τ (−J ∗φX ∗τ + J ∗τ X ∗φ )φ = −J ∗τ J ∗φφX ∗τ
(102)
Therefore, we conclude that at a cusp point the derivative J ∗φφ does not vanish.
Proceeding in a similar fashion as in the case of a fold point, we find that at a
cusp point J ∗φφ = det(X ∗τ ,X ∗φφφ). Taking the second derivative of the equality
〈Xτ ,Xφ〉 = 0 with respect to φ, and confining our attention to the cusp points
with X ∗φ = X ∗φφ = 0, we obtain that 〈X ∗τ ,X ∗φφφ〉 = 0 at these points. Therefore,
we find that the Jacobian factorizes, i.e.
|J ∗φφ|2 = |X ∗τ |2|X ∗φφφ|2, or J ∗φφ = ±C(X ∗)|X ∗φφφ|. (103)
Hence the condition that J ∗φφ does not vanish at a cusp point is equivalent to
the condition that X ∗φφφ does not vanish there.
Now let us consider the behavior of X (τ, φ) in the vicinity of a cusp point.
From definition (96), we see that cusp points are isolated points on the curve of
singular points. For a cusp point at s = s0, we have
dX (g(s))
ds
∣∣∣∣
s=s0
= 0, W =
d2X (g(s))
ds2
∣∣∣∣
s=s0
6= 0, dX (g(s))
ds
≈W (s−s0),
(104)
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where the last equality holds for s near s0. Hence, the change of X along the set
of singular points is in the direction −W for s < s0, and in the opposite direction
W for s > s0. We may therefore say that the set of singular points “makes a
180-degree turn” at the cusp point. Looking back at figure 1, we immediately
see that the caustic on the plane (x1, x2) indeed shows this behavior. This
suggests this caustic consists of a single cusp point, and that the other singular
points are fold points.
It was shown by Whitney [68] that folds and cusps are the only stable sin-
gularities that can occur in a mapping from a two-dimensional manifold to a
two-dimensional manifold, in the sense that arbitrarily close to any mapping
there is a map for which there are only folds and cusps. We therefore conclude
that the shape of the caustic shown in figure 1 is generic, i.e. for an arbitrary
potential U(x) and mass m(x) we expect only folds and cusps. An example of
an unstable singular point is a sharp focus, where all trajectories come together
in a single point. By an arbitrarily small perturbation, such a sharp focus splits
up into folds and cusps. If the only singularities that occur in the system are
folds and cusps, we say that the problem is in general position.
Now we return to the derivative Jτ of the Jacobian, and prove, following
Refs. [79, 80], that it does not vanish at focal points. This means that all the
zeroes of the Jacobian J on the trajectories are simple. In this proof, we need
the determinant
J˜ (τ, φ) = det(P,Pφ), (105)
i.e. the determinant of the matrix composed of the vectors P and Pφ. We now
show that this determinant, which will play a crucial role in the constructions
in section 5, does not vanish at a singular point.
Let us first show that both vectors P and Pφ are nonvanishing at a focal
point, which means that the determinant can only vanish if the two vectors are
parallel. First, the Hamiltonian system (77) shows that the vector P is parallel
to Xτ and does not vanish anywhere on the Lagrangian manifold Λ2. To see
that the vector P∗φ does not vanish either, we use the fact that the dimension of
the tangent space to Λ2 equals the dimension of Λ2, which is two. Therefore, the
tangent vector (X Tφ ,PTφ )T cannot vanish. Since X ∗φ = 0, P∗φ has to be nonzero
to fulfill this condition. Thus, both P and Pφ are nonvanishing at a singular
point.
There are multiple ways to show that the vectors P and Pφ are not parallel,
which then implies that the determinant (105) is nonzero. We discuss two of
them. We first give a proof by contradiction. To this end, let us assume that
P∗ = γP∗φ, where γ is the constant of proportionality. Using equations (85)
and (86), we obtain
1 = 〈P∗,X ∗τ 〉 = γ〈P∗φ,X ∗τ 〉 = γ〈P∗τ ,X ∗φ 〉. (106)
However, this implies that X ∗φ does not vanish, which means that we are not at
a singular point. Therefore, the vectors P and Pφ are not parallel.
The second proof shows that the vectors P and Pφ are perpendicular at a
singular point. By taking the derivative of the relation P2 = 1/C2(X ) with
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respect to φ, we obtain
2〈P,Pφ〉 = − 2
C3(X )
〈
∂C
∂X ,Xφ
〉
. (107)
Since X ∗φ = 0, this means that 〈P∗,P∗φ〉 = 0. Hence, the determinant at the
focal point factorizes, i.e. |J˜ ∗| = |P∗||P∗φ|. In particular, it does not vanish at
a singular point.
Now we return to the derivative Jτ . We use the fact that J˜ ∗ does not
vanish to show that Jτ does not vanish at a singular point. First, we note that
J ∗τ = det(X ∗τ ,X ∗φτ ), since X ∗φ vanishes. Using the Hamiltonian system (77) and
the fact that (V,W ) = (Xφ,Pφ) is a solution to the variational system (83), we
find that
J ∗τ = det(X ∗τ ,X ∗φτ ) = C2 det
(
P∗,
〈
∂C
∂x
,X ∗φ
〉 P∗
|P∗| +
C
|P∗|P
∗
φ −
〈P∗,P∗φ〉
|P∗|3 P
∗
)
= C4(X ∗)J˜ ∗ (108)
Since J˜ ∗ does not vanish, we conclude that J ∗τ does not vanish. With this proof
we complete our geometrical considerations.
5. Asymptotic solution via the canonical operator
In the previous section, we studied the properties of the Lagrangian manifold
Λ2. In particular, we identified regular and singular points. In section 5.1, we
use this knowledge to construct a local asymptotic solution to equation (30) for
regular points, building on the results of section 3. Subsequently, we discuss
various approaches to construct an asymptotic solution for singular points in
section 5.2. In section 5.3, we discuss one of these constructions in detail. We
consider a recently proposed representation [79, 80] of the asymptotic solution
for singular points in which one integrates over the coordinate φ. Section 5.4
covers the Maslov index, which connects the various local asymptotic solutions.
In section 5.5, we discuss how we can combine the various local asymptotic
solutions to obtain a global asymptotic solution to equation (30). To this end,
we introduce the canconical operator, originally proposed by Maslov [52, 53, 54].
Finally, we use the asymptotic solution to equation (30) to obtain an asymptotic
solution to equation (2). This section is mainly based on Refs. [54, 79, 80, 81].
5.1. Asymptotic solution for regular points
In section 3, we made a first attempt to construct an asymptotic solution to
equation (30). We found that the asymptotic solution (68), with the amplitude
given by equation (69), satisfies the commutation relations (54), (53) and (67).
However, as we saw in section 4, the asymptotic solution (68) is not valid near
caustics, since the Jacobian vanishes at focal points. This means that we have
not yet found a global asymptotic solution, which is valid on the entire config-
uration space (x1, x2). However, the asymptotic solution that we found can still
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be used locally. In this section, we make this notion more precise. Furthermore,
we simplify our asymptotic solution, using the eikonal coordinates that were
introduced in section 4.2.
Let us consider a regular chart Ωi on the Lagrangian manifold Λ
2. This man-
ifold is formed by the solutions
(
X(t, φ), P (t, φ)
)
of the Hamiltonian system (61)
with inital condition Λ1, where the effective Hamiltonian L0(x, p) equals E on
all points of Λ1. Since Ωi is regular, the Jacobian J(t, φ) does not vanish any-
where on this chart. Hence, the projection of the chart Ωi onto the plane (x1, x2)
is one-to-one. In other words, the equation x = X(t, φ) has a unique solution
(ti(x), φi(x)) in this chart. We can therefore define [54]
(KΩiΛ2(t,φ)A0)(x) =
A0(t, φ)√|J(t, φ)| exp
(
− ipi
2
µΩi
)
exp
(
i
h
S(t, φ)
)∣∣∣∣∣t=ti(x)
φ=φi(x)
, (109)
cf. equation (68). The operator KΩiΛ2(t,φ) is called a precanonical operator. The
function S(t, φ) is the action on the Lagrangian manifold Λ2, given by equa-
tion (59), and solves the Hamilton-Jacobi equation (56). From the computation
in section 3, we see that the precanonical operator (109) satisfies the commut-
ation relations (54) and (67), see also Ref. [54]. The precanonical operator
KΩiΛ2(t,φ) is therefore an asymptotic solution corresponding to the chart Ωi when
A0(t, φ) is given by expression (69), i.e. when A0 is a solution of equation (66).
As such, it constitutes a “local asymptotic solution”. The corrections to the
leading-order asymptotic solution (109) are one order in h higher, meaning that
they are O(h).
Compared to the asymptotic solution presented in equation (68), the preca-
nonical operator (109) contains an additional phase factor exp(−ipiµΩi/2). This
factor is necessary because the Jacobian J vanishes at singular points. More pre-
cisely, it changes sign when we pass through a singular point along a trajectory,
since Jτ does not vanish. In order to be able to combine our local asymptotic
solutions into a global asymptotic solution later on, we have to choose the ar-
guments of J and
√
J in a consistent way in the different charts. To ensure
such a consistent choice, we have to include the phase factor exp(−ipiµΩi/2).
In this paper, we call µΩi the Maslov index of the regular chart Ωi. Strictly
speaking, this terminology is somewhat misleading, since the Maslov index is
only properly defined for a chain of charts [54]. This reflects the fact that we
have to make a consistent choice for the argument of the Jacobian across all
charts. In practice, we always set the Maslov index to zero for the points on Λ1.
This automatically fixes the Maslov index for all other charts, which justifies
our terminology. It turns out that the Maslov index is a topological charac-
teristic of the Lagrangian manifold itself [113, 52, 54, 75, 76] and that it can
be defined without reference to the Hamiltonian system. We come back to the
Maslov index and its computation in section 5.4.
We can simplify the precanonical operator (109) by performing a coordinate
change from (t, φ) to the eikonal coordinates (τ, φ). First, we saw in equa-
tion (89) that the Jacobians J and J are related by R(X), the determinant
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that connects the coordinate systems (t, φ) and (τ, φ). This factor does not van-
ish, which means that when the inverse functions (ti(x), φi(x)) exist on a chart
Ωi, the inverse functions (τi(x), φi(x)) also exist. Second, by equation (81) the
solutions
(
X(t, φ), P (t, φ)
)
of the Hamiltonian system (61) equal the solutions(X (τ, φ),P(τ, φ)) of the Hamiltonian system (77) at the time τ = τ(t, φ). Fur-
thermore, the action (92) only depends on the point of the Lagrangian manifold.
Therefore, equation (82) tells us that once we have made the transformation to
eikonal coordinates, the action with respect to the central point (0, 0) equals
τ . Finally, we can find the amplitude in eikonal coordinates by changing the
integration over t in equation (69) to an integration over τ , at the expense of a
Jacobian factor. We obtain
Φsc(t, φ) = −
∫ t
0
LW1 (X(t
′, φ), P (t′, φ)) dt′
= −
∫ τ
0
1
R(X (τ ′, φ))L
W
1 (X (τ ′, φ),P(τ ′, φ)) dτ ′ ≡ Φsc(τ, φ),
(110)
where we have made use of equation (80). Of course, the result (110) should
equal our previous expression (73) for the semiclassical phase, which only de-
pends on the trajectories themselves and not on their parametrization. Using
manipulations similar to those used at the end of section 3, it is easy to show
that this is indeed the case.
Taking all of the above simplifications into account, the expression for the
precanonical operator corresponding to the regular chart Ωi becomes [81, 79]
(KΩiΛ2(t,φ)A0)(x) =
A00(φi)√
R(X )C(X )|Xφ|
exp
(
iΦsc(τi, φi)− ipi
2
µΩi +
i
h
τi
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
,
(111)
where we have also used equation (88). Note that for graphene the semiclassical
phase Φsc,α depends on α since L
W
1,α does, see equation (50).
5.2. Alternative approaches for singular charts
In the previous subsection, we constructed an asymptotic solution to equa-
tion (30) corresponding to a regular chart Ωi. In this subsection, we discuss
several alternative methods to construct an asymptotic solution corresponding
to a singular chart. Although this discussion may seem rather abstract, it will
give us some essential tools for the explicit construction of the precanonical
operator corresponding to singular charts in the next subsection.
The conventional way [52, 54] to construct an asymptotic solution corres-
ponding to a singular chart uses the idea that we set forth in section 4.1: al-
though for a singular chart Ωsi the projection of the Lagrangian manifold Λ
2(t, φ)
onto the plane (x1, x2) is not one-to-one, the projection onto one of the planes
(p1, x2) or (x1, p2) is one-to-one. We remark that we only need a single mo-
mentum coordinate, since the rank of the matrix (Xτ ,Xφ) equals one at singular
points, see section 4.4. Therefore, we can perform a Fourier transform of the
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operator Lˆ with respect to one of the momentum coordinates. For definiteness,
we henceforth assume that we transform with respect to x2. Then, we can use
an Ansatz similar to the one used in equation (51), namely [54]
ψ(x1, p2) = ϕ(x1, p2)e
iS(x1,p2)/h. (112)
Inserting this Ansatz into the Fourier transform of the effective scalar equa-
tion (30), we obtain another Hamilton-Jacobi equation. This equation gives
rise to the same system of Hamilton equations and therefore generates the same
Lagrangian manifold as we had before. The connection between the Hamilton-
Jacobi equation and the system of Hamilton equations is made through the
action [54] S(x1, p2) = S(x1, X2(x1, p2)) − p2X2(x1, p2), which is the Legendre
transform of the action S(x1, x2).
Collecting terms of order h, we obtain a new transport equation [54], similar
to equation (62). However, when we introduce the Jacobian
J(t, φ) = det
∂(X1, P2)
∂(t, φ)
(113)
and set A0(t, φ) = ϕ0
√
J , we once again obtain equation (66). Therefore, we can
view the transport equation as a geometrical object associated to the Lagrangian
manifold. In the mathematical literature, this notion is formalized using the
concept of a half-density [76, 77], which is however beyond the scope of this
text.
Following the above discussion, we define the precanonical operator cor-
responding to the singular chart Ωsi as the inverse Fourier transform of equa-
tion (112) [54]
(K
Ωsi
Λ2(t,φ)A0)(x) = F−1p2→x2ψ(x1, p2)
=
eipi/4√
2pih
∫ ∞
−∞
dp2
A0(t, φ)
|J(t, φ)|1/2 e
− ipi2 µΩsi e
i
h (S(x1,p2)+p2x2)
∣∣∣∣t=ti(x1,p2)
φ=φi(x1,p2)
. (114)
We call µΩsi the Maslov index of a singular chart and discuss it in greater detail
later on. Like the precanonical operator corresponding to regular charts, the
precanonical operator (114) satisfies two commutation formulas. First, for a
pseudodifferential operator Qˆ, one has (cf. equation (53))
Q(x, pˆ, h)K
Ωsi
Λ2(t,φ)A0 = K
Ωsi
Λ2(t,φ)
(
Q0 (x, p)A0 +O(h)
)
, (115)
where Q0 is principal symbol of Qˆ. Intuitively, this formula can be understood
by realizing that terms of order h0 only arise when the differential operators
pˆ act on the exponential term containing the action. Since the derivatives of
the action generate the Lagrangian manifold with coordinates (x, p), we ob-
tain equation (115). Note that, by virtue of equation (53), the precanonical
operator (109) corresponding to regular charts satisfies the same commutation
formula.
40
The second commutation formula [54, 114] holds specifically for the effective
Hamiltonian Lˆ. Since the action satisfies the Hamilton-Jacobi equation, one has
(cf. equation (67))
(
L(x, pˆ, h)−E)KΩsiΛ2(t,φ)A0 = −ihKΩsiΛ2(t,φ)(dA0dt +iL1A0−12 ∑
j
∂2L0
∂xj∂pj
A0+O(h)
)
.
(116)
Hence, when A0(t, φ) is given by expression (69), i.e. when it is a solution
of equation (66), the precanonical operator (114) is an asymptotic solution of
equation (30) corresponding to the singular chart Ωsi . The corrections to this
asymptotic solution, which form the higher-order terms in the asymptotic ex-
pansion, come from the term with O(h) on the right-hand side of equation (116).
When the precanonical operator itself is nonzero, these corrections are of order
hK
Ωsi
Λ2(t,φ)A0. As before, the commutation formula (116) is also satisfied by the
precanonical operator (109) corresponding to regular charts.
The asymptotic solution (114) that we have constructed is given in the form
of an integral representation. Since h is small, this integral contains a rapidly
oscillating exponent, which makes it hard to tackle it numerically. Therefore,
this integral should be simplified in the vicinity of fold and cusp points. In the
previous section, we saw that we could essentially simplify several Jacobians
and the defining expressions for caustics by introducing eikonal coordinates
on the Lagrangian manifold. In the previous subsection, we saw how these
coordinates also lead to simplifications in the asymptotic solution corresponding
to regular charts. Therefore, we may also be able to simplify our expression
for the precanonical operator corresponding to singular charts by introducing
eikonal coordinates. introducing eikonal coordinates in singular charts may also
simplify our expressions for the precanonical operator near folds and cusps. We
can introduce such a new parametrization of the Lagrangian manifold in two
ways, manipulating either the classical symbol L0 or the quantum operator Lˆ.
In the first method [81], we introduce the eikonal coordinates on the Lag-
rangian manifold. As we saw in section 4.2, this can be done by manipulating
the classical Hamiltonian. Now suppose that we have constructed a preca-
nonical operator K
Ωsi
Λ2(τ,φ)A0 starting from a Lagrangian manifold with eikonal
coordinates. Our goal is to find the precanonical operator K
Ωsi
Λ2(t,φ)A0, where
the Lagrangian manifold is parametrized by the coordinates (t, φ), since only
this object is an asymptotic solution to our original equation. In equation (89),
we already saw that the Jacobians J and J are related by a simple Jacobian
factor. Equation (109) then suggests the following relation, which clearly holds
for precanonical operators corresponding to regular charts:
(KΩiΛ2(t,φ)A0)(x) =
(
KΩiΛ2(τ,φ)
(
det
∂(τ, φ)
∂(t, φ)
)−1/2
A0
)
(x). (117)
It can be shown that this relation also holds for precanonical operators corres-
ponding to singular charts [81, 54], meaning that it holds for all precanonical
41
operators. Therefore, we can easily transform an asymptotic solution for a Lag-
rangian manifold with eikonal coordinates into an asymptotic solution for a
Lagrangian manifold with our initial coordinates.
In the second method, we consider the following decomposition of the effect-
ive Hamiltonian Lˆ:
L0(x, pˆ) + hL1(x, pˆ)− E = Bˆ†
(L0(x, pˆ) + hL1(x, pˆ)− 1)Bˆ +O(h2). (118)
The operators in this expression are related to their symbols by standard quant-
ization, see equation (18). In particular, the symbols L0 and L1 are defined by
equations (33) and (35), respectively. The symbol L0 was defined in equa-
tion (76). Because of the decomposition (118), we can construct an asymptotic
solution for equation (30) by first constructing an asymptotic solution for the
new equation (L0(x, pˆ) + hL1(x, pˆ))ψ˜ = ψ˜. (119)
Subsequently, given an asymptotic solution ψ˜ of this equation, an asymptotic
solution ψ for equation (30) can be found by computing
ψ = (Bˆ)−1ψ˜. (120)
It is important to note that one can only perform the decomposition (118) be-
cause the equality L0 = 1 can be reached by algebraically manipulating the
equality L0 = E, as we have seen in section 4.2. In that section, we also saw
that the classical Hamiltonian L0 automatically gives rise to eikonal coordinates
on the Lagrangian manifold Λ2. Hence, by constructing an asymptotic solu-
tion for equation (119), we automatically introduce eikonal coordinates on the
Lagrangian manifold, without reparametrizing time. Since introducing eikonal
coordinates on the Lagrangian manifold by a reparametrization of time is tech-
nically simpler, we do not pursue this operator decomposition in the main text
of this paper. However, we compute the symbols B and L1 explicitly in ap-
pendix Appendix B and show that this method leads to the same asymptotic
solution for the wavefunction ψ.
Now that we have introduced eikonal coordinates on the Lagrangian mani-
fold, we want to use them to simplify the asymptotic solution (114) near folds
and cusps. However, in practice, it is not at all straightforward to perform
such simplifications. In particular, we need to carefully consider which singular
charts we use. In section 4.1, we considered a singular chart with the coordinates
(x1, p2), based on the graphical representation of the Lagrangian manifold in
figure 1. However, for other singular points the Jacobian J , see equation (113),
may vanish, in which case we need to construct an asymptotic solution using
the momentum coordinate p1 instead. Note that we never need to use the co-
ordinates (p1, p2), since the rank of the matrix (Xτ ,Xφ) equals one for singular
points. Thus, we need to carefully inspect the various Jacobians at all singular
points to decide which of them are nonvanishing. We can then choose our sin-
gular charts based on the regions in which these Jacobians are nonzero. This
has to be done for each problem separately, and may lead to a large number of
singular charts.
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Instead, we can take full advantage of the eikonal coordinates on the Lag-
rangian manifold by considering a new representation of the asymptotic solution
in the vicinity of singular points. In section 4.1, we stated that we can also
identify points in singular charts using coordinates different from (x1, p2). For
instance, we can supplement the coordinate x with a third coordinate ζ and
parametrize points with this triple. The simplest choice for ζ would be φ, the
coordinate that labels the trajectories. In the remainder of this subsection, we
explore how, in general, a parametrization (x, ζ) can give rise to a new repres-
entation of the precanonical operator corresponding to singular charts. In the
next subsection, we specialize to the case of eikonal coordinates and explain how
one can obtain an alternative representation of the asymptotic solution in the
vicinity of singular points.
Let us therefore consider the general Fourier integral:
I(x) =
∫
dζ F (x, ζ) exp
(
i
h
Φ(x, ζ)
)
, (121)
where F (x, ζ) is called the amplitude function and Φ(x, ζ) is called the phase
function. These integrals are the building blocks of the theory of Fourier
integral operators [115, 116]. There is an intimate relation between Four-
ier integral operators and the canonical operator, which is discussed in (e.g.)
Refs. [117, 118, 119, 120, 75, 80]. Our discussion of the relation between the
Fourier integral (121) and the canonical operator closely follows the discussion
in Ref. [80].
We want the Fourier integral (121) to be a new representation of the preca-
nonical operator corresponding to singular charts. Therefore, it should coincide
with the conventional representation of the precanonical operator (114) up to
higher-order terms. Since h is small, the integral (121) contains a rapidly os-
cillating exponent and its leading-order term only depends on the stationary
points. The stationary points of the phase function comprise the set
ZΦ = { (x, ζ) |Φζ(x, ζ) = 0 }, (122)
where the subscript ζ denotes the partial derivative, i.e., Φζ = ∂Φ/∂ζ. We
demand that the phase function is non-degenerate, which means that the matrix
(Φζx,Φζζ) of second derivatives has maximal rank on ZΦ. In our simple example,
where ζ is a scalar, this translates to the condition that one of the derivatives
is nonzero. In this case, the implicit function theorem guarantees that ZΦ is a
smooth two-dimensional manifold. Let us then consider the mapping
jΦ : ZΦ → R4x,p : (x, ζ) 7→ (x,Φx), (123)
which is an immersion of ZΦ into four-dimensional phase space [80, 116], with
the momentum given by p = Φx. In fact, one can show that the image of
ZΦ under this mapping is a two-dimensional Lagrangian manifold [80, 116].
We have therefore seen that a non-degenerate phase function Φ(x, ζ) defines a
Lagrangian manifold through its set of stationary points.
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In order for the Fourier integral (121) to represent an asymptotic solution
corresponding to the chart Ωsi , it is necessary that, on the chart Ω
s
i , the Lag-
rangian manifold generated by the phase function coincides with the Lagrangian
manifold Λ2. In fact, we can formulate a more precise statement [80, 116]: there
exists an amplitude function F (x, ζ) such that I(x) equals the precanonical op-
erator corresponding to the chart Ωsi up to higher-order terms, if and only if, on
the chart Ωsi , the Lagrangian manifold generated by Φ(x, ζ) coincides with Λ
2.
When one has made a choice for a phase function Φ(x, ζ), one can subsequently
compute the corresponding amplitude function F (x, ζ), as shown in Ref. [80].
From the above discussion, it is apparent that there are in principle many
equivalent representations of the precanonical operator corresponding to singu-
lar charts. However, particular representations may be considerably simpler to
construct and to implement numerically. Furthermore, they may be much easier
to simplify near fold and cusp caustics. Recently, such a new representation was
proposed for problems in which eikonal coordinates can be introduced [79, 80].
This new representation uses an integral over the coordinate φ, which has a clear
physical interpretation: it labels the trajectories on the Lagrangian manifold.
Compared to the conventional representation, this means that we no longer have
to consider whether we have to choose the coordinates (p1, x2) or (x1, p2) on
the Lagrangian manifold. Instead, we now have a representation that has the
same form for all singular points, which considerably simplifies the construction.
Furthermore, the new representation makes it easier to simplify the precanon-
ical operator in the vicinity of folds and cusps. As shown in Ref. [79], this new
representation is equal to the conventional representation up to higher-order
terms.
We remark that a precursor of the new representation [79, 80] can be found
in Ref. [121]. Furthermore, in Ref. [122], this new representation was general-
ized to Hamiltonians that do not admit a parametrization in terms of eikonal
coordinates. For completeness, we mention that there are also other ways to
express the wavefunction as an integral over the Lagrangian manifold. In some
of these cases, the integrand is still a rapidly oscillating function [123, 124, 125].
However, in other cases, one integrates over Gaussian coherent states [126, 127].
In the next section, we show how to construct the new representation [79, 80]
corresponding to singular charts, discussing both the phase function and the
amplitude function in detail. In section 6, we discuss how to simplify this ex-
pression in the vicinity of fold points and cusp points. In order to provide
the reader with a complete picture, some additional details on how one can
implement the conventional representation of the canonical operator (114) cor-
responding to singular charts are given in appendix Appendix C. In particular,
we show that the leading-order approximation near singular points coincides
with the leading-order approximation that is obtained from the new representa-
tion [79]. These computations turn out to be fairly involved and less convenient
than the computations for the new representation.
Figure 2 summarizes our discussion on the alternative ways to obtain the
precanonical operator K
Ωsi
Λ2(t,φ)A0 corresponding to singular charts. It also shows
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L(x, pˆ, h)
Sections 3, 4.3−−−−−−−−−→ Λ2(t, φ) −−−−−−−−−−−−−−→ KΩsiΛ2(t,φ)A0yAppendix B y Equation (80);
Sections 4.2, 4.3
x Equation (117);
Section 5.3
L(x, pˆ, h) −−−−−−−−−→
Appendix B
Λ2(τ, φ) −−−−−−−−−−−−−−→
New: Sections 5.3, 6;
Old: Appendix C
K
Ωsi
Λ2(τ,φ)A0
Figure 2: Commutative diagram that shows the alternative ways to obtain the precanonical
operator K
Ωsi
Λ2(t,φ)
A0 corresponding to singular charts. It also shows the section in which the
respective step is discussed.
the sections in which the respective steps are discussed in greater detail.
5.3. Asymptotic solution near singular points
In this subsection, we introduce the recently proposed new representation [79]
for the precanonical operator corresponding to singular charts with eikonal co-
ordinates. Since the problem that we discuss in this paper is two-dimensional,
we confine ourselves to this case, noting that an extension to higher dimensions
was presented in Ref. [80].
Let us therefore consider the Lagrangian manifold Λ2 with eikonal coordin-
ates (τ, φ). We want to obtain a new representation of the precanonical operator
corresponding to the singular chart Ωsi , in the form of the Fourier integral (121)
with ζ = φ. In the previous subsection, we have seen that this requires that,
on the singular chart Ωsi , the Lagrangian manifold generated by the phase func-
tion Φ(x, φ) coincides with Λ2. Therefore, we begin our analysis by choosing an
appropriate phase function, following the exposition in Ref. [79]. Note that the
requirement stated there, namely that the one-form 〈P,dX〉 does not vanish, is
automatically satisfied in our case because of equation (85). Let us consider the
equation [79]
〈P(τ, φ), x−X (τ, φ)〉 = 0, (124)
where X (τ, φ) and P(τ, φ) are the solutions of the Hamiltonian system (77).
By the implicit function theorem, this equation defines a smooth function τ =
τ(x, φ). Our first step is to show that this function generates the Lagrangian
manifold Λ2. Therefore, we consider the set Zτ of stationary points, which
consist of points with τφ = 0. Computing the partial derivatives, we obtain
τφ =
〈Pφ, x−X〉
1− 〈Pτ , x−X〉 , τx =
P
1− 〈Pτ , x−X〉 . (125)
In section 4.4, we showed that J˜ = det(P,Pφ) does not vanish at the singular
points. By continuity, there is a certain neighborhood of the singular points
in which this also holds. In this neighborhood, the vectors P and Pφ are not
parallel. Hence, equation (124) and the requirement τφ = 0 can only be satisfied
simultaneously when x − X = 0. The set Zτ therefore consists of the points
x with x = X (τ(x, φ), φ). The phase function τ(x, φ) is nondegenerate on Zτ ,
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since we have τφx = Pφ 6= 0, where the last inequality follows from the fact that
det(P,Pφ) does not vanish on Zτ . From the second equality in equation (125),
we then immediately see that τx = P. Therefore, the Lagrangian manifold
that is defined by the phase function (124) coincides with our manifold Λ2 in a
neighborhood of the singular points in which det(P,Pφ) 6= 0. The maximal size
of this neighborhood is the maximal size of the singular chart Ωsi .
Despite the similarities in notation, we emphasize that the nondegenerate
phase function τ(x, φ) is not the same as the eikonal coordinate τ and the previ-
ously defined inverse function τ(x). However, there is an important relationship
between these three quantities. The function τ(x) is defined in nonsingular
charts, in which the Jacobian J does not vanish, and gives the value of the
eikonal coordinate τ for a given nonsingular point x. For a singular point, at
which J vanishes, such an inverse function does not exist. However, we can
consider the nondegenerate phase function τ(x, φ), defined by equation (124).
This equation admits a clear geometric interpretation, as can be seen by consid-
ering a fixed point xs. By equation (77), the vector P is parallel to Xτ , which
is the vector tangent to the trajectories. For a given value of φ, this tangent
vector is perpendicular to xs−X (τ, φ) when we are at the point X (τ, φ) on the
trajectory that is closest to the point xs. Thus, τ(xs, φ) represents the time τ
at which we reach the point closest to xs on the trajectory X (τ, φ) for a given
value of φ. The function τ(xs, φ) has a stationary point for at least one value
φs, which means that τφ(xs, φs) vanishes. If we define τs = τ(xs, φs), then
we have xs = X (τs, φs), as we showed above. Therefore, we see that, at this
point, the value of the nondegenerate phase function τ(x, φ) coincides with the
eikonal coordinate τ . This is our main motivation to use the letter τ for the
nondegenerate phase function.
Having verified that the nondegenerate phase function τ(x, φ) defines the
correct Lagrangian manifold, we define the precanonical operator corresponding
to a singular chart by [79]
(K
Ωsi
Λ2(τ,φ)A0)(x) =
eipi/4√
2pih
exp
(−ipiµΩsi
2
)
×
∫ ∞
−∞
dφ
√
|det(P,Pφ)|A0(τ(x, φ), φ)e ih τ(x,φ). (126)
The integral has the general form considered in equation (121), with the phase
function defined by equation (124). The amplitude is given by A0
√
J˜ . Note
that this is different from equation (114), where we divide by the Jacobian J
instead. As we already discussed, the Jacobian J˜ = det(P,Pφ) should be non-
vanishing on the singular chart Ωsi . The sign of this determinant is absorbed
in the phase factor exp(−ipiµΩsi /2). This phase factor should be chosen in such
a way that the argument of
√
det(P,Pφ) is consistent with the choice for the
argument of
√
J that was made in section 5.1. One can prove [79] that the
precanonical operator (126) coincides with the conventional representation of
the precanonical operator corresponding to a singular chart, up to higher-order
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terms. In particular, the quantity µΩsi , defined in equation (126), is the Maslov
index of a singular chart. Furthermore, in section 5.4, we show explicitly that,
for regular points, the precanonical operator (126) coincides with the precanon-
ical operator corresponding regular charts, up to higher-order terms.
However, we should be very careful when we compare the precanonical oper-
ator (126) with the previously defined precanonical operator (114) corresponding
to a singular chart, since these two expressions use a different parametrization
of the Lagrangian manifold. Whereas the former is specifically constructed for
eikonal coordinates, the latter is constructed for the conventional coordinate
system. As discussed in the previous subsection, we can obtain the precanon-
ical operator (K
Ωsi
Λ2(t,φ)A0)(x) from the precanonical operator (126) with the help
of a Jacobian factor, see equation (117) and figure 2. With the help of equa-
tion (80), which relates eikonal coordinates and conventional coordinates, we
find that [81]
(K
Ωsi
Λ2(t,φ)A0)(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
∫ ∞
−∞
dφ
√
|det(P,Pφ)|A0(τ(x, φ), φ)√
R(X ) e
i
h τ(x,φ),
(127)
with R(X ) given by equation (79). By the results of Ref. [79], see also Ref. [81],
the precanonical operator K
Ωsi
Λ2(t,φ)A0 defined in this way coincides with expres-
sion (114). In particular, it satisfies the commutation formulas (115) and (116).
Hence, the precanonical operator (127) constitutes an asymptotic solution cor-
responding to the singular chart Ωsi when the amplitude function A0(τ(x, φ), φ)
is given by equation (69), the solution of equation (66). This once again indic-
ates that the transport equation allows an interpretation as a geometrical object
associated with the Lagrangian manifold [54, 76, 77].
However, equation (127) is not our final representation for the asymptotic
solution corresponding to singular charts. In section 6, we show how it can be
essentially simplified in the vicinity of fold points and cusp points. Furthermore,
we remark that one can just as well use the precanonical operator (127) for
regular points, as long as the determinant det(P,Pφ) does not vanish. In this
case, one needs to pay careful attention to the value of Maslov index, which we
discuss in the next subsection. In section 7.3, we show an explicit example of
the implementation of the precanonical operator (127) for regular points.
5.4. The Maslov index
In the previous subsections, we encountered the Maslov indices µΩi and µΩsj .
Although we called these objects the Maslov indices of a regular and a singular
chart, respectively, we already mentioned that this terminology is somewhat
misleading, since the Maslov index is only properly defined for a chain of charts.
We nevertheless use these terms to simplify our terminology and justify them
later on.
There is an extensive body of literature on the Maslov index, see e.g. Refs. [113,
52, 54, 75, 76, 77, 78], which shows that the Maslov index can be expressed as
a topological characteristic of the Lagrangian manifold. In particular, it can be
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defined without reference to the Hamiltonian system. On the other hand, from a
more practical point of view [52, 78, 121, 79], the Maslov index ensures a consist-
ent choice of the argument of the Jacobian J and its square root. Equivalently,
it defines the analytic continuation of
√
J in the complex plane and makes sure
that we select the correct branch. In this section, we mainly discuss this more
practical point of view. We explicitly compute the Maslov index for our problem
by computing the signs of the relevant determinants. This also illustrates the
relationship between the precanonical operator (127) corresponding to a singu-
lar chart, and the precanonical operator (109) corresponding to a regular chart.
However, we emphasize that there are many alternative ways to look at the
Maslov index and that it can also be computed without explicitly matching dif-
ferent precanonical operators, using geometrical considerations [113, 75, 76, 77].
Let us consider a singular point (τ∗, φ∗) on a singular chart Ωsk of the
Lagrangian manifold Λ2. In the neighborhood of this point, there are points
(τst, φst) that lie both in the singular chart Ωsk and in a regular chart Ωi. When
we project such a point (τst, φst) onto configuration space, we obtain the point
xst = X (τst, φst). At the point xst, we then have two local asymptotic solutions,
given by the precanonical operators (109) and (127). To be able to construct a
global asymptotic solution, we require both these representations to be equal up
to higher-order terms. We can investigate their relation by evaluating the preca-
nonical operator (127) corresponding to a singular chart using the stationary
phase approximation [54, 76, 79]. Given the point xst, the action τ(xst, φ), given
by equation (124), has a stationary point at φst, and we have τst = τ(xst, φst).
We remark that the action (124), as a function of φ for a given point xst, may
have more than one stationary point. In this case, the stationary phase evalu-
ation will give rise to a sum over the stationary points. However, in the given
intersection between Ωsk and Ωi there will only be one stationary point, as all
stationary points lie on different regular charts. Since our interest lies in this
intersection, we discard the other stationary points. This can be formalized
using a partition of unity, as discussed in the next section.
We therefore evaluate the precanonical operator (127) at the point (τst, φst),
which lies in the region where Ωi and Ω
s
k overlap. Using the stationary phase
approximation [54, 76, 79], we obtain
eipi/4√
2pih
e
−ipiµΩs
k
/2
∫ ∞
−∞
dφ
√
|det(P,Pφ)|A0(τ(x, φ), φ)√
R(X ) e
i
h τ(x,φ) = e
− ipi2 µΩsk
× e ipi4 (1+sign(τstφφ))
√
|det(Pst,Pstφ )|
R(X st)∣∣τstφφ∣∣ A0(τst, φst)e ih τst +O(h), (128)
where quantities that are to be evaluated at the stationary point are marked with
a superscript st. Taking the derivative of the first equality in equation (125) with
respect to φ, and specializing to the stationary point, at which xst = X (τst, φst),
we find that
τstφφ = −〈Pstφ ,X stφ 〉. (129)
Note that when Xφ = 0, i.e. when we are at a singular point, the stationary
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point is degenerate, that is, τφφ = 0, and we cannot use the stationary phase
approximation to evaluate the precanonical operator (127), as one would nat-
urally expect. When we compute the product of the two relevant determinants,
we obtain
J˜ J = det(P,Pφ) det(Xτ ,Xφ) = det(P,Pφ)T det(Xτ ,Xφ)
= det
( 〈P,Xτ 〉 〈P,Xφ〉
〈Pφ,Xτ 〉 〈Pφ,Xφ〉
)
= 〈Pφ,Xφ〉,
(130)
where we have used equation (85). Therefore, we have J˜ stJ st = −τstφφ, and we
find that
K
Ωsk
Λ2(t,φ)A0 = e
ipi
4 (1+sign(τ
st
φφ))e
− ipi2 µΩsk A0(τ
st, φst)√
R(X st)|J st|e
i
h τ
st
+O(h)
= e
ipi
4 (1+sign(τ
st
φφ)−2µΩsk+2µΩi )KΩiΛ2(t,φ)A0 +O(h),
(131)
where we have used equations (89) and (109). Since we require the leading-order
terms of the two precanonical operators to be equal, the phase factor should be
equal to one. We therefore have the requirement
1 + sign(τstφφ)− 2µΩsk + 2µΩi = 0, (132)
from which we can obtain a relation between the Maslov indices of regular and
singular charts by analyzing the sign of τstφφ.
From our previous considerations, we know that both J and Xφ vanish as
we pass through a singular point on a trajectory. Let us therefore consider a
singular point (τ∗, φ∗) on the chart Ωsk of the Lagrangian manifold Λ
2, together
with two points (τ±, φ∗), with τ− < τ∗ < τ+. We choose these in such a way
that (τ−, φ∗) lies both on the singular chart Ωsk and the regular chart Ωj and
that (τ+, φ∗) lies both on the singular chart Ωsk and the regular chart Ωl. We
can then approximate J± ≡ J (τ±, φ∗) ≈ J ∗τ (τ± − τ∗). Using equation (108),
we subsequently obtain
J˜±J± ≈ J˜±C4(X ∗)J˜ ∗(τ± − τ∗). (133)
Since J˜ 6= 0 on the singular chart Ωsk, the signs of J˜± and J˜ ∗ coincide. Fur-
thermore, even though the linear approximation for J± may not be entirely
accurate, it does show how the sign of the Jacobian changes at the caustic.
Therefore, the sign of J˜ J is negative for τ− < τ∗ and positive for τ+ > τ∗.
Hence, we conclude from equation (130) that the sign of 〈Pφ,Xφ〉 changes from
negative to positive as we pass through the caustic along a trajectory.
Let us now return to equation (132). For the region in which Ωj and Ω
s
k
overlap, and in which the point (τ−, φ∗) lies, we have 〈Pφ,Xφ〉 < 0, whence
sign(τstφφ) > 0 by virtue of equation (129). Therefore, µΩj = µΩsk − 1. For the
region in which Ωsk and Ωl overlap, and in which the point (τ
+, φ∗) lies, we have
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〈Pφ,Xφ〉 > 0. Hence, sign(τstφφ) < 0 and µΩl = µΩsk . Combining these results,
we obtain
µΩj = µΩsk − 1, µΩl = µΩsk , and µΩl = µΩj + 1. (134)
This result clearly shows that the Maslov index is only defined for a chain of
charts, since the Maslov index of a chart is defined relative to another chart.
We observe from equation (134) that, when we pass through a singular point
along a trajectory, the Maslov index of the regular chart after the caustic is one
larger than the Maslov index of the regular chart before the caustic [79, 54].
The Maslov index of the singular chart is always equal to the Maslov index of
the regular chart after the caustic [79]. These results imply that we can fix the
Maslov index of all charts by fixing the Maslov index for one of them, which can
indeed be shown to hold [54]. Since we consider a scattering problem, it appears
to be a logical choice to fix the Maslov index for the incoming particles. Because
the isotropic manifold Λ1 only consists of regular points, it can be covered with
a single chart. We set the Maslov index of this chart to zero, thereby fixing the
Maslov index of all other charts and thus justifying our terminology.
Based on the result (134), we can subsequently introduce the Maslov index
µ(τ, φ) of a regular point [54, 53]. For the regular point (τ0, φ0), which lies on the
trajectory with initial value φ0, its value equals the number of singular points on
this trajectory between τ = 0 and τ = τ0. Since there are no nontrivial cycles
on our Lagrangian manifold Λ2, i.e. every path can be contracted to a point,
we do not have any (Bohr-Sommerfeld) quantization conditions. Therefore, the
Maslov index of a regular point is independent [54, 113] of the path between
this point and the central point on Λ1. From this definition, it is clear that the
Maslov index is the same for all points on a regular chart and that it equals the
previously defined Maslov index of this regular chart.
A concept related to the Maslov index of a regular point is the Morse index
of a point on a trajectory, which equals the number of roots of the Jacobian,
counted with their multiplicity, between the starting point and the point under
consideration. In our problem, all roots of the Jacobian J on the trajectories
are simple, as we showed in section 4.4. Hence, the Maslov index of a regular
point equals the Morse index of that point on its trajectory. We do not provide a
rigorous proof of this statement here, but refer the interested reader to Refs. [54,
121].
As we already stated, we can also look at the Maslov index as a way to
ensure a consistent choice of the argument of the Jacobian J and its square
root. To make this more precise, let us define the matrix Jε as
Jε = det
(
∂(X1, X2)
∂(τ, φ)
− iε∂(P1, P2)
∂(τ, φ)
)
. (135)
We can then define the Maslov index of a regular point as [53, 78, 80]
µ(τ, φ) =
1
pi
lim
ε→0
ArgJε
∣∣(τ,φ)
(0,0)
=
1
pi
lim
ε→0
Im
∫
γ(τ,φ)
dJε
Jε , (136)
50
where γ(τ, φ) indicates a path from the point (0, 0) to the point (τ, φ). In the
first expression in equation (136), one should consider the difference in argu-
ment between the points (0, 0) and (τ, φ). The second expression is especially
convenient for the computation of the Maslov index of a regular point on a
computer. To this end, one computes the integral in equation (136) for a small
value of ε. The result should subsequently be rounded to the nearest integer,
as the Maslov index is always an integer number. Definition (136) explicitly
shows the connection between the Maslov index and the analytic continuation
of
√J in the complex plane. It also shows a way to obtain the Maslov index
without explicitly matching different precanonical operators. We remark that
one can obtain the Maslov index of a singular chart using a similar method,
using different determinants, see e.g. Ref. [78].
5.5. Maslov’s canonical operator
In the previous sections, we constructed precanonical operators in regular
and singular charts, which provide local asymptotic solutions to equation (30).
The final results, given in equations (111) and (127), satisfy the commutation
relations (115) and (116). In this subsection, we show how we can patch these
local asymptotic solutions together to obtain a global asymptotic solution.
To this end, we need the atlas Ω on the Lagrangian manifold that we intro-
duced in section 4. Furthermore, we need to introduce a partition of unity on
the Lagrangian manifold. This is a set of smooth functions {en, n = 1, . . . , N},
each of which is supported on a single chart, with the additional property that
at each point of the manifold their sum equals one, i.e.
∑
n en = 1. With
these preliminaries, we can define the canonical operator KΛ2(t,φ)A0, which was
introduced in Refs. [52, 53, 54], see also Refs. [75, 78, 76], as
(KΛ2(t,φ)A0)(x) =
N∑
n=1
(KΩnΛ2(t,φ)enA0)(x), (137)
where we sum over all N charts contained in the atlas Ω.
The canonical operatorKΛ2(t,φ)A0 satisfies the first commutation formula (115),
because the precanonical operators do. We can show this by writing [54]
Q(x, pˆ, h)KΛ2(t,φ)A0 =
N∑
n=1
Q(x, pˆ, h)KΩnΛ2(t,φ)
(
enA0
)
=
N∑
n=1
KΩnΛ2(t,φ)
(
Q0 (x, p) enA0 +O(h)
)
= KΛ2(t,φ)
(
Q0 (x, p)A0 +O(h)
)
.
(138)
Since this equality holds for any pseudodifferential operator Qˆ, it also holds for
the pseudodifferential operator Lˆ. In particular, we have L0(x, p) = E on the
Lagrangian manifold Λ2.
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The canonical operator also satisfies the second commutation formula (116).
The first part of the proof is similar to the proof of the first commutation
formula. Following Ref. [54], we write
(
L(x, pˆ, h)− E)KΛ2(t,φ)A0 = N∑
n=1
(
L(x, pˆ, h)− E)KΩnΛ2(t,φ)(enA0)
= −ih
N∑
n=1
KΩnΛ2(t,φ)
[(
d
dt
+ iL1 − 1
2
∑
j
∂2L0
∂xj∂pj
)
(enA0) +O(h)
]
= −ihKΛ2(t,φ)
[(
d
dt
+ iL1 − 1
2
∑
j
∂2L0
∂xj∂pj
)
A0 +O(h)
]
− ih
N∑
n=1
KΩnΛ2(t,φ)
(
den
dt
A0
)
,
(139)
where the last equality follows from the application of the product rule and the
definition of the canonical operator (137). The time derivative in this equation is
to be taken along the projection of the solution of the Hamiltonian system [54].
For instance, suppose that we consider a chart Ωi that is projected onto the
coordinate Lagrangian plane (p{α}, x{β}), then
d
dt
=
∑
j∈{β}
∂L0
∂pj
∂
∂xj
−
∑
k∈{α}
∂L0
∂xk
∂
∂pk
. (140)
In order to show that the canonical operator satisfies the second commutation
formula (116), we need to show that the second term in the last line of equa-
tion (139) vanishes. To this end, let us consider a point on the Lagrangian
manifold Λ2. For simplicity, let us first assume that this point and a neighbor-
hood of it lie in a single regular chart Ωi. Then we have ei = 1 and ej = 0
for j 6= i. Hence, dej/dt = 0 for all j, and the second term is trivially zero.
Now suppose that this point lies in both a regular chart Ωi and a singular chart
Ωsj . In the previous subsection, we showed that, with a proper definition of the
Maslov index, KΩiΛ2(t,φ)B = K
Ωsj
Λ2(t,φ)B up to higher-order terms, for any amp-
litude function B. Using similar arguments, this equality can be extended to
the case where the point lies in a chart Ωi as well as in multiple other charts.
For such a point, we obtain
N∑
n=1
KΩnΛ2(t,φ)
(
den
dt
A0
)
= KΩiΛ2(t,φ)
(
N∑
n=1
den
dt
A0
)
= 0, (141)
where the last equality holds since
∑N
n=1 en = 1 implies
∑N
n=1 den/dt = 0.
Therefore, we obtain the second commutation formula for the canonical oper-
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ator [54, 114]
(
L(x, pˆ, h)−E)KΛ2(t,φ)A0 = −ihKΛ2(t,φ)(dA0
dt
+iL1A0−1
2
∑
j
∂2L0
∂xj∂pj
A0+O(h)
)
.
(142)
In the derivation of this commutation relation, we have used that Λ2 lies in the
level set of L0(x, p) with energy E. Equation (142) shows that when the amp-
litude function A0 is given by equation (69), the canonical operator KΛ2(t,φ)A0
is an asymptotic solution of equation (30). It is defined on the entire con-
figuration space (x1, x2), and is therefore a global asymptotic solution. The
corrections to this asymptotic solution, which form the higher-order terms in
the asymptotic expansion, come from the term with O(h) on the right-hand side
of equation (142). When the canonical operator is nonzero, these corrections
are of order hKΛ2(t,φ)A0. We remark that it can be shown that the canonical
operator does not depend on the choice of the atlas, the local coordinates in the
charts, and the partition of unity [54].
The canonical operator is a global asymptotic solution of equation (30).
However, our original goal was to obtain an asymptotic solution of equation (2).
Such a solution can be obtained using equation (28). Using the first commuta-
tion formula (138) for the canonical operator, we obtain(
χ(x, pˆ, h)KΛ2(t,φ)A0
)
(x) =
(
KΛ2(t,φ)
(
χ0 (x, p)A0 +O(h)
))
(x). (143)
Hence, the right-hand side of this equation is an asymptotic solution to equa-
tion (2).
Although the canonical operator is a global asymptotic solution, it is actually
more of an algorithm than an actual formula. Given a point x, equation (137)
instructs us to consider all charts of the Lagrangian manifold Λ2 that are pro-
jected onto this point and to add the precanonical operators on these charts.
Note that we do not have to match asymptotic solutions in different regions, as
all of this has already been taken care of in the construction of the precanonical
operators and the Maslov index. Instead, we only have to simplify the canonical
operator in different neighborhoods. As we already discussed in section 4.3, the
number of leaves of our Lagrangian manifold is finite, since we have assumed
that the potential U(x) and the mass m(x) are constant outside a certain do-
main. Therefore, we only need to consider a finite number of charts and we
have only finitely many terms in the sum (137). From a physical point of view,
this sum expresses the well-known physical phenomenon of interference, as we
sum over all trajectories that reach the point x.
Using equations (137) and (143), we obtain a representation of the asymp-
totic solution Ψ(x) in the various domains. In regular points, we can use our
expression (111) for the precanonical operator in regular charts. We thereby
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obtain the asymptotic solution, which gives, up to O(h),
Ψ(x) =
∑
i
χ0(X ,P)A00(φi)√
R(X )C(X )|Xφ|
exp
(
i
h
τi + iΦsc(τi, φi)− ipi
2
µ(τi, φi)
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
× (1 +O(h)), (144)
where we have used that ∂τi/∂x = P(τi, φi). The semiclassical phase Φsc in
this expression is given by equation (110). For the graphene Hamiltonian (3),
we can make further simplifications using equations (46), (47), (76) and (79).
We then arrive at
Ψα(x) =
∑
i
A00(φi) exp(
i
hτi + iΦsc,α − ipi2 µ(τi, φi))√
2(E − U −m)|Xφ| 4
√
(E − U)2 −m2
(P1 + iαP2
E − U −m
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
× (1 +O(h)). (145)
We can use this expression for the wavefunction for a very large part of the
configuration space (x1, x2). We cannot use it in a neighborhood of the caustic,
since our expression diverges at these points.
At this point, let us come back to the gauge freedom that we discussed in
section 2.3. When we perform a gauge transformation (43), the subprincipal
Weyl symbol LW1 changes according to equation (44). However, the asymptotic
solution Ψ(x) should not depend on this gauge freedom. To prove that this is
indeed the case, let us consider how the semiclassical phase is affected by the
gauge transformation. Using equation (110), we observe that
Φ˜sc = −
∫ t
0
LW1 + {g, L0} dt′ = Φsc −
∫ t
0
〈
∂g
∂x
,
∂L0
∂p
〉
−
〈
∂g
∂p
,
∂L0
∂x
〉
dt′
= Φsc −
∫ t
0
dg
dt′
dt′ = Φsc − g,
(146)
where we have used Hamilton’s equations (57) in the third equality. Looking
at equation (144), we now observe that the additional phase that arises from
the gauge transformation (43) is exactly cancelled by an opposite phase that
arises from the corresponding change (146) in the semiclassical phase. Thus,
the wavefunction Ψ(x) is indeed independent of the choice of χ0, as one would
naturally expect.
In a neighborhood of the caustic, we have to use the precanonical oper-
ator (127) corresponding to singular charts to construct the asymptotic solu-
tion. Let xcusp be the point in configuration space corresponding to the cusp of
the caustic. To this point corresponds a cusp point on the Lagrangian manifold,
see also figure 1. Using equation (143), we obtain the asymptotic solution for
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points x in the vicinity of the point xcusp as
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
∫ ∞
−∞
dφ
√
|det(P,Pφ)|A
0
0(φ)e
iΦsc√
R(X ) χ0(X ,P)e
i
h τ(x,φ)
× (1 +O(h)) (147)
Like the wavefunction in regular points, this wavefunction is invariant with
respect to the gauge transformation. For the graphene Hamiltonian (3), the
asymptotic solution (147) becomes
Ψα(x) =
eipi/4√
2pih
∫ ∞
−∞
dφ
√
|det(P,Pφ)|
A00(φ) exp(
i
hτ(x, φ) + iΦsc,α − ipi2 µΩsi )√
2(E − U −m)2(E − U +m)
×
(P1 + iαP2
E − U −m
)(
1 +O(h)) (148)
where we have one again used equations (46), (47) and (79). When we consider
a point xfold on the fold line of the caustic, we need to add two contributions to
obtain the full asymptotic solution for the wavefunction. The first contribution
corresponds to the singular chart on the Lagrangian manifold on which the fold
point is located. It is given by equation (147). The second contribution, given
by expression (144), corresponds to a regular point on the third leaf of the
Lagrangian manifold, as can be seen in figure 1. In the next section, we show
how we can further simplify the asymptotic solution (147) in the vicinity of fold
and cusp points.
6. The wavefunction near caustics
In section 4, we defined a caustic as the set of singular points of the projection
of the surface Λ2 onto the (x1, x2) plane. We identified two types of singular
points, fold points and cusp points. In section 4.4, we obtained a more precise
classification of these singular points, establishing that Xφ vanishes at a fold
point, while Xφφ does not. At a cusp point, both Xφ and Xφφ vanish, while
Xφφφ does not. However, we did not consider the action function in that section.
In section 5, we discussed how the Lagrangian manifold Λ2 can be generated
by a phase function. In particular, we represented the asymptotic solution as
an integral involving such a phase function. In section 5.2, we considered the
phase function S + p2(x2 − X2) and in section 5.3, we considered the function
τ(x, φ). We showed that the Lagrangian manifold is constituted by the points
at which τφ vanishes, while the singular points correspond to the points where
τφφ vanishes as well.
The theory of Lagrangian singularities, see e.g. Refs. [71, 70, 72, 73, 69, 74],
states that one can also study caustics by studying phase functions. By studying
which derivatives of the phase function vanish, one obtains a classification of the
different types of singular points. This classification is equivalent to our previous
classification, which was based on the Jacobian and, for eikonal coordinates,
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on the derivates of X with respect to φ. In the process, one obtains a so-
called normal form [71] for the action in the vicinity of a singular point. This
normal form depends on the type of singular point under consideration and
makes it possible to evaluate the integral over the phase function in terms of
certain special functions [54]. Finally, the normal form does not depend on the
phase function, only on the type of singular point that is being studied [71]. Of
course, to obtain the right result, the phase function should generate the correct
Lagrangian manifold.
In this section, we illustrate the correspondence between these two view-
points for folds and cusps. In section 6.1, we consider the Taylor expansion of
the phase function at a singular point, based on Ref. [79]. Comparing it to the
results from section 4.4, we show that the form of this Taylor expansion coincides
with the normal forms that have been established in the literature [71, 69, 73].
Subsequently, we evaluate the integral (147) to obtain the leading-order term
of the asymptotic solution near the fold and cusp points on the caustic. In
section 6.2, we first discuss why it is necessary to go beyond this leading-order
approximation if we want to obtain a meaningful result in the vicinity of the
cusp point. Subsequently, we discuss how to construct a uniform approxima-
tion [85, 86] near the cusp. In this approximation, one does not consider the
Taylor expansion of the action, but instead transforms the action to its normal
form near a cusp using a change of variables. As a result, this approximation
adequately captures the effect of the semiclassical phase on the focusing.
6.1. Leading-order evaluations
In section 5.4, we evaluated the expression (127) in regular points using the
stationary phase approximation. We saw that, in regular points, the leading-
order approximation (128) coincides with the asymptotic solution (109) and
we determined the Maslov index. However, we also saw that this asymptotic
solution diverges near singular points. In particular, we noticed that τφφ is pro-
portional to Xφ and hence vanishes at singular points. The main idea of the
stationary phase approximation [54, 76, 79] is that the leading-order approx-
imation of the integral expression is determined by a small neighborhood of a
stationary point. Since the second derivative τφφ vanishes at the caustic, it is
natural to look at higher-order derivatives. In this subsection, we discuss how
we can obtain the leading-order approximation of the asymptotic solution by
considering the first nonvanishing term in the Taylor expansion. In section 4.4,
we discussed that, when our problem is in general position, the only singularities
that occur in the system are folds and cusps. We therefore confine our attention
to these two types of singularities.
Let us consider a singular point (τ∗, φ∗) on the Lagrangian manifold. To this
point corresponds the point X (τ∗, φ∗) in the configuration space. As before, we
mark all quantities that are to be evaluated at the singular point with a star,
e.g. X ∗ = X (τ∗, φ∗). Following the approach taken in Ref. [79], we expand the
phase function τ(x, φ) in powers of φ around φ∗ and in powers of x around X ∗,
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that is,
τ(x, φ) =
∑
j
qj(x)
j!
(φ−φ∗)j , qj(x) = ai+ 〈bi, x−X ∗〉+O
(
(x−X ∗)2). (149)
Using the iteration method, values for these coefficients were obtained in Ref. [79].
Taking into account that X ∗φ = 0, the values of the first few expansion coeffi-
cients are given by
a0 = τ
∗, 〈b0, x−X ∗〉 = 〈P∗, x−X ∗〉
a1 = 0, 〈b1, x−X ∗〉 = 〈P∗φ, x−X ∗〉
a2 = 0, 〈b2, x−X ∗〉 = 〈P∗φφ, x−X ∗〉 − 〈P∗τ ,X ∗φφ〉〈P∗, x−X ∗〉
a3 = −〈P∗φ,X ∗φφ〉
a4 = −〈P∗φ,X ∗φφφ〉 − 3〈P∗φφ,X ∗φφ〉 (150)
As shown in appendix Appendix C, the same coefficients are obtained when we
consider the Taylor expansion of the phase function of the conventional repres-
entation (114) of the precanonical operator corresponding to singular charts. In
section 5.4, we already saw that the coefficient a2 = τ
∗
φφ vanishes, since X ∗φ = 0.
Let us now look at the coefficients a3 and a4 and see whether they vanish at
fold points and cusp points.
At a fold point, the second derivative X ∗φφ is nonzero, as we established in
section 4.4. Furthermore, the determinant det(P∗,P∗φ) 6= 0, which means that
the vectors P and Pφ are both nonzero and are not parallel. In fact, we even
showed that they are orthogonal, as 〈P∗,P∗φ〉 = 0. Taking the derivative of the
relation 〈P,Xφ〉 = 0, see equation (85), with respect to φ and specializing to
the singular point, we observe that 〈P∗,X ∗φφ〉 = 0. Together with the fact that
det(P∗,P∗φ) 6= 0, this implies that a3 = −〈P∗φ,X ∗φφ〉 6= 0. Actually, since both
〈P∗,P∗φ〉 = 0 and 〈P∗,X ∗φφ〉 = 0, the vectors X ∗φφ and P∗φ are either parallel
or anti-parallel. Therefore, we even have |a3| = |P∗φ||X ∗φφ| 6= 0. Thus, at a
fold point, the third derivative τ∗φφφ does not vanish. This observation is in
accordance with the theory of Lagrangian singularities [71], which states that
the phase function near a fold point can be expressed as a third-order polynomial
in φ. Within the general classification of singular points, the fold singularity is
denoted by the symbol A2.
At a cusp point, the second derivative X ∗φφ vanishes as well, whereas the
third derivative X ∗φφφ does not vanish, see section 4.4. Thus, at a cusp point,
also the third derivative of the phase function vanishes, i.e. a3 = τ
∗
φφφ = 0.
Let us therefore look at the coefficient a4. Taking the second derivative of the
relation 〈P,Xφ〉 = 0 with respect to φ and specializing to the singular point,
we now observe that 〈P∗,X ∗φφφ〉 = 0. Using the fact that det(P∗,P∗φ) 6= 0,
we arrive at the conclusion that a4 = −〈P∗φ,X ∗φφφ〉 6= 0. Since we also have
〈P∗,P∗φ〉 = 0, we can even say that |a4| = |P∗φ||X ∗φφφ| 6= 0. The fact that a4 is
nonzero is in accordance with the theory of Lagrangian singularities [71], which
states that the phase function near a cusp point can be expressed as a fourth-
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order polynomial in φ. Within the general classification of singular points, the
cusp singularity is denoted by the symbol A3.
Using the above considerations, we can essentially simplify equation (147)
for points near the caustic and rewrite its leading-order term in terms of well-
established special functions. Let us first consider a point xfold in the config-
uration space, to which corresponds a fold point (τ∗, φ∗) on the Lagrangian
manifold. As we discussed in the previous section, we need to add two contribu-
tions to obtain the wavefunction at points x in the vicinity of xfold. One of these
contributions is given by equation (144) and corresponds to a regular point (on
a regular chart) that is projected onto x. The other contribution comes from
the singular chart and is given by equation (147). To obtain the leading-order
term of the latter contribution near a fold point, we neglect [79] the terms in
the Taylor expansion of the phase function τ(x, φ) that are of fourth or higher
order in φ. Furthermore, we expand the amplitude, that is, the collection of
terms in front of the exponent containing the phase function, to zeroth order in
φ. By a change of variables, one can subsequently express [79] the integral in
equation (147) in terms of the Airy function, which is defined by
Ai(u) =
1
2pi
∫ ∞
−∞
exp
(
i
3
t3 + ut
)
dt. (151)
The next step of the procedure, which is described in detail in Ref. [79], is
to carefully establish to which order in h the various terms in this expression
correspond. To obtain the leading-order term, terms which give rise to higher-
order contributions are subsequently neglected. Finally, one obtains [79] that,
for points x in an O(h5/6)-neighborhood of the point xfold, the leading-order
approximation to the expression (147) is given by
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
(
2pi 3
√
2h
|a3|
√
|det(P∗,P∗φ)|
A00(φ
∗)eiΦ
∗
sc√
R(X ∗) χ0(X
∗,P∗)
× exp
[
i
h
(a0 + 〈b0, z〉)
]
Ai
(
2〈b1, z〉
22/3h2/3a
1/3
3
)
+O(h2/3)
)
. (152)
In this expression, z = x − X ∗ and the coefficients ai and bi are determined
by equation (150). Furthermore, as established in section 4.4, the determinant
factorizes, that is, |det(P∗,P∗φ)| = |P∗||P∗φ|. For the graphene Hamiltonian (3),
this expression becomes
Ψα(x) =
25/6pi1/2eipi/4
h1/6
√
|P∗||P∗φ|
3
√
|〈P∗φ,X ∗φφ〉|
A00(φ
∗) exp(iΦ∗sc,α − ipi2 µΩsi )√
2(E − U∗ −m∗)2(E − U∗ +m∗)
×
( P∗1 + iαP∗2
E − U∗ −m∗
)
exp
[
i
h
(τ∗ + 〈P∗, x−X ∗〉)
]
×Ai
(
−2
1/3〈P∗φ, x−X ∗〉
h2/3〈P∗φ,X ∗φφ〉1/3
)
+O(h1/6), (153)
58
where we have used the same manipulations that previously led to equation (148).
Finally, let us briefly discuss the higher-order corrections to equation (152). One
of these corrections comes from the fourth-order term in the Taylor expansion
of the phase function, see equation (150), which was neglected in the deriva-
tion of equation (152). By expanding the exponential function containing the
higher-order terms, one can show [79] that this term gives rise to a contribution
of O(h1/6). Hence, it is part of the subleading term. A contribution of the same
order is obtained when one expands the amplitude to first order in φ around
φ∗. Since we consider points x in an O(h5/6)-neighborhood of the point xfold,
the expansion of the amplitude with respect to x gives rise to contributions that
are of higher order than O(h1/6).
Let us now consider a point xcusp in the configuration space, to which cor-
responds a cusp point (τ∗, φ∗) on the Lagrangian manifold. For points x in
its vicinity, the wavefunction is given by equation (147), as discussed in sec-
tion 5. In the expansion (150) of the phase function, the first nonvanishing
coefficient comes from the fourth derivative. Neglecting higher-order terms in
the Taylor expansion, expanding the amplitude to zeroth order in φ and per-
forming a change of variables, one can subsequently express [79] the integral in
equation (147) in terms of the Pearcey function [82], which is defined by
P±(u, v) =
∫ ∞
−∞
exp
(±it4 + iut2 + ivt) dt. (154)
Note that the superscript on the Pearcey function corresponds to the sign in
front of the coefficient t4. As before, one then assesses to which order in h the
various terms in the expression correspond and retains only the leading-order
terms. Finally, one obtains [79] that, for points x in an O(h7/8)-neighborhood
of the point xcusp, the leading-order approximation to the asymptotic solu-
tion (147) for the wavefunction is given by
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
(
4
√
24h
|a4|
√
|det(P∗,P∗φ)|
A00(φ
∗)eiΦ
∗
sc√
R(X ∗) χ0(X
∗,P∗)
× exp
[
i
h
(a0 + 〈b0, z〉)
]
P±
(√
6
h|a4| 〈b2, z〉,
4
√
24
h3|a4| 〈b1, z〉
)
+O(h1/2)
)
. (155)
In this expression, one uses P+ when a4 > 0 and P
− when a4 < 0. Thus, the
superscript on the Pearcey function corresponds to the sign of a4. As before,
the coefficients ai and bi are given by equation (150) and z = x − X ∗. Note
in particular that, since X ∗φφ is zero at a cusp point, the second term in both
a4 and b2 vanishes, leaving only one term. Using the fact that the determinant
factorizes at the singular point, we obtain that for the graphene Hamiltonian (3)
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this expression becomes
Ψα(x) =
61/4eipi/4
pi1/2h1/4
√
|P∗||P∗φ|
4
√
|〈P∗φ,X ∗φφφ〉|
A00(φ
∗) exp(iΦ∗sc,α − ipi2 µΩsi )√
2(E − U∗ −m∗)2(E − U∗ +m∗)
× P±
(√
6
h|〈P∗φ,X ∗φφφ〉|
〈P∗φφ, x−X ∗〉, 4
√
24
h3|〈P∗φ,X ∗φφφ〉|
〈P∗φ, x−X ∗〉
)
×
( P∗1 + iαP∗2
E − U∗ −m∗
)
exp
[
i
h
(τ∗ + 〈P∗, x−X ∗〉)
]
+O(h0). (156)
The terms of O(h0) in this expression arise from the fifth-order term in the
Taylor expansion of the phase function and from the first-order term in the
expansion of the amplitude with respect to φ.
6.2. Uniform approximation near the cusp
In the previous subsection, we derived that the leading-order approximation
near the cusp is given by equations (155) and (156). Within this approxima-
tion, the semiclassical phase does not influence the wavefunction. Indeed, when
we compute ‖Ψ‖2 = Ψ†Ψ, we observe that the term containing Φsc drops out.
Since the main focus lies in the vicinity of the cusp, this approximation predicts
that the focusing does not depend on the semiclassical phase. However, since
the semiclassical phase modifies the phase of each of the trajectories, it should
affect the way they interfere. Therefore, the semiclassical phase should also
affect the position of the focus and its intensity. To capture this effect, we need
to go beyond the leading-order approximation. The first way to go beyond the
leading-order approximation is to include higher-order terms in the Taylor ex-
pansions that we made in the previous subsection. This method was employed
in Ref. [29], where it gave good results for the position of the intensity max-
imum. However, the approximation overestimated the height of the maximum.
In the same paper, better results were obtained with the uniform approxima-
tion [85, 86]. In this paper, we therefore only consider the latter method and
its implementation. We review it in this subsection, based on Refs. [85, 86].
As we already briefly discussed, the theory of Lagrangian singularities [71]
states that phase functions have a normal form in the vicinity of a singular
point. To show what this means, let us consider the phase function τ(x, φ) in
the vicinity of a cusp point xcusp. In the previous subsection, we established
that the fourth derivative τφφφφ does not vanish at this point. The theory of
Lagrangian singularities then dictates that, for points x in the vicinity of xcusp,
there is a smooth change of variables ζ = ζ(x, φ) such that
τ = ±ζ4 + w2(x)ζ2 + w1(x)ζ + w0(x). (157)
This transformation is invertible, with inverse φ = φ(x, ζ). The sign in front
of ζ4 equals the sign of a4, defined in equation (150). Furthermore, at the
point xcusp, the coefficients w2 and w1 vanish. It is important to note that
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this change of variables is exact and that we did not neglect any higher-order
terms in equation (157). This is in contrast to the previous subsection, where
we neglected the higher-order terms in the Taylor expansion to obtain a fourth-
order polynomial. Instead, in equation (157) we have eliminated the higher-
order terms by the change of variables.
Although one can prove that the phase function has the normal form (157)
in the vicinity of a cusp point, this proof is not constructive. In particular, it
requires the Malgrange preparation theorem [71, 73]. Thus, the proof of the
normal form does not provide us with a way to determine the transformation
ζ = ζ(x, φ). In Ref. [86], two methods are discussed to determine the transform-
ation and the functions wi(x): an algebraic method and an iterative method.
We discuss their iterative method below, referring the reader interested in the
algebraic method to Ref. [86].
In what follows, we consider a fixed point x. Since we require that the
mapping ζ = ζ(x, φ) is one-to-one, the stationary points of τ(x, φ) should be
mapped to the stationary points of the fourth-order polynomial. Since the
derivative of the phase function generates the Lagrangian manifold, we may
also think of this step as making sure that the Lagrangian manifolds coincide,
at least locally. Since ζ(x, φ) is invertible, the derivative ∂ζ/∂φ is nonzero.
Therefore, the stationary points of the right-hand side of equation (157) are
defined by
0 = ±4ζ3 + 2w2ζ + w1. (158)
We can classify the roots of this equation using the discriminant
∆ = ∓27w32 − 2433w21. (159)
There are three distinct cases that should be considered. When ∆ is positive,
all three roots are real and distinct. When ∆ is zero, the roots are still real,
but there is a multiple root. Finally, we have one real root and two complex
conjugate roots when ∆ is negative. Since a real extremum of the phase func-
tion corresponds to a trajectory on the configuration space, these three regimes
correspond to three clearly identifiable regions of the configuration space. The
regime ∆ > 0 corresponds to the region inside the caustic, where each point lies
on three trajectories. The caustic corresponds to ∆ = 0. The regime ∆ < 0
corresponds to the region outside the caustic, where each point lies on a single
trajectory. One could say that the two complex roots correspond to “complex
trajectories”.
Let us first consider a point x inside the caustic, i.e. in the interference
region. This point lies on three trajectories, each of which corresponds to a
stationary point (τi, φi). When we label the three real roots of equation (158)
by ζi, we therefore obtain the following set of three equations
τ1 = ±ζ41 + w2ζ21 + w1ζ1 + w0,
τ2 = ±ζ42 + w2ζ22 + w1ζ2 + w0,
τ3 = ±ζ43 + w2ζ23 + w1ζ3 + w0.
(160)
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Since all stationary points are distinct, we can subtract both the second and
the third equation from the first, giving rise to the following pair of equations:
τ1 − τ2 = ±(ζ41 − ζ42 ) + w2(ζ21 − ζ22 ) + w1(ζ1 − ζ2),
τ1 − τ3 = ±(ζ41 − ζ43 ) + w2(ζ21 − ζ23 ) + w1(ζ1 − ζ3).
(161)
We can then determine the roots ζi and the parameters w1 and w2 using an
iterative procedure. Before we can start this procedure, we require initial guesses
wi,0 for the parameters wi. Since we are in the vicinity of the cusp point, a
reasonable first estimate is provided by the result of the Taylor expansion, i.e.
w2,0 =
√
6
|〈P∗φ,X ∗φφφ〉|
〈P∗φφ, x−X ∗〉, w1,0 = 4
√
24
|〈P∗φ,X ∗φφφ〉|
〈P∗φ, x−X ∗〉.
(162)
Inserting these into equation (158), we obtain three roots ζi. These can sub-
sequently be inserted into equation (161) to obtain new guesses wi,1 for the
parameters wi. This procedure is repeated until self-consistency in all paramet-
ers is reached. Finally, one determines w0 using one of the three equations (160).
Note that, throughout this procedure, one should use the sign in front of ζ4 that
corresponds to the sign of a4, see equation (150).
In the procedure described above, we used all three stationary points to
obtain values for the parameters wi. When we consider a point x outside the
caustic, i.e. a point that only lies on a single trajectory, we only know one
stationary point. We do not have any information on the two complex stationary
points of the phase function. In principle, one could think about extending the
phase function (124) into the complex plane in order to see if an approximation
can be constructed in this way. However, since the solutions
(X (τ, φ),P(τ, φ))
of the Hamiltonian system are typically determined numerically, we only have
an interpolating function that describes these solutions. Since we do not know
their functional form, we also do not know the functional form of τ , which makes
this procedure even more complicated. We therefore do not consider this case
in this paper, and limit our application of the uniform approximation to the
interference region.
When we are on the caustic, the discriminant ∆ = 0. One then obtains a
relation between w1 and w2 from equation (159), which can subsequently be
used to obtain values for the roots ζi and the parameters wi. Since arbitrarily
close to a point on the caustic is a point inside the interference region, we do
not discuss this case here. Instead, we refer the interested reader to Ref. [86].
Now that we have seen how we can obtain the stationary points ζi and
the parameters wi for a point inside the interference region, let us consider
the integral (147). To simplify the notation, we define a new function g(x, φ)
which contains all factors in the amplitude of the integrand, except for the
determinant and the h-dependence. In particular, this function g(x, φ) contains
the semiclassical phase. Subsequently, we change the integration variable from
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φ to ζ. Using equation (157), we obtain
Ψ(x) =
1√
h
∫ ∞
−∞
dφ
√
|det(P,Pφ)| g(x, φ)e ih τ(x,φ)
(
1 +O(h))
=
e
i
hw0(x)√
h
∫ ∞
−∞
dζ G(x, ζ)e
i
h (±ζ4+w2(x)ζ2+w1(x)ζ)
(
1 +O(h)), (163)
where we have defined the new amplitude function
G(x, ζ) =
∣∣∣∣dφdζ
∣∣∣∣√|det(P,Pφ)| g(x, φ(x, ζ)). (164)
The next step in the procedure [86, 85] is to expand this new amplitude function
in powers of ζ, i.e.
G(x, ζ) = D0(x) +D1(x)ζ +D2(x)ζ
2 +O(ζ3). (165)
When we insert this expansion into the integral (163), we obtain the uniform
approximation for the wavefunction, as we will see shortly. However, let us first
consider how we can determine the constants Di. To this end, we neglect the
higher-order terms in the Taylor expansion (165) and combine this equation with
equation (164). Subsequently, we specialize to the three stationary points. This
gives us a system of three linear equations in the three variables D0, D1 and D2.
We can solve these equations when we know the value of the derivative dφ/dζ
at each of the stationary points. We determine this derivative by considering
the second derivative of relation (157) with respect to ζ. This gives
∂2τ
∂φ2
(
dφ
dζ
)2
+
∂τ
∂φ
d2φ
dζ2
= ±12ζ2 + 2w2. (166)
When we are at a stationary point, the second term on the left-hand side van-
ishes, since τφ vanishes. Furthermore, at a stationary point the second derivative
of the action is given by τφφ = −〈Pφ,Xφ〉, see equation (129). Since the terms on
the right-hand side are known as well, we have thus obtained an expression for
the derivative dφ/dζ at a stationary point. Note that we can generally choose
the mapping ζ(x, φ) to be orientation preserving, rendering the derivative pos-
itive. Hence, the constants D0, D1 and D2 are determined by the following
system of three linear equations, where the index i labels the stationary points.( ±12ζ2i + 2w2
∂2τ/∂φ2|φ=φi
|det(P,Pφ)|
)1/2
g(x, φi) = D0 +D1ζi +D2ζ
2
i (167)
With these constantsDi, we can subsequently obtain the uniform approximation
to the wavefunction.
Before we evaluate the integral (163), we define the derivatives of the Pearcey
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function (154) with respect to u and v. They are given by
P±v (u, v) = i
∫ ∞
−∞
t exp
(±it4 + iut2 + ivt) dt. (168)
P±u (u, v) = i
∫ ∞
−∞
t2 exp
(±it4 + iut2 + ivt) dt. (169)
When one inserts the expansion (165) in the integral (163), one can show
that [85]
Ψ(x) = e
i
hw0(x)
[
h−1/4D0P±
( w2
h1/2
,
w1
h3/4
)
− ih0D1P±v
( w2
h1/2
,
w1
h3/4
)
−ih1/4D2P±u
( w2
h1/2
,
w1
h3/4
)]
+O(h3/4). (170)
This expression is the uniform approximation to the asymptotic solution (147).
Comparing it to the leading-order approximation (155), we observe that it con-
sists of three terms instead of just one. These two additional terms are of higher
order in h, making it a more accurate approximation. Furthermore, because we
now have three terms, complex phases in the amplitude no longer cancel when
computing the intensity ‖Ψ‖2. Thus, within the uniform approximation the
semiclassical phase, which is encoded in the amplitude expansion coefficients
Di, has a clear influence on the intensity. Unfortunately, this dependence is less
explicit than in our previous approximations.
The main limitation of the uniform approximation is that we can only use
it within the region where interference takes places, i.e. inside the caustic. As
we have seen, this limitation is not easy to circumvent, as this would require
knowledge of the complex stationary points of the action. On the other hand,
the interference region is the most important region, as the maximum of the
intensity lies in this region. Finally, we remark that one can also construct a
uniform approximation near a fold point [128] see also e.g. Ref. [86]. However,
we do not consider this uniform Airy approximation in this paper, as we are
mainly interested in the intensity maximum near the cusp.
7. Numerical implementation and comparison to tight-binding calcu-
lations
In this section, we discuss how one can implement the results of the previous
two sections to obtain numerical values. We also discuss the results of our imple-
mentation in Wolfram Mathematica [129]. In section 7.1, we discuss the classical
trajectories, the variational system and the inverse functions τi(x), φi(x). In the
next subsection, we implement the leading-order approximations (156) and (153)
together with the WKB approximation (145) for small h. In particular, we take
a close look at their region of applicability. In section 7.3, we consider larger
values of h, which correspond to physically more realistic situations. Since we
need the uniform approximation to obtain good results for this case, we discuss
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Figure 3: Trajectories obtained by integrating Hamilton’s equations (77) for different poten-
tials U˜(x˜) and masses m˜(x˜). The black lines indicate the caustics. (a) Gaussian potential
well (171) with U˜0 =
1
2
and m˜(x˜) = 0. (b) Gaussian potential barrier (171) with U˜0 = − 12
and m˜(x˜) = 0. (c) Gaussian mass m˜(x˜) = m˜0 exp(−x˜2) with |m˜0| = 12 and U˜(x˜) = 0.
its implementation and limitations. The results of the uniform approximation
are compared with the results of tight-binding calculations, performed using
the Kwant package [87], in section 7.4. We discuss different sample setups and
the origin of the observed deviations. Finally, in section 7.5, we discuss how
the semiclassical phase influences the maximum of the intensity. We compare
the uniform approximation with tight-binding results and also consider what
happens when one incorporates the semiclassical phase into the trajectories.
7.1. Classical trajectories
The first step in the numerical implementation of the semiclassical approx-
imation consists of obtaining the classical trajectories. To this end, we numer-
ically integrate Hamilton’s equations (77) with the initial condition (58). In
this section, we mostly consider a Gaussian potential, given by, in units with
dimensions,
U(x) = −U0 exp(−x2/L2), whence U˜(x˜) = −U˜0 exp(−x˜2) (171)
in dimensionless units. The starting point x01 of the integration is always chosen
in such a way that the potential U(x01, 0) is very small. Typically, we set
x01 ≤ −5L. Therefore, we can take p01(φ) to be the constant E without mak-
ing noticeable errors. From the numerical integration we obtain the solutions{X (τ, φ),P(τ, φ)}, which form the Lagrangian manifold Λ2 parametrized by
eikonal coordinates (τ, φ).
In this section, our main example is a potential well, for which U0 > 0.
When we set U˜0 =
1
2 and set the mass m˜(x˜) to zero, we obtain the trajectories
shown in figure 3(a). We observe that the trajectories are focused and that a
cusp caustic is formed. Since the potential is symmetric in x2, the trajectories
have the same symmetry. In particular, the cusp point lies on the x1-axis and
we have xcusp = (x1,cusp, 0).
When we instead consider a Gaussian potential barrier, obtained by setting
U˜0 = − 12 , we obtain the trajectories shown in figure 3(b). This time, the
potential bends the trajectories outwards, and two cusp caustics are formed,
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which lie symmetrically around the x1-axis. A third situation one can consider
is a Gaussian mass, m˜(x˜) = m˜0 exp(−x˜2), with the potential U˜(x˜) set to zero.
Since Hamilton’s equations (77) only depend on the mass through m˜2, the sign
of the mass does not influence the classical trajectories. Figure 3(c) shows the
trajectories obtained for |m˜0| = 12 . We see that the classical trajectories are
again bent outwards, although much slower than by a potential barrier of equal
height.
We obtain the inverse functions τi(x), φi(x) on each leaf in three steps. First,
we compute the positions x for a large number of points φ and τ on a grid and
store this data in a table. Second, we split the data into the different leaves.
Third, we interpolate the data to obtain the inverse functions. However, the
density of trajectories is far from constant in our problem, as can for instance be
seen in figure 3(b). In order to obtain a good interpolating function, the density
of trajectories should not be too low. Therefore, we use an adaptive step size
algorithm to ensure that the separation between neighboring trajectories does
not exceed a certain threshold at their initial and final interpolation points.
This algorithm, very similar to algorithms typically used in solvers for ordinary
differential equations, see e.g. Ref. [130], leads to a varying step size in φ.
We compute the (higher-order) derivatives of X and P with respect to φ
using the variational system (83). Furthermore, by taking the derivative of
equation (110) with respect to τ , we obtain a differential equation for the Berry
phase. By adding this equation to the dynamical system, we can simultaneously
obtain the Berry phase along the trajectories.
7.2. Implementation of the semiclassical approximation: small h
Now that we have computed the classical trajectories, we want to obtain
numerical values for the asymptotic solution for the wavefunction. Since all our
results are expressed as asymptotic series in h, we start our discussion of the nu-
merical implementation by examining the deep semiclassical limit, in which h is
small. In the previous section, we established an approximate region of validity
for the leading-order approximations (156) and (153) in terms of powers of h.
However, we did not write down an exact region of validity. In fact, this region
can vary slightly depening on the problem that one considers and needs to be
determined by inspecting the numerical results. For instance, to establish the
region of validity of the leading-order Pearcey approximation (156), one plots
both this approximation and the WKB approximation (145) in a region around
the cusp. Since both approximations represent the asymptotic solution in a
certain region of configuration space, this plot should show a small transition
region, in which both approximations give the same result. This region then
marks the end of the region of validity of the leading-order Pearcey approxim-
ation, and the start of the region of validity of the WKB approximation. We
emphasize that, throughout the whole procedure, we do not match the differ-
ent results by adjusting their coefficients. Instead, both approximations (156)
and (145) represent the asymptotic solution in a certain region and all that has
to be done is to determine the boundary of this region.
66
In this subsection, we consider an electron with energy E = 200 meV incident
on a Gaussian potential well (171) with U0 = 100 meV and L = 10
4 nm. We
set the mass m(x) to zero. Hence, the semiclassical parameter h = ~vF /(EL)
equals 3.2·10−4, which shows that we are indeed in the deep semiclassical regime.
We take the initial amplitude A00(φ) to be constant, and set A
0
0(φ) = 1. Since
the potential is symmetric in x2, the trajectories have this same symmetry. In
particular, the trajectory with φ = 0 coincides with the x1-axis and the cusp
point xcusp = (x1,cusp, 0) lies on this trajectory.
Since the mass m(x) vanishes and our potential is symmetric, we have
Ψα(x,−y) = σxΨα(x, y), see equation (10). Therefore, the intensity ‖Ψα‖ =
(Ψ†αΨα)
1/2 is symmetric about the x1-axis. Furthermore, we have ‖ΨK‖ =
‖ΨK′‖ by equation (11). Hence, the intensities in both valleys are equal. In
this subsection, we therefore omit the valley index when we consider the norm
of the wavefunction, i.e. we write ‖Ψ‖.
We determine the region of validity for the Pearcey approximation (156)
by comparing it to the other approximations along the x1-axis and along a
line perpendicular to the x1-axis. Unfortunately, the Pearcey function is not
implemented in most computer algebra systems, including Wolfram Mathemat-
ica [129]. Therefore, we have implemented it using the contour integral method
described in Ref. [84]. Other implementation schemes can be found in Ref. [83].
The (higher-order) derivatives of X and P with respect to φ are obtained by nu-
merically integrating the variational system. Evaluating them at the cusp point,
we obtain that the coefficient a4 is positive for our example. Subsequently, we
can easily implement the Pearcey approximation (156). The implementation
of the WKB approximation in the interference region is simplified by the fact
that we probe along the trajectory through the cusp point, which means that
we already know φ and τ on the middle leaf of the Lagrangian manifold. To
implement the Airy approximation, we compute the point on the fold caustic
that is closest to the point under consideration. We subsequently use the para-
meters of this point in equation (153), and add the WKB approximation on the
third leaf of the Lagrangian manifold to the result to obtain the Airy approx-
imation. Finally, we construct the uniform approximation (170) in the region
where the Lagrangian manifold has three leaves using the procedure described
in section 6.2.
Two comparisons of these different approximations are shown in figures 4(a)
and (b). We observe that both the Airy approximation and the WKB ap-
proximation diverge near the cusp point, as shown theoretically in the previous
sections. Along the x1-axis, we observe that the values of the Pearcey approx-
imation and the WKB approximation are very close to each other when we are
at a distance of approximately 40h7/8 from the cusp. This indicates that we
should use the Pearcey approximation until this point, and the WKB approx-
imation after. Near the cusp, the Pearcey approximation almost coincides with
the uniform approximation. Thus, for the small value of h that we are con-
sidering, the leading-order term is sufficient to approximate the behavior near
the cusp and we do not require the higher-order corrections that are comprised
within the uniform approximation. Further away from the cusp, the uniform
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Figure 4: Comparison of the different semiclassical approximations near the caustic for E =
200 meV, U0 = 100 meV and L = 104 nm. The position of the caustic is indicated by a
vertical, dashed grey line. The bottom scale shows the position in nm, with the origin of
the potential lying at (0, 0). The top scale shows the dimensionless distance to the caustic
in the relevant power of the semiclassical parameter, which is h7/8 for the cusp and h5/6
for the fold. (a) Comparison along the x1-axis. At a distance of about 40h7/8, the Pearcey
approximation (156) smoothly joins the WKB approximation (145), which diverges near the
cusp. The uniform approximation (170) interpolates between these two approximations. (b)
Comparison along the line x1 = 9.7 · 103 nm, close to the maximum. The Airy, Pearcey and
uniform approximation give similar results, whereas the WKB approximation is very different.
(c) Comparison along a line perpendicular to the caustic at the point xfold = (10117, 98) nm.
The Airy approximation, consisting of the sum of the result (153) and the WKB approximation
on the third leaf, smoothly joins the WKB approximation at ∆x˜ = |x − xfold|/L = −8h5/6
and at ∆x˜ = 3.5h5/6.
approximation smoothly coincides with the WKB approximation. On the line
parallel to the x2-axis that goes through the maximum, the situation is some-
what different. Here we observe that the Pearcey approximation and the Airy
approximation already coincide at a rather small distance from the x1-axis. In a
similar way, we compare the various approximations along a line perpendicular
to a point on the fold caustic, see figure 4(c). On the inside of the caustic,
where we have interference, we observe that the WKB approximation and the
Airy approximation have similar values between 3h5/6 and 4h5/6 from the fold.
On the outside of the caustic, the Airy approximation shows additional oscilla-
tions that are not exhibited by the WKB approximation and that are significant
until a distance of approximately 8h5/6 from the fold.
Now that we have determined their regions of validity, we can combine the
Pearcey approximation, the Airy approximation and the WKB approximation
to obtain the intensity ‖Ψ‖2 in a large region. We first compute the Pearcey
68
(a) (b) 225
0
Figure 5: (a) Intensity ‖Ψ‖2 = Ψ†Ψ obtained by using the various semiclassical approxima-
tions in the appropriate regions. (b) The intensity ‖Ψ‖2 together with the regions in which
the various approximations were used. The Pearcey approximation (156) was used inside the
green ellipse, while the Airy approximation (153) was used between the dashed purple lines.
The WKB approximation (145) was used to create the rest of the figure. The dotted black
line represents the caustic.
approximation (156) on a rectangular grid around the cusp. Subsequently, we
consider only the points within an ellipse with semimajor axis 40h7/8 and se-
miminor axis 3h7/8. On the fold caustic, we use an adaptive step size algorithm
to construct a grid of points that are roughly equally spaced. At each of those
points, we construct the line perpendicular to the fold. On this line, we create
a regular grid of points that extends 8h5/6 in the outward direction and 3.5h5/6
in the inward (interference) direction and compute the Airy approximation on
this grid. Outside of these regions, we use the WKB approximation. We use
the adaptive step size algorithm, see section 7.1, to control the maximal spacing
between the trajectories. Outside of the caustic, where no interference takes
place, we use a rather large stepsize, as the variations in the wavefunction are
much smaller than inside the caustic. Figure 5 shows the result of combining
the various approximations in this way. We note that it is very smooth, which
indicates that we have correctly determined the regions of validity for each of
the approximations.
7.3. Physically realistic situations: large h
In the previous subsection, we considered the deep semiclassical limit. We
saw that, within this limit, each of the approximations has a well-defined regime
of validity and that their combination gives rise to a smooth intensity. However,
the length scale that we considered is much larger than the length scales that are
typically considered in graphene devices. Therefore, we now decrease the length
scale to L = 35.5 nm, keeping the other parameters the same as in the previous
subsection. The semiclassical parameter then becomes h = ~vF /(EL) = 0.09,
meaning that we are outside the deep semiclassical regime. In figure 6(a), we
show a comparison of the various approximations along the x1-axis for this re-
duced length scale. An important observation is that the region in which the
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Figure 6: (a) Comparison of the different semiclassical approximations along the x1-axis for
E = 200 meV, U0 = 100 meV and L = 35.5 nm. The position of the caustic is indicated by
a vertical, dashed grey line. The bottom scale shows the position in nm, with the origin of
the potential lying at (0, 0). The top scale shows the dimensionless distance to the caustic in
units of h7/8. (b) The value of the determinant det(P,Pφ) for each of the three points on the
Lagrangian manifold that are projected onto (x1, 0). (c), (d) The action τ(x, φ) as a function
of φ for (c) x = (40, 0) nm, (d) x = (80, 0) nm. There are two types of extrema, corresponding
to trajectories and to points where the determinant vanishes.
Pearcey approximation and the WKB approximation coincide has now disap-
peared. On the contrary, the uniform approximation still coincides with the
WKB approximation far away from the cusp. The Pearcey approximation also
predicts a much larger maximal value than the uniform approximation, although
the positions of their maxima roughly coincide. These observations indicate that
the leading-order term in the asymptotic expansion is no longer sufficient near
the cusp. Instead, the higher-order corrections that are included in the uniform
approximation prove to be essential. Similar behavior was observed in Ref. [29],
where the Pearcey approximation was compared with the uniform approxima-
tion and an exact result. In that example, the uniform approximation coincided
with the exact result, whereas the Pearcey approximation did not.
At this point, we would like to discuss a technical point regarding the imple-
mentation of the uniform approximation. In the previous sections, we extens-
ively discussed the region of validity of the representation (147) of the asymp-
totic solution corresponding to singular charts. In particular, we established
that it is only valid when det(P,Pφ) does not vanish, which gives a boundary
on the maximal size of the singular chart. However, for our current parameters,
this region turns out to be quite small. When x1 > x1,cusp, the point (x1, 0) cor-
responds to three points on the Lagrangian manifold, with each of these points
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lying on a distinct leaf. If the determinant det(P,Pφ) vanishes on one of these
leaves for a certain point (x1,crit, 0), we cannot use the uniform approximation
past this point. Looking at figure 6(b), we conclude that, for our current set of
parameters, we cannot use the uniform approximation past x1,crit ≈ 50 nm.
We can get a better understanding of what is going on by looking at fig-
ures 6(c) and (d). They show the action τ(x, φ), defined by equation (124), as
a function of φ for two points (x1, 0): a point with x1,cusp < x1 < x1,crit in
panel (c) and a point with x1 > x1,crit in panel (d). In both cases, the action
has five extrema. Three of these extrema correspond to a trajectory: for this
value of φ we have x = X (τ(x, φ), φ). The other two extrema do not correspond
to a trajectory. Instead, the determinant det(P,Pφ) vanishes at these points.
Hence, for these values of φ, the vectors P and Pφ are parallel. The vector x−X
is nonzero and is orthogonal to both P and Pφ, see equations (124) and (125).
When x1,cusp < x1 < x1,crit, the three extrema corresponding to a trajectory
lie between those corresponding to the vanishing determinant. This is in agree-
ment with the observation that det(P,Pφ) does not vanish at the cusp point.
In this case, the second derivatives at the extrema corresponding to a trajectory
have alternating signs: negative for the extremum corresponding to the second
leaf, and positive for the extrema corresponding to the first and third leaf of the
Lagrangian manifold. When x1 > x1,crit, the situation is very different. This
time, the extrema are of alternating type, as the extrema corresponding to a
vanishing determinant lie in between the extrema corresponding to a traject-
ory. In particular, the extrema corresponding to a trajectory all have a negative
second derivative.
The additional extrema of τ(x, φ), which are caused by the vanishing of the
determinant det(P,Pφ), complicate our analysis. Since these points are sta-
tionary points of the phase function, they contribute to the stationary phase
approximation of the integral (148). However, their contributions do not have
any physical significance, since the extrema do not correspond to a point on the
Lagrangian manifold, or, equivalently, to a trajectory in phase space. As dis-
cussed in the previous sections, see also Refs. [79, 80, 76], the physically relevant
contributions to the integral only come from points on the Lagrangian mani-
fold. Therefore, we should not take these stationary points into account when
we compute the integral (148). Formally, this can be done by excluding a small
area around the stationary point from the integration interval, since, within
the stationary phase approximation, only a small region around a stationary
point contributes to the result [54, 76, 79]. In practice, however, one hardly
ever computes the integral explicitly. Instead, one typically constructs either
the leading-order approximation, see section 6.1, or the uniform approximation,
see section 6.2. We remark that the additional extrema do not contribute to
the leading-order approximation: since the amplitude is proportional to the de-
terminant, it vanishes at these points. However, these points can still give rise
to contributions of O(h0) or higher through the derivatives of the amplitude.
An example where such contributions were explicitly taken into account can be
found in Ref. [29].
When we constructed the uniform approximation in section 6.2, we did not
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take the additional extrema into account. From the above considerations, we
conclude that this is correct, which justifies our use of the result (170). However,
in the construction we implicitly assumed that the second derivatives at the
extrema have alternating signs. This can be seen from equation (167), where we
divide the second derivative of the normal form (157) by the second derivative
of the phase function. As we discussed, this assumption corresponds to the
situation x1,cusp < x1 < x1,crit. Since we would also like to use the uniform
approximation for larger values of x1, let us see if there is a way to smoothly
continue the approximation past the point x1,crit.
A key observation is that the sign of det(P,Pφ)/τφφ does not change when
we pass the point x1,crit, since both the sign of the determinant and the sign
of the second derivative change on the first and third leaf, see figures 6(b)–
(d). Therefore, we obtain smooth amplitude functions Di(x) when we replace
|det(P,Pφ)| by − det(P,Pφ) in equation (167). In this expression, one chooses
a minus sign since the determinant is negative on all leaves for x1,cusp < x1 <
x1,crit. The uniform approximation that results from this replacement is smooth
across the point x1,crit and coincides with our previous approximation in the
region x1,cusp < x1 < x1,crit. From a more theoretical point of view, one can view
the replacement of the absolute value as a way to obtain the correct value of the
Maslov index. This index naturally changes when one makes a transition from
one chart to another, as discussed in section 5.4. The uniform approximation for
x1 > x1,crit can then be seen as an implementation of the representation (127)
in regular points, as discussed in section 5.3.
The uniform approximation that is plotted in figure 6(a) was constructed
using the method explained above. We observe that both its amplitude and its
phase smoothly coincide with the WKB approximation for large values of x1,
which indicates that our continuation is correct. Note that this continuation
is only possible because nothing essentially changes at the point x1,crit, in the
sense that there is no physical singularity at this point. The difficulties that we
experience at this point are rather a consequence of the representation (147),
just as the additional extrema of the phase function are.
7.4. Comparison with tight-binding calculations
We can assess the quality of our various semiclassical approximations, and
of the uniform approximation in particular, by comparing their outcomes with
numerical results. Using the Kwant package [87], we numerically compute the
wavefunction within the tight-binding approximation. In this approximation, we
only take nearest-neighbor interactions between the carbon atoms into account.
The continuum Dirac Hamiltonian is obtained from this approximation within
the limit of small k, see e.g. Ref. [1]. We construct a graphene lattice using
the lattice vectors aCC(
√
3, 0) and aCC(
√
3, 1)/2, placing atoms at the positions
(0, 0) and (0, 1) within each unit cell. We subsequently set the nearest-neighbor
interaction to t = −3.0 eV, thus creating a honeycomb lattice. We consider
a sample of both large width and large length and fix the potential on each
site. At both ends of this sample, we attach a lead whose width is equal to the
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width of the sample. Electrons are injected through one of these leads, and are
collected at the other lead.
In order to probe the effect of different setups, we consider three types of
samples in our numerical calculations. In the first type of sample, the electrons
propagate along the x1-direction of our graphene lattice, which means that
the sample has so-called zigzag edges. The behavior at this type of edges can
be captured within a continuum approximation by requiring the wavefunction
of sublattice A to be zero on one side of the sample and the wavefunction of
sublattice B to be zero on the other side [131]. In reciprocal space, the two cones
corresponding to the K and K ′ valleys are well separated in this case, and one
can select modes within each of the cones. In the second type of sample, the
electrons also propagate along the x1-direction. However, this time, we attach
leads to the sample at both sides, through which electrons can exit. These drain
leads effectively reduce reflections at the edges. In the third type of sample, the
electrons propagate along the x2-direction of our graphene lattice, which means
that the sample has so-called armchair edges. This leads to a more complicated
boundary condition, which couples the valleys [131]. In this case, the cones
become degenerate and we cannot select modes belonging to a particular valley.
For all of our samples, the incoming wave is an eigenstate of the lead. For
the zigzag sample, we use the mode with the lowest transversal momentum,
which therefore has the largest longitudinal momentum. Because of the zig-
zag boundary conditions, there is a small difference between the values of the
wavefunction on the A and B sublattices. On each sublattice, the wavefunction
has the form of a cosine, with its maximum near x2 = 0. Although this means
that the transversal momentum is not really zero and the initial amplitude is
not quite constant in our numerical calculations, we expect the consequences
of these effects to become less relevant as the sample width increases. In or-
der to make an adequate comparison between the semiclassical result and our
numerical results, we average the latter over the two sublattices. Specifically,
we replace |Ψi|2, the square of the absolute value of the wavefunction on site
i, by |Ψi,av|2 = 12 |Ψi|2 + 16
∑ |Ψj |2, where we sum over the three neighboring
sites j. We observe that, in the absence of a mass term, this averaging proced-
ure does not change the results significantly. Furthermore, the results do not
change significantly when we change the vertical position of our array of sites
by a small amount. Finally, since the semiclassical results are computed using
an initial amplitude of unity, we normalize the initial numerical wavefunction
using the average of |Ψi|2 over 30 sites that lie on the x1-axis and are located
at the beginning of the sample.
For the second type of sample, where we have drain leads at the sides, we
consider the same incoming mode as for the first type of sample. We observe
that the results are influenced by the Bloch phase, since the results along the x1-
axis exhibit fairly large oscillations that disappear when we plot only every third
point. All three lines that can be generated in this way show the same qualitative
behavior, although there are some small differences in values. We therefore only
consider every third point of the averaged results, and subsequently normalize
this subset using points from the beginning of the sample.
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Figure 7: Comparison of the results of tight-binding calculations with the uniform approx-
imation and the WKB approximation along the x1-axis for E = 200 meV, U0 = 100 meV
and L = 35.5 nm. The position of the caustic is indicated by a vertical, dashed grey line.
(a) Results of tight-binding calculations for a zigzag (ZZ) sample, a sample with drain leads
(DL) and for a sample with armchair edges (AC). All simulated samples had a width of
2000 aCC = 284 nm and extended from −3250aCC ≈ −462 nm to 1750aCC ≈ 249 nm
along the propagation direction. For the ZZ and DL sample, we selected the incoming mode
within the K′-valley. (b) Results of tight-binding calculations for a zigzag sample of width
4000 aCC = 568 nm, with the same length as the sample considered in (a). We show the
result for both the K′-valley and the K-valley.
For the third type of sample, which has armchair edges, the Bloch phase
is clearly visible in the wavefunction of the transversal eigenmodes of the lead.
Plotting the three subsets that are obtained by selecting every third site in a
plot of |Ψi|2, we observe that each of these subsets is well described by the ab-
solute value of a trigonometric function. Giving the trigonometric function that
describes one of these subsets a phase shift of ±pi/3, we obtain the other two
subsets. As incoming mode we choose the mode with the largest longitudinal
momentum among the modes for which each of these subsets has a single max-
imum. Since averaging this mode leads to a result that no longer resembles the
original mode, we do not average the wavefunction for this sample. We believe
that this choice is justifiable since, in the absence of a mass, the two components
of the eigenfunction χ0 only differ by a phase factor, see equation (47). When
considering the results along the propagation direction, we observe a small dif-
ference between the two sublattices A and B, leading to additional oscillations.
Splitting the results into two sublattices and normalizing them separately, we
obtain results that are roughly identical for a sample width of 2000 aCC , but
clearly differ in peak height for a sample width of 3000 aCC . Finally, going to
a neighboring line of sites, which has a different initial wavefunction because of
the Bloch phase, does not essentially change the position of the maximum or
its height after normalizing to the initial value of the wavefunction.
The results for the different types of samples are shown in figure 7, in which
we compare the wavefunction along the direction of propagation with the uni-
form approximation and the WKB approximation. We observe that the results
of the armchair sample match the uniform approximation very well. The results
of the zigzag and drain lead samples compare well to the uniform approximation,
but show some important deviations, which we elucidate in the next paragraphs.
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We first observe that all three types of samples show additional oscillations at
larger values of x1, which are especially visible beyond the minimum. Comparing
the zigzag samples in figures 7(a) and (b), we observe that the amplitude of the
oscillations decreases when we increase the sample width. Furthermore, the
oscillations are larger for a sample with zigzag edges than for a sample with
drain leads on the sides, through which the electrons can exit. We therefore
ascribe these additional oscillations to reflections from the sides of the sample.
This conclusion is supported by the fact that the oscillations did not change
when we increased the length of one of the zigzag samples. We also observe
that the peak height increases slightly when we increase the width of the sample
from 284 nm to 562 nm. However, the position of the maximum does not change
significantly. When we further increased the width of the sample to 710 nm,
the peak height only marginally changed, indicating that we do not need to
consider samples with a width larger than 562 nm. For the armchair sample,
the position of the maximum also seemed to be practically independent of the
sample width.
Looking at figure 7(b), we see that the position of the maximum is different
for the valleys K ′ and K. This is not only true for the zigzag sample, but
also for the sample with drain leads, which exhibits similar peak positions.
This indicates that this effect is probably not caused by the type of boundary
conditions at the edges of the sample. Instead, we believe it to be due to so-called
trigonal warping [132, 18, 1]. Within the Dirac approximation, the dispersion
relation (46) is rotationally invariant. However, the trigonal warping term, the
second-order term in the expansion of the tight-binding Hamiltonian near the
K and K ′ points, breaks this rotational symmetry, replacing it by a trigonal
symmetry. Trigonal warping most strongly affects samples in which the waves
propagate along the zigzag direction, modifying the longitudinal momenta in the
two valleys in opposite ways. An earlier study [30], which was concerned with
a different lensing problem, already showed that the trigonal warping term can
significantly affect the position of the maximum. This influence was found to be
important for low energies as well. Furthermore, it was found to be dependent
on the sample orientation, being maximal for zigzag samples and minimal for
armchair samples.
We can estimate how strongly our system is affected by trigonal warping by
computing the position of the cusp point for the Hamiltonian including trigonal
warping. For the zigzag sample, this Hamiltonian is symmetric with respect to
py. Hence, the trajectory with φ = 0 still coincides with the x1-axis. Thus,
the cusp point remains on the x1-axis and we can find its position by finding
the root of the Jacobian J = det(Xt, Xφ) on the central trajectory. For the
energy and potential that we consider in this section, we find that the cusp
point lies at x˜1,cusp,K = 0.818 for the K-valley and at x˜1,cusp,K′ = 1.095 for
the K ′-valley. For the Dirac Hamiltonian, the cusp point lies at x˜1,cusp =
0.951. For L = 35.5 nm, this translates to x1,cusp,K = 29.0 nm for the K-
valley, x1,cusp,K′ = 38.9 nm for the K
′-valley and x1,cusp = 33.8 nm for the
Dirac Hamiltonian. Although the actual peaks lie at somewhat larger values
of x1, the distances between these peaks are in very good agreement with the
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Figure 8: Comparison of the intensity ‖Ψ‖2 for E = 200 meV, U0 = 100 meV and L = 35.5 nm.
(a) The intensity ‖Ψ‖2 predicted by the uniform approximation (b) The intensity ‖ΨK′‖2 for
an electron in the K′-valley, obtained from a tight-binding calculation for a zigzag sample
with a width of 4000 aCC ≈ 568 nm. The length of the sample corresponds to the length of
the samples considered in figure 7.
distances between the calculated cusp points. This confirms out hypothesis
that the observed deviation from the uniform approximation can be ascribed
to trigonal warping. By the same logic, samples in which the waves propagate
along the armchair direction should be less affected by trigonal warping, since
this effect does not alter the longitudinal momentum of the mode with zero
transversal momentum. This behavior is indeed observed in figure 7(a). For
samples with intermediate orientations, we expect a deviation from the uniform
approximation that lies between these two cases, see also Ref. [30].
In figure 8(a), we show the intensity ‖Ψ‖2 obtained from the uniform ap-
proximation, which is the same for both valleys. Remember that we can only
compute the uniform approximation in the region where the Lagrangian mani-
fold has three leaves, i.e. in the interference region inside the caustic. Figure 8(b)
shows the intensity ‖ΨK′‖2 obtained from tight-binding calculations for a zigzag
sample with a width of 568 nm. We observe that the general agreement between
the two figures is very good. The tight-binding result for the K-valley looks very
similar to the result for the K ′-valley, although the maxima are slightly shifted
to the left, as we already observed in figure 7.
7.5. Engineering the semiclassical phase
The previous example showed that the uniform approximation successfully
describes focusing of electrons by a Gaussian potential well. While studying
this example, we did not observe any effects that we could specifically connect
to the presence of the semiclassical phase. We observed that the position of
the maximum predicted by the Pearcey approximation is roughly equal to the
position predicted by the uniform approximation and observed in the results of
tight-binding calculations. This indicates that the semiclassical phase did not
play a large role in our example, since the position of the maximum does not
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depend on the semiclassical phase within the Pearcey approximation. The goal
of this subsection is to construct an example in which the semiclassical phase
has a substantial influence on the maximum.
In section 3, we showed that the semiclassical phase equals the Berry phase
in the absence of a mass term. In particular, we noted that the semiclassical
phase equals half the difference between the initial and final angles in momentum
space, i.e. Φsc,α = −α2 ∆φp. Thus, we could say that the semiclassical phase is a
local quantity in this case, as it only depends on the point in phase space, instead
of on the entire path in momentum space. The effect of the semiclassical phase
is also constrained by the symmetries that we discussed in section 1. When
the initial amplitude and the potential are symmetric in x2, these symmetries
dictate that Ψα(x1, x2) = σxΨα(x1,−x2). Thus, ‖Ψα(x1, x2)‖ = ‖Ψα(x1,−x2)‖
and the intensity is symmetric in x2. For a symmetric potential, the semiclassical
phase therefore cannot cause a transveral shift of the maximum, as this would
break the aforementioned symmetry. Furthermore, we have symmetry between
the two valleys, since ‖ΨK(x)‖ = ‖ΨK′(x)‖.
We can break both of these symmetries by considering a nonzero mass,
as we discussed in section 1. When we consider a mass and a potential that
are both symmetric, we obtain two new symmetries, which are however much
less restrictive. They state that ‖Ψα,m(x1, x2)‖ = ‖Ψα,−m(x1,−x2)‖ and that
‖Ψα(x1, x2)‖ = ‖Ψ−α(x1,−x2)‖, meaning that changing valley and reversing
the sign of the mass both lead to a mirror reflection in the x1-axis. In partic-
ular, these symmetries do not exclude a transversal shift of the maximum: the
maximum no longer necessarily lies on the x1-axis. Looking at the semiclassical
phase, we observe that both components ΦB,α and ΦA,α are nonzero in the
presence of a mass term, see equation (70). Furthermore, the Berry phase is no
longer given by the angle in momentum space. Because of these two differences,
the semiclassical phase now depends on the path in phase space, instead of only
on a point. Thus, one may say that it is a nonlocal quantity.
In order to accurately determine the influence of the semiclassical phase, we
would like to compare two situations in which only the semiclassical phase of
the trajectories differs. To be able to do this, we have to construct a specific
combination of the potential U(x) and the mass m(x) which does not alter the
trajectories, but modulates the semiclassical phase. Since a negative potential
bends the trajectories inwards and a mass term bends them outwards, one should
be able to obtain straight trajectories by delicately balancing the two. With such
a “semiclassical phase modulator”, we can spatially decouple the modulation
of the semiclassical phase from the focusing itself. We therefore identify two
different regions: the semiclassical phase is modulated in the first region and
focusing takes place in the second region. In this case, the semiclassical phase
can be written as a sum of two terms: one term coming from the semiclassical
phase modulator and one term coming from the focusing. When the electrons
are focused by a potential only, i.e. when the mass term vanishes in the focusing
region, this second contribution is simply given by the angle in momentum space.
However, the total semiclassical phase is still a nonlocal quantity in this case,
since the contribution from the modulator is nonlocal in nature.
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Let us now consider how we can construct such a semiclassical phase modu-
lator. We demand that the only difference between the asymptotic solution in
this region and the asymptotic solution for a region without potential and mass
lies in the semiclassical phase. From the discussion in section 5, it is clear that
this requires that the Lagrangian manifolds of the two problems coincide. In
particular, this means that that the classical actions for the two problems should
be equal. Since the action equals τ in eikonal coordinates, it also means that the
parametrizations of the two Lagrangian manifolds in eikonal coordinates have
to coincide. Looking at Hamilton’s equations (77) in eikonal coordinates, we
observe that all of the above requirements are satisfied when C(x) coincides for
both situations. When we set
U(x) = E −
√
E2 +m2(x), (172)
we observe that
C(x) =
1√
(U(x)− E)2 −m2(x) =
1
E
, (173)
which is the same as the value it assumes in the absence of a potential and
a mass. Note that the potential (172) is negative, as we already anticipated.
It therefore bends the trajectories inwards, whereas the mass term bends the
trajectories outwards. Together, these two effects lead to trajectories that are
straight lines. Hence, when the potential and mass are related by equation (172),
we obtain the same Lagrangian manifold as we obtain when both U(x) and m(x)
vanish.
Subsequently, let us consider how we can choose the mass m(x) in such a
way that our modulator has a large effect on the semiclassical phase and thereby
on the focusing. Since we consider particles that come in from the left, the
transversal momentum p2 vanishes in the region where the modulator acts. The
semiclassical phase is therefore proportional to the integral of p1∂(U +m)/∂x2
along the trajectories, see equations (110) and (50). In particular, we observe
that a mass that is even in x2 leads to a semiclassical phase that is odd in x2.
Such a mass is therefore able to create a large difference in semiclassical phase
between trajectories with positive and negative φ. We remark that, in order to
remain within the regime of applicability of the semiclassical approximation, we
should make sure that m(x) increases and decreases smoothly in the coordinate
x1. Taking these requirements into account, we arrive at the following choice
for m(x), in dimensionless units:
m˜(x˜) =
3
8
(
1− 1
cosh
[
5
4 x˜2
]) (tanh [ 95 (x˜1 − x˜1,b1)]− tanh [ 95 (x˜1 − x˜1,b2)])
(174)
The derivative of this expression with respect to x˜2 is of order unity, which is
large enough to create a sizeable effect, yet small enough to remain within the
semiclassical regime.
Finally, we combine our semiclassical phase modulator with the Gaussian
potential (171). As in sections 7.3 and 7.4, we set E = 200 meV, U0 = 100 meV
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Figure 9: The semiclassical phase Φsc,K′ for an electron in the K
′-valley as a function of φ at
time τ∗cusp, i.e. along the wavefront whose projection passes through xcusp. The blue (solid)
line shows the result for focusing by the Gaussian potential well (171). The red (dashed-
dotted) line shows the semiclassical phase that is acquired when this potential is preceded by
our semiclassical phase modulator. In this region, the mass m(x) is given by equation (174)
and the potential by equation (172). This combination does not alter the classical trajectories,
but significantly increases the semiclassical phase.
and L = 35.5 nm. To make sure that the modification of the semiclassical phase
happens well before the Gaussian potential focusses the trajectories, we choose
x˜1,b1 = x1,b1/L = −10 and x˜1,b2 = −5. To probe the effect of our modulator on
the semiclassical phase, we plot this phase as a function of φ at time τ∗cusp. This
means that we plot the semiclassical phase along the wavefront whose projection
passes through xcusp. Figure 9 shows that our modulator leads to a semiclassical
phase that is indeed much larger than in the example discussed in the previous
subsection.
We can subsequently compute the intensity ‖Ψα‖2 for an electron incident
on our setup with the uniform approximation. For an electron in the K ′-valley,
we obtain the result shown in figure 10(a). When we compare it to the result
shown in figure 8(a), we observe that the intensity maximum is no longer on the
x1-axis. Instead, it occurs at positive x2. Since the wavefunctions in the two
valleys are related by ΨK(x1, x2) = ΨK′(x1,−x2), the maximum for an electron
in the K-valley occurs at negative x2. Taking a closer look at figure 10(a), we
observe that the uniform approximation diverges near the cusp point. Although
a small divergence is also visible in the results of the previous subsection, where
we only consider a Gaussian potential well, the divergence observed here is much
stronger. Since both situations give rise to the same Lagrangian manifold, the
quantities in the uniform approximation that are derived from it coincide as
well. Indeed, we observe that these quantities are well-behaved as we approach
the cusp point. However, in the setup with the semiclassical phase modulator,
the amplitudes D1 and D2 strongly diverge when we approach the cusp point.
More reseach is needed to decide whether this is a fundamental limitation of the
method, or rather the result of errors that arise from the various interpolation
procedures that are used to obtain the final result.
We would like to compare the uniform approximation to the result of a tight-
binding calculation. Based on the results discussed in the previous subsection,
we chose to perform these calculations for a zigzag sample. Although an arm-
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Figure 10: Comparison of the intensity ‖ΨK′‖2 for electrons in the K′-valley with E =
200 meV. The incoming electrons are focused by the Gaussian potential (171) with U0 =
100 meV and L = 35.5 nm. In front of this potential, there is a region in which the mass
is given by equation (174) with x˜1,b1 = −10 and x˜1,b2 = −5 and the potential is given
by equation (172). (a) Result of the uniform approximation (b) Result of a tight-binding
calculation for a zigzag sample with a width of 4000 aCC ≈ 568 nm.
chair sample would probably be less affected by trigonal warping, one cannot
separate the two valleys in such a sample, making it impossible to study the
deflection of the focus for the different valleys. Furthermore, the wavefunction
for a zigzag sample does not show the additional oscillations that are present
in the wavefunction for a sample with drain leads. Although this comes at the
price of additional reflections by the sides of the sample, their effect can be
reduced by considering a sufficiently wide sample. In figure 10(b), we show the
intensity ‖ΨK′‖2 obtained from a tight-binding calculation of a zigzag sample
with a width of 568 nm. This figures clearly confirms the lateral shift of the
maximum. However, the shape of the maximum is slightly different than in the
uniform approximation, and the maximal value somewhat lower. Furthermore,
the tight-binding result for the K-valley is not exactly a mirror version of the
result for the K ′-valley. The latter observation, combined with the observations
from the previous subsection, indicate that these differences probably come from
trigonal warping.
Instead of only considering the result of the tight-binding calculation in a
region near the cusp, we can also plot it in a much larger region. The intens-
ity, shown in figure 11(b), shows that the displacement of the focus is not the
only effect of the semiclassical phase modulator. We observe that some focusing
already takes place in the region before the Gaussian potential well. In particu-
lar, we see that, for electrons in the K ′-valley, the intensity ‖Ψ‖2 is larger above
the x1-axis than below it. This is unexpected from the point of view of the WKB
approximation (145): the Jacobian (87) is the same for all trajectories and there
is no interference between different trajectories since the Lagrangian manifold
has a single leaf. Hence, the WKB approximation cannot entirely capture the
behavior of the observed intensity in this region. We remark that this is ac-
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Figure 11: (a) Trajectories for an electron in the K′ valley, computed using the modified
equations of motion (175). (b) Result of a tight-binding calculation for a zigzag sample with
a width of 4000 aCC ≈ 568 nm. To produce these figures, we used the same parameters as in
figure 10.
ceptible from a semiclassical point of view, since the dimensionless semiclassical
parameter h = 0.09 is rather large in our problem.
Because the dimensionless semiclassical parameter is fairly large, we could
try to explain the observed effect by modifying the equations of motion. Instead
of computing the equations of motions using the principal symbol L0, we can
also incorporate the subprincipal symbol LW1 into the equations of motion. This
leads to different equations of motion, which were constructed in Refs. [26, 88],
see also Refs. [133, 134, 105]. With the notations that we have used throughout
this paper, these modified equations of motion are given by
dxj
dt
=
∂L0
∂pj
+ h
∂LW1,A
∂pj
+ h
∑
k
(Ωpp)jk
∂L0
∂xk
− h
∑
k
(Ωpx)jk
∂L0
∂pk
,
dpj
dt
= −∂L0
∂xj
− h∂L
W
1,A
∂xj
− h
∑
k
(Ωxp)jk
∂L0
∂xk
+ h
∑
k
(Ωxx)jk
∂L0
∂pk
.
(175)
The quantities Ωab in this equation are the Berry curvatures [16]. In our case,
these curvatures are two-dimensional matrices, whose elements are purely real.
For the components of Ωxp, we have,
(Ωxp)jk = i
(
∂χ†0
∂xj
∂χ0
∂pk
− ∂χ
†
0
∂pk
∂χ0
∂xj
)
. (176)
The components of the other Berry curvatures are given by analogous equa-
tions. Comparing these equations of motion with the derivations in section 2,
we observe that only LW1,A enters the equations of motion directly. The Berry
part LW1,B does not enter the equations of motion directly. This makes sense,
since this quantity is not gauge-invariant, see equation (44). Because we do not
want the equations of motion to depend on our choice of gauge, LW1,B cannot
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directly enter the equations of motion. Instead, the Berry contribution enters
the equations of motion through the Berry curvatures. A simple calculation
shows that these are gauge independent, which shows that the modified equa-
tions of motion (175) are invariant under the gauge transformation (43). In
the literature, these modified equations of motion have been used to explain
the experimentally observed bending of trajectories in graphene on hexagonal
boron nitride [89]. Furthermore, effects on the transport properties [135] and
electromagnetic properties [136] were predicted for Weyl semimetals.
When we numerically integrate the modified equations of motion (175) for
an electron in the K ′-valley, we obtain the trajectories shown in figure 11(a).
We observe that these modified trajectories capture the additional focusing very
well. Before the Gaussian potential well, the density of trajectories is increased
above the x1-axis and reduced below the x1-axis, in excellent agreement with the
observed intensity ‖ΨK′‖2, shown in figure 11(b). After the Gaussian potential
well, the density of trajectories is larger below the x1-axis, which is also in
agreement with the observed intensity. Our computations show that these effects
mainly come from the terms with LW1,A and that the Berry curvature only plays
a minor role in our problem.
For our scattering setup, the modified trajectories for electrons in the K-
valley can be obtained from those in the K ′-valley by a reflection in the x1-
axis. This makes sense when we remember that the wavefunctions in the two
valleys are related by equation (7). Thus, the two valleys deflect the electrons
in opposite directions. In the modified equations of motion (175), changing the
valley under consideration corresponds to changing the sign of α. Since both
LW1,A and the Berry curvatures are proportional to α, this implies that the terms
that are proportional to h change sign. This subsequently leads to a reflection
in the x1-axis. The modified trajectories for electrons in the K-valley also show
very good agreement with the observed intensity ‖ΨK‖2.
8. Conclusion and outlook
In this paper, we have given a detailed description of electronic optics in
graphene. In particular, we have developed a complete semiclassical theory of
focusing by above-barrier scattering for charge carriers in graphene. We have
constructed the wavefunction in regular points and in the vicinity of singular
points in the presence of arbitrary smooth potentials and masses. In particular,
we have shown that the semiclassical phase can have a large influence on the
position of the focus and on its intensity. We have compared our semiclassical
results with the results of tight-binding calculations and have found very good
agreement.
Although the specific combination (172) of potential and mass that we con-
sidered in section 7.5 may seem somewhat artificial, it provides an important
proof of concept. It shows that the presence of a coordinate-dependent mass
can have a large influence on the focus, even in a very symmetric and idealized
setup. In experiments, a coordinate-dependent mass naturally arises when one
considers graphene on a substrate such as hexagonal boron nitride [9, 10, 11, 12,
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13, 14, 15]. In this case, the potential and mass are likely to be much less sym-
metric than in our example. For graphene on hexagonal boron nitride one can,
nevertheless, model the mass using a combination of sines [9]. The shape of this
function bears quite some resemblance to the shape of the function considered
in section 7.5. Furthermore, the scales in this model are similar to the ones
that we used, since the amplitude of the mass is approximately 30 meV [9, 10]
and its periodicity about 15 nm [11], depending on the relative orientation of
the graphene and the substrate. We therefore consider it likely that a large
semiclassical phase can also arise in experiments by a similar mechanism. In
particular, our results may be important for precise image reconstruction in a
Dirac fermion microscope [46].
However, a realistic description of graphene on hexagonal boron nitride also
requires the inclusion of a vector potential [12, 11]. This gauge field arises due
to the modification of the hopping parameters by the induced strain [137, 138,
139, 140, 1]. An important next step would therefore be to include this vector
potential into our semiclassical description. We believe that this would not
be very difficult, as it does not require any conceptually new steps, only the
modification of various formulas. Furthermore, some semiclassical results for
this case were already obtained in Refs. [25, 49]. In particular, it was shown [25]
that including the vector potential into the description leads to the modification
of the semiclassical phase. This modification is very important in problems in
which the semiclassical quantization condition enters [19, 20, 25, 27], but will
likely also manifest itself in scattering problems.
We have also found that trigonal warping affects the position of the focus,
even at very low energies of around 200 meV. For electrons propagating along
the zigzag direction, the position of the focus obtained from tight-binding calcu-
lations lies slightly before or after the position predicted for the Dirac Hamilto-
nian, depending on the valley. For electrons propagating along the armchair
direction, the numerically observed position coincides with the position pre-
dicted for Dirac electrons. Based on a similar result that was obtained for
focusing in graphene Veselago lenses [30], we expect that the position of the fo-
cus will deviate from the Dirac prediction for propagation along all orientations
except for the armchair orientation. The size of this deviation will be maximal
for the zigzag orientation and will smoothly decrease as we rotate towards the
armchair direction. This result shows that one also has to take trigonal warping
into account when one wants to perform precise image reconstruction for the
Dirac fermion microscope [46]. Since the higher-order corrections to the Dirac
Hamiltonian are typically larger for other Dirac materials [90, 91, 92, 93, 94],
we expect these effects to be even stronger in such materials.
Besides obtaining specific results for graphene, we also gave an extensive and
careful review of the semiclassical methods that we used. We can identify three
key steps in our construction of the semiclassical approximation. The first step
consists of the reduction of the matrix equation to an effective scalar equation
for a specific scalar eigenmode. In this reduction, we mainly work with symbols
rather than with the actual operators. Since these symbols are functions on
phase space, they are much easier to manipulate than the operators themselves.
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The second step is the construction of an asymptotic solution in both regular
and singular points. In this step, we first lift our problem from the configuration
space to the phase space, meaning that we solve Hamilton’s equations rather
than the Hamilton-Jacobi equation. Subsequently, we make extensive use of
the fact that we can introduce eikonal coordinates on our Lagrangian manifold.
This allows us to perform various simplifications and to make use of a new
representation of the canonical operator in the vicinity of singular points. The
third and final step is to simplify this integral representation using the uniform
approximation. For each of these steps, we discussed both its general principle
as well as its specific application to graphene. We therefore believe that our
paper will not only be useful for graphene researchers, but also for those that
would like to learn more about semiclassical techniques.
Since our discussion of the semiclassical techniques was partially general,
many of the formulas that we discussed in this paper can be directly applied
to other problems in which one can introduce eikonal coordinates. An example
of such a problem is focusing in bilayer graphene [1], a material for which the
electron energy is proportional to |p|2. Since the effective Hamiltonian L0 for
this system has the form F (x, |p|), we can also introduce eikonal coordinates
in this problem [81]. To this end, we should construct a function C(x), cf.
equation (76), such that the solutions of the Hamiltonian system for L0 =
C(x)|p| = 1 coincide with those of the Hamiltonian system for L0 = E, except
for a reparametrization of time. This reparametrization is given by a function
R, cf. equation (80), which can be expressed in terms of F and C, see Ref. [81].
Once we have determined the functions C andR, we can immediately express the
wavefunction in the vicinity of singular points using equation (147). The other
two functions in this expression, the eigenvector χ0 and the semiclassical phase
Φsc, which is derived from L1, can be determined by performing the adiabatic
reduction of the matrix Hamiltonian to an effective scalar Hamiltonian. Finally,
we can apply the uniform approximation to the resulting integral expression
without any essential modification. Therefore, the formulas discussed in this
paper can also be used to obtain a solution for the scattering problem for bilayer
graphene.
We also want to sketch three other possible directions for future research. A
first suggestion concerns the construction of an asymptotic solution in the pres-
ence of trigonal warping, the second-order term in the expansion of graphene’s
tight-binding Hamiltonian. In section 7.4, we concluded that this term is prob-
ably responsible for the differences between our semiclassical results and the
results of tight-binding calculations. In the presence of trigonal warping, the
classical Hamiltonian depends on both |p| and φp, instead of only on |p|. There-
fore, we can no longer introduce eikonal coordinates into our problem, which
means that we can no longer use the new representation that we discussed in
section 5.3 to construct an asymptotic solution. We could still construct a semi-
classical approximation using the conventional representation, which we briefly
discussed in section 5.2, together with its disadvantages. However, there seems
to be a more straightforward way, which relies on two observations. First, the
velocity vector Xt remains nonvanishing when we include the trigonal warping
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term. Second, in the presence of trigonal warping we can still use the coordin-
ates t and φ to parametrize our Lagrangian manifold, even though 〈Xt, Xφ〉
no longer vanishes. Together, these observations imply that we can construct
an asymptotic solution using the new representation of the canonical operator
discussed in Ref. [122], which is an extension of the new representation from
Refs. [79, 80] that we discussed in section 5. We believe that graphene with
trigonal warping would provide an interesting case-study for the application of
this extended new representation. Comparing this new asymptotic solution to
the results of tight-binding calculations, we would gain additional insight into
the importance of trigonal warping in low-energy scattering in graphene.
A second future direction concerns the construction of a semiclassical approx-
imation based on the trajectories that one obtains from the modified equations
of motion (175). In this paper, we constructed a semiclassical approximation
based on the trajectories that we obtained from the classical Hamiltonian L0,
see equation (57). However, we saw in section 7.5 that this approximation is not
fully able to explain the results of tight-binding calculations when we consider
our semiclassical phase modulator. In particular, it could not explain the in-
tensity modulations that occur before the Gaussian potential well. On the other
hand, we could qualitatively explain the intensity observed in tight-binding cal-
culations using the trajectories that we obtained from the modified equations of
motion (175). Therefore, we believe that a semiclassical approximation based
on these trajectories would be able to accurately describe the observed intensity
quantitatively. A starting point for the construction of such a solution can be
found in Ref. [26].
A third and final possible research direction concerns the continuation of the
uniform approximation across the boundary of a singular chart. In section 7.3,
we obtained a continuous result by making an ad hoc replacement: we replaced
the absolute value of the Jacobian by minus its value. However, we did not give
a rigorous proof of this continuation. In other words, we did not establish that
this continuation gives rise to the correct Maslov index. A mathematical proof
of this statement would have to take the additional extrema of the action into
account and the way in which they affect the second derivative τφφ.
In conclusion, our paper shows that the semiclassical approximation is a very
useful tool to describe electronic optics in graphene. Specifically, it allows us to
construct the wavefunction in regular points as well as in the vicinity of singular
points. This construction especially highlights the influence of the semiclassical
phase on focusing.
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Appendix A. Properties of the subprincipal symbol L1
In this appendix, we take a closer look at the subprincipal symbol L1. As-
suming that the matrix Hamiltonian Hˆ is self-adjoint and therefore satisfies
equations (22) and (23), we show by explicit calculations that L1 satisfies equa-
tions (36) and (38).
We start by constructing the imaginary part of L1. Using equation (35) and
the identity ImL1 =
1
2i (L1 − L∗1), we first obtain
2ImL1 = −iχ†0(H1 −H†1)χ0 − χ†0
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ χ†0
〈
∂L0
∂x
,
∂χ0
∂p
〉
−
〈
∂χ†0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ†0
∂p
,
∂L0
∂x
〉
χ0. (A.1)
Subsequently, we consider equation (33) and apply the operator 〈∂/∂x, ∂/∂p〉
to both of its sides. Multiplying the result by χ†0, using equation (33) and re-
arranging the six remaining terms, we obtain an expression for 〈∂/∂x, ∂/∂p〉L0.
Adding this expression to equation (A.1), we arrive at
2ImL1 +
〈
∂
∂x
,
∂
∂p
〉
L0 = −iχ†0(H1 −H†1)χ0 + χ†0
(〈
∂
∂x
,
∂
∂p
〉
H0
)
χ0
+ χ†0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
−
〈
∂χ†0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ†0
∂p
,
∂L0
∂x
〉
χ0
(A.2)
The first two terms on the right-hand side of this equation vanish because Hˆ
is self-adjoint and therefore satisfies equation (22). Before we show that the
remaining four terms vanish as well, and that L1 therefore satisfies equation (36),
we turn our attention to the real part of L1.
We construct the real part of L1 using equation (35) and the relation ReL1 =
1
2 (L1 + L
∗
1). When we subsequently subtract L
W
1 , we arrive at
2i(ReL1 − LW1 ) = 2iRe(χ†0H1χ0)−
〈
∂χ†0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ†0
∂p
,
∂L0
∂x
〉
χ0
− 2iχ†0HW1 χ0 + χ†0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (A.3)
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Since the matrix Hamiltonian Hˆ is self-adjoint, the subprincipal symbol H1
satisfies equation (23) and we have
Re(χ†0H1χ0) =
1
2
(
χ†0H1χ0 + χ
†
0H
†
1χ0
)
= χ†0H
W
1 χ0. (A.4)
Therefore, the first and the fourth term on the right-hand side of equation (A.3)
cancel and we are left with four terms. Comparing these terms with the four
last terms of equation (A.2), we see that they coincide.
We therefore define
Υ = −
〈
∂χ†0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ†0
∂p
,
∂L0
∂x
〉
χ0 + χ
†
0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (A.5)
In the remainder of this appendix, we show that Υ vanishes, which, by our
previous considerations, implies that L1 satisfies both equations (36) and (38).
Taking the derivative with respect to p on both sides of equation (33), we obtain
an expression for (∂H0/∂p)χ0. Inserting it into equation (A.5), we have
Υ =
〈
∂χ†0
∂x
,H0
∂χ0
∂p
〉
−
〈
∂χ†0
∂x
,
∂L0
∂p
〉
χ0 − L0
〈
∂χ†0
∂x
,
∂χ0
∂p
〉
+
〈
∂χ†0
∂p
,
∂L0
∂x
〉
χ0 + χ
†
0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (A.6)
Taking the derivative with respect to p on both sides of the equality χ†0χ0 = 1,
we see that
∂χ†0
∂x
χ0 + χ
†
0
∂χ0
∂x
= 0. (A.7)
Taking the inner product of this result with ∂L0/∂p, we see that the second and
sixth terms in equation (A.6) cancel. Naturally, we can replace the derivatives
with respect to x in equation (A.7) by derivatives with respect to p. We can
subsequently use this expression to shift the derivative in the fourth term of
equation (A.6) from χ†0 to χ0, at the expense of a minus sign. Rearranging the
remaining terms in equation (A.6), we obtain
Υ =
〈
∂
∂x
(
χ†0H
†
0 − L†0χ†0
)
,
∂χ0
∂p
〉
= 0, (A.8)
where the last equality holds by virtue of equation (33). We have therefore ex-
plicitly shown that the subprincipal symbol L1 satisfies equations (36) and (38).
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Appendix B. Introducing eikonal coordinates using operator decom-
position
In section 4.2, we introduced eikonal coordinates on the Lagrangian mani-
fold by a reparametrization of time. We subsequently discussed how this affects
the construction of the asymptotic solution in section 5.2, in particular in equa-
tion (117). In the latter section, we also briefly discussed an alternative method
to introduce eikonal coordinates. In this method, we use an operator decom-
position to introduce a new Hamiltonian, which automatically leads to eikonal
coordinates on the Lagrangian manifold. In this appendix, we take a closer
look at this alternative method and show that it gives the same results as the
method discussed in the main text. Meanwhile, we also discuss the generaliza-
tion of several related notions to wider classes of Hamiltonians.
Let us first consider how we can realize the transition from an effective
Hamiltonian L0 to an effective Hamiltonian L0 = C(x)|p| within a more general
setting. This transition can be performed [81] when the original Hamiltonian L0
only depends on the length of the momentum vector and not on its direction,
i.e. L0 = L0(x, |p|). When the derivative ∂L0/∂|p| is nonvanishing, one can
solve the equation L0(x, |p|) = E for |p|. Writing the solution as |p| = 1/C(x),
we obtain C(x)|p| = 1. We can subsequently consider L0 = C(x)|p| as our
new Hamiltonian and compute its trajectories for the effective energy 1. Note
that the function C(x) depends on the original energy E. The computations
in section 4.2 provide a specific example of this general procedure, discussed in
more detail in Ref. [81].
With these definitions, we can write down the (seemingly trivial) equality
L0(x, p)− E = B(x, p)2
(L0(x, p)− 1), (B.1)
where the function B(x, p) is defined by
B(x, p)2 =
L0(x, p)− E
L0(x, p)− 1 . (B.2)
For the moment, let us assume that the right-hand side of this equation is
positive, and define B(x, p) to be its positive root. We come back to this as-
sumption later on. Until now, we have looked at the quantities B, L0 and L0
in equation (B.1) as simple functions. However, we can also interpret them
as principal symbols of operators. This line of thought leads to the following
operator decomposition:
L0(x, pˆ) + hL1(x, pˆ)− E = Bˆ†
(L0(x, pˆ) + hL1(x, pˆ)− 1)Bˆ +O(h2), (B.3)
in which the operators are related to their symbols by standard quantization,
see equation (18). In particular, the symbol of the operator B is given by
B(x, p), see equation (B.2). Furthermore, the symbols L0 and L1 are defined
by equations (33) and (35), respectively, and the symbol L0 was defined above.
We can then determine the symbol L1 by passing to symbols in equa-
tion (B.3). Using equations (24) and (21) to compute the symbol of the product
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of operators on the right-hand side, we obtain a large number of terms. Col-
lecting all terms of order h0 and using that B(x, p) is real, we naturally recover
equation (B.1). Collecting the terms of order h, and separating real and ima-
ginary terms, we find that
ReL1 = B
2ReL1, (B.4)
ImL1 = B
2ImL1 −
(〈
∂
∂p
,
∂
∂x
〉
B
)
(L0 − 1)B −
〈
∂B
∂p
,
∂L0
∂x
〉
B
−B
〈
∂L0
∂p
,
∂B
∂x
〉
− (L0 − 1)
〈
∂B
∂p
,
∂B
∂x
〉
. (B.5)
In section 2.2, we showed that the effective Hamiltonian Lˆ is symmetric. There-
fore, the imaginary part of L1 is related to L0 by equation (36). Because of
the symmetric placement of the operator Bˆ and its adjoint, the imaginary part
of L1 is related to L0 by the same equation. In fact, one can define a self-
adjoint operator Lˆ by adding higher-order expansion coefficients on both sides
of equation (B.3).
For completeness, let us explicitly derive the relation between L1 and L0.
Rewriting equation (B.5), we have
ImL1 = 1
B2
ImL1 +
1
B
(〈
∂
∂p
,
∂
∂x
〉
B
)
(L0 − 1) + 1
B
〈
∂B
∂p
,
∂L0
∂x
〉
+
1
B
〈
∂L0
∂p
,
∂B
∂x
〉
+
1
B2
(L0 − 1)
〈
∂B
∂p
,
∂B
∂x
〉
(B.6)
Subsequently, we use that ImL1 is related to L0 by equation (36), which is in
turn related to L0 by equation (B.1). Computing the derivatives, we find that
many terms cancel and finally obtain
ImL1(x, p) = −1
2
〈
∂
∂x
,
∂
∂p
〉
L0(x, p), (B.7)
as we anticipated.
Because of the relation (B.3), we can study the eigenvalue equation(L0(x, pˆ) + hL1(x, pˆ))ψ˜ = ψ˜ (B.8)
instead of Lˆψ = Eψ. Using the methods that we discussed in the main text,
we can construct an asymptotic solution for equation (B.8). Of course, the
Lagrangian manifold that is induced by this equation coincides with the Lag-
rangian manifold Λ2 that we discussed in section 4. However, it is now auto-
matically parametrized by eikonal coordinates, since its Hamiltonian has the
form L0 = C(x)|p|, see section 4.2. Once we have constructed an asymptotic
solution for ψ˜, we obtain an asymptotic solution for ψ by
ψ(x) = (Bˆ)−1 ψ˜(x). (B.9)
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Since our asymptotic solution is given in the form of the canonical operator, we
can compute the action of the (Bˆ)−1 on ψ˜ using the commutation formula (138).
Therefore, we obtain the leading-order term of the asymptotic solution for ψ(x)
by multiplying the amplitude of the asymptotic solution for ψ˜(x) by 1/B(x, p).
In the remainder of this appendix, we show that this leads to the same result
for ψ as reparametrizing the time along the trajectories and subsequently using
equation (117).
To this end, we consider the symbol B(x, p) along the solutions of the
Hamiltonian system, i.e. on the Lagrangian manifold. Looking at equation (B.2),
we observe that both the numerator and the denominator of B2 vanish on Λ2,
since points on this manifold satisfy both L0 = E and L0 = 1. We therefore
have to define their ratio in the sense of a limit and set
R(x) = lim
|p|→1/C(x)
L0(x, |p|)− E
C(x)|p| − 1 =
1
C(x)
∂L0
∂|p|
∣∣∣∣
|p|=1/C(x)
. (B.10)
Note that we have used the same letter for this quantity and for the variable
that reparametrizes the time in equation (80). This is no coincidence, since
these two quantities actually coincide: one can show [81] that for a general
scalar Hamiltonian L0 one obtains eikonal coordinates on the Lagrangian man-
ifold by reparametrizing the time with the factor R defined in equation (B.10).
Computing this quantity for the effective Hamiltonian (46) that arises from the
Dirac equation, one naturally recovers the result (79). At this point, we briefly
come back to the assumption that B2 is positive, which we made below equa-
tion (B.2). We now see that, along the trajectories of the Hamiltonian system,
it translates to the requirement that the derivative of L0 is positive. Since this
condition is satisfied for electrons in graphene, the method is consistent for our
example. When one considers holes in graphene, the derivative is negative. In
this case, one should consider the effective Hamiltonian L0 = −C(x)|p| = −1
instead, which leads to a positive value for R(x).
Let us now compute the wavefunction ψ using equation (B.9). The commut-
ation formula (138) states that we obtain it by multiplying the amplitude in the
asymptotic solution for ψ˜ by the inverse of the principal symbol of B along
the trajectories. In this way, we introduce a factor 1/
√
R(X ), which is exactly
the same factor as was introduced previously by equation (117). However, this
does not prove the equality of the two solutions yet, since we also have to take
a closer look at the semiclassical phase, which is governed by the subprincipal
symbol L1. We have
Φsc = −
∫ τ
0
ReL1 dτ = −
∫ τ
0
1
B2
ReL1 dτ = −
∫ τ
0
1
R
LW1 dτ (B.11)
This is exactly the same as we obtained in equation (110). Thus, the semiclas-
sical phases of the two asymptotic solutions also coincide.
We therefore conclude that the asymptotic solution ψ defined by equa-
tion (B.9) coincides with our previously obtained asymptotic solution. Hence,
introducing eikonal coordinates by applying the operator equality (B.3) leads
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to the same final result as introducing eikonal coordinates on the Lagrangian
manifold.
Appendix C. Conventional representation of the precanonical oper-
ator
In section 6.1, we discussed how to obtain the leading-order approximation
to the wavefunction in the vicinity of fold and cusp points. In that section, we
started from the new representation of the precanonical operator corresponding
to singular charts, discussed in section 5.3. In this appendix, we show how the
same result can be obtained using the conventional form of the precanonical
operator corresponding to singular charts, discussed in section 5.2. These cal-
culations turn out to be more involved than those for the new representation,
where one can use the iteration method [79]. Instead, for the conventional rep-
resentation, we manually calculate the derivatives up to fourth order after a
change of coordinates. These calculations also provide some additional insight
into the connection between the two different representations. We remark that
the general equivalence of the new representation and the conventional repres-
entation was proven in Ref. [79].
The conventional representation of the precanonical operator corresponding
to singular charts is given by equation (114). We consider this precanonical oper-
ator on the Lagrangian manifold parametrized by eikonal coordinates, meaning
that we replace t by τ in equation (114). One can subsequently obtain the
precanonical operator for the original problem using equation (117). In order
to simplify our precanonical operator near a singular point, we first perform a
rotation of the coordinate system. Specifically, we consider the velocity vector
(in eikonal coordinates) at the singular point, i.e. X ∗τ = (X ∗1,τ ,X ∗2,τ ), where the
star indicates that these quantities are to be evaluated at the singular point. We
subsequently rotate our coordinates in such a way that, in the new coordinate
system, the components of this vector are given by X ∗1,τ > 0 and X ∗2,τ = 0. Look-
ing at the examples in section 7, we observe that this new coordinate system
is often very natural. For instance, when we consider scattering by a Gaussian
potential well, we observe that we do not have to perform a rotation for these
conditions to be satisfied at the cusp point. For the fold points, we need to
perform a rotation over a certain angle, which increases when we move further
away from the cusp point.
The rotation that we perform affects the precanonical operator. Suppose
that we are able to construct the precanonical operator in our new coordinate
system. When we label the points in this new coordinate system with a prime,
we can denote this precanonical operator by (KΩiΛ2(τ,φ)A0)(x
′). This precanonical
operator is related to the precanonical operator in the original coordinate system
by the relation [54]
(KΩiΛ2(τ,φ)A0)(x) =
(∣∣∣∣det ∂x′(x)∂x
∣∣∣∣)1/2 (KΩiΛ2(τ,φ)A0)(x′(x)). (C.1)
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It is apparent from equation (109) that this relation holds for precanonical
operators corresponding to regular charts. However, it can also be extended to
those corresponding to singular charts [54, 51]. Since we consider a rotation,
the determinant in equation (C.1) is one in our case. In the remainder of this
appendix, we work in our rotated coordinate system, unless explicitly noted
otherwise. To simplify our notation, we henceforth omit the primes on these
coordinates.
To show that the new representation coincides with the conventional repres-
entation, we would like to change the integration variable in equation (114) from
p2 to φ. In order to perform such a change of variables, we have to express τ as
a function of x1 and φ, instead of as a function of x1 and p2. Let us therefore
take a closer look at the equation
x1 = X1(τ, φ). (C.2)
Since X ∗1,τ > 0, this equation has a smooth solution τ = τ(x1, φ) in the vicinity
of a singular point. Taking the total derivative of x1 = X (τ(x1, φ), φ) with
respect to φ, we establish that
0 =
∂X1
∂τ
∂τ
∂φ
+
∂X1
∂φ
, hence
∂τ
∂φ
= −X1,φX1,τ . (C.3)
Subsequently, we compute the total derivative dp2/dφ which we need to perform
the change of variables. Taking the total derivative of p2 = P2(τ(x1, φ), φ) with
respect to φ, we obtain
dp2
dφ
=
∂P2
∂τ
∂τ
∂φ
+
∂P2
∂φ
= −P2,τ X1,φX1,τ + P2,φ =
J
X1,τ , (C.4)
where we have defined
J (τ, φ) = det ∂(X1,P2)
∂(τ, φ)
= X1,τP2,φ − P2,τX1,φ, (C.5)
in analogy with equation (113).
To be able to use the conventional representation (114) in the vicinity of a
singular point, we have to show that the Jacobian J is nonzero at the singular
point. We now do this explicitly, and at the same time establish some convenient
properties of our rotated coordinate system. First, we observe that the vectors
Xτ and P are parallel by the Hamiltonian system (77). Hence, P∗1 > 0 and P∗2 =
0. In section 4.4, we showed that 〈P∗,P∗φ〉 = 0 and that at the same time both
the vector P∗φ and the vector P∗φ are nonzero. Since inner products are invariant
under a coordinate rotation, these equalities still hold in our new coordinate
system. Taking into account that P∗1 > 0 and P∗2 = 0, the relation 〈P∗,P∗φ〉 = 0
implies that P∗1,φ = 0. However, since P∗φ 6= 0, the second component of this
vector cannot vanish, i.e., P∗2,φ 6= 0. Since Xφ vanishes at a singular point, we
subsequently find that the Jacobian (C.5) at such a point is given by J ∗ =
X ∗1,τP∗2,φ 6= 0. Thus, the Jacobian J is nonzero at the singular point.
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Our next step is to perform the change of variables from p2 to φ in the conven-
tional representation (114) of the precanonical operator. Using equation (C.4),
we obtain
(K
Ωsi
Λ2(τ,φ)A0)(x) =
eipi/4√
2pih
e
− ipi2 µΩsi
×
∫ ∞
−∞
dφ
∣∣∣∣ J (τ, φ)X1,τ (τ, φ)
∣∣∣∣ A0(τ, φ)|J (τ, φ)|1/2 e ih
(
S(τ,φ)+P2(τ,φ)[x2−X2(τ,φ)]
)∣∣∣∣
τ=τ(x1,φ)
.
(C.6)
We now want to show that this representation gives rise to the same leading-
order approximations as equation (126). To this end, we have to show that, at
singular points, both the amplitudes of the integrals and the expansion coeffi-
cients of the phase functions coincide.
Let us start by showing that the amplitudes coincide. First of all, we note
that the Maslov indices in both representations are the same, see section 5.4
and Ref. [79]. Second, we observe that A0(τ, φ) is a function on the Lagrangian
manifold, which implies that it is the same in both representations. Finally, we
consider the determinants. We have∣∣∣∣∣ J
∗
X ∗1,τ
∣∣∣∣∣ 1|J ∗|1/2 =
√
X ∗1,τ |P∗2,φ|
X ∗1,τ
=
√
|P∗||P∗φ|, (C.7)
where the first equality holds because of the properties that we proved in the
previous paragraphs. The last equality is somewhat more intricate. Since we
have P∗1 > 0 and P∗2 = 0, we also have |P∗| = P∗1 . Combining this observation
with Hamilton’s equation X1,τ = CP1/|P| and the fact that C|P| = 1, we obtain
|P∗| = P∗1 = 1/X ∗1,τ . Furthermore, since P∗1,φ = 0, we have |P∗φ| = |P∗2,φ|, which
then implies the last equality in equation (C.7). Hence, taking into account that
〈P∗,P∗φ〉 = 0, we observe that also the determinants of both representations
coincide. Thus, we have shown that the amplitudes of both representations
coincide at a singular point.
Our final step is to show that the expansion coefficients of the phase functions
of both representations coincide. To this end, we have to show that we obtain
the coefficients (150) when we perform a Taylor expansion of the phase function
Φcv = S(τ(x1, φ), φ) + P2(τ(x1, φ), φ) [x2 −X2(τ(x1, φ), φ) ] (C.8)
with respect to φ and x1 around a singular point. This derivation is fairly
cumbersome and is performed step by step in the next paragraphs.
Let us consider a singular point (τ∗, φ∗) on the Lagrangian manifold. The
point x in configuration space that corresponds to this point is defined by x =
X ∗ = X (τ∗, φ∗). When we consider the inverse function τ(x1, φ), we therefore
have τ∗ = τ(X ∗1 , φ∗). We start by calculating the simplest coefficient, a0. It can
be found by evaluating Φcv at the point φ
∗, setting x = X ∗. Hence,
a0 = S
∗ = τ∗, (C.9)
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where the last equality is implied by equation (82).
Taking the derivative of equation (C.8) with respect to x1, we find that
∂Φcv
∂x1
=
∂S
∂τ
∂τ
∂x1
+
∂P2
∂τ
∂τ
∂x1
(x2 −X2)− P2 ∂X2
∂τ
∂τ
∂x1
. (C.10)
Specializing to the singular point, taking into account that P∗2 = 0, we sub-
sequently find that
b0,1 =
1
X ∗1,τ
= P∗1 . (C.11)
Since P∗2 = 0, we immediately observe that b0,2 = 0. Therefore, b0 = P∗, in
accordance with equation (150).
To compute the higher-order coefficients, we have to take derivatives of Φcv
with respect to φ. It is important to note that the (total) derivative with respect
to φ consists of two parts, i.e.
d
dφ
=
∂
∂φ
+
∂τ
∂φ
∂
∂τ
=
∂
∂φ
− X1,φX1,τ
∂
∂τ
, (C.12)
where the last equality follows from equation (C.3). Taking into account that
∂S/∂φ vanishes, we have
dΦcv
dφ
= −X1,φX1,τ
∂S
∂τ
− P2X2,φ + X1,φX1,τ P2X2,τ +
(
P2,φ − X1,φX1,τ P2,τ
)
(x2 −X2).
(C.13)
By virtue of the first equality in equation (85), this expression becomes
dΦcv
dφ
= −X1,φX1,τ P1X1,τ − P2X2,φ +
(
P2,φ − X1,φX1,τ P2,τ
)
(x2 −X2). (C.14)
The first two terms of this expression cancel because of the second equality in
equation (85), while the third term can be rewritten using our definition (C.5).
We therefore obtain
dΦcv
dφ
=
J
X1,τ (x2 −X2). (C.15)
Note that this equality also holds when we are not at the singular point. Spe-
cializing to a singular point, we immediately find that a1 = 0. Furthermore, we
find that b1,2 = P∗2,φ. To obtain b1,1, we take the derivative of equation (C.15)
with respect to x1 and subsequently specialize to the singular point. This gives
b1,1 = − J
∗
X ∗1,τ
X ∗2,τ
X ∗1,τ
= 0. (C.16)
Since P∗1,φ also vanishes, we conclude that b1 = P∗φ, in agreement with equa-
tion (150).
To compute a2 and b2, we compute the derivative of equation (C.15). This
gives
d2Φcv
dφ2
=
d
dφ
( J
X1,τ
)
(x2 −X2)− JJX 21,τ
, (C.17)
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where J = X1,τX2,φ −X1,φX2,τ is the regular Jacobian and we have used equa-
tion (C.12). Since the Jacobian J vanishes at the singular point, equation (C.17)
shows that a2 = 0. Furthermore, we observe that the coefficient b2,2 is given
by the total derivative of J /X1,τ with respect to φ, evaluated at the singular
point. Looking at the prescription (C.12) for the total derivative and realizing
that X ∗1,φ = 0, we conclude that it is sufficient to take the partial derivative with
respect to φ in this expression. We therefore obtain
b2,2 =
1
X ∗1,τ
(X ∗1,τφP∗2,φ + X ∗1,τP∗2,φφ − P∗2,τX ∗1,φφ)−
J ∗
(X ∗1,τ )2
X ∗1,τφ. (C.18)
We first prove that X ∗1,τφ vanishes. By the Hamiltonian system, X1,τ = C2P1,
whence X1,τφ = C2P1,φ + 2C〈∂C/∂X ,Xφ〉P1. Since both P∗1,φ and X ∗φ vanish,
we conclude that X ∗1,τφ vanishes. Since we are only interested in the coefficient
b2 for cusp points, we can also set X ∗φφ to zero. Therefore, we conclude that
b2,2 = P∗2,φφ for a cusp point. To find the coefficient b2,1, we have to take the
derivative of equation (C.17) with respect to x1 and subsequently specialize to
the singular point. Since terms proportional to (x2 − X2) vanish when we take
this final step, we omit them from the very beginning. We therefore obtain
b2,1 = −
[
d
dφ
( J
X1,τ
)]∗ X ∗2,τ
X ∗1,τ
−
[
∂
∂τ
( J
X 21,τ
)]∗ J ∗
X ∗1,τ
− J
∗
(X ∗1,τ )3
J ∗τ . (C.19)
It is clear that both the first and the second term in this equation vanish,
since X ∗2,τ = J ∗ = 0. In section 4.4, we derived that J ∗τ = (C4)∗J˜ ∗, see
equation (108). This equation remains valid in our rotated coordinate system.
Since we also have 1/X ∗1,τ = |P∗|, equation (C.19) becomes
b2,1 = |P|3X ∗1,τP∗2,φ(C∗)4|P∗||P∗φ| = (P∗2,φ)2/P∗1 , (C.20)
where the last equality follows from the equalities P∗1,φ = 0 and C|P| = 1.
Taking the second derivative of the relation C|P| = 1 with respect to φ, we find
that (P∗2,φ)2 = P∗1P∗1,φφ for a cusp point. Therefore, b2,1 = P∗1,φφ and we find
that b2 = P∗φφ for a cusp point, in accordance with equation (150).
Subsequently, we compute the coefficient a3. Since we are not interested in
the coefficient b3, we can immediately specialize to the singular point and set
x = X ∗ in these calculations. Taking the derivative of equation (C.17) with
respect to φ and retaining only the nonzero terms, we obtain
a3 =
[
− d
dφ
( J
X1,τ
)
dX2
dφ
− JX 21,τ
dJ
dφ
]∗
=
[
− d
dφ
( J
X1,τ
)]∗
X ∗2,φ −
X ∗1,τP∗2,φ
(X ∗1,τ )2
X ∗1,τX ∗2,φφ = −P∗2,φX ∗2,φφ
(C.21)
Since P∗1,φ = 0, we conclude that a3 = −〈P∗φ,X ∗φφ〉. Since the vectors P∗φ and
X ∗φφ are parallel, see section 6.1, we can also write |a3| = |P∗φ||X ∗φφ|.
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Finally, we compute the coefficient a4 for a cusp point. Since X ∗φφ is zero at
such a point, the derivative (dJ /dφ)∗ also vanishes at a cusp point. Therefore,
when we take the second (total) derivative of equation (C.17) with respect to φ
and specialize to the singular point, the only nonzero term is
a4 = − J
∗
(X ∗1,τ )2
[
d2J
dφ2
]∗
= −X
∗
1,τP∗2,φ
(X ∗1,τ )2
X ∗1,τX ∗2,φφφ = −P∗2,φX ∗2,φφφ. (C.22)
Hence, a4 = −〈P∗φ,X ∗φφφ〉 for a cusp point, in agreement with equation (150).
We can also write |a4| = |P∗φ||X ∗φφφ|, since the vectors P∗φ and X ∗φφφ are parallel,
see section 6.1.
In conclusion, we have shown that the expansion coefficients of the phase
function (C.8) coincide with the expansion coefficients (150) of the phase func-
tion of the new representation. Although we used a special coordinate system
in this section, all of the coefficients take the form of an inner product. Since
inner products are invariant under coordinate rotations, these coefficients have
the same form in the original coordinate system. Combining all the results from
this appendix, we find that, in the vicinity of singular points, the conventional
representation (114) gives rise to the same leading-order appproximations as the
new representation (126) of the precanonical operator corresponding to singular
charts.
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