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Abstract. The Trotter-Suzuki decomposition is an important tool for the simulation
and control of physical systems. We provide evidence for the stability of the Trotter-
Suzuki decomposition. We model the error in the decomposition and determine
sufficiency conditions that guarantee the stability of this decomposition under this
model. We relate these sufficiency conditions to precision limitations of computing
and control in both classical and quantum cases. Furthermore we show that bounded-
error Trotter-Suzuki decomposition can be achieved by a suitable choice of machine
precision.
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1. Introduction
Solving partial linear differential equations is essential in science. Many systems obey
equations of the form
∂λv(λ) = Av(λ) (1)
with v an element of an ℓ-dimensional Banach space X , A a bounded operator whose
domain is in X and λ ∈ [0,∞).The vector v has norm ‖v‖ determined uniquely by the
norm property of the Banach space. For example, time evolution under the Schro¨dinger
equation has the form (1) if A is skew-adjoint and X is a complex Hilbert space. If A
is self-adjoint, the equation describes the cooling (or heating) of a physical system and
is useful in finding the ground state of quantum systems.
Given constant A ∈ X , a solution to Eq. (1) is the continuous function v : [0,∞)→
X , differentiable on (0,∞) that satisfies the equation. If the solutions of Eq. (1) are
unique, then we can define the operator exponential U(λ) as
v(λ) = U(λ)v(0) (2)
for initial condition v(0). Here U(λ) an element of L(X), which is the set of
isomorphisms on X . Geometrically, U(λ) is the flow generated by constant A
A = lim
λ→0
λ−1(U(λ)− 1). (3)
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In general, an expression for either v(λ) or U(λ) obtained by solving Eq. (1) is elusive. In
such cases we have to approximate v(λ) with some v′(λ) such that the distance between
the exact and the approximate solutions is smaller than a specified bound. Equivalently,
we can approximate U(λ) with U ′(λ), which is close to flow U(λ) in terms of a suitable
distance measure defined on the operator space. Please note that we use the prime in v′
and U ′ not to represent derivative but to represent objects close to v and U respectively.
The distance between v(λ) and v′(λ) is defined as the Banach-space norm of their
difference ‖v(λ)− v′(λ)‖. Similarly, distance between two operators is defined in terms
of their operator norms as ‖U(λ)− U ′(λ)‖ for the operator norm induced by the Banach-
space norm defined as
‖W‖ ..= max {‖Wv‖ : ∀v ∈ X, ‖v‖ ≤ 1} . (4)
For instance, if the distance between two states in a Banach space is given by the
2−norm ‖v(λ)− v′(λ)‖, then the corresponding natural norm [1] for operators on the
same space is the spectral norm, which we denote ‖U(λ)− U ′(λ)‖. The 2-norm for
the vectors is ‖v‖ =
√∑
j v
2
j for vj the elements of the column matrix representing the
vector. The spectral norm is calculated as ‖U‖ =√λmax (U †U) where λmax : L(X)→ R
is the magnitude of the largest eigenvalue of the respective operator.
One approach to approximating the flow U(λ) uses product formulæ, which has
the advantage that the approximate decomposition preserves the geometric properties
of the original flow. For example, a flow that is a unitary operator generated
by skew-Hermitian A is decomposed into a product of unitary operators. Product
formulæ approximate the flow
U(λ) = e
∑m
j=1 Ajλ (5)
generated by A =
∑m
j=1Ajλ with
U ′(λ) =
N∏
p=1
Up, (6)
which is a product of N ordinary operator exponentials
Up ..= e
Ajpλp (7)
of Aj . Here {λp} is a sequence of real numbers such that
∑
p λp = λ.
The recursive Trotter-Suzuki decomposition (TSD) is an especially important
product formula, which plays a key role in classical [2–10] and quantum algorithms
involving Hamiltonian simulation [11–15] and in quantum control [16]. The TSD is
important as it minimizes the computational cost (quantified by number of ordinary
operator exponentials in decomposition) of approximating ordered operator exponentials
using product formulae [17, 18]. We focus our discussion on the TSD but our analysis
can be used to study the stability properties of product formulæ such as the Baker-
Campbell-Hausdorff formula [19–21] and the Magnus expansion [22, 23].
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Recent quantum algorithms for Hamiltonian simulation [24, 25] have a computa-
tional cost that is exponentially smaller as function of desired error tolerance than
algorithms based on product formulæ. However, these algorithms do not perform or-
dered operator decomposition are not intended for use in quantum control or classical
simulation. Hence, we do not consider these algorithms here.
The advantage of TSD is provable mathematically. However, real-world
implementation of TSD as a calculation on a finite-precision Turing-equivalent computer
(classical computer) or as an imperfect gate sequence on a quantum computer or as a
sequence of experimental control operations no longer guarantees this advantage. Hence,
we have the following problem statement.
Problem Statement. The stability of the TSD under finite precision either for
computing or control is not proven. Instability of the TSD could prevent achieving
minimum time complexity and consequently makes some instances of computation or
control infeasible.
2. Background
The Trotter Suzuki decomposition has been studied since 1959 when Trotter [26]
considered semi-groups of operators acting on Banach space. Later, it was shown [27, 28]
that
U(λ) = U ′T (λ) + O
(
λ2/r
)
, (8)
where UT (λ), the Trotter decomposition is given by
U ′T (λ) =
(
eA1λ/reA2λ/r · · · eAmλ/r)r . (9)
For product formulæ like (9), the number of exponentials of Aj needed in the
decomposition quantifies the computational cost of the decomposition [17]. In the case
of the Trotter formula (9), this cost scales [12] as O (λ2) and can be improved [17] to
O
(
λ1+1/2k
)
for any integer k by using the kth-order recursive TSD [29–35].
The TSD is given by the recursion relation
U
(2)
S (λ) =
m∏
j=1
eAjλ/2
1∏
j′=m
eAj′λ/2,
U
(2k)
S (λ) = [U
(2k−2)
S (pkλ)]
2U
(2k−2)
S ((1− 4pk)λ)[U (2k−2)S (pkλ)]2, (10)
where {1/4 ≤ pk ≤ 1} is some sequence of real numbers and S denotes Suzuki. This
recursion relation (10) comprises one backward step (1 − 4pk < 0) and four forward
steps (pk > 0). The choice of this sequence determines how well the TSD performs. If
we regard that the TSD is being performed by an infinitely precise machine, then the
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error in the TSD arises due to non-commutativity of the generators {Ai} . This ideal
error is defined in terms of the operator norms as
εideal ..=
∥∥∥e∑iAiλ − U (2k)S (λ)∥∥∥∥∥e∑iAiλ∥∥ = O
(
λ1+1/2k
)
(11)
and is minimized by choosing [29]
pk =
1
4− 4 12k−1
. (12)
Equation (10) has one backward and four forward steps; a different number of steps
could be used but such alternatives are avoided for the following reasons. Suzuki has
shown [36] that a fully-positive (no backwards steps) or asymmetric (under reversal
of order in which the operators act) decomposition lead to error scaling worse than
that given by Eq. (11). A decomposition with one backward and two forward steps
is unstable because, in this case, the coefficients pk diverge [36] with increasing k.
We can easily see that a TSD with more than four forward steps has the same error
scaling (11), but the constant coefficients in the scaling (11) are then sub-optimal. Any
other symmetric decomposition of U(λ) can be reduced to these cases by combining
sequences of unitary operators into a single unitary operators, and the case of one
backwards and four forward (10) is optimal
The ideal error (11) is minimized by dividing λ into r intervals before performing
TSD of exp(Aλ/r) to a finite order k and concatenating these r intervals together [17].
This error is known to converge with the order k of TSD [33, 34].
3. Error Model
Experimental or computational approximation of a unitary operation is imperfect. We
show that we can model this imperfect approximation with unitary matrices plus a
small matrix-valued [37] Gaussian random error. We argue that this model is valid for
experimental implementation and classical computation and fair in the case of quantum
computation.
The limitation of the experimental accuracy and the round-off error on classical or
quantum computers can be captured by the same quantity, which we refer to as the
machine error:
ε ..=
∥∥∥U (2k)S − U˜ (2k)S ∥∥∥∥∥∥U (2k)S ∥∥∥ (13)
=
∥∥∥∏Np=1Up −∏Np=1 U˜p∥∥∥∥∥∥∏Np=1Up∥∥∥ . (14)
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Above and henceforth, we use •˜ to represent machine approximation of •, which is an
operator on the Banach space. The incurred net error
εnet ..=
∥∥∥e∑iAiλ −∏Np=1 U˜p∥∥∥∥∥e∑iAiλ∥∥
≤
∥∥∥e∑iAiλ −∏Np=1Up∥∥∥∥∥e∑iAiλ∥∥ +
∥∥∥∏Np=1Up −∏Np=1 U˜p∥∥∥∥∥∥∏Np=1Up∥∥∥ (15)
arises from two sources corresponding to the two terms in (15). The first term in (15)
is the error in the TSD assuming perfectly precise operators. This error arises from
the non-commutativity of the implemented operators in the quantum and experimental
cases and of the matrix multiplications performed in the case of classical computation.
The second term is a consequence of the machine error (14). Figure 1 depicts the two
sources of error.
v(0)
v(λ)
vT (λ)
v˜T (λ)
Figure 1. A simple representation of the concept of growing machine error in the
TSD. For given U(λ), we see two trajectories from v(0). One trajectory follows a
smooth line to v(λ) and represents the ideal transformation imposed by U(λ). The
second trajectory follows three sequential smooth lines to vT(λ), which is close to v(λ)
but not equal. Each of these sequential smooth lines in the second case represents
one Up(λ) in the decomposition U(λ) =
∏N
p=1 Up. The spheres in the figure repesent
the set of states that the trajectory v˜T (λ) can attain in the presence of machine error.
Machine error ε (14) arises in quantum computers because a finite sequence
of quantum gates would be used to approximate desired gates from the set {Up}.
This approximation is performed using efficient algorithms [38–41], which have time
complexity poly-logarithmic in 1/ε. In the case of classical computers, which utilize
floating point precision to perform the TSD, we use ε to treat the imperfection due to
round-off error. In experiments, machine error ε arises from limited control precision.
To investigate the error ε in U
(2k)
s , we first consider the error incurred in the ordinary
operator exponentials Up, which are imperfectly implemented as U˜p in computation or
Stability of the Trotter-Suzuki decomposition 6
experiment. In experiments, repeated runs will encounter different error and hence, U˜p
can be treated as random variables. Computationally, the probability density function
(pdf) of
(
U˜p
)
will be a delta function if the TSD is performed repeatedly on the same
computer; i.e., U˜p will not be correct and the discrepancy will be constant. Implementing
the TSD repeatedly on machines with different instruction sets will lead to a non-zero
spread in the pdf of
(
U˜p
)
ij
.
We examine the distribution of the implemented operators U˜p in terms of the
individual elements
(
U˜p
)
ij
in the matrix representation of U˜p. Specifically, we treat
these matrix elements as random variables and analyze their pdf.
The elements
(
U˜p
)
ij
of the matrix representations of the TSD operators depend
upon a large number of other random variables. In computation or experiment, these
latter random variables arise in intermediate steps of computation of Up. Hence, the
central limit theorem motivates the assumption that the matrix elements
(
U˜p
)
ij
are
Gaussian random variables.
Floating-point error in classical computation is proportional to the magnitude of
the element. For mathematical tractability, we make the reasonable assumption that
error in experiment and quantum computation is proportional to the magnitude of the
implemented operation. Hence, we assume that the standard deviation σ
((
U˜p
)
ij
)
of
the pdf for each matrix element is proportional to the size of the element itself:
σ
((
U˜p
)
ij
)
= ǫm
∣∣∣(Up)ij∣∣∣ . (16)
In other words, we define the constant machine epsilon ǫm as the relative, and not
absolute, standard error in the elements of the matrix representation. This machine
epsilon is a property of the computer or experiment used to effect the TSD and is
fixed for a given implementation. To summarize, we treat these matrix elements as
independent Gaussian random variables(
U˜p
)
ij
∼ N
(
(Up)ij , ǫ
2
m
∣∣∣(Up)ij∣∣∣2
)
∀ i, j ∈ {1, 2, · · · , ℓ} ∀p ∈ 1, 2, · · · , N. (17)
with mean equal to the corresponding elements of Up and relative standard deviation
ǫm.
Our error model is only approximately valid for quantum computing as the unitarity
of implemented operators contradicts the independence of the random matrix elements.
We consider this simple model because it is amenable to rigorous theoretical analysis.
This analysis lays a foundation for investigating the stability of product formulæ against
more sophisticated error models.
We employ the pdf (17) of
(
U˜p
)
ij
to analyze the pdf of ε and consequently provide
evidence for the stability of the TSD. The pdf
P
(
ε;
{
(Up)ij
}
, ǫm
)
, (18)
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of ε is parametrized by the elements
{
(Up)ij
}
of the ideal TSD operators and the
machine epsilon ǫm. In Section 4, we use the mean µ(ε) ..= E(ε) and standard deviation
σ(ε) ..=
√
E ([ε− µ(ε)]2) of this pdf P (ε) to characterize the stability of the TSD for
E(•) denoting expectation value.
We now present an example to illustrate the properties of the pdf corresponding
to a simple case of operators Up. We show that even in the simple case of scalar
multiplication, i.e. ℓ = 1 real matrices, µ(ε) and σ(ε) diverge exponentially with N
and indicate instability in the straightforward implementation of the TSD. In the next
section, we show that this instability in the TSD can be removed by suitably normalizing
the operator elements.
Example 1. If the operators {Up} are scalar, i.e., 1 × 1 matrices with positive real
number entries {rp} respectively, then the mean µ(ε) and standard deviation σ(ε) of
error ε (14) diverge exponentially with N as
µ (ε) ≥ exp (Nǫ2m/2)− 1, (19)
σ(ε) ≥ (exp (2Nǫ2m)− exp (Nǫ2m)− 2 exp (Nǫ2m/2)+ 1)1/2 . (20)
Solution. The error due to machine precision ε is given by
ε =
∥∥∥∏Np=1 rp −∏Np=1 r˜p∥∥∥∥∥∥∏Np=1 rp∥∥∥ =
∣∣∣∣∣1−
N∏
p=1
Xp
∣∣∣∣∣ , (21)
with
Xp ..=
r˜p
|rp| (22)
for |•| the absolute value of the real-number argument. Here {Xp} is a set of independent
and identically distributed Gaussian random variables
Xp ∼ N
(
1, ǫ2m
)
. (23)
We first analyze the distribution of the product of the Gaussian random variables
(23) and use the analysis to learn about the distribution of ε. The product
X ..=
N∏
p=1
Xp (24)
is described by the log-normal distribution [42] because
log(X) = log
(
N∏
p=1
Xp
)
=
1∑
p=N
log (Xp) , (25)
which is a sum of many independent random variables. For largeN , this sum (25) follows
the Gaussian distribution from the central limit theorem. The pdf corresponding to the
log-normal distribution of X is
Plog-normal (X ; {rp} , ǫm) = 1
X
√
2πNǫm
exp
(
−(lnX)
2
2Nǫ2m
)
, (26)
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and its mean and and standard deviation
µ(X) = exp
(
Nǫ2m/2
)
, (27)
σ(X) =
(
exp
(
2Nǫ2m
)− exp (Nǫ2m))1/2 (28)
diverge exponentially [42] with N :
We now use our knowledge of the distribution of X to find the pdf of ε = |1−X|
in terms of the pdf of the log-normal distribution
P (ε = |1−X|; ǫm) =
{
0, X ≤ 0,
Plog-normal(1−X) + Plog-normal(1 + x), 0 < X. (29)
and, because Plog-normal(•) is defined only for positive values of •, we have
P (ε = |1−X|; ǫm) =


0, X ≤ 0,
Plog-normal(1−X) + Plog-normal(1 +X), 0 < X ≤ 1,
Plog-normal(1 +X), 1 < X.
(30)
Thus, ε is described by the following folded [43] log-normal distribution
P (ε; ǫm) =


0, ε ≤ 0,
1√
2πNǫm
[
1
(1−ε) exp
(
− (ln(1−ε))2
2Nǫ2m
)
+ 1
(1+ε)
exp
(
− (ln(1+ε))2
2Nǫ2m
)]
, 0 ≤ ε ≤ 1,
1√
2πNǫm
[
1
(1+ε)
exp
(
− (ln(1+ε))2
2Nǫ2m
)]
, 1 < ε.
(31)
The mean and standard deviation of X (26) are straightforward but those of ε are
not. Consequentially, we only obtain bounds
µ (ε) ≥ exp (Nǫ2m/2)− 1, (32)
σ(ε) ≥ (exp (2Nǫ2m)− exp (Nǫ2m)− 2 exp (Nǫ2m/2)+ 1)1/2 . (33)
In obtaining Eqs. (32) and (33), we have used
µ (|1−X|) ≥ µ (X − 1) = µ(X)− 1 (34)
and
σ2(|1−X|) = µ (|X − 1|2)− µ2(|X − 1|)
= σ2(X) + µ
(|X − 1|2)− µ (X2)+ µ2 (X)− µ2(|X − 1|)
= σ2(X)− µ (2X − 1) + µ (X)2 − µ(|X − 1|)2
≥ σ2(X)− µ (2X − 1) = σ2(X)− 2µ(X) + 1 (35)
along with values of µ(X) and σ(X) from Eqs. (27) and (28). Even in the simplest
case of ℓ = 1 decomposition with real operator elements, the mean and the standard
deviation of the ε-distribution diverge exponentially with respect to N as shown by the
lower bound (32) and (33). This exponential divergence is an indication of the instability
in the straightforward implementation of the TSD. 
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In this section we have introduced a model for error in the TSD. We defined the
distribution of the error and the mean and standard deviation of the same distribution.
We also showed that for the case of ℓ = 1 and positive real matrix elements, the mean
and standard deviation of this distribution diverge, thereby indicating instability in the
TSD. In the following section, we use the error distribution model introduced above
to describe the stability properties of a general TSD and show that the TSD can be
made stable by ensuring that the operator norms are bounded as described in the next
section.
4. Instability and stabilization
In this section we show that the TSD is unstable in the presence of machine error (17).
This instability results from the standard deviation σ(ε) of machine error ε increasing
exponentially with N and implies that the implemented TSD might differ exponentially
from the expected decomposition.
On the other hand, if the values of both the standard and mean error grow
polynomially in N , then there is exponentially (in N) small probability of ε being
exponentially large. In this latter case, the implemented TSD operator U˜
(2k)
S provides a
good approximation to the actual decomposition U
(2k)
S , and the decomposition is stable.
We also show that the TSD can be stabilized by suitably setting the norm of operators
in the TSD.
In the following propositions and the accompanying proofs, we use the spectral
norm on operator space as a distance measure because of the importance of this norm
to quantum systems as described in Section 1. Our results can be easily modified to
other descriptions of error.
In Lemma 1, we relate the standard error of the TSD operators {Up(λp)} (7) to the
machine epsilon ǫm (16). As expected, the upper and lower bound of the error in the
TSD operators turn out to be proportional to the machine epsilon.
Lemma 1. Given machine epsilon ǫm and linear operators {Ai}, which act on ℓ-
dimensional Banach space and A =
∑m
j Aj, the relative standard error of each Up
is bounded above and below as
ǫm ≤ σ


∥∥∥Up − U˜p∥∥∥
‖Up‖

 ≤ ǫm√ℓ ∀p. (36)
Proof. The lower bound is saturated by a matrix with only one non-zero element.
The lower-bound equality holds trivially in the special case of ℓ = 1, as described
in Example 1.
The upper bound of the spectral norm follows from the spectral distribution [44],
which is the distribution of the singular values of the matrix, of the normalized random
matrix
‖Up−U˜p‖
‖Up‖ . The distribution of the square of singular values tends to the following
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limiting pdf
p

x2p ..=


∥∥∥Up − U˜p∥∥∥
‖Up‖


2

 =
{ √
(4ǫ2mℓ−x2p)(x2p)
2πx2pǫ
2
mℓ
, if 0 ≤ xp ≤ 2ǫm
√
ℓ,
0, otherwise.
(37)
The probability density is non-zero only in the domain [0, 2ǫm
√
l]. Thus, its standard
deviation (36) bounded above by ǫm
√
ℓ. 
In Lemma 1, we proved upper and lower bounds of the standard deviation of the
error in a single operator Up under the assumption that the error is of the form (17).
The TSD U
(2k)
S comprises O
(
τ 1+1/2k
)
operators of the form Up. In Theorem 2, we
use the bounds derived in Lemma 1 to relate the TSD error ε to the machine epsilon.
Specifically, we calculate a lower bound for σ(ε) for a straightforward implementation
of the TSD, in which the operators Up are not normalized before composition. The
lower bound is an exponentially growing function of N , the number of operators in
the decomposition. This exponential growth in error implies the instability of the
straightforward implementation of the TSD.
Theorem 2. Given machine epsilon ǫ
m
and linear operators Ai, which act on ℓ-
dimensional Banach space and A =
∑m
i=1Ai, the standard deviation
σ (ε) ≥ Nℓ(N−1)/2ǫm. (38)
of error of the TSD is exponentially divergent with respect to N .
Proof. In this proof, we use the matrix representation of the TSD operators U˜
(2k)
S (λ) =∏N
p=1 U˜p(λp). Consider the matrix elements of the matrix product
(
U˜
(2k)
S
)
iN i0
=
ℓ∑
iN−1=1
· · ·
ℓ∑
i2=1
ℓ∑
i1=1
[(
U˜N
)
iN ,iN−1
. . .
(
U˜3
)
i3,i2
(
U˜2
)
i2,i1
(
U˜1
)
i1,i0
]
=
ℓ∑
iN−1=1
· · ·
ℓ∑
i2=1
ℓ∑
i1=1
[
N∏
p=1
(U˜p)ipip−1
]
(39)
where each of the elements (U˜p)ipip−1 on the right-hand side is a random variable with
distribution described by Eq. (17). The right side of Eq. (39) consists of an ℓN−1 term
summation of products, each with N such elements as factors. If the standard deviation
of error in each element ǫm (17) is small, then the standard deviation of error the product∏N
p=1(U˜p)ipip−1 is the sum of the relative errors of the factors [45]. Hence, for the product
of N elements, which occurs in Eq. (39), we have
σ
(
N∏
p=1
(
U˜p
)
ipip−1
)
= Nǫ. (40)
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We consider the standard deviation of the error in the summation over ℓN−1 terms of
Eq. (39). From the central limit theorem, we conclude that this error we have Gaussian
distribution with a standard deviation
σ

 ℓ∑
iN−1=1
· · ·
ℓ∑
i2=1
ℓ∑
i1=1
[
N∏
p=1
(U˜p)ipip−1
] = ℓ(N−1)/2σ
(
N∏
p=1
(
U˜p
)
ipip−1
)
= ℓ(N−1)/2 (Nǫm) . (41)
From Lemma 1, we know that the standard error in the norm of the U˜
(2k)
S is always
greater than the standard error of the elements of its matrix representation. We thus
have
σ (ε) ≥ Nℓ(N−1)/2ǫm; (42)
i.e., the standard error of the TSD diverges at least exponentially, as ℓ(N−1)/2, in the
number N of the operators in the TSD. 
In Theorem 2 above, we showed that the TSD is inherently unstable because σ(ε)
diverges. However, as we shall show in Theorem 3, this instability can be removed
by ensuring correct normalization in the TSD. In Theorem 3, we provide a sufficiency
condition on the norm of the TSD operators to ensure that σ(ε) grows no faster than a
linear function of N .
Theorem 3. Given machine epsilon ǫ
m
and linear operators {Ai} which act on ℓ-
dimensional Banach space and A =
∑m
i=1Ai, if
σ


∥∥∥U˜p∥∥∥
‖Up‖

 ≤ 1√
N
, (43)
then the relative standard error
σ(ε) ≤ Nǫm
√
5e2 − 4e (44)
in the TSD grows linearly in the worst case over the parameters
{
(Up)ij
}
of the
distribution.
Remark. Note that e is the base of the natural logarithm.
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Proof. We are interested in obtaining an upper bound on the error
ε =
∥∥∥UNUN−1 . . . U2U1 − U˜N U˜N−1 . . . U˜2U˜1∥∥∥
‖UNUN−1 . . . U2U1‖
≤
∥∥∥UNUN−1 . . . U2U1 − UNUN−1 . . . U2U˜1∥∥∥
‖UNUN−1 . . . U2U1‖
+
∥∥∥UNUN−1 . . . U2U˜1 − UNUN−1 . . . U˜2U˜1∥∥∥
‖UNUN−1 . . . U2U1‖
+ · · ·
+
∥∥∥UNUN−1 . . . U˜2U˜1 − UN U˜N−1 . . . U˜2U˜1∥∥∥
‖UNUN−1 . . . U2U1‖
+
∥∥∥UN U˜N−1 . . . U˜2U˜1 − U˜N U˜N−1 . . . U˜2U˜1∥∥∥
‖UNUN−1 . . . U2U1‖ , (45)
where we have added and subtracted terms of the form UN · · ·Up+1U˜p · · · U˜1 and have
used the triangle inequality of the operator norm on the Banach space. This gives us
ε ≤
∥∥∥U1 − U˜1∥∥∥
‖U1‖ +
∥∥∥U2 − U˜2∥∥∥
‖U2‖
∥∥∥U˜1∥∥∥
‖U1‖ + · · ·
+
∥∥∥UN−1 − U˜N−1∥∥∥
‖UN−1‖
∥∥∥U˜N−2 . . . U˜2U˜1∥∥∥
‖UN−2 . . . U2U1‖
+
∥∥∥UN − U˜N∥∥∥
‖UN‖
∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖ . (46)
The terms in the above summation depend on random variables
(
U˜p
)
ipip−1
(17)). To
obtain the upper bound of the standard error in this N -term summation, we replace each
term by the one with the highest standard error, i.e., the final term (46) and thereby
obtain the following upper bound on the standard deviation of the summation [45]
σ2 (ε) ≤ σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖
∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖

N. (47)
To calculate the standard deviation of the above product of random variables
X =
∥∥∥Up − U˜p∥∥∥
‖Up‖ Y =
∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖ (48)
we use the identity
σ2(XY ) = σ2(X)σ2(Y ) + σ2(X)E2(Y ) + σ2(Y )E2(X), (49)
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where σ2(•) and E(•) represent the variance and the expectation value respectively.
Thus,
σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖
∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖

 ≤ σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖

σ2

 N∏
p=1
∥∥∥U˜p∥∥∥
‖Up‖


+ σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖

E2


∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖


+ σ2

 N∏
p=1
∥∥∥U˜p∥∥∥
‖Up‖

E2


∥∥∥Up − U˜p∥∥∥
‖Up‖

 . (50)
We now evaluate the standard error and the expectation values of the two relevant
random variables in Eq. (50). We use Lemma 1 to obtain the standard error
σ


∥∥∥Up − U˜p∥∥∥
‖Up‖

 ≤ ǫm√ℓ. (51)
of X . The expectation value
E


∥∥∥Up − U˜p∥∥∥
‖Up‖

 ≤ 2ǫm√ℓ. (52)
of X follows from the pdf of Eq. (37). The random variable Y =
∏N
p=1
∥∥∥U˜p∥∥∥/‖Up‖
is a product of N independent positive random variables. Thus, the product has a
log-normal distribution [42], which gives us
σ

 N∏
p=1
∥∥∥U˜p∥∥∥
‖Up‖

 ≤
√
e
2Nσ2
(‖U˜q‖
‖Uq‖
)
− eNσ
2
(‖U˜q‖
‖Uq‖
)
(53)
and
E

 N∏
p=1
∥∥∥U˜p∥∥∥
‖Up‖

 ≤ eN2 σ2
(‖U˜p‖
‖Up‖
)
. (54)
These upper bounds on the mean and variance of the respective random variable
correspond to the worst-case parameterization of ε.
Thus, under the condition that
σ


∥∥∥U˜p∥∥∥
‖Up‖

 ≤ 1√
N
, (55)
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we have
σ (ε) ≤ N
√
ǫ2mℓ (e
2 − e) + ǫ2mℓe + 4ǫ2mℓ (e2 − e)
= Nǫm
√
5e2 − 4e. (56)
Hence, the upper bound of σ(ε) grows at most linearly in N if the sufficiency
condition (43) is obeyed. 
In Theorem 3, we showed that the error in the TSD grows linearly in the worst-
case subject to the condition (43). In fact, as we show in Corollary 4, it is possible to
implement the TSD such that ε is bounded by a prespecified error tolerance by setting
the machine epsilon to be appropriately low.
Corollary 4. Given error tolerance εt, if conditions
σ


∥∥∥U˜p∥∥∥
‖Up‖

 ≤ 1√
N
, (57)
and
ǫm ≤ εt
N
√
ℓ(5e2 − 4e) (58)
hold, then
σ(ε) ≤ εt. (59)
Proof. The objective is to bound σ(ε) by a specified error tolerance εt. This can be
done by setting the machine epsilon such that
ǫm ≤ εt
N
√
ℓ(5e2 − 4e) . (60)
From Theorem 3, we infer that condition (57) ensures
σ (ε) ≤ Nǫm
√
5e2 − 4e. (61)
Equations (60) and (61) give us
σ(ε) ≤ εt (62)

As an illustration of the choice of machine epsilon, we consider the problem of
approximating real and imaginary time evolution of the Hubbard model [46]. The
Hubbard model Hamiltonian is given by
AH = −tH
∑
〈i,j〉,
σ∈{↑,↓}
(c†i,σcj,σ + c
†
j,σci,σ) + UH
N∑
i=1
ni↑ni↓ (63)
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where i and j are labels of sites in an η × η square lattice and 〈i, j〉 represents nearest
neighbor interaction. The Fermions at each site are defined by annihilation and creation
operators ck,σ and c
†
k,σ. The Hamiltonian (63) models interactions between electrons
and demonstrates insulating, magnetic and superconducting effects in a solid. The
model cannot be solved exactly for more than one dimension [47] and numerical studies
disagree [48] on the properties of the model.
Each of the η2 term in the nearest neighbor summation in the Hamiltonian can be
represented by a 4× 4 matrix
A =


0 0 −tH −tH
0 0 tH tH
−tH tH UH 0
−tH tH 0 UH

 (64)
in a basis of states {| ↑, ↓〉, | ↓, ↑〉, | ↑↓, •〉, |•, ↑↓〉} defined over pairs of adjacent sites on
the lattice. By suitable choice [17] of the TSD order k, we minimize the upper bound
of the computational cost of simulation
Nexp = 2η
4τe2
√
ln 5 ln(mτ/εt) (65)
for real or imaginary simulation time t, τ = |t|√8t2H + 2U2H and desired error tolerance
εt. Using Eq. (58), we infer that any value εm such that
ǫm ≤ εte
−2
√
ln 5 ln(mτ/εt)
4η4τ
√
(5e2 − 4e) (66)
suffices to ensure that the machine error is less than the desired error tolerance εt.
Corollary 4 could guide the choice of the floating-point precision for classical
computation or control precision in experimental implementation depending upon the
desired error tolerance. In the case of quantum computation, the norm-preserving
nature of unitary operations trivially ensures condition (43). We bound the error in
the quantum computation of the TSD in the following corollary.
Corollary 5. If each Ai is Hermitian and if we employ unitary operations to effect the
required TSD operator exponentials, then
σ(ε) ≤ Nǫm
√
ℓ. (67)
Proof. In the case of unitary Up and U˜p,∥∥∥U˜p∥∥∥
‖Up‖ = 1, (68)
which gives us
σ


∥∥∥U˜p∥∥∥
‖Up‖

 = 0. (69)
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Hence, the condition (43) trivially holds. Additionally, the factor
σ2

 N∏
p=1
∥∥∥U˜p∥∥∥
‖Up‖

 = 0, (70)
which occurs in the first and third terms on the right-hand side of inequality (50), is
zero. Consequently, we have
σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖
∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖

 ≤ σ2


∥∥∥Up − U˜p∥∥∥
‖Up‖

E2


∥∥∥U˜N−1 . . . U˜2U˜1∥∥∥
‖UN−1 . . . U2U1‖

 .
(71)
Substituting the expressions of σ(ε) (47) and σ
(∥∥∥Up − U˜p∥∥∥/ ‖Up‖) (51) in (71), we
obtain
σ(ε) ≤ Nǫm
√
ℓ, (72)
which is linear in N . 
To summarize, we have made reasonable simplifying assumptions on the error model
in the TSD. Under these assumptions, a straightforward implementation of the TSD is
unstable but stability of the TSD is restored by imposing sufficiency conditions on the
norm of the TSD operators. In order to attain desired error tolerance of decomposition,
we provide sufficiency conditions on the floating-point precision in classical computation
and control precision in experimental implementations. We have also shown that the
quantum computation of the TSD has a linear (in N) upper bound because of the
unitarity of quantum gates.
5. Conclusion
The TSD is widely used in algorithms for control and simulation of physical systems,
but its stability under machine error is not proved. Here we have used a simple but
reasonable model for treating errors based on the assumption of independent errors on
unitary-matrix elements. This independent-error assumption allows us to conduct a
rigorous mathematical analysis but does not hold in practice, either computationally or
experimentally. Performing the stability analysis without the simplifying independent-
error assumption is a topic for future research.
We have shown that a straightforward implementation of the TSD is unstable; i.e.,
the lower bound of standard error in the decomposition diverges exponentially with the
number N of operator exponentials in the decomposition. This exponential divergence
might have, in the past, encouraged the use of lower-order product formulæ like the
Trotter decomposition and the first order Baker-Cambell-Hausdorff formulæ, which are
sub-optimal.
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We have shown that the TSD can be stable under a sufficiency condition on the
norm of the TSD operators. This sufficiency condition can be satisfied by implementing
normalization subroutines in classical computation, post-selection in experimental
implementation. The condition is trivially satisfied in the case of quantum computation.
Hence, quantum algorithms for Hamiltonian simulation as well as linear and differential
equation solvers implemented even on early quantum computers without fault tolerance
shall be stable against machine error. Finally, we provided sufficiency conditions on the
precision of computation or control for the machine error to be bounded by a specified
error tolerance.
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