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Interaction of Single Molecules With
Metallic Nanoparticles Ulrich Hohenester and Andreas Trügler (Invited Paper) Abstract-We theoretically investigate the interaction between a single molecule and a metallic nanoparticle (MNP). We develop a general quantum mechanical description for the calculation of the enhancement of radiative and nonradiative decay channels for a molecule situated in the near-field regime of the MNP. Using a boundary element method approach, we compute the scattering rates for several nanoparticle shapes. We also introduce an eigenmode expansion and quantization scheme for the surface plasmons, which allows us to analyze the scattering processes in simple physical terms. An intuitive explanation is given for the large quantum yield of quasi-1-D and quasi-2-D nanostructures. Finally, we briefly discuss resonant Förster energy transfer in presence of MNPs.
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I. INTRODUCTION
M ETAL nanoparticles can sustain local surface plasmon excitations, particle plasmons, which are hybrid modes of a light field coupled to a coherent electron charge oscillation [1] , [2] . The properties of these excitations depend strongly on particle geometry and interparticle coupling, and give rise to a variety of effects such as frequency-dependent absorption and scattering or near-field enhancement. Particle plasmons enable the concentration of light fields to nanoscale volumes and play a key role in surface-enhanced spectroscopy [3] . This can be exploited for a variety of applications, such as surface-enhanced Raman scattering [4] , [5] or biochemical sensorics [6] .
Improved nanofabrication methods nowadays allow advanced control of the nanoparticle shape and the arrangement of nanoparticle ensembles [7] , and open the possibility to flexibly tailor specific molecule-nanoparticle couplings. Anger et al. [8] recently investigated the fluorescence of a single molecule and a single laser-irradiated spherical gold nanoparticle, and demonstrated by varying the molecule-nanoparticle distance the continuous transition from fluorescence enhancement to fluorescence quenching [9] . This finding was supported by Kühn and coworkers [10] using a similar setup, and stimulated a large number of related experiments [11] , [12] .
The theoretical description of the modified molecule dynamics in presence of metallic nanoparticles (MNPs) has been ad-dressed by several authors in the past (see, e.g., [4] , [13] - [15] , and references therein). More recently, the question of how to treat quantum electrodynamics in the presence of absorbing media has seen a new interest [16] - [19] , motivated by related work on thermal near-field radiation [20] , [21] and thermally induced scattering processes of atoms located in the vicinity of metallic or superconducting bodies [22] - [25] . These papers have identified the Green tensor as the central element to establish, in linear response, a convenient link between quantum electrodynamics and the classical Maxwell theory.
In this paper, we start by reviewing the description scheme for a molecular dipole placed in the vicinity of an MNP. We show how to use the dyadic Green function of Maxwell's theory to express the electric field fluctuations in terms of the current fluctuations in the metal, and how to derive the molecule scattering rate within linear response theory. In the quasi-static regime, where the light wavelength is much larger than the nanoparticle size and the molecule-MNP distance, the decay rate can be separated into a radiative and nonradiative contribution, both of which show a simple scaling behavior. We next use a boundary element method (BEM) approach [26] to compute these decay rates for realistic nanoparticle geometries. The results are shown to be in nice agreement with Mie theory. We additionally introduce for a Drude description of the metal electrons a quantization scheme for the surface plasmons [27] , [28] . Although this approach could be used to study the nonlinear optical response of MNPs, in this paper, we use this framework to provide an intuitive picture for the radiative and nonradiative molecular decay channels only, and give a simple explanation for the higher quantum yield achievable in quasi-1-D and quasi-2-D nanoparticles. Finally, we briefly discuss resonant Förster energy transfer between donor and acceptor molecules placed in the nanoparticle near-field.
II. THEORY
A. Molecule
As for the description of the molecule, in this paper, we follow [14] and [15] that considered a generic two-level system. This approach is also best suited for other quantum emitters, such as colloidal quantum dots. We describe the molecule in terms of a generic two-level scheme, with 0 the ground state and 1 the excited molecular state with energy E 1 . Other more refined description schemes, considering, e.g., the different vibronic states of the molecule [29] , [30] or details of the molecular orbitals [31] , could be treated in a similar fashion.
We first consider the optical decay from the excited state 1 to the ground state. Associated to this transition is a dipole operator
where µ is the molecular dipole moment, assumed to be real, σ + = |1 0| is the molecular excitation operator that brings the molecule from the ground to the excited state, andσ − = |0 1| is the corresponding de-excitation operator. In an interaction representation according to the free HamiltonianĤ 0 = E 1 |1 1|, the operatorsσ − andσ + oscillate with positive and negative frequencies e −iω t and e iω t , respectively, as indicated by the dipole de-excitation and excitation operatorsd ± in (1) . It is clear that the latter operators can be easily generalized in case of more complicated level schemes. In a similar fashion, we split the electric field operator E(r) =Ê + (r) +Ê − (r) into two contributions evolving with positive and negative frequencies [32] , [33] . The molecule-light coupling is described within the dipole approximation
whereÊ(r m ) has to be taken at the position r m of the molecule. We have neglected contributions where bothd andÊ oscillate with either positive or negative frequencies, which corresponds to the common rotating-wave approximation [32] , [33] . In quantum optics, one usually expands the field operatorsÊ ± in the eigenmodes of Maxwell's equation to obtain photon annihilation and creation operators. The first expression in parentheses then describes a molecular de-excitation and the creation of a photon, and the second expression the reversed process. Things change considerably if the field operatorsÊ evolve in a complex dielectric environment where absorption takes place, as is the case for MNPs. Owing to absorption, the eigenmodes acquire a complex energy, the imaginary part associated with the damping of the eigenmodes, which spoils the usual quantization procedure for the electromagnetic fields. As we will show next, in linear response, one can make use of the fluctuationdissipation theorem [34] to avoid such an eigenmode expansion ofÊ.
B. Molecule-MNP Coupling 1) Green Function Approach:
Our starting point is provided by the Fermi golden rule expression for the molecule decay rate
where we have made use of the Einstein sum convention. 1 Some details of its derivation are provided in Appendix A. The expression in brackets describes the field fluctuations in thermal equilibrium to be determined at the molecular transition frequency ω and position r m . These fluctuations are induced by current noise in the metal. Letĵ(r) =ĵ + (r) +ĵ − (r) denote the current operator in the metal, which we have again split into positive and negative frequency components. If j were a classical current, evolving with frequency e −iω t , the electric field 1 We use Gauss and atomic units e = m =h = 1 throughout. could be determined from the wave equation [35] ∇ × ∇ × E(r, ω) − k 2 (r, ω)E(r, ω) = 4πiω c 2 j(r, ω) (4) where E(r, ω) and j(r, ω) are the Fourier transform of the electric field and current, respectively, c is the vacuum speed of light, k = ω/c the wavenumber in vacuum, and (r, ω) the space-and frequency-dependent dielectric function. We set the magnetic permeability µ = 1 throughout. A convenient way to compute the electric field for a given current source is by means of the dyadic Green tensor G(r, r , ω) [2] to be determined from the wave equation
together with appropriate boundary conditions. The calculation of G(r, r , ω) is a common problem in classical electrodynamics, and will be described in more detail later. For the moment, it suffices to assume that the Green function is at our hand. By comparison of (4) and (5), we readily observe
Thus, for a linear material response, described by the dielectric function (r, ω), the Green function provides the link between the current source and the electric field. Equation (6) can also be used for the corresponding electric field and current operators [16] , whereÊ ± (r, ω) is induced byĵ ± (r , ω). Note that in the linear response regime, positive and negative frequency components do not mix. We can now use (6) to relate the field fluctuations through
to the current fluctuations in the dielectric. Here, the Green functions describe how the field propagates from the current source to the position of the molecule. In Appendix B, we show that for local and isotropic dielectrics, the current correlation function can be expressed as δ kl δ(r − r )ω 2 (r, ω)/(2π), with (ω) being the imaginary part of the dielectric function. Together with the integral equation [16] 
which is obtained by multiplying (5) with G * j k and subtracting the equation obtained by complex conjugation, we then arrive at the expression for the molecular decay rate
Equation (9) is our final result. It shows that the decay rate of a molecule in proximity to an MNP is fully determined by the dyadic Green function of the classical Maxwell theory. This is a huge simplification because all the dynamics of current fluctuations in the metal are embodied in the dielectric function, which can be obtained from either experiment or first-principles calculation. Equation (9) can be brought into an even more transparent form by using the relation j = −iωµ between the current and the molecular dipole. Inserting this expression into (6), one immediately obtains for (9) the form
where E(r m ) is the electric field induced by the dipole µ itself. Equation (10) describes a self-interaction, where the dipole polarizes the MNP, and the total electric field of the dipole and the polarized MNP acts, in turn, back on the dipole. It is the imaginary part of this self-interaction that accounts for the decay of the excited molecular state.
2) Quasi-Static Approximation: In many cases of interest, the size of the MNP is much smaller than the light wavelength. It is then possible to employ the so-called quasi-static approximation. For a given source, the electric field is computed from the scalar potential Φ(r) according to E(r) = −∇Φ(r). This approach differs from the truly static case in that one uses the frequency-dependent dielectric function (r, ω), at the molecular transition frequency ω, rather than the static limit. The imaginary part of (r, ω) is associated with ohmic losses of electromagnetic fields inside the metal. The self-interaction expression in the quasi-static limit thus accounts only for nonradiative losses
as indicated by the subscript of γ. E qs (r m ) is the electric field at the position of the molecule, induced by the molecular dipole, as computed in the quasi-static limit. We have to additionally account for radiative losses. This is done by using the standard expression
for the composite molecule-MNP dipole radiator. Here, γ 0 = (4/3)n b µ 2 k 3 is the free-space decay rate of the molecule, with n b being the refractive index of the embedding medium. The second term on the right-hand side of (12) is the enhancement of the radiative molecular decay in presence of the MNP, where µ MNP is the MNP dipole induced by the molecule. Later, we will show how to compute E qs (r m ) and µ MNP within a BEM approach.
3) Scaling: In the general case, there are two length scales that define the problem, namely the size of the nanoparticle and the wavelength of the light. In the quasi-static regime, where the light wavelength is assumed to be much larger than the MNP size, it is a single length scale entering the problem. In this regime, one can find a simple scaling law for γ nr and γ r on the size of the MNP. Suppose that we have computed the two decay rates for a given nanoparticle geometry. We can then scale the whole geometry by a scaling factor λ, according to r → λr, while keeping all other quantities, such as transition frequency ω or molecular dipole moment µ, fixed. One can show that such a scaling transforms the scattering rates according to
We will find that (13) is an extremely useful expression for estimating the relative importance of nonradiative and radiative decay rates for realistic MNPs.
C. Mie Theory
The electromagnetic response of spherical metallic particles can be solved exactly within Mie theory. This theory provides closed expressions in both the retarded and quasi-static case. Indeed, it is a very rare situation that one can find an exact solution for an experimentally interesting, nontrivial problem. In this paper, we will be using the Mie theory primarily as a test case for our numerical scheme described later. As there exists a vast amount of literature on Mie theory [36] , in Appendix C, we only briefly sketch the quasi-static approach and provide the explicit expressions used in our calculations.
D. Boundary Element Method
In the quasi-static limit the wave equation (4) for the electric field transforms to the Poisson equation
for the scalar potential. Here, ρ(r) is the charge distribution of the molecular dipole. The problem can be significantly simplified for an MNP described by a homogeneous dielectric function m (ω) embedded in a medium with dielectric constant b . As long as there is no danger of confusion, we will suppress the frequency dependence of the metal dielectric function and assume that m is evaluated at the molecular transition frequency. We can now use the static Green function G(r, r ) = 1/(|r − r |), which is the solution of the Poisson equation
for a point source located at position r . The solution of (14) can then be expressed as [26] , [37] 
where ∂Ω denotes the surface of the MNP, σ is the surface charge that has to be chosen such that the appropriate boundary conditions are fulfilled, and Φ ext is the scalar potential for the external charge distribution of the molecular dipole. Indeed, (16) fulfills the Poisson equation (14) everywhere except at the boundaries. The boundary conditions at ∂Ω are the continuity of the tangential electric field andn · (D b − D m ) = 0, wherê n is the unit vector normal to the surface and pointing away from the MNP. D b is the dielectric displacement at the outer surface and D m is the displacement at the inner surface. The continuity of the electric field is guaranteed for a potential that is continuous at the boundary, as is the case in (16) . To implement the second boundary condition, we have to take the surface derivative of Φ at either side of the boundary. The limit r → s in (16) has to be treated with some care. 2 With the abbreviations F (s, s ) = (n · ∇)G(s, s ) and Φ = (n · ∇)Φ, we then get
where the different signs depend on whether the surface derivative is taken inside or outside the nanoparticle.
At this point, it is convenient to change from boundary integrals to boundary elements, suitable for a computational implementation. Within the BEM approach, the surface of the nanoparticle is approximated by small surface elements of triangular shape, as shown in Fig. 1 for the example of a spherical particle. In its most simple form, which we will be using in this paper, the surface charges are assumed to be located at the center of each triangle s i , and the matrices G ij and F ij connecting different surface elements are obtained from G(s i , s j ) and F (s i , s j ). 3 The integral equation (17) then reduces to two matrix equations
where F is the matrix with elements F (s i , s j ) and the subscript of Φ indicates the side on which the surface derivative is taken. We can now use the boundary condition m Φ m − b Φ b = 0 to compute, for a given external charge distribution, the surface charges according to
Equation (19) is the main result for our BEM approach. It shows that the surface charge can be computed through numerical inversion of a matrix having the size of the number of triangular surface elements, which is typically of the order of thousands. Once we have computed σ for a given inhomogeneity Φ ext , we can compute the potential and electric fields at any given space point from (16) , and the induced dipole moment from µ MNP = i s i σ i . In our computational approach, we describe the molecular dipole by two oppositely charged particles separated by a small distance, and compute the electric field from (16) by means of a finite difference scheme.
wheren =ê z , r = (0, 0, z), and s = ρ(cos φ, sin φ, 0) is given in polar coordinates ρ and φ. We compute the boundary integral within a small circle with radius R, within which the surface charge σ can be approximated by a constant. The integral then becomes 3 For the diagonal elements of G, we change to polar coordinates ρ and φ, and perform the integration within a triangle where r(φ) denotes the upper limit of ρ for a given φ. We then obtain
which can be easily calculated numerically. The diagonal elements of F are all zero. 
E. Eigenmode Expansion 1) Boundary Element Method Approach:
Things can be formulated differently when the dielectric function is approximately of Drude form
Here, 0 is a dielectric constant, accounting for screening of d-band electrons in transition metals, ω p is the bulk plasma frequency, and γ the Landau damping of plasmons. In gold, the previous Drude form is valid for energies below the threshold value of approximately 2 eV where d-band excitations set in. Typical values for gold, which we will be using in this paper, are 0 = 10, ω p = 9 eV, and 1/γ = 10 fs. Instead of the Drude form, we can also use a hydrodynamic model where electrons with particle density n 0 move freely in a medium with the background dielectric constant 0 . This model is completely equivalent to the framework of the Drude dielectric function. As we will show later, through the hydrodynamic model we can establish a microscopic description for the electron dynamics, which will prove useful for interpreting our results in physical terms and for performing a quantization of surface plasmons. The energy of a classical electron plasma is the sum of kinetic and electrostatic energies [27] , [28] 
Here, ρ(r) is the charge density displacement from equilibrium, Φ(r) is the electrostatic potential induced by ρ(r), and Ψ(r) is the velocity potential, whose derivative gives the velocity density v = −∇Ψ [28] . For the surface plasmons of our present concern, we consider surface charge distributions σ that are nonzero only at the surface of the MNP. As detailed in Appendix D, the Hamilton function (21) can be rewritten in a BEM approach as
Here, σ is the vector of the surface charges within the discretized surface elements, ω p = (4πn 0 ) 1/2 is the plasma frequency, and F is the surface derivative of the Green function with respect to the second argument. Equation (22) accounts for undamped plasma oscillations. Damping as well as coupling to the molecular dipole has to be included additionally, as we will discuss later.
Before doing so, we show that (22) allows us to compute eigenmodes for the surface charge oscillations. As the matrices appearing in the Hamilton function are real and symmetric, they can be diagonalized simultaneously. Let ω 2 λ and u λ denote the eigenvectors and eigenvalues of the generalized eigenvalue problem
The eigenvectors u λ can be chosen real and are orthogonal in the sense u T λ (2πi +F ) −1 Gu λ = β λ δ λλ , where β λ is a real number. We can now expand the surface charge distribution in terms of these eigenfunctions viz., [27] , [28] , [38] 
where a λ are expansion coefficients for the plasmon mode λ.
With (24), the Hamilton function can be brought to the intriguing form H = (1/2) λ ω λ (a * λ a λ + a λ a * λ ). The quantization may now be performed through the substitution a λ , a * λ → a λ ,â † λ , whereâ λ andâ † λ are the operators for annihilation and creation of a surface plasmon mode λ, respectively. They obey the usual bosonic commutation relations. With these quantized surface plasmon modes, (23) can be brought to the form
This is the Hamilton operator for surface plasmons. In principle, it can be used to describe the nonlinear properties of MNPs, although in this paper, we shall only be interested in linear response. What still remains to be done is to show how Landau damping can be included, and how to obtain the nonradiative and radiative scattering rates starting from (25) . Let us first consider the coupling between the molecular dipole and the surface plasmons (24) . Using the expressions given in Appendix D, we can compute for a given surface mode u λ the scalar potential Φ λ and its surface derivative Φ λ according to
The scalar potentialΦ λ at the position of the molecular dipole is then obtained by means of Green's second identity [see (47) ], and the coupling between the molecular dipole and the surface plasmon u λ from the standard expression g λ = ρ dipΦ λ . In our numerical approach, we again describe the charge distribution ρ dip of the molecular dipole by means of two oppositely charged particles separated by a small distance. Within this approach, we then obtain for the coupling between the molecule and the surface plasmons the interaction Hamiltonian
where we have made use of the rotating-wave approximation. The variablesσ ± are the molecular excitation and de-excitation operators introduced in (1). The first term on the right-hand side of (27) describes the creation of a surface plasmon through de-excitation of the molecule, and the second term the reversed process of plasmon annihilation and molecule excitation.
2) Mie Theory: For spherical particles, it becomes possible to obtain analytic expressions for the surface plasmon energies ω λ and coupling constants g λ by means of Mie theory. We here provide for comparison the corresponding results that were first obtained by Ritchie [27] . The plasmon energies read
where l denotes the usual degrees of spherical harmonics. For the coupling constants, we get
Here, a is the radius of the sphere and a lm are the expansion coefficients of the molecular dipole given in Appendix C.
3) Surface Plasmon Dynamics:
With the quantization of the surface plasmons, we have opened the quantum optics toolbox, which would allow us to investigate strong coupling or other nonlinear effects [33] . In this paper, however, we will only use the surface plasmon eigenmodes to analyze the behavior of the radiative and nonradiative decay rates γ r and γ nr . Pursuing a similar open-system approach as in Appendix A, but for the molecule-plasmon coupling (27) , we can express the nonradiative decay rate as
Here, the exponential accounts for the free propagation of the molecule, and the terms in brackets describe the plasmon correlation function to be evaluated at zero temperature. The latter is of the form exp[i(ω λ − i(γ/2))t], where γ is the Landau damping of the plasmons. In a more general approach, we could have also introduced damping through a master equation approach with suitable Lindblad operators. We can finally solve the scattering integral of (30) to arrive at
Again, we have neglected the frequency renormalization due to plasmon coupling. Equation (31) shows that, through an eigenmode expansion, the nonradiative decay rate can be decomposed into different contributions for each plasmon mode. Each component is given by the square of the coupling constant together with a Lorentzian whose broadening is given by the Landau damping. Note that in the limit γ → 0, the Lorentzian would reduce to πδ(ω λ − ω). In addition to (31) , the radiative scattering rate can be obtained by computing, within lowest order perturbation theory, the occupation of the plasmon modes, and multiplying it with the dipole moment of the corresponding mode. Fig. 1(a) reports the scattered light intensity from a spherical gold nanoparticle, as computed within our quasi-static approach, and for the dielectric function of [39] . The solid line is the result of Mie theory, which is summarized in Appendix C, and the symbols show results of our BEM approach described in Section II-D. The broad peak at a photon energy of approximately 2.3 eV is associated to the dipole resonance of the nanoparticle. We observe from the figure that the difference between BEM and Mie results reduces with increasing number of surface elements. Fig. 1(b) shows the nonradiative decay rate for a nanosphere, with 10 nm diameter, and a molecule placed at a given distance away from the particle. We assume that the dipole is oriented in radial direction, and set the molecular transition frequency to 2.4 eV. One observes that with decreasing distance, the decay enhancement drastically increases, reaching a value of approximately 10 7 for the smallest distance of 0.2 nm. The symbols are the results of our BEM calculations. From the inset, which reports the ratio between the BEM and Mie decay rates, one observes that the BEM results give reliable results only down to molecule-nanoparticle distances comparable to the discretiza- tion length. The results for a sphere discretization with 144 vertices [see Fig. 1(c) ] significantly deviates already at a distance of 2 nm, while the results for sphere discretizations with 400 and 900 vertices [see Fig. 1(d) and (e)] show nice agreement down to values of about 1 nm. Things improve considerably for the special sphere discretization shown in Fig. 1(e) . Here, we have introduced a finer mesh around the north pole where the molecule approaches the sphere. As evident from the inset of Fig. 1(b) , the difference between the BEM and Mie calculations is at most 10%, even for such small distances as 0.2 nm.
III. RESULTS
A. Spherical Particles
B. Other Particle Shapes
In the following, we consider different particle shapes where the scattering properties cannot be obtained analytically. Fig. 2 reports optical spectra for different particle shapes, which are shown in the lower panel. In all cases, the light polarization is along the long axes of the nanoparticles. The plasmon energy of the dipole mode increases from the quasi-1-D rod [ Fig. 2(a) ] and cigar [ Fig. 2(b) ], over the quasi-2-D ellipsoid [Fig. 2(c) ] and disk [ Fig. 2(d) ], to the sphere [ Fig. 2(e) ]. The solid and dashed lines show results as obtained from the dielectric function of [39] and the Drude form (20) , respectively. With the exception of the sphere, both results are in nice agreement, and thus justify the Drude description for quasi-1-D and quasi-2-D nanoparticles.
From the comparison of the results for the rod and cigar, as well as for the ellipsoid and disk, we observe that the detailed shape of the particle has no dramatic impact on the spectra. Finally, the height of the peaks has the approximate ratio 1 : 4 : 9 for the particles of different dimension. Indeed, this is the behavior one would expect for a dipole radiator where the oscillator strength is distributed between [Fig. 2(a) and (b) ] one, [Fig. 2(c) and (d)] two, and [ Fig. 2(e) ] three dipole modes, where only one is optically excited.
The dots in the upper panel of Fig. 2 indicate the plasmon eigenenergies ω λ obtained from the generalized eigenvalue problem (23) . The lowest dipole modes are precisely at the positions of the corresponding peaks in the optical spectra. In the lower panel of Fig. 2 , we show the eigenmodes u λ for the two surface plasmons of lowest energy. For the particle shapes under consideration, only the mode of lowest energy has a finite dipole moment and can thus couple to light. A striking feature of the eigenenergies is that with decreasing energy of the dipole mode, the energy separation to the next mode increases. It is of the order of 0.4 eV for the quasi-1-D particles [ Fig. 2(a) and (b) ], about 0.2 eV for the quasi-2-D particles [Fig. 2(c) and (d) ], and decreases further by a factor of 2 for the sphere. For the sphere, we also observe a quasi-continuum of surface plasmon modes at energies around 2.5 eV, in agreement with the result (28) of Mie theory. As we will show next, these different energy separations between plasmon states have important consequences for the nonradiative decay rates. Fig. 3(a) shows the nonradiative decay rate, and Fig. 3 (b) shows the quantum yield γ r /γ nr , for the different particle shapes shown in Fig. 3(a) . In all cases, the molecular transition frequency is assumed to be in resonance with the dipole modes. Note that the volume of the particles corresponds to that of a relatively small sphere of 10 nm diameter. By increasing the size of the particles by a factor of, e.g., 2 or 4, γ nr would decrease by a factor of 8 and 64, respectively, and the quantum yield increases by the same factor. Thus, for a quasi-1-D or quasi-2-D MNP whose length is around 50 nm, the quantum yield can easily be of the order of several ten percents.
We can now use (31) to decompose the scattering rate into contributions for different plasmon modes λ. This is what is shown in Fig. 3(c) for the cigar, Fig. 3(d) the disk, and Fig. 3 (e) the sphere. Each point in the density plots corresponds to a given molecule-particle distance and plasmon energy, and we have introduced a broadening of the order of γ for each plasmon mode. The colors indicate the relative importance of the different plasmon modes. For the cigar-shaped particle, we observe in Fig. 3 (c) that up to very small distances, it is primarily the dipole surface plasmon mode that couples to the molecule. This is because of the large energy separation between the plasmon modes of lowest energy, and the resulting weak coupling to the off-resonant modes. Only for the smallest distances, the coupling constants g λ dominate over the detunings ω λ − ω. Similar behavior is observed in Fig. 3(d) for the disk-shaped particle. Things are different in Fig. 3(e) showing results for the sphere. Because of the small energy separation between the different surface plasmon modes, already at relatively small distances, say around 0.1 in units of the sphere diameter, the Fig. 3 . (a) Nonradiative decay rate in units of radiative free-space decay rate γ 0 r for different nanoparticle shapes of sphere (circles), disk (triangles), and cigar (squares). The length of the particles along the long axes are 28 nm for the cigar, 16 nm for the disk, and 10 nm for the sphere. These dimensions have been chosen such that all particles have the same volume. The orientation of the molecular dipole and the direction along which the dipole approaches the nanoparticle are indicated in the inset, and the molecular transition energy is assumed to be in resonance with the dipole modes. (b) Quantum yield γ r /γ n r for the particles shown in (a), and for different molecule-nanoparticle distances measured in units of the sphere diameter of 10 nm. (c) Decomposition of the nonradiative decay rate into eigenmodes, as described in text. molecule starts to significantly excite the higher lying plasmon modes. As a consequence, the quantum yield dramatically drops at these distances.
C. Förster Resonant Energy Transfer
We conclude this section by briefly discussing Förster energy resonance transfer (FRET) in presence of nanoparticles. Here, a donor and acceptor molecule exchange energy through dipoledipole interaction. This process become drastically enhanced if the molecules can benefit from the near-field enhancement of the MNP [40] , [41] . For given donor and acceptor dipole moments Fig. 4 . Enhancement of FRET transfer rate for two different donor positions. The transition frequency of the donor molecule is in resonance with the dipole surface plasmon. We perform an average over all dipole orientations of the donor and acceptor molecules. Note that in the quasi-static limit, the FRET enhancement does not depend on the particle size. µ don and µ acc , the enhancement of the FRET process can be computed from
where r don and r acc denote the positions of the donor and acceptor molecule, and G and G 0 are the dyadic Green functions in presence and absence of the nanoparticle. In our approach, they are computed in the quasi-static approximation and for the molecular transition frequency, in accordance to the prescription of Section II-D. Note that the denominator in (32) is precisely the free-space dipole-dipole coupling. Fig. 4 shows the FRET enhancement for a disk-shaped nanoparticle and a molecular transition frequency equal to the dipole surface plasmon energy. The positions of the donor molecules are indicated in Fig. 4(a) and (b). For simplicity, in the plot, we assume that the acceptor molecules are placed on a sheet, and we have averaged over all orientations of the donor and acceptor molecules. The FRET transfer becomes enhanced by up to four orders of magnitude, in particular for transfer processes across the nanoparticle. Here, the donor and acceptor molecules exchange their energy via the resonant surface plasmon mode. Note that in order to estimate the FRET efficiency, we additionally have to consider the enhancement of the radiative and nonradiative decay processes, as discussed in [41] .
IV. SUMMARY
In summary, we have developed a general framework, based on a suitable description of quantum electrodynamics in the presence of absorbing media and a general BEM approach, for the description of the modified molecular dynamics in presence of MNPs. Within the quasi-static limit, the decay rate has been separated into radiative and nonradiative decay channels, both of which obey a simple scaling behavior. We have discussed different nanoparticle discretizations, and have shown that reliable results can only be obtained for properly defined surface discretizations. From a comparison with Mie theory, we have estimated an error bar of less than 10% for our numerical results. We have performed an eigenmode expansion for the surface plasmons, and have shown that the higher quantum yield for quasi-1-D and quasi-2-D nanoparticles can be attributed to the large energy splitting of the corresponding eigenmodes. Finally, we have shown that significant enhancements of the Förster transfer rates can be expected for donor and acceptor molecules placed in the vicinity of the nanoparticle.
APPENDIX
A. Master Equation
In this Appendix, we provide some details for the derivation of the Fermi golden rule result (3) . As we are dealing with an open system, i.e., a molecule interacting with the continuum of photon modes, we have to adopt a density matrix description [33] . We assume that the molecule is initially in the state 1. The corresponding density operator is of the formρ 0 = |1 1|. The total density operatorŵ has to additionally account for the degrees of freedom of the electromagnetic environment. Let us make the usual assumption that at time zero, the molecule is decoupled from the electromagnetic environment. The total density operator then factorizesŵ 0 =ρ 0 ⊗ρ R , whereρ R is the density operator of the electromagnetic reservoir that we consider to be in thermal equilibrium. The time evolution ofŵ(t) follows from the Liouville von-Neumann equationẇ(t) = −i[Ĥ op (t),ŵ(t)], which we have written in the interaction representation with H op being the light-matter coupling of (2). As we are only interested in the molecular dynamics, we remove the explicit dependence on the reservoir by tracing out the degrees of freedom of the electromagnetic environment througḣ
So far we have not achieved too much since the expression on the right-hand side still involves the full density operatorŵ. To proceed, we describe the light-matter coupling in the lowest order time-dependent perturbation theory, also known as the Born-Markov approximation [33] 
Equation (34) is correct up to second order in the light-matter couplingĤ op . There is a subtle point regarding the time argument of ρ(t) on the right-hand side, for which we refer the interested reader to the literature [42] , [43] . We next insert the light-matter coupling (2) in rotating-wave approximation into (34) , to arrive at the generalized master equatioṅ
Here, we have introduced the shorthand notation · = tr R (ρ R ·), have exploited the cyclic permutation of the field operators under the trace, and have used that the expectation values Ê ± iÊ ± j vanish in thermal equilibrium. The four terms explicitly given on the right-hand side of (35) correspond to photon emissions, and those resulting from the exchange of (±) with (∓) to photon absorptions. As in this paper, we will be dealing with electromagnetic fields in the visible regime and room temperature, we can safely ignore the thermal occupation of the radiation modes, and thus neglect absorption processes of thermal photons throughout.
Let us assume that the dipole operators oscillate with the molecular transition frequency ω 0 according tod ± (t) = e ∓iω 0 td± . In addition, we introduce the Fourier transform of the field operatorsÊ
We will use the same symbolÊ for the field operators in time and frequency space as long as there is no danger of confusion. For sufficiently large times t, where ω 0 t 1 is fulfilled, we can replace the lower limit 0 in the time integration (35) by −∞. This replacement is called the adiabatic approximation [33] , [43] and is usually considered to be valid under broad conditions. The time integrations then reduce to integrals over exponentials, which can be solved, with the relative time τ = t − t , according to
The infinitesimally small and positive quantity 0 + has been introduced to provide a damping of the exponential at early times. Its appearance has nothing to do with a real damping process. Rather it allows to perform the adiabatic limit in the integration prior to the thermodynamic limit in the expectation value · [44] . Finally, in the last expression on the right-hand side of (37), we have only considered Dirac's delta function, which accounts for the energy conservation in the scattering processes, and have neglected the Cauchy principal value. The latter contribution is responsible for an energy shift of the molecular transition, usually known as the Lamb shift [33] , which could be incorporated into a renormalized ω 0 . In thermal equilibrium, the expectation value of the field operators
is diagonal in frequency space. Putting together all the results and changing back from the interaction to the Schrödinger representation, then brings us to the master equatioṅ
The first term on the right-hand side accounts for the free propagation of the molecule, and the second term for scattering processes due to the coupling to the electromagnetic fields. The terms in parentheses are reminiscent of the Lindblad master equation. Finally, using the explicit form (1) for the dipole operators and taking the matrix elements ρ 11 = 1|ρ|1 of the operator equation (38) , we find that the upper-state population of the molecule decays according toρ 11 = −γρ 11 , with the decay rate γ given in (3).
B. Current Correlation Function
In this Appendix, we provide some details of how to relate the current correlation function ĵ + k (r, ω)ĵ − l (r , ω) to the imaginary part of the dielectric function of the metal. We will only consider local and isotropic media, such that the expression given earlier reduces to δ kl δ(r − r ) ĵ + (ω)ĵ − (ω) . The calculation of such correlation functions is a common problem in solid-state physics [45] , [46] .
We start with a general result of the linear response theory
which relates the imaginary part of the dielectric function to the retarded current correlation function [34] . A common link between the ordered and retarded correlation function is provided by the spectral function ρ(t) = [ĵ(t),ĵ † (0)] . To compute ρ(t), we would need a microscopic model for the electron dynamics in the metal, which is certainly beyond the scope of our paper. However, in order to obtain, in thermal equilibrium, the relation between the different correlation functions, it suffices to assume that the states |m and energies E m of the full many-body hamiltonianĤ could be determined in principle.
In fact, we never have to compute these states explicitly. Inserting in · = Z −1 tr(e −βĤ ·) a complete set of states, where β = 1/(k B T ) is the inverse temperature and Z the partition function, we then obtain for the Fourier transform of the spectral function [45] , [46] 
From (40), one then obtains ĵ + (ω)ĵ − (ω) = ρ(ω)/(1 − e −β ω ). Similarly, upon insertion of the many-body states into the retarded correlation function, we get ρ(ω) = ω 2 (ω)/(2π).
Putting together all results we arrive at our final expression ĵ + (ω)ĵ − (ω) = [n th (ω) + 1] ω 2 (ω) 2π (41) withn th (ω) = 1/(e β ω − 1) the Bose-Einstein distribution function. For the problem of our present concern, we can safely neglect the thermal occupationn th of photons.
C. Mie Theory in the Quasi-Static Limit
We consider the situation where a single molecule with dipole moment µ is located at some distance away from a spherical nanoparticle with radius a. We expand the potential inside and outside the particle in terms of spherical harmonics Y lm [35] Φ in = Here, b lm and c lm are expansion coefficients, to be determined later, r is the distance from the center of the sphere, and Φ dip is the potential of the molecular dipole. Φ dip can be expanded similar to the first expression for Φ out , but with different expansion coefficients a lm given as [47] a lm = − 1 r l+2 {(l + 1)(n · µ)Y * lm (θ, φ)
Here,n is the unit vector from the center of the sphere to the dipole located at the position characterized by r, θ, and φ, and X lm (θ, φ) are the vector spherical harmonics [35] . We can now use the boundary conditions of Maxwell's theory to relate the different coefficients viz., c lm = (1 − r )la 2l+1 (1 + r )l + 1 a lm (44) with r = m / b being the ratio between the dielectric functions of the MNP and the background material within which the particle is embedded. The electric field, needed for the calculation of the nonradiative decay rate (11), becomes E out = ∞ l=0 l m =−l 4π 2l + 1 c lm r l+1 (l + 1)nY lm (θ, φ)
For the dipole moment of the MNP, induced by the molecule, we get [35] µ MNP = 4π 3 (c 10êz + c 11ê+ − c * 11ê− ) .
Here,ê z is the unit vector along z, andê ± = (ê x ± iê y )/ √ 2.
D. Hydrodynamic Model
In this Appendix, we show how to obtain (22) starting from expression (21) for the energy of a classical plasma. Let us consider first the potential energy term. Our starting point is provided by Green's second theorem
where the partial derivatives denote the surface derivativesn · ∇ with respect to s . Similar to the discussion in Section II-D, we can perform in (47) the limit r → s to obtain a relation between Φ and its surface derivative. Within our BEM approach, we obtain (2πi ±F )Φ = ±GΦ for the limit taken inside or outside the MNP.F denotes the surface derivative of G with respect to the second argument. To obtain a relation between Φ and the surface charge σ, we make use of the boundary condition n · (D b − D m ) = 4πσ. Together with (47), we then obtain
As for the kinetic energy of the classical plasma, we use the continuity equation
to relate the density displacement n and the velocity potential Ψ. Integration of the continuity equation (49) over a small cylinder Ω (height h → 0 and base δS) containing a small surface element then gives for the right-hand side of (49) Ω n 0 ∇ 2 Ψd 3 r = ∂ Ω n 0n · ∇Ψds ∼ = n 0 ∂Ψ ∂n δS.
Here, ∂Ψ/∂n =n · ∇Ψ denotes the surface derivative of the velocity potential. Together with the left-hand side of (49), we find the link between Ψ and σ n 0 ∂Ψ ∂n =σ.
Using Green's second identity, we can again relate within our BEM approach the surface derivative of Ψ to the velocity potential viz., Ψ = (2πi +F ) −1 GΨ . We can thus express the kinetic energy
through the time derivative of the surface charge distribution. Finally, putting together the contributions for the kinetic and potential energies, we arrive at expression (22) for the energy of a classical plasma in terms of the surface charge σ.
