Abstract Earth system models have been used for climate predictions in recent years due to their capabilities to include biogeochemical cycles, human impacts, as well as coupled and interactive representations of Earth system components (e.g., atmosphere, ocean, land, and sea ice). In this work, the Community Earth System Model (CESM) with advanced chemistry and aerosol treatments, referred to as CESM-NCSU, is applied for decadal (2001)(2002)(2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010) , and PM 10 are also reasonably well predicted over Europe with NMBs of 220.8 to 25.2%, so are predictions of SO 2 concentrations over the East Asia with an NMB of 218.2%, and the tropospheric ozone residual (TOR) over the globe with an NMB of 23.5%. Most meteorological and radiative variables predicted by CESM-NCSU agree well overall with those predicted by CESM-CMIP5. The performance of LWP and AOD predicted by CESM-NCSU is better than that of CESM-CMIP5 in terms of model bias and correlation coefficients. Large biases for some chemical predictions can be attributed to uncertainties in the emissions of precursor gases (e.g., SO 2 , NH 3 , and NO x ) and primary aerosols (black carbon and primary organic matter) as well as uncertainties in formulations of some model components (e.g., online dust and sea-salt emissions, secondary organic aerosol formation, and cloud microphysics). Comparisons of CESM simulation with baseline emissions and 20% of anthropogenic emissions from the baseline emissions indicate that anthropogenic gas and aerosol species can decrease downwelling shortwave radiation (FSDS) by 4.7 W m 22 (or by 2.9%) and increase SWCF by 3.2 W m 22 (or by 3.1%) in the global mean.
1. Introduction
Background and Motivation
A number of Earth system models have been developed in recent years to understand climate change and variability by including biogeochemical cycles, human impacts, as well as coupled and interactive representations of Earth system components (e.g., atmosphere, ocean, land, and sea ice). Table 1 summarizes current Earth system models that are used in the community. The Hadley Centre Global Environmental Model version 2 including Earth system components (HadGEM2-ES) [Collins et al., 2011] developed by U.K. Met Office Hadley Centre is designed for simulating and understanding the centennial-scale evolution of climate including physical, chemical, and biological processes among Earth system components. Bellouin et al. [2011] evaluated HadGEM2-ES 1860-2100 simulations in terms of aerosols and discussed the importance of aerosols in the climate system. The Earth System Model version 2 (ESM2) [Dunne et al., 2012 [Dunne et al., , 2013 developed by the Geophysical Fluid Dynamics Laboratory (GDFL) was designed to study carbon-climate interactions and feedbacks within climate systems under the diverse anthropogenic perturbations (e.g., fossil fuel emissions, agriculture and forestry, and aerosol chemistry) within a single self-consistent system. Dunne et al. [2012] evaluated the GDFL-ESM2 100 year simulations and discussed the impacts of ocean dynamics on climate variability. The new Max-Planck-Institute Earth System Model (MPI-ESM) [Giorgetta et al., 2013] developed by the Max Planck Institute for Meteorology is designed through diverse model configurations for a series of climate change experiments to estimate climate sensitivity and transient climate change. MPI-ESM simulations through diverse model configurations and experiments associated with different climate forcings have contributed to the Coupled Model Intercomparison Project phase 5 (CMIP5) [Giorgetta et al., 2013] . The Integrated Global System Model (IGSM) [Dutkiewicz et al., 2005; Sokolov et al., 2005] developed by the Massachusetts Institute of Technology (MIT) consists of an economic model, a coupled atmosphereocean-land surface model with interactive chemistry, and natural ecosystem models. It is designed to analyze the global environmental changes that may result from anthropogenic causes, quantify the uncertainties associated with the projected changes, and assess the costs and environmental effectiveness of proposed policies to mitigate climate risk. Since IGSM consists of a two-dimensional atmospheric component, Monier et al. [2013] coupled IGSM with the Community Atmosphere Model (CAM) developed by the National Center for Atmospheric Research (NCAR) to address regional climate change.
As one of the recent Earth system models, the Community Earth System Model (CESM) [Hurrell et al., 2013] developed by NCAR consists of component models with many capabilities that can be coupled in different configurations for different purposes. These capabilities include interactive carbon-nitrogen cycling, human impacts on vegetation and land use change, a marine ecosystem-biogeochemical module, and new chemical and physical processes to study both the direct and indirect effects of aerosols on climate. CESM can simulate the entire Earth system by coupling the physical climate system with chemistry, biogeochemistry, biology, and human systems. It can also quantify the certainties and uncertainties in Earth system feedbacks on time scales up to centuries and longer. It has been applied to simulate climate change as part of the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5). However, due to the complexities in physical and chemical processes of aerosols, significant uncertainties remain in the treatments of such processes in the models. For example, many Earth system models do not include chemistry [Collins et al., 2011] .
b GFDL-ESM2: the Geophysical Fluid Dynamics Laboratory (GDFL) Earth System Model version 2 [Dunne et al., 2012 [Dunne et al., , 2013 . c MPI-ESM: the new Max Planck Institute Earth System Model [Giorgetta et al., 2013] . [Monier et al., 2013] . e NCAR-CESM: the National Center for Atmospheric Research Community Earth System Model [Hurrell et al., 2013] . f NCSU-CESM: the North Carolina State University Community Earth System Model used in this work. g HadGEM2-A: HadGEM2 atmosphere model [Martin et al., 2011] ; AM2: the Atmospheric Model version 2 [GFDL Global Atmospheric Model Development Team, 2004] ; ECHAM6: the sixth generation of atmospheric general circulation developed by the Max Planck Institute for Meteorology [Stevens et al., 2013] ; CAM3: Community Atmosphere Model version 3 [Collins et al., 2004] ; CAM5: Community Atmosphere Mode version 5 [Neale et al., 2012]. or use prescribed or highly simplified gas/aerosol treatments in the model simulations. However, gas-phase chemistry and subsequent gas-to-particle conversion processes (e.g., new particle formation, condensation, and thermodynamic partitioning) have large impacts on climate as they influence the amounts and distributions of gaseous precursors and secondary aerosols. Aerosols can influence the Earth's radiative balance by directly scattering and absorbing radiation and indirectly affecting cloud properties through acting as cloud condensation nuclei (CCN) and ice nuclei (IN) . Therefore, it is important to accurately simulate aerosol size distribution, chemical composition, and physical and chemical properties, which determine the magnitude of the aerosol radiative forcing [Koloutsou-Vakakis et al., 1998 ]. Uncertainties associated with aerosol-cloud interactions as well as their feedbacks are also among the emerging issues that are to be addressed by the scientific community. To reduce the uncertainties associated with some of those model treatments and the resultant predictions of aerosol impacts on climate, advanced treatments for chemistry and inorganic aerosol , secondary organic aerosol (SOA) [Glotfelty et al., 2013] , as well as aerosol activation [Gantt et al., 2014] have recently been implemented into the Community Atmosphere Model version 5.1 (CAM5.1), the atmospheric component of CESM version 1.0.5 (CESM1.0.5), by North Carolina State University (NCSU) (referred to as CESM_NCSU in Table 1 ).
A comprehensive model evaluation must be performed to assess the model's capability to reproduce the current atmosphere before it can be applied to project future climate change. Most Earth system model evaluations have been performed for a single species or component model. For example, Keppel-Aleks et al.
[2013] evaluated CO 2 variability predicted by CESM. Lamarque et al. [2012] evaluated the chemistry model in CESM. Liu et al. [2012] and Ghan et al. [2012] evaluated the aerosol model and aerosol radiative forcing in CAM5. Lipscomb et al. [2013] evaluated the Glimmer Community ICE Sheet model in CESM. He and Zhang [2014] implemented advanced gas-phase mechanism and inorganic aerosol treatments into CESM/CAM5 and evaluated the chemistry/aerosol performance from the model simulations with a fully coupled mode and with prescribed SST. Gantt et al. [2014] implemented an advanced aerosol activation scheme and evaluated the model performance in simulating aerosol and cloud properties and their impacts on climate using CESM/CAM5 with the advanced aerosol activation scheme. Simulations with each of the updates in the model's representations of chemistry, aerosol, and aerosol-cloud interactions used in this work have been evaluated in He and Zhang [2014] and Gantt et al. [2014] to illustrate the individual impact of each updated treatment on the overall model predictions. In this work, a comprehensive evaluation of multiple variables and species from CESM/CAM5.1 is conducted through applying the CESM/CAM5.1 with advanced chemistry/aerosol treatments and their interactions with clouds for retrospective decadal simulations during 2001-2010.
The objectives of this work are to comprehensively evaluate the capability of the fully coupled CESM with advanced chemistry/aerosol treatment in reproducing observations (or reanalyses) of climate and air quality variables in 2001-2010, characterize their seasonal and interannual variability, and study interactions among atmospheric chemistry, aerosols, and clouds, as well as their impacts on climate via atmospheric radiation and aerosol direct/indirect effects. Such comprehensive evaluations can provide information to assess the appropriateness of the model for future climate simulations and identify uncertainties/limitations for future model improvement. Through this work, several scientific questions will be addressed. For example, can the improved CESM-CAM5 reproduce the meteorological and chemical observations and their time evolution during a decade-long period? How is its skill for decadal climate modeling compared to the skill of CESM-CMIP5? What are additional uncertainties/limitations in the model treatment for accurate model predictions? (4) What are the contributions of anthropogenic emissions to global radiation and climate for a present-day atmosphere? Merikanto et al. [2007] , a newly added ion-mediated aerosol nucleation [Yu, 2010] above the planetary boundary layer (PBL), and a combination of the three and an additional parameterization of Wang and Penner [2009] and Gantt et al. [2014] .
In this work, several additional developments and updates have been performed in the NCSU version of CESM/CAM5.1. First, the heterogeneous chemistry has been implemented into CB05 based on Karamchandani et al. [2012] ; it includes 14 heterogeneous reactions on aerosol particles/cloud droplets and 10 heterogeneous reactions in polar stratospheric clouds (PSCs). Additionally, six kinetic reactions pertaining to the oxidation of anthropogenic and biogenic volatile organic compounds (VOCs) by OH are included in this work; the products of those reactions are linked with the organic gas/aerosol partitioning for SOA formation. Second, a volatility-basis-set (VBS) approach has been implemented into CAM5.1 [Glotfelty et al., 2013] to provide an advanced treatment for SOA, which can potentially improve model performance with respect to organic aerosols (OA). VBS provides an empirical representation of the aging and volatility of the OA and its precursors [Donahue et al., 2006; Lane et al., 2008; Andreae, 2009; Jimenez et al., 2009; Ahmadov et al., 2012] . Using VBS, VOCs are oxidized primarily by OH to form semivolatile organic compounds (SVOCs). The SVOCs partition in both the gas and the condensed phases. The SOA formed from these SVOCs is represented with different volatility bins defined by different effective saturation concentrations. Over time, the SVOCs will be oxidized further and move from the higher volatility bins to the lower volatility bins, where they are more likely to condense to the particulate phase. This approach has been extended to a twodimensional model that accounts for changes in the oxidation state (indicated by the O:C ratio) [Donahue et al., 2011 [Donahue et al., , 2012 . The increases in the O:C ratio increase the likelihood that the SVOC will condense and increase the hygroscopicity of the OA formed [Jimenez et al., 2009] . These improvements include the VBS representation of biogenic SOA and anthropogenic SOA formation and the linking of the volatility of SOA to the hygroscopicity of the aerosol. Compared to the work of He and Zhang [2014] , the version of CESM/ CAM5.1-MAM7 used in this work includes the above updates and the aforementioned FN05 series parameterization for aerosol activation as implemented by Gantt et al. [2014] . [Guenther et al., 2006] , mineral dust [Zender et al., 2003] , and sea salt [Martensson et al., 2003] .
The simulation includes a total of 139 prognostic species in tracer advection. The simulation calculates photolysis rates based on Lamarque et al. [2012] and uses the aqueous-phase chemistry described by He and Zhang [2014] . Major physical options include the cloud microphysics parameterization of Morrison and Gettelman [2008] , the moisture PBL scheme of Bretherton and Park [2009] , the shallow and deep convection schemes of Park and Bretherton [2009] and Zhang and McFarlane [1995] , respectively, and the Rapid Radiative Transfer Model for GCMs (RRTMG) of Mlawer et al. [1997] and Iacono et al. [2003 Iacono et al. [ , 2008 for long and shortwave radiation. The land surface processes are simulated by the Community Land Model (CLM) of Lawrence et al. [2011] in CESM that is coupled with CAM5.1. A sensitivity simulation of 2001-2010 using CESM-CAM5 with the same configurations as baseline but with 80% reductions in the anthropogenic emissions is also conducted. The results from this sensitivity simulation are compared with the baseline simulation to quantify the impacts of chemical species including both gases and aerosol species on climate through various feedbacks mechanisms.
Available Measurements
A number of observational data sets from surface networks and satellites are used for model evaluation. They are summarized along with the variables to be evaluated in Table 3 . Global surface networks include the National Climatic Data Center (NCDC), the Global Precipitation Climatology Project (GPCP), and the National Oceanic and Atmospheric Administration Climate Diagnostics Center (NOAA/CDC). The National Centers for Environmental Prediction (NCEP) reanalysis data are from a joint project between the NCEP and NCAR. The satellite data sets include the Moderate Resolution Imaging Spectroradiometer (MODIS), the Clouds and Earth's Radiant Energy System (CERES), the Total Ozone Mapping Spectrometer/the Solar Backscatter UltraViolet (TOMS/SBUV), the Aura Ozone Monitoring Instrument in combination with Aura Microwave Limb Sounder (OMI/MLS), the Measurements Of Pollution In The Troposphere (MOPITT), the Global Ozone Monitoring Experiment (GOME), and the SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY). Other satellite-based data include the MODIS-derived cloud droplet number concentration (CDNC) and cloud liquid water path (LWP) from the University of Wisconsin-Madison (UW-M), which are derived based on Bennartz [2007] .
Regional observational networks include the Clean Air Status and Trends Network (CASTNET), the Interagency Monitoring of Protected Visual Environments (IMPROVE), and the Speciation Trends Network (STN) over CONUS; the European Monitoring and Evaluation Program (EMEP), the Base de Donn ees sur la Qualit e de l'Air (BDQA), and the European air quality database (AirBase) over Europe; the Ministry of Environmental Protection of China (MEPC), the National Institute for Environmental Studies of Japan (NIESJ), Taiwan Air Quality Monitoring Network (TAQMN), and the Korean Ministry Of Environment (KMOE) over East Asia. Traffic and industrial sites from AirBase and BDQA are excluded for the chemical evaluation because the horizontal grid resolution used in this work is too coarse to reproduce observations at those sites.
Evaluation Protocols
The protocols for performance evaluation include spatial distributions and statistics, following the approach of Zhang et al. [2012] . The analysis of the performance statistics focuses on mean bias (MB), normalized mean bias (NMB), normalized mean error (NME), root mean square error (RMSE), and correlation coefficient (Corr.). The meteorological and radiative variables are evaluated annually or seasonally, including temperature at 2 m (T2), specific humidity at 2 m (Q2), and wind speed at 10 m (WS10) from NCDC; vertical temperature profile, vertical relative humidity (RH) profile, and vertical specific humidity (Q) profile from NCEP/NCAR reanalysis data; total daily precipitation rate (Precip) from GPCP; outgoing longwave radiation ( Table 3 ). Chemical concentrations evaluated include seasonal and annual averaged concentrations of CO, ozone (O 3 ), SO 2 , NH 3 , nitrogen dioxide (NO 2 ), HNO 3 , particulate matter (PM) with aerodynamic diameter less than 10 mm (PM 10 ) and 2.5 mm (PM 2.5 ), and its major components (i.e., SO 
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4.1. Evaluation of Improved CESM/CAM5.1 4.1.1. Meteorology and Radiation Evaluation Table 4 shows the statistical performance for major meteorological and radiative variables, and Figure 1 shows the absolute differences between model simulation and observations/reanalysis data averaged for diction of T2 is mainly due to the underprediction of the heat flux at the surface. As shown in Figure 1 , there are large discrepancies for T2 between model simulation and the NCEP/NCAR reanalysis data, especially over higher latitudes. There is a large cold bias (>5 C) between 60 N and 90 N, whereas there is a warm bias between 50 S and 70 S. The T2 biases are less than 2 C over most continental areas and oceanic areas in the low and middle latitudes. The large underprediction of T2 over higher latitudes is due to the inaccurate predictions of the net flux (FSNS 1 FLNS) at the surface. Since FSNS represents the heating effect and FLNS represents the cooling effect, the combination of underpredicted FSNS (by 4.8%) and overpredicted FLNS (by 5.7%) contributes to the further underprediction of T2. Compared with NCEP/NCAR reanalysis data, Q2 is underpredicted by 0.5-4.9 g kg 21 (1-15%) over most regions except for the Sahara desert, western Asia, Australia, and the western U.S., whereas WS10 is overpredicted by 0.5-7.3 m s 21 (20-200%) over most regions especially over oceanic areas in the middle and higher latitudes. Figures 2a and 2b compare meteorological variables with NCEP over North America, South America, Africa, Asia, Europe, and Australia for December-January-February (DJF) and June-July-August (JJA), respectively. Temperature profiles from CESM agree reasonably well with NCEP for both JJA and DJF, despite some discrepancies near the surface for some regions. For example, the temperature near the surface (925 mb) from CESM is about 4 C lower than NCEP over Asia (JJA and DJF), Africa (DJF), and North America (DJF). For other regions, the temperature differences are less than 4 C. Specific humidity profiles from CESM agree very well with NCEP for both JJA and DJF over six regions although there are discrepancies (<1.2 g kg 21 ) near the surface over Asia, Europe, and North America in JJA. The underprediction of Q2 is likely due to the overprediction of Precip. There are large discrepancies for relative humidity (RH) profiles between CESM and NCEP although their distribution patterns are similar. RH from CESM is overall higher than that from NCEP. The overprediction of RH is likely due to the underprediction of temperature and overprediction of moisture fluxes from overprediction of Precip. The different performance of WS10 against NCDC and NCEP is mainly due to different data pairs used in the model evaluation as well as the different degrees of uncertainties in the observations and reanalysis data. Due to the limited observations, observational sites in NCDC do not cover the entire global domain whereas NCEP data cover each grid cell. It is possible that some grid cells with large biases in NCEP are not taken into account in NCDC due to the unavailability of observations. On the other hand, reanalysis data are processed in global forecast models based on multiple sources of observations. Uncertainties in observations and model treatments can propagate to the reanalysis data. Smith et al. [2001] showed that there was a significant underestimation in near-surface wind speed by NCEP reanalysis data, which can partly explain the overpredictions of WS10. formation is sensitive to both particle number concentration and updraft velocity [Reutter et al., 2009] . The overprediction of CDNC is due partly to high activation fractions (e.g., inclusion of adsorption activation from insoluble CCN and effective uptake coefficient of 0.06 used in this work) [Gantt et al., 2014] as well as the uncertainties in the model treatments for cloud microphysics (e.g., resolved clouds and subgrid-scale cumulus clouds) and satellite retrievals (e.g., error propagation of the input variables to derive CDNC) [Bennartz, 2007] . For example, a constant condensation coefficient of water vapor with a value of 0.06 is used to determine size-dependent water vapor diffusivity in FN05. However, this value is uncertain and may vary by a factor of five for pure water (i.e., 0.1-0.3) [Ghan et al., 2011; FN05] . It varies from 0.04 to 0.06 for aged atmospheric droplet and can be further reduced by the presence of organic films [Chuang, 2003; Ghan et al., 2011; FN05] . In K09, empirical constants of A FHH (e.g., 2.25 used in this work) and B FHH (e.g., 1.20 used in this work) are used to determine the water vapor saturation ratio of an insoluble particle in equilibrium with surrounding water vapor. However, A FHH and B FHH have been found to vary from 0.1 to 3.0 and from 0.5 to 3.0, respectively, from experimental studies [Sorjamaa and Laaksonen, 2007; K09] . Therefore, these constant parameters used in this work may contribute to the uncertainties in predicting CDNC. On the other hand, MODIS is known to provide very high values for the retrieved effective radius, especially over those remote oceanic areas that are dominated by broken cumulus clouds. This possibly is a retrieval artifact caused by cloud inhomogeneites [Zhang and Platnick, 2011] or drizzle/rain contamination [Nakajima et al., 2010] . Such a high bias in effective radius would result in an underestimation of MODIS-derived CDNC, which is based on the retrieved MODIS effective radii [Bennartz, 2007] . The statistical evaluation of CDNC over land and oceanic areas indicates that most overpredictions occur over ocean, due mainly to the underestimated MODIS-CDNC. The underpredictions of AOD over oceanic areas can be attributed to the uncertainties in the sea-salt emissions as well as inaccurate predictions of other PM components (e.g., marine organic aerosols) over the ocean and overestimation of oceanic AOD in the MODIS collection 5.1 [Levy et al., 2013] . COT is largely overpredicted by 5-77 (or by 20-529%) over Southeast Asia, South Africa, South America, and northern Australia, and slightly overpredicted over western Europe and eastern U.S., whereas it is largely underpredicted by 10-48 (or by 50-100%) over continents of 50 N-90 N and regions within 60 S-90 S. Overpredictions in CDNC and COT can increase cloud albedo and, therefore, increase SWCF, leading to its overpredictions by 10-99.6 W m 22 (or by 20-250%) mainly over the low and middle latitudes. The underpredictions in COT and LWP may be caused by limitations and uncertainties associated with the microphysics treatments for resolved and cumulus clouds. The large underpredictions of LWP and COT over polar regions can be also attributed to the uncertainties in plane-parallel visible-near-infrared retrievals with low solar zenith angle [Seethala and Horv ath, 2010] as well as the influence of radiatively active snow on overlying cloud fraction [Kay et al., 2012] . Underpredictions in COT can decrease SWCF as well, leading to underpredictions of SWCF over higher latitudes. The opposite performance of CDNC (overprediction) and COT (underprediction) is likely due to the fact that COT (i.e., mixed-phase clouds) is affected by both aerosol activation and ice nucleation [Lance et al., 2011; Xie et al., 2013] . CDNC is evaluated between 850 and 950 mb, whereas COT is evaluated over entire model layers. Uncertainties in ice clouds predictions can result in uncertainties in COT predictions. The moderate and poor correlation coefficients of cloud variables (e.g., CCN5, COT, CDNC, and LWP) suggest the uncertainties both in the model treatments for microphysics and in the satellite retrievals. is mainly due to a bias in satellite products (i.e., MODIS Collection 5.1), which does not account for the wind speed-dependent whitecap and foam fraction on the ocean surface [Levy et al. 2013] . Unlike AOD, CDNC is overpredicted over most regions. The model can also capture the hot spots for observed CDNC over Europe, East Asia, and East U.S. (e.g., in DJF, MAM, and SON). The hot spots for CDNC are mainly due to the high PM concentrations over those regions. The overpredictions of CDNC are likely due to uncertainties in the treatment of insoluble CCN activations (e.g., BC and dust) and effective uptake coefficient used for aerosol activation as well as the uncertainties in the model treatments for cloud microphysics (e.g., resolved clouds and subgrid-scale cumulus clouds) and satellite retrievals as discussed previously. Similar to CDNC, SWCF is also overpredicted in all seasons especially over oceanic areas in low and middle latitudes as well as land areas such as East Asia, eastern U.S., Europe, South America, South Africa, and Australia. Due to the overpredictions of CDNC over these regions, cloud albedo increases and more solar radiation is reflected, resulting in overpredictions of SWCF. However, SWCF over polar regions is underpredicted, especially in JJA. The underpredictions of SWCF over the polar regions are likely due to the underpredictions of COT over those regions (see Figure 1 ). Table 4 shows the statistical performance for major chemical species, and Figure 6 compares simulated and observed surface concentrations of chemical species over various sites from different surface networks including CASTNET, IMPROVE, EMEP, MEPC, TAQMN, and NIESJ. CO mixing ratios and NO 2 concentrations over East Asia are largely underpredicted with NMBs of 256.1 and 282.7%, respectively; these results are likely due to uncertainties in the CO and NO x emissions over this region. SO 2 concentrations are moderately underpredicted with absolute NMBs less than 20% over Europe (but the NMBs can be as high as 244.7% over the EMEP sites as shown in Figure 6 ) and East Asia (with an NMB of 18% over the NIESJ sites), but largely overpredicted with an NMB of 219.1% over CONUS (with an NMB of 244.7% over the CASTNET sites), which is likely due to uncertainties in the SO 2 emissions and wet deposition, and measurements. He and Zhang [2014] investigated the sensitivity of the chemical predictions to emissions; the results showed that with a 30% reduction in SO 2 emissions, the NMB of SO 2 predictions is reduced by about half, from 291.8 to 152.2%. Precip is also underpredicted over the middle/eastern U.S., resulting in less SO 2 wet deposition. 
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HE ET AL. current VBS representation for SOA formation included in this work only includes biogenic VOCs and anthropogenic VOCs partitioning in both the gas and the condensed phases without consideration of SVOC and aging and volatility of POA. Including SVOC emissions and their subsequent oxidation has been shown to have a considerable impact on OC predictions over Europe [Couvidat et al., 2012 [Couvidat et al., , 2013a . Furthermore, the aqueous-phase oxidation of VOCs in clouds is not taken into account; although it is not a major SOA formation pathway, it can contribute several % in some areas and seasons over Europe [Couvidat et al., 2013b] .
The global tropospheric SO 2 column is underpredicted with NMB of 228.4%, which is likely due to uncertainties in SO 2 emissions. Tropospheric CO and NO 2 columns are largely overpredicted whereas surface concentrations of CO and NO 2 are underpredicted, suggesting the uncertainties in CO and NO 2 emissions in terms of spatial allocations as well as convective transport treatments. The global TOR is slightly underpredicted with an NMB of 23.5%. The global tropospheric HCHO column is largely underpredicted with an NMB of 244.6%, which is likely due partly to no biogenic HCHO emissions as well as uncertainties in biogenic isoprene emissions and its secondary HCHO formation. , OC, and BC have strong correlations with the emission trends of SO 2 , NH 3 , NO x , OC, and BC, respectively, due to the impacts of emissions on aerosol predictions. Meanwhile, other processes can affect chemical species predictions, such as kinetic reactions, condensation, and dry/wet deposition. For example, the reaction rate for oxidation of CO by OH is likely to decrease due to underpredictions of temperature, resulting in smaller loss of CO and OH and higher CO column concentrations. In addition, the uncertainties in the model treatments for dry and wet deposition can result in uncertainties in the removal of chemical species through those processes. For example, precipitation is underpredicted over 30 N-60 N, which can result in overpredictions of chemical concentrations in this region, whereas it is overpredicted over 30 S-30 N, which can result in underpredictions of chemical concentrations. The accommodation coefficients are usually measured under laboratory conditions; therefore, uncertainties may exist when they are extrapolated to ambient atmospheric conditions to simulate the formation of secondary aerosols through condensation of gaseous precursors under different atmospheric conditions and at the global scale. Table 5 shows the simulated 10 year average global burdens of major gaseous and aerosol species for three emission periods. The global burdens of some gaseous species (e.g., tropospheric O 3 , HCHO, NO x , and NO y , and total column of DMS, SO 2 , and NH 3 ) are within 25% of differences comparing with previous studies, whereas there are large differences for other gaseous species such as CO, H 2 SO 4 , and HNO 3 . Compared with the results of He and Zhang [2014] , the 10 year mean global CO burden is about 105.5% higher but that of H 2 SO 4 burden is about 69.5% lower in this work. The higher CO burden is likely due to the different kinetic reaction rate calculation for CO 1 OH used in this work, which is based on superfast chemistry in default CAM5. However, it turned out there was a typographical error in the rate constant for CO 1 OH in default CAM5 [see Lamarque et al., 2013, supporting information] , which could result in underprediction of CO loss from CO 1 OH and overprediction of CO burden. Precipitation, especially over 30 N-60 N (e.g., Europe and the middle/eastern U.S.), is underpredicted by 10-50%, resulting in low wet deposition. The reaction rate of oxidation CO by OH is affected by temperature and pressure. Temperature is underpredicted, decreasing the reaction rate of oxidation, which is likely to increase the CO burden. The lower H 2 SO 4 burden is due to greater condensation of H 2 SO 4 resulting from a larger mass accommodation coefficient of 0.1 compared to the value of 0.02 that was used by He and Zhang [2014] . However, compared with other studies, the H 2 SO 4 burden is still relatively higher (e.g., a mass accommodation coefficient of 0.65 is used in Liu et al. [2012] ), indicating the uncertainties in the H 2 SO 4 condensation associated with its mass accommodation coefficient. The HNO 3 burden in this work is comparable with that from He and Zhang [2014] , but it is about 76% lower than Williams et al. [2009] . The lower HNO 3 burden is likely due in part to the uncertainties in the NO x emissions and overprediction of Precip in the low and middle latitudes.
Global Burden Analysis
As shown in Figure 7 , chemical burdens are strongly correlated with emissions. In Table 4 , the SO Liu et al. [2012] , global burdens of BC, primary organic matter (POM), and SOA are lower by 28.5, 48.5, and 89.6%, respectively. The lower BC, OC, POM, and SOA burdens are likely due to uncertainties in the BC and OC emissions used in the model as well as differences in the model treatments for SOA formation and POM aging. For example, Liu et al. [2012] used the default CAM5 SOA formation treatments, whereas the VBS representation of SOA formation is included in this work. Condensation onto the primary carbon mode produces aging of the particles in this mode. A lower accommodation coefficient is used in this work compared to Liu et al. [2012] , resulting in less condensation. Therefore, the fraction of aged particles has decreased, which affects BC and POM concentrations.
Impacts of the Anthropogenic Emissions
To quantify the overall impacts of anthropogenic emissions on air quality and climate through atmospheric radiation and aerosol direct/indirect effects, anthropogenic emissions of both gaseous and PM species are reduced by 80% to represent the clean/background chemical conditions. Figures 8a-8c compare the CESM simulations with baseline emissions and with 20% of anthropogenic emissions from the baseline emissions. Primary aerosols such as BC and OC can be directly affected by the emissions. Secondary aerosols can be affected through chemical reactions and gas-particle partitioning. As shown in Figure  8a , with 80% higher anthropogenic emissions, the 10 year average domainwide-mean surface concentrations of SO compared to that of PM 2.5 is mainly due to the changes in online dust and sea-salt emissions through feedbacks from meteorology (e.g., WS10). Aerosol can be activated as CCN and therefore affect cloud properties. With 80% higher anthropogenic emissions, as shown in Figure 8b , domainwide-column CCN5, CDNC, and COT increase by 2. Figure 9 shows the Taylor diagram [Taylor, 2001] comparing the model performance of CESM-NCSU with that of the CESM1-CAM5 output from CMIP5. The similarity between the two patterns is quantified in terms of their correlations (i.e., angle), their standard deviations (i.e., y axis), and the ratio of their variances (i.e., x axis). Compared with CESM-CMIP5, the bias of meteorological variables such as T2 and Q2 predicted by CESM-NCSU are larger whereas the bias of WS10 is similar and the bias of Precip is smaller. The larger biases of T2 and Q2 in CESM-NCSU are mainly due to the perturbations to the climate system resulting from higher aerosol concentrations as well as higher cloud predictions in CESM-NCSU. The bias of radiative variables from CESM-NCSU and CESM-CMIP5 are within the same range except for OLR, which shows a smaller bias in CESM-NCSU. The biases of CF, LWP, and AOD are smaller in CESM-NCSU than in CESM-CMIP5. The standardized deviations of most variables are lower in CESM-CMIP5 than in CESM-NCSU, especially for LWP and AOD. The lower standard deviation in CESM-CMIP5 is likely due to the lower variability from CESM-CMIP5 ensemble simulations. Compared with observations, the correlation coefficients for LWP and AOD are higher in CESM-NCSU than in CESM-CMIP5. The different model performance between CESM-NCSU and CESM-CMIP5 indicates the sensitivity of the climate system to perturbations in different model inputs (e.g., emissions) and model configurations (e.g., prescribed chemistry used in CESM-CMIP5 simulations), as well as the effect of the incorporation of new model treatments in CESM-NCSU. CF from CESM-NCSU agrees well with that from CESM-CMIP5, although it is higher in Northern Hemisphere, especially over the North Pole. Compared with MODIS data, CF from CESM-NCSU and CESM-CMIP5 are lower over low midlatitudes whereas they are higher over the polar regions. AOD predicted by CESM-NCSU is higher over 10 N-40 N but agrees better with satellite observations than CESM-CMIP5, due in part to higher dust concentrations in CESM-NCSU. However, AOD is still underpredicted especially over 50 S-90 S and 40 N-90 N. The underprediction of AOD can be due to the uncertainties in the optical properties and uncertainties in predictions of aerosol concentrations as well in the retrievals of oceanic AOD from MODIS data. The aerosol optical properties are defined for each mode of the MAM as described by Ghan and Zaveri [2007] . Hygroscopicity characteristics are specified for soluble species. For each shortwave band calculation, aerosol extinction, single scattering albedo, and asymmetry parameter are specified. For each longwave band, mass-specific absorption is specified. These optical properties are species-dependent. Composition of organic aerosol and soil dust is highly complex and variable, resulting in uncertainties in their optical properties. All such uncertainties can contribute to the uncertainty in AOD predictions. While simulated and observed SWCF agree reasonably well, large discrepancies exist between observed CDNC, COT, and LWP and simulated values from CESM_NCSU, in particular, in the polar regions. This can be attributed in part to the bias in these variables from MODIS at high latitudes and model's limitation in simulating cloud-related treatments. Figure 11 shows the comparison of spatial distributions of T2, Precip, AOD, and FSDS from observations, CESM-CMIP5, and CESM-NCSU. Compared with NCEP/NCAR reanalysis data, T2 from CESM-CMIP5 agrees better than that from CESM-NCSU, especially over the tropical ocean (e.g., tropical Indian Ocean and tropical Pacific Ocean). T2 from CESM-NCSU is underpredicted (<2 C) over these regions, which is due to the underpredictions of SST. The underprediction of SST is due partly to the underprediction of FSDS as well as the uncertainties in the ocean initial conditions. Precip from CESM-CMIP5 and CESM-NCSU agree well with that identified as a systematic error in most climate models, including those CMIP5 models. FSDS from CESM-CMIP5 and CESM-NCSU agree well with that from CERES. However, both CESM-CMIP5 and CESM-NCSU underpredict FSDS by 5-10 W m 22 over the tropical oceans, which is likely due to the overprediction of CDNC over these regions. Both CESM-CMIP5 and CESM-NCSU capture hot spots for observed AOD over the Sahara and the Mediterranean Sea, whereas CESM-CMIP5 failed to predict AOD over East Asia and CESM-NCSU largely underpredicted AOD over most oceanic areas. The large underprediction of AOD is mainly due to the inaccurate predictions of aerosol concentrations. Figure 12a shows the time evolution along with interannual variations of tropospheric column mass abundances of ozone, NO 2 , HCHO, and PM 2.5 /PM 10 over AUS, NAM, SAF, SAM, and SEA, and Figure 12b shows similar plots for AOD, column CCN5, CDNC, and SWCF over the same five regions. The model in general can capture the interannual variations of tropospheric ozone column and NO 2 , column with some exceptions (e.g., TOR over SAF and SAM, and column NO 2 over AUS and NAM). Compared with TOMS/SBUV and OMI/ MLS data, the tropospheric ozone column is relatively well predicted over AUS, where it is slightly overpredicted over NAM and SEA and largely underpredicted over SAF and SAM. The correlation between simulated and observed time evolution of TOR is relatively well over AUS and SEA. The TOMS/SBUV and OMI/ MLS data show decreases of TOR during 2001-2010 over NAM and SEA indicated, however, the model fails to predict the decreasing trend over NAM but captures the decreasing trend over SEA. Compared with the SCIAMACHY data, the tropospheric NO 2 column is slightly overpredicted over SAM and SEA and largely overpredicted over AUS and NAM. The tropospheric NO 2 column is much higher over SEA than other regions, which is mainly due to the higher NO x emissions over this region. The correlation of simulated and observed time evolution of tropospheric NO 2 column is relatively good over SAF, SAM, and SEA. The SCIA-MACHY data indicate an increasing trend of tropospheric NO 2 over SEA during [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] , which is also captured in the model. Compared with the GOME and SCIAMACHY data, the correlation of simulated and observed time evolution of tropospheric HCHO column is relatively poor over AUS, NAM, SAF, and SAM. The HCHO column increases over AUS, SAF, and SAM during 2001-2010, but the model fails to capture this trend. While the model can capture interannual variations of tropospheric HCHO column in terms of the annual crests over SEA, it largely underpredicts the annual troughs. The model largely underpredicts tropospheric HCHO column over all five regions, which is mainly due to the uncertainties in the emissions of HCHO and its precursors (e.g., biogenic emissions) as well as HCHO retrievals. The PM 2.5 /PM 10 burdens over SAF and SEA are higher than those over AUS, NAM, and SAM, with mean concentrations of 21.3/66.8 and 27.7/67.5 mg m 22 , respectively. The higher PM burden with mass fraction of coarse particles of 68.1% over SAF is mainly due to the dust emissions, whereas the higher PM burden with a mass fraction of coarse particles of 59.0% over SEA is due partly to the emissions of dust, sea salt, and higher anthropogenic emissions. The higher mass fraction of coarse particles over AUS, NAM, and SAM are mainly from sea salt over oceanic areas. Higher PM burdens result in higher AOD and column CCN5.
Interannual Variability
The interannual variations of PM, column CCN5, and AOD over AUS, NAM, and SAM are not as strong as those over SAF and SEA. The variability of PM 2.5 /PM 10 is larger over SAF and SEA than AUS, NAM, and SAM, with standard deviations (SD) of 3.4/6.7 and 3.1/9.6, respectively. Variation of AOD and column CCN5 over SAF and SEA correlates strongly with PM, whereas CDNC does not always correlate with PM, which is likely due to the impacts from other processes such as droplet nucleation, evaporation, and precipitation. Compared with MODIS data, the model can capture the interannual variations of AOD and CCN5, although the model underpredicts the magnitudes of AOD and CCN5 over most regions. The underpredictions of AOD over SAF and SEA are mainly due to the uncertainties in the model treatment of dust emissions. The underpredictions of CCN5 are mainly due to the underpredictions of PM as well as uncertainties in the cloud microphysics. Compared with the MODIS-derived CDNC data, the model in general can capture the interannual variations of CDNC; however, it largely overpredicts CDNC over all five regions. The overpredictions of CDNC are mainly due to the uncertainties in the model treatment (e.g., aerosol activation and cloud microphysics) as well as satellite data retrieval that have been discussed previously. Compared with the CERES data, the model can capture the interannual variation of SWCF very well over all five regions, although it slightly-to-moderately overpredicts SWCF over NAM and SEA. The variability of SWCF is larger over AUS and NAM than SAF, SAM, and SEA, with SD of 4.7 and 5.5, respectively, whereas the mean SWCF is higher in NAM, SAM, and SEA, with regional mean of 275.5, 272.2, and 278.4 W m 22 , respectively. The variability of SWCF does not necessarily correlate with CDNC, which is mainly due to impacts from other cloud variables such as COT. 
Conclusions
In this work, a comprehensive evaluation has been conducted through applying CESM/CAM5.1 with advanced chemistry-aerosol-cloud interactions treatments for retrospective decadal simulations during 2001-2010. Meteorological and radiative variables are overall well predicted with NMBs of 214.1 to 29.7% and 0.7-10.8%, respectively, except T2, which is underpredicted by 22.2% compared to NCDC and 45.1% compared to NCEP/NCAR reanalysis data. CF and PWV are well predicted, with NMBs of 210.5 to 0.4%, whereas CCN, LWP, and COT are moderately-to-largely underpredicted, with NMBs of 282.2 to 231.2%, and CDNC is overpredicted by 26.7%, suggesting the uncertainties in the model treatments for cloud microphysics (e.g., resolved and subgrid-scale cumulus clouds) and/or satellite retrieval algorithms (e.g., error propagations in deriving cloud variables and plane-parallel visible-near-infrared retrievals with low solar zenith angle). Most meteorological and radiative variables predicted by CESM-NCSU overall agree well with those by CESM-CMIP5, although the bias of T2 from CESM-NCSU is larger than that from CESM-CMIP5. AOD predicted by CESM-NCSU is higher but agrees better with satellite observations than AOD from CESM-CMIP5, due in part to higher dust concentrations in CESM-NCSU. Model inputs (e.g., emissions and ocean initial conditions), model configurations as well as model treatments differ between CESM-NCSU and CESM-CMIP5; these differences can result in different perturbations in the climate system, and thus different meteorology and radiation predictions.
Concentrations of SO
The model can generally predict the interannual variations of major chemical species, such as tropospheric O 3 column and tropospheric NO 2 column with some exceptions (e.g., tropospheric O 3 over SAF and SAM, and NO 2 over AUS and NAM). The correlation of time series of tropospheric O 3 is relatively well over AUS and SEA, and the model can capture the decreasing trend of tropospheric O 3 over SEA during [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . The correlation of time series of tropospheric NO 2 column is relatively good over SAF, SAM, and SEA, and the model can capture the increasing trend of tropospheric NO 2 over SEA during [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . The correlation of time series of tropospheric HCHO column is relatively poor over AUS, NAM, SAF, and SAM, and tropospheric HCHO column is largely underpredicted over the five regions. The interannual variations of PM, column CCN5, and AOD indicate the strong correlation of CCN and AOD with PM. CDNC does not always correlate with PM, due to the impacts from other processes such as droplet nucleation, evaporation, and precipitation. Likewise, SWCF does not always correlate with CDNC, due to the impacts from other cloud variables such as COT.
Comparing to CESM-CMIP5, the results from the 2001-2010 decadal simulations of CESM with advanced chemistry/aerosol treatment can provide a more accurate description of the interactions among chemistry, aerosol, and climate in the current atmosphere. It will therefore be a promising model for current and future decadal climate simulations under various emission scenarios to project climate change with reduced uncertainties associated with such interactions. 
