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Abstract: Das veränderte Einkaufsverhalten von Einzelhandelskunden führt zu not-
wendigen Anpassungen von Knowledge-Discovery-in-Databases-(KDD)-Projekten. 
Aufgrund der mangelnden Ausrichtung von Theorie und Praxis auf die aktuellen Ent-
wicklungen im Einzelhandel soll die Untersuchung dazu beitragen, Methoden zur Ein-
kaufsverhaltensanalyse zu identifizieren, welche die effiziente und effektive Durchfüh-
rung des KDD-Projekts gewährleisten. Dazu werden Methoden eingegrenzt und theo-
riegeleitet Parameter zur kontextspezifischen Methodenauswahl identifiziert. Anschlie-
ßend sollen die Parameter in ein Auswahlverfahren einfließen welches empirisch evalu-
iert wird.  
1 Problemstellung und Relevanz des Themas 
Die Datenanalyse hat im Einzelhandel in den vergangenen Jahren an Bedeutung ge-
wonnen. Diese Entwicklung ist aufgrund der Vereinfachung der Analyse durch einge-
setzte Technologien wie Radio Frequency Identification (RFID) oder Barcodescanner 
beschleunigt worden. Doch obwohl Datenanalysemethoden in Handelsunternehmen 
genutzt werden, beschränkt sich deren Anwendungsbereich hauptsächlich auf die An-
gebotsoptimierung (z.B. Warenkorb- und Sortimentsverbundanalysen, vgl. [Meyer 
2001, 573], [Schnedlitz et al. 2001, 951ff.]). Außerdem dienen aufgrund der Dominanz 
von Scannertechnologien fast ausschließlich unternehmensinterne Kundendaten als ge-
nutzte Datenbasis [Michels 2001, 936ff.]. Angesichts der gegenwärtigen Entwicklun-
gen des Einkaufsverhaltens im wettberwerbsintensivierten deutschen Einzelhandel 
[Garcke et al. 2009, 111], [Zentes/Rittinger 2009, 155] reicht aber die einfache Anwen-
dung traditioneller Analyseverfahren ohne deren neuerliche Evaluation im Kontext zu-
nehmender und neuer Datenquellen als auch erweiterter betriebswirtschaftlicher An-
wendungsfelder nicht mehr aus. Die Wissengenerierung wird für ein erfolgreiches Ma-
nagement notwendiger. Insbesondere im Fokus der genannten betriebswirtschaftlichen 
Anforderung zeigt sich, dass Kunden früher eine hohe Bindung zu einer einzelnen Ein-
kaufsstätte aufwiesen und nun die Mehrheit regelmäßig mehrere Einkaufsstätten des 
gleichen Betriebstyps (Intratype-competition) sowie unterschiedliche Betriebstypen 
(Intertype-competition) nutzt [Bustos-Reyes/González-Benito 2008, 1015-1025], 
[Gijsbrechts/Campo 2008, 5ff.], [Hansen 2003, 35]. Durch unterschiedliche Einkaufs-
stättenkombinationen entstehen komplexere Einkaufsverhaltensmuster, die eine einfa-
che Übernahme traditioneller Knowledge-Discovery-in-Databases-(KDD)-Vorgehens-
weisen, die als Status-quo angesehen werden, nicht mehr zulassen. So müssen vor dem 
Hintergrund der Einzelhandelsentwicklungen die Datenanalysemethoden auf Ihre Eig-
nung hin neu bewertet werden, um adäquater Ergebnisse des KDD-Projekts zu gewähr-
leisten. Ziel des Forschungsprojektes ist es, ausgehend vom Forschungsstand zu Ein-
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kaufsverhaltensmustern und deren Analyse im Rahmen des KDD, auf Basis einer theo-
retisch fundierten Parameterableitung ein Verfahrens zur Methodenauswahl für die 
Einkaufsverhaltensmusteranalyse im Einzelhandel zu konzipieren und zu evaluieren, 
um anschließend Managementimplikationen abzuleiten. 
Um KDD-Projekte zur Einkaufsverhaltensanalyse effizient und effektiv durchführen zu 
können, ist die Evaluation geeigneter Methoden zur Analyse des komplexer werdenden 
Einkaufsverhaltens in sich wandelden Umgebungen erforderlich. Dies muss unter Be-
rücksichtigung des Marktumfeldes und daher speziell unter Berücksichtigung der kun-
denseitigen Nutzung verschiedener, unternehmensübergreifender Einkaufsstätten sowie 
der Heterogenität der Kundengruppen geschehen. Diese Entwicklungen blieben bisher 
jedoch unberücksichtigt. Zudem sind kontextspezifische interne und externe Einfluss-
faktoren für die Methodenwahl zu berücksichtigen. So haben beispielsweise die Um-
feldfaktoren des Einzelhandelsunternehmens einen Einfluss auf die Datenstruktur, wes-
halb diese für die Methodenwahl stärker Berücksichtigung finden müssen. Defizite bis-
heriger Vorgehensweisen aufgreifend soll das vorliegende Forschungsprojekt der Ein-
zelhandelspraxis ein valides Verfahren zur Methodenauswahl zur Verfügung stellen, 
welches die Effizienz und Effektivität von Datenanalyseprojekten gewährleistet. Zu-
dem soll durch eine Bestandsaufnahme der Einkaufsverhaltensmusteranalyse und einer 
theoretischen Fundierung der relevanten Parameter im Rahmen der Methodenauswahl 
zur wissenschaftlichen Diskussion beigetragen werden. 
Im Rahmen des Forschungsprojektes sollen daher aufbauend auf einer Charakterisie-
rung des Status Quo im Einzelhandel sowie der Data-Mining-Methoden im Rahmen 
von KDD-Projekten zunächst geeignete Methoden und Algorithmen zur Analyse von 
Einkaufsverhaltensmustern von Einzelhandelskunden literaturbasiert eingegrenzt wer-
den. Die zentrale Aufgabe ist, ein valides Verfahren zur Methodenauswahl für Ein-
kaufsverhaltensanalysen von Einzelhandelsunternehmen zu konzipieren, welches auf 
der theoretisch-deduktiven Herleitung geeigneter Parameter beruht. Die erarbeiteten 
Parameter sowie das Auswahlverfahren sollen durch eine empirische Untersuchung im 
Lebensmitteleinzelhandel evaluiert werden. Daran anknüpfend sollen Implikationen für 
die Durchführung von KDD-Projekten in der Handelspraxis abgeleitet werden.  
2 Stand der Forschung zur Einkaufsstättenwahlanalyse 
Die Einflussgrößen der kundenseitigen Einkaufsstättenwahl wurden hinlänglich unter-
sucht [Beck 2004, 24ff.], die Einkaufsstätten dabei jedoch weitestgehend isoliert be-
trachtet. Nur wenige Arbeiten liefern betriebstypenspezifische Erkenntnisse [González-
Benito 2001, 63ff.], [Bhatnagar/Ratchford 2004, 39ff.], [Carpenter/Moore 2006, 448]. 
Zudem wurden die Gründe eines Einkaufsstättenwechselverhaltens in der wissenschaft-
lichen Diskussion meist in der Suche nach Sonderangeboten (Cherry picking) gesehen 
[Fox/Hoch 2005, 46], [Gijsbrechts/Campo 2008, 5ff.]. Mehrkanalsysteme wurden eher 
aus Anbieterperspektive betrachtet [Schramm-Klein 2003]. Problemrelevante Erkennt-
nisse zum Loyalitätsverhalten von Einzelhandelskunden sind gering und widersprüch-
lich. In Bezug auf Einkaufsverhaltensmuster im Sinne der kundenseitigen regelmäßi-
gen, systematischen Nutzung verschiedener Einkaufsstätten und Betriebstypen ist daher 
ein konzeptionelles Defizit zu verzeichnen [Gijsbrechts/Campo 2008, 5ff.].  
Aufgrund der jüngsten Entwicklungen im Einzelhandel und des daraus resultierenden 
Forschungsdefizits bezüglich der Beschreibung und Erklärung von Einkaufsverhal-
tensmustern ist ebenso die Forschung bezüglich der zu verwendenden Methoden für 
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diese neue Problemstellung begrenzt. So werden in der Literatur versch. Data-Mining-
Methoden, wie bspw. Clusteranalysen, Assoziationsanalysen und künstliche neuronale 
Netze, diskutiert. In Bezug auf die Klassifizierung und Segmentierung wird in den ein-
schlägigen Quellen fast durchgängig auf Entscheidungsbäume, Diskriminanzanalysen 
oder Clusteranalysen verwiesen [Chamoni et al. 2010, 330ff.], [Runkler 2010, 85ff.]. 
Wird explizit der Anwendungsbereich des Einzelhandels betrachtet, erweist sich das 
Literaturfeld als begrenzter [Meyer 2001, 563], [Michels 2001, 945]. Zwar werden 
versch. Methoden angewendet, der Fokus liegt jedoch auf der Angebotsoptimierung, 
d.h. auf der Sortiments- und Warenkorbanalyse [Michels 2001, 933ff.], [Schnedlitz et 
al. 2001, 951ff.]. Mit einer Kundensegmentierung auf Basis des Einkaufsverhaltens be-
fasst sich eine deutlich geringere Anzahl von Arbeiten. Insbesondere die Nutzung von 
Data-Mining-Methoden für die Analyse des einkaufsstättenübergreifenden und somit 
des unternehmensübergreifenden Einkaufsverhaltens der Einzelhandelskunden kann als 
Forschungsdefizit identifiziert werden [Jauschowetz 1995, 52ff.]. Dies liegt darin be-
gründet, dass zur Analyse i.d.R. Scanner-Daten herangezogen werden und so maximal 
mehrere Filialen eines Unternehmens berücksichtigt werden (vgl. z.B. [Boztug/Hilde-
brandt 2001, 807f.], [Gossens 2000, 163], [Saathoff 2000, 121], [Schwarz 2000, 101]). 
Primärerhebungen in Form von Befragungen werden fast ausschließlich durch Wirt-
schaftsverbände, Institute o.Ä. durchgeführt [Jauschowetz 1995, 54-56]. Ein Rück-
schluss auf das gesamte Einkaufsverhalten eines Kunden unter Berücksichtigung aller 
aufgesuchten Einkaufsstätten lässt das bisherige Vorgehen nicht zu. Es mangelt an Er-
kenntnissen, wie geeignete Methoden und speziell Algorithmen zur Analyse kontext-
spezifisch auszuwählen sind. So bietet die bestehende Literatur allg. Hinweise (bspw. 
Skalierungsanforderungen), welche Parameter einen bestimmten Algorithmus begüns-
tigen (z.B. [Backhaus et al. 2003, 4-14], [Brosius 2006, 643 ff.], [Schendera 2004, 570 
ff.], [Schendera 2010, 1ff.]). Eine kontextspezifische Betrachtung der Eignung der Al-
gorithmen in Abhängigkeit von den Umfeldfaktoren im Einzelhandel bleibt dabei aus. 
Ferner mangelt es an einem praxistauglichen, die Parameter einbeziehenden Verfahren 
zur Methodenauswahl, das für ein KDD-Projekt im Einzelfall genutzt werden kann.  
3 Data-Mining-Methoden zur Analyse von Einkaufsver-
haltensmustern 
In der Literatur existiert eine Vielzahl von Ansätzen zu Definition des Data Mining 
sowie des Knowledge Discovery in Databases. Im Rahmen dieser Untersuchung wird 
unter Data Mining ein Ansatz zur Datenanalyse verstanden, der darauf ausgerichtet ist, 
Beziehungsmuster in der zugrunde liegenden Datenbasis zu ermitteln und durch logi-
sche oder mathematische Beschreibungen abzubilden. Knowledge Discovery in Data-
bases wird dagegen als gesamter Prozess der Wissensentdeckung, der beispielsweise 
auch die Auswahl und Aufbereitung der Daten, die Festlegung von Analyseverfahren 
sowie die Wissensableitung umfasst, verstanden [Düsing 2010, 282f.]. Die Methoden 
des Data Mining lassen sich auf fünf Aufgabengebiete eingrenzen (in Anlehnung an 
[Fayyad et al. 1996, 12ff.], [Lusti 2002, 262]): 
- Klassifizierung, als Einordnung in Klassen (Diskriminanzanalyse, Logistische Regression, 
KNN/überwachtes Lernen, Entscheidungsbäume) 
- Segmentierung, als Klassenbildung (hierarchische Clusteranalyse, partionierende Clustera-
nalyse, Multidimensionale Skalierung, KNN/unüberwachtes Lernen) 
- Vorhersage (Regression, KNN/überwachtes Lernen, Entscheidungsbäume) 
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- Abhängigkeiten/Zusammenhangsstrukturen (Assoziation, Kontingenzanalyse, Sequenz-
analyse, Pfadanalysen, explorative Faktorenanalyse, Korrespondenzanalyse) 
Da es bei der Analyse von Einkaufsverhaltensmustern um die Charakterisierung ver-
schiedener Kundensegmente geht, sind Methoden geeignet, die Gruppen von Fällen 
bzw. Segmente beschreiben können. So können grundsätzlich Algorithmen aus den Be-
reichen Klassifizierung und Segmentierung zur Identifizierung von Einkaufsverhal-
tensmustern als geeignet angesehen werden. Im Rahmen der Klassifizierung werden 
Gruppenzugehörigkeiten sowie -unterschiede auf Basis vordefinierter Klassen analy-
siert, d.h. die Fälle werden vorgegebenen Klassen zugeordnet und die Klassen können 
anhand weiterer Variablen charakterisiert werden [Bankhofer 2004, 396ff.]. Unter 
Segmentierung wird die Bildung von Gruppen aufgrund von Objektähnlichkeiten ver-
standen, d.h. die Methode erlaubt eine Clusterbildung und Clustercharakterisierung 
[Bankhofer 2004, 396ff.]. Die Vorhersage unterschiedet sich von der Klassifikation 
durch die kontinuierlichen abhängigen Variablen, weshalb die mit diskreten Variablen 
arbeitende Klassifizierung der Vorhersage vorzuziehen ist [Lusti  2002, 261f.]. Die 
Klassifizierung und die Segmentierung fassen jeweils eine Reihe weiterer Methoden 
und Algorithmen zusammen. Die Untersuchung wird aufgrund der Praxisnähe, der An-
zahl der abhängigen Variablen sowie des Fokus auf die Charakterisierung von Kunden-
gruppen auf die gängigen Algorithmen der Bereiche Clusteranalyse und Diskriminanz- 
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 Clusteranalyse 
- hierarchisch (Single Linkage, Complete Lin-
kage, Average Linkage, Centroid, Median, Ward)
- partionierend (k-Means) 
Diskriminanzanalyse 
- Fishers lineare Diskriminante 
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strukturentdeckend strukturprüfend 
Segmentierung von Elementen Klassifizierung von Elementen  
Bündelung von homogenen Objekten 
zu möglichst heterogenen Gruppen 
Analyse von Gruppenunterschieden 
vordefinierter Klassen 
Beschreibungsproblem Prognoseproblem 
Interdependenzanalyse  Dependenzanalyse 
Höchst mögliche Offenheit bezüglich 
des Ergebnisses 
Überprüfung und Weiterentwicklung 
vorhandenen Wissens  
- Es kann nur die Anzahl der Cluster 
vorgegeben werden (k-Means), nicht 
aber die Definition der Segmente 
- Anwendung möglich, trotz fehlende 
Kenntnisse über die Segmente 
- Klassen (abhängige Variable) müs-
sen vorab definiert werden 
- Kenntnisse über die Klassen not-
wendig 
- Aufgrund vieler alternativer Vorge-
hensweisen methodisch anspruchsvoll 
(Clusteranzahl bei k-Means,…) 
- adäquate Interpretation notwendig  
adäquate Interpretation notwendig 
M
ar
kt
 u
nd
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at
en
 
Variablen metrisch oder nominal  - Unabhängige Variablen metrisch  
- Abhängige Variablen nominal 
Möglichkeit des Umgangs mit hoher 
Komplexität (insbesondere k-Means) 
- hohe Anzahl von Fällen 
- hohe Anzahl von Clustern 
- hohe Anzahl von Variablen 
- Geringe Komplexität mit überschau-
baren Erklärungs- und Beschrei-
bungsvariablen 
- Wenige zueinander heterogene und 
in sich homogene Klassen  
Tabelle 1: Gegenüberstellung der betrachteten Methoden 
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analyse reduziert. Tabelle 1 zeigt die zentralen Unterschiede dieser Methoden. Grund-
sätzlich unterscheiden sich die zwei Methoden hinsichtlich der zur Durchführung der 
Analyse notwendigen Voraussetzungen, der Zielsetzungen sowie der Charakteristika 
der zu erhebenden Daten in Abhängigkeit vom Marktumfeld. Daraus lassen sich erste 
Schlüsse für die Ableitung der Entscheidungsparameter zur kontextspezifischen Algo-
rithmuswahl ziehen. Zunächst sind Parameter aufgrund kontextspezifischer Ziele und 
Voraussetzungen abzuleiten. So können beispielsweise unternehmensseitige Ziele und 
erfüllbare Voraussetzungen in Bezug auf das durchzuführende KDD-Projekt aufgrund 
des projektbezogenen aktuellen Informationsstandes, des Informationsbedarfs sowie 
der verfügbaren Ressourcen variieren.  
Zudem sind Entscheidungsparameter aufgrund des Marktumfeldes und der damit ver-
bundenen Datenstruktur abzuleiten. Unter Datenstruktur wird die Methode, Daten zu 
organisieren und abzuspeichern verstanden [Cormen et al. 2001, 9]. Insbesondere das 
Skalenniveau ist hier mit einzubeziehen, welches aufgrund der Art der Erhebung oder 
des sich aus dem Marktumfeld abzuleitenden Informationsbedarfs variieren kann. Wird 
eine Sekundäranalyse durchgeführt kann nur begrenzter Einfluss auf das Skalenniveau 
genommen werden. So können zwar Variablen mit höherem Skalenniveau in ein nied-
rigeres Skalenniveau transformiert werden, umgekehrt ist dies allerdings nicht möglich. 
Werden beispielsweise Informationen über die Motivstruktur der Kunden angestrebt, so 
ist eine metrische Skalierung sinnvoll. Wenn die metrisch skalierten Variablen als ab-
hängige Variable in die Diskriminanzanalyse eingehen sollen, können diese zu nominal 
skalierten Variablen transformiert werden. Liegen umgekehrt nominal skalierte, unab-
hängige Variablen vor, muss die Diskriminanzanalyse als Methode ausgeschlossen 
werden. Weiterhin ist die Datenstruktur bezüglich ihres Komplexitätsgrades zu betrach-
ten, der insbesondere im Hinblick auf die abzubildenden Marktcharakteristika variiert. 
Der Komplexitätsgrad erhöht sich mit dem Heterogenitätsgrad der zu untersuchenden 
Gruppen bzw. Kundensegmente, welcher durch die Anzahl der Beschreibungsmerkma-
le zum Ausdruck kommt. Eine hohe Anzahl zu gruppierende Erklärungsvariablen führt 
zu einer Vielzahl von Kombinationsmöglichkeiten und damit zu einer Vielzahl an 
Gruppen und einem hohen Komplexitätsgrad.  
4 Theoretische Grundlagen und Entscheidungsparameter 
zur Methodenauswahl 
Aufgrund der bisher auf bestimmte Anwendungsgebiete begrenzten Nutzung von Data-
Mining-Methoden fehlt es Handelsunternehmen an Erfahrung bezüglich der Methoden-
auswahl zur unternehmensübergreifenden Einkaufsverhaltensanalyse. Um die Aufgabe 
der Einkaufsverhaltensanalyse so zu bewältigen, dass die erzielten Ergebnisse tatsäch-
lich zu einer Leistungsverbesserung führen, ist die Wahl der richtigen Technologie 
bzw. des richtigen Algorithmus jedoch unerlässlich. So offenbart die durch [Goodhue 
1995] entwickelte Task-Technology-Fit-Theorie eine erhöhte Technologienutzung so-
wie eine verbesserte Performance eines Mitarbeiters in Abhängigkeit dazu, ob die Cha-
rakteristika der zu erfüllenden Aufgaben und die Charakteristika der Technologie zu-
sammenpassen (siehe Abbildung 1, [Goodhue/Thompson 1995, 213ff.], später wurde 
das Modell von [Zigurs/Buckland 1998, 313ff.], [Zigurs et al. 1999, 34ff.] auf die Per-
formance einer Gruppe übertragen und nachgewiesen). Das Zusammenspiel von Auf-
gaben- und Technologiecharakteristika wird durch den Task-Technology-Fit beschrie-
ben [Goodhue/Thompson 1995, 213ff.]. Im Detail wird unter Task-Technology-Fit der 
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Grad, indem eine Technologie einen Nutzer bei der Erfüllung seiner Aufgaben unter-
stützt, verstanden. Es geht demnach um die Übereinstimmung von Aufgabenanforde-
rungen, individuellen Fähigkeiten sowie der Funktionalität der Technologie [Good-
hue/Thompson 1995, 216-218]. Gemessen wird dieser durch acht Faktoren: Datenqua-
lität, Dateninterpretierbarkeit, Befugnisse bzgl. des Datenzugangs, Datenkompatibilität, 
Bedienungsfreundlichkeit, Aktualität/Pünktlichkeit, Glaubwürdigkeit und Beziehung 
der Anwender zur Technologie [Goodhue/Thompson 1995, 221ff.].  
 
Abbildung 3: Modell der Task-Technology-Fit-Theorie 
Die dargestellten Faktoren des Task-Technology-Fit zeigen bereits mögliche Ansatz-
punkte für die Parameterableitung im Rahmen der Algorithmuswahl auf. So müssen 
insbesondere die Datenkompatibilität, die mitarbeiterseitige Interpretation bzw. 
der Umgang mit den Ergebnissen sowie die Anwenderbeziehung zur Technologie 
im Sinne eines Vertrauens in die durch die Technologie erzielten Ergebnisse im 
Rahmen der Parameterableitung vertieft werden. 
Den geeignetsten Algorithmus im Vorfeld identifizieren zu können, ist notwendig, um 
den Erfolg eines Datenanalyseprojektes zu gewährleisten. Um die Parameter für eine 
erfolgreiche Algorithmuswahl und dementsprechend erfolgreiches KDD-Projekt analy-
sieren zu können, muss das Konstrukt Erfolg beleuchtet werden. [Basten et al. 2010, 47 
f] bewerten Projekte in ihrem Beitrag zur Messung des Information-System-(IS)-
Projekterfolges anhand der Effizienz und Effektivität. Die Effizienz wird als betriebs-
wirtschaftlich erfolgreicher Prozess definiert, der in Bezug auf den Ressourcenverzehr 
und die Leistungserstellung optimal ist. Die Effektivität wird anhand der Zielerreichung 
eines Produktes der mit dem Zweck seiner Erstellung verbundenen Erwartungen be-
wertet [Basten et al. 2010, 47f]. Für die vorliegende Problemstellung lässt sich festhal-
ten, dass die Wahl eines geeigneten Algorithmus notwendig ist, um die Effektivität und 
Effizienz und somit den Erfolg des KDD-Projektes zu gewährleisten. Verwendet ein 
Unternehmen einen inadäquaten Algorithmus, so ist die Ergebnisqualität (Effektivität) 
gefährdet und Datenanalyseprojekte können nicht wirtschaftlich durchgeführt werden, 
da durch Rückkopplungen im Rahmen des Data-Mining-Prozesses übermäßig viele 
personelle sowie materielle Ressourcen verbraucht werden (Effizienz). 
[Basten et al. 2010, 52ff] entwickeln das beschriebene konzeptionelle Modell weiter 
und beschreiben drei Dimensionen des IS-Projekterfolges: Prozesseffizienz, Kundenzu-
friedenheit als Maß für die Effektivität und Mitarbeiterzufriedenheit als Einflussgröße 
der Prozessqualität. DeLone und McLean entwerfen ein IS Success Model, welches als 
Basis für eine Reihe von Arbeiten zum IS-Erfolg dient [Urbach/Müller 2012, 1ff] (z.B. 
[Ivari 2005], [Jennex et al. 1998], [Hwang/McLean 1996]). So sind die Anwenderzu-
friedenheit sowie die Informationssystemnutzung zentrale Konstrukte, welche die indi-
viduelle und daran anknüpfend die organisationale Performance beeinflussen (vgl. Ab-
bildung 2, [DeLone/McLean 2003, 9ff], [DeLone/McLean 1992, 60ff]). 
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Abbildung 4: IS Success Model 
Die Performanceverbesserung wird nicht durch eine gute Qualität des Informationssys-
tems alleine erreicht, sondern der Nutzen kann sich erst durch die Zufriedenheit und 
Nutzung des Anwenders entfalten. Die Anwenderzufriedenheit ist also ein zentrales 
Konstrukt, um den Erfolg von Informationssystemen zu überprüfen [Urbach/Müller 
2012, 7], (empirische Nachweise durch [Basten et al. 2011], [Basten et al. 2010], [Joos-
ten et al. 2011]). Zudem hat die Anwendereinstellung Einfluss auf den Projekterfolg 
[Schoeneberg 2011, 161]. Dazu kann die Einstellung bzw. Prozesszufriedenheit des 
durchführenden Mitarbeiters als zentrales Erfolgskriterium angesehen werden. [Schoe-
neberg 2011, 96ff] weist den Einfluss der positiven Einstellung des Projektmitarbeiters 
auf die Anwendereinstellung nach. 
Aus diesen Ergebnissen lässt sich für die Parameterableitung eine zentrale Bedeutung 
des Konstrukts Zufriedenheit festhalten. So ist bei der Durchführung des KDD-
Projektes zunächst die Zufriedenheit bzw. Einstellung des durchführenden Mitarbeiters 
bedeutsam, um gute Analyseergebnisse zu erzielen. Weiterhin ist die Zufriedenheit des 
Anwenders eine mit einzubeziehende Größe, da sich der Nutzen der Analyseergebnisse 
erst durch die Nutzung entfalten kann (vgl. Abbildung 3, in Anlehnung an [Basten et al. 
2010, 48]).  
 
Abbildung 5: Modell des KDD-Projekt-Erfolgs 
5 Status Quo und Ausblick 
Bisher konnten geeignete Methoden zur Analyse von Einkaufsverhaltensmustern ein-
gegrenzt und deren zentralen Unterschiede herausgearbeitet werden, welche als An-
knüpfungspunkte zur Parameterableitung dienen. Die Task-Technology-Fit-Theorie lie-
fert neben der theoretischen Grundlage auch erste Ansatzpunkte zur Parameterablei-
tung. Als zentraler Maßstab zur Bewertung der durch eine gewählte Methode erzielba-
ren Effizienz und Effektivität eines KDD-Projektes wird die Zufriedenheit der Mitar-
beiter in die weitere Analyse möglicher Parameter zur Methodenauswahl einbezogen. 
Für die konkrete Analyse der Parameter werden weitere theoretische Ansätze betrach-
tet, die folgende Bereiche umfassen: 
- Anreize der Mitarbeiter, Beiträge (im Sinne der notwendigen Vorarbeit zur Definition von 
Klassen im Rahmen der Diskriminanzanalyse) zu leisten 
- Informationsverarbeitungsprozesse (im Rahmen der Ergebnisverwendung)  
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- Zusammenspiel von eingesetzter Technologie/Methode und zu erfüllender Aufgabe  
- Vertrauen des Mitarbeiters in die Technologie/Methode 
Die abgeleiteten Parameter fließen im Anschluss in ein Auswahlmodell ein, welches 
Einzelhandelsunternehmen zur Methodenauswahl im Rahmen von Einkaufsverhaltens-
analysen unter Berücksichtigung interner und externer Umfeldfaktoren befähigen soll. 
Die Evaluation des Modells und seiner Parameter wird anhand einer empirischen Stu-
die im Kontext des Lebensmitteleinzelhandels durchgeführt. 
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