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α X C T Z β yyit =     + β
 
0  it  + β1 i + β2 t + β3 it +  4 it−1 + εit        ​(1) 
And its first difference: 
(X ) (Z )  yit − yit−1 = β
 
































































































































































X C T Z β yyit = β
 




(K ) ε )  yit − yit−1 = β
 
0 it − Kit−1 + ( it − εit−1
The new error term,   ​is likely correlated with the lagged dependant variable,εit − εit−1  
term, ,​ (which is included in ​K​it​­K​it­​1​). This creates a large possibility of yit−1 − yit−2  
endogeneity, which can be controlled for with proper instrumentation. Using past values as 
instruments allows only current and future values of explanatory variables to be affected by the 
error term. In this way, relaxing the assumption of strict exogeneity, we do not allow our 
explanatory variables to be fully endogenous.  
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Assuming lack of serial correlation in the error, ​ε​it​, ​and weak exogeneity in the regressors 
K​it​, ​the GMM difference estimators use the following moment condition: 
E[​K​it­s​*​(ε​it​­ε​it­1​)]=0 s​>​2; t=3,...,T 
This estimator does come with certain statistical shortcomings, Alonso­Borrego and 
Arellano (1999) and Blundell and Bover (1997) show lagged levels of the explanatory variables 
become weak instruments for the regression in equations when the explanatory variables are 
persistent over time. To reduce this bias, a system is created that combines the regression in 
levels with the one in differences. Instruments for the regression in differences are the same as 
above, while for the regression in levels they are lagged differences of the corresponding 
variables. These instruments are valid under the following assumption: 
E[​K​it+p​*​C​i​]=E[​K​it+q​*C​i​] ​for all p, q 
This stationarity condition states that while the lagged variables can be correlated with 
the country specific effect, their differences are not. Moment conditions for the regression in 
levels are: 
E[(​K​it­1​­K​it­2​)(​C​i​+ε​it​)] 
From these conditions, we can use a GMM procedure to construct estimates of the 
parameters of interest: 
ᵺ� =  (​K​T​W​Ω​­1​W​T​K​)­1​K​T​W​Ω​­1​W​T​y 
Where ​ᵺ� ​is the vector of parameters of interest, ​W​ is the matrix of instruments, ​K ​is the 
vector of explanatory variables (including lags of the dependant variable) stacked first in 
differences then in levels, ​y​ is the vector of dependant variables stacked similarly, and ​Ω​ is a 
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consistent estimate of the variance­covariance matrix.  
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Table 1. Summary Statistics: Fixed Effects 
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Table 2. Fixed Effect Country List 
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Table 3. Fixed Effect Regression 
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Table 4. Summary Statistics: 3 Year Averages 
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Table 5. Arellano­Bond Country List 
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Table 6. Arellano­Bond Estimator Results 
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Table 8. Correlation Coefficient Matrices 
 
 
