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Abstract
Model noise is known to have detrimental effects on neural networks, such as
training instability and predictive distributions with non-calibrated uncertainty
properties. These factors set bottlenecks on the expressive potential of Neural
Stochastic Differential Equations (NSDEs), a model family that employs neural
nets on both drift and diffusion functions. We introduce a novel algorithm that
solves a generic NSDE using only deterministic approximation methods. Given
a discretization, we estimate the marginal distribution of the Itô process implied
by the NSDE using a recursive scheme to propagate deterministic approximations
of the statistical moments across time steps. The proposed algorithm comes with
theoretical guarantees on numerical stability and convergence to the true solution,
enabling its computational use for robust, accurate, and efficient prediction of long
sequences. We observe our novel algorithm to behave interpretably on synthetic
setups and to improve the state of the art on two challenging real-world tasks.
1 Introduction
Ordinary Differential Equations (ODE) are the standard tools to model dynamical environments from
first principles. Neural networks have long been viewed as black-boxes and have been used to model
either non-linear state transitions across discrete time steps [Hochreiter and Schmidhuber, 1997, Cho
et al., 2014] or as deep feed-forward sequence models, that convolve across time with or without
autoregressive feedback [Bai et al., 2019, Yu and Koltun, 2016]. Alternative approaches to neural
networks for state space modeling used Gaussian Processes (GP) [Frigola et al., 2013, Doerr et al.,
2018] or directly targeted to learn a set of nonlinearities [Brunton et al., 2016]. While enabling a
breakthrough in domains with discrete state evolution [Cho et al., 2014, Bahdanau et al., 2014], their
applicability to continuous dynamics remained as an active field of research. Seminal work such as
Neural ODEs (NODEs) [Chen et al., 2018] has addressed this question by proposing a third option:
modeling an ODE as a neural network and backpropagating the error on discrete observations. This
approach ignited a line of follow up work, which focused on exact gradient estimation [Gholami
et al., 2019], time evolving parameters [Zhang et al., 2019], and sparse systems [Ayed et al., 2019].
Many dynamical environments exhibit a stochastic nature due to uncaptured factors. Hence, recent
work has considered extending NODEs to stochastic dynamics by employing neural nets for both
drift and diffusion terms [Look and Kandemir, 2019, Tzen and Raginsky, 2019], which is referred
to as Neural Stochastic Differential Equations (NSDEs). The main body of prior work uses the
Euler-Maruyama (EM) discretization, while the Milstein discretization [Li et al., 2020] enables a
higher convergence order in the strong sense. The common characteristic of these methods is the
strong dependency on drawing samples. Similar lines of work spanned placing a GP on the drift
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Figure 1: Our algorithm infers an Euler-Maruyama discretized neural SDE by recursive and deter-
ministic moment matching across time steps. The moment matching rule necessitates integration of
stochasticity and input noise. We take the former integral analytically by our novel Theorem 1 and
use a quasi-Monte Carlo method for the latter. The resultant algorithm is provably stable (Theorem 2)
and consistent with the true solution (Theorem 3).
[Heinonen et al., 2018], incorporating second-order dynamics [Yildiz et al., 2019], and modeling a
Stochastic Differential Equation (SDE) with a GP [Hegde et al., 2019].
A NSDE with drift and diffusion neural networks does not have a closed-form solution due to: i)
the implied SDE not being analytically solvable, and ii) the density of the stochastic process being
available only via the Fokker-Planck-Kolmogorov (FPK) equation, which can not be solved without
high cost or error. Earlier work approximates (i) by linear dynamics minimizing variational free
energy [Archambeau et al., 2007, Duncker et al., 2019] and (ii) by approximations build on learning-
based numerics [Raissi and Karniadakis, 2018, Sirignano and Spiliopoulos, 2018, Raissi, 2018].
Current NSDE models suffer from two pain points. First, learning dynamics with neural networks
may result in an unstable learning procedure, which can happen even for deterministic model families
[Zhang et al., 2018, Jose et al., 2018, Kusupati et al., 2018]. Noise injected as Brownian motion
and inaccurate discretization add multiple factors to induce further instabilities. Additionally, NSDE
models build on sampling, which introduces a significant computational overhead when a downstream
application requires quantification of the uncertainty of predicted trajectories.
This paper presents the first deterministic inference method tailored for generic NSDEs that maintain
the key strength of NSDEs, i.e. nonlinearity, while assuring stable training, consistency with the true
solution, and efficient access to prediction uncertainties. Our technical contributions are:
• We introduce an novel algorithm, that deterministically approximates the first two moments
of the marginal distribution of the Itô process of an NSDE at a time step, given the moments
of the previous time step (see Fig. 1).
• We propose a novel moment-matching rule consisting of two deterministic integration steps.
The first is achieved by applying our novel Theorem 1, that analytically integrates out
stochasticity. The second step uses quasi-Monte Carlo for the first time in the context of
NSDEs in order to integrate out the input noise.
• Applying the two-step moment matching rule repetitively towards time steps in the forward
direction, we arrive at a recursive algorithm, that both solves the NSDE and allows end-to-
end training of its free parameters (i.e. drift and diffusion network parameters).
• Our method comes with plausible theoretical guarantees: numerical stability (Theorem 2)
and convergence to the true solution with shrinking step size (Theorem 3).
We demonstrate superior performance and stability of our approach compared to different alternatives.
2
2 Neural Stochastic Differential Equations
SDEs. A Stochastic Differential Equation (SDE) can be expressed in the following generic form:
dx = fθ(x, t)dt+Lφ(x, t)dw, (1)
with the potentially nonlinear vector-valued drift function fθ(x, t) ∈ RD, which models the determin-
istic dynamics, and another potentially nonlinear matrix-valued diffusion function Lφ(x, t) ∈ RD×S ,
which models the stochasticity of the system. Further, dt represents the time increment and
w(t) ∈ RS is chosen to be a Wiener process. The SDE follows a fractal structure, i.e. keep-
ing its wiggly structure even at small time intervals. Consequently, the majority of the SDEs do not
have a closed-form solution. Even though the Fokker-Planck-Kolmogorov (FPK) equation character-
izes the time evolution of the marginal density of the SDE p(x, t), the resultant Partial Differential
Equation (PDE) is either not analytically tractable. There exist attempts for end-to-end differentiable
numerical approximations to the FPK of SDEs, such as Chen and Duvenaud [2019]. However using
this approach, it is not possible to estimate the marginal density. Further there is no direct coupling
between the SDE and the learned p(x), instead p(x) is modeled as a static distribution.
Discretization of SDEs. Numerical solutions to SDEs typically build on discretization of the time
domain and approximation of the time step transitions. Due to its computational efficiency and
widespread applicability, we adopt the Euler-Maruyama discretization method
x˜
(θ,φ)
k+1 = xk + fθ(xk, tk)∆t+Lφ(xk, tk)∆wk, (2)
where ∆wk ∼ N (0,∆t). This method enables sampling-based approximation of moments [Hegde
et al., 2019] and also calculation of these in closed form, as will be detailed in the later chapters.
Higher order approximations can be obtained by applying the Itô-Taylor expansion [Kloeden and
Platen, 2013] or stochastic Runge-Kutta methods [Särkkä and Solin, 2019]. On the downside,
higher order approximations demand high computation cost due to the noise term w. The Milstein
discretization [Li et al., 2020] has the same weak convergence order [Särkkä and Solin, 2019] as EM
discretization. Therefore, EM should be preferred when the statistical properties are of interest.
NSDEs and their inference problems. The term Neural Stochastic Differential Equation (NSDE)
refers to the case when fθ(·, ·) and potentially also Lφ(·, ·) are neural networks with synaptic weights
θ and φ, respectively. Even for modestly wide and deep architectures, the resultant NSDE may
have thousands of free parameters, making much of the existing parameter identification approaches
inapplicable [Ryder et al., 2018, Abbati et al., 2019].
3 Deterministic Inference of NSDEs (DI-NSDE)
The first step in developing a sample-free NSDE inference algorithm is to approximate the distribution
of a stochastic process. In order to benefit from the tractability properties and general appropriate-
ness to data, we choose p(x, t) ≈ N (x|m(t),P (t)), which amounts to a Gaussian Process (GP)
approximation [Archambeau et al., 2007] with time-evolving mean and covariance. Given a K−step
discretization {tk ∈ [0, T ]|k = 1, · · · ,K} of an interval [0, T ] for arbitrary T ∈ R+ and K ∈ N, the
attached time evolution of the distribution of the process variables x1, · · · ,xK follows the series
p(x1, t1), p(x2, t2), · · · , p(xK , tK). The elements of this series can be approximated by recursive
moment matching in forward index direction. For instance, the marginal distribution of variable xk+1
at time point tk+1 can be assumed to follow a Gaussian density
pθ,φ
(
xk+1, tk+1; pθ,φ(xk, tk)
)
≈ N (xk+1|mk+1,Pk+1), (3)
with moments computed from the already matched moments of the distribution at the preceding time
point pθ,φ(xk, tk). The recursive moment matching rules are as below [Särkkä, 2013]:
mk+1 ,
∫ ∫
RD×S
x˜
(θ,φ)
k+1 pθ,φ(xk, tk)︸ ︷︷ ︸
≈N (xk|mk,Pk)
p(wk)dwkdxk, (4)
Pk+1 ,
∫ ∫
RD×S
(x˜
(θ,φ)
k+1 −mk+1)(x˜(θ,φ)k+1 −mk+1)T pθ,φ(xk, tk)︸ ︷︷ ︸
≈N (xk|mk,Pk)
p(wk)dwkdxk, (5)
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where the dependency of pθ,φ(xk, tk) on the previous time step is established by approximating it
with N (xk|mk,Pk). Note the nuance in Eq. 3 that
pθ,φ
(
xk+1, tk+1; pθ,φ(xk, tk)
)
6= pθ,φ
(
xk+1, tk+1
∣∣∣xk). (6)
While the l.h.s. takes the entire functional form of density pθ,φ(xk, tk) , the r.h.s. uses only a sample
from it. It is the recurrence relation on the l.h.s. that ties the densities of the individual time points
together. The marginal density pθ,φ(xk+1, tk+1) is a function of the neural net parameters (θ, φ)
via x˜(θ,φ)k+1 . This recursive density build-up method can be used to model a sequence of arbitrary
length with observations at arbitrary and irregular time points. Assume a data set of N time series
D = {X̂1, · · · , X̂N}, where X̂n = {(x̂(n)1 , t(n)1 ), · · · , (x̂(n)K , t̂(n)K )} is the n−th sequence in the
data set with observation length K. The parameters of the resultant system can then be identified by
maximum likelihood estimation (MLE):
maximize
θ,φ
N∑
n=1
Kn−1∑
k=1
log pθ,φ
(
x̂
(n)
k+1, t̂
(n)
k+1; pθ,φ(x̂
(n)
k , t̂
(n)
k )
)
︸ ︷︷ ︸
coupled via recurrence︸ ︷︷ ︸
independent across sequences
. (7)
As a contribution to the prior art, we apply the assumed Gaussian density framework to neural SDE
inference in a deterministic and end-to-end differentiable manner following the steps below:
i) a novel deterministic approximation to the nested integrals in Eqs. 4-5 by two-step marginal-
ization detailed in Sections 3.1 and 3.2,
ii) recursive building of the computational graph to take the sum
∑Kn−1
k=1 ,
iii) efficient parameter update by minibatching around
∑N
n=1.
3.1 Marginalizing out the stochasticity by analytical solution
One of our key contributions is the theorem below, which provides a recipe to calculate the moments
of the marginal density at an arbitrary time point of discretization tk, in a way that marginalizes out
the Wiener process noise in closed form.
Theorem 1 (marginalizing stochasticity). If x˜(θ,φ)k+1 follows the Euler-Maruyama discretization, the
moment update rules defined in Eqs. 4 and 5 satisfy the below analytical form with integrated out
stochastic noise wk:
mk+1 =
∫
RD
x̂
(θ,φ)
k+1 N (xk|mk,Pk)dxk, (8)
Pk+1 =
∫
RD
[
(x̂
(θ,φ)
k+1 −mk+1)(x̂(θ,φ)k+1 −mk+1)T +LφLTφ (xk, tk)∆t
]
N (xk|mk,Pk)dxk, (9)
where x̂(θ,φ)k+1 , xk + fθ(xk, tk)∆t and ∆t is a time step that does not depend on ∆wk.
Proof Sketch. First, apply EM discretization to both integrals. Use the identity E[∆w∆t] =
E[∆w]E[∆t] = 0 to marginalize out the process noise as E[∆w] = 0. Evaluate off-diagonal
covariance entries separately in order to estimate E[∆w2]. See Appendix A for further details.
3.2 Marginalizing out the input uncertainty by quasi-Monte Carlo integration
As the final step towards attaining a fully deterministic inference algorithm, we need to take the
integrals with respect to xk in Eqs. 8 and 9. We adopt a quasi-Monte Carlo (QMC) algorithm to
approximate these integrals. As both are with respect to normal distributions, we choose the Gaussian
cubature algorithm, which approximates the expectation of an arbitrary smooth function g(xk, tk)
with respect to a normal distribution N (xk|mk,Pk) as∫
g(xk, tk)N (xk|mk,Pk)dxk ≈
C∑
i=1
wig(mk +
√
Pkζi, tk), (10)
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where
√
Pk
√
Pk
T
= Pk. The coefficients wi and ζi are predetermined by a heuristic that aims to
spread the particles around the support of the distribution in a maximally information preserving way.
We approximate the integrals in Eqs. 8 and 9 simply by choosing g(xk, tk) , x̂(θ,φ)k+1 for calculation
ofmk and g(xk, tk) , (x̂(θ,φ)k+1 −mk+1)(x̂(θ,φ)k+1 −mk+1)T +LφLTφ (xk, tk)∆t for Pk.
There exist multiple heuristics for choosing wi and ζi. We adopt the unscented trans-
form (UT) [Stenger and Mcnamee, 1967], which can be formulated as a sum of 2D + 1
elements for a D−dimensional input space as following [Wan and Merwe, 2000]:
wi =
{
λ
D+κ , i = 0,
1
2(D+κ) , i = 1, ..., 2D,
ζi =

0 , i = 0,√
λ+Dei , i = 1, ..., D,
−√λ+Dei−D , i = D + 1, ..., 2D.
(11)
Above, λ and κ are predetermined hyperparameters controlling the spread of the approximation
points, common choice choices are λ = 0 and κ = 0. Setting these parameters to alternative values
made ignorable change in our experiments. Vectors ei can be chosen arbitrarily as long as they
form an orthonormal basis for the input space. We adopt the unit vectors, e.g. e2 = [0, 1, ..., 0]. UT
is a third order cubature method, which uses three approximation points per dimension. Higher
order cubature approximations can be derived at the expense of more function evaluations, e.g. 5th
order approximation needs O(D2) evaluations and 7th order O(D3). See Appendix H for a detailed
comparison to layerwise moment matching [Wang et al., 2008].
3.3 The proposed algorithm and its theoretical properties
Plugging in the outcome of Theorem 1 and the aforementioned QMC method into the inference
problem in Eq. 7, we attain a fully deterministic solution detailed in Algorithm 1. Below, the means
and covariances of the marginals are denoted asm1:K and P1:K , respectively. The moments of the
initial step arem1 and P1. One may use P1 ≈ I andm1 = x̂k for conditioning on the observed
state x̂k (Gaussian approximation to Dirac distribution), with  being a small number, which we
choose as 10−4. Note that mean at each time step can be estimated either by linearization around
mk or by applying QMC. Estimating mk+1 by linearization is our default choice, since i) both
methods perform approximately equal (see Sec. 5) and ii) linearization is faster. An efficient and
differentiable calculation scheme of N (xk|mk,Pk) is described in Appendix F. We also provide a
PyTorch implementation of our method in Appendix L.
Algorithm 1 NSDE Training with our method DI-NSDE
Inputs: fθ ,Lφ,D
Outputs: Optimized θ, φ
def Main( )
while not converged do
{(x̂(n)1 , t(n)1 ), · · · , (x̂(n)Kn , t̂
(n)
Kn
)} ∼ D . Sample fromD
m1 = x̂
(n)
1 ,P1 = I . Gaussian Approximation to Dirac
m1:K , P1:K = DI_NSDE(m1, P1, t
(n)
1:K )
θ, φ = maximize
θ,φ
∑K
k=2 logN (x̂(n)k |mk,Pk) .MLE of Parameters Eq. 7
return θ, φ
def DI_NSDE(m1, P1, t1:K ) . Theorem 1
for k ← 1 : K − 1 do
mk+1 = MeanInt(mk, tk) \\or UTSolve(mk,Pk, tk, MeanInt(·, ·)) . Linearize or QMC
Pk+1 = UTSolve(mk,Pk, tk, CovInt(·, ·,mk+1)) . QMC
returnm1:K , P1:K
def MeanInt(x, t) .Mean integral Eq. 8
return x+ fθ(x, t)∆t
def CovInt(x, t,m) . Covariance integral Eq. 9
g = x+ fθ(x, t)∆t−m
return ggT (x, t) + LφLTφ (x, t)∆t
def UTSolve(m,P , t, g) . Unscented Transform Eq. 10 and 11
Initialize v = 0
w0:2D, ζ0:2D = SigmaPoints(D,λ, κ) .Weights and Vectors via Eq. 11
for d← 0 : 2D do
χ = m+
√
Pζd
v += g(χ, t)wd
return v
5
We analyze the theoretical properties of our method from two perspectives: i) numerical stability, and
ii) convergence to the true solution. As the main source of numerical failures in recursive moment
matching is singular covariance matrices, we first define a stability criterion based on positive
semi-definiteness of the covariance matrices and then prove that DI-NSDE satisfies this criterion.
Definition 1 (covariance stability). Let x˜k+1 , h(x˜k) be an update rule used by an SDE inference
algorithm at time step tk+1 of a K-step discretization {t1, · · · , tK} of a continuous time interval
[t1, tK ] for an arbitrarily large integer K. Also let p˜(x˜k+1, tk+1) be the approximate marginal
density the algorithm outputs. This SDE inference algorithm is called to be "covariance stable" if
Covp˜(xk+1) is positive semi-definite (PSD) for all k ∈ {1, · · · ,K − 1}.
Theorem 2 (DI-NSDE is covariance stable). The deterministic SDE inference procedure that uses
the moment matching procedure given in Theorem 1 to integrate outwk and the QMC approximation
described in Eq. 10 to integrate out xk is covariance stable if Covp˜(x1) is positive semi-definite.
We prove that our method converges to the true solution as the step size shrinks with order 1. Weak
convergence of our moment-matching based method appears naturally as a straightforward extension
of the plain EM proof [Kloeden and Platen, 2013]. See Appendix B and C for details of both proofs.
Theorem 3 (weak convergence). Let p(x) be a normal distribution and fθ(x),Lφ(x) follow the
linear growth and c2-Lipschitz condition. The approximate prediction g(x˜k, tk) obtained at time
tk by the update rules defined in Theorem 1 followed by a quasi-Monte Carlo approximation
converges weakly to the true solution g(xk, tk) with order 1 as the number C of quasi-Monte Carlo
approximation points C →∞
sup
0≤tk≤T
∣∣∣E[g(xk, tk)]− E[g(x˜k, tk)]∣∣∣ ≤ S∆t,
for any T > 0, any smooth function g(·), and some S ∈ R+.
4 Alternative Methods
A straightforward alternative to our method is to fit a deterministic ODE on the mean (∂m∂t = m˙)
and covariance of the marginal density function (∂P∂t = P˙ ) and solve via (i) cubature approximation
(ODEAUT) or (ii) linearization (ODEALin.). See Appendix D for details and derivations.
m˙ = E[f(x)]
P˙ = E[f(x)(x−m)T ]+
E[(x−m)fT (x)]+
E[LLT (x)]
ODE Approx. (ODEA)
Density
Gaussiandx = f(x)dt+
L(x)dw
Cubature (ODEAUT)
Taylor (ODEALin.)
m˙ ≈∑wif
P˙ ≈∑wi{f . . .+LLT }
m˙ ≈ f
P˙ ≈ PFx . . .+LLT
Neural SDE
Figure 2: Alternative methods rely on approximating firstly the marginal density as a Gaussian
distribution. Mean and covariance evolution are governed by two ODEs, which can be solved via (i)
cubature (ODEAUT) or (ii) linearization (ODEALin.).
Another alternative approach is obtained by a discretization scheme and estimating mean and covari-
ance by sampling. Using EM discretization together with the sample based scheme, the marginal
density is approximated as p(xk+1|xk + fθ(xk)∆t,LφLTφ (xk, tk)∆t). We refer to this approach
as NSDEMC [Look and Kandemir, 2019, Chen and Duvenaud, 2019]. Lastly, it is also possible to
use linearization of the update rule after EM discretization, which would give closed-form access to
mean and covariance. This approach accumulates model uncertainty rapidly through time, resulting
in lower uncertainty calibration scores than our method, as we observed in our preliminary tries. We
omit this comparison for brevity. Below we review the properties of each method. Table 1 compares
our proposed method DI-NSDE to its variants: (i) NSDEMC (sampling), (ii) ODEAUT, (iii) ODEALin..
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Table 1: Categorical comparison of the proposed
solution DI-NSDE to (i) sampling NSDEMC, and
(ii) ODE approximation of mean and covariance
ODEAUT/Lin.. Complexity is measured in number
of NSDE evaluations during prediction, where P
is the # particles and xk ∈ RD.
Method Stability Complexity Estimator
(Def. 1) O(·) Variance
NSDEMC 3 O(P ) > 0
ODEAUT 7 O(D) 0
ODEALin. 7 O(D2) 0
DI-NSDE 3 O(D) 0
Covariance Stability. Our method DI-NSDE
comes with stability guarantees (Theorem 2).
When using another discretization schemes than
Euler-Maruyama, e.g. Itô-Taylor scheme of or-
der 1.5 [Arasaratnam et al., 2010], stability is
not guaranteed. When using explicit or adap-
tive step size solvers [Chen et al., 2018], stabil-
ity is not ensured for ODEAUT/Lin.. The solu-
tion of ODEALin. may be stabilized by special-
ized solvers, development of which is an open
research topic. See Appendix E for a discus-
sion about numerical properties regarding both
ODEA variants. The sampling-based NSDEMC
is covariance stable, since computed covariances
is not propagated across multiple time steps.
Complexity. We measure complexity as the number of NSDE evaluations during prediction for one
future time step. We assume to use EM discretization for NSDEMC, DI-NSDE and Euler discretization
for ODEAUT/Lin. for this discussion. The sampling based method NSDEMC depends on the choosen
number of particles P , which requires a single NSDE evaluation per particle O(P ). When using DI-
NSDE, evaluation of 2D + 1 cubature points is necessary, hence O(D). Same applies for ODEAUT.
When using ODEALin. evaluation of the Jacobian with D2 elements becomes necessary.
Estimator Variance. All closed form approximations rely on deterministic operations only, hence
zero estimator variance. By contrast, the sampling based alternative NSDEMC introduces variance on
the estimator of the data likelihood, stemming from randomness due to sampling.
5 Experiments
We benchmark DI-NSDE on one standard synthetic setup and two real-world data sets. We refer to
our method as DI-NSDEUT, when using the UT to estimate mk, and as DI-NSDELin., when using
linearization. We also present in Appendix G a study analyzing the behaviour of our method on
a synthetic multimodal distribution. For ODEAUT/Lin., we use a Runge-Kutta solver of 4th order.
Due to numerical considerations [Gholami et al., 2019], we backpropagate directly through the
computational graph, which is created by the solver, instead of using the adjoint method [Chen et al.,
2018]. Hyperparameters have been tuned manually for each method.
Lotka-Volterra. This experiment illustrates the qualitative behavior of DI-NSDE on the stochastic
Lotka-Volterra dynamics (see Appendix I for details) We generate 128 paths using Euler-Maruyama
discretization with a small step size of dt = 10−5 seconds. Afterwards, we coarsen the data set such
that 200 equally spaced observations between 0 − 10 seconds remain. First 100 observations are
used for training and the remaining 100 observations for testing. Deterministic integration methods
(DI-NSDE, ODEA) deliver both more accurate predictions and better calibrated uncertainty scores
than NSDEMC training, as shown in Table 2 and Figure 3. DI-NSDE outperforms the alternative
methods in both prediction accuracy and the quality of predictive uncertainty calibrations.
Weather Forecast. The United States Historical Climatology Network (USHCN) daily dataset
[Menne et al., 2015] contains five climate measurements from approximately 1200 USHCN stations.
We adopt the preprocessing (making data partially observed) and evaluation procedure from Brouwer
et al. [2019]. In order to evaluate the extrapolation capabilities of our method, we extend the original
task from performing three step predictions by additionally performing 300 step predictions. See
Appendix J.2 for further details regarding the network architecture. Table 2 reports results for 3 and
300 step predictions. The accuracy of our method is on par with the state-of-the-art GOB [Brouwer
et al., 2019] for three-step predictions. However, for long-term predictions DI-NSDE improves the
state of the art by a significant margin. We attribute this outcome to the stable training procedure and
well-preserved uncertainty quantification capabilities thanks to the deterministic inference scheme.
We provide prediction visualizations in Appendix K. The alternative method ODEALin. did not train
due to covariance instability of Pk. As training progresses, stiffness of the neural SDE can change
fast. Reducing the step size ∆t in order to tackle stiffness does not stabilize ODEA training.
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Figure 3: Predictive means and one standard deviation error bars for the sampling-based NSDEMC
and our deterministic DI-NSDE for stochastic Lotka-Volterra. In this example, deterministic NSDE
integration improves both prediction accuracy and uncertainty calibration.
Table 2: All experiments are extrapolation tasks. We provide for Lotka-Volterra (2dim, 100 step
extrapolation) average MSE and standard deviation over 10 runs. Methods used for comparison for
CMU-Walking (50dim, 297 step extrapolation) reported best results. We do the same as competitor
methods and report additionally the average over 10 runs in brackets. For USHCN (partially observed,
5dim, 3/300 step extrapolation) we report mean and standard deviation for 5-fold-cross-validations.
NaN: Model training failure in all repetitions due to numerical instability.
Lotka-Volterra Weather Forecast (3 Step) Weather Forecast (300 Steps) CMU
Model MSE NLL MSE NLL MSE NLL MSE
Neural-ODE [Chen et al., 2018] - - 0.96± 0.11 1.46± 0.10 - - 21.60
ODE2VAE-KL [Yildiz et al., 2019] - - - - - - 6.48
Sequential VAE [Krishnan et al., 2017] - - 0.83± 0.07 1.37± 0.06 - - -
GRU-D [Che et al., 2016] - - 0.53± 0.06 0.99± 0.07 - - -
T-LSTM [Baytas et al., 2017] - - 0.59± 0.11 1.67± 0.50 - - -
GRU-ODE-Bayes [Brouwer et al., 2019] - - 0.43± 0.07 0.84± 0.11 0.64± 0.06 1.12± 0.12 -
NSDEMC 0.81± 0.06 2.38± 0.08 0.68± 0.19 1.21± 0.10 0.58± 0.06 1.09± 0.04 5.44 (7.26)
ODEAUT 0.82± 0.07 1.68± 0.15 0.39± 0.05 1.04± 0.14 0.59± 0.06 1.03± 0.07 NaN
ODEALin. 0.78± 0.09 1.76±0.22 NaN NaN NaN NaN 5.04 (6.98)
DI-NSDEUT (Ours) 0.76± 0.04 1.65± 0.16 0.37± 0.07 0.95± 0.10 0.57± 0.05 0.96± 0.04 4.75 (6.62)
DI-NSDELin. (Ours) 0.77± 0.08 1.79±0.20 0.35± 0.11 0.91± 0.20 0.55± 0.10 0.91± 0.14 4.77 (6.46)
CMU Motion Capture. We follow Yildiz et al. [2019] for preprocessing and designing the experi-
mental setup using data from the CMU motion capture library. The dataset is constructed accordingly
to Gan et al. [2015]. It consists of 23 sequences from Subject 35. The dataset is split into 16 sequences
for training, three for validation, and four for test. After preprocessing the dataset consist of 50
dimensions. We use a similar architecture as Yildiz et al. [2019], i.e. an encoder-decoder structure. A
sketch of the architecture is given in Appendix J.1. Table 2 summarizes the results for mean predic-
tions. Note that the models used for comparison reported best observed results. For completeness, we
report the best outcome, as well as the average obtained over 10 runs. Our method DI-NSDE brings
consistent improvement in prediction accuracy. We could not train a neural SDE using ODEAUT,
since the predicted covariance Pk was not covariance unstable (not positive semi-definite) as training
progressed. In general it is unpredictable whether ODEA training converges.
6 Conclusion and Future Extensions
We introduce a deterministic inference procedure to solve arbitrarily nonlinear neural SDEs, which is
computationally stable (Definition 1), consistent with the true solution (Theorem 3) and has better
calibrated uncertainty estimates compared to its alternatives. The major limitation of our method
is that it cannot model multimodal distributions. A direct extension to our work could be to do
moment matching across Gaussian mixtures with ideally variable and learnable number of modes.
Also detecting the position or time at which a predicted trajectory can split is of crucial importance
for future research. Therefore analysis of exit times [Oksendal, 1992] can serve as a theoretical base.
Lastly, one may consider decreasing the number of neural SDE evaluations, by employing Bayesian
quadrature [Briol et al., 2015] or particle methods [Liu and Wang, 2016].
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A Proof of Theorem 1 (Marginalizing Stochasticity)
Integrating with respect tow in order to estimatemk+1 in Eq. 4 can be done directly by applying E[∆w] = 0
together with Euler-Maruyama:
mk+1 ,
∫ ∫
RD×S
x˜
(θ,φ)
k+1 pθ,φ(xk, tk)︸ ︷︷ ︸
≈N (xk|mk,Pk)
p(wk)dwkdxk
=
∫ ∫
RD×S
[xk + fθ(xk, tk)∆t+Lφ(xk, tk)∆wk]N (xk|mk,Pk)p(wk)dwkdxk
=
∫
RD
[xk + fθ(xk, tk)∆t]︸ ︷︷ ︸
x̂
(θ,φ)
k+1
N (xk|mk,Pk)dxk
For deriving Pk+1 using Euler-Maruyama we first rewrite equation 5 as:
Pk+1 ,
∫ ∫
RD×S
(x˜
(θ,φ)
k+1 −mk+1)(x˜(θ,φ)k+1 −mk+1)T pθ,φ(xk, tk)︸ ︷︷ ︸
≈N (xk|mk,Pk)
p(wk)dwkdxk
=
∫ ∫
RD×S
(x˜
(θ,φ)
k+1 )(x˜
(θ,φ)
k+1 )
TN (xk|mk,Pk)p(wk)dwkdxk −mk+1mTk+1.
We use the definition of x˜(θ,φ)k+1 = xk + fθ(xk, tk)∆t + Lφ(xk, tk)∆wk and evaluate the product. For
readability we omit the arguments:
(x˜
(θ,φ)
k+1 )(x˜
(θ,φ)
k+1 )
T =(xk + fθ∆t+Lφ∆wk)(xk + fθ∆t+Lφ∆wk)
T
=xkx
T
k + xkf
T
θ ∆t+ xk(Lφ∆wk)
T + fθ∆tx
T
k + fθf
T
θ ∆t
2+
fθ∆t(Lφ∆wk)
T +Lφ∆wkx
T
k +Lφ∆wkf
T
θ ∆t+Lφ∆wk∆w
T
k L
T
φ
We can omit ∆w terms as E[∆w] = 0, as well as ∆w∆t and ∆w, since E[∆w∆t] = E[∆w]E[∆t] = 0.
The outer product ∆wk∆wTk results in a symmetric matrix with shape RS×S . From Itô calculus [Oksendal,
1992] E[∆w2k,i] = ∆t follows. This equality only applies to the diagonal entries of resulting matrix ∆wk∆wTk ,
offdiagonal values may be omitted, since E[∆wk,i∆wk,j ] = E[∆wk,i]E[∆wk,j ] = 0. We thus can write the
solution to the integral with respect to p(∆wk) in a closed form:
E∆wk [(x˜
(θ,φ)
k+1 )(x˜
(θ,φ)
k+1 )
T ] = (xk + fθ∆t)︸ ︷︷ ︸
x̂
(θ,φ)
k+1
(xk + fθ∆t)
T +LφL
T
φ∆t.
Finaly we arrive at a tractable form of the integral:
Pk+1 =
∫ ∫
RD×S
(x˜
(θ,φ)
k+1 )(x˜
(θ,φ)
k+1 )
TN (xk|mk,Pk)p(wk)dwkdxk −mk+1mTk+1
=
∫
RD
[
(x̂
(θ,φ)
k+1 )(x̂
(θ,φ)
k+1 )
T +LφL
T
φ∆t
]
N (xk|mk,Pk)dxk −mk+1mTk+1
=
∫
RD
[
(x̂
(θ,φ)
k+1 −mk+1)(x̂(θ,φ)k+1 −mk+1)T +LφLTφ (xk, tk)∆t
]
N (xk|mk,Pk)dxk,
which can be solved with a numerical cubature integration method.
B Proof of Theorem 2 (Covariance Stability)
Proof by induction.
Proposition. Pk is PSD if P1 is PSD, ∀k ∈ N.
Base Case. If k = 1, P1 is PSD by initial proposition. If k = 2, P2 is estimated by:
P2 =
∫
RD
[
(x̂
(θ,φ)
2 −m2)(x̂(θ,φ)2 −m2)T +LφLTφ (x1, t1)∆t
]
︸ ︷︷ ︸
g(·)
N (x1|m1,P1)dx1
≈
C∑
i=1
wig(m1 +
√
P1ζi, t1)
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Since P1 is PSD, it is possible to calculate
√
P1. The covariance P2 is estimated via QMC, which amounts to a
weighted sum. Each summand g(·) is a sum positive semi-definite matrices. A sum of PSD matrices is again
PSD. LetA be such a sum of N PSD matricesAi:
xT
(∑
i
Ai
)
x =
N∑
i
xTAix︸ ︷︷ ︸
≥0
≥ 0,
henceA is PSD. We conclude that P2 is PSD independent of step size ∆t.
Inductive Step. The covariance of Pk+1 is depending on Pk. Since Pk is PSD, Pk+1 must be also PSD
following the reasoning of the base case. We conclude that Pk is PSD if P1 is PSD, ∀k ∈ N.
C Proof of Theorem 3 (Weak Convergence)
Definition 2 (linear growth). fθ(x, t) and Lφ(x, t) are at most linear if:∣∣∣fθ(x, t)∣∣∣+ ∣∣∣Lφ(x, t)∣∣∣ ≤ c1(1 + ∣∣∣x∣∣∣), ∃c1 > 0,∀x ∈ RD, ∀t ∈ R+.
Definition 3 (c2-Lipschitz). fθ(x, t) and Lφ(x, t) are c2-Lipschitz if:∣∣∣fθ(x, t)− fθ(y, t)∣∣∣+ ∣∣∣Lφ(x, t)−Lφ(y, t)∣∣∣ ≤ c2(∣∣∣x− y∣∣∣), ∃c2 > 0, ∀x,y ∈ RD,∀t ∈ R+.
Proof. Weak convergence of our method DI-NSDE can be derived directly from EM convergence. We start
from our algorithm and recover the original definition of the weak convergence proof of the EM discretization.
Expectation E[·] is calculated with respect to w and x. After integrating analytically with respect to w the
smooth function g(·) is changed to gw(·).
lim
C→+∞
sup
0≤tk≤T
∣∣∣E[g(xk)]− C∑
i=1
wigw(mk +
√
Pkζi, tk)
∣∣∣ = QMC-Error→ 0
sup
0≤tk≤T
∣∣∣E[g(xk)]− Ex˜k∼N [gw(x˜k)]∣∣∣ = p(xk), p(x˜k) are Gaussian
sup
0≤tk≤T
∣∣∣E[g(xk)]− Ex˜k∼p(x˜k)[gw(x˜k)]∣∣∣ = Analytical Integralw
sup
0≤tk≤T
∣∣∣E[g(xk)]− E w∼p(w)
x˜k∼p(x˜k)
[g(x˜k)]
∣∣∣ ≤ S∆t, ∃S ∈ R+. Weak-Convergence
Convergence of QMC is at least O(C−α), with C being the number of particles and α ≥ 1 a task specific
constant [Xiang and Bornemann, 2012]. Linear growth and c2-Lipschitz condition of fθ(x),Lφ(x) are
necessary conditions of the weak convergence proof [Kloeden and Platen, 2013]. In general this assumption is
valid for neural networks, when the activation functions follow these conditions.
D ODE-Based Approximations of Mean and Covariance
Firstly we sketch the derivation of the ODEs for mean ∂m
∂t
= m˙ and and covariance ∂P
∂t
= P˙ evolution when
dynamics is governed by an SDE (ODE approximation, ODEA). Therefor we review the infinitesimal generator
(think of it for simplicity as the time derivative ∂·
∂t
) of some general function g as the operatorA [Oksendal,
1992]:
Ag = ∂g
∂t
+∇xgf(x, t) + 1
2
∑
i,j
∂2g
∂xi∂xj
[LLT (x, t)]i,j .
Taking the expected value and using the function g = xi, with the i-th component of x, we obtain after
vectorizing, the time evolution of the mean as:
dm
dt
=E[f(x, t)]. (12)
In a similar way we obtain the time evolution of the covariance by taking the expected value, using the function
g = xixj −mimj , and vectorizing:
dP
dt
=E[f(x, t)(x−m)T ] + E[(x−m)fT (x, t)] + E[LLT (x, t)]. (13)
Note that these ODEs are usually not solvable, since the expectation is calculated with respect to the potentially
complicated distribution p(x, t). Throughout the paper we use the approximation p(x, t) ≈ N (x|m(t),P (t)).
In order to obtain the desired result at time T , one needs to choose a suitable ODE-Solver, such as Runge-Kutta,
and integrate up to time T . Often it is assumed that the starting distribution at time t = 0 is Dirac delta
distributed, which can be approximated by a Gaussian with small covariance, i.e. P ≈ I, with I representing
the identity matrix and a small  > 0.
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Cubature approximation. Using a cubature method (here unscented transform UT) together with the two
ODEs for mean and covariance (Eq. 12 and 13) we obtain the tractable approximation:
dm
dt
=
2D∑
i=0
wif(m+
√
Pζi, t)
dP
dt
=
2D∑
i=0
wi
[
f(m+
√
Pζi, t)ζ
T
i
√
P
T
+
√
Pζif(m+
√
Pζi, t)
T +LLT (m+
√
Pζi, t)
]
.
We refer to this approximation to as ODE approximation via unscented transform (ODEAUT).
Linearized approximation. The linearized approximation builds on a Taylor expansion of the governing
SDE. Thus the drift and diffusion of the SDE is linearized as [Särkkä and Solin, 2019]:
f(x, t) ≈ f(m, t) + Fx(m, t)(x−m)
L(x, t) ≈ L(m, t),
with the Jacobian Fx(x) = ∂f(x)∂x . Note that we approximated the drift as a constant in order to keep
computational overhead feasible. For covariance approximation, we also use the equality [Särkkä and Sarmavuori,
2013]
E [f(x, t)(x−m)] = E [Fx(x, t)]P ,
where x ∼ N (m,P ). Using these two equations together with the original ODEs (Eq. 12 and 13) we obtain:
dm
dt
=f(m, t)
dP
dt
=PFx(m, t)
T + Fx(m, t)P
T +LLT (m, t).
We refer to this method as ODE approximation via linearization (ODEALin.), which found widespread use in the
context of extended Kalman filters [Brown and Hwang, 1997]. The present auto-diff libraries provide methods
for calculating the Jacobian, though not efficiently off-the-shelf, since they are optimized for Vector-Jacobian
products. For the linear case, this approximation is fully correct. Hence, we can recover the solution proposed in
[Archambeau et al., 2007] when using only affine transformations for L(x, t) and f(x, t).
E Covariance Stability of ODEA Alternatives
In this section we discuss covariance stability (Definition 1) of the alternative methods ODEAUT/Lin..
ODEALin.. First lets review the time derivative of P . By inspecting each summand separately it is obvious,
that Pk will not be estimated as a sum PSD matrices (independent of chosen numerical solver). Hence after
several solver steps, accumulating numerical errors can result in an ill defined Pk . However the time derivative
of P resembles the differential Riccati equation (DRE). A DRE is usually stiff and demands in turn implicit
solvers in order to ensure well-defined results. We refer to Mena and Benner [2007] for a detailed discussion on
numerical solution methods for a DRE. We further denote, that such implicit solvers are not readily available for
NSDEs [Chen et al., 2018, Li et al., 2020] and offer an interesting future direction.
dP
dt
= PFx(m, t)
T + Fx(m, t)P
T︸ ︷︷ ︸
Symmetric6=PSD
+LLT (m, t)︸ ︷︷ ︸
PSD︸ ︷︷ ︸
Differential Riccati Equation→P˙=PA+ATP+Q
ODEAUT. With the same reasoning as before, we first review each summand of the time derivative. Again
we can tell by inspection, that Pk will not be estimated as a sum PSD matrices (independent of chosen
numerical solver). Hence after several solver steps, accumulating numerical errors can result in an ill defined Pk.
Unfortunately the P˙ does not resemble the well studied DRE this time, though having similar structure. Hence
theoretical guarantees are not known to exist even for implicit solvers.
dP
dt
=
2D∑
i=0
wi
f(
χi︷ ︸︸ ︷
m+
√
Pζi, t)ζ
T
i
√
P
T
+
√
Pζif(m+
√
Pζi, t)
T︸ ︷︷ ︸
Symmetric6=PSD
+LLT (m+
√
Pζi, t)︸ ︷︷ ︸
PSD

=
[
2D∑
i=0
wif(χi, t)ζ
T
i
]
︸ ︷︷ ︸
AT
√
P
T
+
√
P
[
2D∑
i=0
wiζif(χi, t)
T
]
︸ ︷︷ ︸
A
+
2D∑
i=0
wiLL
T (χi, t)︸ ︷︷ ︸
Q
=AT
√
P
T
+
√
PA+Q
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F Log-Likelihood via Cholesky Decomposed
Suppose you want to calculate the log-likelihood for a multivariate Gaussian:
p(xk+1|xk) = N (xk+1|mk+1,Pk+1) =exp
(− 1
2
d(xk+1,mk+1,Pk+1)
2
)√
(2pi)D|Pk+1|
, where d(xk+1,mk+1,Pk+1) is the Mahalanobis distance Since it is required to compute the inverse and
determinant of Pk+1, it is beneficial to calculate its Cholesky decomposed
√
Pk+1 and use it for calculation of
both target quantities. Thus the two identies, which apply for any positiv semi-definite matrix P , can be used:
|P | = |
√
P |2 =
(
D∏
i=1
√
P i,i
)2
P−1 =
(√
P
−1)(√
P
−1)T
The inverse Cholesky decomposed can be fastly calculated by solving a linear system of equations.
G Fitting Multimodal Processes
This section explores certain theoretical properties and limitations of our method on synthetic multimodal data.
We generate the true data distribution by following one-dimensional SDE:
dx = tanh(x)(µ− tanh(x)x)dt+ 2dw,
with µ = 1. For training purposes, we generate 128 sequences with t ∈ [0 s, 10 s] and ∆t = 0.1 s. Fig. 4a
shows the true data distribution and Fig. 4b the generated samples by using Euler-Maruyama discretization
after training a model using DI-NSDE. The generated samples match the multimodality of the true distribution,
though the model was trained using an assumed Gaussian transition probability. During training we used shorter
and randomly picked snippets (10 time steps) for which the Gaussian assumption is valid. Thus the final model
covers both modes.
0 2 4 6 8 10
Time [s]
−2.0
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
V
al
u
e
[-
]
(a) Samples generated by
true SDE.
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the learned model.
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Figure 4: Dynamics of true SDE and trained neural SDE with DI-NSDE on a synthetic multimodal
data distribution.
However, when making long-term predictions (100 steps) using DI-NSDE one can see in Fig. 4c, that the
prediction sticks to one of the two modes. When using different starting points for long-term predictions, it is
hardly possible to determine which of the two modes will be picked. Thus, using DI-NSDE in downstream tasks
together with an underlying multimodal data distribution may cause instabilities or unforeseeable predictions.
We also evaluate the learned model by solving the underlying FPK equation. We use the finite-difference method
with a grid size of ∆x = 10−2 and a time step of ∆t = 10−4 s. A Dirichlet boundary condition is used,
ensuring that p(x = −2) = p(x = 2) = 0. Indeed one can see in Fig. 4d that the model recovers the true data
distribution. Thus, DI-NSDE may also be used for training a NSDE on a multimodal data distribution, since the
Gaussian assumption is usually valid for shorter snippets. However special care needs to be taken for long-term
predictions, by e.g. comparing the sampled distribution with predicted distribution via DI-NSDE.
H Numerical Error of quasi Monte-Carlo Integration
We investigate the accuracy of the QMC approximation depending on dimensionality and function complexity.
We initialize a random Gaussian distribution with diagonal covariance and pass it through a random neural
network with defined dimensionality (input and output having same number of dimensions) and function
complexity (number of layers). We estimate the mean and covariance of the output distribution by passing
106 samples through the network. This distribution is denoted as the ground truth PTrue. Using the same
random initialized network and distribution we estimate the output distribution using a QMC approximation,
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i.e. unscented transform. Additionally we estimate the output distribution using layerwise moment matching.
Layerwise moment matching is also able to calculate in a deterministic way the output distribution, when using
smooth and monotonic activation functions [Wu et al., 2019]. We use here tanh(·) as the activation function and
estimate the output approximated by layerwise moment matching by sampling using 106 samples. We repeat
each experiment for each configuration 32 times and estimate the Kullback-Leibler divergence between the two
approximations and the true distribution. Error of UT is not depending on function complexity and increases for
higher dimensionality. Layerwise moment matching results in high error if more than one layer is used. This
may change when Bayesian networks are used since off diagonal values entries in the covariance matrix may be
reduced compared to diagonal ones and the error by applying central limit theorem may decrease. As a result
UT is applicable especially for lower dimensionality.
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Figure 5: KL-divergence between true resulting distribution and different approximation techniques
(layerwise moment matching [Wu et al., 2019] and cubature method) depending on dimensionality
and number of hidden layers. We pass for each configuration 32 random Gaussian distributions with
diagonal covariance through a random initialized neural network. The true distribution is estimated
by sampling, using 106 draws. For calculation of KL-divergence first two moments are used.
I Stochastic Lotka-Volterra Equation
We choose the true dynamics of stochastic Lotka-Volterra equations as in [Abbati et al., 2019]:
dx =
[
2x1 − x1x2
x1x2 − 4x2
]
dt+
√[
0.05 0.03
0.03 0.09
]
dw.
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(a) Architecture used for CMU walking data. Our
model has similar number of parameters (11.9k)
compared to current state of the art model [Yildiz
et al., 2019] (12.1k).
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(b) Architecture used for USHCN weather predic-
tion task. We adapt the architecture from Brouwer
et al. [2019] for encoding a sequence of partially
observed data points. Our model has 40.5k param-
eters compared to current state of the art model
[Brouwer et al., 2019] with 24.7k parameters.
Figure 6: Sketches of model archtitectures.
J Model Architectures
In this chapter we describe the model archtictures used in the real world experiments.
J.1 CMU Walking Data
For the CMU walking experiment we use the same encoder-decoder structure as in [Yildiz et al., 2019] . The
encoder takes the first three frames and maps it to a latent space. In the latent space we define a SDE in order to
estimate mean and covariance at each time step. At every time step we take the predicted mean and covariance
and pass it through the decoder network. We estimate mean and covariance of the decoder with unscented
transform. Thus the model is also directly runable in sampling mode without any modifications.
J.2 Climate Forecast
An encoder-decoder structure is used in the climate forecasting experiment. The encoder is a simplified GRU-
ODE-Bayes model [Brouwer et al., 2019], which consists of the ODE model and GRU-Bayes model. The ODE
model is used to model the dynamics between observations. It takes the previous latent variable h(t+k−1) as the
input and outputs h(t−k ) as the predicted latent variable at the current time point. The GRU-Bayes model is
used to update the latent variable from h(t−k ) to h(t
+
k ), if there is an observation. Due to missed values, the
partially-observed vector needs to be preprocessed before going into the GRU unit. The update and preprocessing
are the same as in [Brouwer et al., 2019]. Conditioned on h(t+k ), the observation model can predict the mean mk
and covariance Pk in the augmented space. We use DI-NSDE for the decoder, which works in the augmented
space [Dupont et al., 2019]. It takes the last outputs of the encoder as the initial mean and covariance and does
predictions recursively. The first 5 dimensions of the SDE are outputed as the prediction. Our loss function is
the negative log-likelihood of a multivariate Gaussian distribution. Since the data is only sporadically observed,
we need to marginalize out the unobserved dimensions.
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K Further Climate Predictions
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(a) Mean and cov. of max. temperature.
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(b) Mean and cov. of max. temperature.
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(c) Mean and cov. of snow depth.
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(d) Mean and cov. of snow depth.
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(e) Mean and cov. of precipitation.
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(f) Mean and cov. of precipitation.
Figure 7: DI-NSDELin., NSDEMC, and GOB [Brouwer et al., 2019] predictions for USHCN daily
dataset.
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L Python Code
1 def unscented_pts ( dim , lmbd=0 , kp=0) :
2 " " " Returns vec to rs z and weights w of unscented t rans form .
3
4 Args :
5 dim ( i n t ) : Number o f dims .
6 lmbd ( f l o a t ) : Hyperparameter
7 kp ( f l o a t ) : Hyperparameter
8
9 Returns :
10 z ( np . ar ray ) : 2D+1 vec to rs
11 w ( np . ar ray ) : 2D+1 weights
12 " " "
13 z f = np . sq r t ( lmbd+dim )
14
15 z0 = np . zeros ( ( 1 , dim ) )
16 z = np . eye ( dim )
17 z = np . concatenate ( ( z0 , z∗zf , z∗(−z f ) ) )
18
19 w0 = np . ar ray ( [ lmbd / ( dim+kp ) ] )
20 w = np . repeat ( 1 . / ( 2∗ ( dim+kp ) ) , repeats=2∗dim )
21 w = np . concatenate ( (w0, w) )
22 r e t u rn z , w
1 def nex t_s ta te ( sde , m, P, t , d t =0.1 , mode=" l i n " ) :
2 " " " Est imate mean covar iance of next s t a t e .
3
4 Args :
5 sde ( nn . Module ) : Module implementat ion i n PyTorch . Takes and inpu t x and t ime t ↘
and re tu rns d r i f t f ( x , t ) and d i f f u s i o n L ( x , t )
6 m ( Tensor ) : prev ious mean
7 P ( Tensor ) : prev ious covar iance
8 t ( Tensor ) : prev ious t ime
9 dt ( f l o a t ) : t ime increment
10 mode ( s t r ) : s pec i f i e s how to est imate next mean
11
12 Returns :
13 m_next ( Tensor ) : next mean
14 P_next ( Tensor ) : next covar iance
15 t_nex t ( Tensor ) : next t ime step
16 " " "
17 bs , dim = m. shape
18 n_pts = 2∗dim + 1
19
20 z , w = unscented_pts ( dim )
21 z = to rch . FloatTensor ( z ) . view ( n_pts , dim , 1)
22 w = to rch . FloatTensor (w) . view ( n_pts , 1)
23
24 # Repeat elements
25 m_rep = to rch . repea t_ i n te r l eave (m, repeats=n_pts , dim=0)
26 P_chol = to rch . cholesky (P)
27 P_chol_rep = to rch . repea t_ i n te r l eave ( P_chol , repeats=n_pts , dim=0)
28 t_ rep = to rch . r epea t_ i n te r l eave ( t , repeats=n_pts , dim=0)
29
30 z_rep = z . repeat ( bs , 1 ,1)
31 w_rep = w. repeat ( bs , 1) . unsqueeze(−1)
32
33 # Get cubature c a l l s
34 i npu ts = m_rep + ( P_chol_rep@z_rep ) . squeeze ( )
35 f , L = sde ( inputs , t_ rep )
36
37 #Get next batch o f mean_values
38 i f mode == " l i n " :
39 f_ , _ = sde (m, t )
40 m_next = m + f_∗dt
41 e l i f mode ==" u t " :
42 m_next = inpu ts + f∗dt
43 m_next = m_next∗w_rep . view(−1, 1)
44 m_next = m_next . view ( bs , n_pts , −1)
45 m_next = to rch .sum(m_next , 1)
46
47 #Get next batch o f covar iance values by cub .
48 m_next_rep = to rch . r epea t_ i n te r l eave (m_next , repeats=n_pts , dim=0)
49 f x _ i = ( i npu ts + f∗dt − m_next_rep )
50 f x _ i = f x _ i . unsqueeze(−1)
51 f x _ i = f x _ i @ f x _ i . t ranspose (1 , 2)
52 Lx_i = ( L @ L . transpose (1 , 2) )∗dt
53
54 P_next = ( f x _ i + Lx_ i )∗w_rep
19
55 P_next = P_next . view ( bs , n_pts , dim , dim )
56 P_next = to rch .sum( P_next , 1)
57
58 t_nex t = t + d t
59
60 r e t u rn m_next , P_next , t_nex t
1 def i n t eg r a t e ( func t i on , m, P) :
2 " " " Est imates o f mean m and covar iance P of the output when a Gaussian va r i ab l e i s ↘
passed through a func t i on f .
3
4 Args :
5 f ( nn . Module ) : Module implementat ion i n PyTorch . Standard implementat ion , takes ↘
i npu t x and outputs x_out
6 m ( Tensor ) : mean
7 P ( Tensor ) : covar iance
8
9 Returns :
10 m_out ( Tensor ) : mean of f unc t i on output
11 P_out ( Tensor ) : covar iance of f unc t i on output
12 " " "
13 bs , dim = m. shape
14 n_pts = 2∗dim + 1
15
16 z , w = unscented_pts ( dim )
17 z = to rch . FloatTensor ( z ) . view ( n_pts , dim , 1)
18 w = to rch . FloatTensor (w) . view ( n_pts , 1)
19
20 # Get next batch o f mean values by cubature
21 m_rep = to rch . repea t_ i n te r l eave (m, repeats=n_pts , dim=0)
22 P_chol = to rch . cholesky (P)
23 P_chol_rep = to rch . repea t_ i n te r l eave ( P_chol , repeats=n_pts , dim=0)
24
25 z_rep = z . repeat ( bs , 1 ,1)
26 w_rep = w. repeat ( bs , 1)
27
28 # gives you cubature po in t s
29 i npu ts = m_rep + ( P_chol_rep@z_rep ) . squeeze ( )
30 # pass through func
31 outs = f unc t i on ( i npu ts )
32 # sum up and get mean
33 m_out = outs∗w_rep
34 m_out = to rch .sum(m_out . view ( bs , n_pts , −1) , 1)
35
36 # reuse f unc t i on c a l l f o r covar iance
37 m_out_rep = to rch . repea t_ i n te r l eave (m_out , repeats=n_pts , dim=0)
38
39 # get i n t e g r a l [ f ( x )−mean ] [ f ( x )−mean ] ^T dx
40 P_out = ( outs− m_out_rep ) . unsqueeze(−1)
41 P_out = P_out@P_out . t ranspose (1 ,2 )
42 P_out = P_out∗w_rep . unsqueeze(−1)
43 d_out = P_out . shape [ 1 ] # output dim
44 P_out = P_out . view ( bs , n_pts , d_out , d_out )
45 P_out = to rch .sum( P_out , 1)
46 r e t u rn m_out , P_out
20
