ABSTRACT Author (Mao, IEEE Trans. Autom. Control 2016) opens up the new chapter of discrete stochastic stabilization. In addition, intermittent control can reduce the control cost effectively. Inspired by the thoughts of discrete stochastic stabilization and periodically intermittent control, based on discrete observations of systems states, we can design periodically intermittent discrete time noises to almost surely exponentially stabilize an unstable differential system with the global Lipschitz condition using the methods of comparison principle and stochastic analysis. Up to now, this brief is the first to investigate the cross effects of discrete stochastic noises and periodically intermittent control for unstable differential systems, which can fill up with the gap of these two fields. Moreover, this brief applies the stabilization assertions to recurrent neural networks.
I. INTRODUCTION
Differential systems/delay differential systems (abbreviated as DSs/DDSs) have been deeply studied and widely applied in many practical fields, such as engineering, biology systems and finance. One of main topics in the study and applications is the asymptotic properties of DSs/DDSs, especially the property of asymptotic stability. The asymptotic stabilities of DSs/DDSs have been investigated by more and more researchers (e.g. [1] - [4] ). Hence, controlling unstable systems by virous methods (e.g. sample-data control, impulsive control and adaptive control) is an important issue.
In the practical applications of differential systems/delay differential systems, random factors are inevitable. For unstable systems, more and more focuses have been emphasized on the stochastic stabilization. This issue was initiated by Khasminskii [5] . Numerous works on the effect of stochastic
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Shen. noises for DSs/DDSs were done recently (e.g. [6] - [16] and the literature therein). Beside of the application in the area of biology systems (e.g. [17] - [19] ), stochastic noises had been imported into neural networks and gained many interesting assertions (e.g. [20] - [22] ). It must be noticed that all of stochastic noises imported in the above references are based on continuous observations of systems states. However, the continuous observations is expensive and even irrealizable in practice. From the point of cost reduction, Mao [23] imported stochastic noises based on discrete observations of systems states to control an unstable system with the global Lipschitz condition, which is feasible and reasonable. In fact, the work [23] opened up a new chapter of discrete stochastic stabilization.
Furthermore, let us see another strategy, i.e., intermittent control, which can reduce the control cost of differential systems/delay differential systems effectively. The intermittent control involves the control time and the rest time. The controllers work in the control time but not in the rest time. When the control time is periodic/aperiodic, this is so-called periodically/aperiodically intermittent control. The periodically/aperiodically intermittent control has gained wide attractions (e.g. [24] - [33] and the literature therein). Up to now, few assertions have been done on the stochastic stabilization of differential systems by periodically intermittent control. Therefore, a huge gap on this issue needs to be filled up with.
Inspired by the thoughts of discrete stochastic stabilization and periodically intermittent control, the following question arises naturally: whether can an unstable system be stabilized by periodically intermittent discrete time stochastic noises? We will show that the answer is yes in the following sections. This brief is the first to investigate the cross effects of discrete stochastic noises and periodically intermittent control, which can fill up with the gap of these two fields and is the main contribution of this brief.
II. NOTATIONS AND PROBLEM STATEMENT
Let B(t) be a one-dimensional Brownian motion defined on a probability space ( , F , {F t } t≥0 , P) which satisfies the usual condition. Denote |D| = trace(D T D) and D = max{|Dx| : |x| = 1} for matrix D, where T and trace are transpose operator and trace operator, respectively. Denote R n , R n×m and R + by the n-dimensional Euclidean space, the set of all n × m-dimensional real matrices and the set of positive real numbers, respectively.
Consider an n-dimensional unstable differential system
with initial data y 0 = y(0) ∈ R n , where function f maps from R n × R + to R n and satisfies the following global Lipschitz condition.
Assumption 1: There is a constant c 1 > 0 such that As mentioned above, we aim to design a periodically intermittent discrete time stochastic noise (please see (2) ) to almost surely exponentially stabilize the unstable system (1). Then stochastically controlled system becomes
with initial data y 0 ∈ R n , where function σ maps from
is the controlled period, δ 0 is the controlled width, ς is the time gap of consecutive observations and [λ] is the integer part of real number λ. Furthermore, it is reasonable to assume that the controlled period is not less than the controlled width and that the controlled width is not less than the time gap of consecutive observations, i.e., δ ≥ δ 0 ≥ ς . For simplicity, the stochastically controlled system (2) can be represented as (3) where
Remark 2: In fact, the assumption of δ 0 ≥ ς is unnecessary. Hence, δ ≥ δ 0 ≥ ς can be weakened as δ ≥ δ 0 and δ ≥ ς .
Remark 3: Different from the already-existed references [5] - [22] , stochastic noise imported here is based on discrete time observations of system states, which is more feasible than the case based on continuous time observations. While, beside of the consideration of discrete time observations [23] , we further take the factor of periodically intermittent control into consideration, which can reduce the cost effectively.
To yield the stabilization assertions of the periodically intermittent discrete time stochastic noise, we propose the following assumption for function σ (similar to Assumption 1).
Assumption 2: There is two constants c 2 > 0 and c 3 > 0 with c 3 − 0.5c 2 2 > c 1 such that 
Remark 5: The stochastically controlled system (2) can be regarded as a periodically switched system. One of its subsystems is deterministic, while another is stochastic.
Under Assumptions 1 and 2, for any initial data y 0 , the stochastically controlled system (2) has a unique global solution y(t; 0, y 0 ) emphasizing the initial data y 0 at time 0 and admits the zero equilibrium solution by [7] . Furthermore, we give the definition of almost sure exponential stability for the stochastically controlled system (2). 
III. MAIN RESULTS
Before giving the main stabilization assertions, we introduce the following auxiliary stochastic system and an important lemma
with initial data z 0 = z(0) = y 0 ∈ R n . Under Assumptions 1 and 2, by [7] , there exists a unique global solution z(t; 0, z 0 ) VOLUME 7, 2019 for the auxiliary stochastic system (4) which emphasizes initial data z 0 at time 0. Lemma 1: Under Assumptions 1 and 2, for any initial data y 0 , the following properties
hold, where y(t; 0, y 0 ), z(t; 0, z 0 ) are the global solutions of stochastic systems (2), (4) respectively, and
× (e (2c 1 +c 2 2 )δ 0 − 1). Proof: For simplicity, write y(t; 0, y 0 ), z(t; 0, z 0 ) and [t/ς]ς as y(t), z(t) and τ (t), respectively. It is easy to estimate E|z(t)| 2 , so we omit its proof. Our main destination is to prove the other two estimations. From Assumptions 1 and 2, Itô's formula and Fubini theorem show that, for ∀t ≥ 0,
Noting E|y(τ (s))| 2 ≤ sup 0≤u≤s E|y(s)| 2 , form (7) and Grownwall inequality, we yield that, sup
which implies the assertion (5).
Next, we mainly prove the assertion (6) . From systems (3) and (4), we have that, for ∀t ∈ [0, δ],
Since I (t) has different forms in the subintervals [0, δ 0 ] and (δ 0 , δ], we divide the estimation of E|z(t) − y(t)| 2 into two cases.
Case 1:
By Hölder's inequality, we have that, for any s ≥ 0,
Substituting this into (9), Grownwall inequality shows that
Furthermore, we yield that
Case 2: When t ∈ (δ 0 , δ], by (5), (10) and (12), we yield that 
E|z(s) − y(s)|
Moreover, Grownwall inequality shows that
Obviously, the estimation of (14) is adapt to the case of t ∈ [0, δ 0 ]. Hence, summarizing the two cases, we can obtain the required assertion (6) .
Next, we give the main assertions of this brief. 
where Proof: For simplicity, write y(t; 0, y 0 ), z(t; 0, z 0 ) and [t/ς]ς as y(t), z(t) and τ (t), respectively. We divide the proof into two steps.
Step 1: From Lemma 3.4 in [23] , there is a number q ∈ (0, 1) such that, for any initial data z 0 , the stochastic system (4) satisfies
By Hölder's inequality and assertion (6), we yield that, for ∀t ∈ [0, δ] and q ∈ (0, 1),
Moreover, we yield that,
From condition (15) , there is a positive number θ > 0 such that H (δ, δ 0 , ς) q 2 e qc 1 δ + e −βδ = e −θδ . Hence, from (18), we have that
For the uniqueness of global solution y(t; 0, y 0 ) of the stochastically controlled system (2), y(t; 0, y 0 ) can be seen as the solution with initial data y(δ) at time δ. Then,
Taking the conditional expectation, we yield that
By mathematical induction, we derive that
Step 2: By Hölder inequality and B-D-G inequality, it is easy to see that,
where M = 3 e (3c 2 1 δ+12 c 2 2 )δ is a constant. Moreover, by Hölder inequality, we derive that
Similar to inequalities (20) and (21), from inequality (22), we derive that,
e −0.5 iθδ < ∞, by Borel-Cantelli lemma, there exists a subset 0 of satisfying P( 0 ) = 1. Then for any
As s → ∞ (i.e., i → ∞), we derive that
The proof has been proved completely. In practice, this brief is to select proper parameters c 2 , c 3 , δ, δ 0 and ς to realize the stabilization destination. Noting that parameters c 2 and c 3 are mainly imported to meet the requirements of Assumption 2, so, selecting proper parameters δ, δ 0 and ς with condition (15) is the remaining main assignment.
As an application of Theorem 1, we can give the following exponential stabilization assertion of periodically intermittent discrete noises for unstable differential systems.
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Theorem 2: The unstable differential system (1) with Assumption 1 can be almost surely exponentially stabilized bya periodically intermittent stochastic noise In practice, we can adopt the following steps to achieve the stabilization destination:
1) Select a number q ∈ (0, 1) such that β > 0 defined in Theorem 1.
2) Select numbers δ > 0 and δ 0 > 0 with δ ≥ δ 0 such that
+ e −βδ = 1.
IV. APPLICATION IN RECURRENT NEURAL NETWORKS
Consider an n-dimensional unstable recurrent neural network (RNN)
with initial data ξ 0 = ξ (0) ∈ R n , where ξ (t) ∈ R n is nervous states, self feedback connection weight matrix B = diag{b 1 , b 2 , · · · b n } > 0, D ∈ R n×n is connection weight matrix and H (ξ ) ∈ R n is bounded. We give the following global Lipschitz condition for H . Assumption 3: There exists a matrix such that
holds for ∀u, v ∈ R n . And assume that H (0) = 0. Simple computations show that, under Assumption 3, for
Hence, the RNN (28) (28) .
In this section, we aim to design a periodically intermittent discrete time stochastic noise (please see (29) ) to almost surely exponentially stabilize the unstable RNN (28).
Then stochastically controlled RNN becomes
with initial data ξ 0 ∈ R n , where the related notations refer to Section 2. By [7] , under Assumptions 2 and 3, the stochastically controlled RNN (29) has a unique global solution ξ (t; 0, ξ 0 ) and admits the zero equilibrium solution. As an application of Theorem 1, we propose the following stabilization corollary for RNN (28) 
V. CONCLUSIONS AND FURTHER DISCUSSIONS
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