The main theorem.
Let R(sJ), -oo< s ,t <o°, be a complex-valued Borel function of two variables. It is a covariance function if for any positive integer n, and any set of pairs (s h Ui), i = l, ,π,
By Kolmogorov's existence theorem and the well known moment properties of Gaussian processes, for every covariance function there exists a probability space and a complex Gaussian process X(t), -oc<t<co, on the space such that
(1.2) EΓ \X(s)\ 2 ds = Γ E\X(s)\ 2 ds<™.
It also follows that X(t) belongs to L 2 almost surely, and so there is a measurable version of the Fourier transform process (1.3) X(u)= Γ e iU5 X(s)ds, -oo< w <oo.
J-oc
By ParsevaΓs Theorem we also have ( By virtue of condition (1.1) and the Cauchy-Schwarz inequality, we can take the expectation outside of the integral, and then apply the Parseval theorem:
It follows that the ratio in (1.5) is equal to
This is exactly the Fourier transform of the function g{u) in (1.6). The converse is simple: it is given in the above abstract.
Factorable covariances. R is said to be factorable if there exists a monotone function A(y) and a "kernel" function φ(t,y) such that φ(s,y)φ(t,y)dA(y).
The condition (1.1) becomes
It follows (by Fubini's theorem) that φ( , y} belongs to L 2 for almost all y (with repect to dA); thus
exists for all such y. By virtue of the isometry X(t)-+φ(t, ) the density (1.6) takes the form
As a characteristic function r(t) is also the covariance function of a stationary Gaussian process. When the spectral distribution is absolutely continuous, the process has a well known representation as a moving average of "white noise" on the line (see [2] , p. 533). We will show that when JR is factorable the stationary process with covariance of the form (1.5) also has a representation as a moving average of "noise" in the plane. The latter representation is more informative and easiler to derive in certain special cases (see §4 below).
Let W be a real Gaussian random set function defined over the plane Borel sets, that is, W(C) has a normal distribution for every plane Borel set C. Let W have the following moment structure:
is a product of two linear sets.
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Consider the stochastic integral with respect to W, divided by a positive constant:
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By a direct calculation and by means of the fundamental properties of the stochastic integral we find that the process Y(t) is stationary (and Gaussian) with covariance function (1.5). 
Change of time parameter in the covariance. Let
R(s 9 t) be a covariance, and f(x) a real Borel function. Then the composite function R(f(x)J(y)) is also a covariance function (in x and y). According to Theorem 1, if
Γ R(f{x),f(x + t))d ί" R(f(x),f(x))dx
J -00
is the characteristic function of an absolutely continuous distribution. By means of this result we can identify some general and interesting functions as such characteristic functions.
EXAMPLE. Let σ\t), -oo < t < oo, be the incremental second moment function of a Gaussian process with mean 0 and stationary
where U has stationary increments). Then the covariance function of the process is Let f(x) be a Borel function such that σ\f{x))dx<™\ then (3.1) is fulfilled, and so 
A new proof of Polya's theorem and related
results. Polya described a class of characteristic functions, now called "Polya characteristic functions". [4] He showed that if r(t) is a convex function such that r(t) g 0, r(t) = r(-1), r(0) = 1, and lim f -*oor(ί) = 0, then r(t) is the characteristic function of an absolutely continuous distribution. We will show that such a function is representable as in Theorem 1, and so provide a new proof of Polya's theorem; furthermore, we will get an explicit form of the density from the results of §2, and a stochastic integral representation. As a convex function, r(t) has an integral representation Indeed, take / as the negative of the right hand derivative of r (see [3] , p. 5). Extend / to all x by assigning it the value 0 on the negative The random set function W in (2.2) is the 2-dimensional Brownian motion with independent increments, and the stochastic integral becomes
Y(t)= jj I(f(x + t)-y)W(dχxdy).
{y>0}
Such a representation for the Polya covariance process was recently given by Cabana and Wschebor [1] ,
