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Abstract
This paper presents a new approach to analyze the network structure in multi-
commodity fixed charge network flow problems (MCFCNF). This methodology
uses historical data produced from repeatedly solving the traditional MCFCNF
mathematical model as input for the machine-learning framework. Further, we re-
shape the problem as a binary classification problem and employ machine-learning
algorithms to predict network structure. This predicted network structure is fur-
ther used as an initial solution for our mathematical model. The quality of the
initial solution generated is judged on the basis of predictive accuracy, feasibility
and reduction in solving time.
vii
Chapter 1
Introduction
Multi-Commodity Fixed-Charge Network Flow (MCFCNF) problems are prob-
lems; in which; a set of commodities are routed from their respective sources to
their corresponding destinations at optimum cost. The optimal solution to this
problem gives the exact routes that will be needed for transportation purposes
and the fractional quantity of each commodity that should be routed through the
arcs of the network. These problems, when applied to the transportation and
logistics sector become a subset of a very well-known class of problems known
as Vehicle Routing Problems (VRP). In recent years, many very large-scale VRP
have found practical applications. One of the well-known example of this be-
ing the optimized UPS air network (Armacost et al. (2004)), which guarantees
one-day delivery from any location to any location in the USA. This successful
application of operations research to UPS was a monumental achievement for the
Operations Research community. Now, it is a known fact that Capacitated Ve-
hicle Routing Problems (CVRP) belongs to the NP-hard class of problems. This
means, as the size of the problem increases the solving time for the problem in-
creases exponentially. Thus, the problem becomes computationally intractable
(Crainic & Gendreau (2007)). Due to the NP-hard nature of the problem, exact
algorithms are generally not a preferred way to solve these problems. Heuristics
and meta-heuristics are preferred over them. Moreover MCFCNF, which is a sub-
set of CVRP, is much more challenging to solve due to poor linear relaxations
(Katayama et al. (2009), Crainic (2000),Yaghini et al. (2012), Rodr´ıguez-Mart´ın
& Salazar-Gonza´lez (2010), Crainic et al. (2001), Crainic et al. (2006), Gham-
louche et al. (2003)). Therefore, through this paper, we present an efficient and
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faster way to predict network behavior using machine learning or statistical data
mining, which might be employed instead of re-solving the entire mathematical
model from scratch every time new demand comes in.
Before diving into the literature review and the problem definition it is impor-
tant to understand where in the real world industry MCFCNF problem is actually
used. This kind of network model is widely used in Less-than-Truckload (LTL)
companies. It also has applications in numerous fields such as telecommunications
or web analytics. In this paper, we focus solely on MCFCNF’s application in the
field of logistics and freight transportation due to the limited availability of data.
Logistics companies generally include the following types of carriers: air, water,
trucks, railways, pipeline and package. The first four are self-explanatory. Pipeline
transportation literally means transporting goods through pipeline. It is generally
used in transportation of crude oil and petroleum products. Package carriers
include companies such as Fed-Ex or UPS. In inter-modal transportation some
part of the transportation might take place through some mode like air or water,
while; the rest through some other mode.
The truck industry is divided into 2 types of carriers:
• Truckload.
• Less Than Truckload.
Truckload transportation requires fewer trucks and the calculations are rela-
tively easy. The calculations are easier owing to the fact that once the truck fills
up it directly unloads at the final destination taking the shortest path available.
These kinds of transport companies accept only quantities of product, which will
fill the trucks completely, or they charge the customer for an entire truck irrespec-
tive of the quantity. The disadvantages of such a system are quite visible. What
if someone has a quantity that will only take some space in the truck? Such a
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customer would prefer paying less rather than paying for the entire truck. This is
where Less Than Truckload transportation carriers come into the picture. These
companies try to consolidate multiple commodities from multiple customers in
their trucks. Moreover, the customer has to pay only for the space they utilize
in the truck. Additionally, the logistics company makes profit as it’s trucks are
transporting goods at almost full capacity. These kinds of problems are known
as load planning problems or load aggregation problems. The main challenge in
these kinds of problems is to find an optimum least cost network. The solution
to this problem also tells us which routes (arcs) will be required and how much of
each product should be transported on each route (arc).
Now, let us review the various costs related to a transportation network. The
main costs related to any logistics network can be divided into either, the costs
incurred for the shipper or the costs incurred by the carrier/logistics company.
The general costs incurred by the shipper are transportation costs, inventory costs,
facility costs, processing costs and service-level costs. The costs incurred by the
logistics companies are vehicle related costs, fixed operating costs, trip related
costs, quantity related costs and overhead costs.
As we are looking at our problem from the carrier point of view (as the math-
ematical model is setup from a carrier point of view), we will focus on the costs
incurred by the carrier. All the above costs can be broadly be divided into variable
costs and fixed costs. From a commodity point of view, only the quantity-related
costs is variable cost (C) while costs such as vehicle related cost or fixed oper-
ating cost are clubbed as fixed cost (FC). Having familiarized ourselves with the
problem we can now move on to the literature review.
3
Chapter 2
Literature Review
Multi-Commodity Fixed Charge Network Flow (MCFCNF) problems have a
very huge number of theoretical as well as real world applications. Out of all these
applications, the most notable and researched upon applications are in the field
of freight-transportation (as explained earlier) and telecommunication. The focus
of this paper will remain on the transportation applications of MCFCNF.
The literature review leads with the present research and problem taxonomies
(Eksioglu et al. (2009), Gendreau et al. (1996), Pillac et al. (2013)) in the field
of vehicle routing problems along with a short survey of the various heuristics
and meta-heuristics used to solve various Vehicle Routing Problems (Christiansen
et al. (2009), Crainic et al. (2000), Kyto¨joki et al. (2007)). Further, the research
done through the last decade is explored in the field of MCFCNF (Katayama
et al. (2009), Crainic (2000), Yaghini et al. (2012), Rodr´ıguez-Mart´ın & Salazar-
Gonza´lez (2010), Crainic et al. (2001), Crainic et al. (2006), Ghamlouche et al.
(2003)) and a need for the new framework is established. The literature review
concludes with the research done to improve the existing meta-heuristics (Ander-
sen et al. (2009), Gong & Liu (2003), Jourdan et al. (2006), Santos et al. (2006))
and frameworks (Markovic´ et al. (2005)) for solving CVRPs using data- mining
techniques.
Vehicle Routing Problems (VRPs) have been around for quite some time. Ve-
hicle routing problems can be classified according to many different criteria such
as solution methods, scenario characteristics, problem physical characteristics and
information characteristics (Eksioglu et al. (2009)). A very extensive taxonomic
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classification of the VRPs can be found in (Eksioglu et al. (2009)). Only the
classifications important from our point of study are elaborated further.
Over the years various different methods have been developed to solve the Ve-
hicle Routing Problem. These methods are mainly differentiated into exact algo-
rithms, heuristics and meta-heuristics used to solve the problem. An extensive
classification of these methods is shown in Figure 2.1.
The second important criteria according to which vehicle routing problems can
be classified is on the basis of the information available. This results into four
different classes of problems; namely, static-deterministic, dynamic-deterministic,
static-stochastic and dynamic-stochastic (Pillac et al. (2013)). Further information
on these classifications can be found in (Eksioglu et al. (2009), Pillac et al. (2013),
Gendreau et al. (1996)).
MCFCNF is a very interesting problem from a lot of aspects. Firstly, it is
a well-established fact that this class of problem belongs to NP-hard category.
NP-hard means that as the size of the problem increases the solving time of the
problem increases exponentially. Moreover, the LP-relaxation of this problem
does not provide satisfactory bounds to the solution and thus this problem has to
be formulated as a mixed integer problem with lot a variables which makes the
solving part more complicated. There are instances, which can be observed from
(Katayama et al. (2009), Crainic & Gendreau (2007), Yaghini et al. (2012)) where
it takes hours to reach a satisfactory solution. Moreover, there is always a bargain
between the solving time and quality of solution.
Overtime, a lot of heuristics and meta-heuristics have been proposed, developed
and improved repeatedly. One of the earliest methods proposed was a bundle-
based relaxation approach by (Crainic et al. (2001)). Bundle-based relaxation
methods primarily have two important advantages; namely, they converge faster
and are more robust than their predecessors (Crainic et al. (2001)). Further, a
5
cycle-based neighborhood structure was proposed in (Ghamlouche et al. (2003))
based on which a multi-level cooperative tabu-search algorithm for capacitated
multi-commodity network design was suggested in (Crainic et al. (2006)). This
was the first multi-level algorithm proposed for this class of problem. This, along
with a new Path Relinking cycle-based algorithm proposed by (Ghamlouche et al.
(2004)) was the best heuristics (least solving time) according to (Rodr´ıguez-Mart´ın
& Salazar-Gonza´lez (2010)) till 2009.
Finally, in 2010, a local branching heuristic for MCFCNF was proposed by
(Rodr´ıguez-Mart´ın & Salazar-Gonza´lez (2010)), which showed considerable im-
provement (solving time and relative gap) over its predecessors in several different
instances of the problem. Other noteworthy methods proposed during 2007-2010
were a scatter search heuristic proposed by (Crainic & Gendreau (2007)) and a
capacity scaling heuristic proposed by (Katayama et al. (2009)). One of the lat-
est methods proposed by (Yaghini et al. (2012)) is a hybrid simulated annealing
and column generation algorithm that shows considerable reduction in the relative
gap compared to the local branching heuristic proposed by (Rodr´ıguez-Mart´ın &
Salazar-Gonza´lez (2010)).
The key aspect of these papers, useful from our research point of view, is the
computational results obtained for various problem scenarios. The problems with
huge network sizes take considerable time to solve. In almost all the papers, the
solving time is compared with Cplex and the previous best algorithms. It can
be observed from (Katayama et al. (2009)), (Crainic & Gendreau (2007)) and
(Yaghini et al. (2012)) that as the size of problem increases, the solving time
becomes unrealistic. The size of the problem can either increase with the increase
in the number of commodities or with the increase in the number of arcs.
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Figure 2.1: Taxonomy of Vehicle Routing Problems Heuristics
Further, on extensive search it was found that there have been few attempts
to use statistical data mining techniques to improve various meta-heuristics in gen-
eral. Interested users can see (Jourdan et al. (2006)) for more information.Generally,
the data mining techniques are used to develop the heuristics by improving some
section of that heuristic. Now, even though statistical data mining has been used
to aid various heuristics or algorithms in some cases, no attempts have been made
to use this approach on MCFCNF problems. Some papers, which in some way
use machine-learning algorithms to aid network problems can be found in (Bar-
balho et al. (2013), Santos et al. (2006)) or (Markovic´ et al. (2005)). In (Barbalho
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et al. (2013)), an iterative meta-heuristic called hybrid GRASP is proposed. In
hybrid GRASP, after sufficient iterations, the data mining process is used to ex-
tract patterns from an elite set of sub-optimal solutions and can be used to guide
further iterations in the combinatorial space. (Markovic´ et al. (2005)) uses data
mining a bit differently. Real-time data is used to make accurate forecast. Then,
this forecast is used for the operations research model. The basic idea here is
good accurate forecast (good data) will results in more accurate and better model
output. Back-propagation neural network is used in (Markovic´ et al. (2005)) to
make accurate forecast. (Santos et al. (2006)) proposes a genetic algorithm, which
uses data mining and local search in combination to solve the oil collecting vehicle
routing problem. The data-mining module here extracts patterns from an elite
group of solutions and tries to identify recurring sub-routes, which might help to
build better solutions faster as the algorithm progresses.
One very important thing that should be noted is that all of the above tech-
niques, in essence try to decrease the processing or solving time of the MCFCNF
problem. Our proposed framework is very different in this one key aspect. In-
stead of trying to reduce the processing time, we try to convert the processing
time of the problem into pre processing time. This is achieved by employing ma-
chine learning algorithms, to learn from past iterations of the problem and predict
the network structure (might be feasible or in-feasible) for future problems. Fur-
ther, the predicted network structure is supplied as an initial solution to Gurobi
optimizer along with the mathematical model. Thus, with good quality initial
solutions, we hope to reduce the solving time of the problem.
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Chapter 3
Problem Background, Description and Definition
As explained earlier, the application we will be focusing on, in this paper
is freight transportation. To be more precise, the MCFCNF problem is pre-
dominantly used in less than truckload freight transportation industry. Imagine
that a logistics company has several customers. Customers have their own man-
ufacturing units (source nodes) and distribution centers (demand nodes). The
logistics company is given the task of transporting the goods from these manufac-
turing units to their respective distribution centers. Now, imagine the company
decides to transport the goods from every customer separately without aggregating
them. If every customer has to transport quantities of goods equal to the capacity
of the truck, then it won’t be an issue.Instead, if the quantities are less than the
full truck capacity then that capacity is being wasted and the logistics company
needs to capitalize somehow on that excess capacity. Thus, goods from different
customers are aggregated together to utilize the entire capacity and profits are
increased. Figure 3.1 shows a toy size MCFCNF problem.
To relate it to the earlier explanation the network in Figure 3.1 represents a
MCFCNF problem with two customers. The customers need to transport their
goods from their manufacturing units (SN1, SN2) to their respective distribution
centers (DN1, DN2). The intermediate nodes are places where the aggregation
and dis-aggregation of goods can take place. These intermediate nodes are created
due to various reasons, such as intersection of arcs, refueling points, or limitation
on the maximum length of a single arc. The numbers mentioned above the arcs
in Figure 3.1 are the physical properties of the network: the fixed cost, capacity
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and variable cost related to each arc. Having understood the basic idea of the
MCFCNF problem lets get into the formal definition of the problem.
Figure 3.1: Miniature sized MCFCNF problem example
Formally, multi-commodity fixed charge network flow problems are a subset
of graph problems. The graph G = (V,A,E), where V is the set of customers
represented by vertices in the graph, A is the set of routes represented by directed
arcs and E is the set of bi-directional routes represented by edges. The main
objective is to minimize the total operating cost of the entire network.
The mathematical formulation of the problem is as follows:
Sets:
S = Set of Scenarios
K = Set of Commodities
N = Set of Nodes
SN = Set of Supply Nodes for each commodity
DN = Set of Demand Node for each commodity
A = Set of Arcs
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Parameters:
FCij = Fixed Cost for arc (i, j) ∈ A
Cij = Variable Cost per unit of demand flowed on arc (i, j) ∈ A
Uij = Capacity of the arc(i, j) ∈ A
Dk = Demand of each commodity k ∈ K
N+i = (j ∈ N |(i, j) ∈ A) and N−i = (j ∈ N |(j, i) ∈ A)
Decision Variables:
yij =

1 if the arc(i, j) ∈ A is installed.
0 if the arc(i, j) ∈ A is not installed.
xkij = Quantity of commodity k ∈ Kpassing through arc (i, j) ∈ A.
Objective:
MinimizeZ =
∑
(i,j)∈A
FCij ∗ yij +
∑
k∈K
∑
(i,j)∈A
Cij ∗ xkij (3.1)
Constraints:
∑
j∈N+i xkij −
∑
j∈N−i xkij = Dk ∀i ∈ N,∀k ∈ K (3.2)∑
k∈K xkij ≤ Uij ∗ yij ∀(i, j) ∈ A (3.3)
xkij ≥ 0 ∀(i, j) ∈ A, ∀k ∈ K (3.4)
yij = Binary ∀(i, j) ∈ A (3.5)
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The objective function (Equation 3.1) of the problem tries to minimize to over-
all cost of operating the network. The objective function represents the trade-off
between the fixed cost FC and variable cost C. There are two decision variables
in our mathematical formulation. The variable yij is a binary variable that takes
on the value of 1 if the arc is present in the solution and 0 otherwise. The second
decision variable xkij is a real-valued non-negative decision variable that repre-
sents the amount of commodity k ∈ K being routed through the arc (i, j) ∈ A in
the optimum solution obtained. The constraints ensure all necessary conditions
are satisfied before the optimal solution is spit out. Equation 3.2 is the demand
constraint. It makes sure that, for every transshipment node in the set of nodes,
the total number of commodities entering is equal to the total number of com-
modities exiting. It also ensures that, the supply nodes supply only the specified
quantities of each commodity and demand nodes accept only the specified num-
ber of commodities. Equation 3.3 is the capacity constraint. As our problem is a
capacitated network flow problem, every arc has a finite capacity. Thus, Equation
3.2 ensures that the total quantity of all the commodities k ∈ K flowing through
a certain arc (i, j) ∈ A is either less than or equal to the capacity of that arc if the
arc is being used, otherwise zero. Equation 3.4 is the non-negativity constraint
and ensures that xkij only takes on non-negative values. Equation 3.5 guarantees
that yij takes only binary values.
12
Chapter 4
Data Description
We will be using the Canad Problems for the purpose of our analysis. Bernard
Gendron has generated the Canad Problems, the description of which is presented
in Table 4.1 (Gendron (2013)). We will be using a subset of the Canad Problems
for the purpose of this paper. The Canad group of problems is further divided
into 3 categories; namely C, C+ and R problems. We will be using the R problem
set for analysis during the scope of this paper. The r15.3 sub-problem will be
solved repeatedly to produce the data needed for the data-mining facet of the
framework. Further, network predictions will be made from this data, which will
then be passed as an initial solution to the original problem.
The R problem set contains two sets of data; one set contains the different
instances of the network and other contains information about different scenarios
corresponding to every network instance.
• Network Instances: These instances are named ’rx.y’. The ’x’ and ’y’ in
the adjoining file name is shown in the Table 4.1. Thus the data has instances
where the numbers of nodes are either 10 or 20. The numbers of arcs vary
from 35 all the way up to 318 and the number of commodities varies from 10
to 200. Moreover, the instances are separated according to the dominance of
fixed cost. The higher the fixed cost higher is its effect compared to variable
cost in the objective function. Similarly, if the capacities are higher that
means the capacity constraints are tighter. Table 4.1 has the entire list of
network instances.
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• Scenarios: Scenarios: Every network instance (’rx.y’) mentioned above has
its corresponding scenarios. Every scenario consists of a unique demand vec-
tor. Thus, for every ’rx.y’ all other properties of the network; meaning, num-
ber of arcs, number of commodities and arc capacities remains unchanged
and the demands of commodities change.
Table 4.1: R Problem Set
x Nodes Arcs Commodities
01 10 35 10
02 10 35 25
03 10 35 50
04 10 60 10
05 10 60 25
06 10 60 50
07 10 82 10
08 10 83 25
09 10 83 50
10 20 120 40
11 20 120 100
12 20 120 200
13 20 220 40
14 20 220 100
15 20 220 200
16 20 314 40
17 20 318 100
18 20 315 200
y Fixed Cost Capacity
1 1 1
2 5 1
3 10 1
4 1 2
5 5 2
6 10 2
7 1 8
8 5 8
9 10 8
14
Chapter 5
Hybrid Statistical Data Mining Framework Flowchart
An algorithmic representation of the proposed framework is represented in Figure
5.1. Detailed explanation of the framework is given in the next section.
Start
Formulate the problem
as a mixed integer prob-
lem in standard form.
Solve the formulation with
its corresponding demand
vector for ’n’ scenarios.
Record the demand vec-
tor and its correspond-
ing decision variable val-
ues in tabular format.
Divide the data-set
into training data-set
and testing data-set.
Train machine-learning al-
gorithms that give least
predictive test error.
Predict the solutions for
the new data using this
learned model and create a
binary valued vector of the
predicted network structure.
Supply this binary val-
ued vector to an optimizer
as an initial solution.
Compare the initial opti-
mality gap and the solving
time of the traditional and
proposed methodologies and
reach concrete conclusions.
Stop
Figure 5.1: Hybrid statistical data mining framework flowchart
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Chapter 6
Hybrid Statistical Data Mining Framework Description
The primary goal of this framework is to reduce the solving time of the multi-
commodity fixed charge network flow problem by generating better quality initial
solutions. We hope to do this by predicting the graph structure of the logistics
network with the change in the demand vector of the commodities. This predicted
network structure, which is a vector of binary values, will then be passed as an
initial value of the binary decision variables to a mathematical solver (Gurobi
5.1.0). In this thesis, we will be applying our framework to r15.3 problem (a
problem instance from the Canad set of problems), which has 20 nodes, 220 arcs
and 200 commodities. Figure 6.1 represents the network structure of our problem.
Figure 6.1: r15.3 network structure
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The framework represented in the flowchart earlier can be, in general, broken
down into three main steps:
• Data Collection.
• Data Analysis.
• Initialization Phase
6.1 Data Collection Phase
This is the first phase of the framework. The mixed integer program (MIP)
is solved repeatedly for 560 scenarios. In the data-set that we create at end
of the data collection phase, each row represents one scenario. Generally, more
number of rows (more scenarios) will lead to better learning and better predictions.
However, due to lack of availability of data, tackling the high dimensionality of
the data is also a huge challenge. The MIP model was built in Python 2.7 and
was solved using the Gurobi Mathematical Solver (Version 5.1.0). Some default
Gurobi parameters, such as Heuristics, MIPGap and MIPFocus were changed
to maximize the efficiency of the Gurobi optimizer. The Heuristics parameter
of Gurobi decides how much time should spend on MIP heuristics. Spending
more time on MIP heuristics leads to better feasible solutions but takes more
time to find good bounds. The MIPGap parameter is a cut-off parameter, which
terminates the optimizer when a relative gap between the lower bound and the
objective function is reached. The parameter MIPFocus helps in adjusting the
balance between proving optimality and finding new feasible solutions. After fine-
tuning these parameters and solving the MIP, 560 solution files are generated.
Using R Statistical Programming Language we extract all the necessary data (the
optimal network structure for each scenario) from these 560 solution files and
tabulate the data as follows. Each row of the table is one scenario. The first 200
columns consist of the demand of every commodity for that particular scenario.
The columns after that consist of the network structure of the logistics network
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in the form of a binary vector. The value is 1 if that particular arc in the network
is active for the corresponding scenario in the optimal solution, while it is 0 if the
arc is inactive for the particular scenario. Thus, in this case, the dimensionality
of the data-set is 560 rows and 420 columns (200 commodities and 220 arcs). A
glimpse of the data-set is as shown in Figure 6.2.
Figure 6.2: Sample of data-set created at end of the data collection
phase
6.2 Data Analysis Phase
After tabulating the data and rearranging it, various intriguing patterns are
observed, which are discussed in the results section. Our main focus in this phase
is to train classification models resulting in maximum predictive accuracy. Before
starting with the training procedure the following aspects of data analysis are
looked into. The analysis starts with cleaning of the data in which the data
is examined for missing values or any anomalies; e.g., outliers or missing data.
This is followed by performing exploratory analysis on the data to extract any
preliminary patterns in the data, which might help us predict any simple patterns
in the change in network structure. Correlation analysis is also performed as a part
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of the exploratory analysis phase. It should be kept in mind though that there is
a huge difference in correlation and causality. Thus, the final results should not
be derived from this preliminary exploratory analysis. After having performed
exploratory analysis we now move on to build our binary classification models. A
glance at the data only tells us that the high dimensionality of the data poses a
very huge challenge to us. High dimensionality of data in this case means that we
have 200 predictor variables (200 commodities) while the number of observations
(number of scenarios) are just 560. In data mining, generally, the dimensions
should at least be ’6n’ to ’n’, where ’n’ represents the number of columns and ’6n’
the number of rows. Consequently, either the number of scenarios needs to be
increased, which is not possible due to lack of data, or the number of commodities
that are used to predict the network structure needs to be reduced. Thus, we turn
towards principal component analysis technique for dimensionality reduction.
Principal component analysis as it’s name suggests, helps us find the principal
components of the data and represents these components in descending order of
the amount of variability in the data these components capture. The data is rep-
resented in new dimensions and the Eigen values are calculated for the covariance
matrix of the data. The dimension with the highest Eigen value is the dimension
that explains the maximum variation in the data. Mathematically, PCA can be
explained as follows:
Assume, X = (X1, · · ·, Xr)T is a set of random vectors having mean µX and
co-variance matrix
∑
. PCA tries to replace a set of r (correlated and unordered)
input variables by a set of t(ordered and uncorrelated) linear projections (ξ1, ···, ξt).
These linear projections are represented as shown below:
ξj = bj1X1 + · · ·+ bjrXj, j = 1, · · ·, t (6.1)
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By spectral decomposition theorem, the covariance matrix can be represented
as follow:
∑
= UΛUT ,where UT ∗ U = I (6.2)
In the above equation, the columns of U represent the Eigen vectors of
∑
, Λ is a
diagonal matrix that has the Eigen values (λj) of
∑
as the diagonal elements and
I is an identity matrix. These λj’s are then arranged in decreasing order and the
principal components are calculated from these. PCA is a very standard technique
used for dimensionality reduction. Further information on this technique can be
obtained from any standard machine-learning textbook. Following is a simple
example of PCA.
Principal Component Analysis (PCA) Example: Assume that instead of 200
dimensions (200 commodities) we have a data-set with just 2 dimensions. Let’s say
weight (x− axis) and height (y− axis). Thus, our entire data can be represented
in 2 dimensions in the x−yplane. However, now, when you actually plot the data,
you see that the data-points being plotted are parallel to the x-axis. Meaning, the
variance in the data is only with weight (x − axis). This also means that the
Eigen value along y − axis is zero. Thus, it would make more sense to represent
the data using only weight and discard height. Now in reality, even if there were
less variance with height we would still disregard it because there is a trade-off
between the number of dimensions and the prediction error. As a rule of thumb,
while using PCA for dimensionality reduction we generally consider dimensions
that explain around 90 percent of the variability because after this the amount
of variation explained in the data increases very slowly while the predictive error
increases rapidly.
The results of the principal component analysis are discussed in the results
section later. After successfully applying principal component analysis (concluded
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from the results discussed later) and reducing the dimensionality, we can start
training classification models.
Some basic terminologies and practices in the field of machine learning are
explained further. Firstly, lets familiarize ourselves with the concept of test set
and training set and their significance in the overall procedure. For the purpose of
performing data mining it is important to test a technique on new values rather
than on the values used for training the model. Thus, we split the collected data
into a training set and a test set. Further, we try to build a classification model
using binary classification techniques. A binary classification technique is one in
which the variable to be predicted can only take values of either 0/1 or -1/1.
After solving this binary classification problem, we end up with two sets of output
variables: one from solving the test set through MIP (ytest) and the other predicted
by our data-mining model (ypredicted).
Our next immediate task is to define a parameter that will help us assess the
efficiency of the classification techniques. Thus, we make use of a pre-existing and
well-defined parameter called PredictiveAccuracy. In simple terms, predictive
accuracy states the percentage of points correctly classified. To further understand
predictive accuracy it is important to understand the concept of confusion matrix.
A confusion matrix is a 2 by 2 matrix as shown in Figure 6.3:
Figure 6.3: Confusion Matrix
True Positive (TP): The values for which ytest = ypredicted = 1.
False Positive (FP): The values for which ytest = 0 and ypredicted = 1.
False Negative (FN): The values for which ytest = 1 and ypredicted = 0.
True Negative (TN): The values for which ytest = 0 and ypredicted = 0.
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Having understood the confusion matrix, Predictive Accuracy can be calculated
as shown in Equation 6.3:
PREDICTIVE ACCURACY = (TP + TN)/(TP + TN + FP + FN) (6.3)
Another way to represent the predictive accuracy of a technique is the ’Receiver
Operating Characteristic’ curve (ROC). The ROC curve plots the false positive
rate against the true positive rate. If the area under the curve is 1 that means
we have a perfect classifier. The false positive rate and the true positive rate are
calculated as shown in Equation 6.4 and Equation 6.5 respectively.
FALSE POSITIVE RATE = FP/(FP + TN) (6.4)
TRUE POSITIVE RATE = TP/(TP + FN) (6.5)
Having explained the basics of machine learning, we dive deeper into training
and building our classification models. Classification models can be very broadly
classified as non-parametric and parametric techniques. Non-parametric tech-
niques assume no prior knowledge of the distribution or properties of the data
while parametric classification techniques generally work well only if certain as-
sumptions like normality or lack of missing values are satisfied. Hence, we start
by examining the data and building models with non-parametric classification
techniques: Random Forest, Support Vector Machine and ADA Boosting. These
techniques worked well (maximum predictive accuracy) on our data-set, which can
be seen in Table 7.1. But, as our data set does not have any missing values, and
the individual distribution of the demand data is somewhat normal (normal with
thicker tails) we also look into parametric techniques: Naive Bayes and Linear
Discriminant Analysis. Neural networks and linear logistics regression gave less
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predictive accuracy, which might be due to scarcity of data and is thus excluded
from the analysis. Every arc in the network has a classification model for its
prediction. Hence, the number of machine learning models that will have to be
trained in this framework is equal to the number of V ariable Arcs in the net-
work. V ariable Arcs are present or absent in the optimal solution for more than
5 percent. Further, the classifier that gives the maximum predictive accuracy is
selected for every arc. Meaning, we do not use a single technique for all the mod-
els but select only the technique that gives the highest predictive accuracy and
create a Network Prediction Object. The Network Prediction Object contains
the best classification models for every arc and thus for the entire network. This
Network Prediction Object is then used to predict the network structure for the
new incoming demand vectors of the commodities.
6.3 Initialization Phase
After building the Network Prediction Object, we move on to the initialization
phase. In this phase, we use the network predicted object to predict the network
structure. This predicted network structure, which is in the form of a sequence of
binary numbers, is supplied as an initial solution to the Gurobi optimizer along
with our mathematical model. Further, we compare the solving times between
the problem solved by the traditional framework (without supplying the initial
solution) and with our proposed framework (after supplying the initial solution).
Some of the statistics we will be analyzing are whether the initial solution sup-
plied produces a feasible/in-feasible solution, results in reduction of solving time
or reduces the initial gap. Moreover, we will also examine the effectiveness of the
initial solution, if feasible, in reducing the solving time of the problem. Addi-
tionally, if the initial solution is in-feasible, is it still effective enough to reduce
the solving time or whether it actually increases the solving time due to very bad
quality initial solution. All these results are discussed in the next chapter.
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Chapter 7
Results
7.1 Preliminary Exploratory Analysis Results
A few approximations and missing value imputations were made in the original
data. Imputing the missing values in the data is important, as our non-parametric
classification techniques do not handle missing data properly. During the prelim-
inary exploratory analysis of the data it was found that arcs in the network show
a repeating pattern based on which the arcs can be divided into four categories as
stated below:
1. Constant Arcs Absent: There are some arcs in the network, which are never
used irrespective of the fluctuations in demand.
2. Constant Arcs Present: There are some arcs in the network, which are
always used irrespective of the fluctuations in demand.
3. Sparse Arcs: There are some arcs, which appear throughout the entire
data-set once in a blue moon or are absent once in a blue moon.
4. V ariable Arcs: There are arcs, which vary more than 5 percent of the times
with the change in demand of the commodities per scenario.
The Constant Arcs Absent and Constant Arcs Present are constant and thus
require no prediction. The Sparse Arcs might be predicted using novelty detec-
tion techniques or imbalance classification techniques. However, that is out of the
scope of this paper albeit it remains a promising area for future research. We just
predict these arcs as per their prominent class. In this paper we will be focus-
ing on V ariable Arcs. Among the 220 arcs in our network, 108 arcs belong to
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the Constant Arcs Absent category, 5 arcs belong to the Constant Arcs Present
category, 64 arcs belong to the Sparse Arcs category, while 43 arcs belong to the
V ariable Arcs category as shown in Figure 7.1. Recall that it was mentioned ear-
lier that the number of machine learning models that need to be built are equal
to the number of V ariable Arcs. Hence, in our problem we have 43 variable arcs
and thus, consequently, 43 machine learning models.
Figure 7.1: Distribution of Arcs
7.2 Data Analysis Phase Results
Having performed preliminary exploratory analysis we now concentrate on the
dimensionality reduction of the data-set using principal component analysis (PCA).
A small sample of the output from PCA analysis is shown in Figure 7.2. Figure 7.2
shows the output of PCA analysis for principal components 73 through 112. The
values in the Cumulative Proportion represent the amount of variation explained
up to that principal component. As explained earlier, these principal components
are arranged in descending order of the variation they explain. It can be observed
that almost 92 percent of the total variation is explained by the first 100 prin-
cipal components. Therefore, we decide to use only the first 100 commodities
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as predictors and ignore the rest of them. This is a very significant decrease in
dimensionality as we have now cut down the predictor variables to half.
Figure 7.2: Principal Component Analysis Results
Straightaway, let’s continue with the model building results. For each of the
43 variable arcs, the results of the best five techniques (based of predictive accu-
racy) were documented; namely, Support Vector Machines, Random Forest, ADA
Boosting, Linear Discriminant Analysis, and Naive Bayes. Table 7.1 lists the pre-
dictive accuracies of each technique per arc. The techniques giving the maximum
predictive accuracies per arc are highlighted in bold. The technique having the
maximum predictive accuracy for an arc is selected for making final predictions
for that corresponding arc. Thus, in the final Network Prediction Object consist-
ing of 43 classification models, 11 were built using support vector machines with
polynomial kernel of degree 2, 25 classification models were built using Random
Forest, and 7 classification models were built using ADA Boosting.
From Figure 7.3 and Figure 7.4 it is visible that non-parametric classification
techniques perform much better than the parametric techniques on our data-set.
Let’s try to understand why this might be happening. In all, we examined a total
of seven machine learning techniques on our data-set; namely, SVM, Random For-
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est, ADA Boosting, Linear Discriminant Analysis, Naive Bayes, Neural Networks
and Linear Logistics Regression. Out of these seven techniques, Neural Networks
and Linear Logistics Regression performed very poorly and were ruled out. Neural
networks are capable of mapping even the most complex patterns in data provided
sufficient data is available. I believe that due to scarcity of data and high dimen-
sionality Neural Networks failed to give acceptable results. Further, we tried using
Linear Logistics Regression (LLR), Linear Discriminant Analysis (LDA) and Naive
Bayes (NB). All these three techniques performed poorly when compared to non-
parametric techniques. This result might be explained by the fact that LDA, LLR
and NB have some underlying assumptions that the data needs to satisfy in or-
der for them to give good predictions. Naive Bayes assumes strong independence
between the predictor variables. This assumption is almost always false. Addi-
tionally, all these three techniques are linear classifiers. This means that the class
separation boundary is assumed to be linear. Thus, it is safe to say that our pre-
dicted classes have a non-linear separation boundary. This theory is strengthened
further owing to the fact that SVM with degree 2 polynomial (non-linear) kernel
gave best results. Non-parametric techniques as opposed to parametric techniques
have no prior assumptions that need to be satisfied. Additionally, both, Random
Forest and ADA boosting are ensemble techniques. Ensemble techniques are ag-
gregation techniques. They are built by aggregating multiple decision trees and
are thus, more robust to variance in the data. Moreover, these techniques are able
to model non-linear separation boundaries. Polynomial kernel of degree 2 also
gives the SVM classifier the capacity to classify non-linear boundary. Multiple
factors, such as no prior assumptions and the ability to model non-linear separa-
tion boundaries might have resulted in these techniques performing better than
the parametric techniques.
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Figure 7.3: Network Prediction Object
Figure 7.4: Predictive Accuracies of Network Prediction Object
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Table 7.1: Predictive accuracies of Network Prediction Object
ARC SVM Random Forest ADA LDA NB
1 0.898 0.898 0.904 0.754 0.778
2 0.868 0.88 0.838 0.778 0.437
3 0.964 0.97 0.976 0.868 0.784
4 0.916 0.928 0.898 0.802 0.754
5 0.904 0.892 0.874 0.719 0.707
6 0.832 0.892 0.88 0.814 0.76
7 0.886 0.91 0.886 0.749 0.443
8 0.838 0.892 0.886 0.719 0.563
9 0.91 0.928 0.916 0.766 0.743
10 0.868 0.874 0.898 0.826 0.707
11 0.934 0.964 0.958 0.88 0.862
12 0.91 0.946 0.928 0.892 0.772
13 0.904 0.946 0.928 0.838 0.79
14 0.802 0.838 0.844 0.743 0.599
15 0.874 0.856 0.808 0.766 0.641
16 0.922 0.934 0.91 0.778 0.689
17 0.934 0.934 0.946 0.838 0.413
18 0.838 0.832 0.808 0.76 0.527
19 0.826 0.826 0.814 0.683 0.599
20 0.838 0.82 0.844 0.701 0.539
21 0.91 0.916 0.91 0.766 0.683
22 0.898 0.88 0.868 0.737 0.461
23 0.958 0.964 0.964 0.904 0.934
24 0.898 0.916 0.91 0.85 0.719
25 0.94 0.958 0.946 0.88 0.802
26 0.94 0.982 0.97 0.898 0.778
27 0.826 0.874 0.85 0.743 0.641
28 0.88 0.886 0.898 0.844 0.707
29 0.91 0.94 0.922 0.844 0.79
30 0.832 0.862 0.844 0.719 0.509
31 0.916 0.874 0.862 0.766 0.701
32 0.976 0.976 0.958 0.85 0.802
33 0.91 0.904 0.874 0.82 0.766
34 0.838 0.826 0.814 0.677 0.605
35 0.802 0.814 0.814 0.743 0.605
36 0.796 0.838 0.832 0.737 0.587
37 0.94 0.94 0.928 0.844 0.892
38 0.874 0.892 0.88 0.713 0.707
39 0.862 0.874 0.868 0.695 0.671
40 0.91 0.94 0.91 0.85 0.778
41 0.898 0.958 0.928 0.868 0.778
42 0.874 0.868 0.85 0.719 0.665
43 0.946 0.958 0.958 0.838 0.796
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Figure 7.3 shows the distribution of techniques that form the Network Predic-
tion Object. As our focus here is on verifying the working of the framework,
default parameters were selected for the classification techniques wherever accept-
able prediction accuracies were obtained. Support Vector Machine classification
was done using the kernlab library in R while Random Forest and Ada Boosting
classification techniques were used from the randomForest library and the ada
library, respectively.
Thus, methods with the greatest predictive accuracies from every row of Table
7.1 make up the Network Prediction Object. Using this Network Prediction Ob-
ject, we predict the network for the 167 test cases we have and supply that as an
initial solution. Graphical representation of Table 7.1 is shown in Figure 7.4.
7.3 Initialization Phase Results
On solving the multi-commodity fixed charge network flow problem with the
initial solution using Gurobi, the following results were obtained. Out of the
167 test cases or scenarios, the initial solution produced a feasible solution in
43 scenarios while in rest of the 124 scenarios started with an in-feasible initial
solution as represented in Figure 7.5.
Figure 7.5: Feasible/In-feasible initial solution scenario chart
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For the 43 scenarios that started with an initial feasible solution significant
reduction in solving times was observed in comparison to when, these scenarios,
were solved without an initial solution. The solving times of all the scenarios
for which the initial solution supplied produced a feasible solution are shown in
Table 7.2. The column titled Scenario gives the scenario number from among
the 167 scenarios, which resulted in an initial feasible solution. The next column
OR shows the time (seconds) required to solve the problem in the traditional
way without any initial solution while, the column after that, named IP shows
the time required to solve the same scenario when, the initial solution predicted
by the Network Prediction Object is passed to the solver. The subsequent two
columns show the decrease in solving time between OR and IP in seconds and
percentage respectively.
Now, let’s consider the scenarios that started with an in-feasible initial solution.
From among all the test scenarios, 124 test scenarios started with an in-feasible
initial solution. The solving time for these scenarios is shown in Table 7.3.
As it can be observed in Figure 7.6, out of the total 43 scenarios, 22 scenarios
show more than 90 percent decrease in solving time. Moreover, in 42 scenarios
the decrease in solving time is more than 50 percent.
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Figure 7.6: Changes in Solving Times (Percentage) - Feasible Scenarios
From among the 124 scenarios that started with an in-feasible initial solution
(Figure 7.7), 90 scenarios showed a decrease in solving time, while only 34 scenarios
showed increase in solving time. Additionally, 51 out of 90 scenarios showed more
than 30 percent decrease in solving time.
Further, to inspect the fluctuations in solving times, these solving times are
plotted against the total demand flowing thorough the network, which changes
every scenario. Figure 7.6 and Figure 7.7 represent the change in solving times
(represented numerically in the last column of Table 7.2 and Table 7.3) for all of
the 167 scenarios (43 feasible and 124 in-feasible) against the total demand of all
the commodities flowing through the network. Figure 7.6 and Figure 7.7 shows
that the change in solving time doesn’t vary with the change in total demand per
scenario. To further inspect these fluctuations in solving time, we tried to find a
way to mathematically differentiate the scenarios that resulted in increased solving
time. Output metrics; e.g., presolve time and initial relative gap were observed in
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the solution files, but their values were exactly same for when the problem was
solved with and without an initial solution. Hence, on observing the solution files
produced, we hypothesize that, due to bad quality initial solutions supplied, the
exact algorithms employed by Gurobi, might be exploring the wrong nodes and
thus resulting in increased solving time. An extensive study of these algorithms,
employed by the Gurobi optimizer would need to be carried out in order to make
concrete conclusions.
As stated earlier, there are two major characteristics of this problem that make
the MCFCNF problem difficult. First, the fixed cost and second, the capacity of
the arcs. We have begun some experimentation to see how these two parameters
affect the quality of initial solution predicted by our framework. We postulate,
that, as the effect of fixed charge becomes prominent in comparison to the variable
cost of the network, the number of scenarios where the initial solutions predicted
are feasible also increases. Additionally, we also hypothesize that as the arc ca-
pacities become tighter, our hybrid framework will predict more feasible initial
solutions. Nevertheless, usable conclusions can only be reached on completion of
all the experimentation and the analysis of their results.
Finally, let’s summarize the results section. From the initial exploratory analy-
sis, the arcs can be classified into four major categories; namely, V ariable Arcs,
Constant Arcs Present, Constant Arcs Absent and Sparse Arcs. V ariable Arcs
are predicted using our Network Prediction Object (consists of 43 machine learning
models). Using Principal Component Analysis, the dimensionality of the data-set
was reduced by 50 percent. In this case, we have a total of 43 V ariable Arcs,
thus, 43 machine learning models. The machine learning techniques used are very
highly dependent on the type of data used and thus, will most likely change with
the change in data. Among the best five machine learning techniques, the tech-
nique giving the highest predictive accuracy is ultimately selected as part of our
Network Prediction Object. It was observed, that, either Support Vector Machine
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or Random Forest or ADA Boosting gave the maximum predictive accuracy in all
the 43 models. Further, in the initialization phase it was seen, that in most of the
test cases considerable reduction in solving time was observed when compared to
the solving times of the scenarios that were solved without initial solution. Ad-
ditionally, this difference in solving time was plotted against the total quantity of
commodities flowing through the network per scenario. No pattern was observed
and thus, it can be said that difference in solving time is not affected by the total
quantity of commodity flowing through the network.
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Table 7.2: Changes in solving times: Feasible Scenarios
SR No. Scenario OR (sec) IP (sec) Change (sec) Change (%)
1 6 2481 103 2378 95.85
2 9 1945 271 1674 86.07
3 15 370 81 289 78.12
4 18 1277 83 1194 93.5
5 20 1709 155 1554 90.93
6 22 2396 178 2218 92.57
7 26 427 257 170 39.81
8 28 1450 114 1336 92.14
9 41 335 155 180 53.73
10 43 2311 134 2177 94.2
11 46 1538 182 1356 88.17
12 47 1489 226 1263 84.82
13 49 2029 332 1697 83.64
14 51 1543 85 1458 94.49
15 53 3259 91 3168 97.21
16 54 5977 72 5905 98.8
17 58 295 111 184 62.37
18 60 1040 213 827 79.52
19 62 1229 88 1141 92.84
20 63 2461 144 2317 94.15
21 82 385 164 221 57.4
22 83 2240 153 2087 93.17
23 84 546 164 382 69.96
24 86 1346 128 1218 90.49
25 87 2452 131 2321 94.66
26 88 2145 89 2056 95.85
27 91 2055 103 1952 94.99
28 94 2766 80 2686 97.11
29 111 1839 86 1753 95.32
30 112 1854 90 1764 95.15
31 113 1547 91 1456 94.12
32 118 3058 82 2976 97.32
33 122 1902 204 1698 89.27
34 123 472 107 365 77.33
35 124 1920 220 1700 88.54
36 128 499 87 412 82.57
37 139 618 308 310 50.16
38 143 2532 363 2169 85.66
39 145 474 135 339 71.52
40 146 5414 194 5220 96.42
41 153 504 85 419 83.13
42 154 1026 108 918 89.47
43 156 1205 553 652 54.11
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Table 7.3: Changes in solving times: In-feasible Scenarios
SR
No.
Sce -
nario
OR
(sec)
IP
(sec)
Change
(sec)
Change
(%)
SR
No.
Sce -
nario
OR
(sec)
IP
(sec)
Change
(sec)
Change
(%)
1 1 1810 1223 587 32.43 63 89 2662 1348 1314 49.36
2 2 1527 1265 262 17.16 64 90 1359 1607 -248 -18.25
3 3 3431 2024 1407 41.01 65 92 1697 1578 119 7.01
4 4 481 655 -174 -36.17 66 93 3181 1592 1589 49.95
5 5 323 310 13 4.02 67 95 2337 1223 1114 47.67
6 7 1256 1175 81 6.45 68 96 491 699 -208 -42.36
7 8 402 379 23 5.72 69 97 2484 3656 -1172 -47.18
8 10 326 364 -38 -11.66 70 98 1940 962 978 50.41
9 11 434 385 49 11.29 71 99 5072 5752 -680 -13.41
10 12 1297 2084 -787 -60.68 72 100 813 870 -57 -7.01
11 13 992 2307 -1315 -132.56 73 101 2155 1159 996 46.22
12 14 400 378 22 5.5 74 102 1809 1050 759 41.96
13 16 933 654 279 29.9 75 103 5415 1856 3559 65.72
14 17 1280 1106 174 13.59 76 104 1943 1459 484 24.91
15 19 1817 1389 428 23.56 77 105 2147 2205 -58 -2.7
16 21 3394 2644 750 22.1 78 106 2574 1161 1413 54.9
17 23 1324 1274 50 3.78 79 107 755 384 371 49.14
18 24 1958 3580 -1622 -82.84 80 108 2181 900 1281 58.73
19 25 1423 3535 -2112 -148.42 81 109 776 757 19 2.45
20 27 431 725 -294 -68.21 82 110 3012 1528 1484 49.27
21 29 432 393 39 9.03 83 114 2521 1164 1357 53.83
22 30 1349 2449 -1100 -81.54 84 115 833 369 464 55.7
23 31 1664 1444 220 13.22 85 116 526 1173 -647 -123
24 32 1557 1247 310 19.91 86 117 1540 1142 398 25.84
25 33 1309 1178 131 10.01 87 119 2780 1188 1592 57.27
26 34 2042 1319 723 35.41 88 120 4868 2167 2701 55.48
27 35 1193 1174 19 1.59 89 121 2325 1748 577 24.82
28 36 1722 1415 307 17.83 90 125 2205 1185 1020 46.26
29 37 1531 2396 -865 -56.5 91 126 884 1259 -375 -42.42
30 38 1025 1005 20 1.95 92 127 510 377 133 26.08
31 39 2605 1865 740 28.41 93 129 465 388 77 16.56
32 40 1084 1078 6 0.55 94 130 2103 1883 220 10.46
33 42 685 463 222 32.41 95 131 4652 7087 -2435 -52.34
34 44 1507 914 593 39.35 96 132 12204 4972 7232 59.26
35 45 4305 2340 1965 45.64 97 133 4078 1847 2231 54.71
36 48 546 459 87 15.93 98 134 2626 1594 1032 39.3
37 50 3138 8811 -5673 -180.78 99 135 5687 2183 3504 61.61
38 52 1906 4594 -2688 -141.03 100 136 1295 2667 -1372 -105.95
39 55 1650 2390 -740 -44.85 101 137 2086 934 1152 55.23
40 56 1259 836 423 33.6 102 138 756 949 -193 -25.53
41 57 2989 1311 1678 56.14 103 140 1945 2996 -1051 -54.04
42 59 2344 1617 727 31.02 104 141 3733 1622 2111 56.55
43 61 495 494 1 0.2 105 142 1219 2835 -1616 -132.57
44 64 2818 3807 -989 -35.1 106 144 802 395 407 50.75
45 65 1164 2723 -1559 -133.93 107 147 1681 768 913 54.31
46 66 3402 1721 1681 49.41 108 148 1514 1749 -235 -15.52
47 67 1430 1234 196 13.71 109 149 1936 1649 287 14.82
48 68 3786 8041 -4255 -112.39 110 150 1383 875 508 36.73
49 69 4670 2384 2286 48.95 111 151 3725 1655 2070 55.57
50 70 2439 1265 1174 48.13 112 152 2041 1293 748 36.65
51 71 973 515 458 47.07 113 155 2553 1559 994 38.93
52 72 4729 1995 2734 57.81 114 157 2139 1191 948 44.32
53 73 2987 1394 1593 53.33 115 158 628 314 314 50
54 74 583 388 195 33.45 116 159 517 1111 -594 -114.89
55 75 1250 1004 246 19.68 117 160 2201 1119 1082 49.16
56 76 1370 1110 260 18.98 118 161 4627 3970 657 14.2
57 77 795 552 243 30.57 119 162 2115 2491 -376 -17.78
58 78 772 611 161 20.85 120 163 591 641 -50 -8.46
59 79 1813 1423 390 21.51 121 164 1503 753 750 49.9
60 80 760 766 -6 -0.79 122 165 2163 1089 1074 49.65
61 81 2187 1991 196 8.96 123 166 562 415 147 26.16
62 85 2773 1450 1323 47.71 124 167 1285 2142 -857 -66.69
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Chapter 8
Future Work and Conclusion
From the results obtained it can be said that the hybrid framework proposed
in this paper does show significant reduction in solving time in many test cases
for this particular network structure with 20 nodes, 220 arcs and 200 commodi-
ties. Non-parametric classification techniques, such as Support Vector Machine,
Random Forest and Ada Boosting resulted in better predictions when compared
to parametric techniques in all the scenarios. Every scenario that started with a
feasible initial solution resulted in at-least 40 percent and at-most 97.3 percent
reduction in solving time. Additionally, 79 percent of all the scenarios; be it fea-
sible or in-feasible, resulted in reduction in solving time. Having said that, it is
important to mention that some test cases resulted in increasing overall solving
time as well. Finding a concrete way to predict the scenarios that resulted in
increased solving time is a very promising area for future research. It would also
be interesting to study algorithms that might be robust to bad quality initial so-
lutions. Moreover, it would be interesting to see the effect of fixed charge and
capacities on the quality of predicted initial solution. Additionally, problems with
similar data as ours can be found in the field of web analytics and telecommuni-
cations. Hence, this framework can also be applied in those areas if appropriate
data is available. One major difference, which makes this area a promising area
for future research is that the data characteristics might vary significantly from
field to field. Consequently, this might change the effectiveness of this framework
in other fields. Thus, we conclude that even though the framework doesn’t always
result in reduction of solving time, the probability of its success is good and a lot
of avenues for future research are available.
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