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INTRODUCTION
Current state-of-the-art military robotics solutions used in Iraq and Afghanistan are composed of platform and task specific hardware, protocols, interface drivers, and highlevel control software. Usage requires one or more persons to tele-operate a single robot through an operator control unit (OCU). Examples of such systems are the Foster-Miller TALON™, iRobot® Packbot®, and the Mesa Robotics Matilda™. The U.S. military uses these systems to perform jobs in hazardous situations such as Improvised Explosive Device (IED) disposal and the result is extraordinaire in the terms of saved soldiers' lives. Currently fielded approaches have hardware and software that is exclusive to the respective platform. These stovepiped systems are non-interoperable and resource intensive. Units must maintain separate stockpiles of repair parts, contractor support is required to troubleshoot different configurations, and soldiers must learn how to operate different platforms and OCUs.
These systems impose a constraint of at least one teleoperator per robot where what we desire is one soldier controlling multiple (i.e. 3-5) robots.
Some platform specific hardware devices, low-level protocols, and interface drivers are unavoidable as the physical hardware constrains low-level software interactions. Nonetheless, achieving a general, high-level task-independent architecture controlling a robot's overall goals, planning, reasoning, decision-making, learning, and execution is necessary if we are to realize autonomy. Our goal is to employ multiple (i.e. 3-5) autonomous, robotic scouts that can augment a unit with additional reconnaissance and security assets without requiring a oneto-one soldier to robot mix.
ARCHITECTURAL DESIGN GOALS AND CONSTRAINTS
To support that goal our architectural design takes a holistic approach where we consider how one functional component of the system, whether it be hardware, software, or a communication protocol constrains another. Table 1 describes our design goals and constraints. The constraints are in agreement with the Joint Architecture for Unmanned Systems (JAUS) [1] that desires platform independence, mission isolation, and computer hardware independence. The first and second goals require the development of a distributed command and control architecture and homogenous, high-level, robotic control software where new knowledge and behavior is relatively easy to incorporate. The first three constraints tie directly into these first two goals, as supporting autonomous behavior, especially when there is disrupted communication between operator and robot or robot and robot, requires on-board, robust intelligence necessary to handle these situations. From a hardware perspective, these constraints imply that sufficient power, processing, memory, and storage must be on the platform. From a software perspective, the high-level architecture should be able to support task-independent, intelligent behavior. Communication protocols must support interoperability and dynamic, ad-hoc, mesh networks.
Design goal three requires a consistent interface between low-level processing and a high-level controller so that when developers add new or improved sensors or actuators to the platform, they only have to construct or modify lowlevel drivers. Changes to the individual, high-level control software or the system's command and control software should be minimized. Such a robotics device interface is where software such as Player [2] and Microsoft Robotics Studio [3] focus much of their efforts. Figure 1 shows the initial architecture supporting some of these goals and constraints. In the center of the figure is the particular platform. The platform contains the sensors, actuators, low-level software to interact with these devices, intermediate or robotics device interface software to support basic sensing and movement, and the high-level software to support decision-making, problem solving, planning, reasoning, and communication.
The operator, shown in the upper left of Figure 1 , interacts with the robotics platform with an OCU. To control robots, the user initially logs into a distributed, web-based application that provides the client software and other information such as maps and plans (step 1). The application server hosting this information may be at a centralized location (such as a military command post), but the operators are distributed throughout the operating environment. The advantage is that system administrators and functional managers can make changes to the client software and initial information from a central location.
After the operator's OCU receives the client software, the operator can connect to one or more robots within operational range of the underlying wireless network and provide initial knowledge to the robots such as maps, plans, high-level commands, etc. (step 2). In a military operational environment, this wireless network would be an ad-hoc, mesh network. In domains with fixed structures such as a hospital or home, such a network could be permanent.
Figure 1: Distributed Robotic Architecture
The robotics platform receives high-level commands from the operator and begins executing the commands either autonomously or semi-autonomously (step 3). During execution, the robot may provide feedback to the user, such as visual video feeds or symbolic information (step 4). The operator may further filter and forward such information to the centralized server.
PROTOTYPE PLATFORMS
We have developed two primary prototypes. The first, described in [4] , incorporates a three-tiered, distributed architecture (platform, client OCU, and web server). This prototype enabled the operator to tele-operate and receive visual feedback from a iRobot® Create, Lynxmotion 4WD Chassis, and a Mesa Robotics Matilda™. focusing on the overall infrastructure and tele-operation. It demonstrated the ability to control a set of robots using a web-based interface.
The second set of prototypes focuses on high-level control software, a standard low-level device driver interface, and autonomous movement in a controlled, indoor environment. For the second scenario, we developed two prototype platforms to demonstrate a single operator controlling more than one robot and a high-level software framework re-used across multiple platforms.
In this prototype, the high-level intelligence resides on the robot rather than on a central processor. Figure 2 illustrates this architectural design. Leveraging Player [2] , we separate the low-level control drivers for sensors and actuators from the high-level control algorithms. The platforms used in the prototype include the iRobot® Create [5] ( Figure 3 ) and the MMP-40X from The Machine Labs [6] (Figure 4 ).
Hardware Platforms
The iRobot Create served as our platform for initial development and testing. Figure 3shows the Create with a mounted Pico-ITX processor for onboard processing and a mounted Hokuyo URG-04LX Laser to support navigation. To demonstrate the architecture working across heterogeneous platforms, we chose a MMP-40X robotic chassis as it gave us a potential future benefit of being able to operate in a tactical environment (Figure 4 ). The MMP-40X has two DC motors. Each motor is configured with a multi-input speed controller and 500 counts per revolution quadrature wheel encoders to drive the chassis. For power, the chassis includes two, 25.6 V Li-PeFO rechargeable batteries with a charge capacity of 7.2 amp-hours.
While the stock MMP-40X chassis provided the necessary power, motor, and wheel encoder subsystems, we had to augment the chassis with additional components to support autonomous navigation. Additional components included an URG-04LX laser to support localization; a video camera to support operator feedback; a microcontroller for processing the encoders and driving the tracks; a USB 802.11 wireless adapter for communication with the OCU; and the Pico-ITX embedded computer running the Ubuntu Linux operating system (Table 2 and Figure 5 ). We mounted the Pico with a polycarbonate mounting plate to the bottom of the chassis making it trivial to remove the processor during development. To provide the proper power voltages to the sensors, we connected a wide-input ATX power regulator to the chassis batteries. To mount the URG-04LX laser and camera sensors we made minor external modifications to the chassis (e.g. installed a crossbar across the front of the robot so that the laser had better visibility). Finally, we fabricated and placed a clear polycarbonate lid over the chassis for protection of the system internals enabling a better view for troubleshooting and presentation. 
Platform dependent software
For processing low-level sensory input, we leveraged Player [2] as it provides off-the-shelf software drivers for the URG laser and video camera (Figure 2) . Player also has an iRobot Create driver that provides odometer readings and enables higher-level control software to set the speed and direction. For the MMP-40X, we wrote two, low-level software components to provide odometer sensing and transmit speed and directional control to robot's tracks.
First, software for the Robostix microcontroller read the tracks' quadrature encodings adjusting the velocity of each track based on throttle and steering information. The quadrature wheel encoders provide tick counts for each track on the robot. Our microcontroller's implementation used a 32-bit microsecond counter as a timer between encoder counts and transmits this data approximately every 20 ms to a second software component, a MMP40-X driver running on an embedded Pico computer.
The MMP40-X software driver converts the encoder counts and time into a pose (i.e. location and orientation) as input to a localization algorithm (discussed below). Likewise, high-level control software passes the desired speed and direction to the driver. We implemented (P)roportional and (I)ntergal portion of PID control to determine desired throttle and steering information. The microcontroller software induces the motors by sending pulse width modulation (PWM) signals to the motor controller.
High-level control software
The two robotics platforms were different with variations in the sensor and motor suite (specifically for odometer readings), but the high-level control software and the distributed, client software on the OCU were the same on both. We used the Adaptive Monte Carlo Localization (AMCL) driver for localization, the Vector Field Histogram (VFH) driver for local obstacle avoidance, and the Wavefront algorithm for global path planning. AMCL uses particle filters and Bayesian methods as described in [7] . It assumes the robot has access to a bitmap of the environment relying on hypotheses formed from the laser and odometer readings to determine the pose probabilistically.
Using the robot's pose and the operator determined goal the Wavefront algorithm determines a set of waypoints for the robot. The VFH driver uses these waypoints to provide local path planning and dynamic obstacle avoidance from waypoint to waypoint. VFH transmits the speed and direction for the robot to the robot's platform dependent drivers to command the platform's servo motors.
Distributed command and control software
The OCU consists of a basic laptop running Ubuntu Linux and our customized client software written in Java and C++ ( Figure 6 ). The graphical user interface enables the operator to select a robot and set its next checkpoint. The robot then autonomously moves to that checkpoint in real time. A central server (lower left of Figure 1 ) maintains the OCU code, maps, and, in the future, any other initial knowledge that should be provided to the robot prior to its mission. We use the Java Network Launching Protocol (JNLP) enabling the OCU machine to download the client application and any of its dependencies through a web-based interface. The protocol caches those software components and resources and does not download them again, unless they have been updated on the server. 
FUTURE EXTENSIONS
Although the first two iterations of the architecture partially met our design goals to include a homogeneous high-level framework and support for distributed operations, the prototypes had numerous shortfalls. The high-level control algorithms are platform-independent but not taskindependent as the robot can only perform a single task (navigation). An operator is unable to provide the robot with a mission's task and purpose and allow it to carry out that mission. The high-level software controller cannot incorporate new knowledge (e.g. task knowledge such as the current enemy situation or tactical doctrine). The implemented prototypes do not have any capability for reasoning, decision-making, learning, or communicating. In short, the system is inflexible and brittle.
Robotics device frameworks, such as Player [2] , provide an abstraction layer that enables the interaction with low-level sensors and actuators. The support for high-level control typically takes algorithmic approaches providing short-term gains to a specific problem (e.g. navigation, grasping, etc). Typical uses have the robot perform one or two specific tasks. These approaches often lead to long-term issues when trying to integrate different types of tasks, as the design does not account for the constraints of each component.
The challenge is how to achieve such capability in robotic systems. We believe part of the answer is by integrating a cognitive architecture with the robotic platform to serve as a high-level controller (Figure 7) . A cognitive architecture specifies the underlying infrastructure for an intelligent system that is constant across task domains. This infrastructure includes short-and long-term memories; representation of knowledge in those memories to include procedural (i.e. skill knowledge), semantic (i.e. facts, beliefs), and episodic (i.e. memories of past events); and learning mechanisms [8] .
Figure 7: Platform Architecture Proposal
To integrate a cognitive architecture with a robotic platform, there are several issues that have to be addressed-three of which we will highlight here. These issues are not unique to cognitive architectures, but rather issues that any robotics system must address if the goal is to achieve general behavior. These issues include the symbol grounding problem, unification of the behavior-based versus deliberate approaches, and robot-robot and human-robot communication. Our hypothesis is that the current state of cognitive architectures is prepared to address these issues.
First, there is the anchoring or symbol grounding problem. Anchoring is a process that creates and maintains a mapping between symbols and the raw sensor data referring to the same physical entity [9] . The problem is how to implement anchoring in a robotic system where the implementation is general and not specific to any one task.
One possible approach to address the anchoring problem is augmenting cognitive architectures with perceptual-based memories and processing units. For example, architectures that support mental imagery processing may be useful as the reasoning combines raw sensory input with symbolic knowledge [10] . Roy et al. [11] have already shown how using mental imagery in robots facilitates human-robot communication while Kuipers [12] has demonstrated how robots can learn and use general spatial representations as they explore their environment.
The second issue is a central point made by Arkin [13] in the development of hybrid reactive (i.e. behavior-based) and deliberative robotics architectures. This issue is how to develop a unifying methodology taking into account an understanding of the user's intent and the world beyond sensor input while maintaining real-time and robust reactivity to sensory inputs.
Orthogonal to this issue is the use of closed loop versus open loop control systems. In most robotic architectures, whether they are behavioral-or deliberative-based, the designer has to decide whether to use closed loop or openloop control. In closed-loop controllers, the robot senses the environment and responds every cycle, which gives the robot reactive behavior in dynamic environments. Such a controller may overwhelm the robot's perceptual resources without an attention mechanism to focus its sensors. On the other hand, in an open loop controller, the robot may attempt to execute an extended sequence over multiple cycles while ignoring its senses. This provides efficient execution but is only appropriate for more complex skills (e.g. path planning) where constant interaction with the environment is not necessary. Typical robotic architectures commit to either a closed or open-loop controller.
An advantage of using a cognitive architecture is that the architecture's decision procedure can use task knowledge in deciding where on the closed/open-loop spectrum its behavior should fall rather than committing to one or the other [14] . For example, in the cognitive architecture Soar, the decision cycle is closed loop but it may implement open loop behavior using its hierarchical subgoaling mechanism that breaks a complex, abstract task (e.g. planning) into more refined subtasks. If during that reasoning process a more urgent sensory input arrives, the subgoaling mechanism supports reaction to the more urgent task.
For example, in [10] , a simulated robotic scout may be imagining the current situation to insure its team has good observation over an approaching enemy force. If during that thought process the scout's teammate communicates that it has sighted an approaching enemy, the analysis processing can pause, react to the immediate communication, and then continue with its deliberative thought processing if the situation warrants. The context switch between deliberate and reactive behavior is based on task knowledge and directly supported by the architectural mechanisms.
The last issue is that current robotic architectures do not commit to a robot-robot or robot-human communication protocol. JAUS [1] proposes a communication standard between subsystems and components that communicate across a network. The problem with JAUS-like protocols are that they address communication at the byte transfer level rather than the semantic level, which is required if we desire flexible robotic behavior. Cognitive architectures have been used in natural language processing [15] , and again may provide some relief, but an interface between a JAUS-like communication protocol and a natural language's semantics will have to be considered. Additionally, we have to commit to a more robust and scalable underlying communication protocol, where the assumption that there is an existing infrastructure can be relaxed. Currently we are evaluating IEEE 802.15 (Zigbee) protocols.
RELATED WORK
Many researchers are investigating general autonomy. Much of the focus is on a common controller for multiple, heterogeneous robotic platforms. For example, Space and Naval Warfare Systems Center [16] has developed an unmanned vehicle and operator control interface capable of controlling and monitoring multiple sets of heterogeneous systems. Grocholsky et. al. [17] have developed algorithms and control frameworks to enhance cooperation between ground and aerial robots.
There have been others who are either planning [14] or have demonstrated [18, 19] the use of cognitive architectures as high-level controllers for robots. For example, Trafton et al. [18] have interfaced a cognitive architecture with a Nomad 200 to mimic a child's hiding behavior in a game of hideand-go-seek. While we are focusing more on the end-to-end distributed system, these researchers are focusing on the interface between the cognitive architecture and the robot device interface-work which we plan on leveraging.
Albus [20] argues that the 4D/Real-time Control System (4D/RCS) architecture has achieved this integration. 4D/RCS relies on an internal world model of the external environment that includes both symbolic and iconic memories. It uses this world model for perception (e.g. focusing attention and grouping) and behavior (e.g. decision-making and planning). 4D/RCS addresses many issues that one has to consider when building an autonomous system, but it does not incorporate some mechanisms necessary for intelligence (e.g. learning) [19] .
CONCLUSIONS
We are working towards a distributed, cognitive robotic system where one operator controls 3-5 heterogeneous robotic platforms with the goal of using these platforms as autonomous scouts. This goal requires a system that is general in nature. We have demonstrated a high-level architecture for such a distributed robotic system on two different prototype systems and propose augmenting each robotic platform with a cognitive architecture to enable behavior across many task domains. The cognitive architecture serves as the high-level controller and the primary communication interface between a human operator and the robotic platform. We are also evaluating the use of alternative, low-level communication protocols to provide a robust infrastructure in austere environments.
