Foreground removal is a major challenge for detecting the redshifted 21-cm neutral hydrogen (HI) signal from the Epoch of Reionization (EoR). We have used 150 MHz GMRT observations to characterize the statistical properties of the foregrounds in four different fields of view. The measured multi-frequency angular power spectrum C ℓ (∆ν) is found to have values in the range 10 4 mK 2 to 2 × 10 4 mK 2 across 700 ≤ ℓ ≤ 2 × 10 4 and ∆ν ≤ 2.5 MHz, which is consistent with model predictions where point sources are the most dominant foreground component. The measured C ℓ (∆ν) does not show a smooth ∆ν dependence, which poses a severe difficulty for foreground removal using polynomial fitting. The observational data was used to assess point source subtraction. Considering the brightest source (∼ 1 Jy) in each field, we find that the residual artifacts are less than 1.5% in the most sensitive field (FIELD I). Considering all the sources in the fields, we find that the bulk of the image is free of artifacts, the artifacts being localized to the vicinity of the brightest sources. We have used FIELD I, which has a rms noise of 1.3 mJy/Beam, to study the properties of the radio source population to a limiting flux of 9 mJy. The differential source count is well fitted with a single power law of slope −1.6. We find there is no evidence for flattening of the source counts towards lower flux densities which suggests that source population is dominated by the classical radio-loud Active Galactic Nucleus (AGN).
INTRODUCTION
Observations of the high-redshift Universe with the 21-cm hyperfine line emitted by neutral hydrogen gas (HI) during the Epoch of Reionization (EoR) contains a wealth of cosmological and astrophysical informations (see Furlanetto ,Oh & Briggs 2006 ; Morales & Wyithe 2010 for recent reviews). Analysis of quasar absorption spectra (Becker et al. 2001; Fan et al. 2002) and the CMBR (Komatsu et al. 2009 ) together indicate that reionization probably started around a redshift of 15 and lasted until a redshift of 6. The Giant Metrewave Radio Telescope (GMRT 1 ; Swarup et al. 1991) is currently functioning at several bands in the frequency range of 150 MHz to 1420 MHz and can potentially detect the 21 cm signal at high redshifts. Several upcoming low-frequency telescopes such as LOFAR 2 , MWA 3 and PAPER 4 are also targeting a detection of the high redshift 21-cm signal. LOFAR is already operational and will soon start to collect data for the EoR project.
In this paper we have carried out GMRT observations to characterize the statistical properties of the background radiation at 150 MHz. These observations cover a frequency band of ∼ 5 MHz with a ∼ 100 kHz resolution, and cover the angular scales ∼ 30 ′ to ∼ 30 ′′ . The 21 cm radiation is expected to have an rms brightness temperature of a few mK on angular scales of a few arc minute (Zaldarriaga, Furlanetto & Hernquist 2004) . This signal, is however, buried in the emission from other astrophysical sources which are collectively referred to as foregrounds. Foreground models (Ali, Bharadwaj & Chengalur 2008) predict that they are dominated by the extragalactic radio sources and the diffuse synchrotron radiation from our own Galaxy which makes a smaller contribution. Analytic estimates of the HI 21-cm signal indicate that the predicted signal decorrelates rapidly with increasing ∆ν and the signal falls off 90% or more at ∆ν ≥ 0.5 MHz (Bharadwaj and Sethi 2001; Bharadwaj and Ali 2005) . The foreground from different astrophysical sources are expected to be correlated over a large frequency frequency separation. This property of the signal holds the promise of allowing us to separate the signal from the foregrounds (Ghosh et al. 2011b) . In this paper we have characterized the foreground properties across a frequency separation ∆ν of 2.5 MHz, the signal may be safely assumed to have decorrelated well within this frequency range.
There currently exist several surveys which cover large regions of the sky at around 150 MHz like the 3CR survey (Edge et al. 1959; Bennett 1962) , the 6C survey (Hales, Baldwin & Warner 1988; Waldram 1998) and the 7C survey ). These surveys have a relatively poor angular resolution and a limiting flux density of ∼ 100 mJy. Di Matteo et al. (2002) have used the 6C survey, the 3CR survey and the 3 CRR catalogue (Laing , Riley & Longair 1983) to estimate the extragalactic point source contribution at 150 MHz. The GMRT, which is currently the most sensitive telescope at 150 MHz, offers the possibility to perform deeper surveys with a higher angular resolution. A few single pointing 150 MHz surveys (Sirothia et al. 2009; IshwaraChandra et al. 2010 IshwaraChandra et al. , 2011 Intema et al. 2011 ) have been performed with an rms noise of ∼ 1 mJy/Beam at a resolution of 20 ′′ − 30 ′′ . The TGSS 5 is currently underway to survey the sky north of the declination −30
• with an rms noise of 7 − 9 mJy/Beam at an angular resolution of 20 ′′ . Diffuse synchrotron radiation produced by cosmic ray electrons propagating in the magnetic field of our Galaxy (Ginzburg & Syrovatskii 1969 ) is a major foreground component. This component, which is associated with our Galactic disk, is particularly strong in the plane of our Galaxy. Our target fields were selected well off the Galactic plane with b > 10
• where we expect a relatively lower contribution from the Galactic synchrotron radiation.
Radio surveys at 408 MHz (Haslam et al. 1982 ), 1.42 GHz (Reich 1982; Reich & Reich 1988 ) and 2.326 GHz (Jonas et al. 1998) have measured the diffuse Galactic synchrotron radiation at angular scales larger than ∼ 1
• where it is the most dominant contribution, exceeding the point sources. Platania et al. (1998) have analyzed these observations to show that the Galactic synchrotron emission has a steep spectral index of α ≈ 2.8. The angular power spectrum C ℓ has been measured at 2.3 GHz (Giardino et al. 2001 ) and 2.4 GHz (Giardino et al. 2002) where they find C ℓ ∼ ℓ −2.4 at angular multipoles ℓ < 250. WMAP data shows C ℓ ∼ ℓ −2 at ℓ ≤ 200 (Bennett et al. 2003) which is slightly flatter compared to the findings at lower frequencies. It is relevant to note that all of these results are restricted to angular scales greater than 43 ′ (ℓ < 250), little is known (except Bernardi et al. 2009 discussed later) about the structure of the Galactic synchrotron radiation at the sub-degree angular scales probed in this paper. Ali, Bharadwaj & Chengalur (2008) have carried out GMRT observations to characterize the foregrounds on sub-degree angular scales at 150 MHz. They have used the measured visibilities to directly determine the multifrequency angular power spectrum C ℓ (∆ν) (MAPS; Datta, Roy Choudhury & Bharadwaj (2007) ) which characterizes the statistical properties of the fluctuations in the background radiation jointly as a function of the angular multipole ℓ and frequency separation ∆ν. They find that the measured C ℓ (∆ν) has a value of around 10 4 mK 2 which is seven orders of magnitude larger than the expected HI signal. The measured C ℓ (∆ν) was also found to exhibit relatively large (∼ 10 − 20%) fluctuations in ∆ν which pose a severe problem for foreground removal. Further, it was attempted to remove the foregrounds by subtracting out all the identifiable point sources above 8 mJy. The resulting C ℓ , however, only dropped to ∼ 3 times the original value due to residual artifacts.
Bernardi et al. (2009) have analyzed 150 MHz WSRT observations near the Galactic plane ((l = 137
• , b = +8 • ) to characterize the statistical properties of the diffuse Galactic emission (after removing the point sources) at angular multipoles ℓ < 3000 (θ > 3.6 ′ ). They find that the measured total intensity angular power spectrum shows a power law behaviour C ℓ ∝ ℓ −2.2 for ℓ ≤ 900. They also measured the polarization angular power spectrum for which they find C ℓ ∝ ℓ −1.65 for ℓ ≤ 2700. Their observations indicate fluctuations of the order of ∼ 5.7 K and 3.3 K on 5 ′ angular scales for the total intensity and the polarized diffuse Galactic emission respectively. Pen et al. (2009) have carried out 150 MHz GMRT observations at a high Galactic latitude to place an upper limit of ℓ 2 C ℓ /2π < 3K on the polarized foregrounds at ℓ < 1000.
There has been a considerable amount of work towards simulating the foregrounds (Jelić et al. 2008; Sun et al. 2008; Bowman, Morales & Hewitt 2009; Gleser et al. 2008; Harker et al. 2009; Liu, Tegmark & Zaldarriaga 2009; Liu et al. 2009; Petrovic & Oh 2011) in order to develop algorithms to subtract the foregrounds and detect the redshifted 21-cm signal. These simulations require guidance from observational data, and it is crucial to accurately characterize the foregrounds in order to have realistic simulations for future observations.
One of the challenges for the detection of this cosmological 21-cm signal is the accuracy of the foreground source removal. Our current paper aims at characterizing the foreground at arcminute angular scales which will be essential for extracting the 21-cm signal from the data. In this paper we study the radio source population at 150 MHz, which is still less explored, to determine the differential source count which plays a very important role in predicting the angular power spectrum of point sources (Ali, Bharadwaj & Chengalur 2008; Ghosh et al. 2011a) . We find that the point sources are the most dominating foreground component at the angular scales of our analysis. The accuracy of point source removal is one of the principal challenges for the detection of the 21-cm signal. We investigate in detail the extragalactic point source contamination in our observed fields and study how accurately the bright point sources can be removed from our images. We also estimate the level of residual contamination in our images. It is expected that the diffuse Galactic emission will be revealed if the point sources are individually modelled and removed with high level of precession. To our knowledge, the present work is only the second time that the fluctuations in the Galactic diffuse emission have been detected at around 10 arcminute angular scales at a frequency of 150 MHz . We also complement this with a measurement of the angular power spectrum of the diffuse Galactic foreground emission in the ℓ range 200 to 800.
In this paper we have analyzed GMRT observations to characterize the foregrounds in four different fields at 150 MHz which corresponds to the HI signal from z = 8.3. We note that unless otherwise stated we use the cosmological parameters (Ωm0, ΩΛ0, Ω b h 2 , h, ns, σ8) = (0.3, 0.7, 0.024, 0.7, 1.0, 1.0) in our analysis. We now present a brief outline of the paper. Section 2 describes the observations and data analysis. We have used the multi-frequency angular power spectrum C ℓ (∆ν) to quantify the statistical properties of the background radiation in the observed fields. Section 3 presents the technique that we have used to estimate C ℓ (∆ν) directly from the measured visibilities. We show the the measured C ℓ (∆ν), and discuss its properties in Section 4. In this section we have also compared the measured C ℓ (∆ν) with foreground model predictions. In Section 5 we consider the extragalactic point sources which forms the most dominant foreground component in our observations. In order to assess how well we can subtract out the point sources, we consider point source subtraction for the brightest source in each field, as well as subtracting out all the identifiable sources. We use the most sensitive field (FIELD I) in our observation to study the nature of the radio source population at 150 MHz, and we also provide a source catalogue for this field in the online version of this paper (Appendix A). In Section 6 we have used the residual data of FIELD I, after point source removal, to study the diffuse Galactic synchrotron radiation. We have summarized the results of the entire paper in Section 7.
GMRT OBSERVATIONS AND DATA ANALYSIS
The GMRT has a hybrid configuration (Swarup et al. 1991) , each of diameter 45 m, where 14 of the 30 antennas are randomly distributed in a Central Square which is approximately 1.1 km × 1.1 km in extent. The rest of the antennas lie along three ∼ 14 km long arms in an approximately 'Y' configuration. The shortest antenna separation (baseline) is around 60 m including projection effects while the largest separation is around 26 km. The hybrid configuration of the GMRT gives reasonably good sensitivity to probe both compact and extended sources. (Ali, Bharadwaj & Chengalur 2008) . We have used the calibrated data set of Ali, Bharadwaj & Chengalur (2008) , the foreground characterisation has, however, been redone using an improved technique (Ghosh et al. 2011b ).
The observations were largely carried out at night to minimise the Radio Frequency Interference (RFI) from manmade sources. Further, the ionosphere is considerably more stable at night, and the scintillation due to ionospheric oscillations is expected to go down. The duration of our observations (∼ 4 -10 hrs.) was chosen so as to achieve a reasonably high signal to noise ratio, and also to have a reasonably large number of visibilities adequate for a statistical analysis of the foregrounds.
We have followed the standard procedure of interferometric observations where we observe a flux calibrator of known strength and a phase calibrator whose structure is known but whose strength varies from epoch to epoch. The flux calibrator, which is observed at the start of the observation, sets the amplitude scale of the gains and this is used to set the amplitude of the phase calibrator. Phase calibrators were chosen near the target fields, and these were observed every half an hour so as to correct for temporal variations in the system gain. We have used the observations of the phase calibrators to determine the complex gains of the antennas, and these gains were interpolated to the observations of the target fields.
The data for FIELDS I, II and III were reduced using FLAGCAL (Prasad & Chengalur (2012) which is a flagging and calibration software for radio interferometric data. FIELD IV, however, was not analyzed with FLAG- CAL, it was flagged manually and then calibrated using the standard task within Astronomical Image Processing Software (AIPS). The details of the observation, data reduction and relevant statistics for FIELD IV are discussed in Ali, Bharadwaj & Chengalur (2008) .
RFI is a major factor limiting the sensitivity of at low frequencies. RFIs effectively increases the system noise and corrupts the calibration solutions. It also restricts the available frequency bandwidth. The effect is particularly strong at frequencies below 0.5 GHz. FLAGCAL identifies and removes bad visibilities by requiring that good visibilities be continuous in time and frequency, computes calibration solutions using known flux and phase calibrators and interpolates these onto the target fields (see Prasad & Chengalur (2012) for more details ). The flagged and calibrated visibility data were used to make continuum images using the standard tasks in the AIPS.
The large field of view (hereafter FoV; θFWHM = 3.8
• ) of the GMRT at 150 MHz leads to considerable error if the non-coplanar nature of the GMRT antenna distribution is not taken into account. We use the three dimensional (3D) imaging feature ( Perley 1999) in the AIPS task 'IMAGR' in which the entire field of view is divided into multiple sub-fields (facets), each of which is imaged separately. Table  2 contains a summary of the imaging details with all the relevant parameters which are mostly self-explanatory.
The presence of a large number of bright sources in the fields that we have observed allows us to carry out self calibration to improve the complex gains. This reduces the errors from temporal variations in the system gain, and spatial and temporal variations in the ionospheric properties. For all the target fields, the data went through 3 rounds of phase self calibration followed by one round of self calibration for both amplitude and phase. The phase variations often occur on timescales of as few minutes or less. The time interval for gain correction was chosen as 5, 3, 2 and 5 minutes for the successive self calibration loops. In successive selfcalibration loops, the gain solution converged rapidly with less than 0.1% bad solutions in each loop. The final gain table was applied to all the 128 frequency channels.
The final continuum images for the four fields are shown in Figure 1 . The images all have a FoV of 4.0
• ×4.0
• . To avoid bandwidth smearing in the continuum image, we have collapsed adjacent channels within ≤ 0.7 MHz and separately combined the respective images.
The subsequent analysis was done using the final; calibrated visibilities of the original 128 channel data. The final data contains visibilities for 2 circular polarisations. The visibilities from the two circular polarisations were combined (V = [VRR + VLL]/2) for the subsequent analysis.
ESTIMATION OF ANGULAR POWER SPECTRUM FROM VISIBILITY CORRELATIONS
In this paper we have used the multi-frequency angular power spectrum C l (∆ν) (Datta, Roy Choudhury & Bharadwaj 2007) to quantify the statistical properties of the sky signal. This jointly characterizes the dependence on angular scale ℓ −1 and frequency separation ∆ν. In this section we briefly present how we have estimated C ℓ (∆ν) from the measured visibilities.
For a frequency ν, the angular dependence of the brightness temperature distribution on the sky T (n, ν) may be expanded in spherical harmonics as
The multi-frequency angular power spectrum is defined as
where ℓ refers to the angular multipoles on the sky and ∆ν is the frequency separation.
It is possible to use the correlation between pairs of visibilities V(U, ν) and V(U+∆U, ν +∆ν) to estimate C ℓ (∆ν) where ℓ = 2πU .
The correlation of a visibility with itself is excluded to avoid a positive noise bias in the estimator. Ali, Bharadwaj & Chengalur (2008) as well as Dutta et al. (2009) contain detailed discussions of the estimator.
For the sky signal which is dominated by foregrounds the measured C ℓ (∆ν), for a fixed ℓ, is expected to vary smoothly with ∆ν and remain nearly constant over the observational bandwidth. In a recent 610 MHz observations (Ghosh et al. 2011a ) we find instead that in addition to a component that exhibits a smooth ∆ν dependence, the measured C ℓ (∆ν) also has a component that oscillates as a function of ∆ν (around 1-4%). We note that similar oscillations, with considerably larger amplitudes, have been reported in earlier GMRT observations at 153 MHz (Ali, Bharadwaj & Chengalur 2008) . In our recent work (Ghosh et al. 2011b) we have noted that these oscillations could arise from bright continuum sources located at large angular separations from the phase center. The problem can be mitigated by tapering the array's sky response with a frequency independent window function W ( θ) that falls off before the first null of the primary beam (PB). RFI sources, which are mostly located on the ground, are picked up through the sidelobes of the primary beam. Tapering the array's sky response is also expected to mitigate the RFI contribution.
Close to the phase centre, the 150 MHz GMRT PB is reasonably well modeled by a Gaussian A( θ, ν) = e where the parameter θ0 is related to the FWHM of the PB as θ0 ≈ 0.6 × θFWHM, and θ0 = 2.3
. We taper the array's sky response by convolving the observed visibilities with a suitably chosen functionW (U). The sky response of the convolved visibilities Vc =W ⊗V is modulated by the window function W ( θ) which is the Fourier transform ofW (U). We have used a window function W ( θ) = e −θ 2 /θ 2 w with θw < θ0 to taper the sky response so that it falls off well before the first null. We parametrise θw as θw = fθ0 with f ≤ 1 where θ0 here refers to the value at the fixed frequency 150 MHz. We have used the convolved visibilities to determine the two-visibility correlation which is defined as
Here Ui refers to different points (labelled by i) on a grid in the uv plane. We have used a grid of spacing ∆Ug = √ ln 2/(πθw) = 0.265θ
w which corresponds to half of the FWHM ofW (U), and we have estimated V2(Ui, ∆ν) at every grid point using all the baselines within a disk of radius 2 ∆Ug centered on that grid point. Using eq. (4), however, introduces an undesirable positive noise bias in the estimated V2(Ui, ∆ν) (e.g. Begum et al. 2006) . It is possible to avoid the noise bias if we use the estimator
where
is a normalization constant and Ua, U b refer to the different baselines in the observational data. The noise bias is avoided by dropping the self-correlations (i.e.. the terms with a = b). We finally determine C ℓ (∆ν) using (Ali, Bharadwaj & Chengalur 2008) 
where Q(∆ν) is a slowly varying function of ∆ν which accounts for the fact that we have treated θ 2 w and (∂Iν/∂T ) as constants in our analysis. We have used Q(∆ν) = 1 which introduces an extra ∆ν dependence in the estimated C ℓ (∆ν) . This, we assume, will be a small effect and can be accounted for during foreground removal. The gridded data has been binned assuming that the the signal is statistically isotropic in U. We finally invert equation 6 to determine the angular power spectrum 
where, θw is in radians, ν is the central observing frequency in MHz and the C ℓ (∆ν) is in mK 2 . The measured V2(U, ∆ν) will, in general, have a real and imaginary parts (eg. Figure 2) . The expectation value of V2(U, ∆ν) (eq. 6) is predicted to be real, and the imaginary part is predicted to be zero . We use the real part of the measured V2(U, ∆ν) to estimate C ℓ (∆ν) using eq. (7). A small imaginary part, however, arises due to the noise in the individual visibilities. The fact that we are correlating two slightly different visibilities also makes a small contribution to the imaginary part. Figure 2 shows the real and imaginary parts of the measured V2(U, ∆ν = 0) as a function of U for all the four fields that we have analyzed. As expected, the imaginary part is much smaller than the real part. We use the requirement that the imaginary part of V2(U, ∆ν) should be small compared to the real part as a consistency check of our analysis. It also establishes that we are truly measuring a sky signal, and our results are not dominated by noise or other local effects in the individual visibilities.
We next investigate whether tapering the sky response of the PB actually mitigates the oscillations reported in earlier work at 150 MHz (Ali, Bharadwaj & Chengalur 2008 , FIELD IV of this paper). For this purpose, we introduce the dimensionless decorrelation function κ ℓ (∆ν) = C ℓ (∆ν)/C ℓ (0) which has the maximum value κ ℓ (∆ν) = 1 at ∆ν = 0, and is in the range | κ ℓ (∆ν) |≤ 1 for other values of ∆ν. We use κ ℓ (∆ν) to quantify the ∆ν dependence of C ℓ (∆ν) at a fixed value of ℓ. Figure 3 shows κ ℓ (∆ν) for FIELD IV with and without the tapering. We have considered f = 0.6 and 0.8 which respectively correspond to a tapered sky response with FWHM 2.3
• and 3.04
• as compared to the untapered PB which has a FWHM of 3.8
• at 150 MHz. The oscillatory pattern is distinctly visible when the tapering is not applied. For most values of ℓ, the oscillations are considerably reduced and are nearly absent when tapering is applied. We do not, however, notice any particular qualitative trend with varying f. The tapering, which has been implemented through a convolution, is expected to be most effective in a situation where the uv plane is densely sampled by the baseline distribution. Our results are limited by the patchy uv coverage of the observational data that is being analyzed here. This also possibly explains why some small oscillations persist even after tapering is applied.
The results for the other fields are very similar to FIELD IV, and we have not shown these here. We have used a tapered PB with f = 0.8 for all the fields in the entire subsequent analysis. Figure 4 shows the measured C ℓ (∆ν) and 1 − σ error estimates for two of our observed fields that we have analyzed. We note that the 1 − σ error estimate has two different contributions, the cosmic variance and system noise, added in quadrature. In our observations the error is mainly dominated by the cosmic variance due to the limited number of independent estimates. The system noise makes a smaller contribution. We have determined C ℓ (∆ν) in the range 0 ≤ ∆ν ≤ 2.5 MHz and 700 ≤ ℓ ≤ 2 × 10 4 for FIELDS I and IV. FIELDS II and III have been observed for shorter time period (Table 1) , and the measured C ℓ (∆ν) becomes relatively noisy at the large baselines which are sparsely sampled in our observational data. The ℓ range has been restricted to 700 ≤ ℓ ≤ 10 4 for FIELDS II and III. This corresponds to the angular scales 64 ′′ to 15 ′ . A visual inspection of Figure (4) shows certain regions (large ℓ and ∆ν) where we do not have estimates of C ℓ (∆ν), and these regions have been blanked in the figure. This arises due to a combination of two factors. To start with, the large baselines are sparsely sampled in the observational data. Subsequent flagging of the bad channels further depletes the data. These two factors together lead to a situation where there is practically no data at large ∆ν separations in the large baselines. It is reassuring to note that this effect is very similar in all the four FIELDS, of which one was manually flagged and the rest underwent automated flagging. This establishes that this effect is not an artifact introduced by the flagging technique.
THE MEASURED MAPS
Continuing with the visual inspection of Figure 4 , we do not find any significant pattern in the variation of C ℓ (∆ν) with either ℓ or ∆ν. However, the values seem to change more along ℓ as compared to ∆ν. For each of the four fields, the values of C ℓ (∆ν) are nearly all within ±5σ of the mean value of C ℓ (∆ν) which is 5146, 9117, 14, 000 and 4939 mK 2 for FIELDS I, II, III and IV respectively. The corresponding values of σ are shown in the right side of each panel of Figure  4 . The measured C ℓ (∆ν) is dominated by the contribution from extragalactic point sources, and for each field the mean value of C ℓ (∆ν) is determined by the flux density of the brightest source (Sc) in that field. The variation in the mean value of C ℓ (∆ν) across the different fields is primarily due to the variation in maximum source flux density Sc which has values Sc = 0.905 Jy, 1.55 Jy, 1.9 Jy, 0.9 Jy in FIELDS I, II, III and IV respectively (Table 1) .
We next fix ∆ν and study the ℓ dependence of C ℓ ≡ C ℓ (∆ν = 0) ( Figure 5 ). The variation in the values of C ℓ do not seem to exhibit any particular pattern, and C ℓ appears to fluctuate randomly around the mean values quoted earlier. These fluctuations, as noted earlier, are nearly all within ±5σ of the mean values ( Figure 5 ). We see that the ℓ dependence of the measured C ℓ is consistent with random fluctuations arising from the statistical uncertainties in the measured C ℓ . Note that the 5 − σ error bars shown in figure  5 reflect the estimated uncertainties arising from both, the cosmic variance and the system noise.
We model the measured C ℓ using the foreground model presented in Ali, Bharadwaj & Chengalur (2008) . The model predictions, shown in Figure 6 , are dominated by the contribution from extragalactic point sources. At small ℓ, or large angular scales, the signal is dominated by the angular clustering of the extragalactic point sources, whereas the Poisson fluctuation due to the discrete nature of these sources is the dominant contribution at large ℓ which corresponds to small angular scales. This transition between these two occurs somewhere in the ℓ range 5, 000 to 10 4 , and it is different in the four fields. The transition shifts to smaller ℓ values in the fields which have a larger value of Sc. The uncertainty in the model predictions is dominated by the Poisson fluctuation of the discrete point sources, and this is nearly constant across the entire ℓ range. The measured C ℓ is consistent with the predictions of the foreground model. Nearly all the measured C ℓ values lie within the 1σ error bars of the model predictions. Other astrophysical sources like the diffuse synchrotron radiation from our own Galaxy, the free-free emissions from our Galaxy and external galaxies (Shaver et al. 1999 ) make much smaller contributions, though each of these is individually larger than the HI signal.
Both simulations (Jelić et al. 2008 ) and analytical predictions (Zaldarriaga, Furlanetto & Hernquist 2004; Bharadwaj and Ali 2005; Cooray & Furlanetto 2005; Santos et al. 2005 ) suggest that at low ℓ (ℓ ∼ 10
3 ) the EoR HI signal is approximately C HI ℓ ∼ 10 −3 − 10 −4 mK 2 , while at the larger ℓ values (ℓ ∼ 10 4 ) C HI ℓ drops to 10 −5 − 10 −6 mK 2 . We find that the measured C ℓ , arising from foregrounds, has values around 10 4 mK 2 at ℓ ∼ 1000, and it drops by 50% at the smallest angular scales probed by our observations (ℓ ∼ 10 4 ). This suggests that the expected HI signal C HI ℓ is (∼ 10 7 ) times smaller than the measured C ℓ arising from foregrounds.
We next shift our attention to the ∆ν dependence of the measured C ℓ (∆ν), holding ℓ fixed. We have restricted our analysis to large angular scales (ℓ < 2, 000) where the HI signal is predicted to be relatively stronger, and we have a higher chance of an initial detection. We find that for nearly all the ℓ values for FIELD I and IV the variation in C ℓ (∆ν) with ∆ν is roughly between 4×10 3 mK 2 to 10 4 mK 2 , whereas for FIELD II and III C ℓ (∆ν) roughly varies between 6×10 3 mK 2 and 3.5×10 4 mK 2 across the 2.5 MHz ∆ν range that we have analyzed. The fractional variation in C ℓ (∆ν) ranges from ∼ 20 to 40 percent for all the fields. Our foreground model prediction shows that the measured 150 MHz sky signal is dominated by extragalactic point sources. These are believed to have slowly varying, power law ν α frequency spectra. We expect the resultant C ℓ (∆ν) to have a smooth ∆ν dependence, and essentially show very little variation over the small ∆ν range (2.5 MHz) that we have considered here (∆ν/ν ≪ 1). For a fixed ℓ, the cosmic variance is expected to introduce the same error (independent of ∆ν) across the entire band. As a consequence we do not show the cosmic variance for the ∆ν dependence of the measured C ℓ (∆ν).
The measured C ℓ (∆ν) is, by and large, found to decrease with increasing ∆ν if we hold ℓ fixed. However, contrary to our expectations, the ∆ν dependence is not completely smooth. There are a few ℓ values, particularly in FIELDS II and III, where the ∆ν dependence appears to be rather smooth. We however have abrupt variations and oscillations in the ∆ν dependence for most of the remaining data. FIELDS I and IV, which have a channel width of 62.5 KHz, have a relatively high frequency resolution as compared to FIELDS II and III which have a channel width of 125 KHz. For FIELDS I and IV, an oscillatory pattern is clearly visible in C ℓ (∆ν) at nearly all the ℓ values. These oscillations, however, are not noticeable in FIELDS II and III which have a lower frequency resolution. It is possible that the oscillations are actually also present in FIELDS II and III, but we are missing them due to the lower frequency resolution in these two fields. To test this we have also analyzed FIELDS I and IV at a lower frequency resolution by collapsing the original data. We find that the oscillations seen in FIELDS I and IV are somewhat reduced, but they can still be made out at the lower frequency resolution of 125 KHz. We find that though the oscillations in all the fields have reduced considerably after tapering the sky response (Section 3), a residual oscillatory patterns still persist. The oscillations are most pronounced at the lowest ℓ values where the period of oscillation varies between ∼ 1 MHz − 2 MHz (Figures 7) . The period and amplitude of these oscillations both decrease with increasing ℓ. The exact cause of this residual oscillatory pattern is, at the moment, not known. We recollect that the sky tapering is implemented through a convolution whose efficiency depends on the uv coverage of the baselines. It is possible that the residual oscillations are a consequence of the finite and sparse uv coverage of our data.
The oscillations and abrupt changes in the ∆ν dependence of C ℓ (∆ν) posse a severe impediment for foreground removal. Foreground removal relies on the key assumption that the foregrounds have a ∆ν dependence which is distinctly different from that of the HI signal. The foreground contributions are expected to vary slowly with increasing ∆ν, whereas the HI signal is expected to decorrelate rapidly well within ∆ν ≤ 0.5 MHz (Bharadwaj and Sethi 2001; Bharadwaj and Ali 2005; Ghosh et al. 2011a) . It is then possible to remove the foregrounds by modelling and subtracting out any component that varies slowly with increasing ∆ν. For example, it is possible to use low order polynomials to model the ∆ν dependence of the measured C ℓ (∆ν) at fixed valued of ℓ, and use these to subtract out the foreground contribution (Ghosh et al. 2011a,b) . It is quite evident that the oscillations and abrupt changes in the ∆ν dependence of the measured C ℓ (∆ν) posse a severe challenge for this technique, or any other technique that is based on the assumption that the foregrounds vary smoothly with frequency. It is relevant to note that Jelić et al. (2008) ; Harker et al. (2009) have shown that the foreground subtraction using polynomial fitting can easily cause over-fitting, in which we fit away some of the cosmological signal, or underfitting, in which the residuals of the foreground emission can overwhelm the cosmological signal. Therefore, one needs to use non-parametric methods that allow data to determinate their shape without selecting any a priori functional form of the foregrounds (Harker et al. 2009; Chapman et al. 2012) .
We would like to point out that a possible line of approach in foreground removal is to represent the sky signal as an image cube where in addition to the two angular coordinates on the sky we have the frequency as the third dimension (Jelić et al. 2008; Harker et al. 2009; Chapman et al. 2012; Zaroubi et al. 2012) . For each angular position, polynomial fitting is used to subtract out the component of the sky signal that varies slowly with frequency. The residual sky signal is expected to contain only the HI signal and noise (Jelić et (2009) showed that this method of foreground removal has problems which could be particularly severe at large baselines if the uv sampling is sparse. We would also like to point out that in a typical GMRT observation the uv plane is not completely sampled and due to this limited baseline coverage there exist correlated noise in the image plane which is a problem for estimating the power spectrum in the image plane (for details Dutta (2011) , Appendix A). Although, the upcoming low frequency radio telescopes such as the LOFAR, MWA etc. will have a much dense uv coverage compared to GMRT, where in the core region most of the baselines relevant for the EoR experiments will be sampled and the foreground removal technique in image-frequency space can also be applied (Jelić et al. 2008; Harker et al. 2009; Chapman et al. 2012; Zaroubi et al. 2012) .
POINT SOURCES
The discrete sources seen in Figure 1 dominate the 150 MHz radio sky at the angular scales probed in our observations. These sources are typically smaller than the angular resolution of our observations. It is now well accepted that these are extragalactic, being mainly associated with active galactic nuclei (AGN). It is of considerable interest to study the properties of these sources (Dunlop & Peacock 1990; Jackson & Wall 1999; Peacock 1999; Seymour et al. 2004; Garn et al. 2007 ).
There currently exist several radio surveys at 150 MHz like the 3CR survey (Bennett 1962) , the 3CRR catalogue (Laing , Riley & Longair 1983) , the 6C (Hales, Baldwin & Warner 1988; Waldram 1998) and the 7C survey , which cover large regions of the sky. The 6C and 7C surveys have angular resolutions of ∼ 4.2 ′ and ∼ 70 ′′ respectively, and the limiting source flux density of these surveys is ∼ 100 mJy. Point sources are the most dominant foreground component and it creates a major problem for detecting the 21-cm signal from the redshifted HI emission in the ℓ range 10 3 − 10 4 probed here. Di Matteo et al. (2002) have used the results of the previous surveys to estimate the point source contribution to the foregrounds at 150 MHz. However, these have a limiting source flux density of ∼ 100 mJy, and the extrapolation to fainter sources is rather uncertain. The GMRT has an angular resolution of ∼ 20 ′′ at 150 MHz. We are able to achieve a rms noise of around 1.3 mJy/Beam in the observations reported here. The GMRT is currently the only instrument capable of achieving this level of sensitivity in terms of angular resolution and rms noise. We note that there are relatively few GMRT results regarding the radio source population at 150 MHz (Ishwara-Chandra et al. 2011 ; Intema et al. 2011 ) with sensitivity comparable to that reached in our observation. Recent simulations (Bowman, Morales & Hewitt 2009; Liu et al. 2009 ) also indicate that point sources should be subtracted down to a ∼ 10 − 100 mJy threshold in order to detect the EoR signal. In this section we use our 150 MHz observations to explore the population of radio sources in our observed fields down to the detection limit of ∼ 9 mJy.
In order to detect the HI signal, it is very important to correctly identify the point sources and subtract these out at a high level of precision (Bernardi et al. 2011; Pindor et al. 2011) . It is quite evident that a template of detected point sources above a given threshold level is an essential part of foreground removal where we have noticed that the Poisson and clustering component of the point sources are the most dominating foreground component at our angular scales of analysis. We first focus on the brightest source in each of the four fields that we have analyzed. In each field, the brightest source (Table 2 ) alone contributes around 10% of the total measured C ℓ . We consider the brightest source as a test case to investigate how well it is possible to image and subtract out the point sources.
We note that FIELDS I and IV have a relatively longer on-source observation time in comparison to FIELD II and III, and this is reflected in the fact that FIELDS I and IV have a lower noise level and higher sensitivity in comparison to FIELD II and III (Table 2 ). The left panel of Figure 9 shows a more detailed view of the brightest source for the most sensitive and the least sensitive fields among the four fields that we have imaged. For making these images, we have applied the appropriate phase shifts so as to bring the brightest source to the phase center of the image. The ratio of the peak flux density to the rms noise (Peak/Noise, Table  2 ) has a maximum value of 700 in FIELD I, and a minimum value of (422) in FIELD III. The brightest source in each of our fields is also found to be accompanied by several regions of negative flux density. These are presumably the result of residual phase errors which were not corrected in our self calibration process. We find that the Peak negative flux density is 14 mJy/Beam in FIELD I, and 47 mJy/Beam in FIELD IV. These correspond to 1.5% and 5.3% of the Peak flux density in the respective FIELDS, the values lie within this range for the two other fields (Table 2 ). In addition to the pixels with negative flux densities, we also see several regions of positive flux densities well above the 5σ noise levels. Both the positive and negative regions are imaging artifacts which are possibly the outcome of calibration errors. The self-calibration steps implemented in the earlier stage of the analysis have considerably reduced the imaging artifacts. The artifacts, however, not entirely removed through self calibration. A visual inspection of the image of the brightest source in FIELD I (top left panel of Figure 9 ) shows that there are around 10 distinct features with flux densities around 7 mJy arising from imaging artifacts. The artifacts effectively increase the local rms noise in the vicinity of the brightest source, and reduces the dynamic range of the image.
We next consider how well we can subtract out the brightest source in the four fields that we have analyzed. We model the brightest source using the Clean Components of the continuum image. The visibilities corresponding to these clean Components were subtracted from the original full frequency resolution uv data using the AIPS task UVSUB. The right panel of Figure 9 shows the continuum image made with the residual visibilities after the brightest source was subtracted out. We find that the peak residual has values (−15, −64, −54, 34) mJy/Beam which correspond to (1.6, 4.0, 3.1, 3.8)% of the original source that was subtracted out from the four fields respectively. FIELD I has the least residuals and the image is largely featureless in comparison to FIELD II which has the maximum residuals.
The continuum image used for source subtraction does not take into account the possibility that the variation in the source flux across the observational band. In principle, we do not expect a significant flux variation across the relatively small frequency bands in our observation. Figure 10 shows the channel spectra through the brightest pixel in two of our observed fields. Contrary to our expectation, we find 15 % to 30 % variations in the spectra. Further, these variations are not smooth and they show random and abrupt variations. The channels where data is missing have been flagged to avoid broad band RFI. This spectral variation is mainly due to errors in the bandpass calibration. It is very clear that it will not be very effective to model the observed spectral variation of the source using a smooth polynomial or power law. It may be a better strategy to make separate images at each frequency channel and individually subtract out the CLEAN component from each channel of the uv data, provided the signal to noise ratio is sufficient for single channel images.
We next consider source subtraction from the entire field of view. Pixels with flux density above 7σ times the rms noise were visually identified as sources and subtracted out using exactly the same procedure as used for the brightest source. It is expected that at this stage most of the genuine sources seen in Figure 1 have been removed from the uv data. Figure 11 shows the corresponding images made from the residual visibilities after source subtraction. The flux density in these images are in the range of (21, 39, 58, 30) mJy/Beam to (−14, −29, −51, −51) mJy/Beam respectively for the four fields that we have analyzed. Most of the residuals, we find, are clustered in a few regions in the image. These regions have a typical angular extent of 15 ′ and are centered on the locations of the bright sources in the FoV. The residuals are essentially imaging artifacts that were not modelled using Clean Components. The rest of the image, leaving aside a few isolated regions, is largely free of artifacts and devoid of any visible feature. We find that FIELD I has the highest sensitivity (lowest rms noise) amongst our observed fields. We also see that source removal is most effective for this field. We see (Figure 11 ) that most of the image is free of residual structures after source subtraction, except for two small regions where most of the artifacts are localised. It is quite evident that FIELD I is the best field and we use this for the entire subsequent analysis. 
Differential Source Count
The differential source count plays a very important role in estimating the power spectrum of point sources. Further, this also provides invaluable information as to the nature of the radio sources. Here we evaluate the differential source count using the discrete sources identified in FIELD I down to a flux limit of 9 mJy. We use the AIPS task SAD to identify and extract the sources from the continuum image of FIELD I (Figure 1) . SAD identifies potential sources based on the peak brightness and fits a Gaussian model to the sources. Source identification was restricted within a radius of 1.45
• from the phase centre, where the primary beam response is within 50 per cent of its central value. We have used a conservative peak brightness detection limit of 7σ (> 9 mJy/Beam ) for the initial source selection using SAD. This minimizes the number of noise spikes that are spuriously detected as sources.
As mentioned earlier, the local rms noise increases near the bright sources due to the presence of imaging artifacts. We have estimated the local rms in different parts of the residual image by applying the AIPS task RMSD. The local rms at each pixel was estimated using an area of approximately 256 ×256 pixels centered on that pixel. Sources with a peak brightness in excess of 5σ times the local rms noise were finally selected. Further, we have visually inspected the regions close to the brightest sources and discarded sources that appeared to be imaging artifacts. This ensures that we do not include any bright imaging artifacts as sources. The flux density of all the extracted sources were corrected for the GMRT primary beam using an eighth order polynomial (Kantharia & Pramesh Rao 2001) .
We have finally identified a total of 206 sources ( Figure  12 ) within a 1.45
• radius from the pointing centre . The full source catalogue is given in the online version of the paper ( Appendix A) and is presented in order of increasing RA. For each source, the catalogue lists the position of the sources in RA, DEC, peak flux density, local rms noise at the source location, the integrated flux density and the error in the integrated flux density.
We have used the source catalogue to determine the differential source count dN/dS, the number of sources dN in the flux interval dS. Note that S here refers to the integrated flux density of the source. To determine dN/dS we have binned the sources in the range 9.11 ≤ S ≤ 945.71 mJy into 10 logarithmic bins in S (Table 3 ) and counted the number of sources (N ) in each bin. We next consider two corrections that have to be considered in interpreting the source counts. The first is the Eddington bias where the random noise artificially boosts the number of sources in the faintest bin. The 7σ detection limit and the subsequent visual inspection help to avoid spurious sources and minimize the effect of the Eddington bias. Further, studies at 610 MHz, Moss et al. (2007) indicate that the Eddington bias only influences the faintest flux density bin, increasing the source count by approximately 20%. Since the number of sources in our lowest flux bin is comparatively small, we decided to make no correction for this effect.
The second effect is related with the fact that extended sources with peak brightnesses below the survey limit but integrated flux densities above this limit would not be detected by our source detection procedure. It is possible to get an estimate of this effect with the knowledge of the angular size distribution of the sources as a function of flux density. This helps to identify the incompleteness due to extended sources in the estimated source count distribution, well-known as resolution bias. Recently, Moss et al. (2007) have estimated that they will miss approximately 3% of the sources due to the resolution bias at 610 MHz. In our case, we do not find a significant number of extended sources and therefore we choose to make no correction for this effect.
The actual threshold of flux density for source detection varies across the image, this being 5 times the local rms. Consequently, for each flux bin in Table 3 we only have a fraction f of the image where a source at the faint end of the bin can be detected. We correct for this by using Nc = N/f , the noise corrected source count, to estimate the differential source count as
where A is the total area of the image in steradians, and ∆S is the width of the flux bin in Jy. We have used the Poisson error ∆Nc = √ Nc to estimate the error in the differential source count.
We have used least square to fit a power law to the differential source count dN/dS as a function of the mean flux Figure 11 . This shows the same figure as the Figure 1 except that all the pixels with flux density above 7σ noise value were visually identified as genuine sources and not artifacts have been fitted with clean components and removed from the visibility data from which this image was made. It is expected that most of the genuine sources have been removed from this data.
density S of sources in each bin. We find the best fit power law to be dN/dS = 10 3.75±0.06 × S −1.6±0.1 for our data. We note that Di Matteo et al. (2002) have found a single power-law fit dN/dS = 4000 × S −1.75 upto the flux density of 880 mJy which is mostly consistent within the error bars of our fit. Figure 13 shows the normalised differential source count S 2.5 × dN/dS as a function of the flux density S assuming an Euclidean Universe. We have compared our results with the 330 MHz source count model from Wieringa (1991) where the fit to the combined source count from six different fields (in the range from 4 mJy to 1 Jy) is given by log 10 dN dS S 2.5 = 0.976 + 0.6136x + 0.3028x
where x = log 10 (S) and S is given in mJy. This source count model was scaled down to our observing frequency of 150 MHz assuming that the source fluxes can be scaled as S ∝ ν −α . We have tried out various values of the mean spectral index α. We find that the model (eq. 9) is most consistent with our measurements for a mean spectral index of α = 0.7 (Figure 13 ).
We find that our differential source count (Figure 13) which is determined over a flux range from 9 mJy to 1 Jy is well fitted by a single power-law of slope 0.97 ± 0.07. We note that George & Stevens (2008) have estimated a single power law of slope 0.72 in the flux range of 20 mJy to 2 Jy from a 150 MHz GMRT survey centered around ǫ Eridanus. In Figure 13 we show the normalised differential source count from their survey. We find that they have under determined the normalised differential source count in the entire flux range and it is most likely due to the low number of sources (113) that were used to determine the source count. For comparison we also plot the combined results from 6C and 7C survey 6 in Figure 13 . We find that there is a good agreement between our source count and those derived from the 6C, 7C survey (Hales, Baldwin & Warner 1988; McGilchrist et al. 1990 ) in the flux range 0.1 Jy to 1.0 Jy. Intema et al. (2011) have determined the normalised differential source count at 153 MHz using a catalog of 598 sources in the flux range of 4.75 mJy to 3 Jy. We notice that our source counts are roughly equal to their in the high flux range of 30.0 mJy to 1.0 Jy. Towards the lower flux ends (< 30.0 mJy) we find their source counts are increasingly higher compared to our source count. We note that our estimated source count agrees well with Ishwara-Chandra et al. a relatively low population of sources compared to Intema et al. (2011) .
The simulated source count model proposed by Jackson (2005) at 151 MHz predicts a flattening in the power law shape below 10 mJy due to a growing population of Fanaroff -Riley (Fanaroff & Riley 1974) class I (FR I) radio galaxies. The turnover in the source count is a well-known observed feature at 1.4 GHz (Condon 1989; Hopkins et al. 1998; Seymour et al. 2004 ) and occurs around 1 mJy, which is equivalent to ∼ 5 mJy for an average spectral index of 0.7. We note that although this flattening is observed in deep radio surveys at higher frequencies (1.4 GHz, Windhorst et al. (1990); 610 MHz, Garn et al. 2007 , our current survey depth is not sufficient to detect this flattening. This suggests that our catalog is dominated by the classical radioloud AGN population which are the predominant sources at higher flux densities.
We note that the predicted angular power spectrum C ℓ (Figure 6 ) does not change very significantly if we use the differential source count measured here instead of the foreground model used for the predictions in Section 4.
DIFFUSE GALACTIC FOREGROUND
The diffuse synchrotron radiation from our Galaxy dominates the sky at low radio frequencies like 150 MHz. Haslam et al. (1982) surveyed the full sky with an angular resolution of 0.85
• at 408 MHz using single dish observations. The sky brightness temperature is found to vary in the range 11 K to 4, 247 K across the entire sky. Assuming that the synchrotron brightness temperature scales as T ∝ ν −2.8 with frequency (Platania et al. 2003) , we have a conversion factor of 16.47 from 408 MHz to 150 MHz. This gives the brightness temperature range from 181 K to 69, 948 K across the entire sky at 150 MHz, and (660, 495, 330, 495) K at the respec-tive phases centers of the four fields that we have observed (Table 1) . The subsequent analysis is restricted to FIELD I where we have been able to achieve the best sensitivity, and point source subtraction is also most effective. Further this is the lowest Galactic latitude field (b = 13.89
• ) among our observed fields and it may provide an upper limit on the expected diffuse foreground emission for four fields that we have observed. Figure 14 shows the 408 MHz (Haslam et al. 1982) brightness temperature distribution within a 10
• × 10 • region of FIELD I. The figure also shows the 150 MHz brightness temperature distribution obtained by scaling the 408 MHz maps. The scaling to 150 MHz takes into the angular variation of the spectral index (Platania et al. 2003) , and we have used LFmap (E. Polisensky 2009) to generate the data for these figures. The smallest baseline in our observation is around U = 100, which corresponds to an angular scale of U −1 ≈ 30 ′ . Our observations are not sensitive to intensity variations at angular scales larger than this, and consequently we do not expect the structures seen in Figure 14 to be imprinted in our observation. Very little is known about the angular structure of the diffuse Galactic synchrotron radiation on sub-degree scales.
Model predictions (Ali, Bharadwaj & Chengalur 2008) , which extrapolate the statistical properties measured at large angular scales and higher frequencies, predict that point sources are the most dominant contribution at subdegree scales. We expect the diffuse radiation to dominate if the point sources can be individually modelled and removed with high level of precession. Bernardi et al. (2009) have analyzed 150 MHz WSRT observations where they have subtracted out the point sources to reveal the structure of the fluctuations in the diffuse Galactic synchrotron radiation at 13 ′ angular scales. We note that their observation was carried out at a low Galactic latitude (b = 8
• ) where the Galactic emission is expected to be relatively larger than our targeted field. It is expected that we should be able to use the residual data to characterize the diffuse radiation provided the point sources have been removed to an adequate level of sensitivity.
We have discussed point source subtraction in Section 5. For FIELD I, Figure 1 and Figure 11 show 4.0
• continuum images of the field before and after source subtraction. All the pixels with flux density greater than 10 mJy/Beam were visually inspected, and those which appeared to be genuine sources were fitted with Clean Components using tight boxes. The continuum Clean Components were then subtracted from the visibility data. The image, after source subtraction, has residual flux density in the range of −14 mJy/Beam to 21 mJy/Beam arising from imaging artifacts. We recollect here that these residuals are highly localized in the vicinity of a few regions that contained the brightest sources (Figure 11 ). The bulk of the field is largely free of artifacts and is consistent with noise.
It is possible that very bright sources beyond the 4.0
• × 4.0
• field that we have imaged also contribute to the measured visibilities. To account for this possibility we have also imaged a 8.0
• × 8.0
• region after the sources within the central 4.0
• region have been subtracted out. We have then removed all the sources automatically to a 10 mJy/Beam level using the 8.0
• image. We expect to see the diffuse background radiation after the point sources have been removed, however the high resolution (20 ′′ ×18 ′′ ) residual image does not exhibit any diffuse structure. The noise and the residuals after point source removal appear to dominate the high resolution image. We expect the Galactic synchrotron radiation to be relatively larger in comparison to the noise and residuals if we consider larger angular scales. We have considered the angular scale 10 ′ , and following Bernardi et al. (2009) we have made two images which refer to this angular scale. Initially, we made an image which does not have any visibilities with baselines |U| < 170. This restriction imposes the condition that the resulting image does not contain any information on angular scales grater than 10 ′ . For the second image (Figure 15 ), the visibilities were tapered with a Gaussian in the uv plane so as to produce a synthesised beam of FWHM 620 ′′ × 540 ′′ . This image does not contain information at angular scales below 10 ′ .
We see that the image, made by including only the baselines |U| > 170, which does not contain any information above 10 ′ looks very similar to the high resolution image. Both of these images are dominated by the noise, and the residuals from the brightest point sources are seen to be localized near the center of the image. In contrast, the low resolution image (Figure 15 ), which does not contain information at angular scales below 10 ′ , shows fluctuations which are uncorrelated with the point source distribution seen in the high resolution image (Figure 1) . The maximum and minimum values of flux density in Figure 15 are 113 mJy/Beam and −139 mJy/Beam respectively, which are comparable to 5σ where σ (rms) is 23.5 mJy/Beam (Table 4 ). The individual regions corresponding to the very high (or low) pixel values also have an angular extent that is comparable to the synthesized beam. We interpret these features, which correspond to brightness temperature fluctuations of the order of 20 K (Table 4) , as a tentative detection of the Galactic synchrotron radiation at the 10 ′ angular scale.
We next increase the uv taper to produce a synthesized beam with a larger FWHM of 1070 ′′ ×864 ′′ . Figure 16 shows the corresponding image which does not have any information at angular scales below approximately 16 ′ . The maximum and minimum values of flux density in this image are 436 mJy/Beam and −353 mJy/Beam respectively, which are greater than 10σ where σ (rms) is 35 mJy/Beam (Table 4) . The individual regions corresponding to the very high (or low) pixel values have an angular extent that is comparable to, if not bigger than, the synthesized beam. In fact the size of these regions approaches the largest angular scales (∼ 30 ′ ) that can be probed in our observation. We interpret these 10σ fluctuations as a detection of the fluctuations in the Galactic synchrotron radiation at the 16 ′ angular scale. Converting to brightness temperature (Table 4) , we have a peak fluctuation of 26 K in our field of view.
Based on our observation we conclude that the residuals after point source subtraction represent structures in the Galactic synchrotron radiation on angular scales of 10 ′ to 20
′ . The noise and the residuals from point source subtraction, however, dominate the data at smaller angular scales where we are unable to make out the Galactic synchrotron radiation. 
Power Spectrum
We have used the visibilities, after point source subtraction, to estimate the angular power spectrum C ℓ ≡ C ℓ (∆ν = 0). The angular power spectrum C ℓ (Figure 17 ) clearly shows two different scaling behavior as a function of ℓ. At low angular multipoles (ℓ ≤ 800), which correspond to angular scales larger than 10 ′ , we find a steep power law behavior which is typical of the Galactic synchrotron emission observed at higher frequencies and larger angular scales (Bennett et al. 2003) . The angular power spectrum flattens out for l > 800, and we find that it remains nearly flat out to ℓ ≈ 8, 000 which corresponds to angular scales of ∼ 1 ′ . The nearly flat region arises from the point sources which have a flux that is below the threshold for source identification and removal, and hence have not been subtracted from the data. The error's in modelling and subtracting the identified sources also contribute to this.
It is clear from this analysis that C ℓ , after point source subtraction, is dominated by the diffuse Galactic synchrotron emission at ℓ ≤ 800 which corresponds to ∼ 10 ′ . We also note that the angular power spectrum C ℓ was directly estimated from the visibilities using the method discussed in Section 3 which makes absolutely no reference to the image. However, it is reassuring to note that the mea-sured C ℓ is quite consistent with the behavior that we noticed in the image plane. We do not find any significant features, other than the imaging artifacts, in the high resolution residual image and in the residual image made by discarding the short baselines (|U| > 170). Significant features only appear in the residual image if the angular resolution is ≥ 10 ′ . The measured angular power spectrum predicts the fluctuations in the Galactic synchrotron emission to be ∼ ℓ(ℓ + 1)C ℓ /2π ≃ 10 K at ℓ = 800 which is comparable to the 20 K features seen in the 10 ′ resolution image ( Figure  15) . We have used a weighted least square to fit a power law
to the measured C ℓ for ℓ ≤ 800 . We find the best fit values A = 513 ± 41 mK 2 and β = 2.34 ± 0.28 for which C ℓ is shown in Figure 17 . Bernardi et al. (2009) have analyzed 150 MHz WSRT observations, where they have subtracted out point sources above 15 mJy and used the resulting image to estimate the angular power spectrum C ℓ . We note that their analysis differs from our in that they have estimated C ℓ from the image whereas we have directly used the measured visibilities to estimate C ℓ (Figure 17 ). Our findings, however, are very similar to those of Bernardi et al. (2009) who find that the measured C ℓ is well described by a power law for ℓ ≤ 900. Their best fit parameters are A = 253 ± 40 mK 2 and β = 2.2 ± 0.3. The slope, we note, is consistent with our findings, the amplitude, however, is half our value. The difference in amplitude is not surprising as the two different values refer to observations in two different parts of the sky. The amplitude measured by Bernardi et al. (2009) refers to a field with Galactic latitude b = 8
• , whereas FIELD I of our observations is at b = 13.89
• . We would generally expect lesser synchrotron emission in our field which is at a higher elevation from the Galactic plane, however, the amplitude of C ℓ shows the opposite behaviour. The variation of the subdegree scale angular structure of the Galactic synchrotron emission across different parts of the sky is not known at present, and it is not possible to make any conclusive statement about this apparent discrepancy. It is possible that there may be some extra power coming from the clustering of unresolved point sources below ℓ ≤ 800. We note that our estimate of the angular power spectrum for the Galactic diffuse emission (Figure 17 ) matches quite well with the foreground model prediction of Ali, Bharadwaj & Chengalur (2008) , assuming that all point sources above a threshold flux limit of 20 mJy (see for reference top left panel of Figure 11, FIELD I ) have been removed.
Strictly speaking, it is not justified to compare the amplitude of the angular power spectrum obtained in observations at two different frequencies unless their slopes (angular spectral index) are consistent with each other. We have not found any other observations (except Bernardi et al. (2009) ) of the northern Galactic plane where the angular spectral index is consistent with our findings. Despite this, we have used an earlier work (La Porta et al. 2008) at higher frequencies to estimate the amplitude of the angular power spectrum expected at our observing frequency. La Porta et al. (2008) have estimated angular power spectrum of all-sky total intensity maps at 408 MHz (Haslam et al. 1982 ) and 1420 MHz (Reich 1982; Reich & Reich 1986; Reich et al. 2001) . The angular power spectrum of the Galactic synchrotron emission is measured down to the angular mode of ℓ = 200 and ℓ = 300 at 408 MHz and 1420 MHz respectively. Using the best fit parameters (tabulated at ℓ = 100) at 408 MHz and 1420 MHz, we obtain the amplitude of the angular power spectrum C ℓ=200 ≃ 230 mK 2 and 0.22 mK 2 respectively close to the Galactic latitude of b = 15
• (close to FIELD I). By extrapolating the values of C ℓ=200 from 408 MHz and 1420 MHz using a mean frequency spectral index of α = 2.5 (de Oliveira-Costa et al. 2008) (C ℓ ∝ ν −2 α ) we find that the expected contributions at 150 MHz from the Galactic synchrotron emission are 3.42 × 10 4 mK 2 and 2.08 × 10 4 mK 2 respectively. In our observation we find C ℓ=200 = 2.22 × 10 4 mK 2 which lies within the range 2.08 × 10 4 mK 2 to 3.42 × 10 4 mK 2 , and hence we conclude that our finding is consistent with the values extrapolated from higher frequency and larger angular scales. Giardino et al. (2001) have analyzed the fluctuations in the Galactic synchrotron radiation using the 2.3 GHz Rhodes Survey where they find a slope β = 2.43 ± 0.01 across the range 2 ≤ ℓ ≤ 100. Giardino et al. (2002) have analyzed the 2.4 GHz Parkes radio continuum and polarization survey of the southern Galactic plane where they find a slope β = 2.37 ± 0.21 across the range 40 ≤ ℓ ≤ 250. Our slope, measured at smaller angular scales, is consistent with these findings. There has been considerable work on modelling the Galactic synchrotron radiation at the higher frequencies relevant for the Cosmic microwave background radiation (CMBR) (tens of GHz). These models predict a power law scaling behaviour C ℓ ∝ ℓ −β where β have values in the range 2.4 to 3 down to ℓ = 900 (Tegmark & Efstathiou 1996; Tegmark et al. 2000) .
We note that the slope measured by us at 150 MHz is consistent with these model predictions. (Bennett et al. 2003) have determined the angular power spectrum of the Galactic synchrotron radiation using the Wilkinson Microwave Anisotropy Probe (WMAP) data in the frequency range 23 to 94 GHz. Their measurement is restricted to ℓ ≤ 200 where they find a scaling C ℓ ∼ ℓ −2 which is slightly flatter than the slope we obtain at smaller angular scales.
DISCUSSION AND CONCLUSIONS
We have analyzed 150 MHz GMRT observations in four different fields of view (Table 1, Figure 1) . We have used the multi-frequency angular power spectrum (MAPS) C ℓ (∆ν) to jointly characterize the statistical properties of the fluctuations as a function of the angular multipole ℓ and the frequency separation ∆ν (Figure 4 ) across the range 700 ≤ ℓ ≤ 2 × 10 4 and 0 ≤ ∆ν ≤ 2.5 MHz. We find that the measured C ℓ has values around 10 4 mK 2 at ℓ ∼ 1000, and it drops by around 50% at ℓ ∼ 10 4 . The measured C ℓ is foreground dominated and is more than 7 orders of magnitude larger than the expected HI signal.
Analytic estimates of the HI signal (Bharadwaj and Ali 2005) show that we expect C HI ℓ (∆ν) to decorrelate rapidly with increasing ∆ν, and fall by 90% or more at ∆ν ≥ 0.5 MHz . In contrast, the foregrounds from different astrophysical sources are expected to be correlated over large frequency separations (∆ν > 2 MHz). This holds the promise of allowing us to separate the signal from the foregrounds (Ghosh et al. 2011b) . We find that the measured C ℓ (∆ν) (for reference see Figures 7 and 8) shows a smooth ∆ν dependence with a 20 to 40 % variation across the measured 2.5 MHz ∆ν range. However, contrary to our expectations, in addition to a smooth behaviour we also notice abrupt variations and oscillations (≤ 10%) in the ∆ν dependence of the measured C ℓ (∆ν). These abrupt variations and oscillations, whose origin is at present not understood, poses a severe impediment for foreground removal. Polynomial fitting along the frequency axis has been extensively considered for foreground removal. All attempts in this direction may fail due to the presence of abrupt variations and small oscillations which cannot be filtered out with low order polynomials.
The measured C ℓ 's, we find, are consistent with foreground models which predict that extragalactic point sources make the most dominant contribution at the subdegree scales that we have probed here (Figure 6 ). The brightest source (∼ 1 Jy) in each field alone contributes around 10% of the total measured C ℓ . It is very important to correctly identify the point sources and subtract these out at a high level of precision. We have carried out point source subtraction in all the four fields that we have analyzed here (Figures 9 and 11) . Considering only the brightest source, we find that source subtraction is most effective in FIELD I, where the image also has the lowest rms noise of 1.3 mJy/Beam (Table 2 ). The residual artifacts after subtracting out the brightest source, we find, are within 1.5% of the of the original source flux (905 mJy).
The subsequent analysis was restricted to FIELD I which has the lowest rms noise. The Clean Components corresponding to all the sources above 10 mJy were subtracted out from the visibility data using the AIPS task UVSUB. We find that the resulting angular power spectrum C ℓ falls to ∼ 1, 000 mK 2 in the ℓ range 800 to 8, 000 (Figure 17) , which is roughly one-tenth of the C ℓ before source subtraction. At these multipoles, we interpret the measured C ℓ , after source subtraction, as arising from a combination of the residual artifacts from the bright sources and the faint sources (< 10 mJy) that have not been removed. The behaviour at lower multipoles (ℓ ≤ 800), we find, is well fitted by a power law C ℓ = (513 ± 41) × (1000/ℓ) 2.34±0.28 mK 2 which we interpret as the contribution from the diffuse Galactic synchrotron radiation. The measured slope is consistent with earlier WSRT 150 MHz observations (Bernardi et al. 2009 ), and also with 2.3 and 2.4 GHz results at smaller ℓ (Giardino et al. 2001 (Giardino et al. , 2002 , whereas WMAP finds a flatter slope C ℓ ∼ ℓ −2 (Bennett et al. 2003) at smaller ℓ and much higher frequencies (23 − 94 GHz).
ACKNOWLEDGMENT
AG would like to thank M.H.Wieringa for sharing the 3rd chapter of his thesis. AG thanks Emil Polisensky for a detail discussion on LFmap. AG acknowledges CSIR, India for providing financial support through Senior Research Fellowship (SRF). SSA acknowledges the support by DST, India, under project No.: SR/FTP/PS-088/2010. The data used in this paper were obtained using GMRT. The GMRT is run by the National Centre for Radio Astrophysics of the Tata Institute of Fundamental Research. We thank the GMRT staff for making these observations possible. 
