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Abstract In this paper, we study the multiplicity and concentration of the positive solutions
to the following critical Kirchhoff type problem:
−
(
ε2a+ εb
∫
R3
|∇u|2dx
)
∆u+ V (x)u = f(u) + u5 in R3,
where ε is a small positive parameter, a, b are positive constants, V ∈ C(R3) is a positive
potential, f ∈ C1(R+,R) is a subcritical nonlinear term, u5 is a pure critical nonlinearity.
When ε > 0 small, we establish the relationship between the number of positive solutions
and the profile of the potential V . The exponential decay at infinity of the solution is also
obtained. In particular, we show that each solution concentrates around a local strict minima
of V as ε→ 0.
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1 Introduction
This paper is concerned with the existence and concentration of multiple positive
solutions to the following critical Kirchhoff type equation:
−
(
ε2a+ εb
∫
R3
|∇u|2dx
)
∆u + V (x)u = f(u) + u5 in R3, (1.1)
where ε is a small positive parameter, a, b are positive constants, V and f are
continuous functions satisfying some additional assumptions.
The Kirchhoff equation occurs in various branches of mathematical physics.
For example, it can be used to model suspension bridges (see [1]). In particular,
the following problem
−
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = f(x, u) in R3, (1.2)
is closely related to the wave equation counterpart
ρ
∂2u
∂t2
−
(
P0
h
+
E
2L
∫ L
0
∣∣∣∣∂u∂x
∣∣∣∣2 dx
)
∂2u
∂x2
= 0
and
utt −
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = f(x, u) (1.3)
proposed by Kirchhoff [21]. Because of the presence of the nonlocal term(∫
Ω
|∇u|2dx)∆u, Eq. (1.2) is not a pointwise identity, which causes additional
mathematical difficulties. For example, it is more difficult to check the geometric
structure of the functional associated with the equation and the boundedness,
convergence of the Palais-Smale sequence if we seek solutions using variational
methods. Moreover, we cannot derive∫
RN
|∇un|2dx
∫
RN
∇un∇vdx→
∫
RN
|∇u|2dx
∫
RN
∇u∇vdx, v ∈ H1(RN )
(1.4)
and(∫
RN
|∇un|2dx
)2
−
(∫
RN
|∇u|2dx
)2
=
(∫
RN
|∇un −∇u|2dx
)2
+ on(1)
(1.5)
from un ⇀ u weakly in H
1(RN ), which is crucial when we consider the conver-
gence of the Palais-Smale sequence.
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When b = 0, problem (1.1) reduces to the singularly perturbed problem
− ε2∆u+ V (x)u = g(u) in RN . (1.6)
Many authors are concerned with problem (1.6) for ε > 0 small since solutions
of (1.6) are known as semiclassical states, which can be used to describe the
transition from quantum to classical mechanics. Let us recall some results. In
[16, 29, 30], the Lyapunov-Schmidt reduction is used to construct single and
multiple spike solutions. However, the Lyapunov-Schmidt reduction is based on
the uniqueness or non-degeneracy of ground state solutions of the corresponding
limiting equation. To overcome this difficulty, Rabinowitz [31] firstly used the
variational approach to obtain the existence of solutions of (1.6) for ε > 0 small
under the assumption
lim inf
|x|→∞
V (x) > inf
x∈RN
V (x) > 0. (1.7)
In [34], the concentration of solutions was also proved. By introducing a penal-
ization approach, a localized version of the result in [31, 34] was proved by del
Pino-Felmer [10]. Subsequently, Jeanjean-Tanaka [20] extended [10]’s work to a
more general form. For other results on the singularly perturbed problem, see
[3, 4, 6, 11, 12, 13, 22] and the references therein.
When b 6= 0, He-Zou [17] firstly studied the Kirchhoff type problem
−
(
ε2a+ εb
∫
R3
|∇u|2dx
)
∆u + V (x)u = f(u) in R3,
where V is a positive continuous function and f is a subcritical term. By using
the Ljusternik-Schnirelmann theory and relating the number of solutions with
the topology of the set where V attains its minimum, they proved the multi-
plicity and concentration behavior of positive solutions under the assumption
(1.7). For the critical case, Wang et al. [33] considered the problem
−
(
ε2a+ εb
∫
R3
|∇u|2dx
)
∆u + V (x)u = λf(u) + |u|4u in R3, (1.8)
where V (x) admits at least one minimum. For ε > 0 small enough and λ > 0
sufficiently large, they obtained the existence, concentration and some further
properties of the positive ground state solution to Eq. (1.8). They also ex-
tended the results of [17] to the critical case. We emphasize that, in [33], the
assumption (1.7) is required and plays an indispensable role for the arguments
of [33]. Moreover, in order to deal with the critical term, the parameter λ is
required to be large. When V (x) is a locally Ho¨lder continuous function sat-
isfying infx∈R3 V (x) > 0 and inf∧ V < min∂∧ V for some open bounded set
∧ ∈ R3, He et al. [18] got a solution of Eq. (1.8) concentrating around a local
minimum point of V in ∧. With the Ljusternik-Schnirelmann theory, they also
got multiple solutions by employing the topology of the set where V attains its
3
local minimum. Later, the main results in [18] was extended by [19] for the case
f(u) = |u|p−2u (2 < p ≤ 4) in Eq. (1.8). For other related results, the readers
may see [14, 15, 26] and the references therein.
Motivated by the above results, in this paper, we will study the multiplicity
and concentration behavior of positive solutions to the critical problem (1.1).
Our results are different from the results mentioned above. Before stating the
main result, we introduce the following hypotheses:
(V1) V (x) ∈ C(R3) and V0 =: infx∈R3 V (x) > 0;
(V2) there exist x
1, x2, . . .xk in R3 such that each point of x1, x2, . . .xk is a
strict global minima of V in R3;
(f1) f ∈ C1(R+,R) and limu→0+ f(u)u3 = limu→+∞ f(u)u5 = 0;
(f2) the function
f(u)
u3
is increasing for u > 0 and limu→+∞
f(u)
u3
= +∞.
Theorem 1.1. Assume (V1)-(V2) and (f1)-(f2) hold. Then there exists ε0 > 0
such that (1.1) admits at least k different positive solutions viε, i = 1, 2, . . .k
for ε ∈ (0, ε0). Moreover, each viε possesses a maximum point ziε ∈ R3 such that
V (ziε)→ V (xi) = V0 as ε→ 0. Besides, there exist Ci0, ci0 > 0 satisfying
viε(x) ≤ Ci0 exp
(
−ci0
|x− ziε|
ε
)
for ε ∈ (0, ε0) and x ∈ R3.
Remark 1.1. The novelties of Theorem 1.1 are twofold: The Rabinowitz type
assumption (1.7) is removed; the multiplicity and asymptotic behavior of the
solutions is obtained.
Remark 1.2. Some ideas of the current paper is inspired by [7], where Cao-
Noussair studied the subcritical problem
−∆u+ µu = Q(x)|u|p−2u in RN , (1.9)
where 2 < p < 2∗. They obtained the existence of both positive and nodal solu-
tions to (1.9) which is affected by the shape of the graph of Q(x). Subsequently,
the idea of [7] is applied in [26] to deal with the singularly perturbed critical
Schro¨dinger-Poisson equation. We note that in [26], the strict inequality (1.7)
is used to estimate the energy level, which is crucial for the proof of the relative
compactness of the Palais-Smale sequence. Unfortunately, such a method does
not work for problem (1.1) since (1.7) does not hold. Compared with the works
in [7, 26], another major difficulty in dealing with (1.1) lies in the presence of
the nonlocal term
(∫
R3
|∇u|2dx)∆u. Since (1.4)-(1.5) do not hold in general,
it is difficult to prove the compactness of the Palais-Smale sequence. Thus, we
need a deeper understanding of the obstructions to the compactness. By devel-
oping some techniques, we can estimate the Palais-Smale sequence carefully and
solve the problem.
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Before closing this section, we say a few words on the equation (1.1) with
ε = 1. It becomes
−
(
a+ b
∫
RN
|∇u|2dx
)
∆u+ V (x)u = f(x, u) in RN (1.10)
and receives much attention in recent years. When f(x, u) = f(u) and V (x)
is radially symmetric, the working space H1r (R
N ) is compactly embedded into
Lp(RN ) (2 < p < 2∗), the authors of [24] recovered the compactness and proved
the existence of solutions. When Eq. (1.10) is non-radial, the existence of
solutions was obtained in [32]. In particular, in [2], Alves-Figueiredo considered
the periodic Kirchhoff equation with critical growth and proved the existence
of positive solutions. The authors of [23] got the existence of a positive ground
state solution to Eq. (1.10) by using a monotonicity trick and a new version of
global compactness lemma. Recently, the result of [23] studying Eq. (1.10) was
extended to the critical case by [25].
The outline of this paper is as follows: in Section 2, we establish some key
lemmas; in Section 3, we prove the existence of multiple solutions of (1.1); the
Section 4 is devoted to prove the concentration of solutions of (1.1).
Notations:
• ‖u‖s :=
( ∫
R3
|u|sdx) 1s , 1 ≤ s ≤ ∞;
• H = H1(R3) denotes the Hilbert space equipped with the norm ‖u‖2H =∫
R3
(|∇u|2+ |u|2)dx, D1,2(R3) = {u ∈ L6(R3) : ∇u ∈ L2(R3)} denotes the
Sobolev space equipped with the norm ‖u‖2D1,2 =
∫
R3
|∇u|2dx;
• S := infu∈D1,2(R3)\{0}
∫
R3
|∇u|2dx( ∫
R3
|u|6dx
) 1
3
denotes the best Sobolev constant;
• C denotes a positive constant (possibly different).
2 Preliminary Lemmas
We assume f(u) = 0 for u ≤ 0. Note that lim inf |x|→∞ V (x) ≥ infx∈R3 V (x).
When lim inf |x|→∞ V (x) = +∞, Theorem 1.1 can be proved easier because the
embedding{
u ∈ H1(R3) :
∫
R3
(
ε2|∇u|2 + V (εx)|u|2) dx < +∞} →֒ Lp(R3), 2 < p < 6
is compact. Thus, we only consider the case lim inf |x|→∞ V (x) < +∞. Denote
V∞ =: lim inf |x|→∞ V (x). Then V∞ ≥ V0. By (V2), we have V (xi) = V0 for
i = 1, 2, . . . k. By (f1)-(f2), we derive
1
4
f(u)u− F (u) ≥ 0, f ′(u)u2 − 3f(u)u ≥ 0, ∀ u ∈ R,
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where f(u)u ≥ 0, F (u) = ∫ u
0
f(s)ds ≥ 0. Moreover, the function 14f(u)u−F (u)
is increasing for u ∈ R.
Make the change of variable εz = x, we can rewrite (1.1) as
−
(
a+ b
∫
R3
|∇u|2dx
)
∆u+ V (εx)u = f(u) + u5 in R3. (2.1)
For any fixed ε > 0, let Hε =
{
u ∈ H : ∫
R3
V (εx)|u|2dx <∞} be the Hilbert
space with the inner product (u, v)ε =
(∫
R3
a∇u∇v + V (εx)uvdx). Then the
norm of Hε is ‖u‖ε =
(∫
R3
|∇u|2 + V (εx)|u|2dx) 12 . The functional associated
with (2.1) is
Iε(u) =
1
2
‖u‖2ε +
b
4
(∫
R3
|∇u|2dx
)2
−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx, (2.2)
where u ∈ Hε. Moreover, for any v ∈ Hε,
(I ′ε(u), v) =
∫
R3
(a∇u∇v + V (εx)uv) dx+ b
∫
R3
|∇u|2dx
∫
R3
∇u∇vdx
−
∫
R3
f(u)vdx−
∫
R3
u5vdx.
Clearly, the functional Iε : Hε 7→ R is of class C1 and critical points of Iε are
weak solutions of (2.1). Letmε = inf{Iε(u) : u ∈Mε} withMε = {u ∈ Hε\{0} :
(I ′ε(u), u) = 0}.
Let d > 0. Then for u ∈ H , we can define ‖u‖d =
(∫
R3
(a|∇u|2 + d|u|2)dx) 12 .
Obviously, ‖.‖d is an equivalent norm on H . Consider the following equation:
−
(
a+ b
∫
R3
|∇u|2dx
)
∆u+ du = f(u) + u5 in R3. (2.3)
The functional associated with (2.3) is
Id(u) =
1
2
‖u‖2d +
b
4
(∫
R3
|∇u|2dx
)2
−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx.
Let md = inf{Id(u) : u ∈Md} with Md = {u ∈ H \ {0} : (I ′d(u), u) = 0}.
Recall that S is attained by the functions ε
1
4(
ε+|x|2
) 1
2
, where ε > 0. Let
uε(x) =
ψ(x)ε
1
4(
ε+|x|2
) 1
2
, where ψ ∈ C∞0 (B2r(0)) such that ψ(x) = 1 on Br(0) and
0 ≤ ψ(x) ≤ 1. From [35], we have the following results.
Lemma 2.1. For ε > 0 small, there holds∫
R3
|∇uε|2dx = K1 +O(ε 12 ),
∫
R3
|uε|6dx = K2 +O(ε 32 ),∫
R3
|uε|2dx = O
(
ε
1
2
)
, (2.4)
6
where S = K1
K
1
3
2
.
By Lemma 2.1, we can get the following result.
Lemma 2.2. Let d > 0. Then
md < cˆ :=
a
3
{
bS3 +
√
(bS3)2 + 4aS3
2
}
+
b
12
{
bS3 +
√
(bS3)2 + 4aS3
2
}2
.
Proof. Set Bε =
∫
R3
|∇uε|2dx
(
∫
R3
|uε|6dx)
1
3
and Cε =
‖uε‖2d
(
∫
R3
|uε|6dx)
1
3
. By Lemma 2.1, we get
Bε = S +O(ε
1
2 ) and Cε = aS +O(ε
1
2 ). The direct calculation implies that
sup
t≥0
[
1
2
t2‖uε‖2d +
b
4
t4
(∫
R3
|∇uε|2dx
)2
− 1
6
t6
∫
R3
|uε|6dx
]
=
1
3
[
b
2
B2εCε +
1
2
Cε
√
b2B4ε + 4Cε
]
+
b
12
[
b
2
B3ε +
1
2
Bε
√
b2B4ε + 4Cε
]2
= cˆ+O(ε
1
2 ). (2.5)
By Lemma 2.1, there exists ε0 > 0 such that for ε ∈ (0, ε0),∫
R3
|∇uε|2dx ≤ 3
2
K1,
∫
R3
|uε|6dx ≥ 1
2
K2.
Then by Id(tuε) ≤ t22 ‖uε‖2d+ bt
4
4
(∫
R3
|∇uε|2dx
)2− t66 ∫R3 |uε|6dx, we can choose
a small t1 > 0 and a large t2 > 0 such that supt∈[0,t1]∪[t2,+∞) Id(tuε) < cˆ
independent of ε ∈ (0, ε0). By (f2), we have limu→+∞ F (u)u4 = +∞. Then
for any l > 0, there exists rl > 0 such that F (u) ≥ l|u|4 for |u| ≥ rl. Since
uε(x) ≥ ε− 14 for |x| ≤ ε 12 ≤ r, we derive F (tuε) ≥ lt41u4ε ≥ lt41ε−1 for t ∈ [t1, t2]
and |x| ≤ ε 12 with ε small enough. Together with F (tuε) ≥ 0, we get
inf
t∈[t1,t2]
∫
R3
F (tuε)dx ≥ inf
t∈[t1,t2]
∫
|x|≤ε 12
F (tuε)dx ≥ lt41ε−1
∫
|x|≤ε 12
1dx = η0lε
1
2 ,
(2.6)
where η0 > 0 is a constant. Combining (2.5)-(2.6), we derive for ε > 0 small,
sup
t∈[t1,t2]
Id(tuε)
≤ sup
t≥0
[
1
2
t2‖uε‖2d +
b
4
t4
(∫
R3
|∇uε|2dx
)2
− 1
6
t6
∫
R3
|uε|6dx
]
− η0lε 12
≤ cˆ+ Cε 12 − η0lε 12 .
7
By choosing l large enough, we get supt∈[t1,t2] Id(tuε) < cˆ. So supt≥0 Id(tuε) < cˆ
for ε > 0 small. By the definition of md, we have md ≤ supt≥0 Id(tuε). Thus,
we get md < cˆ.
By the argument of Proposition 2.6 in [18] and Lemma 2.2, we know problem
(2.3) admits a positive ground state solution ud. So md is attained by ud ∈Md.
Let mr,d = {u ∈ H1r (R3)\ {0} : (I ′d(u), u) = 0} with Mr,d = {u ∈ H1r (R3)\ {0} :
(I ′d(u), u) = 0}. We can also derive mr,d is attained by ur,d ∈ Mr,d. The proof
is omitted here.
Lemma 2.3. md = mr,d.
Proof. Denote H1r (R
3) = Hr for simplicity. Set cd = infγ∈Γmaxt∈[0,1] Id(γ(t)),
where Γ = {γ ∈ C([0, 1], H) : γ(0) = 0, Id(γ(1)) < 0}. By Lemmas 4.1-4.2 in
[35], we can get the following equivalent characterization of cd
md = cd = inf
u∈H\{0}
sup
t≥0
Id(tu).
Set the Pohozaev manifold
P =
{
u ∈ H \ {0} : a
2
∫
R3
|∇u|2dx+ b
2
(∫
R3
|∇u|2dx
)2
− 3
∫
R3
G(u)dx = 0
}
,
where G(u) = F (u) + 16 |u|6 − d2 |u|2. Then by the proof of Theorem 1.3 in [25],
we have cd = infu∈P Id(u). Since the proof is standard, we omit it here. So
md = cd = inf
u∈P
Id(u).
Similarly, we also have mr,d = infu∈Pr Id(u), where
Pr =
{
u ∈ Hr \ {0} : a
2
∫
R3
|∇u|2dx + b
2
(∫
R3
|∇u|2dx
)2
− 3
∫
R3
G(u)dx = 0
}
.
Recall that infu∈P Id(u) = md = Id(ud). Let u∗d the Schwarz spherical rear-
rangement of ud. Then u
∗
d ∈ Hr,
∫
R3
|∇u∗d|2dx ≤
∫
R3
|∇ud|2dx and
∫
R3
G(u∗d)dx =∫
R3
G(ud)dx. So
a
2
∫
R3
|∇u∗d|2dx+
b
2
(∫
R3
|∇u∗d|2dx
)2
≤ 3
∫
R3
G(u∗d)dx. (2.7)
Since
∫
R3
|∇u∗d( .t )|2dx = t
∫
R3
|∇u∗d|2dx and
∫
R3
G(u∗d(
.
t
))dx = t3
∫
R3
G(u∗d)dx,
we obtain that there exists tˆ > 0 such that u∗d(
.
tˆ
) ∈ Pr, that is,
atˆ
2
∫
R3
|∇u∗d|2dx+
btˆ2
2
(∫
R3
|∇u∗d|2dx
)2
= 3tˆ3
∫
R3
G(u∗d)dx. (2.8)
8
We claim tˆ ≤ 1. Otherwise, we have tˆ > 1. Then by (2.7)-(2.8),
a
2
∫
R3
|∇u∗d|2dx+
b
2
(∫
R3
|∇u∗d|2dx
)2
>3tˆ
∫
R3
G(u∗d)dx
>
a
2
∫
R3
|∇u∗d|2dx+
b
2
(∫
R3
|∇u∗d|2dx
)2
,
a contradiction. So tˆ ≤ 1. By u∗d( .tˆ ) ∈ Pr,
∫
R3
|∇u∗d( .tˆ )|2dx = tˆ
∫
R3
|∇u∗d|2dx
with tˆ ≤ 1 and ud ∈ P ,
mr,d = inf
u∈Pr
Id(u) ≤Id
(
u∗d(
.
tˆ
)
)
=
a
3
∫
R3
|∇u∗d(
.
tˆ
)|2dx+ b
12
(∫
R3
|∇u∗d(
.
tˆ
)|2dx
)2
≤a
3
∫
R3
|∇u∗d|2dx+
b
12
(∫
R3
|∇u∗d|2dx
)2
≤a
3
∫
R3
|∇ud|2dx+ b
12
(∫
R3
|∇ud|2dx
)2
= Id (ud) = md.
On the other hand, we have
md = inf
u∈P
Id(u) ≤ inf
u∈Pr
Id(u) = mr,d.
So md = mr,d.
Lemma 2.4. mε ≥ mV0 , md ≥ mV0 if d ≥ V0.
Proof. For simplicity, we only proof mε ≥ mV0 . By the definition of mε, for
any δ > 0, there exists uδ ∈ Mε such that mε > Iε(uδ) − δ. By (f2), we know
there exists a unique tδ > 0 such that tδuδ ∈ MV0 . By tδuδ ∈ MV0 , uδ ∈ Mε
and V (εx) ≥ V0,
t2δ‖uδ‖2V0 + bt4δ
(∫
R3
|∇uδ|2dx
)2
=
∫
R3
f(tδuδ)(tδuδ)dx+ t
6
δ
∫
R3
|uδ|6dx,
‖uδ‖2V0 + b
(∫
R3
|∇uδ|2dx
)2
≤
∫
R3
f(uδ)uδdx+
∫
R3
|uδ|6dx. (2.9)
If tδ > 1, by (f2), we have
∫
R3
f(tδuδ)(tδuδ)dx > t
4
δ
∫
R3
f(uδ)uδdx. Then
t4δ
(∫
R3
f(uδ)uδdx+
∫
R3
|uδ|6dx
)
<t4δ
[
‖uδ‖2V0 + b
(∫
R3
|∇uδ|2dx
)2]
≤t4δ
(∫
R3
f(uδ)uδdx+
∫
R3
|uδ|6dx
)
,
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a contradiction. So tδ ≤ 1, from which we get∫
R3
(
1
4
f(uδ)uδ − F (uδ)
)
dx ≥
∫
R3
(
1
4
f(tδuδ)(tδuδ)− F (tδuδ)
)
dx.
Thus,
mε + δ > Iε(uδ)− 1
4
(I ′ε(uδ), uδ)
=
1
4
‖uδ‖2ε +
∫
R3
(
1
4
f(uδ)uδ − F (uδ)
)
dx+
1
12
∫
R3
|uδ|6dx
≥ 1
4
t2δ‖uδ‖2V0 +
∫
R3
(
1
4
f(tδuδ)(tδuδ)− F (tδuδ)
)
dx+
t6δ
12
∫
R3
|uδ|6dx
= IV0(tδuδ)−
1
4
(
I ′V0(tδuδ), tδuδ
)
= IV0(tδuδ) ≥ mV0 .
Let δ → 0, we get mε ≥ mV0 .
Lemma 2.5. Let {un} ⊂ H be a sequence such that Id(un) → c, I ′d(un) → 0
and un ⇀ u 6= 0 weakly in H. Define the functionals Iˆd, I˜d on H by
Iˆd(u) =
1
2
‖u‖2d +
bA
4
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
I˜d(u) =
1
2
‖u‖2d +
bA
2
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
where A ≥ limn→∞
∫
R3
|∇un|2dx. Then I˜ ′d(u) = 0 and c ≥ Iˆd(u) ≥ md.
Proof. By Id(un)→ c and I ′d(un)→ 0, we have
Iˆd(un) = c+ on(1), I˜
′
d(un) = on(1).
Then by un ⇀ u 6= 0 weakly in H , we get I˜ ′d(u) = 0. Remark that
c+ on(1) = Iˆd(un)− 1
4
(
I˜ ′d(un), un
)
=
1
4
‖un‖2d +
∫
R3
(
1
4
f(un)un − F (un)
)
dx+
1
12
∫
R3
|un|6dx.
Then by Fatou’s Lemma,
c ≥1
4
‖u‖2d +
∫
R3
(
1
4
f(u)u− F (u)
)
dx+
1
12
∫
R3
|u|6dx
=Iˆd(u)− 1
4
(
I˜ ′d(u), u
)
= Iˆd(u).
Since un ⇀ u 6= 0 weakly in H , we have A ≥
∫
R3
|∇u|2dx. By (f2), we know
there exists a unique t > 0 such that tu ∈Md, that is,
t2‖u‖2d + bt4
(∫
R3
|∇u|2dx
)2
=
∫
R3
f(tu)(tu)dx+ t6
∫
R3
|u|6dx.
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By (I˜ ′d(u), u) = 0 and A ≥
∫
R3
|∇u|2dx,
‖u‖2d + b
(∫
R3
|∇u|2dx
)2
≤
∫
R3
f(u)udx+
∫
R3
|u|6dx.
Similar to the argument of (2.9), we have t ≤ 1. By tu ∈Md and t ≤ 1,
Iˆd(u) = Iˆd(u)− 1
4
(
I˜ ′d(u), u
)
≥ 1
4
t2‖u‖2d +
∫
R3
(
1
4
f(tu)(tu)− F (tu)
)
dx+
t6
12
∫
R3
|u|6dx
= Id(tu)− 1
4
(I ′d(tu), tu) = Id(tu) ≥ md.
Now we introduce the barycenter function, which is crucial for proving mul-
tiplicity of solutions of (2.1). Consider the map Φ : H → H defined by
Φ(u)(x) :=
1
|B1(x)|
∫
B1(x)
|u(y)|dy, ∀ x ∈ R3,
where |B1(x)| is the Lebesgue measure of B1(x). Set
uˆ(x) =
[
Φ(u)(x) − 1
2
max
x∈R3
Φ(u)(x)
]+
.
Then we define the barycenter β : H \ {0} → R3 by β(u) = 1‖uˆ‖1
∫
R3
xuˆ(x)dx.
From [5, 8], we know the map β is continuous in H \ {0} and satisfies the
following properties.
Lemma 2.6. β(u) = 0 if u is radial; β(tu) = β(u) for t 6= 0; β(u(x − z)) =
β(u) + z for z ∈ R3.
3 Multiplicity of solutions of (1.1)
In this section, we study multiplicity of solutions of (1.1). Since (1.1) is equiva-
lent to (2.1), we consider (2.1) instead. For l > 0, denote Cl(x
i) the hypercube
Π3j=1(x
i
j − l, xij − l) centered at xi = (xi1, xi2, xi3), i = 1, 2, . . . k. Denote Cl(xi)
and ∂Cl(x
i) the closure and the boundary of Cl(x
i), respectively. By (V1)-(V2),
we can choose l, L > 0 such that Cl(xi), i = 1, 2, . . . k are disjoint, V (x) > V (x
i)
for x ∈ Cl(xi) \ xi, i = 1, 2, . . . k and ∪ki=1Cl(xi) ⊂ Π3j=1(−L,L).
Let C l
ε
(x
i
ε
) = Cil
ε
and
N iε =
{
u ∈Mε : u ≥ 0, β(u) ∈ Cil
ε
}
,
∂N iε =
{
u ∈Mε : u ≥ 0, β(u) ∈ ∂Cil
ε
}
,
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i = 1, 2, . . . k. It can be readily verified that N iε and ∂N
i
ε are non-empty sets
for i = 1, 2, . . . k. Let
γiε = inf
u∈Niε
Iε(u), γ˜
i
ε = inf
u∈∂Niε
Iε(u),
i = 1, 2, . . . k.
Lemma 3.1. For any δ ∈ (0,mV0), there exists εδ > 0 such that for ε ∈ (0, εδ),
mε ≤ γiε < mV0 + δ,
i = 1, 2, . . .k. In particular, N iε, i = 1, 2, . . .k are non-empty sets.
Proof. Fix i = 1, 2, . . . k. It is obvious that γiε ≥ mε. By Lemma 2.3, we
know mV0 can be attained by a radial function ur,V0 . Let ε ∈ (0, 1). Define
ϕε ∈ C10 (R3) such that ϕε(x) = 1 for |x| < 1√ε − 1, ϕε(x) = 0 for |x| > 1√ε ,
0 ≤ ϕε ≤ 1 and |∇ϕε| ≤ 2. Let wiε(x) = ur,V0
(
x− xi
ε
)
ϕε
(
x− xi
ε
)
. Set
gε(t) = Iε(tw
i
ε), where t > 0. We have
g′ε(t) = t‖wiε‖2ε + bt3
(∫
R3
|∇wiε|2dx
)2
−
∫
R3
f(twiε)w
i
εdx− t5
∫
R3
|wiε|6dx.
Then by (f2), we know gε(t) admits a unique critical point t
i
ε > 0 corresponding
to its maximum, that is, gε(t
i
ε) = supt≥0 Iε(tw
i
ε) and g
′
ε(t
i
ε) = 0. So t
i
εw
i
ε ∈
Mε. By Lemma 2.6, we get β
(
tiεw
i
ε
)
= β
(
wiε
)
= x
i
ε
+ β (ur,V0ϕε). Since
limε→0 ‖ur,V0ϕε − ur,V0‖V0 = 0, by the continuity of β, we get β (ur,V0ϕε) →
β (ur,V0) = 0 as ε→ 0, in view of ur,V0 is radial. So β
(
tiεw
i
ε
)
= x
i
ε
+O(ε), where
O(ε)→ 0 as ε→ 0, from which we derive β (tiεwiε) ∈ Cil
ε
for ε > 0 small. Recall
that tiεw
i
ε ∈Mε. Then tiεwiε ∈ N iε, that is, N iε is non-empty.
By tiεw
i
ε ∈ N iε, we have γiε ≤ Iε(tiεwiε) = supt≥0 Iε(twiε). Recall that
limε→0 ‖ur,V0ϕε − ur,V0‖V0 = 0. Then
lim
ε→0
∫
R3
F (wiε)dx = lim
ε→0
∫
R3
F (ur,V0ϕε)dx =
∫
R3
F (ur,V0)dx. (3.1)
Similarly, we have
lim
ε→0
∫
R3
f(wiε)w
i
εdx =
∫
R3
f(ur,V0)ur,V0dx,
lim
ε→0
∫
R3
|∇wiε|2dx =
∫
R3
|∇ur,V0 |2dx, lim
ε→0
∫
R3
|wiε|6dx =
∫
R3
|ur,V0 |6dx. (3.2)
By the Lebesgue dominated convergence theorem and V (xi) = V0, we also have
lim
ε→0
∫
R3
V (εx)|wiε|2dx = lim
ε→0
∫
R3
V (εx+ xi)|ur,V0ϕε|2dx =
∫
R3
V0|ur,V0 |2dx.
(3.3)
12
We claim limε→0 tiε = 1. In fact, by t
i
εw
i
ε ∈ N iε,
(tiε)
2‖wiε‖2ε + b(tiε)4
(∫
R3
|∇wiε|2dx
)2
=
∫
R3
(
f(tiεw
i
ε)t
i
εw
i
ε + (t
i
ε)
6|wiε|6
)
dx.
(3.4)
Then 1(tiε)4
‖wiε‖2ε + b(tiε)2
(∫
R3
|∇wiε|2dx
)2 ≥ ∫
R3
|wiε|6dx. If tiε → +∞, by (3.2)-
(3.3), we get a contradiction. So tiε is bounded. By (f1), we derive for η =
V0
2 ,
there exists Cη = CV0
2
> 0 such that
(tiε)
2‖wiε‖2ε ≤
(tiε)
2
2
∫
R3
V (εx)|wiε|2dx+ CV0
2
(tiε)
6
∫
R3
|wiε|6dx,
in view of V (εx) ≥ V0 and (3.4). Then 12‖wiε‖2ε ≤ CV0
2
(tiε)
4
∫
R3
|wiε|6dx, that
is, (tiε)
4 ≥ ‖wiε‖2ε
2CV0
2
∫
R3
|wiε|6dx . So by (3.2)-(3.3), we can assume t
i
ε → ti > 0. Let
ε→ 0 in (3.4), we have
(ti)2‖ur,V0‖2V0 + b(ti)4
(∫
R3
|∇ur,V0 |2dx
)2
=
∫
R3
(
f(tiur,V0)(t
iur,V0) + (t
i)6|ur,V0 |6
)
dx,
that is, tiur,V0 ∈ MV0 . Note that ur,V0 ∈ MV0 and there exists a unique t > 0
satisfying tur,V0 ∈MV0 . Then ti = 1. Combining (3.1)-(3.3) and tiε → 1,
γiε ≤ Iε(tiεwiε) = Iε(wiε) +O(ε) = IV0(ur,V0) +O(ε) = mV0 +O(ε).
So for any δ ∈ (0,mV0), there exists εδ > 0 such that γiε < mV0 + δ for ε ∈
(0, εδ).
Lemma 3.2. There exist η, εη > 0 such that γ˜
i
ε > mV0 + η for ε ∈ (0, εη),
i = 1, 2, . . .k.
Proof. Fix i = 1, 2, . . . k. Assume by contradiction that there exists a sequence
{εn} such that εn → 0 and γ˜iεn → c˜ ≤ mV0 . Then there exists {un} ⊂ ∂N iεn
such that Iεn(un)→ c˜ ≤ mV0 . Since {un} ⊂ ∂N iεn , we have β(un) ∈ ∂Cil
εn
and
‖un‖2V0 + b
(∫
R3
|∇un|2dx
)2
≤‖un‖2εn + b
(∫
R3
|∇un|2dx
)2
=
∫
R3
f(un)undx+
∫
R3
|un|6dx.
By (f2), there exists tn > 0 such that tnun ∈MV0 , that is,
t2n‖un‖2V0 + bt4n
(∫
R3
|∇un|2dx
)2
=
∫
R3
f(tnun)tnundx+ t
6
n
∫
R3
|un|6dx.
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Similar to the argument of (2.9), we have tn ≤ 1. Then
mV0 ≥Iεn(un)−
1
4
(
I ′εn(un), un
)
+ on(1)
≥IV0(un)−
1
4
(
I ′V0 (un), un
)
+ on(1)
≥IV0(tnun)−
1
4
(
I ′V0 (tnun), tnun
)
+ on(1)
=IV0(tnun) + on(1) ≥ mV0 + on(1),
from which we get tn → 1 and∫
R3
V (εnx)|un|2dx =
∫
R3
V0|un|2dx+ on(1). (3.5)
Moreover, set u¯n = tnun, we get
IV0(u¯n) = mV0 + on(1),
(
I ′V0(u¯n), u¯n
)
= 0. (3.6)
Let GV0(u) = (I
′
V0
(u), u). By the Ekeland’s variational principle, there exist
{vn} ⊂MV0 and µn ∈ R1 such that ‖vn− u¯n‖V0 = on(1), IV0 (vn) = mV0 +on(1)
and I ′V0(vn)− µnG′V0(vn) = on(1). Then µn(G′V0 (vn), vn) = on(1). Since
(G′V0(vn), vn) = 2‖vn‖2V0+4b
(∫
R3
|∇vn|2dx
)2
−
∫
R3
(f(vn)vn+f
′(vn)v2n+6|vn|6)dx,
by f ′(vn)v2n − 3f(vn)vn ≥ 0, we have
(G′V0(vn), vn) =(G
′
V0
(vn), vn)− 4(I ′V0(vn), vn)
≤2‖vn‖2V0 + 4b
(∫
R3
|∇vn|2dx
)2
− 4
∫
R3
f(vn)vndx− 6
∫
R3
|vn|6dx
− 4(I ′V0(vn), vn)
=− 2‖vn‖2V0 − 2
∫
R3
|vn|6dx < 0, (3.7)
from which we get limn→∞(G′V0(vn), vn) ≤ 0. If limn→∞(G′V0(vn), vn) = 0,
by (3.7), we have ‖vn‖V0 → 0, a contradiction with IV0(vn) → mV0 > 0. So
limn→∞(G′(vn), vn) < 0. By µn(G′(vn), vn) = on(1), we get I ′V0(vn)→ 0. Thus,
IV0(vn) = mV0 + on(1), I
′
V0
(vn) = on(1). (3.8)
By (3.8), we can derive ‖vn‖V0 is bounded. Assume limn→∞
∫
R3
|∇vn|2dx exist.
By the Lions Lemma, we know
∫
R3
|vn|tdx→ 0 for any t ∈ (2, 6), or there exists
yn ∈ R3 such that vn(.+ yn) ⇀ w 6= 0 weakly in H . If
∫
R3
|vn|tdx→ 0 for any
t ∈ (2, 6), by (f1), we have
∫
R3
F (vn)dx → 0 and
∫
R3
f(vn)vndx → 0. Then by
(3.8), we derive
mV0 + on(1) =
1
2
‖vn‖2V0 +
b
4
(∫
R3
|∇vn|2dx
)2
− 1
6
∫
R3
|vn|6dx,
‖vn‖2V0 + b
(∫
R3
|∇vn|2dx
)2
−
∫
R3
|vn|6dx = on(1). (3.9)
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So
mV0 ≥
a
3
∫
R3
|∇vn|2dx+ b
12
(∫
R3
|∇vn|2dx
)2
+ on(1),
a
∫
R3
|∇vn|2dx+ b
(∫
R3
|∇vn|2dx
)2
≤
∫
R3
|vn|6dx+ on(1). (3.10)
If limn→∞
∫
R3
|∇vn|2dx = 0, by the Sobolev embedding theorem, we have
limn→∞
∫
R3
|vn|6dx = 0. Then by (3.9), we get ‖vn‖V0 → 0, a contradic-
tion with mV0 > 0. So limn→∞
∫
R3
|∇vn|2dx > 0. By the second inequality
in (3.10) and
∫
R3
|vn|6dx ≤ (
∫
R3
|∇vn|2dx)3
S3
, we derive limn→∞
∫
R3
|∇vn|2dx ≥
bS3+
√
(bS3)2+4aS3
2 . Then by the first inequality in (3.10), we have mV0 ≥ cˆ, a
contradiction with mV0 < cˆ. Here cˆ is defined in Lemma 2.2. Thus, we derive
vn(.+ yn)⇀ w 6= 0 weakly in H . Together with (3.8), we have
IV0(vn(.+ yn)) = mV0 + on(1), I
′
V0
(vn(.+ yn)) = on(1).
Let A = limn→∞
∫
R3
|∇vn(.+ yn)|2dx. Define the functionals IˆV0 , I˜V0 on H by
IˆV0(u) =
1
2
‖u‖2V0 +
bA
4
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
I˜V0(u) =
1
2
‖u‖2V0 +
bA
2
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx.
Then
IˆV0(vn(.+ yn)) = mV0 + on(1), I˜
′
V0
(vn(.+ yn)) = on(1).
By vn(. + yn) ⇀ w weakly in H and Lemma 2.5, we have I˜
′
V0
(w) = 0 and
IˆV0(w) ≥ mV0 . Observe that
mV0 + on(1) =IˆV0(vn(.+ yn))−
1
4
(I˜ ′V0 (vn(.+ yn)), vn(.+ yn))
=
1
4
‖vn(.+ yn)‖2V0 +
1
12
∫
R3
|vn(.+ yn)|6dx
+
∫
R3
(
1
4
f(vn(.+ yn))vn(.+ yn)− F (vn(.+ yn))
)
dx.
By Fatou’s Lemma,
mV0 ≥
1
4
‖w‖2V0 +
1
12
∫
R3
|w|6dx+
∫
R3
(
1
4
f(w)w − F (w)
)
dx
=IˆV0(w) −
1
4
(I˜ ′V0 (w), w) = IˆV0(w) ≥ mV0 .
So vn(. + yn) → w in H . By the continuity of β and Lemma 2.6, we have
β(vn)− yn = β(vn(.+ yn))→ β(w). Then by ‖vn − u¯n‖V0 → 0, we get β(u¯n)−
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yn → β(w). So dist
(
εnyn, ∂Cl(x
i)
) → 0 in view of β(u¯n) = β(un) ∈ ∂Cil
εn
.
Assume εnyn → y0 ∈ ∂Cl(xi). Then V (y0) > V0 = infx∈R3 V (x). By tn → 1
and (3.5), ∫
R3
V (εnx)|u¯n|2dx =
∫
R3
V0|u¯n|2dx+ on(1).
Recall that ‖vn − u¯n‖V0 → 0 and vn(.+ yn)→ w in H . Then we have
lim
n→∞
∫
R3
V0|u¯n|2dx = lim
n→∞
∫
R3
V0|vn|2dx
= lim
n→∞
∫
R3
V0|vn(.+ yn)|2dx =
∫
R3
V0|w|2dx.
We also have u¯n(.+ yn)→ w in H . Then by Fatou’s Lemma,
lim
n→∞
∫
R3
V (εnx)|u¯n|2dx = lim
n→∞
∫
R3
V (εnx+ εnyn)|u¯n(.+ yn)|2dx
≥
∫
R3
V (y0)|w|2dx,
in view of εnyn → y0. Thus, we obtain
∫
R3
V (y0)|w|2dx ≤
∫
R3
V0|w|2dx, a
contradiction with V (y0) > V0.
Let
Gε(u) =(I
′
ε(u), u) = ‖u‖2ε + b
(∫
R3
|∇u|2dx
)2
−
∫
R3
(
f(u)u+ |u|6) dx.
Then for any ϕ ∈ Hε,
(G′ε(u), ϕ) =2(u, ϕ)ε + 4b
∫
R3
|∇u|2
∫
R3
∇u∇ϕdx
−
∫
R3
(f(u) + f ′(u)u+ 6u5)ϕdx.
Following the idea of [28], we get the following result.
Lemma 3.3. For any u ∈ N iε, i = 1, 2, . . .k, there exist a positive constant σ
and a differential function s(w) > 0 with w ∈ Hε and ‖w‖ε < σ, satisfying
(i) s(0) = 1 and s(w)(u + w) ∈ N iε for any ‖w‖ε < σ;
(ii) (s′(0), ϕ) = −(G
′
ε(u),ϕ)
(G′ε(u),u)
for any ϕ ∈ Hε.
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Proof. Fix i = 1, 2, . . . k. For any u ∈ N iε, define T : Hε × R→ R by
T (w, s) =s2‖u+ w‖2ε + bs4
(∫
R3
|∇(u + w)|2dx
)2
−
∫
R3
f(su+ sw)(su + sw)dx
− s6
∫
R3
|u+ w|6dx.
Since u ∈ N iε, we have T (0, 1) = 0. Then by f ′(u)u2 − 3f(u)u ≥ 0,
Ts(0, 1) =2‖u‖2ε + 4b
(∫
R3
|∇u|2dx
)2
−
∫
R3
f(u)udx−
∫
R3
f ′(u)u2dx
− 6
∫
R3
|u|6dx
≤2‖u‖2ε + 4b
(∫
R3
|∇u|2dx
)2
− 4
∫
R3
f(u)udx− 6
∫
R3
|u|6dx,
from which we derive Ts(0, 1) = Ts(0, 1)− 4(I ′ε(u), u) < 0. By the implicit func-
tion theorem at the point (0, 1), we obtain that there exist a positive constant
σ and a differential function s(w) > 0 with w ∈ Hε and ‖w‖ε < σ, satisfying
s(w)(u + w) ∈ Mε for ‖w‖ε < σ. Since u ∈ N iε, we have β(u) ∈ Cil
ε
. Then
by the continuity of functions β and s, we get β(s(w)(u + w)) ∈ Cil
ε
for σ > 0
small. So s(w)(u + w) ∈ N iε. Moreover, since s(w) is a differential function, by
the direct calculation, we get (ii).
Lemma 3.4. Fix i = 1, 2, . . .k. Then there exists a sequence {un} ⊂ N iε such
that Iε(un)→ γiε and I ′ε(un)→ 0.
Proof. By the definition of γiε, there is {un} ⊂ N iε such that Iε(un)→ γiε. Then
we derive ‖un‖ε is bounded. By the Ekeland’s variational principle,
Iε(un) ≤ γiε +
1
n
, Iε(v) ≥ Iε(un)− 1
n
‖un − v‖ε, ∀ v ∈ N iε.
By Lemma 3.3, there exist σn ↓ 0 and sn(w) satisfying
sn(w)(un + w) ∈ N iε, ∀ w ∈ Hε, ‖w‖ε < σn.
Let w = tφ, where φ ∈ Hε and t > 0 small. Then
1
n
[tsn(tφ)‖φ‖ε + |sn(tφ)− 1| ‖un‖ε]
≥ 1
n
‖un − sn(tφ)(un + tφ)‖ε
≥ Iε(un)− Iε (sn(tφ)(un + tφ))
= [Iε(un)− Iε(un + tφ)] + [Iε(un + tφ)− Iε(sn(tφ)(un + tφ))]
= [Iε(un)− Iε(un + tφ)]
+ (1− sn(tφ)) (I ′ε(un + tφ+ θn(sn(tφ)(un + tφ))), un + tφ) ,
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where θn ∈ (0, 1). Dividing by t and let t→ 0, we derive
1
n
[|(s′n(0), φ)| ‖un‖ε + ‖φ‖ε] ≥ −(I ′ε(un), φ),
in view of (I ′ε(un), un) = 0. By Lemma 3.3, we have (s
′
n(0), φ) =
−(G′ε(un),φ)
(G′ε(un),un)
.
We claim limn→∞(G′ε(un), un) < 0. In fact, by f
′(un)u2n − 3f(un)un ≥ 0,
(G′ε(un), un)
= (G′ε(un), un)− 4(I ′ε(un), un)
≤ 2‖un‖2ε + 4b
(∫
R3
|∇un|2dx
)2
− 4
∫
R3
f(un)undx− 6
∫
R3
|un|6dx
− 4(I ′ε(un), un)
= −2‖un‖2ε − 2
∫
R3
|un|6dx < 0.
So limn→∞(G′ε(un), un) ≤ 0. Moreover, if limn→∞(G′ε(un), un) = 0, then un →
0 in Hε, a contradiction with Iε(un) → γiε > 0. By limn→∞(G′(un), un) < 0,
‖un‖ε is bounded and (s′n(0), φ) = −(G
′
ε(un),φ)
(G′ε(un),un)
, we derive there exists M > 0
such that |(s′n(0), φ)| ≤ M for any n. So 1n (M‖un‖ε + ‖φ‖ε) ≥ −(I ′ε(un), φ).
Let n→∞, we get I ′ε(un)→ 0.
From Lemmas 3.1-3.2, we know there exists εˆ > 0 such that for ε ∈ (0, εˆ),
mε ≤ γiε < γ˜iε.
By Lemmas 2.4 and 3.1, we have γiε → mV0 as ε → 0. Together with Lemma
2.2, we derive there exists ε˜ ∈ (0, εˆ) such that
γiε < min{cˆ, 2mV0}
for ε ∈ (0, ε˜).
Lemma 3.5. Fix i = 1, 2, . . .k. Let {un} ⊂ N iε be a sequence such that
Iε(un) → γiε and I ′ε(un) → 0. Then {un} converges strongly in Hε up to a
subsequence for ε ∈ (0, ε˜).
Proof. Obviously, we have ‖un‖ε is bounded. Assume un ⇀ u weakly in Hε.
We claim u 6= 0. Otherwise, we have un ⇀ 0 weakly in Hε. By the definition of
V∞, for any δ > 0, there exists Rδ > 0 such that V (εx) ≥ V∞ − δ for |x| ≥ Rδ.
So by un ⇀ 0 weakly in Hε,∫
R3
V (εx)|un|2dx =
∫
|x|≥Rδ
V (εx)|un|2dx+
∫
|x|≤Rδ
V (εx)|un|2dx
≥
∫
|x|≥Rδ
V∞|un|2dx− δ
∫
|x|≥Rδ
|un|2dx+ on(1)
≥
∫
R3
V∞|un|2dx− δ
∫
R3
|un|2dx+ on(1).
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Let δ → 0, we have∫
R3
V (εx)|un|2dx ≥
∫
R3
V∞|un|2dx+ on(1). (3.11)
Then by un ∈Mε, we get
lim
n→∞
∫
R3
f(un)undx+ lim
n→∞
∫
R3
|un|6dx
≥ lim
n→∞
[
‖un‖2V∞ + b
(∫
R3
|∇un|2dx
)2]
. (3.12)
By (f2), there exists tn > 0 such that tnun ∈MV∞ , that is,
t2n‖un‖2V∞ + bt4n
(∫
R3
|∇un|2dx
)2
=
∫
R3
f(tnun)(tnun)dx+ t
6
n
∫
R3
|un|6dx
≥t6n
∫
R3
|un|6dx. (3.13)
By un ∈Mε and (f1), we derive for η = V02 , there exists Cη = CV0
2
such that
‖un‖2ε ≤
V0
2
∫
R3
|un|2dx+
(
CV0
2
+ 1
)∫
R3
|un|6dx
≤1
2
‖un‖2ε +
(
CV0
2
+ 1
)∫
R3
|un|6dx.
If limn→∞
∫
R3
|un|6dx = 0, then ‖un‖2ε → 0, a contradiction with γiε > 0. So
limn→∞
∫
R3
|un|6dx > 0. Together with (3.13), we derive tn is bounded. Assume
tn → t0. We claim t0 ≤ 1. If t0 > 1, without loss of generality, we may assume
tn > 1 for any n ∈ N . So
∫
R3
f(tnun)(tnun)dx > t
4
n
∫
R3
f(un)undx. Together
with (3.13), we have
t40 lim
n→∞
∫
R3
f(un)undx+ t
6
0 lim
n→∞
∫
R3
|un|6dx
≤ t40 lim
n→∞
[
‖un‖2V∞ + b
(∫
R3
|∇un|2dx
)2]
. (3.14)
Combining (3.12), (3.14), t0 > 1 and limn→∞
∫
R3
|un|6dx > 0,
lim
n→∞
∫
R3
f(un)undx+ lim
n→∞
∫
R3
|un|6dx
≥ lim
n→∞
[
‖un‖2V∞ + b
(∫
R3
|∇un|2dx
)2]
≥ lim
n→∞
∫
R3
f(un)undx+ t
2
0 lim
n→∞
∫
R3
|un|6dx
> lim
n→∞
∫
R3
f(un)undx+ lim
n→∞
∫
R3
|un|6dx,
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a contradiction. By un ∈Mε, tnun ∈MV∞ with tn → t0 ≤ 1 and (3.11),
Iε(un) = Iε(un)− 1
4
(I ′ε(un), un)
=
1
4
‖un‖2ε +
∫
R3
(
1
4
f(un)un − F (un)
)
dx+
1
12
∫
R3
|un|6dx
≥ 1
4
t2n‖un‖2V∞ +
∫
R3
(
1
4
f(tnun)(tnun)− F (tnun)
)
dx
+
t6n
12
∫
R3
|un|6dx+ on(1)
= IV∞(tnun)−
1
4
(
I ′V∞(tnun), tnun
)
= IV∞(tnun) + on(1).
So
Iε(un) ≥ IV∞(tnun) + on(1),
(
I ′V∞(tnun), tnun
)
= 0. (3.15)
Moreover, by un ⇀ 0 weakly in Hε and tn → t0 ≤ 1, we get tnun ⇀ 0 weakly
in Hε. Similar to the argument of (3.6) and (3.8), we can derive from (3.15)
that there exists {uˇn} ⊂ H satisfying ‖uˇn − tnun‖V∞ = on(1), IV∞(tnun) =
IV∞(uˇn) + on(1) and I
′
V∞
(uˇn) = on(1). So
γiε = Iε(un) + on(1) ≥ IV∞(uˇn) + on(1), I ′V∞(uˇn) = on(1). (3.16)
Since the embedding Hε →֒ H is continuous, we have tnun ⇀ 0 weakly in H .
Then by ‖uˇn − tnun‖V∞ = on(1), we get uˇn ⇀ 0 weakly in H . By (3.15) and
(f1), for η =
V∞
2 , there exists Cη = CV∞
2
such that
‖tnun‖2V∞ ≤
V∞
2
∫
R3
|tnun|2dx+
(
CV∞
2
+ 1
)∫
R3
|tnun|6dx
≤1
2
‖tnun‖2V∞ +
(
CV∞
2
+ 1
)∫
R3
|tnun|6dx.
Since S
(∫
R3
|tnun|6dx
) 1
3 ≤ ‖tnun‖2V∞ , we get
∫
R3
|tnun|6dx ≥
 S
2
(
C V∞
2
+1
)

3
2
.
Then by ‖uˇn − tnun‖V∞ = on(1), we have
lim
n→∞
∫
R3
|uˇn|6dx ≥
 S
2
(
CV∞
2
+ 1
)

3
2
> 0. (3.17)
The Lions Lemma implies that
∫
R3
|uˇn|tdx → 0 for any t ∈ (2, 6), or there
exists zn ∈ R3 with |zn| → ∞ such that u1n = uˇn(. + zn) ⇀ u1 6= 0 weakly
in H . Thus, if
∫
R3
|uˇn|tdx → 0 for any t ∈ (2, 6), similar to the argument of
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(3.9)-(3.10), we can derive from (3.16)-(3.17) that γiε ≥ cˆ, a contradiction. So
u1n = uˇn(.+ zn) ⇀ u
1 6= 0 weakly in H with |zn| → ∞. By (3.16), we have
γiε ≥ IV∞(u1n) + on(1), I ′V∞(u1n) = on(1).
Since β(tnun) = β(un) ∈ Cil
ε
, by ‖uˇn − tnun‖V∞ → 0, we have β(uˇn) ∈ Cil
ε
for
n large enough. Then by β(u1n) = β(uˇn)− zn, we have
xi − l
ε
− zn < β(u1n) <
xi + l
ε
− zn
for n large enough. Let Aˆ = limn→∞
∫
R3
|∇u1n|2dx. Define the functionals IˆV∞ ,
I˜V∞ on H by
IˆV∞(u) =
1
2
‖u‖2V∞ +
bAˆ
4
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
I˜V∞(u) =
1
2
‖u‖2V∞ +
bAˆ
2
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx.
Then
|β(u1n)| → ∞, γiε ≥ IˆV∞(u1n) + on(1), I˜ ′V∞(u1n) = on(1). (3.18)
Since u1n ⇀ u
1 6= 0 weakly in H , by Lemma 2.5, we have
IˆV∞(u
1) ≥ mV∞ , I˜ ′V∞(u1) = 0.
Set vn = u
1
n − u1. By Lemma 1.3 in [9],∫
R3
F (u1n)dx −
∫
R3
F (u1)dx =
∫
R3
F (vn)dx+ on(1). (3.19)
The Brezis-Lieb Lemma in [35] implies that∫
R3
|u1n|6dx−
∫
R3
|u1|6dx =
∫
R3
|vn|6dx+ on(1). (3.20)
Together with (3.18), we get γiε ≥ IˆV∞(vn) + IˆV∞(u1) + on(1). On the other
hand, by Lemma 8.9 in [35], we know for any ϕ ∈ H ,∣∣∣∣∫
R3
[
(u1n)
5 − (u1)5 − (vn)5
]
ϕdx
∣∣∣∣ = on(1)‖ϕ‖V∞ . (3.21)
Similar to Lemma 8.1 in [35], we obtain that for any ϕ ∈ H ,∣∣∣∣∫
R3
[
f(u1n)− f(u1)− f(vn)
]
ϕdx
∣∣∣∣ = on(1)‖ϕ‖V∞ . (3.22)
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Together with I˜ ′V∞(u
1
n)→ 0 and I˜ ′V∞(u1) = 0, we get I˜ ′V∞(vn)→ 0. Thus,
γiε ≥ IˆV∞(vn) + IˆV∞(u1) + on(1), I˜ ′V∞(vn) = on(1). (3.23)
If vn → 0 in H , that is, u1n → u1 in H , by the continuity of β, we have β(u1n)→
β(u1), a contradiction with |β(u1n)| → ∞. So vn converges weakly(not strongly)
to 0 in H . The Lions Lemma implies that
∫
R3
|vn|tdx→ 0 for any t ∈ (2, 6), or
there exists z1n ∈ R3 with |z1n| → ∞ such that v1n = vn(.+ z1n)⇀ v1 6= 0 weakly
in H . If
∫
R3
|vn|tdx→ 0 for any t ∈ (2, 6), by (3.23),
lim
n→∞
IˆV∞(vn) =
1
2
‖vn‖2V∞ +
bAˆ
4
∫
R3
|∇vn|2dx− 1
6
∫
R3
|vn|6dx+ on(1),
‖vn‖2V∞ + bAˆ
∫
R3
|∇vn|2dx −
∫
R3
|vn|6dx = on(1). (3.24)
By Aˆ = limn→∞
∫
R3
|∇u1n|2dx and vn = u1n − u1 ⇀ 0 weakly in H , we derive
Aˆ ≥ limn→∞
∫
R3
|∇vn|2dx. Thus,
lim
n→∞
IˆV∞(vn) ≥
a
3
lim
n→∞
∫
R3
|∇vn|2dx+ b
12
(
lim
n→∞
∫
R3
|∇vn|2dx
)2
,
a lim
n→∞
∫
R3
|∇vn|2dx+ b
(
lim
n→∞
∫
R3
|∇vn|2dx
)2
≤ lim
n→∞
∫
R3
|vn|6dx. (3.25)
If limn→∞
∫
R3
|∇vn|2dx = 0, by the Sobolev embedding theorem, we have
limn→∞
∫
R3
|vn|6dx = 0. Then by (3.24), we get ‖vn‖V∞ → 0, a contradiction
with vn converges weakly(not strongly) to 0 in H . So limn→∞
∫
R3
|∇vn|2dx > 0.
By (3.25) and
∫
R3
|vn|6dx ≤ (
∫
R3
|∇vn|2dx)3
S3
, we derive limn→∞
∫
R3
|∇vn|2dx ≥
bS3+
√
(bS3)2+4aS3
2 . So limn→∞ IˆV∞(vn) ≥ cˆ. Recall that IˆV∞(u1) ≥ mV∞ . Then
by (3.23), we get γiε > cˆ, a contradiction. So v
1
n = vn(. + z
1
n) ⇀ v
1 6= 0 weakly
in H with |z1n| → ∞. By (3.23), we have
γiε ≥ IˆV∞(v1n) + IˆV∞(u1) + on(1), I˜ ′V∞(v1n) = on(1). (3.26)
Since Aˆ ≥ limn→∞
∫
R3
|∇vn|2dx = limn→∞
∫
R3
|∇v1n|2dx and v1n ⇀ v1 6= 0
weakly in H , by (3.26) and Lemma 2.5, we derive limn→∞ IˆV∞(v
1
n) ≥ mV∞ .
Together with IˆV∞(u
1) ≥ mV∞ , we get γiε ≥ 2mV∞ ≥ 2mV0 , a contradiction. So
un ⇀ u 6= 0 weakly in Hε.
Let A˜ = limn→∞
∫
R3
|∇un|2dx. Define the functionals Iˆε, I˜ε on Hε by
Iˆε(u) =
1
2
‖u‖2ε +
bA˜
4
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
I˜ε(u) =
1
2
‖u‖2ε +
bA˜
2
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx.
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By Iε(un) → γiε and I ′ε(un) → 0, we have Iˆε(un) → γiε and I˜ ′ε(un) → 0. Since
un ⇀ u 6= 0 weakly in Hε, similar to Lemma 2.5, we get Iˆε(u) ≥ mε and
I˜ ′ε(u) = 0. Let u˜n = un − u. Similar to (3.18)-(3.23), we can derive from
Iε(un)→ γiε and I ′ε(un)→ 0 that
γiε = Iˆε(u˜n) + Iˆε(u) + on(1), I˜
′
ε(u˜n) = on(1). (3.27)
We claim u˜n → 0 in Hε. Otherwise, u˜n converges weakly(not strongly) to 0 in
Hε. Define the functionals I´V∞ , I`V∞ on H by
I´V∞(u) =
1
2
‖u‖2V∞ +
bA˜
4
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx,
I`V∞(u) =
1
2
‖u‖2V∞ +
bA˜
2
∫
R3
|∇u|2dx−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx.
Similar to (3.15), we can derive from (3.27) that there exists tˆn > 0 satisfying
t˜n → t˜ ≤ 1 and
Iˆε(u˜n) ≥ I´V∞(t˜nu˜n) + on(1),
(
I` ′V∞(t˜nu˜n), t˜nu˜n
)
= 0.
Then similar to (3.6) and (3.8), we obtain that there exists {u´n} ⊂ H such that
‖u´n − t˜nu˜n‖V∞ = on(1), I´V∞(t˜nu˜n) = I´V∞(u´n) + on(1) and I` ′V∞(u´n) = on(1).
So u´n ⇀ 0 weakly in H and
γiε = Iˆε(u˜n) + Iˆε(u) + on(1) ≥ I´V∞(u´n) + Iˆε(u) + on(1), I` ′V∞(u´n) = on(1).
(3.28)
The Lions Lemma implies that
∫
R3
|u´n|tdx → 0 for any t ∈ (2, 6), or there
exists z´n ∈ R3 with |z´n| → ∞ such that u´1n = u´n(. + z´n) ⇀ u´1 6= 0 weakly
in H . If
∫
R3
|u´n|tdx → 0 for any t ∈ (2, 6), similar to (3.24)-(3.25), we can
derive from (3.28) that limn→∞ I´V∞(u´n) ≥ cˆ. So γiε > cˆ, a contradiction. Then
u´1n = u´n(.+ z´n) ⇀ u´
1 6= 0 weakly in H with |z´n| → ∞. By (3.28),
γiε ≥ I´V∞(u´1n) + Iˆε(u) + on(1), I` ′V∞(u´1n) = on(1). (3.29)
Since A˜ = limn→∞
∫
R3
|∇un|2dx and u˜n = un − u ⇀ 0 weakly in Hε, we
have A˜ ≥ limn→∞
∫
R3
|∇u˜n|2dx. Together with t˜n → t˜ ≤ 1, we get A˜ ≥
limn→∞
∫
R3
|∇(tnu˜n)|2dx. Then by ‖u´n − t˜nu˜n‖V∞ → 0, we obtain that
A˜ ≥ lim
n→∞
∫
R3
|∇u´n|2dx = lim
n→∞
∫
R3
|∇u´1n|2dx.
Since u´1n ⇀ u´
1 6= 0 weakly in H , by Lemma 2.5, we derive from (3.29) that
limn→∞ I´V∞(u´
1
n) ≥ mV∞ ≥ mV0 . Together with Iˆε(u) ≥ mε ≥ mV0 , we get
γiε ≥ 2mV0 , a contradiction. So un → u in Hε.
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Lemma 3.6. Problem (2.1) admits at least k different solutions for ε ∈ (0, ε˜).
Proof. By Lemma 3.4, for any fixed i = 1, 2, . . . k, there exists {un} ⊂ N iε
satisfying Iε(un) → γiε and I ′ε(un) → 0. Then by Lemma 3.5, uin → ui in Hε.
So ui ∈ N iε ∪ ∂N iε, Iε(ui) = γiε and I ′ε(ui) = 0. Since γiε < γ˜iε, we get ui ∈ N iε.
By Cil
ε
, i = 1, 2, . . . k are disjoint and β(ui) ∈ Cil
ε
, we obtain that ui, i = 1,
2, . . . k are different. Obviously, ui is non-negative. The maximum principle
implies that ui is positive. So (2.1) admits at least k different positive solutions.
4 Concentration of solutions of (1.1)
Let uiε(x), i = 1, 2, . . . k be solutions of (2.1). Then u
i
ε ∈ N iε, Iε(uiε) = γiε and
I ′ε(u
i
ε) = 0. Now we study the concentration of u
i
ε as ε→ 0.
Lemma 4.1. Fix i = 1, 2, . . .k. Then there exist ε0 ∈ (0, ε˜), {xiε} ⊂ R3,
R0 > 0 and γ0 > 0 such that
∫
BR0 (x
i
ε)
|uiε|2dx ≥ γ0 for ε ∈ (0, ε0).
Proof. Otherwise, there exists a sequence εn ↓ 0 such that
lim
n→∞
sup
x∈R3
∫
BR(x)
|uiεn |2dx = 0
for any R > 0. By the Lions Lemma, we get
∫
R3
|uiεn |tdx→ 0 for any t ∈ (2, 6).
Then by (f1), we derive
∫
R3
F (uiεn)dx → 0 and
∫
R3
f(uiεn)u
i
εn
dx → 0. Since
γiεn → mV0 , by Iεn(uiεn) = γiεn and I ′εn(uiεn) = 0, we have
mV0 + on(1) =
1
2
‖uiεn‖2εn +
b
4
(∫
R3
|∇uiεn |2dx
)2
− 1
6
∫
R3
|uiεn |6dx,
‖uiεn‖2εn + b
(∫
R3
|∇uiεn |2dx
)2
−
∫
R3
|uiεn |6dx = on(1).
So
mV0 ≥
a
3
∫
R3
|∇uiεn |2dx+
b
12
(∫
R3
|∇uiεn |2dx
)2
+ on(1),
a
∫
R3
|∇uiεn |2dx+ b
(∫
R3
|∇uiεn |2dx
)2
≤
∫
R3
|uiεn |6dx+ on(1).
Similar to the argument of (3.9)-(3.10), we can derive mV0 ≥ cˆ, a contradiction
with Lemma 2.2.
Lemma 4.2. εxiε is bounded in R
3, i = 1, 2, . . .k.
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Proof. Fix i = 1, 2, . . . k. Assume to the contrary that there exists a sequence
εn ↓ 0 such that εnxiεn → ∞. By Iεn(uiεn) = γiεn → mV0 and I ′εn(uiεn) =
0, we have mV0 + on(1) = Iεn(u
i
εn
) − 14
(
I ′εn(u
i
εn
), uiεn
) ≥ 14‖uiεn‖2εn . Then
‖uiεn‖εn is bounded. Since the embedding Hεn →֒ H is continuous, we know
{uiεn} is bounded in H . Set viεn = uiεn(. + xiεn). Then by Lemma 4.1, we get∫
BR0(0)
|viεn |2dx ≥ γ0. So viεn ⇀ vi 6= 0 weakly in H . Set
Liε(u) =
1
2
∫
R3
(
a|∇u|2 + V (εx+ εxiε)|u|2
)
dx+
b
4
(∫
R3
|∇u|2dx
)2
−
∫
R3
F (u)dx− 1
6
∫
R3
|u|6dx, u ∈ Hε.
By Iεn(u
i
εn
)→ mV0 and I ′εn(uiεn) = 0, we have Lεn(viεn)→ mV0 and L′εn(viεn) =
0. By
(
L′εn(v
i
εn
), vi
)
= 0, we get∫
R3
(
a∇viεn∇vi + V (εnx+ εnxiεn)viεnvi
)
dx+ b
∫
R3
|∇viεn |2dx
∫
R3
∇viεn∇vidx
=
∫
R3
f(viεn)v
idx+
∫
R3
(viεn)
5vidx.
Since vi is non-negative, by εnx
i
εn
→ ∞, viεn ⇀ vi weakly in H and Fatou’s
Lemma, we derive
‖vi‖2V∞ + b
(∫
R3
|∇vi|2dx
)2
≤
∫
R3
f(vi)vidx+
∫
R3
|vi|6dx. (4.1)
By (f2), there exists a unique t
i > 0 such that tivi ∈ M∞. Similar to the
argument of (2.9), we get ti ≤ 1. By Lεn(viεn)→ mV0 and L′εn(viεn)→ 0,
mV0 =Lεn(v
i
εn
)− 1
4
(
L′εn(v
i
εn
), viεn
)
+ on(1)
=
1
4
∫
R3
(
a|∇viεn |2 + V (εnx+ εnxiεn)|viεn |2
)
dx
+
∫
R3
(
1
4
f(viεn)v
i
εn
− F (viεn)
)
dx+
1
12
∫
R3
|viεn |6dx+ on(1). (4.2)
Then by Fatou’s Lemma and tivi ∈M∞ with ti ≤ 1,
mV0 ≥
1
4
‖vi‖2V∞ +
∫
R3
(
1
4
f(vi)vi − F (vi)
)
dx+
1
12
∫
R3
|vi|6dx
≥1
4
‖tivi‖2V∞ +
∫
R3
(
1
4
f(tivi)tivi − F (tivi)
)
dx+
1
12
∫
R3
|tivi|6dx
=IV∞(t
ivi)− 1
4
(
I ′V∞(t
ivi), tivi
)
= IV∞(t
ivi) ≥ mV∞ ≥ mV0 ,
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from which we derive ti = 1 and V∞ = V0. By (4.2), we have
mV0 ≥
1
4
‖viεn‖2V0 +
∫
R3
(
1
4
f(viεn)v
i
εn
− F (viεn)
)
dx+
1
12
∫
R3
|viεn |6dx+ on(1).
(4.3)
Then by Fatou’s Lemma, ti = 1 and V∞ = V0,
mV0 ≥
1
4
‖vi‖2V0 +
∫
R3
(
1
4
f(vi)vi − F (vi)
)
dx+
1
12
∫
R3
|vi|6dx
=IV∞(t
ivi)− 1
4
(
I ′V∞(t
ivi), tivi
)
= IV∞(t
ivi) ≥ mV∞ = mV0 . (4.4)
Combining (4.3)-(4.4), we derive viεn → vi in H . By the continuity of β, we
have β(viεn)→ β(vi). On the other hand, by uiεn ∈ N iεn , we have β(uiεn) ∈ Cil
εn
,
that is, x
i−l
εn
< β(uiεn) <
xi+l
εn
. Since β(viεn) = β(u
i
εn
)− xiεn , we get
xi − l − εnxiεn
εn
< β(viεn) <
xi + l − εnxiεn
εn
,
from which we derive |β(viεn )| → ∞, a contradiction with β(viεn) → β(vi). So
εxiε is bounded in R
3.
Lemma 4.3. εxiε → xi as ε→ 0, i = 1, 2, . . .k.
Proof. Fix i = 1, 2, . . . k. Since εxiε is bounded in R
3, we can assume εxiε → xi0
as ε → 0. Note that Iε(uiε) = γiε → mV0 and I ′ε(uiε) = 0. Set viε = uiε(. + xiε).
By Lemma 4.1, we have viε ⇀ v
i 6= 0 weakly in H . Since εxiε → xi0 as ε → 0,
similar to the argument of Lemma 4.2, we derive there exists ti ≤ 1 such that
tivi ∈MV (xi
0
). By Iε(u
i
ε)→ mV0 and I ′ε(uiε) = 0,
mV0 =Iε(v
i
ε)−
1
4
(
I ′ε(v
i
ε), v
i
ε
)
+ oε(1)
=
1
4
∫
R3
(
a|∇viε|2 + V (εx+ εxiε)|viε|2
)
dx+
∫
R3
(
1
4
f(viε)v
i
ε − F (viε)
)
dx
+
1
12
∫
R3
|viε|6dx+ oε(1). (4.5)
Using Fatou’s Lemma,
mV0 ≥
1
4
∫
R3
(
a|∇vi|2 + V (xi0)|vi|2
)
dx+
∫
R3
(
1
4
f(vi)vi − F (vi)
)
dx
+
1
12
∫
R3
|vi|6dx
≥ IV (xi
0
)(t
ivi)− 1
4
(
I ′V (xi
0
)(t
ivi), tivi
)
= IV (xi
0
)(t
ivi) ≥ mV (xi
0
) ≥ mV0 ,
(4.6)
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in view of tivi ∈MV (xi
0
) with t
i ≤ 1. Then ti = 1 and V (xi0) = V0. By (4.5),
mV0 ≥
1
4
‖viε‖2V0 +
∫
R3
(
1
4
f(viε)v
i
ε − F (viε)
)
dx+
1
12
∫
R3
|viε|6dx+ oε(1).
So by Fatou’s Lemma,
mV0 ≥
1
4
‖vi‖2V0 +
∫
R3
(
1
4
f(vi)vi − F (vi)
)
dx+
1
12
∫
R3
|vi|6dx
= IV (xi
0
)(t
ivi)− 1
4
(
I ′V (xi
0
)(t
ivi), tivi
)
= IV (xi
0
)(t
ivi) ≥ mV (xi
0
) = mV0 ,
from which we derive viε → vi in H . By the continuity of β, we get β(viε) →
β(vi). Together with β(viε) = β(u
i
ε) − xiε and β(uiε) ∈ Cil
ε
, we get εxiε ∈ Cil for
ε > 0 small. Then by V (εxiε) → V (xi0) = V0 as ε → 0, we derive εxiε → xi as
ε→ 0.
Lemma 4.4. Fix i = 1, 2, . . .k. Then uiε possesses a maximum y
i
ε ∈ R3
satisfying V (εyiε)→ V (xi) as ε→ 0. Moreover, there exist Ci0, ci0 > 0 such that
uiε(x) ≤ Ci0 exp
(−ci0|x− yiε|)
for ε ∈ (0, ε0) and x ∈ R3.
Proof. Let viε = u
i
ε(.+ x
i
ε). Then v
i
ε is the solution of
−
(
a+ b
∫
R3
|∇viε|2dx
)
∆viε + V (εx+ εx
i
ε)v
i
ε = f(v
i
ε) + (v
i
ε)
5 in R3. (4.7)
Moreover, by the argument of Lemma 4.3, we know viε → vi 6= 0 in H and
εxiε → xi as ε → 0. Since viε → vi in H , similar to the argument of Lemma
4.5 in [17], we can derive viε ∈ L∞(R3) and there exists C > 0 independent of
ε ∈ (0, ε0) such that ‖viε‖∞ ≤ C. Moreover, lim|x|→∞ viε(x) = 0 uniformly for
ε ∈ (0, ε0). Then by the elliptic estimate, there exist C˜i0, ci0 > 0 such that
viε(x) ≤ C˜i0 exp
(−ci0|x|)
uniformly for ε ∈ (0, ε0). Since the proof is standard, we omit it here. Now
we claim there exists ̺ > 0 such that ‖viε‖∞ ≥ ̺ uniformly for ε ∈ (0, ε0).
Otherwise, we have ‖viε‖∞ → 0 as ε → 0. By (4.7) and V (εx + εxiε) ≥ V0, we
get
‖viε‖2V0 ≤
∫
R3
(
f(viε)v
i
ε + |viε|6
)
dx.
From (f1), we have |f(viε)viε|+|viε|6 ≤ V02 |viε|2+CV0
2
|viε|6, where CV0
2
is a positive
constant. Then
‖viε‖2V0 ≤ 2CV0
2
∫
R3
|viε|6dx ≤ 2CV0
2
‖viε‖4∞
∫
R3
|viε|2dx→ 0
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as ε→ 0, a contradiction with viε → vi 6= 0 in H .
Let ziε ∈ R3 be a maximum of viε, we have ‖viε(ziε)‖∞ ≥ ̺. Then by
lim|x|→∞ viε(x) = 0 uniformly for ε, we derive there exists M
i
0 > 0 indepen-
dent of ε such that |ziε| ≤M i0. Since ziε is a maximum of viε, by viε = uiε(.+ xiε),
we know xiε + z
i
ε is a maximum of u
i
ε. Let y
i
ε = x
i
ε + z
i
ε. Then by εx
i
ε → xi
and |ziε| ≤ M i0, we have εyiε → xi. Moreover, by viε(x) ≤ C˜i0 exp
(−ci0|x|) and
|ziε| ≤M i0, we derive
uiε(x) = v
i
ε(.− xiε) ≤ C˜i0 exp
(−ci0|x− xiε|) =C˜i0 exp (−ci0|x− yiε + ziε|)
≤Ci0 exp
(−ci0|x− yiε|) .
Proof of Theorem 1.1 By Lemmas 3.6 and 4.4, we know (2.1) admits at least
k different positive solutions uiε, i = 1, 2, . . . k. Moreover, there exist C
i
0, c
i
0 > 0
such that
uiε(x) ≤ Ci0 exp
(−ci0|x− yiε|)
for ε ∈ (0, ε0) and x ∈ R3. Let viε = uiε( .ε ) and ziε = εyiε. Then viε is the positive
solution of (1.1) and Theorem 1.1 is proved. 
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