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vAbstract
In real-life classification problems, prior information about the problem and expert knowl-
edge about the domain are often used to obtain reliable and consistent solutions. This is es-
pecially true in fields where the data is ambiguous, such as text, in which the same words
can be used in seemingly similar texts but have a different meaning. Many of the proposed
approaches rely on the bag-of-words representation, which loses the information about the
structure of the text. In this thesis, a literature review of related works in text classification
is provided which includes an overview of text classification methods. In addition, detailed
review of related works of two text classification domains; search engines and question an-
swering systems. The core contribution is divided into three main parts. The first contribution
is the Customizable Grammar Framework for user-intent text classification (CGF) which em-
ploys a formal grammar approach and exploits domain-related information in a new way to
represent text as a series of syntactic categories forming syntactic patterns. In addition, the
proposed framework has been applied to different domains which resulted in the second and
third contribution. The second contribution is the Grammar-Based Framework for Query
Classification (GQC) which helped in the improvement of query identification and classifica-
tion. The third contribution is the Grammar-Based Framework for Question Categorization
and Classification (GQCC) which helped in the enhancement of question identification and
classification. In addition, using different machine learning algorithms the overall results
show that the proposed approach outperforms previous ones in terms of classification per-
formance for query and question classifications. Finally, comparison of the classification
performance with the state-of-the-art approaches has been conducted, results validate that the
proposed approach improves the classification accuracy and the identification of the different
types of queries and questions.
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1CHAPTER 1
Introducࢢon
With the increasing size and diversity of online data, the field of Information Retrieval
(IR) is continually evolving. The process of searching and obtaining information relevant to
the information needed is increasingly challenging in terms of processing and analyzing it.
A user’s need, which can initially be vague, is expressed in the form of a request; this
request could be any kind of information. This information takes the form of a digital text and
could be website articles, research papers and blog entries. The challenge is to provide a good
match between the user’s given information (e.g. text) and the user’s need in order to ensure
that the retrieved information is relevant. As a result, many approaches from different IR
applications have become very important such as web search engines and question answering
systems. These applications enabled users to interactively search for relevant information.
For example, web search engines which are the most popular information retrieval appli-
cations such as Google and Yahoo! became an integral part of people’s lives but despite the
fact that they try to improve the user experience and the technology used in finding relevant
results, the results returned by search engines are still overwhelming to most users.
Another example of a popular information retrieval application is question answering sys-
tems such as answers.com, the usage of question answering systems is increasing daily as
people constantly use them in order to find the right answer for different kinds of informa-
tion. However, similar to search engines the results returned could be overwhelming to most
users. Results are highly sensitive to vocabulary, due to the difficulty in understanding the
contextual meaning of the terms. Cases of polysemy like (”Apple” as a fruit vs. ”Apple” as
a company) and cases of synonymy like (”movies” and ”films”) could lead to ambiguity and
retrieval of irrelevant information.
The main challenge facing the improvement of such results is the difficulty of classifying
and determining the user’s intent. One major task in the improvement of such results is iden-
tifying the intent and the accurate classification; therefore, the analysis of data contained in a
text is one important step through the process of structuring the input text, using techniques
such as parsing, tagging and linguistic features.
The following sections are organized as follow: section 1.1 presents the thesis motivation,
section 1.2 describes in detail the aim and objectives, and Section 1.3 provides an overview
of the thesis.
1.1 Moࢢvaࢢon
In real-life classification problems, some prior information about the structure of the prob-
lem are known in advance, such as the relation between some attributes or the patterns that are
likely to appear in certain instances. Moreover, the features extracted from many real-world
problems are not completely independent and the meaning of each feature may be influenced
by other attributes and/or the position of the attribute in the instance. This is especially true
in fields where the data is ambiguous, such as text, in which the same words can be used
in seemingly similar texts, but have different meaning; in addition to words in the text, the
syntax plays an important role in defining the meaning of the text.
Nevertheless, the performance of text classifiers highly depends on the problem domain,
as it is unlikely to find a single classifier that outperforms all other classifiers on all domains,
leading to approaches that take domain information into account. In order to achieve highly
accurate classification models, the development of configurable classifiers, that could be cus-
tomized to a given domain is crucial.
Most information retrieval solutions are based on bag-of-words and dictionaries/lexicons
representation which looses the information about the structure of the text. A limitation of
these approaches is that the meaning of words or groups of words (called terms) which could
be one or more words is ambiguous. For example, ”Order Danielle Steel books” and ”Danielle
Steel books order” consist of very similar terms but reflect different intentions, the intent of
the first example is to buy Danielle Steel books, while the intent of the second example is find
information on Danielle Steel books.
One of the most researched areas within text classification is query classification, which
has emerged as an area of research aiming to improve the relevance of retrieved information
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by classifying queries according to the users’ needs. While many approaches focused on
identifying the topic (e.g. news, sports, hotels) the user was interested in, other approaches
focused on user intent, i.e. the purpose of the search.
Another popular researched areas within text classification is question classification,
which similar to query classification it’s an area of research aiming to improve the relevance
of retrieved information/answers by classifying questions according to the users’ needs. Al-
though many approaches focused on user intent, i.e. the type of the question, there are other
approaches that focused on identifying the question topic (e.g. celebrity, sports, pets).
To address the limitation of these domains and classification tasks, a classification frame-
work that aims to focus on user-intent text classification is proposed. The following section
outlines in detail the aim and objectives of the thesis and how they will be addressed.
1.2 Aim and Objecࢢves
To address the limitation of word/term-based approaches that typically ignore the order
and relations between terms within a piece of text, a framework was proposed for the clas-
sification that exploits the structure of the text, thus preserving both order and term relations
in which the proposed approach addresses one of the major issues in text representation, i.e.
large sparse datasets, by requiring a significantly smaller number of features. Furthermore,
the use of formal grammatical rules as a method was investigated to capture domain specific
information and the structure of the text by transforming the text into a new representation
of syntactic categories and patterns. In addition, assess the influence of using the structure
of a text and the domain-specific syntactic categories on the classification performance. To
achieve this aim, the following objectives are defined:
1) Identify the state-of-the-art methods and research gaps in the area of text classification.
2) Design a framework for general user-intent text classification.
3) Apply the proposed framework on different domains and classification tasks.
4) Evaluate the impact of using different levels of detail of syntactic categories and
domain-specific information on the classification performance and compare the classi-
fication performance of different machine learning algorithms.
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5) Evaluate the classification performance in comparison with state-of-the-art approaches.
By addressing the above objectives, the thesis makes the following contributions:
A Customizable Grammar-Based Framework (CGF) for user intent text classification is
proposed in chapter 3 to address the limitations of general approaches in text classification
and incorporate domain-related information without increasing the complexity of the textual
representation and computation, as well as take into account the structure of the text. CGF has
the following novel features: (a) the text is represented as a syntactic pattern, i.e. each term
is replaced by its corresponding syntactic category and all syntactic categories in the piece
of text form the syntactic pattern; (b) the syntactic categories used are not just the standard
English ones, but also domain-specific syntactic categories; (c) a formal grammar approach is
used to transform a piece of text into a syntactic pattern. Machine learning is applied on this
transformed data to obtain models for automatic classification. In addition, grammatical rules
and patterns were created which helped in improving terms ambiguity and the identification
of different terms. A detailed explanation of these rules and patterns is provided in chapter 3.
Furthermore, a syntax based parsing and tagging is developed for the objective of assigning
not just Part-of-Speech (PoS) tags but also domain specific ones to help in the categorization
and classification of text in different domains. The parsing and tagging approach is presented
in chapter 3.
Moreover, the framework is applied to query classification and question classification
problems, in which A Grammar Based Framework for Query Classification (GQC) was
adapted from CGF. GQC is created and modified in a way that helped to improve query
identification and classification. A full description of this framework is provided in chapter
4. In addition, A Grammar Based Framework for Question Categorization and Classifica-
tion (GQCC) is introduced which was also adapted from CGF and adjusted in a way that
helped in the enhancement of question identification, categorization and classification. A full
description of this framework is provided in chapter 5.
1.3 Thesis Overview
The rest of the thesis is organized as follows: Chapter 2 presents an overview of related
work, highlighting the different methods and approaches that have been used in text classifi-
cation in general, and web search query classification and question classification in particular.
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Chapter 3 introduces the customizable grammar-based framework for user intent text classifi-
cation which address the limitations of general approaches in text classification by exploiting
domain-related information and present the text as a series of syntactic categories forming
syntactic patterns. In Chapter 4, the grammar-based framework for query classification is
discussed which helped in the identification of different query types based on the identified
syntactic categories and the formal grammar. Following this, the grammar-based framework
for question categorization and classification is presented in Chapter 5, by creating domain
specific grammatical rules and patterns for each type of question. Last, conclusions drawn
from the work along with directions for future work are presented in Chapter 6.
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6CHAPTER 2
Literature Review
In order to identify the user-intent behind any search whether it is a general query or a
question, one of the objectives is to understand the meaning behind the search. This chap-
ter represents the research efforts made towards that objective. First, a literature review of
related works in text classification is presented in Section 2.1 in which an overview of text
classification methods and techniques is outlined such as features and machine learning based
approaches. Following that, Section 2.2 describes text parsing and tagging approaches and
the role it plays as one of the fundamental phases in text processing. Sections 2.3 presents one
of the classification tasks that is presented in this thesis which is query classification, in which
the different categories that helped in the analysis and understanding of search engine user
intent is outlined, in addition to the different methods and approaches that have been proposed
in order to improve the understanding and classification of users’ search queries. Sections 2.4
presents the second classification task that is presented in this thesis which is question clas-
sification. This section outlines the different categories of questions that have been proposed
and the different methods and approaches that have been used in order to improve the under-
standing and classification of users’ questions. Finally, Section 2.5 summarizes the chapter
and presents a discussion of the main observations drawn from previous work that motivated
the grammar-based approach proposed in this thesis for user-intent text classification.
2.1 Text Classiﬁcaࢢon
Text classification which could be defined as the task of labeling natural language texts
with thematic categories from a predefined set [124], is an important task in Natural Language
Processing with many applications, such as web search (e.g. [47], [150], [43]), question-
answering (e.g. [159], [41], [74]), sentiment analysis (e.g. [1], [135], [32], [152]). However,
traditional text classifiers often rely on many human-designed features, such as dictionaries,
knowledge bases and special tree kernels rather than the relations between the entities, as well
as the types of the entities and relations which carry much more information to represent the
texts [147].
The selection of distinctive features is essential for text classification [143] [142]. A key
problem in text classification is feature representation, which is commonly based on the bag-
of-words (BoW) model, where uni-grams, bi-grams, n-grams or some exquisitely designed
patterns are typically extracted as features [62].
2.1.1 Text Classiﬁcaࢢon Methods and Techniques
In the following sub-sections, a detailed review on text classification is presented and the
different types of methods and techniques.
2.1.1.1 Features and Machine Learning-Based Approaches
Many different machine learning approaches have been used to classify natural language
sentences and words; recurrent neural networks is one of the approaches that have been used
by many researches. In [63] and [117] a Recurrent Neural Networks (RNN) were used to clas-
sify natural language sentences as grammatical or ungrammatical. In [117] encoded natural
language sentences were used as examples to train a recurrent neural network; this encoding
was based on the linguistic theory of Government and Binding [20]. Authors in [63] also
examined the use of various recurrent neural network architectures like FGS, N&P, Elman,
and W&Z to train a network for classification.
Authors in [62] introduced a recurrent convolutional neural network for text classifica-
tion without human-designed features. A recurrent structure is applied to capture contextual
information when learning word representations. A max-pooling layer were also employed
that automatically judges which words play key roles in text classification to capture the key
components in texts.
Furthermore, [148] proposed a method to model short texts based on semantic clustering
and convolutional neural network. First semantic cliques are discover in embedding spaces
by a fast clustering algorithm. Then, multi-scale semantic units are detected under the super-
vision of semantic cliques, which introduce useful external knowledge for short texts. These
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meaningful semantic units are combined and fed into the convolutional layer, followed by
max-pooling operation. Experimental results were conducted on two open benchmarks. The
results validated the effectiveness of this method.
Works in [22] presented a new architecture Deep Convolutional Neural Networks (VD-
CNN) for text processing which operates directly at the character level and uses only small
convolutions and pooling operations. This architecture has been evaluated on eight freely
available large-scale data sets and the performance of this model increases with the depth
using up to 29 convolutional layers. Experiments showed an improvement over the state-of-
the-art on several public text classification tasks.
According to [76] most previous neural network based methods are learnt based on single-
task supervised objectives, which often suffer from insufficient training data. To jointly learn
across multiple related tasks based on recurrent neural network a multi-task learning frame-
work was used. Moreover, a three RNN based architectures were used to model text sequence
with multi-task learning of sharing information to model text with task-specific and shared
layers in which the entire network is trained jointly on all these tasks.
Other researches used machine learning algorithms such as K-Nearest Neighbour as a
mean of classification, in addition to feature selection. Authors in [5] stated that automatic
feature selection methods are extremely important to handle the high dimensionality of data
for effective text classification, so a new supervised feature selection approach was proposed
to improve the performance of text classification which develops a similarity between a term
and a class.
Works in [104] proposed a mining model consists of sentence, document and corpus-
based concept-analysis. The term that contributes to the sentence semantics was analyzed on
the sentence, document, and corpus levels rather than the traditional analysis of the document
only. After extracting feature vector for each new document, feature selection was performed.
It is then followed by K-Nearest Neighbour classification.
While in [75] a method was proposed that combined clustering and feature selection to
labels set of representative words for each class then uses these words to extract a set of
documents for each class from a set of unlabelled documents to form the initial training set.
Expectation–Maximization (EM) algorithm is applied to build the classifier. This technique
can effectively rank the words in the unlabelled set according to their importance and the user
then selects/labels some words from the ranked list for each class.
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Furthermore, authors in [157] stated that sparse, imbalance, and noise are some of the
limitations that Conventional k-nearest Neighbor (KNN) classification approaches have when
dealing with some special datasets. They designed RS-HBKNN classifier in order to improve
the performance of hybrid KNN (HBKNN). In [149] authors implemented a text classification
system based on mutual information and K-nearest neighbour algorithm and support vector
machine.
Naive Bayes has also been used to automatically classify text but according to the authors
in [55] while naive Bayes is effective in various data mining tasks, it shows a disappointing
result in the automatic text classification problem. They stated that naive Bayes for the nat-
ural language text, has a serious problem in the parameter estimation process, which causes
poor results in the text classification domain. Two empirical heuristics were proposed; per-
document text normalization and feature weighting method. The proposed naive Bayes text
classifier performed very well in the standard benchmark collections, competing with state-
of-the-art text classifiers based on a highly complex learning method such as SVM.
In [81] authors proposed a method based on WordNet thesaurus and Latent Semantic In-
dexing (LSI) model to realize Naive Bayes text classification and simple vector distance text
classification. According to them incorporating linguistic knowledge into the text represen-
tation can lead to improvements in classification accuracy.
Authors in [38] introduced a learning algorithm to classify documents from fully un-
labeled documents based on the combination of a Naive Bayes classifier and expectation-
maximization using class associated words; to set classification constraints class associated
words are used during the learning process to classify documents into equivalent class labels
and improve the classification accuracy. Finally, works in [33] designed a web of Chinese
text categorization system model and system tested based on the Bayes theory.
2.1.1.2 Other Text Classiﬁcaࢢon Approaches
Some other approaches have been used for classification like knowledge tree, multilayer
and n-gram. [108] stated that most researchers focus on statistic method like (Rocchio, SVM,
KNN) which is based on Vector Space Model (VSM) representing text, so they introduced a
new method for automatic text classification based on knowledge tree to simulate the process
of human classification and it included background knowledge and classification algorithm.
This algorithm is based on text semantic structure to avoid the disadvantages of SVM. It
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combined text semantic structure and background knowledge to activate relative branches of
knowledge tree and decide which classification it belongs to by reasoning.
A text classification was proposed in [132] which is based on multilayer SVM-NN text
classification and two-level representation model; one is for representing syntactic informa-
tion using tf-idf value and the other is for semantic information usingWikipedia. Furthermore,
a multi-layer text classification framework is designed to make use of the semantic and syn-
tactic information. The proposed framework contains three SVM-NN classifiers in which two
classifiers are applied on syntactic level and semantic level in parallel. The outputs of these
two classifiers were then combined and given as input to the third classifier.
Moreover, [158] introduced a method to discriminatively learn phrase patterns to be used
as features in text classification; they used a recursive algorithm with a mutual information
selection criterion to search for phrase patterns and the upper-bound of the mutual information
is used to terminate the search early; the computation of the upper-bound requires only the
statistics of the prefix pattern. The specific locations of a phrase pattern is automatically
determined when word classes are useful, allowing for variable specificity depending on the
amount of labelled data available.
According to [160] KNN is sensitive to the distance or similarity. A function has been used
in classifying a test instance which can cause low classification accuracy and limit the KNN
classifier’s utilization in text classification in text mining. A mahalanobis distance in text
classification area was introduced; in addition, an algorithm (MDKNN) base on this theory
was proposed.
Finally, authors in [147] proposed a novel text as network classification framework, which
is based on a structured and typed Heterogeneous Information Networks (HINs) representa-
tion of texts, and a meta-path based approach to link texts, this new representation and links
of texts, can be incorporated into kernels. In addition, a SVM classifier was developed us-
ing indefinite kernel matrices based on KnowSim [146], which is a knowledge driven text
similarity measure that could naturally encode the structural information in the text HINs.
Experiments were conducted on two benchmark datasets which showed that the indefinite
HIN-kernel based on weighted meta-paths outperforms the state-of-the-art methods and other
HIN-kernels.
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2.2 Text Parsing and Tagging
Parts-of-Speech (PoS) which could be defined as a category to which a word is assigned in
accordance with its syntactic functions; provides large amounts of information about a word.
It plays an important role in Natural Language Processing (NLP). In English the main parts-
of-speech are noun, pronoun, adjective, determiner, verb, adverb, preposition, conjunction,
and interjection. Knowing whether a word is a noun or a verb helps in identifying other
words in the same sentence e.g. nouns are preceded by determiners and adjectives while
verbs are preceded by nouns. In addition, it helps in identifying the syntactic structure around
the word e.g. nouns are generally part of noun phrases. Furthermore, PoS are useful features
for finding named entities like people or organizations in text and other information extraction
tasks, which makes part-of-speech tagging an important component of syntactic parsing.
PoS parsing and tagging is one of the fundamental phases in text processing. Parsing
has been used as a way to identify the sentence structure by adding mark ups which helps
in organizing a sentence while tagging represent classes and features of terms in which each
word will receive a tag based upon its word class and the feature it holds.
A broad range of PoS parsing and tagging tools and approaches have been developed; most
of these tools and approaches are based on natural language which focus mostly on the devel-
opment of statistical parsers and tagging in which most of them are trained on large annotated
corpora in newswire domain like the Penn Treebank WSJ corpus [83]. According to [136]
some statistical parsers have shown good results on this benchmark but when they are applied
to data from different domain they have demonstrated worse results [118], [28], [114]. Fur-
thermore, parsers and taggers still suffer from the problem of domain adaptation [111], [85],
since most of them are based just on NLP tags which cannot be used in domains such as
search engines, question answering systems and social networks; knowing only the PoS tag
will not assist in identifying and retrieving relevant information since most of these domains
are not based only on PoS grammar. For example, web queries usually do not follow the
formal English grammar like word order, and no labelled syntactic trees for web queries are
available. Moreover, using queries on parsers that are trained on standard treebanks leads to
poor results [133]. Similar to web queries, Twitter poses additional challenges due to the con-
versational nature of the text and the lack of conventional orthography, and the 140-character
limit of each message (“tweet”) [31].
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Recent studies have used different features to assist the parsing and tagging process like
Hidden Markov Models (HMM) [122], [10], [65]; other works like [105] and [136] used
PoS and Lexical Features. In addition, some works used grammar for this process, authors
in [82] proposed a Context-Free Multiset Generating Grammar (CFSG), while [57] proposed
unlexicalized Probabilistic Context-Free Grammar (PCFG) and authors in [126] introduced a
Compositional Vector Grammar (CVG). Furthermore, many previous studies used different
machine learning algorithms. Support Vector Machine (SVM), Neural Networks (NN) and
Maximum Entropy (ME) are the most used algorithms. Combining a classifier with different
features such as semantic, syntactic and lexical improves the parsing and tagging process.
Authors in [29], [30] and [82] used SVM, while [17], [10], [115] and [138] used ME and
[19], [60] and [133] used NN and RNN. Other works like [136] combined both SVM and
NN.
In the following sub-sections, a detailed review on parsing and tagging is presented. In
addition, different methods of parsing are outlined in Section 2.2.1, while previous works on
tagging methods are outlined in Section 2.2.2 .
2.2.1 Parsing
In the following sub-sections, a detailed review on parsing is presented in addition to the
different types of parsers.
2.2.1.1 Grammar-Based Parsers
There are many different parsing methods and models that have been proposed. Some
of these are grammar-based parsers, which focus on a certain type of formal grammar and a
set of production rules. Authors in [6] proposed a general framework for maximum-margin
training of context-free grammars parsers based on structural SVM.
Authors in [126] introduced a Compositional Vector Grammar (CVG), which combines
Probabilistic Context-Free Grammar (PCFG) with the semantic richness of neural word rep-
resentations and compositional phrase vectors. The compositional vectors are learned with
a new syntactically untied recursive neural network. The CVG improves the PCFG of the
Stanford parser by 3.8% to obtain an F1 score of 90.4%. According to the authors, it is fast
to train and implement as an efficient re-ranker. Approximately, it is about 20% faster than
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the current Stanford factored parser. The CVG learns a soft notion of head words and im-
proves performance on the types of ambiguities that require semantic information such as PP
attachments.
In [57] an unlexicalized Probabilistic Context-Free Grammar (PCFG) was proposed, this
grammar make use of a linguistically motivated state splits, which break down false indepen-
dence assumptions latent in a vanilla treebank grammar. This approach achieved an accuracy
of 86.36% which consider better than the early lexicalized PCFG models.
Furthermore, authors in [17] proposed a lexicalized Markov grammar parsing model for
parsing down to Penn tree-bank style parse trees, this approach is based on the Maximum-
Entropy machine learning algorithm which helped in testing and combining many different
conditioning events. Experiments showed that the parser achieved an average precision/recall
of 91.1% on sentences of length < 40 and 89.5% on sentences of length < 100.
2.2.1.2 Dependency-Based Parsers
Many studies are based on the dependency parsing, which is a parser that analyzes the
grammatical structure of a sentence, establishing relationships between ”head” words and
words which modify those heads [19]. Authors in [111] developed distant-supervised al-
gorithms that use dependency grammar. The proposed algorithms do not require manually
parsed queries for training. Instead, millions of (query, page title) pairs from the Community
Question Answering CQA domain were used to train the algorithms. Experimental results
showed that the algorithms outperform other baselines.
In [161] authors developed a graph-based and a transition-based projective dependency
parser using beam-search, using discriminative perceptron training and beam-search decoding
these two parsers were combined into a single system. Experiments showed that the proposed
parsers outperformed the pure graph-based and the pure transition-based parsers. In addition,
these parsers have been tested on the English and Chinese Penn Treebank data, achieving
accuracy of of 92.1% and 86.2%, respectively.
Furthermore, in [59] authors presented a simple semi-supervised method for training de-
pendency parsers. The proposed method focuses on the problem of lexical representation and
uses features that combine word clusters which are derived from a large unannotated corpus.
Using the Penn Treebank and Prague Dependency Treebank, experimental study showed that
the cluster-based features improved the performance across a wide range of conditions, such
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as the case of English unlabelled second-order parsing, in which the baseline accuracy im-
proved from 92.02% to 93.16%, and in the case of Czech unlabelled second-order parsing,
the baseline accuracy improved from 86.13% to 87.13%.
Authors in [24] proposed a system that extract typed dependency parses of English sen-
tences from phrase structure parses. The typed dependencies represents dependencies be-
tween individual words and labels dependencies with grammatical relations, such as sub-
ject or indirect object while phrase structures represents nesting of multi-word constituents.
The system was evaluated on a sample of 10 sentences, achieving an accuracy of 80.3%
per-dependency. While in [105] authors introduced a data-driven based parser generator for
dependency parsing called MaltParser. The proposed parser can be used to create a parser
for a new language given a dependency treebank representing that language in which this
approach allows the user to choose between different parsing algorithms and learning algo-
rithms and to define different feature models such as lexical features, part-of-speech features
and dependency type features. In addition, In [106] using data from ten different languages;
experimental evaluation showed that MaltParser has achieved a good parsing accuracy with-
out language-specific enhancements and with limited amounts of training data.
Some works like [19], [133] and [130] used machine learning algorithms such as Neural
Network (NN) and Recursive Neural Networks (RNN) with their dependency parser. Authors
in [19] combined a dependency parser with neural networks, the proposed approach learns
and uses a small number of dense features. Experimental evaluations showed that when all
words, PoS tags and arc labels are represented as dense vectors, the parser achieved about
2% improvement in unlabelled and labelled attachment scores on both English and Chinese
datasets.
While authors in [133] introduced algorithms to derive a query’s syntactic structure from
the dependency trees of its clicked sentences after acquiring well-formed sentences that con-
tain the semantics of the query, and then infer the syntax of the query from the sentences.
This creates a treebank for web queries, then a neural network dependency parser is trained
from the treebank. Experiments showed that the proposed algorithms achieved significant
improvement over traditional parsers on web queries.
Furthermore, in [130] authors proposed a general compositional vector framework for
transition-based dependency parsing. In addition, they introduced the concept of a Transition
Directed Acyclic Graph that allowed them to apply Recursive Neural Networks for parsing
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with existing transition-based algorithms. The proposed framework captures semantic relat-
edness between phrases similarly to a constituency-based counterpart from the literature syn-
tactically different phrases expressing financial trading. The proposed framework achieved
86.25% in unlabelled attachment score for a well-established dependency dataset using only
word representations as input, falling less than 2% points short of a previously proposed com-
parable feature-based model.
2.2.1.3 Semanࢢc-Based Parsers
Works like [60], [140] and [140] introduced a semantic based parser model, which could
be defined as the task of converting a natural language statement to a logical form and a
machine-understandable representation of its meaning [50]. In [60] authors presented a se-
mantic parsing model for answering compositional questions on semi-structured Wikipedia
tables. The proposed model extends the recent neural semantic parsers by enforcing type
constraints during logical form generation, and by including an explicit entity embedding and
linking module that enables it to identify entity mentions while generalizing across tables. In
addition, the parser is an encoder-decoder neural network that combines a grammar for the
decoder that only generates well-typed logical forms; and an entity embedding and linking
module that identifies entity mentions while generalizing across tables. Furthermore, another
method was proposed for training the neural model with question-answer supervision. Exper-
iments showed that the parser has achieved accuracy of 43.3% for a single model and 45.9%
for a 5-model ensemble On the WIKITABLEQUESTIONS data set.
Moreover, authors in [140] and [156] used machine learning algorithms such as Neural
Network (NN) and convolutional Neural Networks (CNN). In [140] authors presented an
initial study towards bringing together the semantic web experience and statistical natural
language semantic parsing modeling. This study mined search queries hitting the structured
web pages to semantically annotate them and built statistical unsupervised slot filling models.
Furthermore, results are presented using a natural-language-like query set and a control test
set for assessing the performance of the models. In addition, MAP adaptation is presented for
further improving these models in case when there are some in-domain unannotated data is
available. Furthermore, implicitly annotated natural-language-like queries is used for testing
the performance of the models, in a totally unsupervised fashion.
While in [156] a semantic parsing frameworkwas proposed for question answering using a
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knowledge base. A query graph that resembles sub-graphs of the knowledge base was defined
which can be directly mapped to a logical form. This method leverages the knowledge base
in an early stage to prune the search space and thus simplifies the semantic matching problem.
Experimental evaluation showed that the proposed framework outperforms previous methods
substantially, and has achieved an F1 measure of 52.5% on the WEBQUESTIONS dataset by
applying an advanced entity linking system and a deep convolutional neural network model
that matches questions and predicate sequences.
2.2.1.4 Other Parsers
Works such as [80], [127] and [136] proposed other parsing methods. In [80] authors
proposed an algorithm of natural language text parsing for social network. The algorithm is
used within a developed method of social network users’ sentiment evaluation. Application
of the proposed algorithm and technique was demonstrated on experimental data from Twitter
social network. A special indicators were proposed and evaluated to estimate the accuracy
of the algorithm in the experimental analysis stage in which the average value of the relative
difference between total sentiment score obtained using the algorithm has manually reached
28.32%.
Furthermore, authors in [127] and [136] used different machine learning algorithms. In
[127] proposed a recursive neural network framework to parse natural language and learning
vector space representations. The proposed framework is based on context-sensitive recur-
sive neural networks (CRNN) in which these networks can induce distributed feature repre-
sentations for unseen phrases and provide syntactic information to accurately predict phrase
structure trees. Furthermore, the representation of each phrase help in capturing semantic in-
formation. Results showed that the proposed framework has achieved F-measure of 92.1%
on the Wall Street Journal dataset for sentences up to length 15. Finally, authors in [136]
proposed a method for improving parser portability by combining parse re-ranking with data-
defined kernels. This method is used to define a kernel over parse trees. Using SVM and a
neural network probabilistic model as a classifiers; the performance has improved over the
probabilistic model alone. In addition, this classifier is used to re-rank the top parses pro-
duced by the probabilistic model on the target domain. Experiments with a neural network
statistical parser have demonstrated that this method helped in improving the parser accuracy
on the target domain, without any significant increase in computational cost.
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2.2.2 Tagging
In the following sub-sections, a detailed review on tagging is presented in addition to the
different types of taggers.
2.2.2.1 General PoS Taggers
Many studies proposed taggers and tagging approaches; most of them have been devel-
oped for general PoS tagging. Works like [153], [100] introduced joint PoS tagging and
dependency parsing. Authors in [153] introduced an approach that combined PoS tagging
and dependency parsing using transition-based neural networks. In addition, to reduce the
tagging, and labelling conflicts, three neural network based classifiers were designed. Exper-
imental results showed that the proposed approach outperforms previous methods for joint
PoS tagging and dependency parsing across a variety of natural languages.
Similarly, authors in [100] proposed a neural network based model that learns PoS tagging
and graph-based dependency parsing jointly. The proposed model learns feature representa-
tions shared for both PoS tagging and dependency parsing tasks by using bidirectional Long
Short-TermMemory (LSTM). The proposed model was tested on 19 languages from the Uni-
versal Dependencies project in which experiments showed that the proposed model outper-
forms the state-of-the-art neural network-based model for joint PoS tagging and transition-
based dependency parsing.
Furthermore, authors in [138], [10] and [115] proposed a maximum-entropy-based PoS
tagger. In [115] authors proposed a Maximum Entropy model. The proposed model trains
from a corpus annotated with Part-of-Speech and uses many features to predict the PoS tag
statistical model. The model has achieved an accuracy of 96.6%. While, in [138] authors
proposed amaximum-entropy-based part-of-speech tagger. The proposed approach enrich the
information sources used for tagging by incorporating into more linguistically features, such
as features for the disambiguation of the tense forms of verbs and features for disambiguation
particles from prepositions and adverbs. The results showed that the tagger achieved accuracy
of 96.86% overall on the Penn Treebank.
In [10] authors Proposed a statistical part-of-speech tagger called Trigrams’n’Tags (TnT).
Authors argued that a tagger based onMarkovmodels performs at least as well as other current
approaches, including the Maximum Entropy framework. Results showed that average part-
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of-speech tagging accuracy is between 96% and 97%, depending on the language and the
tag-set.
Works in [29] proposed a part-of-speech tagger based on Support Vector Machines Tool
(SVMT). The proposed SVM-based tagger is robust and flexible for feature modelling, trains
efficiently with almost no parameters to tune, and is able to tag thousands of words per second,
which makes it suitable for real applications. Results showed that the SVM accuracy tagger
significantly outperforms the TnT tagger, and has achieved an accuracy of 97.2% on the WSJ
corpus, which is comparable to the best taggers reported up to date. In addition, in [30] SVMT
was applied to a Spanish corpus exhibiting a similar performance with accuracy of 96.89%.
Other works like [137] proposed a part-of-speech tagger that demonstrates explicit use
of both preceding and following tag contexts via a dependency network representation. Fur-
thermore, the proposed tagger uses lexical features such as jointly conditioning on multiple
consecutive words. The result of the experiments showed that the tagger achieved a 97.24%
accuracy on the Penn Treebank WSJ.
Authors in [65] proposed part-of-speech taggers based on hidden Markov models, which
adopt a less strict Markov assumption to consider rich contexts. In experiments, the Brown
corpus were used which consists of 1,113,180 words and 53,885 sentences and is tagged with
82 PoS tags, which was segmented into two parts, the training set 90% and the test set 10%
in a way that sentence in the test was extracted from every 10 sentence. Results showed that
models with rich contexts achieved relatively high accuracy and some models assuming joint
independence showed better results than the correspondingHMMs. In [131] authors proposed
unsupervised part-of-speech (PoS) tagging by using an exact estimation method for learning
anchor HMMs from unlabeled data.
In [67] authors presented a method for unsupervised part-of-speech tagging that considers
a word type and it PoS tags as a primary element of the model. Results showed that the
type-based tagger rivals state-of-the-art tag-level taggers which employ more sophisticated
learning mechanisms to exploit similar constraints.
Authors in [61] proposed a neural framework that can infer meaningful word representa-
tions from the raw character stream. The proposed framework relies on two modelling stages
which are a convolutional network and a prediction stage. The framework was evaluated
on a PoS and morphological tagging task for German corpus. Experimental results showed
that the convolutional network can infer meaningful word representations, while for the pre-
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diction stage, a well-designed and structured strategy allows the model to outperform the
state-of-the-art results, without any feature engineering. While, in [123] authors presented a
new part-of-speech tagger for domain adaptation called FLORS. The proposed tagger input
representation consists of three simple types of features which are, distributional count fea-
tures and two types of binary features, suffix and shape features and uses SVM as a classifier.
These representations work well for unknown words and for known words with unseen tags.
2.2.2.2 Domain Speciﬁc Taggers
Few taggers and tagging approaches have been developed for specific domains like web
queries [54], [82], [27] and Twitter [31].
In [31] authors proposed a PoS tagger for Twitter to address the problem of part-of-speech
tagging. A tag-set was developed using 1,827 tweets that were manually tagged. The set was
randomly divided into a training set of 1,000 (14,542 tokens), a development set of 327 (4,770
tokens), and a test set of 500 (7,124 tokens). Results showed that the proposed tagger achieved
90% accuracy. Authors in [54] proposed a PoS tagging method for Web search queries using
the sentence level morphological. Experimental results showed that the proposed method
outperforms those using existing NLP tools and the state-of-the-art method. While, in [122]
a new probabilistic tagging method was proposed called TreeTagger. The proposed tagging
method uses decision tree to estimate the transition probabilities. This method has achieved
96.36% accuracy on Penn Treebank data.
Moreover, authors in [82] introduced two models for deep parsing of web search queries.
The first model uses a grammar for generating multisets called a context-free multiset gener-
ating grammar (CFSG). While the second model consists of a parser was designed for parsing
this type of grammar and a discriminative re-ranking module based on a support vector ma-
chine. Experiments showed that the first model outperforms a basic model, which is based on
Conditional Random Fields when there is a small amount of training data. While the second
hybrid model outperforms the other two modules regardless of the size of the training data.
In [27] authors proposed a model to train a search-query PoS tagger from search-logs. The
proposed model transfer the context from relevant snippet sets to query terms. Experiments
showed that the model achieved more than 20% relative error reduction.
Finally, in [110] a tag-set was proposed that consists of twelve universal PoS categories.
In addition, a mapping from 25 different tree-bank tag-sets to this universal set has been
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developed. As a result, when combined with the original tree-bank data, this universal tag-set
and mapping produced a dataset consisting of common PoS for 22 different languages. Two
experiments have been conducted, to provide a language comparison, the same supervised
PoS tagging model was trained on all of the treebanks and evaluated the tagging accuracy on
the universal PoS tag-set. Second, universal PoS tags that were automatically projected from
English have been used as the starting point for unsupervised grammar induction, producing
completely unsupervised parsers for several languages.
To address the limitation of most parser and tagger methods which suffer from the prob-
lem of domain adaptation and do not take into consideration the syntax structure of the text. A
domain-specific syntax parsing and tagging approach has been developed that uses not only
generic PoS tags but also domain-specific PoS tags, grammatical rules, and domain knowl-
edge. In addition, a tag-set that containsmore than 10,000words that could be used in different
IR domains has been created. A detailed description is provided in chapter 3
2.3 Web Search Queries
Search engines are themost popular information retrieval applications. Despite that search
engines try to improve the user experience and the technology used in finding relevant results,
many difficulties are still faced because of the continuous increase in the amount of web
content.
Semantic search has improved the information retrieval methods by looking at different
perspectives, such as themeaning of words, yet search engines are still not capable of inferring
the meaning of a term from the query it is contained in, which leads to ambiguity and retrieval
of irrelevant information.
One major task in identifying the intent of a user’s query is the classification of the query
type. There are several taxonomies of web queries [2, 3, 9, 12, 53, 69, 99], of which Broder’s
taxonomy [12] is one of the most commonly used. It includes three main types: informational,
navigational and transactional queries.
Different approaches andmethods have been used to classify queries and to identify users’
search intent by using: (a) the characteristics of each query type [12], [49], [150], [15],
(b) users’ behaviour by analyzing the query logs [119], [3], [9], [128] and (c) click through
data [2], [69], [77].
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In addition, machine learning algorithms have been used in the classification of different
query types [47], [43], [154], [7], [86]. Furthermore, research such as [96], [121] and [4]
analyzed the linguistic structure of web queries by applying techniques from natural language
processing, such as part-of-speech tagging.
Web query search became more structurally complex over time [121], leading to the fact
that two queries with overlapping sets of terms may reflect two totally different intents. To
distinguish between these, users’ behaviour or user clicks were used; however, these alone
could be misleading in identifying the intent of a query [128].
In the following sub-sections, a detailed review of previous works on query classification
is presented. In addition, the different proposed categories of query types and their charac-
teristics are outlined in Section 2.3.1 and 2.3.2 respectively, while previous works on query
classification methods are outlined in Section 2.3.3.
2.3.1 Queries Categories
Different categories of web queries according to user intent were defined, which are sum-
marised in Table 2.1, and discussed below.
Web queries were classified by [99] by purpose, method, and content. The categories for
the purpose of a query were defined as: (a) find, (b) compare or choose, and (c) understand.
Themethods were categories as: (a) explore, (b) monitor, (c) find, and (d) collect. The content
referred to the topic of the query, e.g. education, news, for which ten categories were defined.
Broder’s categories of web queries [12] are most commonly used in query classification.
According to [12] web searches based on users’ intent are classified into three categories: (a)
Navigational, i.e. the intent is to reach a particular site, (b) Informational, i.e. the intent is
to acquire information, and (c) Transactional, i.e. the intention is to perform a web-mediated
activity, e.g. buy, download.
Broder’s categories were extended by [119] and [49] by adding sub-categories. In [119]
sub-categories were added for the informational and transactional categories, while [49] added
sub-categories for all three types of queries. In [69], Broder’s categories [12] were extended
with two others, commercial and local.
Authors in [119] replaced the transactional queries with a category called resource queries,
which they argue is broader than the transactional queries. The expansion of the taxonomy
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TABLE 2.1 Summary of user intent categories for web queries
Authors Categories of user intent
Morrison et al., Purpose: Find, Compare/Choose, Understand
2001 [99] Method: Explore, Monitor, Find, Collect
Content: Business, Education, News, etc.
Broder, 2002 [12] Informational, Navigational and Transactional
Rose et al., 2004 [119] Informational: Directed Closed, Directed Open,Undirected, Advice, Locate, List
Navigational
Transactional: Download, Entertainment, Interact, Obtain
Baeza-Yates et al., 2006 [3] Goals: Informational, Not informational, Ambiguous
Topics: Art, Games, Kids and Teens, Reference, Shopping,
World, Business, Health, News, etc.
Kellar et al., 2006 [53] Information Seeking: Fact Finding, Information Gathering,Browsing
Information Exchange: Transactions, Communications
Information Maintenance: Maintenance
Jansen et al., 2008 [49] Informational: Directed (Closed or Open), Undirected,Find, List, and Advice
Navigational: Navigation to Transactional, Navigation to
Informational
Transactional: Obtain (Online or Off-line), Download (Free
or Not free), Results Page (Links or Others), Interact
Ashkan et al., Commercial
2009 [2] Non-commercial: Navigational, Informational.
Calderon-Benavides et al., Genre: News, Business, Reference, Community
2010 [15] Topic: Arts & Culture, Beauty & Style, Cars &Transportation, Computers & Internet, Education etc.
Task: Informational, Not Informational, Both
Objective: Resource, Action
Specificity: Specific, Medium, Broad
Scope: Yes, No
Authority Sensitivity: Yes, No
Spatial Sensitivity: Yes, No
Time Sensitivity: Yes, No
Sushmita et al., Domain: Image, Video, Map
2010 [134] Genre: News, Blogs, Wikipedia
Lewandowski et al., 2012 [69] Informational, Navigational, Transactions, Commercial,Local
Bhatia et al., 2012 [9] Ambiguous, Unambiguous but underspecified, Informationgathering, Miscellaneous.
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in [49], however, reverted the name to transactional, while keeping the sub-categories initially
proposed by [119] under the name of resource queries.
In [3], user goals and categories of topics were used for query classification. The user
goals were divided in three categories: (a) informational, (b) not informational, and (c) am-
biguous. For topics, 18 categories were used.
Web information tasks were classified by [53] according to three types of information
goals: (a) information seeking, (b) information exchange, and (c) information maintenance.
Each of these goal categories contains information tasks.
In [2], the focus was on identifying if the user had the intention to purchase or utilise a
commercial service. From this point of view, two categories were defined: (a) commercial
and (b) non-commercial. The second category was further split into two sub-categories from
Broder’s classification [12], i.e. navigational and informational.
In [15] several dimensions on user intent were defined based on the argumentation that
a user’s intent is complex and that the complexity is considerably reduced when looking at
smaller, better defined aspects. By combining this classification with Broder’s one [12] and
the one by [134] (see below) another multi-dimensional classification was proposed by [145].
A classification according to the types of documents sought by a user was proposed
in [134], by using the domain (image/video/map) and genre (news/blogs/wikipedia). With a
focus on results diversification, [9] proposed four types of queries: (a) ambiguous, (b) unam-
biguous but underspecified, (c) information gathering, and (d) miscellaneous. The different
categories of user intent reflect different perspectives on ways to improve query classification.
In the next sub-section we focus mainly on query classification using Broder’s cate-
gories [12] or their variations [119], [49], as this is the most popular user intent taxonomy
and the proposed framework is validated using these intent categories. Previous works re-
lated to query classification based on Broder’s categories [12] and using machine learning
approaches, are summarised in Table 2.2.
2.3.1.1 Broder’s Query Classiﬁcaࢢon
Web queries are classified according to their intent into three categories informational,
navigational and transactional (Broder, 2002). Some queries can belong to more than one of
these categories others can belong to neither. These categories could be defined as follow:
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TABLE 2.2 Research using Broder’s categories of web queries
Authors Inf. Nav. Trans.
Rose, et al., 2004 X X X
Lee, et al., 2005 X X
Liu, et al., 2006 X X
Baeza-Yates, et al., 2006 X
Jansen, et al., 2008 X X X
Mendoza, et al., 2009 X X X
Kathuria, et al., 2010 X X X
González-Caro and Baeza-Yates, 2011 X
Hernandez, et al., 2012 X X X
Lewandowski, et al., 2012 X X X
Figueroa, 2015 X X X
• Navigational Queries: queries in this category have one right result since the purpose
of such query is to reach a particular site, for example ”British airways homepage”.
Furthermore, in this type of queries the user usually has a certain website in mind but
either does not know the URL or may think that a particular website exists.
• Informational Queries: the purpose of this type of query is to find information, learn
how to do something or just answer a question. In addition, this information is available
on the web in a static form and no further interaction is needed. Furthermore, topics
of these type of queries are usually broad and general such as ”Las Vegas”, others are
specific like ”Brain Cancer”, usually there is no particular web page containing all the
information needed; users have to acquire the information needed from multiple web
pages.
• Transactional Queries: the purpose of this type of query is to find a site and further
interaction may be required like downloading a software or buying a certain product
online, also the purpose may be to acquire something not to find information about it
but to print it out or just to look at it on the screen such as ”Music lyrics” or ”Recipes”.
2.3.1.2 Queries Extended Classiﬁcaࢢon
Informational, navigational and transactional queries could be classified into three level
of hierarchical taxonomy, shown in Figure 2.1, with level one consider the top level including
informational, navigational and transactional [12]. Each of these types have multiple level
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two classifications and some can also have a third level classifications [49], this extended
classification of level two and three are similar to [119].
FIGURE 2.1 Web Queries Classification
Works in [119] extended informational query in Broder’s classification [12] by adding
five sub-categories: Directed-open and Directed-closed, Undirected, List, Advice, and Lo-
cate. The Resource category is also extended to contain four sub-categories: Download,
Entertainment, Interact and obtain.
According to [49] transactional query is further classified to: Download, Interact, Ob-
tain and Results Page. These categories have level three sub-categories: Download-Free,
Download-Not Free, Obtain-Online, Obtain-Offline, Results Page-Links and Results Page-
Other. In addition, navigational query has level two sub-categories: Navigational-to-
Transactional and Navigational-to-Informational. Moreover, authors in [49] have provided
characteristics for informational, navigational and transactional category that helped to de-
fine the queries in each category.
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2.3.1.3 Informaࢢonal Query
Informational query has five sub-categories: Directed, Undirected, List, Advice, Locate
and Find.
1) Informational-Directed: the purpose of this category is to answer a specific question,
both open and closed ended or to learn something in particular about a certain topic.
This category has level two sub-categories:
a) Informational-Directed-Open: the goal of this category is to find information
about two or more topics, it may take many forms either a question to get an
answer for an open-ended question or one with unconstrained depth. Examples:
”Why recycling is important?” and ”Ants communication”.
b) Informational-Directed-Closed: in this category queries could be a question to
find information about one specific topic or to find one specific or unambiguous
answer. Examples: ”Capital of Italy” and ”What is a real number?”.
2) Informational-Undirected: most queries in this type are related to science, medicine,
history and news and celebrities, the goal of this category is to know anything and
everything about a topic. [119]. Examples: ”Michael Phelps”, ”Civil War” and ”Hy-
drofluoric Acid”.
3) Informational-List: the goal of this type of queries is to find a list of suggested websites
or candidates or list of suggestions for further research, also plural query terms are a
highly reliable indicator of this category [119]. Examples: ”list of animated movies”,
”Wales universities” and ”things to do in London”.
4) Informational-Find: the objective of this category is to locate or find something in
the real world like a service or a product. Most shopping or product queries have the
locate goal [119], for example: ”Apple store location in London” and ”Cheap Samsung
Mobiles”.
5) Informational-Advice: the purpose of this category is to get advice, suggestions, ideas
or instructions about something and may take many forms like a question. Examples:
”How to quit smoking” and ”Writing a story”.
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2.3.1.4 Navigaࢢonal Query
Navigational query has two sub-categories: Navigational-to-Transactional and
Navigational-to-Informational.
1) Navigational-to-Transactional: in this type of query the user is searching for transac-
tional web page or the URL is for a transactional web page. Examples, ”ebay.com”
and ”amazon.com”.
2) Navigational-to-Informational: in this type of query the user is searching for informa-
tional web page or the URL is for a informational web page. Examples, ”yahoo.com”
and ”google.com”.
2.3.1.5 Transacࢢonal Query
Transactional query has the following four sub-categories: Obtain, Download, Interact,
and Results Page.
1) Transactional-Obtain: the objective of this type of queries is to obtain specific resource
or object, not to learn some information but just to use the resource itself. This category
has the following level two sub-categories:
a) Transactional-Obtain-Online: in this type of queries the user might search for
something to just look at it on the screen, meaning that the resources will be ob-
tained online. Examples, ”Cupcakes Recipes” and ”Sam Smith songs lyrics”.
b) Transactional-Obtain-Offline: in this type of queries the user might search for
something to print or save to use it later offline, meaning the resources of this
type of queries will be obtained offline and may require additional action by the
user. Examples: ”Flowers Wallpapers” andWindows 10 screen-savers”.
2) Transactional - Download: the resource of this type of query is something that needs
to be installed on a computer or other electronic device to be useful like finding a file
to download. This category has level two sub-categories:
a) Transactional-Download-Free: the download-able file is free. Examples: ”Free
image editor downloads” and “Free online games”.
27
b) Transactional-Download-Not Free: the download-able file is not necessarily free.
Examples: ”The time keeper book download” and ”Celine Dion songs down-
load”.
3) Transactional-Interact: this type of queries occur when the intended result of the search
is a dynamic web service, and requires further interaction with a program or a resource.
Examples: ”Currency Converter”, ”Buy mobile phones” and ”Weather”.
4) Transactional-Results Page: the objective of this category is to obtain resources that
can be saved, printed, or read from the search engine results page. This category has
level two sub-categories:
a) Transactional-Results Page-Links: the resources of this kind of queries appear
in the URL, title or summary of the search engine results page. For example:
”Searching for a title of a conference paper to locate the page numbers”.
b) Transactional-Results Page-Other: the resources of this kind of queries do not
appear on the search engine results page but somewhere else on the search engine
results page. For example: ”Spelling check of a certain term”.
2.3.2 Characterisࢢcs of Web Search Queries
Informational, navigational and transaction query; each has it own characteristics; queries
in each type differ from one another, according to [49] the identification of the characteristics
of each query type will lead to real world classification.
2.3.2.1 Informaࢢonal Search Characterisࢢcs
One of the major characteristics of informational query is the use of natural language
phrases [49]. In addition, queries for such search may consist of informational terms like
”List” and ”Play-list” and searches related to Advice, help and guidelines like ”FAQs” or
”How to”. Furthermore, queries may contain question words like ”Who”, ”What”, ”When”.
In addition, queries may consist of words related to ideas and suggestions terms, recent infor-
mation and news, topics related to science, medicine, history and celebrities [119]. Moreover,
some queries consisting of multimedia like videos are considered informational like ”How-
to-do” videos.
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2.3.2.2 Navigaࢢonal Search Characterisࢢcs
Navigational queries contain, organization, business, company and universities names,
domain suffixes like ”.com”, ”.org” and domain prefixes such as ”www” or ”http” and
”web” as the source. In addition, some navigational queries may contain URLs or parts of
URLs [49].
Furthermore, most queries consisting of people names, including celebrities, are not con-
sidered navigational. According to [119] the goal or objective of searching for a celebrity is
usually not just visiting a specific site and a search for a celebrity such as ”Merly Streep”will
result in a fan or media sites.
2.3.2.3 Transacࢢonal Search Characterisࢢcs
According to [49] queries in transactional search are related to obtaining terms like
”lyrics”, ”recipes” and ”patterns”, download terms such as ”software”. In addition, trans-
actional queries might contain ”audio”, ”video” and ”images”.
2.3.3 Query Classiﬁcaࢢon Methods
In the following sub-sections, a detailed review on query classification is presented and
the different types of methods used for the identification and classification of users’ search
intent.
2.3.3.1 Features-Based Methods
Different approaches andmethods have been used to classify queries and to identify users’
search intent.
A survey of AltaVista users was used in [12] as a method to classify user’s query manually
in order to determine the type of queries. The survey was conducted online and users were
selected randomly, the data consisted of 3,190 valid results and achieved a response ratio
of about 10%. In this survey users were asked to describe the purpose of their search and
in order to distinguish between navigational and non-navigational queries questions such as,
”why they conducted this search?” and ”what they are looking for?” were asked. The result
showed that 24.5% of queries were navigational and 68.4% were non-navigational.
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In addition, queries that were neither transactional nor navigational were assumed to be
informational since the authors could not distinguish between informational and transactional
queries using a simple question. The final result of the survey showed that 24.5% of queries
were navigational, 39% were informational queries and 36% were transactional queries. Fur-
thermore, a random set of 1,000 queries were analyzed from the AltaVista daily log of user
queries. Result of the analysis showed that 20% of queries were navigational, 48% were
informational and 30% were transactional.
In [49] authors proposed a comprehensive classification of user intent for web search-
ing. The classification consists of three hierarchical levels of informational, navigational,
and transactional intent. Furthermore, a software was developed that automatically classified
queries using web search engine log of over a million and a half queries.
Results showed that more than 80% of web queries were informational and about 10%
of the queries were navigational and transactional. In addition, 400 queries from Dogpile
transaction log (dogpile.com) were randomly selected and manually coded to validate the
proposed approach. Results showed that 74% of the queries were successfully classified and
the remaining 25% were vague or multi-faceted queries, which highlighted the need for prob-
abilistic classification.
Works in [15] analyzed and characterized a wide range of facets and dimensions in order
to identify user’s search intent. These dimensions/facets are: genre, objective, specificity,
scope, topic, task, authority sensitivity, spatial sensitivity and time sensitivity. In addition, a
sample of 5, 249 queries from the TodoCL (todocl.cl) search engine query logwas used. These
sample was manually classified by a group of judges and in order to estimate the reliability of
the set of assessments, two judges classified 10% of the queries. The analysis of the manual
classification of queries showed that dimensions such as scope, topic and objective are easier
to determine than genre and task.
Furthermore, some works used users’ behaviour by analyzing the query logs to classify
queries. Authors in [119] argued that user goals can be deduced from looking at user behaviour
available to the search engine like the query itself and result clicked. Based on that, a tool
was created that provides this type of information. In addition, three sets of approximately
500 queries were randomly selected from AltaVista query logs and analyzed. The limitation
of this approach is that the goal-inferred from the query may not be the user actual goal.
Manual classification is subject to some errors, therefore authors in [3] created a software
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tool to help evaluating the result of the automatic classification, the software allows the user
to select the goal and category. Moreover, a manually classified data was used to evaluate
the results of the automatic classification. A log sample of 6,042 queries was used from the
Chilean web search engine TodoCL2 (todocl.cl) and the test set was built based on a team of
people who performed a manual classification of the queries. The manual classification of
the queries was made in order to have a reference point and then supervised and unsupervised
learning techniques were applied. Results obtained showed that combining supervised and
unsupervised learning is a good alternative to find user’s goals.
Authors in [128] proposed a query enrichment method by mining the documents clicked
by users and the relevant follow up queries in a session. In addition, documents and the
queries were mapped using a text classifier into predefined categories and extracting features
from the processed data. Moreover, Support Vector Machine (SVM) algorithm were used
for the classification process. Experimental results showed that when combining the two
sets of features, the proposed approach achieved effectiveness of 86% in terms of accuracy
and significantly improved the click-based method by 5.6% and the session-based method by
4.6%.
Moreover, click-through data has been used for the identification and classification of dif-
ferent queries and users’ search intent. In [2] authors classified 1,700 queries and manually
labelled the selected queries then used ads click-through and query features to determine the
query intent. A methodology to use the combination of ads click-through and query features
with the content of search result page was developed in order to determine the intention un-
derlying queries, especially commercial intent. Result showed that ad click-through features,
query features, and the content of search engine result pages are together effective in detect-
ing query intent. The ad click-through features improved the accuracy of detecting different
query intents. Result showed that, 42% of the queries were labelled as commercial and 58%
were labelled as non-commercial, while 60% of the queries were labelled as navigational and
40% were labelled as informational.
Authors in [69] analyzed click-through data to determine Commercial and Navigational
queries. In addition, crowd-sourcing approachwas used to classify search queries. First, using
approximately 50,000 queries; a large-scale classification studywas conducted. Then, a click-
through data was used from a search engine log to validate the judgments given by the jurors
from the crowd-sourcing study. Finally, an online survey was conducted on a commercial
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search engine’s portal.
Furthermore, the crowd-sourcing approach using jurors who classified queries originat-
ing from other users and the questionnaire approach using searchers who were asked about
their own query that they just entered into a web search engine, lead to unsatisfying results.
In addition, results obtained from the user survey showed that users have difficulty under-
standing query classification tasks and a clear recommendation on which approach to use
when classifying query intents could not be given. The Final results showed that the auto-
matic approach performed well on navigational queries, and to some degree on commercial
queries. The crowd-sourcing approach and the online survey lead to mixed results which in-
dicates that when using one of these approaches, reliability checks should be applied to avoid
misclassified queries.
Works in [77] used click-through data to identify users’ goals behind web search queries.
Based on user logs, which contain over 80 million queries and corresponding click-through
data, two novel features extracted were proposed from click-through data and a decision
tree based classification algorithm for identifying user queries. The experimental evalua-
tion showed that the algorithm could correctly identify the goals for about 80% of web search
queries. In addition, the reliability and scalability of the classification method were verified
by obtaining part of query logs from a widely used Chinese search engine Sogou (sogou.com).
In order to verify the effectiveness of the identification algorithm, a test set has been
developed. The test set is composed of 81 informational/transactional queries and 152 nav-
igational queries. Moreover, to judge the effectiveness of the query type identification task
precision/recall was used. Precision and recall values are calculated separately for the two
kinds of queries, and then F-measure value was combined to judge the overall performance.
The query analysis by [66] was done by using two types of features: past user click be-
havior and Anchor-link distribution. Authors proposed two types of features, past user-click
behavior and anchor-link distribution. Results showed that the combination of these two tech-
niques could correctly identify the goals for 90% of the queries. One limitation of this study
is that the experiment was conducted on a potentially biased dataset.
2.3.3.2 Features and Machine Learning-Based Methods
Authors in [52], [9] and [25] used a variety of query features to automatically classify the
user intent behind web queries in addition to machine learning algorithms.
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Authors in [52] automatically classified different users’ intent using a k-means clustering
approach based on a variety of query traits. The results showed that more than 75% of the web
queries which were clustered into eight classifications are informational and about 12% each
for navigational and transactional. In addition, results showed that web queries fall into eight
clusters, six primarily informational, and one each of primarily transactional and navigational.
Works in [9] presented an analysis of a commercial web search engine log. Queries were
analyzed based on their click entropy and popularity. In addition, a query taxonomy was
proposed based on their diversification requirements. Web search queries were automatically
classified into one of the classes of the proposed taxonomy (Ambiguous, Unambiguous but
Underspecified, Information Browsing and Miscellaneous).
Furthermore, a various query-based, click-based and reformulation-based features were
utilized for the query classification task and achieved strong classification results. The uti-
lized features that were described from the users’ input query, click-through information and
query reformulations have achieved an overall precision of 74.8% and recall of 73.3% for the
automatic query classification task.
In [25] authors used assorted features for automatically detecting the user intent behind
web queries. Results showed that linguistically motivated features such as WordNet semantic
relations and specialized models like NERQ or using caseless models as a fallback alternative
helped in improving the recognition of the intent behind search queries.
Other works used machine learning algorithms for the classification of different query
types. In [7] authors proposed a framework for automatic web query classification that com-
bines a small seed manual classification with techniques from machine learning and com-
putational linguistics. Furthermore, three approaches were examined for the categorization
of the general web queries; matching against a list of manually labelled queries, supervised
learning of classifiers, and mining of selection preference rules from large unlabelled query
logs. The combined method accurately classified 46% of the queries outperforming the recall
of the single approach by nearly 20%, with a 7% improvement in overall effectiveness. A
validation set of 5,283 queries were randomly sampled and used from the query stream and
was manually classified by a team of editors at AOL.
Moreover, authors in [86] proposed three vector representations for queries based on click-
through data and descriptive text. In addition, four relevant factors were identified which are;
frequency of terms, (TF), inverse frequency in documents (Idf), user preferences (Pop), and
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reading time of selected documents (Time). The performance of the three representations
over a set of queries categorized by experts were evaluated using SVM. Furthermore, a set
of 2,000 queries was manually classified by a team of expert using the categories proposed
by [12]. As a result of the classification process, 1,953 queries were labelled by consensus.
The results showed that 52% of the queries were informational, 33% navigational and
15% transactional. In addition, 70% (1,367 queries) of the manually classified queries were
considered as training data, leaving the remaining 30% for evaluation (586 queries). Ex-
perimental result showed the proposed classifiers can effectively identify the intent of past
queries with high precision. In addition, the third method achieves good results considering
error rates as the performance measure.
Works in [43] proposed a solution that automatically classifies queries using the text in-
cluded in the query, based on the features and characteristics described by [12], [49] and [150].
In addition, a set of features extracted from the terms included in the query was used, without
any external or additional information. The features proposed were automatically extracted
from two different corpora then machine learning algorithms were implemented to validate
the accuracy of the classification and to evaluate the results.
Two query datasets were used from Million Query Track of TREC; MQ2007 (with 1,692
queries) and MQ2008 (with 784 queries). Results showed that informational queries account
for 82%, navigational 11.5% and transactional 6.5% for the MQ2007 dataset. While, infor-
mational queries accounted for 82%, navigational 11% and transactional 7% for the MQ2008
dataset. Precision, Recall and F-measure was used to evaluate the performance of the al-
gorithms for each user intent category. SVM obtained better results on the informational
category and Navie Bayes is better for navigational and transactional categories.
Works in [47] presented a data-drivenmethodology to disambiguate a query by suggesting
relevant sub-categories within a specific domain by finding correlations between the user’s
search history and the context of the current search keyword. Neural Networks and Naive
Bayes classifier is applied to learn the category of a given query from a training set.
Authors in [154] stated that the fine-grained topics in the same category of the taxonomy
may be textually more relevant to the topics in other categories, this phenomenon may affect
the performances of most traditional classification methods. They presented K-Nearest topic
classifier to enhance the performances of traditional query classifiers, by detecting millions
of fine-grained query topics from two years of click-logs then calculating the K most relevant
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topics and select the label by majority voting, then try to use this label to improve the results
of classical query classification methods.
2.3.3.3 Linguisࢢc Structure-Based Methods
Web queries and user’s search intent has been identified and classified by analyzing the
linguistic structure of web queries. Authors in [71] stated that the semantic intent of web
queries not only involves identifying their semantic class but also understanding their seman-
tic structure. Accordingly, their research involved the analysis of the semantic structure of
noun phrase queries.
While, [121] examined the structure of web queries by applying techniques from natural
language understanding; this analysis showed that queries have distinct properties of their own
and are not just some form of text between random sequences of words and natural language.
Furthermore, according to [4] queries exhibit their own partially unique linguistic struc-
ture; their analysis of queries was based on the syntax of part-of-speech tag sequences. Their
results showed that query part-of-speech tagging can be used to create significant features for
improving the relevance of web search results and may assist with query reformulation.
Authors in [96] introduced a new solution to automatically identify and classify the user’s
queries intent by using Search Type Patterns. The proposed approach takes into consideration
query structure along with query terms. Experiments showed that this approach achieved
classification accuracy of 85.5%.
Unlike the previous approaches, a formal grammar-based framework was proposed for
query classification (GQC), which exploits the structure within the text through a new repre-
sentation using general and domain-specific syntactic categories. Details of the framework
and its use on query classification are given in chapter 4.
2.4 Quesࢢon classiﬁcaࢢon
Question-answering has become one of the most popular information retrieval applica-
tions. Questions Classification (QC) plays an important role in question-answering systems
and one of the major tasks in the enhancement of the classification process is the identification
of questions types.
Despite that most Question-Answering Systems (QASs) try to improve the technology
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used in retrieving relevant results, many difficulties are still faced because of the continuous
increase in the amount of web content and the low response rate to many questions [78], [79].
The goal of the question classification process is to accurately assign labels to questions based
on an expected answer type [87].
The task of generating answers to the users’ questions is directly related to the type of
questions asked [98]. Hence, the classification of the questions performed in QASs directly
affects the answers. Results show that most errors happen due to miss-classification of ques-
tions performed in QASs [98]. Authors in [13] performed function oriented classification of
questions by integrating pattern matching and machine learning techniques, while [8] classify
questions by taking account of their expected types of responses. In addition, [58] stated that
question type is defined as a certain semantic category of questions characterized by some
common properties.
Recent studies classified users’ questions using different features like bag-of-words [159],
[72], [155], [88], semantic and syntactic features [155], [41], [129], and uni-gram and word
shape features [48]. Authors in [48] stated that features are the key to obtain an accurate
question classifier. Furthermore, in order to distinguish between different types of questions,
many previous studies classified questions using different machine learning algorithms.
Support Vector Machine (SVM) is one of the most used algorithms [87], [14], [48], [40],
[144], [42], [151]. According to authors in [88] combining an SVM classifier with semantic,
syntactic and lexical features improves the classification accuracy. Other works like [159],
[129], [88] and [97] used SVM in addition to other machine learning algorithms such as Naive
Bayes, Nearest Neighbors and Decision Tree. Moreover, works like [120] and [141] used
Neural Networks as the machine learning algorithm.
In the following sub-sections, a detailed review of previous works on question classifi-
cation is provided. In addition, the different proposed question categories are outlined in
Section 2.4.1, while previous works on question classification methods are outlined in Sec-
tion 2.4.2
2.4.1 Quesࢢons Categories
Different categories of questions were defined, which are summarised in Table 2.3. Ac-
cording to authors in [58] the major question types are: factoids, list, definition, hypothetical,
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causal, relationship, procedural, and confirmation questions. A factoid question is a question
which usually starts with a Wh-interrogated word (What, When, Where, Who) and requires
as an answer a fact expressed in the text body. On the other hand, a list question is a ques-
tion, which requires as an answer a list of entities or facts; a list question usually starts as:
List/Name [me] [all/at least NUMBER/some]. Furthermore, a definition question is a ques-
tion, which requires finding the definition of the term in the question and normally starts with
“What is”. Related to the latter is the descriptive question, which asks for definitional infor-
mation or for the description of an event, and the opinion question whose focus is the opinion
about an entity or an event. A hypothetical question is a question, which requires information
about a hypothetical event and has the form of ”What would happen if”. In addition, a causal
question is a question which requires explanation of an event or artifact, typically starting with
”Why”. A relationship question asks about a relation between two entities, while a procedural
question is a question which requires as an answer a list of instructions for accomplishing the
task mentioned in the question. Finally, a confirmation question is a question, which requires
a Yes or No as an answer to an event expressed in the question.
TABLE 2.3 Summary of user intent categories for questions
Authors Categories
[58]
factoids, list, definition, hypothetical, causal,
relationship, procedural, and confirmation
questions
[13] Fact, List, Reason, Solution, Definition andNavigation.
[14]
Advantage/Disadvantage, Cause and Effect,
Comparison, Definition, Example, Explanation,
Identification, List, Opinion, Rationale and
Significance.
[73]
Abbreviation, Description, Entity, Human,
Location and Numeric as coarse classes; and
Expression, Manner, Color, City.
The classification in [13] was motivated by related work on user goal classification by
Broder [12] and Rose and Levinson [119]. The proposed function-based question classifica-
tion categories were tailored to general QA, containing six types, namely: Fact, List, Reason,
Solution, Definition and Navigation. For the Fact type of question the expected answer will be
a short phrase; these questions are asked to get a general fact as an answer. For the List type of
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question each answer will be a single phrase or a phrase with explanations or comments; these
questions are asked to get a list of answers. Furthermore, a good answer summary should con-
tain a variety of opinions or comprehensive explanations for Reason type of question in which
sentence-level summarization can be employed; these questions are asked to get opinions or
explanations as the answer. For the Solution type of questions, the sentences in an answer
usually have a logical order, thus the summary task cannot be performed on sentence level;
these questions are asked to solve a problem. The Definition type of questions are asked to get
a description of concepts as an answer; usually this information can be found in Wikipedia.
If the answer is too long, it should summarized into a shorter one. Finally, Navigation type of
questions are asked to find websites or resources; sometimes the websites are given by name
and the resources are given directly.
Authors in [14] classified open-ended questions to 11 categories, which are: Advan-
tage/Disadvantage, Cause and Effect, Comparison, Definition, Example, Explanation, Identi-
fication, List, Opinion, Rationale, and Significance. Advantages and disadvantages are ques-
tions that may require certain number, while Cause and Effect are questions that explain the
effect of something on something else. Moreover, a Comparison question answer outlines
differences and/or similarities between two or more entities. Furthermore, a Definition ques-
tion requires a relatively short explanation or description (just few lines or few sentences).
On the other hand, an Example question requires an answer that provides an example. An
Explanation question provides more explanation or more details than the ‘what’ questions.
Identification questions provide answers allowing the identification of something. The List
question provides a list of points which may or may not be in sequence. Opinion questions
give as answers personal opinions on a particular point or a statement supporting an argu-
ment or advocating against it. Finally, the answer to a Rationale question explains why a
statement/question is true or false, while an answer to a Significance question explains the
importance of something or why it may be important.
Many researchers focused on a particular type of question. For example, work in [45]
focused on the ”causal” question type, while works in [8, 87, 144] focused on factoid ques-
tions. Furthermore, most works are based on Li and Roth [73] classification of question
[48, 64, 70, 72, 84, 87, 88, 101, 102, 144, 151, 159] in which these works focused on factoid
questions since the categorization proposed by Li and Roth mainly deals with this type of
question. Their two-layer taxonomy consists of a set of six coarse-grained categories which
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are Abbreviation, Entity, Description, Human, Location and Numeric value, and fifty fine-
grained ones, e.g., Abbreviation, Description, Entity, Human, Location andNumeric as coarse
classes, and Expression, Manner, Color and City as fine-grained classes. This classification
has a limitation since it deals with factoid questions only which is a very limited class of real
world questions.
2.4.2 Quesࢢon Classiﬁcaࢢon Methods
Many recent studies classified users’ question using different features like bag-of-
words [159], [72], [155], [88], semantic and syntactic features [155], and uni-gram and word
shape features [48]. Furthermore, to distinguish between different types of questions, many
previous studies classified questions using different machine learning algorithms.
Authors in [48] proposed head word features, which is one single word specifying the
object that the question seeks, and used two approaches to augment the semantic features of
such head words using WordNet. In addition, other standard features were augmented, which
means some features were increased, such as wh-word, unigram feature, and word shape
feature.
In [155] a framework has been proposed, which integrates a question classifier with a sim-
ple document/passage retriever, and proposed context-ranking models. This method provides
flexible features to learners (machine learning algorithms), such as word forms, syntactic fea-
tures, and semantic word features. In addition, the proposed context-ranking model, which is
based on the sequential labelling of tasks, combines rich features like full parsers, predefined
syntactic patterns, and more training materials to predict whether the input passage is relevant
to the question type.
The work in [72] used machine learning approaches, namely, different classifiers andmul-
tiple classifier combination methods by using compositive statistic and rule classifiers, and
by introducing a dependency structure from Minipar and linguistic knowledge from Wordnet
into question representation. In addition, features like the dependency structure, WordNet
synsets, bag-of-words, and bi-gram were used. Also, a number of kernel functions were used
and the influence of different ways of combining classifiers, such as Voting, AdaBoost, Ar-
tificial Neural Networks (ANN) and Transition-Based Learning (TBL), on the precision of
question classification was analyzed.
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In [39] a hybrid approach was proposed, named ATICM which is based on dependency
tree analysis for automated answer type identification and classification by utilizing both syn-
tactic and semantic analysis. This method contains a compact WordNet-based hypernym ex-
pansion strategy to classify identified question target words into question target categories.
Result showed that ATICM approach has achieved an accuracy of 93.9% on the UIUC dataset
and 92.8% on the TREC10 dataset.
In addition, authors in [144] proposed a method of using a feature selection algorithm
to determine appropriate features corresponding to different question types. Moreover, they
designed a new type of feature, which is based on question patterns; then applied a feature
selection algorithm to determine the most appropriate feature set for each type of questions.
The proposed approach was tested on the benchmark dataset TREC, using SVM for the clas-
sification algorithm.
In [87] a statistical classifier has been proposed which is based on SVM and uses prior
knowledge about correlations between question words and types in order to learn question
word specific classifiers, i.e. a what question will be classified with SVMwhat. In addition,
any data set, question ontology, or set of features can be used with this statistical framework.
Furthermore, [151] proposed a SVM-based approach for question classification. In ad-
dition, a dependency relations and high-frequency words are incorporated into the baseline
system. Experiments on theUIUC corpus showed that the introduced features can improve the
baseline system significantly in which the combination of top word and dependency relation
features improved the accuracy to 93.4%.
Other works like [159] and [88] used SVM in addition to other machine learning algo-
rithms. [88] proposed an approach for question classification through using three different
classifiers, k-Nearest Neighbor (KNN), Naïve Bayes (NB), and SVM, using two kinds of
features: bag-of-words and bag-of-ngrams. In order to train the learning algorithm, a set
of lexical, syntactic, and semantic features were used, among which are the question head-
word, which is a word in a given question that represents the information that is being sought,
and hypernym which is a word with higher level semantic concepts. Similarly, in [159] five
machine learning algorithms were used, KNN, NB, Decision Tree (DT), Sparse Network of
Winnows (SNoW), and SVM, using two kinds of features: bag-of-words and bag-of-ngrams.
SVM were also used in [14] for the classification of open-ended questions. They have
stated that SVM could be trained to recognize the occurrence of certain keywords or phrases
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in a question class and then, based on the recurrence of these same keywords, be able to
correctly identify a question as belonging to that class.
Another classification approach has been proposed in [36] using SVM. According to the
authors in this work an enormous amount of time is required to create a rich collection of
patterns and keywords for a good coverage of questions in an open-domain application, so
they have used support vector machines for question classification. The goal is to replace the
regular expression based classifier with a classifier that learns from a set of labelled questions
and represented the questions as frequency weighted vectors of salient terms.
Moreover, works like [120] and [141] used Neural Networks as the machine learning
algorithm. [120] proposed a neural network for a question answering system. The proposed
network is composed of three layers and one network: Sentence Layer, Knowledge Layer,
Deep Case Layer and Dictionary Network. The input sentences are divided into knowledge
units and stored in the Knowledge Layer.
In [74] a classification method was proposed for community question answering (CQA)
system based on ensemble learning, using supervised learning and semi-supervised learning
of different feature extraction methods like lexical semantic extension and different classifiers
in the question classification, the supervised learning and the semi-supervised learning adopt
three different classifiers, which are J48graft, J48 and Naïve Bayes. The experiments verified
that the semi-supervised classification algorithm based on ensemble can effectively utilize a
mass of unlabelled question samples to enhance the classification accuracy.
Finally, the proposed approach in [141] formulates the task as two machine learning prob-
lems, which are, detecting the entities in the question, and classifying the question as one of
the relation types in the knowledge base. Based on this assumption of the structure, this ap-
proach trained two recurrent neural networks and outperformed state-of-the-art approaches by
significant margins; the relative improvement reached 16% for web questions, and surpassed
38% for simple questions.
Unlike the previous approaches, a grammar-based framework was proposed for questions
categorization and classification (GQCC) which deals with different types of questions and
different domain categories by exploiting the structure of the question through using general
and domain-specific grammatical categories and rules. Moreover, the grammar provides a
flexible and powerful platform for integrating prior-domain information about each question
category into the tagging and classification phases. The proposed framework is introduced in
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chapter 5
2.5 Summary of Chapter
In this chapter, a literature review of related works of text classification methods and
techniques was presented. Previous text classification methods are based on features such as
bag-of-words (BoW) model and n-grams in addition to different machine learning algorithms
such as SVM and NB. In addition, a full description of parsing and tagging approaches was
provided. Different parsers have been developed in which the majority are grammar-based
and dependency-based parsers while few parsers are semantic-based. Moreover, most tagging
approaches are general PoS tagger while others have been developed for specific domains
such as twitter.
Furthermore, a detailed overview of queries classification methods and techniques was
highlighted in which query classification using Broder’s categories is the most popular user
intent taxonomy. In addition, query features such as users’ logs and click through data are the
most used methods for identifying and classifying different types of query. Finally, a detailed
overview of questions classification methods and techniques was highlighted. Most works
focused on the identification and classification of factoid type questions in which the majority
are based on Li and Roth classification of question. In addition, features like bag-of-words,
n-grams, semantic and syntactic features are mostly used for question classification.
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CHAPTER 3
A Customizable Grammar-Based
Framework For User-Intent Text
Classiﬁcaࢢon
This chapter introduces the Customizable Grammar Framework (CGF) for user-intent text
classification. The chapter is organised as follows. First, an overview of the framework is
presented in Section 3.1 where the three main phases of CGF are defined: (1) grammar; (2)
parsing and tagging; (3) learning and classification. Following that, a detailed description of
the CGF is presented in Section 3.2 and Section 3.3 summarizes the chapter.
3.1 Overview
A Customizable Grammar Framework (CGF) is proposed to address the limitations of
general approaches in text classification and incorporate domain-related information without
increasing the complexity of the textual representation and computation, as well as take into
account the structure of the text. The general framework is described below, while its use for
the query and question classification problem is detailed in the following chapters.
CGF combines domain knowledge with a formal grammar by the use of grammatical rules
and patterns. Unlike typical bag-of-words text representations, CGF takes into consideration
the grammatical structure of the text. The aim of this approach is to create a general framework
that could easily be modified and applied to different domains by creating a specific formal
grammar for each.
The CGF framework introduces a new representation for textual data that aims to preserve
the grammatical structure of the text and makes use of a formal grammar to transform the text
into this new form of representation, as outlined below:
• Each word/term is represented as its syntactic category;
• The text is represented as an ordered series of syntactic categories, which we call syntactic
patterns;
• A formal grammar is defined to transform the text into this representation;
• The formal grammar contains in addition to typical syntactic categories of English grammar,
domain-related syntactic categories.
This representations is different from the typical bag-of-words approaches, where all the
words of all instances (e.g. documents, queries) become the features and the values of the
features are metrics of term frequency, of which the most popular is tf− idf (term frequency-
–inverse document frequency). PoS-tagging features, i.e. the syntactic categories of words,
can also be used to represent text, either on their own or in combination with the bag-of-words
features. The representation, however, is the same, i.e the features are the PoS-tags and the
values of the features are metrics of term frequency. This representation does not preserve
the order of the words in the original instances and leads to large and sparse datasets. For
the later reason, features with low frequencies are typically removed, risking the removal of
relevant information.
The proposed representation addressed the limitations of the bag-of-words approach by
preserving the order of the words and by representing an instance as a syntactic pattern, in
which the maximum length of an instance is the number of words in that instance, although
that number may be even lower as some groups of words are treated as expressions and as-
signed a single syntactic category; for example the syntactic category for the words ”Andy
Murray” is Proper Noun.
3.1.1 Framework
Fig. 3.1 shows the structure of the CGF framework, which consists of three phases: (1)
grammar; (2) parsing and tagging; (3) learning and classification.
In Phase 1, a formal grammar (see Definition 1 in 3.2.1) is defined based on the analysis
of the text in conjunction with the domain knowledge for a particular problem.
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FIGURE 3.1 The figure shows the general CGF framework structure and the main three phases which
are: (1) grammar; (2) parsing and tagging; (3) learning and classification
A taxonomy for a particular domain gives insight into the different characteristics of each
category, by analysing examples of text from each taxonomy category, as well as using the-
oretical descriptions of these categories (from the documentation of the taxonomy), syntactic
characteristics of each category can be identified. This, in turn, leads to the identification of
particular characteristics that can be represented as domain-specific syntactic categories to be
included in the terminals set of the grammar.
The grammar is used in Phase 2 to transform the text into syntactic patterns by first to-
kenizing the text into a series of non-terminal terms and then using the grammar production
rules to parse the text and map the words to the grammar terminals. For example, the text
”Jane Austin books” can be transformed into the pattern [PN + CN ], where ”Jane Austin”
has been mapped to PN (Proper Noun) and ”books” has been mapped to CN (Common
Noun).
After the labelled text has been transformed into syntactic patterns representation, Phase 3
takes place, in which a classification model is built by training a machine learning algorithm.
The model can then be used for the classification of unlabelled text after transforming the
unlabelled text into the syntactic patterns representation.
The use of the framework is illustrated in Chapter 4 and Chapter 5 for the problem of
query and question classification.
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3.2 The Customizable Grammar Framework
In this section, a detailed description of the CGF is presented. The three main phases of
CGF are explained in detail in Sections 3.2.1, 3.2.2 and 3.2.3. Figure 3.2 shows more details
of the three phases.
FIGURE 3.2 The figure shows in more detail the CGF framework structure and the main three phases
which are: (1) grammar; (2) parsing and tagging; (3) learning and classification, in which phase (2)
parsing and tagging is divided into two phases to show how these steps work.
3.2.1 CGF: Grammar
In this phase shown in Figure 3.2 Phase 1, input text is analysed using domain knowledge
and a term taxonomy; this is done by identifying each keywords and phrases using the pro-
posed tag-set (Section 3.2.2.1). Next, the grammar is generated by identifying terminal and
non-terminals nods, the grammar in this phase is based on the Context-Free Grammar (CFG)
which captures and combines two different components: the sentence structure and domain
knowledge.
The context-free grammar is in the Backus Normal Form (BNF), even-though the BNF
can not provide a full description of the English grammar [56], [103], the target is to use a
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simple version of the English grammar combined with domain-specific syntactic categories
since most domains do not perceive the formal English grammar and natural language.
DEFINITION 1 A grammar is a tuple (N,Σ, P, S), where:
1) N is a finite set of non-terminal symbols, which can be single words, such as ”Sport”,
or groups of words such as ”Paulo Coelho” or ”Google Translate”;
2) Σ is a finite set of terminal symbols that is disjoint from N (i.e Σ and N have no
common elements); in our context the terminal symbols are syntactic categories (e.g.
noun, verb, proper noun, action verb);
3) P is a finite set of production rules of the form (Σ∪N)∗N(Σ∪N)∗ → (Σ∪N)∗, and
4) S ∈ N is the starting symbol.
Creating grammatical rules helps in the identification of ambiguous terms since two dif-
ferent sentences may have similar terms but with different structures, each having a different
meaning, which may lead to different intents.
For the examples ”Setup Instagram Application” and ”Instagram Application Setup”
grammatical rule will be generated by identifying the structure of the sentences; (1) at phrase
level, (2) at words level which includes word classes and sub-classes and (3) domain specific
level.
A phrase, defined as a group of words that function as a single part of speech, can be a Verb
phrase, Noun phrase, Determiner phrase, Adjective phrase, Adverb phrase or Prepositional
phrase. Different classes of phrases contain different word classes. A word class or part of
speech is a collection of words that can have sub-classes; the seven major word classes are
Verb, Noun, Determiner, Adjective, Adverb, Preposition and Conjunction. Word order inside
a phrase is one of the major structural ways in which the text can differ from each other. The
position of a word depends on its word class, which means that each query could formulate a
unique pattern.
At phrase level, ”Setup Instagram Application” consists of Verb Phrase and Noun
Phrases, while at word level, it consists of Verb (Action Verb) and Nouns (Proper Noun and
Common Noun). At the domain specific level it consists of Action Verb - Interact (AVI),
Proper Noun - Software and Applications (PNSA) and Common Noun - Other - Singular
(CNOS).
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On the contrary, at phrase level, ”Instagram Application Setup” consists ofNoun Phrases;
at word level, it consists ofNouns (Proper Noun and Common Nouns). At the domain specific
level it consists of Proper Noun - Software and Applications (PNSA) and Common Noun -
Other - Singular (CNOS).
The different syntactical structures of the two sentences leads to different syntactical pat-
terns, which result in different meaning; intent and search results. Figure 3.3 illustrates in
detail how a grammatical rule of a sentence is generated and how the domain specific gram-
mar is created.
FIGURE 3.3 Phase 1: Grammar (Domain Specific Grammar Identification)
3.2.2 CGF: Parsing and Tagging
A syntax-based parsing and tagging 1 process is proposed using a grammar-based ap-
proach. This approach is a domain-specific approach, shown in Figure 3.2 Phase 2 and Phase
3, for the objective of assigning not just general PoS tags but also domain specific ones to
help in the categorization and classification of text in different domains.
The aim of this approach is to create a simple parser and tagger that could easily be applied
to different domains by creating domain specific grammatical rules, in which each text is
transformed to general and domain specific PoS categories using these rules.
1subsequently, the term Tagging will also be referred to asMapping
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The grammatical rules contain in addition to typical categories of English grammar,
domain-related grammatical categories. The domain-specific Syntax based parsing and tag-
ging is described in the following sub-sections.
3.2.2.1 Tag-set
The tag-set was developed by [96]. It was mainly created for the purpose of identifying
search queries by labelling each word in the query to its PoS and name entity to help in the
classification of the users’ intent. In this research, the tag-set was updated by adding more
terms and categories.
The tag-set has been tested on different search engines’ queries datasets, i.e. AOL 2006
data-set2 [107] and the TREC 2009 Million Query Track data-set3 [16].
Furthermore, it has been used in other domains such as question classification and also
has been tested on different questions datasets, i.e. Yahoo Non-Factoid Question Dataset4,
TREC 2007 question answering data5 and a Wikipedia dataset6 that was generated by [125].
3.2.2.2 Tag-set categorizaࢢon
The tag-set consists of 10,440 different words that have been labelled to PoS (Categories)
which includes three levels of grammar taxonomy shown in Table 3.1; Level (1) which in-
cludes the seven major word classes in English, which are Verb (V), Noun (N), Determiner
(D), Adjective (Adj), Adverb (Adv), Preposition (P) and Conjunction (Conj) in addition to
Question Words (QW) ; level (2) consists of sub-categories of level (1) for example, Com-
mon Nouns, Proper Nouns and Action Verbs. In addition, the six main question words: How,
Who, When, Where, What andWhich have been added to this level. Level (3) which consists
of all the domain specific categories for example, Proper Noun Celebrity and Proper Noun
Geographical Areas. A list of all the syntactic categories and corresponding acronyms is
displayed in Appendix A and Appendix B.
2http://www.researchpipeline.com/mediawiki/index.php?title=AOL_Search_Query_Logs
3http://trec.nist.gov/data/million.query09.html
4https://ciir.cs.umass.edu/downloads/nfL6/
5http://trec.nist.gov/data/qa/t2007_qadata.html
6https://www.cs.cmu.edu/~ark/QA-data
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3.2.2.3 Construcࢢng The Term Category Taxonomy
In order to construct term categories a random set of 100, 000 sample texts have been
selected from the datasets that have been mentioned in section 3.2.2.1 .The following steps
have been taken using a java program that has been developed by [96] for the mapping of
each term to its word classes:
TABLE 3.1 The three levels taxonomy
Levels Description
S Consists of All Phrase classes
Level L1 Consists of the seven main word classes and question words
Level L2 Consists of the word classes sub-classes and the six mainquestion words
Level L3 Consists of all domain specific classes
1) Parse the 100, 000 texts (queries/questions) and automatically extract terms.
2) Automatically map terms to their PoS tag, e.g. ”Capital of Spain” is mapped as: (a)
”capital −− > N”, (b) ”of −− > P” and (c) ”Spain −− > N”.
after tagging each term to one of the main word classes, a further tagging is done to
assign each term to its sub-class if applicable. For example, the following terms will be
tagged to (a) ”capital” will be mapped to ”CN”, (b) ”of−− > P” will not be mapped
to any further categories and (c) ”Spain” is mapped to ”PN”.
3) Finally, after each term is mapped to one of the word classes or sub-classes, it will be
mapped to the domain specific term category; the proposed categories were created
after the analysis of the selected datasets. A detailed explanation of each category is
provided in the appendix. For example, ”capital” will be mapped to ”CNOS”, (b) ”of
−− > P” will not be mapped to any further categories and (c) ”Spain” is mapped to
”PNG”.
The final step has resulted in the final refined taxonomy of term categories. The pro-
posed tag-set contains all terms extracted from the dataset that have been used. In addi-
tion, all possible terms were added in all the seven main word classes except the Proper
Noun Category, since Proper Nouns are infinite. Note that although the proposed so-
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lution does not require knowing all Proper Nouns, it is still capable of classifying text
that contain unrecognized Proper Nouns.
3.2.2.4 Parsing
This step is mainly responsible for extracting terms in the text. The system simply takes
the text and parses it to help generate the grammar structure in the next phase to facilitate the
tagging of each word to the right term category. Figure 3.4 illustrates in detail the parsing and
terms extraction.
This phase is responsible for term parsing and extracting by using the keywords and
phrases that have been identified from the previous phase; first compound words will be
parsed and extracted then single words. Two examples are illustrated in Figure 3.5 for the
sentences University of Portsmouth Library’ and Portsmouth Library’. Figure 3.5 (1) illus-
trates the parsing of Compound word while Figure 3.5 (2) illustrates the parsing of single
words.
FIGURE 3.4 Phase 2A: Parsing (Terms Extraction)
FIGURE 3.5 Example of parsing Compound and single words
3.2.2.5 Tagging
In this phase, the text is transformed into a pattern of grammatical terms by mapping each
term to its grammar terminals; each term will be mapped to its highest level of abstraction
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(word class, sub-class or domain specific) and after mapping each terms the syntactical pat-
tern is formulated. Using domain specific grammar that has been generated from phase 1
(Grammar) terms will be tagged to its terminals in which tagged terms will be transferred to
a pattern using the pattern-set.
An example is illustrated in Figure 3.6 for the given example, ”Capital of Canada”. The
figure illustrates the tagging of the terms to the grammar non-terminals. As a result of this
process, the example is transformed into the following pattern: [CNOS + P + PNG]. In this
given example the pattern is a representation of the most detailed syntactical pattern which is
level 3.
FIGURE 3.6 Example of how tagging is done
3.2.2.6 Features Representaࢢon
The proposed approach make use of two different features which are, grammatical fea-
tures and domain specific features. Grammatical features have been used for the purpose of
transforming the text (by using the grammar) into a new representation of grammatical terms,
i.e. a syntactic pattern. In addition, it consists of other features such as singular and plu-
ral terms. Furthermore, domain-specific features (i.e. related to user-intent) were identified,
which correspond to topics. Instead of further classifying the given text to fine grained or
name entity, domain specific features were used to determine the type of the given text (user-
intent). Hence the domain specific features contain less categories but still could identify the
different user-intent.
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Features are extracted and used for the classification and identification of the users’ search
intent. In Addition, as the length of the pattern varies depending on the structure of the given
text, the number of the features varies. Hence, the number of attributes (features) in the dataset
is equal to the size of the largest syntactic pattern as shown in Table 3.2.
TABLE 3.2 The table shows in detail the features representation of three different examples in which
each user-intent consists of different feature representations (e.g. ”What is the smallest country in
Africa?” consists of seven features; Question word what QWWhat, Linking verb LV , Determiner
D, Adjective Adj, Common Noun Other Singular CNOS , Preposition P , Proper Noun Geographical
Areas PNG.
Example (user-intent text) Feature Representation
Feat. 1 Feat. 2 Feat. 3 Feat. 4 Feat. 5 Feat. 6 Feat. 7
What is the smallest country in
Africa? QWWhat LV D Adj CNOS P PNG
Smallest country in Africa Adj CNOS P PNG Null Null Null
Countries in Africa CNOP P PNG Null Null Null Null
3.2.3 CGF: Learning and Classiﬁcaࢢon
In this phase, the patterns that were generated in the tagging phase are used for machine
learning, the aim of this phase is to build a model for automatic classification. The classi-
fication is done by following the standard process for machine learning, which involves the
splitting of the dataset into a training dataset and a test dataset.
The training dataset is used for building the model, and the test dataset is used to evaluate
the performance of the model. Once a model of satisfactory performance has been identified,
it can be used for the classification of unlabelled text.
The machine learning algorithms that were used in this research are briefly described
below. The SVM andNaive Bayes algorithms were used for the automatic classification due to
the fact that they are among the most popular machine learning algorithms, and have also been
popularly used in text classification tasks. Moreover, other classifiers such as RandomForest,
Decision tree (J48) and JRip are now being used widely in text classification.
1) The Decision Tree (DT): is a method for approximating discrete-valued functions that
is robust to noisy data and capable of learning disjunctive expressions. It classifies
instances by sorting them down the tree from the root to some leaf node, which provides
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the classification of the instance [89]. J48 and RandomForest are two of the widely used
Decision Tree algorithms.
a) J48 Decision tree (J48): is an extension of the ID3 algorithm and is typically used
in the machine learning and natural language processing domains [112]. The ad-
ditional features of J48 are accounting for missing values, decision trees pruning,
continuous attribute value ranges and derivation of rules. In theWeka data mining
tool, J48 is an implementation of the C4.5 algorithm [113].
b) Random Forests (RF): are a combination of tree predictors in which each tree
depends on the values of a random vector sampled independently and with the
same distribution for all trees in the forest [11], [46].
2) Naive Bayes (NB): estimates the parameters of a multinomial generative model for in-
stances, then finds the most probable class for a given instance using the Bayes’ rule
and the Naïve Bayes assumption that the features occur independently of each other
inside a class [116]. In practice the Naïve Bayes learner performs remarkably well in
many text classification problems [89] and is often used as a baseline in text classifi-
cation because it is fast and easy to implement. Less erroneous algorithms tend to be
slower and more complex [116].
3) In Support Vector Machine (SVM): input vectors are non-linearly mapped to a very
high-dimension feature space. In this feature space a linear decision surface is con-
structed. Special properties of the decision surface ensures the high generalization
ability of the learning machine [23]. SVMs are helpful in text categorization as their
application can significantly reduce the need for labeled training instances in both the
standard inductive and transductive settings. In addition, SVMs have the ability to gen-
eralize well in high-dimensional feature spaces. SVMs eliminate the need for feature
selection making the application of text categorization considerably easier and do not
require any parameter tuning since they can find good parameter settings automati-
cally [51].
4) RIPPER rule learner (JRip): implements a propositional rule learner, Repeated Incre-
mental Pruning to Produce Error Reduction (), as an optimized version of IREP. [21]
[26]. In theWeka datamining tool, JRip is an implementation of the RIPPER algorithm.
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3.3 Summary of Chapter
In this chapter, the Customizable Grammar Framework (CGF) was presented for the auto-
matic classification of text through machine learning by taking advantage of domain-specific
information and by preserving the structure of the text. For the later purpose, a new represen-
tation was proposed, in which text is represented as a syntactic pattern, i.e. a pattern formed
of syntactic categories corresponding to the terms in the text. To transform the text into this
representation a formal grammar-based approach was proposed. In addition, a syntax-based
parsing and tagging process was proposed for the objective of assigning not just general PoS
tags but also domain specific ones to help in the categorization and classification of text in
different domains.
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CHAPTER 4
Grammar-Based Framework for
Query Classiﬁcaࢢon
This chapter presents the Grammar Based Framework for Query Classification (GQC).
An overview of the framework is presented in Section 4.1. Section 4.2 provides a detailed
analysis of queries grammatical structure and full description of the different type of queries.
Section 4.3 describes in detail the proposed query classification framework. The experiments
setup and results are presented in Section 4.4, while the results are discussed in Section 4.5.
Finally, Section 4.6 summarizes the chapter.
4.1 Overview
A Grammar Based Framework for Query Classification (GQC) is proposed, shown in
Figure 4.1, GQC was adapted from CGF (chapter: 3). In order to make CGF compatible with
the query classification problem, it was modified and adjusted, in which the tag-set, pattern-
set and terms taxonomy were applied and used in a way that improved query identification; a
further explanation will be provided in the following sections.
In addition, to identifying the relevant syntactic categories (both general and domain-
specific), the different types of queries based on Broder’s taxonomy [12] and Jansen’s ex-
tended taxonomy [49] were analysed, as detailed in Sections 4.2.2 and 4.2.4, respectively.
Based on the identified syntactic categories, the formal grammar is defined in Section 4.3.1.
The aim of GQC is to create a query identification and classification framework that could
easily be applied by creating domain specific grammatical rules and patterns for each type
of query. Query classification problem has been selected since search engines are the most
popular information retrieval application and query identification and classification play an
important role in search engines and one of the major tasks in the enhancement of the classi-
fication process is the identification of query types.
The objectives of the research presented in this chapter are to:
1) Provide an analysis of web queries based on their syntactical structure.
2) Propose a framework that help in the identification of different query types.
3) Investigate the influence of the different levels of detail of domain-specific informa-
tion (reflected in the domain-specific syntactic categories) on the classification perfor-
mance;
4) Compare the performance of different machine learning algorithms for the classifica-
tion of user intent;
5) Investigate the classification performance in comparison with state-of-the-art ap-
proaches.
FIGURE 4.1 Query Classification Framework
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4.2 Query Analysis
4.2.1 Queries Structure
Queries submitted to search engines are usually ambiguous and most of the queries might
have more than one meaning, therefore using only the terms to identify search intents is not
enough. To address this problem, the syntactic structure of the queries was explored.
Two different queries may have similar terms but with different structures, each having a
different meaning, which may lead to different intents. For example, both queries ”George
Orwell books order” and ”order GeorgeOrwell books” have similar terms and by just looking
at them, one might assume that for both the intent is to buy books, i.e. transactional intent.
According to the characteristics of the informational, navigational and transactional intents
from [12], the first query is informational (i.e. find information on George Orwell books),
while the second query is transactional (i.e. buy George Orwell books). Below is illustrated
how the syntactical structure of the queries can reflect these different intents.
A phrase, defined as a group of words that function as a single part-of-speech, can be a
Verb phrase, Noun phrase, Determiner phrase, Adjective phrase, Adverb phrase, Prepositional
phrase or a combination of any of these phrases. Different classes of phrases contain different
word classes. Aword class or part-of-speech is a collection ofwords that can have sub-classes;
the seven major word classes are Verb, Noun, Determiner, Adjective, Adverb, Preposition
and Conjunction. Word order inside a phrase is one of the major structural ways in which the
queries can differ from each other. The position of a word depends on its word class, which
means that each query could formulate a unique pattern.
At phrase level, ”George Orwell books order” consists of Noun Phrases, while ”order
George Orwell books” consists of a Verb Phrase and a Noun Phrase. At word level, ”George
Orwell books order” consists of Nouns, while ”order George Orwell books” consists of a
Verb and Nouns.
This different syntactical structure of the two queries leads to different syntactical patterns,
which result in different meaning, intent and search results.
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4.2.2 Analysis of Query Types (Broder’s classiﬁcaࢢon)
The characteristics of the three different types of queries were analysed, i.e. informational,
navigational and transactional, from the point of view of the different word classes and types
of phrases reflected in these queries. Details for each query type are given in the following
sections.
4.2.2.1 Informaࢢonal Query
One of the main feature that identifies the structure of informational queries is Phrases
such as Noun phrase (NP), Verb phrase (VP), and Prepositional phrase (PP). For example
”location of apple stores in London”.
The most used word class in this query type is Nouns, such as Common Nouns, e.g.
”county”, ”company” and ”place”, and Proper Nouns, such as ”Spain”, ”Eiffel Tower” and
”The Beatles”. Question words are also used; for example ”Why recycling is important?;
informational query is the only type of queries that contain Question words.
Moreover, queries in such search type could be short, medium or long in length, and they
could contain one word or more than five words [49]. Furthermore, informational queries
mostly formulate a complete sentence such as ”where can i buy vegan products in the UK?”.
However, in many cases, informational queries could be short in length [49], such as Dinner
ideas”. Two examples of informational search syntactical structures are shown in Figure 4.2.
FIGURE 4.2 Examples of informational query structure using syntax tree representation, in which each
sentence consists of a syntax structure of phrases (NP,PP, V P ), word classes (N,V, P ) and word
sub-classes (PN,CN,AV ); a sentence could have more than one of each.
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4.2.2.2 Navigaࢢonal Query
The structure of the query is the main feature that distinguishes navigational queries. This
type of queries normally have a fixed syntactical structure which is the Noun Phrase (NP).
Also, in some cases, the query contains a web-link or part of a web-link.
Furthermore, queries in this search type are mainly short, consisting of one or two words
only [49]. Moreover, the only sub-class that could be found in this type of query is Proper
Nouns since the query could contain just one word typically containing an organization, busi-
ness, company or university name, such as ”Microsoft”.
In addition, the structure of the query consists of domain suffixes and prefixes such as
”amazon.com” and ”https://www.google.co.uk”. Two examples of navigational search syn-
tactical structures are shown in Figure 4.3.
FIGURE 4.3 Examples of navigational query structure using syntax tree representation; the two patterns
displayed cover the most common queries in the Navigational search. The sentences could consist of
domain suffixes or prefixes (DS,DP ), or have a syntactic structure of phrases (NP ), word classes
(N) and words sub-classes (PN).
4.2.2.3 Transacࢢonal Query
The syntactic structure of transactional queries consists mostly of Verb Phrases (VP) and
Adjective Phrases (AP) for example ”buy cheap cars”. Also, Noun Phrases (NP) could be
in the structure of some queries – for example ”Celine Dion lyrics”; however, some word
classes are not used such as Question words, Pronouns, and Auxiliary verbs.
Moreover, most queries in transactional searching consist of Action Verbs (AV) such as
”order”, ”buy”, ”purchase”, and download”. Furthermore, Adjectives are one of the word
classes being used frequently in transactional queries, such as ”Free” and ”online”.
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In addition, queries in this search type could be short or medium [49], they could con-
tain one word or up to five words – for example ”cookie recipes” and ”online pdf to word
converter”. Figure 4.4 shows two examples of transactional search syntactical structures.
FIGURE 4.4 Example of a transactional query structure using syntax tree representation, in which each
sentence consists of a syntactic structure of phrases (NP,AP, V P ), word classes (N,V,Adj) and
word sub-classes (CN,AV ); a sentence could have more than one of each.
4.2.3 Analysis Overview for Broder’s Classiﬁcaࢢon
Based on the analysis above (section 4.2.2), an overview of the syntactical structure char-
acteristics of the informational, navigational and transactional search type queries is presented
in Tables 4.1, 4.2, 4.3 and 4.4.
Table 4.1 outlines the difference between the three types of queries from the point of view
of word classes and Table 4.2 shows the types of phrases present in the three different query
types. Both tables show that the navigational queries are clearly different from the other
two, while the informational and transactional queries have a large similarity, indicating the
difficulty in distinguishing them.
TABLE 4.1 Analysis of Word classes (Part-of-Speech) for Broder’s Classification which include Word
classes and the sentence length of Short (S), Medium (M) and Long (L)
Queries Structure Length Word classes
S M L N V D Adj Adv P Conj QW
Informational Query
√ √ √ √ √ √ √ √ √ √ √
Navigational Query
√
- -
√
- - - - - - -
Transactional Query
√ √
-
√ √ √ √ √ √ √
-
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TABLE 4.2 Analysis of Phrases for Broder’s Classification
Queries NP VP PP AdvP AdjP
Informational Query
√ √ √ √ √
Navigational Query
√
- - - -
Transactional Query
√ √ √ √ √
Table 4.3 outlines the difference between the three types of queries based on different types
of Verbs. Navigational queries do not typically contain Verbs, while the informational ones
do. Moreover, the transactional queries tend to contain a particular type of Verb, i.e. Action
Verb, but not the others, thus indicating that this particular Verb class plays an important role
in the identification of transactional queries.
Table 4.4 outlines the different types of Nouns present in the three query types. Transac-
tional queries tend not to include Pronouns, while the navigational queries typically do not
include Common Nouns and Numeral Nouns.
TABLE 4.3 Breakdown Analysis of the Verb Class for Broder’s Classification
Queries AV AuxV LV
Informational Query
√ √ √
Navigational Query - - -
Transactional Query
√
- -
TABLE 4.4 Breakdown Analysis of the Noun Class for Broder’s Classification
Queries CN PN Pron NN
Informational Query
√ √ √ √
Navigational Query -
√ √
-
Transactional Query
√ √
-
√
4.2.4 Analysis of Query Extended Types (Jansen’s Classiﬁcaࢢon)
In this section, the analysis of the syntactic characteristics of the queries is described for
Jansen’s extended taxonomy [49].
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4.2.4.1 Informaࢢonal List:
Plural query terms (corresponding to the syntactic category Common Nouns Plural
(CNOP )) are a highly reliable indicator of this type of query, since the goal is to find a list
of suggested websites or candidates or a list of suggestions for further research, e.g. ”things
to do in London”. Word classes such as Common Nouns (CN ) and Proper Nouns (PN ) are
mostly used, especially Common Nouns related to informational terms (CNInfo) such as list
or play-list, and Entertainment terms (CNEnt), such as Music, Movie, Sport, Picture, Game,
e.g. ”list of Pixar movies”. In addition, these queries include Proper Nouns terms related to
products (PNP ), Geographical Areas (PNG), Places and Buildings (PNPB) and Institutions,
Associations, Clubs, Parties, Foundations and Organizations (PNIOG), e.g. ”London univer-
sities”. In addition to the domain-specific syntactic categories mentioned, informational list
queries also include general syntactic terms such as Action verbs (AV ), Adjectives (Adj),
Prepositions (P ), Numeral Nouns (NN ) and Determiners (D).
4.2.4.2 Informaࢢonal Advice:
This type of queries consists mostly of: (a) Common Nouns terms related to ideas, sug-
gestions, advice or instructions (CNA), e.g. ”breakfast ideas”; (b) question words such as
how (QWhow) and what (QWwhat), e.g. ”How to download iTunes”; (c) Proper Nouns terms
related to Software and Applications (PNSA), such as ”itunes”, ”Weka” and ”Skype”, Prod-
ucts (PNP ), such as ”iphone” and ”Ben and Jerry’s ice cream”, Brand Names (PNBN),
such as ”Coach”, ”Coca-Cola” and ”Gucci”. Furthermore, word classes such as Action
Verbs (AV ) and Numeral Nouns (NN) could be found in some queries.
4.2.4.3 Informaࢢonal Find:
Since the goal of this category is to find or locate something in the real world like a product
or service, themost usedword sub-classes are CommonNoun (CN) andActionVerb (AV), and
especially terms related to find and locate (CNL andAVL). Moreover, Proper Noun terms like
products (PNP ), Geographical Areas (PNG), Places and Buildings (PNPB) and Institutions,
Associations, Clubs, Parties, Foundations andOrganizations (PNIOG) could be found in these
queries sincemost product or shopping queries have the locate goal, e.g. ”Apple store location
in New Jersey” and ”cheap AppleMacBook pro”. Furthermore, the only question word that is
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used in this search type is where (WQWhere) and is typically included in a complete sentence,
e.g. ”Where is the location of Eiffel tower?”.
4.2.4.4 Informaࢢonal Undirected:
Most terms in this query are related to Proper Nouns such as terms related to sci-
ence (PNS), medicine (PNHLT ), history and news (PNHN), and celebrities (PNC), e.g.
”Michael Phelps”, ”American Civil War” and ”hypertension”. Word sub-classes such as
Common Noun (CN ) and Numeral Noun (NN ) are frequently used in this query type. More-
over, this is the only informational category that does not have some word classes such as
Question words, Pronouns, Auxiliary verbs and linking verbs.
4.2.4.5 Informaࢢonal Directed-Closed:
Queries in this category can be a question to find one specific or unambiguous answer, or
to find information about one specific topic. Most queries in this type contain Common Noun
terms related to Database and Servers (CNDBS), such as Weather or Dictionary. In addition,
they contain Proper Nouns terms related to Science (PNS), Geographical Areas (PNG), e.g.
”capital of Spain”, Holidays, Days andMonths (PNHMD), such as ”Christmas”, ”Monday”
and ”October”. Furthermore, all question words such as when, how, where, what, who could
be found in this search, e.g. ”What is a prime number?”
4.2.4.6 Informaࢢonal Directed-Open:
The structure of this category may take many forms; it might consist of either a question
word such as How (QWHow), What (QWWhat) and Why (QWWhy) to get an answer for an
open-ended question, e.g. ”Why are gold valuable?”, or it might consist of Common Nouns
and Proper Nouns such as terms related to Science (PNS) and Geographical Areas (PNG) to
find information about two or more topics, e.g. ”Insects communication”.
4.2.4.7 Navigaࢢonal Query:
These queries typically contain just Proper Nouns such as terms related to Company
Names (PNCO), Places and Buildings (PNBN ) and Institutions, Associations, Clubs, Parties,
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Foundations and Organizations name (PNIOG), such as ”IBM”. In addition, the structure of
the query consists of domain suffixes (DS) and prefixes (DP ).
4.2.4.8 Transacࢢonal Interact:
These queries mainly consist of Action Verb and Common Noun terms related to inter-
action: (a) (AVI), such as Buy, Reserve and Order, e.g. ”buy cell phones”, and (b) (CNI)
such as Translation and Reservation. In addition, Common Nouns terms such as Database
and Servers (CNDBS), e.g. ”currency converter”, ”stock quote” ”weather”, and File Type
(CNfile), such asMP3 andPDF, are highly used in this type of queries. Moreover, most trans-
actional interact queries contain Proper Noun terms like Companies Name (PNCO), Products
(PNP ), Geographical Areas (PNG), Places and Buildings (PNPB), in addition to word class
Adjective (Adj).
4.2.4.9 Transacࢢonal Download free:
Queries in this type of search mainly consist of Adjectives like free and online (AdjF ),
(AdjO), in addition to Action Verbs terms and Common Nouns terms related to download
(AVD), (CND), e.g. ”free online courses” and ”free ebook downloads”. They can also
contain Common Noun terms, such as Entertainment (CNEnt) and File Type (CNFile), as
well as Proper Noun terms related to Software andApplications (PNSA) and celebrity (PNC).
4.2.4.10 Transacࢢonal Download not free:
These queries mainly consist of Adjectives (Adj), Action Verb terms and Common Nouns
terms related to download (AVD), (CND), e.g. ”lord of the flies book download” and ”ABBA
songs download”. In addition, they contain Common Nouns terms such as Entertainment
(CNEnt) and File Type (CNFile), and Proper Noun terms related to Software andApplications
(PNSA) and products (PNP ).
4.2.4.11 Transacࢢonal obtain online:
This type of queries mainly consists of Common Noun terms related to obtained online
(CNOO), e.g. ”salmon recipes”, Entertainment (CNEnt), such as ”Sam Smith songs lyrics”,
in addition to Proper Nouns terms related to Celebrity (PNC). Also, terms related to other
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word classes and sub-classes such as Adjective (Adj) and Numeral Noun (NN) such as Or-
dinal Numbers (NNO) and Cardinal Numbers (NNC) could be in the structure of this type
of query.
4.2.4.12 Transacࢢonal obtain oﬄine:
This type of queries mainly consists of Common Noun terms related to obtain offline
(CNOF ), e.g. ”Flowers wallpapers” and ”Apple tv screensavers”. In addition, it consists
of adjective (Adj) terms, such as free (AdjF ), Proper Noun terms related to Software and
Applications (PNSA), Products (PNP ) and Celebrity (PNC). Furthermore, word classes
such as Linking Verbs (LV ), Pronouns (Pron) and Auxiliary Verbs (AuxV ) are not typically
found in this query type.
4.2.5 Analysis Overview for Query Extended Classiﬁcaࢢon
Based on the previous analysis (section 4.2.4), an overview of the syntactical structure
characteristics of the extended classification of search type queries is presented in Tables 4.5,
4.6 and 4.7.
Table 4.5 outlines the difference between the twelve types of queries from the point of
view of word classes, Table 4.6 outlines the difference between the twelve types of queries
based on different types of Verbs and Table 4.7 outlines the different types of Nouns present
in the twelve query types. Since navigational queries do not have an extended classification,
the analysis of this type is similar to the one which was provided in Section 4.2.3
4.2.6 Query Terms Taxonomy
The following categories/word classes have been used, Verb (V), Noun (N), Determiner
(D), Adjective (Adj), Adverb (Adv), Preposition (P) and Conjunction (Conj). In addition,
question words (QW): how, who, when, where, what and which, were also used. Further-
more, two other classes were added: Domain Suffixes (DS) and Domain Prefixes (DP). Also,
some word classes can have sub-classes. For example, Noun consists of sub-classes, such as
Common Nouns (CN), Proper Nouns (PN), Pronouns (Pron) and Numeral Nouns (N); Verbs
can be of several types, such as Action Verbs (AV), Linking Verbs (LV) and Auxiliary Verbs
(AuxV).
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TABLE 4.5 Analysis of Word classes (Part-of-Speech) for Query Extended Classification which in-
cludes Word classes and the sentence length of Short (S), Medium (M) and Long (L)
Queries Structure Length Word classes
S M L N V D Adj Adv P Conj QW
Info. List
√ √ √ √ √ √ √
-
√
- -
Info. Advice
√ √ √ √ √
- - -
√
-
√
Info. Find
√ √ √ √ √ √ √ √ √ √ √
Info. Undirected
√ √ √ √
- - - - - - -
Info. Directed-Closed
√ √ √ √ √ √ √ √ √ √ √
Info. Directed-Open
√ √ √ √ √ √ √ √ √ √ √
Navi. Query
√
- -
√
- - - - - - -
Tran.Interact
√ √
-
√ √
- - - - - -
Tran.Download Free
√ √
-
√ √
-
√
- - - -
Tran. Download not Free
√ √
-
√ √
-
√
- - - -
Tran. Obtain online
√ √
-
√
- -
√
- - - -
Tran. Obtain offline
√ √
-
√
- -
√
- - - -
TABLE 4.6 Breakdown Analysis of the Verb Class for Query Extended Classification
Queries AV AuxV LV
Info. List
√
- -
Info. Advice
√
- -
Info. Find
√ √ √
Info. Undirected
√
- -
Info. Directed-Closed
√ √ √
Info. Directed-Open
√ √ √
Navi. Query - - -
Tran.Interact
√
- -
Tran.Download Free
√
- -
Tran. Download not Free
√
- -
Tran. Obtain online - - -
Tran. Obtain offline - - -
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TABLE 4.7 Breakdown Analysis of the Noun Class for Query Extended Classification
Queries CN PN Pron NN
Info. List
√ √
-
√
Info. Advice
√ √ √ √
Info. Find
√ √ √ √
Info. Undirected
√ √
-
√
Info. Directed-Closed
√ √
-
√
Info. Directed-Open
√ √
-
√
Navi. Query -
√
- -
Tran.Interact
√ √
- -
Tran.Download Free
√ √
- -
Tran. Download not Free
√ √
- -
Tran. Obtain online
√ √ √ √
Tran. Obtain offline
√ √ √ √
4.2.7 Construcࢢng Query Term Taxonomy
The following steps have been taken for the analysis of the syntactic structure of the
queries and the mapping of each term from a query to the word classes mentioned above, these
steps are implemented using the same java program and procedures that have been mentioned
in chapter 3, Section 3.2.2.3:
1) Parse and automatically extracting terms from each query.
2) Automatically map each term to its syntactic (PoS) word class; for example, in the query
”Who is Nikola Tesla”, ”Who”will bemapped to ”QW”, ”is” to ”LV” and ”Nikola Tesla”
to ”PN”.
3) Convert each query to its syntactical pattern. which is a representation of the original
query where each term is replaced by a word class (PoS). For example, the query: “Free
Wallpapers” is converted to the syntactical pattern: [Adj + CN ].
4) Categories each syntactical pattern into one of the search types (e.g Broder [12] or
Jansen [49]).
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4.3 Proposed Framework
The concept of the GQC is based on the use of grammar to capture and combine two
different components: (a) sentence structure and (b) domain information. In order to achieve
this, a customised grammar for the problem is developed. A context-free grammar in the
Backus Normal Form (BNF) is used. As mentioned in chapter 3, it has been argued [56],
[109], [103] that BNF can not provide a full description of the English grammar, however,
the target is to use a simple version of the English grammar combined with domain-specific
syntactic categories to guide the query classification stage.
4.3.1 Phase I: Grammar
In chapter 3, section 3.2.1 Definition 1 the formal grammar is defined as a tuple
(N,Σ, P, S). In this section the details of the formal grammar are presented for the query
classification domain.
The set N of non-terminals includes the terms in the queries, which can be single words,
such as ”books”, or groups of words such as ”Jane Austin” or ”University of Portsmouth”.
The set Σ of non-terminals consists of all the syntactic categories, both general and
domain-specific. Table 4.8, reflecting five different levels of detail related to the syntactic
categories; a list of all the syntactic categories and corresponding acronyms is displayed in
Appendix A.
Below a number of rules are illustrated which show how the syntactic categories are de-
rived, starting from the highest level (the starting symbol, i.e. the sentence/query) to the
lowest level of detail (level 5).
⟨S⟩ ::= NP ⟨S⟩ | V P ⟨S⟩ | PP ⟨S⟩ | AP ⟨S⟩ | AdvP ⟨S⟩ | NP | V P | PP | AP | AdvP
⟨NP⟩ ::= N | D N | AP N | D AP N | P D N | A AP N | Adv P D N | Pron AP | Pron PP
⟨VP⟩ ::= V | V PP | V NP | V P PP | AdvP V P |AuxV V P
⟨PP⟩ ::= P | P NP | AdvP P NP | Adv P NP
⟨AP⟩ ::= Adj | Adv Adj | Adj PP | Adj N
⟨AdvP⟩ ::= Adv Adv
⟨NNP⟩ ::= N PP | AP N | AP NN | NN PP | N PP
⟨V⟩ ::= AV | LV | AuxV
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⟨N⟩ ::= PN | CN | NN | Pron
⟨QW⟩ ::= Who |Where |What |When |Which | How
⟨AV⟩ ::= AVI | AVL | AVD
⟨CN⟩ ::= CNA | CNSWU | CND | CNHN | CNOS | CNOP | CNI | CNL |CNOB | CNIFT
⟨NN⟩ ::= NNC | NNO
⟨PN⟩ ::= PNS | PNHLT | PNP | PNHMD | PNR | PNHN | PNSA | PNBN | PNE | PNEnt | PNBDN |
PNC |PNG | PNIOG | PNPB | PNCO.
TABLE 4.8 Hierarchical structure of syntactic categories with different levels of details.
Levels Description Classes
S Consists of All Phrase
classes
NP, V P, PP,AP,AdvP .
Level 1 Consists of the seven main
word classes and Question
words
N, V,Adj, Adv, Conj,D, P,QW
Level 2 Consists of the word
classes sub-classes
CN , PN , NN , Pron, AV , LV , AuxV ,
QWWhat, QWWhere, QWWhen, QWHow,
QWWhich
Level 3 Consists of Level 2 spe-
cific sub-classes that were
created for the query clas-
sification
AdjOF , DS, DP , CNO, CNI , CNL,
CNOBEF , CNEFI , CND, CNHN , CNA,
CNSWU , CNDBS , NNC , NNO, PNBBC ,
PNHN , PNHS , PNHR, AVIL, AVD
Level 4 Consists of Level 3 spe-
cific sub-classes that were
created for the query clas-
sification
AdjO, AdjF , CNIFT , CNEnt, CNOB,
CNOO, CNOS , CNOP , PNBSP , PNCGIP ,
PNBCEE , PNHLT , PNS , PNHMD, PNR,
AVI , AVL,
Level 5 Consists of Level 4 spe-
cific sub-classes that were
created for the query clas-
sification
PNSA, PNBN , PNE , PNEnt, PNBDN ,
PNG, PNIOG, PNPB, PNCO, PNC , PNP
4.3.2 Phase II: Parsing and Tagging
In Phase II, each query is parsed and mapped to the grammar terminals to transform it into
a pattern of syntactic terms, as illustrated in Algorithm 1.
An example is illustrated in Fig. 4.5 for the query ‘List of movies by Nicholas Sparks’.
The left-hand side of the figure illustrates the parsing of the query to extract the set of terms,
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Algorithm 1 Parsing and Tagging Algorithm
Read query q from input file.
Read grammar rules and store it in G.
State Parse q and extract the set of terms T
for each ti in T do
State ci = Map(ti, G) ▷ This maps term ti based on G into category ci
if ci is null then
State ci = PN ▷ If no category found for term ti, assume it is a Proper Noun.
if ci−1 is PN then
State combine(ci−1, ci) ▷ Replace any number of consecutive PN with a single PN
end if
end if
end for
while the right-hand side illustrates the mapping of the terms to the grammar non-terminals.
As a result of this process, the example query is transformed into the following pattern:
[CN + P + CN + P + PN ].
All queries are transformed into syntactic patterns through this process resulting into a
dataset of labelled patterns. As the length of the pattern varies depending on the structure of
the query, the number of attributes in the dataset is equal to the size of the largest syntactic
pattern. In the datasets used for the experiments this maximum length was 13. For patterns
of lower length, some attributes will have no values; for example, the pattern in the given
example has a of length of 5, in which attributes 1 to 5 will have as values the syntactic
categories from the pattern (i.e. CN , P , CN , P and PN ) and the attributes from 6 to 13 will
have no values.
FIGURE 4.5 Phase II: Parsing and Tagging example
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4.3.3 Phase III: Learning and Classiﬁcaࢢon
In this phase, the patterns that were generated in Phase II are used for machine learning,
with the purpose of building a model for automatic classification. The standard process for
machine learning is followed, which involves the splitting of the dataset into a training dataset,
which is used for building the model, and a testing dataset, which is used to evaluate the
performance of the model. Once a model of satisfactory performance has been identified, it
can be used for the classification of unlabelled queries.
Several learning algorithms were used and their performance was evaluated, as outlined
in the Experiments section below.
4.4 Experiments
In this section, two sets of experiments were conducted to achieve the aims outlined in
Section 4.1. For the first objective, i.e. investigate the influence of the different levels of detail
of domain-specific information (reflected in the domain-specific syntactic categories) on the
classification performance, experiments were conducted with different versions of the gram-
mar, corresponding to the five levels for the terminals set; these experiments are described
in sub-section 4.4.1. To validate the findings from the experiments related to the levels of
detail for the grammar, another set of experiments were conducted, which are outlined in
section 4.4.2.
For both sets of experiments, four machine learning algorithms were used: (1) decision
trees, and in particular the J48 implementation in Weka; (2) RandomForest, (3) Repeated
Incremental Pruning to Produce Error Reduction (RIPPER), and in particular the JRip imple-
mentation in Weka; (4) Naive Bayes.
The experiments were set up using the typical 10-fold cross validation and evaluation
metrics, i.e. Accuracy, Precision, Recall and F-Measure. The classification of the queries
were investigated according to Broder’s categories (i.e. 3-class models), as well as Jansen’s
extended categories (i.e. 12-class models).
For the second objective, i.e. compare the performance of different machine learning
algorithms for the classification of user intent, the experiment results will be analysed for
both sets of experiments, as well as discussed overall. The third objective, i.e. investigate
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the classification accuracy in comparison with state-of-the-art approaches, will be covered
in Section 4.5, where the results are discussed of the proposed approach in comparison with
previous ones.
TABLE 4.9 Data distribution
Query type Frequency Total
Informational 2980
undirected 862
Advice 614
Directed - closed 642
Directed - open 127
Find 269
List 466
Transactional 2220
Download Free 42
Download not Free 49
Interact 420
Obtain Offline 383
Obtain Online 1326
Navigational 684
4.4.1 Experiments on grammar levels
For this experiment, the 1953 labelled queries from [86] were used, and 4,047 queries
were randomly selected fromAOL 2006 dataset [107] and labelled according to the procedure
described in [96]. From the 4,047 AOL queries, 116 were vague or contain mistakes and thus,
were excluded, leading to 5,884 queries used in the experiments. Their distribution according
to Broder’s taxonomy and Jansen’s extended taxonomy is given in Table 4.9.
The evaluation metrics for the 3-class models resulting from the four learning algorithms
for each level of the grammar are displayed in Table 4.10. In addition to the overall perfor-
mance, precision, recall and F-Measure are reported per class, to allow us to understand the
effect of the additional syntactic categories per level on the identification of the three types
of queries, i.e. informational, navigational and transactional.
The results show that with each level there is an improvement in the results, with signif-
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icant improvements when moving from level 1 to level 2 and from level 2 to level 3. The
improvement in performance from level 3 to level 4, and from level 4 to level 5, respectively,
is marginal.
The results for the 12-class models are given in Table 4.11. These show similar results as
for the 3-class models, with significant improvements form level 1 to level 2 and from level
2 to level 3. The improvement from level 2 to level 3 is higher than from the 3-class models,
while the difference between level 4 and level 5 is marginal.
Level 1 and level 2 contain general syntactic categories of the English language. When
only the higher level categories are used (i.e. level 1), while there are variations between the
different learning algorithms, the overall picture is that the best performance occurs for in-
formational queries, with the second best performance for transactional queries and the worst
performance for navigational queries. In fact, three of the classifiers (GQCJRip,GQCRF and
GQCJ48) are unable to identify navigational queries, and only the GQCNB classifier is able
to correctly identity some of navigational queries. These results show that based only on the
syntactic categories at level 1, the machine learning algorithms are not able to distinguish
well between the three types of queries, and are particularly unable to differentiate between
the navigational queries and the other two types, i.e. informational and transactional.
When sub-categories of the English main syntactic categories are used, i.e. level 2, a
dramatic improvement could be noticed in the performance of all classifiers in relation to
navigational queries. In fact, all classifiers have a recall of 1 for this class, which indicates
that there are no false positives, i.e. all instances identifies by the models as navigational
are truly navigational. Also, the precision for all classifiers is above 0.9, indicating the pres-
ence of a small number of false positives, i.e. few informational or navigational queries are
wrongly identified by the models as navigational. The sub-categories at level 2 have also
marginally improved the performance for the informational and/or transactional queries for
three classifiers (GQCRF , GQCJ48 and GQCNB), while for GQCJRip this improvement is
more significant.
Level 3, which includes the first level of detail for the domain-specific syntactic cate-
gories, led to significant improvements of the performance of all classifiers for the informa-
tional and transactional queries; the performance for the navigational queries stayed the same
as for level 2. These results indicate that the syntactic categories related to different domain-
specific types of Common Nouns, Numeral Numbers, Proper Nouns, Adjectives and Action
74
Verbs, enable the machine learning algorithms to better differentiate between informational
and transactional queries.
The performance of all classifiers for all classes improves further at level 4, which has
more details related to the types of queries from Jansen’s extended categories. There is an
improvement even for the navigational queries, although there are no sub-types for the nav-
igational queries in Jansen’s extended categories, which indicates that some of the syntac-
tic categories at level 4 enable the classifiers to better distinguish between the navigational
queries on one hand, and the informational and transactional ones, on the other hand. In other
words, the use of the level 4 syntactic categories lead to fewer false positives for the naviga-
tional class, i.e. fewer informational and transactional queries are mistaken for navigational
ones. For the 12-class models (Table 4.11), the performance at level 4 shows a significant im-
provement compared with level 3, which is consistent with the fact that most of the syntactic
categories from level 4 are derived from the analysis of Jansen’s extended categories.
Finally, level 5 contains the most detailed level of domain-specific syntactic categories,
related to aspects such as brand names, specific institutions and organisations, software, geo-
graphical areas, places and buildings, celebrity names and events. The use of these syntactic
categories leads to further improvement for all classifiers and all classes, indicating that they
enable the classifiers to better distinguish between the three types of queries.
In summary, the results show that using the domain-specific syntactic categories (levels
3, 4 and 5) leads to better classification performance compared with using standard English
syntactic categories (level 1) and sub-categories (level 2). The results also indicate that the
best performance is achieved when the most detailed domain-specific syntactic categories are
used (level 5). This finding indicates that the grammar can be simplified by merging levels
3, 4 and 5 into one level, which would also simplify and speed-up the mapping in Phase II.
To validate this new grammar structure, a new set of experiments were conducted, which is
described in the next section.
4.4.2 Validaࢢon of the new grammar structure
The results from the previous experiments indicated that a simpler grammar structure
with three levels would lead to a faster mapping process in Phase II. The new structure of the
grammar with 3 levels is illustrated in Table 4.12. The new levels were denoted as L1, L2
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TABLE 4.10 Performance of the classifiers Precision (P), Recall (R) and F-Measure (F) for Informa-
tional (Info.), Navigational (Nav.) and Transactional (Trans.) queries (3-class models)
GQCJRip GQCRF GQCJ48 GQCNB
Accuracy 55.11% 66.26% 66.02% 58.85%
L1 Precision 0.53 0.85 0.84 0.87
Recall 0.94 0.69 0.69 0.53
F-Measure 0.68 0.76 0.76 0.65
Class P R F P R F P R F P R F
Info. 0.53 0.94 0.68 0.84 0.69 0.76 0.84 0.69 0.76 0.87 0.53 0.66
Nav. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.27 0.10 0.15
Trans. 0.71 0.20 0.31 0.53 0.83 0.65 0.53 0.83 0.65 0.48 0.83 0.61
L2 Accuracy 76.96% 78.38% 77.96% 71.59%
Precision 0.81 0.91 0.89 0.81
Recall 0.71 0.64 0.65 0.58
F-Measure 0.76 0.75 0.75 0.67
Class P R F P R F P R F P R F
Info. 0.83 0.70 0.76 0.88 0.66 0.75 0.88 0.66 0.75 0.81 0.58 0.68
Nav. 0.92 1.00 0.96 0.92 1.00 0.96 0.92 1.00 0.96 0.92 1.00 0.96
Trans. 0.67 0.79 0.73 0.66 0.87 0.75 0.66 0.87 0.75 0.60 0.81 0.69
L3 Accuracy 98.47% 98.67% 98.47% 92.15%
Precision 1.00 1.00 0.99 0.93
Recall 0.98 0.98 0.98 0.92
F-Measure 0.99 0.99 0.99 0.92
Class P R F P R F P R F P R F
Info. 1.00 0.98 0.99 1.00 0.98 0.99 0.99 0.98 0.99 0.93 0.91 0.92
Nav. 0.92 1.00 0.96 0.92 1.00 0.96 0.92 1.00 0.96 0.92 1.00 0.96
Trans. 0.99 0.99 0.99 1.00 0.99 0.99 1.00 0.99 1.00 0.91 0.90 0.90
L4 Accuracy 99.20% 99.46% 99.26% 88.64%
Precision 1.00 1.00 1.00 0.93
Recall 0.99 0.99 0.99 0.84
F-Measure 0.99 0.99 0.99 0.88
Class P R F P R F P R F P R F
Info. 1.00 0.99 0.99 1.00 0.99 1.00 1.00 0.99 0.99 0.93 0.84 0.88
Nav. 0.96 1.00 0.98 0.96 1.00 0.98 0.96 1.00 0.98 0.96 1.00 0.98
Trans. 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.82 0.91 0.86
L5 Accuracy 99.62 % 99.91% 99.56% 89.21%
Precision: 1.00 1.00 1.00 0.93
Recall 1.00 1.00 1.00 0.85
F-Measure: 1.00 1.00 1.00 0.89
Class P R F P R F P R F P R F
Info. 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.93 0.85 0.89
Nav. 0.99 1.00 0.99 1.00 1.00 1.00 0.99 1.00 0.99 0.99 1.00 0.99
Trans. 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.82 0.91 0.86
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TABLE 4.11 Performance of the 12-class models. Precision (P), Recall (R), F-Measure (F).
GQCJRip GQCRF GQCJ48 GQCNB
Acc% P R F Acc% P R F Acc% P R F Acc% P R F
L1 34.85 0.00 0.00 0.00 48.66 0.39 0.40 0.40 48.11 0.39 0.40 0.40 40.31 0.39 0.40 0.39
L2 52.88 0.84 0.02 0.04 63.96 0.51 0.24 0.32 63.15 0.51 0.23 0.32 52.75 0.47 0.25 0.33
L3 86.46 0.81 0.97 0.88 90.16 0.81 0.99 0.89 89.75 0.81 0.99 0.89 81.00 0.79 0.93 0.86
L4 96.50 0.99 1.00 0.99 98.10 1.00 1.00 1.00 97.38 0.99 0.99 0.99 91.41 0.95 0.94 0.95
L5 98.03 0.99 0.99 0.99 99.16 1.00 1.00 1.00 98.42 0.99 0.99 0.99 91.14 0.92 0.94 0.93
and L3 to distinguish them from the previous grammar structure denoted by levels 1 to 5.
TABLE 4.12 The three levels taxonomy
Levels Description Classes
S Consists of All Phrase
classes
NP, V P, PP,AP,AdvP .
Level L1 Consists of the seven main
word classes and Question
words
N, V,Adj, Adv, Conj,D, P,QW
Level L2 Consists of the word
classes sub classes
CN,PN,NN,Pron,AV, LV,AuxV
Level L3 Consists of all the specific
classes that were created
for the query classification
AVI , AVL, AVD, NNC , NNO, QWWho,
QWWhat, QWWhere, QWWhen, QWHow,
QWWhich, DS, DP , PNC , PNS , PNHLT ,
PNHMD, PNR, PNHN , PNSA,PNBN ,
PNE , PNEnt, PNBDN , PNG, PNIOG,
PNPB, PNCO, CNA, CNSWU , CND,
CNHN , CNOS , CNOP CNI ,CNL, CNOB,
CNEFI .
This modification results in the exclusion of 10 syntactic categories from levels 3 and 4
that contain sub-categories at levels 4 and 5, respectively. For example, the CNEFI category
at level 3 contains three sub-categories. In the merger, the CNEFI category will be removed
and its three sub-categories will become sub-categories of CN (from level 2). The same
process is followed for all 10 syntactic categories that were removed. This results in a new
level L3 that contains all the domain-specific syntactic categories as sub-categories of level
2 categories.
To validate this new grammar structure, experiments were conducted using the three levels
and the same four machine learning algorithms. A new set of data of 8047 queries were
randomly selected from the AOL 2006 dataset and labelled following the process used in [96].
These were used together with the 1953 labelled queries from [86] – thus, 10,000 queries were
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used, which are distributed as outlined in Table 4.13.
TABLE 4.13 Data distribution
Query type Frequency Total
Informational 5597
undirected 1800
Advice 1018
Directed - closed 1042
Directed - open 259
Find 550
List 928
Transactional 3012
Download Free 48
Download not Free 65
Interact 696
Obtain Offline 502
Obtain Online 1701
Navigational 1391
The results for the 3-class models are given in Table 4.14 and for the 12-class models in
Table 4.15; the results per class using level L3 and RandomForest (GQCRF ) for the 12-class
models are given in Table 4.16. As expected, the results for L1 and L2 are very similar to
the results for levels 1 and 2 from the previous structure (displayed in Table 4.10), with slight
variations which are likely due to the variation in the data used.
For level L3, the performance in similar to the results for level 5 in the previous structure
(see Table 4.10), as both of these levels contain all the domain-specific syntactic categories.
In the following, the results are discussed in relation to the objectives outlined in Section 3.1.
The Third objective was to investigate the optimal level of detail for the domain-related
syntactic categories. The results from the experiments in Sections 4.4.1 and 4.4.2 indicate
that the answer to this question is that the highest level of detail leads to the best classification
performance. While the structure with 5 levels of details was very useful for understanding
which syntactic categories influence the performance of the classifiers in relation to each type
of query, the structure with the 3 levels is more useful for an automatic approach to query
identification, facilitating a faster mapping process.
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TABLE 4.14 Performance of the classifiers Precision (P), Recall (R) and F-Measure (F) for Informa-
tional, Navigational and Transactional queries (3-class models).
GQCJRip GQCRF GQCJ48 GQCNB
L1 Accuracy 59.5% 63.4% 63.3% 53.71%
Precision 0.53 0.61 0.61 0.67
Recall 0.60 0.63 0.63 0.53
F-Measure 0.50 0.60 0.60 0.55
Class P R F P R F P R F P R F
Info. 0.59 0.95 0.72 0.85 0.72 0.78 0.85 0.72 0.78 0.88 0.51 0.65
Nav. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.34 1.00 0.50
Trans. 0.69 0.22 0.33 0.44 0.76 0.56 0.44 0.76 0.55 0.43 0.36 0.39
L2 Accuracy 76.3% 77.8% 77.6% 71%
Precision 0.77 0.81 0.80 0.76
Recall 0.76 0.78 0.78 0.71
F-Measure 0.76 0.78 0.78 0.71
Class P R F P R F P R F P R F
Info. 0.82 0.75 0.78 0.89 0.70 0.78 0.88 0.70 0.78 0.85 0.59 0.69
Nav. 0.91 1.00 0.95 0.91 1.00 0.95 0.91 1.00 0.95 0.91 1.00 0.95
Trans. 0.61 0.68 0.64 0.61 0.83 0.70 0.61 0.82 0.70 0.52 0.80 0.63
L3 Accuracy 99.7% 99.9% 99.8% 95.5%
Precision 0.99 1.00 0.99 0.96
Recall 0.99 1.00 0.99 0.96
F-Measure 0.99 1.00 0.99 0.96
Class P R F P R F P R F P R F
Info. 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.99 0.99 0.96 0.97 0.96
Nav. 0.99 1.00 0.99 1.00 1.00 1.00 0.99 1.00 0.99 0.99 1.00 1.00
Trans. 0.99 0.99 0.99 1.00 1.00 1.00 0.99 0.99 0.99 0.94 0.92 0.93
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TABLE 4.15 Performance of the 12-class models.
GQCJRip GQCRF GQCJ48 GQCNB
Levels Acc% P R F Acc% P R F Acc% P R F Acc% P R F
L1 30.5 0.21 1.00 0.35 47.0 0.44 0.41 0.42 46.7 0.44 0.41 0.42 38.6 0.44 0.41 0.42
L2 50.2 0.15 0.51 0.23 63.7 0.48 0.43 0.45 63.3 0.48 0.42 0.45 53.7 0.44 0.41 0.42
L3 99.2 0.99 1.00 0.99 99.6 1.00 1.00 1.00 99.3 1.00 1.00 1.00 92.0 0.91 0.94 0.93
TABLE 4.16 Performance of the 12-class RandomForest model by class for level L3.
Search Types Precision Recall F-Measure
Informational undirected 1.00 1.00 1.00
Informational Advice 0.99 0.99 0.99
Informational List 0.99 1.00 0.99
Informational Directed Open 0.98 0.92 0.95
Informational Directed Closed 0.98 0.99 0.99
Informational Find 0.99 0.99 0.99
Navigational 0.99 1.00 1.00
Transactional Download Free 1.00 0.98 0.99
Transactional Download not Free 1.00 0.99 0.99
Transactional Interact 0.99 1.00 0.99
Transactional Obtain offline 0.99 1.00 0.99
Transactional Obtain Online 1.00 0.99 1.00
The Fourth objective was about which machine learning algorithms are best suited to clas-
sification of user intent, when using the data representation proposed in the GQC framework.
Naive Bayes (GQCNB), which is known to perform well on textual data, leads to the lowest
performance models in the experiments (but not by much), while RandomForest (GQCRF )
leads to the best performingmodel. When using the domain-specific syntactic categories (lev-
els 3, 4 and 5 in Tables 4.10 and 4.11, and level L3 in Tables 4.14 and 4.15) JRip (GQCJRip)
and J48 (GQCJ48) are very close in performance to RandomForest (GQCRF ), especially at
level 5 in Table 4.10 and level L3 in Table 4.14. Consequently, the consistent performance of
the classifiers validates the contribution of the new representation, with its domain-specific
information and preservation of order, to the high classification performance.
The Fifth objective was about the classification performance of the proposed approach
in comparison with state-of-the-art approaches. This is discussed in detail in the following
section.
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4.4.3 Performance comparison with other query classiﬁcaࢢon approaches
For the objective of validating the proposed approach in improving the classification ac-
curacy and the identification of different type of queries and to compare the classification
performance of the proposed approach with the state-of-the-art approaches, experiments have
been conducted using features classifier model based on the most used features in previous
works such as n-gram in which n = 2, Bag-of-Words, Snowball Stemmer and stop words
remover.
Similar to the previous experiments in section 4.4, to assess the performance of the ma-
chine learning classifier the experiments were set up using the typical 10-fold cross validation,
i.e. the dataset is split into 10 folds, and each fold in used, in turn, for testing, while the other
9 are used for training. The output of the training process is a model, which is then used for
classification in the test fold. The labels produced by the model are matched to the true la-
bels and typical performance indicators, such as Accuracy, Precision, Recall, and F-Measure,
are calculated. In addition, the following machine learning algorithms, were used for query
classification. Which are; J48, RandomForests (RF) and Naive Bayes (NB).
4.4.3.1 Results
Table 4.17 presents classification performance details (Precision, Recall and F-Measure)
of the n-gramJ48, n-gramNB and n-gramRF classifiers using broder’s query categories. Re-
sults show that Decision Tree n-gramJ48 identified correctly (i.e. Recall) 90.9% of the queries,
while n-gramRF identified correctly 95.2% of the queries and n-gramNB, 95.2%.
TABLE 4.17 Performance of the classifiers using broder’s categories and the features and n-gram frame-
work - GQCRF results are highlighted in bold. Precision (P), Recall (R), F-Measure (F).
GQCRF n-gramRF n-gramJ48 n-gramNB
Accuracy: 99.9% 95.2 % 90.9% 95.2%
Class: P R F P R F P R F P R F
Info. 1.00 1.00 1.00 0.94 0.93 0.93 0.82 0.95 0.88 0.94 0.93 0.93
Nav. 1.00 1.00 1.00 0.97 0.89 0.93 0.97 0.89 0.93 0.97 0.89 0.93
Tran. 1.00 1.00 1.00 0.96 0.99 0.97 0.96 0.89 0.93 0.96 0.99 0.97
In addition, Table 4.18 presents classification performance details (Precision, Recall and
F-Measure) of the n-gramJ48, n-gramNB and n-gramRF classifiers using Jansen’s extended
query categories. Results show that Decision Tree n-gramJ48 identified correctly (i.e. Recall)
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94.1% of the queries, while n-gramRF identified correctly 92.4% of the queries and n-gramNB,
91.1%.
TABLE 4.18 Performance of the classifiers using Jansen’s extended categories - GQCRF results are
highlighted in bold
GQCRF n-gramRF n-gramJ48 n-gramNB
Accuracy: 99.6% 92.4% 94.1% 91.1%
Class: P R F P R F P R F P R F
Info. undirected 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Info. Advice 0.99 0.99 0.99 1.00 0.97 0.99 1.00 0.97 0.98 1.00 0.96 0.98
Info. List 0.99 1.00 0.99 1.00 0.95 0.97 1.00 0.95 0.97 0.98 0.95 0.96
Info. Directed
Open 0.98 0.92 0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Info. Directed
Closed 0.98 0.99 0.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Info. Find 0.99 0.99 0.99 0.90 0.98 0.94 0.90 0.98 0.94 0.90 0.98 0.94
Nav. 0.99 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tran. Download
Free 1.00 0.98 0.99 0.62 0.95 0.75 0.99 0.83 0.90 0.59 0.98 0.74
Tran. Download
not Free 1.00 0.99 0.99 0.99 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.99
Tran. Interact 0.99 1.00 0.99 0.91 0.93 0.92 0.91 0.92 0.91 0.91 0.93 0.92
Tran. Obtain
offline 0.99 1.00 0.99 0.97 0.47 0.63 0.64 1.00 0.78 0.99 0.47 0.64
Tran. Obtain
Online 1.00 0.99 1.00 0.99 0.98 0.99 0.99 0.98 0.99 0.99 0.96 0.98
Even-though features such as n-gram, Bag-of Words, Snowball Stemmer and stop words
remover could be used in the classification of informational, navigational and transactional
queries, it could not be used in the classification of most extended categories. Informational
queries extended categories such as undirected, directed- open and closed had 0 Precision,
Recall and F-Measure for all the classifier. Similarly, navigational queries had 0 Precision,
Recall and F-Measure for all the classifier. Furthermore, some transactional queries extended
categories have low Precision and Recall such as transactional download free and transac-
tional obtain-offline.
These results validate that using domain-specific information and preserving the structure
of the query improve the classification accuracy and could be used in the identification of
informational, navigational and transactional queries in addition to the extended categories of
these queries.
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4.5 Discussion
In this section, the performance of previous methods is discussed. The performance on
previous automatic classification approaches is summarized in Table 4.19 (where several
models are reported, e.g. with feature variations, the best performance was reported). With
the exception of [49], which adopted a rule-based approach, all other approaches use machine
learning. For [3] the values in the table are approximate numbers, as in the original paper they
are displayed in a graph.
In terms of accuracy, the highest performance is obtained by [66], i.e. 90%, and [52]. A
classification approach was used by [66] through linear regression, while [52] used a cluster-
ing approach through the k-means algorithm. Neither of these two works report performance
by class. The proposed approach leads to over 99% accuracy overall, as well as very good
performance by class, i.e. precision and recall values above 0.99.
Only two types of queries have been used by [66], i.e. informational and navigational;
their argument for excluding the transactional category was the lack of agreement on this
category, referred to as resource by [119] and as transactional by [12].
Based on their results [52], the authors argue that more refined categories such as the
ones proposed by [119] and [49] may not be useful in practice because “they may not ex-
hibit enough unique searching characteristics to permit this automatic classification” ( [52],
p.574). Their argument seemed to be supported by the low performance, i.e. 74% accuracy,
of the rule-base approach in [49], in which characteristics of all refined categories were used
for the identifications of informational, navigational and transactional queries. Most of the
errors in the rule based approach by [49] were from the misclassification of navigational and
transactional queries as informational. The results of the proposed approach (GQC) on the
refined categories, i.e. the 12-class models (Table 4.16), however, indicate that it is possible
to automatically classify them with very good levels of performance, i.e. precision and recall
above 0.90.
Another approach that led to a relatively high performance is [86], which used three 2-
classmodels, i.e. one for each type of query. They obtained overall F-values between 91% and
94%; they did not report results by class. The proposed approach (GQC) used one three-class
model which outperforms each of the three 2-class models.
The majority of the previous approaches [3,25,34,43,44,49,77,139] obtained better clas-
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TABLE 4.19 Previous approaches performance [Algorithms (Alg), Accuracy (Acc), Precision (P), Re-
call (R)]
Reference Alg Acc F-Measure P R Notes
[66] LR 90% 2 classes: informational and navi-
gational
[77] DR 80% 0.81 81.49 81.54 2 classes: C1=informational and
transactional,
C1 C2 C1 73.74 72.84 C2=navigational
0.73 0.85 C2 85.62 86.18
[3] SVM C1 0.7 0.9 3 classes: C1=informational,
C2 0.55 0.4 C2=non-informational (naviga-
tional
C3 0.35 0.2 and transactional), C3=ambiguous
[49] rules 74% most errors are from misclassify-
ing navigational and transactional
queries as informational
[2] SVM 84.5% C1 0.86 0.87 2 classes: C1=navigational and
C2 0.81 0.80 C2=informational
[86] SVM 91–94% three 2-class models: informa-
tional/other; navigational/other;
transactional/other;
[52] k-means 94% 8 clusters: 6 navigational; 1 trans-
actional and 1 navigational
[44] SVM 94.87 94.87 94.87 2 classes: navigational, informa-
tional
SVM 79.18 79.18 79.18 3 classes: navigational, informa-
tional, transactional
[34] SVM 0.4594 0.8238 0.4463 2 classes: C1=informational and
C2=non-
C1 C2 C1 0.7227 0.9915 informational (transactional and
navigational)
0.82 0.68 C2 0.8917 0.2948
[43] NB C1 C2 C3 C1 0.929 0.886 3 classes: C1=informational,
C2=transactional,
0.86 0.82 0.39 C2 0.84 0.810 C3=navigational
C3 0.275 0.698
SVM C1 C2 C3 C1 0.867 0.983
0.92 0.80 0.00 C2 0.795 0.810
C3 0.00 0.00
[139] SVM 64.4% 2 classes: navigational and infor-
mational
[25] MaxEnt 82.22% C1 88.23 3 classes: C1= informational,
C2=navigational,
C2 79.42 C3=resource/transactional
C2 66.56
SVM 78.68% C1 89.16
C2 70.96
C3 65.83
NB 81.41% C1 86.38
C2 77.59
C3 76.21
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sification results for the informational queries compared with navigational and transactional
ones, leading to two different approaches to this problem: (a) eliminating the transactional
category [2,66,139]; (b) merging some categories, e.g. informational with transactional [77],
navigational with transactional [3, 34]. Some found the transactional ones more difficult to
identify than the navigational ones [25], while others found the opposite [43].
Without the domain-specific syntactic categories (i.e. levels 3, 4, 5 and L3), the results of
(GQC) had the same tendency as the ones in [25], i.e. navigational queries were more easily
identified than transactional ones. This may be due to the use of similar features which focus
on detailed linguistic information, unlike [43], who used some linguistic information such
as specific transactional and interrogative terms (corresponding to transactional and informa-
tional queries), but little specific information about navigational queries.
In conclusion, The proposed approach (GQC) outperforms the previous ones due to the
use of domain-specific information and the preservation of structure in query representation,
while also having practical advantages related to the reduced number of features, and an au-
tomatic grammar-based approach for transforming queries into the syntactic patterns repre-
sentation.
4.6 Summary of Chapter
In this chapter, the Customizable Grammar Framework (CGF) for user intent text classifi-
cation was applied to query classification problem in which the Grammar Based Framework
for Query Classification (GQC) was introduced with the objective of creating a query iden-
tification and classification framework that could easily be applied by creating domain spe-
cific grammatical rules and patterns for each type of query. In addition, general and domain-
specific syntactic categories were identified and different types of queries were analysed.
Moreover, experimental results showed that the proposed approach outperforms previous
ones, both overall, as well as for each type of query. In addition, the proposed approach
addressed one of the major issues in text representation, i.e. large sparse datasets, by requir-
ing a significantly smaller number of features.
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CHAPTER 5
Grammar-Based Framework for
Quesࢢon Categorizaࢢon and
Classiﬁcaࢢon
This chapter presents the Grammar-Based Framework for Question Categorization and
Classification (GQCC). First, an overview of the framework is presented in Section 5.1. Sec-
tion 5.2 provides a detailed analysis of the questions grammatical structure and full description
of the different types of questions. Section 5.3 describes in detail the proposed question clas-
sification framework. The experiments setup and results are presented in Section 5.4, while
the results are discussed in Section 5.5. Finally, Section 5.6 summarizes the chapter.
5.1 Overview
A Grammar Based Framework for Question Categorization and Classification (GQCC)
was proposed, shown in Figure 5.1, GQCC was adapted from CGF (chapter: 3). In order
to make CGF compatible with the question categorization and classification problem, it was
modified and adjusted, in which the tag-set, pattern-set and terms taxonomy were applied and
used in away that enhanced question identification. A further explanation will be provided in
the following sections.
The aim of GQCC is to create a question categorization and classification framework that
could easily be applied to different question-answering systems by creating domain specific
grammatical rules and patterns for each type of question. Questions Classification (QC) prob-
lem has been selected since question-answering has become one of the most popular informa-
tion retrieval applications and QC plays an important role in question-answering systems and
one of the major tasks in the enhancement of the classification process is the identification of
questions types.
GQCC transforms the question using grammatical rules into a new form of representation
in which each term in the question is represented as its grammatical category, which is called
syntactical pattern, which has the advantage of preserving the grammatical structure of the
question. The grammatical rules contain in addition to typical categories of English grammar,
domain-related grammatical categories. Furthermore, in order to transform the question into
a syntactical patterns a formal grammar approach is used and a machine learning is applied
on this transformed data to obtain models for automatic classification.
The objectives of the research presented in this chapter are to:
1) Provide an analysis of question types based on their syntactical structure.
2) Propose a framework that help in the identification of different question types.
3) Investigate the impact of using different levels of detail of grammatical categories and
domain-specific information on the classification performance.
4) Compare the performance of different machine learning algorithms for the classifica-
tion of question intent;
5) Investigate the classification performance in comparison with state-of-the-art ap-
proaches.
5.2 Quesࢢon Analysis
5.2.1 Analysis of Quesࢢons Structure and Characterisࢢcs
A new question categorization is proposed which is based on the general question types.
The objective of this classification is to focus on the general and simple type of questions
that are asked by most people. This classification is motivated by the basic English gram-
mar [68], [35] and by the categorization of questions in [13, 14, 58]. After the analysis of
different datasets, i.e. Yahoo Non-Factoid Question Dataset1, TREC 2007 Question Answer-
1https://ciir.cs.umass.edu/downloads/nfL6/
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FIGURE 5.1 Question Classification Framework
ing Data2 and aWikipedia dataset3 that was generated by [125], questions were classified into
six different categories, which are: causal, choice, confirmation (Yes-No Questions), factoid
(Wh-Questions), Hypothetical and list. These categories are based on the question types in
English and the classification is based on types of questions asked by users and the answers
given. Each of these questions has its own characteristics, features, and structure that help in
the identification of each type. The choice, confirmation (Yes-No Questions), factoid (Wh-
Questions) and Hypothetical questions were adapted from the English grammar, while list
and causal were adapted from previous works. Table 5.1 shows a summary of the question
types structure and characteristics which are detailed below.
1) Yes-No Questions (Confirmation Questions): This type of question begins with an aux-
iliary verb or linking verb, and the expected answer is either ‘Yes’ or ‘No’, for example
”Is Detroit a city inMichigan?”. In addition, the question could start with negative aux-
iliary verbs or linking verbs, such as ”Wasn’t Leonardo da Vinci born on April 15?”.
Moreover, this type of question usually does not contain a question word.
2) Wh-Questions (Factoid Questions): The main feature of this type of question is the
presence of question words, e.g. ”What did Alessandro Volta invent in 1800?”; any
2http://trec.nist.gov/data/qa/t2007_qadata.html
3https://www.cs.cmu.edu/~ark/QA-data
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TABLE 5.1 Question Types Structure and Characteristics
Questions Answer PoS that identify the Question
Confirmation Yes or No AuxV
Factoid Any kind of information could be
given as an answer
QW
Choice A selection between two or more op-
tions
Conj (OR) , LV, AuxV
Hypothetical Any kind of information could be
given and could havemore than one ac-
curate answer
QW (What)
Causal Deep explanations and elaborations re-
lated to the topic in the question
QW (Why, How)
List A list of different Facts, Entities,
Events and Names, depend on the
topic.
Plural (CN), QW (What, Which, Who)
kind of information can be given as a response. Furthermore, most of them start with a
question word, such as What / Where / Why / Who / Whose / When / Which. However,
there are other question words that do not start with ”wh” as well, e.g. how / how many
/ how often / how far / how much / how long / how old. In addition, the structure of the
question could begin with a Preposition followed by a question word, ”P+QW”, rather
than a questionwords, such as ”Inwhat year wasNairobi founded?” / ”At what distance
does the earth curve?”. Also in many cases the question word could be found in the
middle of the question, for example ”Water boils at what temperature?”. Most factoid
questions are formulated as an advice question, e.g. ”How do you quit smoking?”,
and are related to facts, current events ideas and suggestions. In addition, some factoid
questions could contain two types of questions, factoid and causal, for example ”What
is a good phone service and why?”.
3) Choice Questions: The structure of this type of question mainly offers choices in the
question; usually the question contains two (or more) presented options. These options
are connected using the conjunction ”OR”. Questions in this type could begin with
a: (a) linking verb, e.g. ”Was ancient Egypt before or after ancient Greece?”; (b)
Auxiliary Verb, e.g. Did Einstein die in the 50s or 60s?; (c) Question word, e.g. ”What
is better Samsung or iPhone?” or (d) Determiner, e.g. ”Which is better Netflix or
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Amazon?”. Furthermore, some choice questions could contain causal questions, For
example, ”Which is better Playstation or Xbox 360 and why?”
4) Hypothetical Questions: A hypothetical question is asked to have a general idea of a
certain situation. The question typically begins with the question word ”What”, e.g.
”What would you do if someone had a heart attack?”; ”What would happen if the
nervous system stopped working”. It is mainly a what/if question.
5) Causal Questions: The structure of this question beginswith the questionwords”How”
or ”Why” and the answer requires further explanation; for example, ”Why do clouds
turn dark when it’s about to rain?”. However, the question could begin with ”if”, and
takes the following format “if...then...why” or “if...then...how”. In addition, causal
questions could in many cases begin with a question word followed by a negative link-
ing verb or a negative auxiliary verb, for example ”Why isn’t my phone connecting to
wifi?”.
6) List Questions: The answer of this type of question takes the form of a list of entities
or facts. Plural terms are a highly reliable indicator of this question. In addition, this
question often begins with the words ”List” or ”Name” (e.g. ”List of Disney movies”
/ ”Name of dinosaurs”) or a question word followed by a plural term, such as ”What
countries are in Europe?”, ”Which products contain gluten?”. However, in some cases
list questions could begin with a preposition followed by a question word, for exam-
ple ”In what countries does Uber operate?”/ ”In which African countries is French
spoken?”.
5.2.2 Validaࢢon of Quesࢢons Types Categories
A validation set was created by having three annotators independently judge 200 ques-
tions that were randomly selected from the sample of 5,000 that was obtained from the three
data-sets mentioned previously: Yahoo Non-Factoid Question Dataset , TREC 2007Question
Answering Data and a Wikipedia dataset that was generated by [125].
Questions were labelled by assessors according to the categorization of questions that was
discussed in Section 5.2.1. In the first stage, two annotators labelled the questions, and then
the classification results were reviewed . If a question was labelled differently by the two
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annotators, a third annotator assigned a label to the question. The two annotators disagreed
on 5.5% of the questions.
5.2.3 Quesࢢon Terms Taxonomy
The terms taxonomy has been used for the purpose of transforming the questions (by using
the grammar) into a new representation as a series of grammatical terms, i.e. a syntactical
pattern.
The terms taxonomy is mainly based on the seven major word classes in English, which
are Verb (V), Noun (N), Determiner (D), Adjective (Adj), Adverb (Adv), Preposition (P) and
Conjunction (Conj). In addition, a category for questionwords (QW)were added that contains
the six main question words: ”how”, ”who”, ”when”, ”where”, ”what” and ”which”. Some
word classes like Noun can have sub-classes, such as Common Nouns (CN), Proper Nouns
(PN), Pronouns (Pron) andNumeral Nouns (NN), as well as Verbs, such as Action Verbs (AV),
Linking Verbs (LV) and Auxiliary Verbs (AuxV). In addition to the English grammar terms,
domain-specific terms (i.e. related to question-answering) were identified, which correspond
to topics – these are listed in Table 5.2.
In Table 5.3 the three different levels of detail related to the grammatical categories are
presented to enable us to establish the influence of the different levels of detail on the classi-
fication performance; a list of all the grammatical categories and corresponding acronyms is
displayed in Appendix B.
5.2.3.1 Construcࢢng Quesࢢon Term Taxonomy
In order to construct term categories the following steps have been taken, these steps
are implemented using the same java program and procedures that have been mentioned in
chapter 3, Section 3.2.2.3:
1) Parse and automatically extract terms from each question.
2) Automatically map terms to their PoS tag, e.g. ”Where is the city of Bath” is mapped
as: ”Where − > QW”, ”is − > LV”, ”the − > D”, ”city − > N”, ”of − > P” and
”Bath −− > N”.
91
after tagging each term to one of the main word classes mentioned above, a further
tagging is done to assign each term to its sub-class if applicable. For example, ”Where”,
”is” and ”the” will not be mapped to any further categories, ”city” will be mapped to
”CN”, ”of” will not be mapped to any further categories and ”Bath” will be mapped
to ”PN”.
3) Finally, after each term is mapped to one of the word classes or sub-classes, it will be
mapped to the domain specific term category; the proposed categories were created
after the analysis of the selected datasets. A detailed explanation of each category is
provided in the appendix. For example, ”What” will be mapped to − > QWwhere”,
”is” and ”the” will not be mapped to any further categories, ”city” will be mapped
to ”CNOS”, ”of” will not be mapped to any further categories and ”Bath” will be
mapped to ”PNG”.
TABLE 5.2 Domain Specific Terms Categories
Category Name Terms Example
Health Specific Terms related to health, medicine, beauty.
Sports Game and recreation, sports events, sports.
Arts and entertainment Entertainment, Celebrities Name, lyrics, Movies,
Books, Authors
Food and drinks Foods, Drinks, Recipes
Animals Pets, wild animals.
Science and math Specific Terms related to Science and math.
Technology and inter-
net
Software and Applications, Site, Website, URL,
Database and Servers.
Society and culture Environment, Holidays, Months, history, political, Re-
lationships, Family.
News and events Newspapers, Magazines, Documents, Events.
Job, Education and
Reference
Careers, Institutions, Associations, Clubs, Parties,
Foundations and Organizations.
Business and Finance Money, company, products, Economy.
Travel and places Geographical Areas, Transportation, Places and Build-
ings, Countries.
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TABLE 5.3 The three levels taxonomy
Levels Description Classes
S Consists of All Phrase
classes
NP, V P, PP,AP,AdvP .
Level L1 Consists of the seven main
word classes and Question
words
N, V,Adj, Adv, Conj,D, P,QW
Level L2 Consists of the word
classes sub-classes
CN,PN,NN,Pron,AV, LV,AuxV
Level L3 Consists of all the specific
classes that were created
for the question classifica-
tion
NNC , NNO, QWWho, QWWhat, QWWhere,
QWWhen, QWHow, QWWhich, PNC , PNS ,
PNHLT , PNHMD, PNR, PNHN , PNSA,
PNBN , PNE , PNEnt, PNBDN , PNG,
PNIOG, PNPB, PNCO, CNA, CNSWU ,
CNHN , CNOS , CNOP , CNHLT .
5.3 Proposed Framework
The proposed GQCC framework makes use of two related sources of information about
the questions, i.e. the structure of different questions and question domain-specific informa-
tion available about each category of questions. In order to capture the relation between these
two sources and combine them in a unified structure, a formal grammar is designed for the
question classification problem. As mentioned in the previous chapters (3, 4) the context-free
grammar in the Backus Normal Form (BNF) is adopted in this study as it is the most widely
used grammar in computing and the target in this research is to use a simple version of the En-
glish grammar combined with domain-specific grammatical categories to guide the question
classification and categorization stage.
5.3.1 Phase I: Grammar
In chapter 3, section 3.2.1 Definition 1 the formal grammar is defined as a tuple
(N,Σ, P, S). In this section, the details of the formal grammar are presented for the
question classification domain. Below a number of rules are illustrated which show how the
grammatical categories are derived, starting from the highest level (the starting symbol, i.e.
the question) to the lowest level of detail (level 3).
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⟨S⟩ ::= NP ⟨S⟩ | V P ⟨S⟩ | PP ⟨S⟩ | AP ⟨S⟩ | AdvP ⟨S⟩ | NP | V P | PP | AP | AdvP
⟨NP⟩ ::= N | D N | AP N | D AP N | P D N | A AP N | Adv P D N | Pron AP | Pron PP
⟨VP⟩ ::= V | V PP | V NP | V P PP | AdvP V P |AuxV V P
⟨PP⟩ ::= P | P NP | AdvP P NP | Adv P NP
⟨AP⟩ ::= Adj | Adv Adj | Adj PP | Adj N
⟨AdvP⟩ ::= Adv Adv
⟨NNP⟩ ::= N PP | AP N | AP NN | NN PP | N PP
⟨V⟩ ::= AV | LV | AuxV
⟨N⟩ ::= PN | CN | NN | Pron
⟨QW⟩ ::= Who |Where |What |When |Which | How
⟨AV⟩ ::= AVI | AVL | AVD
⟨CN⟩ ::= CNSWU | CNHN | CNHLT | CNOS | CNOP
⟨NN⟩ ::= NNC | NNO
⟨PN⟩ ::= PNS | PNHLT | PNP | PNHMD | PNR | PNHN | PNSA | PNBN | PNE | PNEnt | PNBDN |
PNC |PNG | PNIOG | PNPB | PNCO.
5.3.2 Phase II: Parsing and Tagging
In Phase II, the question is transformed into a pattern of grammatical terms by first pars-
ing the question and then mapping each term to its grammar terminals, as illustrated in Al-
gorithm 2. For sentence such as ”list of movies” the parsing and mapping is simple since it
contains only single words; each word is parsed and mapped individually and will be trans-
formed into the following pattern [CNOS + P + CNOP ].
However, for question such as ”What did Alessandro Volta invent in 1800?” which con-
tains both single and compound words, first compound words will be parsed and extracted
then single words, terms will be extracted as follow; ”What”, ”did”, ”Alessandro Volta”,
”invent”, ”in”, ”1800” and the question will be transformed into the following pattern
[QWWhat + Auxv + PNC + AV + P + NNC ]. Some questions or sentences might con-
tain compound words which consist of more than three terms, For example, in a sentence
like ”University of Portsmouth Library” terms will be extracted as follow; ”University of
Portsmouth” will be parsed as one word since it is a compound word and ”Library” will be
parsed as a single word. The following pattern will be formulated [PNIOG + CNOS].
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Another example is illustrated in Fig. 5.2 for the question ’What are the symptoms of
diabetes?’. The right-hand side of the figure illustrates the parsing of the question to ex-
tract the set of terms using the proposed grammatical rules discussed in Section 5.3.1, while
the left-hand side illustrates the mapping of the terms to the grammar non-terminals. As
a result of this process, the example question is transformed into the following pattern:
[QWWhat + LV +D + CNOP + P + CNHLT ]. In this given example the pattern is a repre-
sentation of the syntactical pattern in level 3 (i.e. the most detailed level).
Algorithm 2 Parsing and Mapping Algorithm
Read question q from input file.
Read grammar rules and store it in G.
Parse q and extract the set of terms T
for each ti in T do
ci = Map(ti, G) ▷ This maps term ti based on G into category ci
if ci is null then
ci = PN ▷ If no category found for term ti, assume it is a Proper Noun.
if ci−1 is PN then
combine(ci−1, ci) ▷ Replace any number of consecutive PN with a single PN
end if
end if
end for
5.3.3 Phase III: Learning and Classiﬁcaࢢon
In this phase, the patterns that were generated in Phase II are used for machine learning,
the aim of this phase is to build a model for automatic classification. The classification is done
by following the standard process for machine learning, which involves the splitting of the
dataset into a training dataset and a test dataset. The training dataset is used for building the
model, and the test dataset is used to evaluate the performance of the model. Once a model of
satisfactory performance has been identified, it can be used for the classification of unlabelled
questions.
5.4 Experimental Study and Results
The objective of the experimental study is to investigate the ability of machine learning
classifiers to distinguish between different question types based on the different levels of detail
used in the term taxonomy.
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FIGURE 5.2 Phase II: Parsing and Mapping Example
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Four machine learning algorithms were used for question classification. Which are; J48,
RandomForests (RF), Naive Bayes (NB) and Support Vector Machine (SVM)
A total of 1,160 questions were used that were randomly selected from the datasets that
were mentioned in Section 5.2.2: Yahoo Non-Factoid Question, TREC 2007 Question An-
swering Data and a Wikipedia dataset. Their distribution is given in Table 5.4.
To assess the performance of the machine learning classifiers, the Weka4 software [37]
was used. The experiments were set up using the typical 10-fold cross validation, i.e. the
dataset is split into 10 folds, and each fold in used, in turn, for testing, while the other 9 are
used for training. The output of the training process is a model, which is then used to classify
the questions in the test fold. The labels produced by the model are matched to the true labels
and typical performance indicators, such as accuracy, precision, recall, and F-measure, are
calculated. The results are presented in the next sub-section.
TABLE 5.4 Data distribution
Question type Total
Causal 31
Choice 12
Confirmation 321
Factoid 688
Hypothetical 7
List 101
5.4.1 Results
In this section, the results of the machine learning algorithms are presented and analysed
for each of the three levels of the term taxonomy.
5.4.1.1 Level-1
Table 5.5 presents classification performance details (Precision, Recall and F-Measure) of
theGQCCJ48,GQCCNB,GQCCRF andGQCCSVM classifiers. Results show that Decision
Tree (GQCCJ48) identified correctly (i.e. Recall) 86.6% of the questions, while GQCCSVM
identified correctly 85.3% of the questions, GQCCRF , 84.7% and GQCCNB, 81.6%.
4http://www.cs.waikato.ac.nz/ml/weka/
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More specifically, looking at where the errors occur,GQCCJ48 could not identify Causal
question and misclassified 3.2% as Confirmation and 96.8% were misclassified as Factoid.
For the Choice questionsGQCCJ48misclassified 41.7% as Confirmation and 25% as Factoid.
From the Confirmation questions 1.6% were misclassified as Hypothetical. Furthermore,
0.7% of the Factoid questions were misclassified as Confirmation, 0.15% as Causal, 0.15%
as Choice and 1.2% as List. For the List Type of question, 1% were of the questions were
misclassified as Confirmation and 87.1%weremisclassified as Factoid. Moreover,GQCCJ48
could not identify Hypothetical questions and incorrectly classify them as Factoid.
GQCCNB classifier incorrectly classified 3.2% of the Causal questions as Choice, 87.1%
as Factoid, 3.2% as Confirmation and 6.5% as Hypothetical. In addition,GQCCNB could not
identify Choice questions and misclassified 42% as Confirmation, 42% as Factoid and 16% as
List. Furthermore, 1.2% of the Confirmation questions were misclassified as Choice, 3.4%
as Factoid, 2.1% as Hypothetical and 0.3% as List. For the Factoid questions, 1.1% were
misclassified as Causal, 2% as Choice, 1.7% as Confirmation, 2% as Hypothetical and 3% as
List. Moreover, 14% of the Hypothetical questions were misclassified as Causal and 57% as
Factoid. For the List Type of question GQCCNB incorrectly classified 3% as Confirmation
and 86% as Factoid.
Similar toGQCCNB classifier,GQCCRF Classifier could not identify Causal and Choice
questions. For the Causal GQCCRF incorrectly classified 3.2% as Confirmation and 96.8%
as Factoid. Moreover, 41.7% of the Choice questions were misclassified as Confirmation
and 58.3% as Factoid. For the Confirmation questions, 0.3% were misclassified as Choice
and 2.8% as Hypothetical. Moreover, 0.6% of the Factoid questions were misclassified as
Causal, 0.3% as Choice, 0.9 as Confirmation and 3.2% as List. GQCCRF Could not identify
Hypothetical questions misclassified them as Factoid. In addition, 2% of the List questions
were misclassified as Confirmation and 80% as Factoid.
Finally, the GQCCSVM classifier could not identify Causal questions and 3.2% of the
questions were misclassified as Confirmation and 96.8% were misclassified as Factoid. From
the Choice questions 33.3%weremisclassified as Confirmation and 33.3%weremisclassified
as Factoid. Similarly, 1% of the list questions were misclassified as Confirmation and 92%
were misclassified as Factoid. Moreover, 2.8% of Confirmation questions were misclassified
as Factoid and less than 1% were misclassified as Choice. For the Factoid questions 0.4%
were misclassified as Causal, 0.3% were misclassified as Choice, 0.9% were misclassified
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as Confirmation and 1.7% were misclassified as List. In addition, most of the Hypothetical
questions, i.e. 57%, were misclassified as Factoid.
Comparing the effectiveness of the classifiers in this level, all the classifiers have 0 Preci-
sion, Recall, and F-measure for the Causal questions. For the question type Choice,GQCCJ48
has the highest Precision and F-measure and GQCCSVM has the highest Recall, while the
rest of the classifiers have 0 Precision, Recall, and F-measure. Moreover, GQCCJ48 and
GQCCSVM have the highest Precision, and GQCCJ48 has the highest Recall and F-measure
for the Confirmation questions, while GQCCNB has the lowest.
For the Factoid questions, GQCCJ48 has the highest Precision, Recall, and F-measure,
while GQCCNB and GQCCSVM have the lowest Precision and GQCCNB has the lowest
Recall and F-measure. Furthermore, GQCCSVM has the highest Precision, Recall, and F-
measure for the Hypothetical questions and GQCCJ48 and GQCCRF have 0 Precision, Re-
call, and F-measure for this type of question. For the question type List, GQCCJ48 has
the highest Precision and GQCCRF has the highest Recall and F-measure. Furthermore,
GQCCNB has the lowest Precision and GQCCSVM has the lowest Recall and F-measure.
TABLE 5.5 Performance of the classifiers in Level (1) - Best results are highlighted in bold, the “*”
indicates that the results are significantly better. Precision (P), Recall (R), F-Measure (F).
GQCCJ48 GQCCSVM GQCCRF GQCCNB
Accuracy: 86.6%* 85.3 % 84.7% 81.6%
Precision: 0.82 0.80 0.79 0.78
Recall: 0.87 0.85 0.85 0.82
F-Measure 0.83 0.81 0.81 0.79
Class: P R F P R F P R F P R F
Causal 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 0.00 0.00 0.00 0.00 0.00
Choice 0.80 0.33 0.47 0.5 0.33 0.40 0.00 0.00 0.00 0.00 0.00 0.00
Conf. 0.96 0.98 0.97 0.96 0.97 0.96 0.96 0.97 0.96 0.93 0.93 0.93
Factoid 0.84 0.98 0.90 0.82 0.97 0.89 0.83 0.95 0.89 0.83 0.92 0.87
Hypo. 0.00 0.00 0.00 1.00 0.43 0.60 0.00 0.00 0.00 0.08 0.29 0.13
List 0.60 0.12 0.19 0.37 0.07 0.12 0.45 0.18 0.26 0.34 0.11 0.17
5.4.1.2 Level-2
Table 5.6 presents classification performance details (Precision, Recall and F-Measure)
of theGQCCJ48,GQCCNB,GQCCRF andGQCCSVM classifiers for level 2. Results show
that Decision Tree (GQCCJ48) identified correctly (i.e. Recall) 87.2% of the questions, while
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GQCCSVM identified correctly 86.6% of the questions, GQCCRF , 85.8% and GQCCNB,
81.9%.
More specifically, in this levelGQCCJ48 could not identify Causal and Choice questions
and misclassified 3.2% for the Causal questions as Confirmation and 96.8% were misclassi-
fied as Factoid. For the Choice questions J48 misclassified 42% as Confirmation and 58%
as Factoid. From the Confirmation questions 1.6% were misclassified as Hypothetical and
0.6% as List. Furthermore, 0.9% of the Factoid questions were misclassified as Confirma-
tion, 0.15% as Causal and also 0.15% as List. For the List Type of question, 1% were of the
questions were misclassified as Confirmation and 81% were misclassified as Factoid. More-
over, GQCCJ48 could not identify Hypothetical questions and incorrectly classified them as
Factoid.
Similar toGQCCJ48 classifier,GQCCNB classifier could not identify Causal and Choice
questions and incorrectly classified 3.2% of the Causal questions as Confirmation, 90.3% as
Factoid, and 6.5% as Hypothetical. For the Choice questions 42% were misclassified as Con-
firmation and 58% as Factoid. Furthermore, 1.5% of the Confirmation questions were mis-
classified as Choice, 2.5% as Factoid, 3.1% as Hypothetical and 1.9% as List. For the Factoid
questions, 1.9% were misclassified as Causal, 0.3% as Choice, 1.3% as Confirmation, 1.6%
as Hypothetical and 2% as List. Moreover, 14% of the Hypothetical questions were misclas-
sified as Causal and 57% as Factoid. For the List Type of question GQCCNB incorrectly
classified 5% as Confirmation and 77% as Factoid.
GQCCRF Classifier incorrectly classified 3.5% of the Causal questions as Confirmation
and 90.3% as Factoid. Moreover, similar to GQCCNB and GQCCJ48 classifiers, GQCCRF
could not identify Choice questions and misclassified 42% as Confirmation and 58% as Fac-
toid. For the Confirmation questions, 0.6%were misclassified as Choice and 2.5% as Factoid.
Moreover, 0.2% of the Factoid questions were misclassified as Choice, 1.2% as Confirma-
tion and 1.6% as List. For the Hypothetical questions GQCCRF misclassified most of them
85.7% as Factoid. In addition, 3% of the List questions were misclassified as Confirmation
and 83% as Factoid.
Finally, using GQCCSVM , 3.2% of the Causal questions were misclassified as Confir-
mation and 90.3% were misclassified as Factoid. GQCCSVM is the only classifier in this
level to classify Choice questions but misclassified 42% as Confirmation and also 42% as
Factoid. Moreover, 1.2% of Confirmation questions were misclassified as Factoid and less
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than 1%were misclassified as Choice and List. For the Factoid questions 1.3% were misclas-
sified as Causal, 0.15% were misclassified as Choice and 0.15% as Hypothetical, 0.9% were
misclassified as Confirmation and 1.9% were misclassified as List. In addition, 14% of the
Hypothetical questions were misclassified as Causal and 43% as Factoid. Finally, 2% of the
List questions were misclassified as Confirmation and 71% were misclassified as Factoid.
Comparing the effectiveness of the classifiers in this level, GQCCRF has the highest
Precision, while GQCCRF and GQCCSVM both have similar Recall; in addition, GQCCRF
has the highest F-measure for the Causal questions, while GQCCNB, and GQCCJ48 have 0
Precision, Recall, and F-measure. For the question type Choice, GQCCSVM has the highest
Precision, Recall, and F-measure, while the rest of the classifiers have 0 Precision, Recall,
and F-measure. Moreover, GQCCJ48 has the highest Precision, Recall, and F-measure for
the Confirmation questions while GQCCNB has the lowest.
For the Factoid questions, GQCCSVM has the highest Precision and GQCCJ48 has the
highest Recall and F-measure, while GQCCRF has the lowest Precision and GQCCNB has
the lowest Recall and F-measure. Furthermore, GQCCRF has the highest Precision and
GQCCSVM has the highest Recall and F-measure for the Hypothetical questions; GQCCJ48
has the lowest Precision, Recall, and F-measure for this type of question. For the question
type List, GQCCJ48 has the highest Precision and GQCCSVM has the highest Recall and
F-measure. Furthermore, GQCCNB has the lowest Precision and GQCCRF has the lowest
Recall and F-measure.
TABLE 5.6 Performance of the classifiers in Level (2) - Best results are highlighted in bold, the “*”
indicates that the results are significantly better. Precision (P), Recall (R), F-Measure (F).
GQCCJ48 GQCCSVM GQCCRF GQCCNB
Accuracy: 87.2% * 86.6 % 85.8% 81.9%
Precision: 0.83 0.84 0.83 0.79
Recall: 0.87 0.86 0.86 0.82
F-Measure 0.83 0.84 0.82 0.80
Class: P R F P R F P R F P R F
Causal 0.00 0.00 0.00 0.17 0.07 0.09 1.00 0.07 0.12 0.00 0.00 0.00
Choice 0.00 0.00 0.00 0.40 0.17 0.24 0.00 0.00 0.00 0.00 0.00 0.00
Conf. 0.96 0.98 0.97 0.95 0.97 0.96 0.95 0.97 0.96 0.94 0.91 0.92
Factoid 0.84 0.99 0.91 0.86 0.96 0.90 0.83 0.97 0.89 0.84 0.93 0.88
Hypo. 0.00 0.00 0.00 0.75 0.43 0.55 1.00 0.14 0.25 0.08 0.29 0.13
List 0.86 0.18 0.29 0.64 0.27 0.38 0.56 0.14 0.22 0.47 0.18 0.26
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5.4.1.3 Level-3
Table 5.7 presents the classification performance details (Precision, Recall and F-
Measure) of the GQCCJ48, GQCCNB, GQCCRF and GQCCSVM classifiers for level 3.
Results show that Decision Tree (GQCCJ48) identified correctly (i.e. Recall) 90.1% of the
questions, while GQCCSVM identified correctly 88.6% of the questions, GQCCNB, 83.5%
and GQCCRF , 87.7%.
More specifically, looking at where the errors occur, when using GQCCJ48, 3.2% of
the Causal questions were misclassified as Confirmation and 12.9% were misclassified as
Factoid. For the Choice questions GQCCJ48 could not identify this type of question and
misclassified 41.1% as Confirmation and 58.3% as Factoid. From the Confirmation questions
0.31% were misclassified as Causal, 0.62% as Factoid and also 0.62% as List. Furthermore,
0.7% of the Factoid questions were misclassified as Confirmation, 1% as Causal, 1% as List
and 0.4% as Hypothetical.
For the List Type of question, 1% of the questions were misclassified as Confirmation and
60.4% were misclassified as Factoid. Moreover, GQCCJ48 could not identify Hypothetical
questions and incorrectly classify them as Factoid.
The GQCCNB classifier incorrectly classified 6.5% of the Causal questions as Confir-
mation, 80.6% as Factoid and 3.2% as List. Similar toGQCCJ48 classifier, GQCCNB could
not identify Choice questions and misclassified 41.7% as Confirmation and 58.3% as Factoid.
Furthermore, 0.9% of the Confirmation questions were misclassified as Choice, 3.4% as Fac-
toid, 2% as Hypothetical and 0.9% as List. For the Factoid questions, 1.3%were misclassified
as Causal, 0.43% as Choice, 2.5% as Confirmation, 0.87% as Hypothetical and 2.2% as List.
Moreover, 14.3% of the Hypothetical questions were misclassified as Causal and 57.1% as
Factoid. For the List Type of question GQCCNB incorrectly classified 7% as Confirmation
and 65.3% as Factoid.
The GQCCRF classifier incorrectly classified 6.4% of the Causal questions as Confir-
mation and 58.3% as Factoid. Similar to GQCCJ48 and GQCCNB classifiers, GQCCRF
could not identify Choice questions and misclassified 41.7% as Confirmation and 58.3% as
Factoid. For the Confirmation questions, 0.6% were misclassified as Choice and 3.4% as
Factoid. Moreover, 1.2% of the Factoid questions were misclassified as Confirmation and
0.7% as List. Hypothetical questions were 71.4% misclassified as Factoid. In addition, 2%
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of the List questions were misclassified as Confirmation and 72.3% as Factoid.
Finally, using GQCCSVM , 3.2% of the Causal questions were misclassified as Confir-
mation and 32.2% were misclassified as Factoid. From the Choice questions 41.7% were
misclassified as Confirmation and 33.3% were misclassified as Factoid. Similarly, 4% of the
List questions were misclassified as Confirmation and 45.5% were misclassified as Factoid.
These results indicate thatGQCCSVM could not distinguish between Causal, Choice and List
types of questions and incorrectly classified most of them as Confirmation and Factoid ques-
tions. Moreover, 1.6% of Confirmation questions were misclassified as Factoid and less than
1% were misclassified as Choice or List. For the Factoid questions 4.6% were misclassified
as List, 1.2% were misclassified as Causal, 1% were misclassified as Confirmation and less
than 1% were misclassified as Choice. In addition, most of the Hypothetical questions 57.1%
were misclassified as Factoid.
Comparing the effectiveness of the classifiers, GQCCRF has the highest Precision for
the Causal questions and GQCCJ48 has the highest Recall and F-measure, while GQCCNB
has the lowest Precision, Recall, and F-measure. For the question type Choice, GQCCSVM
has the highest Precision, Recall, and F-measure, while the rest of the classifiers have 0 Pre-
cision, Recall, and F-measure. Moreover, GQCCJ48 has the highest Precision, Recall, and
F-measure for the Confirmation questions, while GQCCNB has the lowest.
For the Factoid questions, GQCCSVM , GQCCRF , and GQCCJ48 have the highest Pre-
cision, Recall, and F-measure respectively, while GQCCNB and GQCCRF have the lowest
Precision and GQCCNB has the lowest Recall and F-measure. Furthermore, GQCCRF and
GQCCSVM have the highest Precision for the Hypothetical questions and GQCCSVM has
the highest Recall and F-measure. GQCCJ48 has the lowest Precision, Recall, and F-measure
for this type of question. For question type List GQCCRF has the highest Precision and
GQCCSVM has the highest Recall and F-measure. Furthermore, GQCCSVM has the lowest
Precision and GQCCRF has the lowest Recall, while GQCCNB has the lowest F-measure.
The results show (Figure 5.3) that with each level there is an improvement in the results
when moving from level 1 to level 2 and from level 2 to level 3. The improvement in the
performance from level 1 to level 2 is marginal and there is an increase in the performance
from level 2 to level 3. In addition, the results indicate thatGQCCJ48 significantly preformed
better than GQCCSVM , GQCCRF and GQCCNB in all three levels. Weka corrected t-test
were used with the threshold value of 0.05 (i.e. p-value <0.05).
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TABLE 5.7 Performance of the classifiers in Level (3) - Best results are highlighted in bold, the “*”
indicates that the results are significantly better. Precision (P), Recall (R), F-Measure (F).
GQCCJ48 GQCCSVM GQCCRF GQCCNB
Accuracy: 90.1 %* 88.6% 87.7% 83.5%
Precision: 0.89 0.88 0.87 0.81
Recall: 0.90 0.89 0.88 0.84
F-Measure: 0.89 0.88 0.85 0.82
Class: P R F P R F P R F P R F
Causal 0.72 0.84 0.78 0.71 0.65 0.68 1.00 0.19 0.32 0.23 0.09 0.14
Choice 0.00 0.00 0.00 0.43 0.25 0.32 0.00 0.00 0.00 0.00 0.00 0.00
Conf. 0.96 0.98 0.97 0.95 0.97 0.96 0.95 0.96 0.95 0.91 0.93 0.92
Factoid 0.89 0.97 0.93 0.90 0.93 0.92 0.85 0.98 0.91 0.85 0.93 0.89
Hypo. 0.00 0.00 0.00 1.00 0.43 0.60 1.00 0.29 0.44 0.13 0.29 0.18
List 0.81 0.39 0.52 0.60 0.51 0.55 0.84 0.26 0.39 0.61 0.28 0.38
J48 SVM RF NB
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FIGURE 5.3 Accuracy of the classifiers in level 1, 2 and 3
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Level 1 and level 2 contain general grammatical categories of the English language. When
only the higher level categories are used (i.e. level 1), while there are variations between
the different learning algorithms, the overall picture is that the best performance occurs for
Confirmation and Factoid questions and the worst performance for Causal questions. In this
level, all of the classifiers could not identify at least one question type. GQCCSVM could not
identify Causal questions, RF could not identify Causal, Choice and Hypothetical questions,
GQCCJ48 could not identify Causal and Hypothetical questions and GQCCNB could not
identify Causal and Choice questions.
When sub-categories of the English main syntactic categories are used, i.e. level 2, a
dramatic improvement could be noticed in the performance of all classifiers. GQCCSVM is
the only classifier that could identify all type of questions but similar to the performance in
level 1 GQCCNB, GQCCJ48 and GQCCRF could not identify at least one question type.
GQCCRF could not identify Choice questions, but for the Causal and Hypothetical questions
GQCCRF has a recall of 1 for these classes which indicates that there are no false positives,
i.e. all instances identifies by the models as Causal or Hypothetical are truly these two types.
Furthermore, GQCCJ48 could not identify Choice and Hypothetical questions in addition
to Causal, in contrast to level 1 in which GQCCJ48 was able to classify Choice questions.
GQCCNB also could not identify Causal and Choice questions. The sub-categories at level
2 have also marginally improved the performance for the some question types like List for
the classifiersGQCCSVM ,GQCCJ48 andGQCCNB, Factoid forGQCCRF andGQCCJ48,
Hypothetical for GQCCRF , Causal for the classifiers GQCCSVM and GQCCRF and finally
Confirmation for the GQCCSVM classifier.
Level 3, which includes the domain-specific grammatical categories, led to significant im-
provements of the performance of all classifiers. In this levelGQCCJ48 andGQCCNB could
identify Causal questions. Regarding Choice question,GQCCRF ,GQCCJ48 andGQCCNB
still could not identify this type of question; in addition, similar to level 1 and 2, GQCCJ48
with the more detailed grammar could not identify Hypothetical questions. GQCCSVM is the
only classifier that could identify and classify all type of questions.
These results indicate that the syntactic categories related to different domain-specific
types of Common Nouns, Numeral Numbers and Proper Nouns enable the machine learning
algorithms to better differentiate between different question types.
The Third objective was to investigate the optimal level of detail for the domain-related
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syntactic categories. The results from the experiments indicate that the answer to this question
is that the highest level of detail leads to the best classification performance. The structure
with the 3 levels is more useful for an automatic approach to question identification, facil-
itating a faster mapping process. The Fourth objective was about which machine learning
algorithms are best suited to classification of question types, when using the data representa-
tion proposed in the GQCC framework. Naive Bayes (GQCCNB), which is known to per-
form well on textual data, leads to the lowest performance models in the experiments (but
not by much), while J48 (GQCCJ48) leads to the best performing model. When using the
domain-specific syntactic categories (level 3) 5.7,GQCCRF andGQCCSVM were very close
in performance. Consequently, the consistent performance of the classifiers validates the con-
tribution of the new representation, with its domain-specific information and preservation of
order, to the high classification performance.
The Fifth objective was about the classification performance of the proposed approach
(GQCC) in comparison with state-of-the-art approaches. This is discussed in detail in the
following section.
5.4.2 Performance comparison with other quesࢢon classiﬁcaࢢon approaches
For the objective of validating the proposed approach (GQCC) in improving the clas-
sification accuracy and the identification of different type of questions and to compare the
classification performance of the proposed approach with the state-of-the-art approaches, ex-
periments have been conducted using features classifier model based on themost used features
in previous works such as n-gram in which n = 2, Bag-of-Words, Snowball Stemmer and stop
words remover.
Similar to previous experiments in section 4.4, to assess the performance of the machine
learning classifier the experiments were set up using the typical 10-fold cross validation, i.e.
the dataset is split into 10 folds, and each fold in used, in turn, for testing, while the other 9
are used for training. The output of the training process is a model, which is then used for
classification in the test fold. The labels produced by the model are matched to the true labels
and typical performance indicators, such as Accuracy, Precision, Recall, and F-Measure, are
calculated. In addition, Four machine learning algorithms, were used for question classifica-
tion. Which are; J48, Random forests (RF), Naive Bayes (NB) and Support Vector Machine
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(SVM).
5.4.2.1 Results
Table 5.8 presents classification performance details (Precision, Recall and F-Measure)
of the n-gramJ48, n-gramNB, n-gramRF and n-gramSVM classifiers using broder’s extended
query categories. Results show that Decision Tree (n-gramJ48) identified correctly (i.e. Re-
call) 81.1% of the queries, while n-gramSVM identified correctly 71.2% of the queries, n-
gramRF , 77.1% and n-gramNB, 68.4%.
When using features such as n-gram, Bag-of Words, Snowball Stemmer and stop word
remover most of the classifiers had low Precision, Recall, and F-Measure. All the classifiers
had 0 Precision, Recall, and F-Measure for Hypothetical questions while n-gramJ48 and n-
gramRF had 0 Precision, Recall, and F-Measure for Choice questions and n-gramNB could
not identify List and Causal questions.
These results validate that using domain-specific information improves the classification
accuracy and could be used in the identification of different type of questions in addition to
domain categories.
TABLE 5.8 Performance of the classifiers using the features and n-gram framework -GQCCJ48 results
are highlighted in bold. Precision (P), Recall (R), F-Measure (F).
GQCCJ48 n-gramJ48 n-gramSVM n-gramRF n-gramNB
Accuracy: 90.1% 81.1% 71.2% 77.1% 68.4%
Class: P R F P R F P R F P R F P R F
Causal 0.72 0.84 0.78 0.05 0.03 0.04 0.20 0.03 0.06 1.00 0.03 0.07 0.00 0.00 0.00
Choice 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.18 0.27 0.00 0.00 0.00 0.00 0.00 0.00
Conf. 0.96 0.98 0.97 0.92 0.93 0.92 0.69 0.71 0.70 0.80 0.74 0.76 0.81 0.39 0.52
Factoid 0.89 0.97 0.93 0.83 0.91 0.87 0.76 0.83 0.79 0.77 0.94 0.85 0.67 0.96 0.79
Hypo. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
List 0.81 0.39 0.52 0.21 0.12 0.15 0.28 0.20 0.23 0.17 0.01 0.02 0.00 0.00 0.00
5.4.3 Dealing with class imbalance
For the objective of evaluating the impact of handling class imbalance in the classifica-
tion accuracy, experiments have been conducted using the SMOTE algorithm. The Synthetic
Minority Over-sampling Technique (SMOTE) [18] is one of the most popularly used sam-
pling technique to handle imbalance data. SMOTE over-samples instances of the minority
(abnormal) class which helps for achieving better classifier performance. After testing dif-
ferent machine learning classifiers such as J48, SVM, NB and RF; Naive Bayes was used
107
as the machine learning algorithm for the classification, as it preformed better with SMOTE
algorithm than the other classifiers.
To show the effectiveness of handling imbalance data on the classification performance,
two experiments were conduct (1) using NB (GQCCNB) without applying SMOTE algorithm
and (2) using NB (GQCCNBSMOTE ) with the implementation of SMOTE algorithm. Similar
to previous experiments the 1,160 questions were used from the three datasets (1) TREC
2007Question Answering Data, (2) a Wikipedia dataset and (3) Yahoo Non-Factoid Question
Dataset.
5.4.3.1 Results
Table 5.9 presents classification performance details (Precision, Recall and F-Measure)
of theGQCCNB classifier and the performance details of theGQCCNBSMOTE classifier with
the use of the SMOTE algorithm. The results indicate that when handling imbalance classes
the performance of the classifier is improved, as shown in Table 5.4. Choice, Causal and Hy-
pothetical questions have much fewer instances, and without applying the SMOTE algorithm
the classifier had poor performance especially with these three classes. However, when the
SMOTE algorithm is applied, the performance of the classifier has been improved and the
overall accuracy has increased.
TABLE 5.9 NB classifier performance without/with the implementation of SMOTE algorithm
GQCCNB GQCCNBSMOTE
Question Types Precision Recall F-Measure Precision Recall F-Measure
Causal 0.231 0.097 0.136 0.621 0.581 0.600
Choice 0.000 0.000 0.000 0.154 0.167 0.160
Confirmation 0.906 0.928 0.917 0.944 0.941 0.942
Factoid 0.850 0.927 0.887 0.870 0.955 0.911
Hypothetical 0.133 0.286 0.182 0.417 0.714 0.526
List 0.609 0.277 0.381 0.613 0.188 0.288
Overall 0.814 0.835 0.818 0.851 0.865 0.847
Furthermore, these results show thatGQCCNB is effective in the identification and classi-
fication of Confirmation and Factoid questions. In addition, GQCCNB could not distinguish
between Causal, Choice, Hypothetical and List types of questions and incorrectly classified
most of them as Confirmation and Factoid questions. However, when applying SMOTE al-
gorithm classification of most question types and the performance has been improved. For
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example, when the SMOTE algorithm is not applied, GQCCNB could correctly classified
(Recall) less than 1% of the Causal questions, and could not identify any of the Choice ques-
tions. Furthermore, GQCCNB classified correctly 92.8% of the Confirmation questions and
92.7% of the Factoid questions. In addition, 28.6% of the Hypothetical questions were cor-
rectly classified while the classification accuracy of the List questions were 27.7%.
On the contrary, when SMOTE algorithm is applied,GQCCNBSMOTE correctly classified
58.1% of the Causal questions and 16.7% of the Choice questions. In addition, classification
of Factoid, Confirmation and Hypothetical questions achieved a higher recall when handling
imbalance classes, i.e. 95.5%, 94.1% and 71.4% accuracy respectively. Moreover, classifi-
cation of List questions shows a lower recall (18.8%) with the implementation of SMOTE but
higher precision. Overall, the results validate that when handling the problem of imbalanced
classes, the performance improves and classification accuracy increases.
5.5 Discussion
In this section, the performance of the previous methods is discussed in terms of accu-
racy. [73] proposed a hierarchical classifier that classifies questions into fine grained classes,
using Sparse Network of Winnows (SNoW); the proposed approach achieved an accuracy of
92.5% for coarse grained classes and 85% for fine grained classes when using only syntactical
features; after adding semantic features the accuracy accounted for 89.3%.
Most previous works were based on Li and Roth classification of question and deal with
factoid questions only. [159] used bag-of-words features on different machine learning al-
gorithms; SVM performed better compared with the other classifiers like KNN and NB.
SVM achieved an accuracy of 80.2%with fine grained classes and 85.8%with coarse grained
classes.
[48] used head word features and wordNet in addition to unigrams; their liner SVM and
maximum entropy models reach the accuracy of 89.2% and 89% respectively. The statistical
classifier in [87] is based on SVM and achieved an accuracy of 90.2% using coarse grained
classes and 83.6% using fine grained classes. [70] classified factoid questions using headNoun
tagging combining syntactical and semantic features; they uses Conditional Random Fields
(CRFs) and SVM; the model achieved an accuracy of 85.6%. [102] proposed an approach
which is based on question patterns and designed features; they achieved an accuracy of 95.2%
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and 91.6% for coarse grained classes and fine grained classes respectively using SVM.
Even-though these approaches achieved good accuracy rate, they have used Li and Roth
classification of questions, which is based on a large number of categories. In addition, this
classification only focuses on solving the problem of classifying and identifying factoid types
of question. Furthermore, the majority of these previous works used SVM for the classifica-
tion process; in this research, experiments have shown that other classifiers like J48 could be
used for the classification with good results.
Furthermore, [14] classified open ended questions using SVM and achieved an accuracy
of 74.6% on average. However, the data in this work were collected from textbook and ref-
erences, which are not representative of questions typically asked in question-answering sys-
tems. In addition, some of the data attributes have been removed like stop words,”s” for plural
words and ”ly” for adverbs, which are important to identify question types. For example, plu-
ral terms are one of the main identification feature of question type ”List”.
In conclusion, The proposed approach (GQCC) outperforms the previous ones due to the
ability of this approach to classify different questions types, not just Factoid. In addition,
this approach uses domain-specific information which facilitate the identification of domain
categories, unlike previous works which focus only on the type of question.
5.6 Summary of Chapter
In this chapter, the Customizable Grammar Framework (CGF) for user intent text classifi-
cation was applied to question classification problem in which a Grammar Based Framework
for question categorization and classification (GQCC) was proposed with the objective of cre-
ating a question categorization and classification framework that could easily be applied to
different question-answering systems by creating domain specific grammatical rules and pat-
terns for each type of question. In addition, general and domain-specific syntactic categories
were identified and different types of question were introduced and analysed. Furthermore,
the results showed that the proposed solution led to a good performance in classifying ques-
tions and outperforms the previous ones due to the ability of this approach to classify different
type of questions and not just factoid.
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CHAPTER 6
Summary and Future Work
This thesis presents a grammar-based framework for user-intent text classification. The
proposed framework addresses the problem of text identification and classification in different
domains. In this chapter, the contribution is summarised in section 6.1 and directions for
future work in this area of research are presented in Section 6.2.
6.1 Summary of Contribuࢢons
This thesis proposes a grammar-based text classification framework; Customizable Gram-
mar Framework (CGF) for the automatic classification of text through machine learning; the
proposed framework takes advantage of domain-specific information and preserve the struc-
ture of the text.
A new representation was proposed, in which text is represented as a syntactical pattern,
i.e. a pattern formed of grammatical categories corresponding to the terms in the text. To
transform the text into this representation, a formal grammar-based approach was proposed.
The proposed approach addressed one of the major issues in text representation, i.e. large
sparse datasets, by requiring a significantly smaller number of features. The framework con-
sists of three main phases: (1) grammar; (2) parsing and tagging; (3) learning and classifica-
tion. In addition, it has been applied to the query classification problem in search engines and
question classification problem in question answering systems.
For the query classification, the Grammar Based Framework for Query Classification
(GQC) was proposed to automatically classify queries through machine learning. In addition,
an analysis of web search queries was provided by identifying the grammatical structure of
each type of search query. Furthermore, to investigate the ability of the machine learning
classifiers to distinguish between different query types based on the different levels of detail
used in the term taxonomy, four machine learning algorithms, were used for query classifica-
tion. Results indicated that the proposed approach outperformed previous ones, both overall,
as well as for each type of query. Furthermore, for the objective of validating the proposed
approach in improving the classification accuracy and the identification of the different type
of queries, additional experiments have been conducted using a classifier model which con-
sists of features such as n-gram, Bag-of-Words, Snowball Stemmer and stop word remover.
The final results have validated that using domain-specific information and preserving the
structure of the query improve the classification accuracy and the identification of different
types of queries.
For the question classification, the Grammar Based Framework for question categoriza-
tion and classification (GQCC) was proposed to automatically classify questions through ma-
chine learning. In addition, a new question categorization was proposed which is based on the
general English question types and the simple type of questions that are asked by most people.
Furthermore, to investigate the ability of machine learning classifiers to distinguish between
different question types based on the different levels of detail used in the term taxonomy, four
machine learning algorithms, were used for question classification. Results showed that the
proposed approach outperformed the previous ones due to the ability of the proposed approach
to classify different questions types, not just factoid. In addition, the proposed approach used
domain-specific information which facilitated the identification of domain categories, unlike
previous works which focus only on the type of question.
Similar to query classification, additional experiments have been conducted using a clas-
sifier model which consists of features such as n-gram, Bag-of-Words, Snowball Stemmer
and stop word remover; for the objective of validating the proposed approach in improving
the classification accuracy and the identification of the different type of question. The final
results have validated that using domain-specific information and preserving the structure of
the question improve the classification accuracy and the identification of different types of
questions in addition to domain categories. Furthermore, to evaluate the impact of handling
class imbalance on the classification accuracy, experiments have been conducted using the
SMOTE algorithm. The results showed that handling class imbalance led to a good perfor-
mance in classifying questions.
These results and findings showed that the Customizable Grammar Framework (CGF) for
user-intent text classification could be applied to other text classification problems in different
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domains.
To summarise, the contributions are:
1) A Customizable Grammar Framework (CGF) for user-intent text classification which
addressed the limitations of general approaches in text classification by taking into ac-
count the structure of the text. In addition, it combines domain knowledge with a formal
grammar by the use of grammatical rules and patterns. CGF has been applied to two dif-
ferent information retrieval applications, which are search engines for the classification
of queries and questions answering systems for the classification and categorization of
questions and in both domains CGF has achieved a high level of accuracy.
2) Grammatical rules and patterns which helped in the enhancement of the problem of
terms ambiguity and the identification of different terms.
3) A syntax-based parsing and tagging which is used to assign not just general PoS tags
but also domain specific which helped in the categorization and classification of text
in different domains such as search engines and question answering systems. This
includes a tag-set which consists of 10,440 different words which have been labelled
to general and domain specific PoS categories.
4) A Grammar-Based Framework for Query Classification (GQC) which helped in im-
proving query classification and the identification of different users’ intents. This is
done by (1) the analysis of query grammatical structure and characteristics, (2) devel-
oping domain specific terms categories and (3) creating domain specific grammatical
rules and search type syntactical patterns. Results showed that this approach outper-
forms previous ones in terms of classification performance in which GQC using RF
(GQCCRF ) classifier has outperformed other classification methods with 99.6% accu-
racy.
5) AGrammar-Based Framework for Question Categorization and Classification (GQCC)
which helped in improving question classification and identification. This is done by (1)
the analysis of the questions structure and characteristics, (2) introducing a new ques-
tions categorization, (3) developing domain specific terms categories and (4) creating
domain specific grammatical rules and patterns. Results indicated that using syntactic
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categories related to different domain-specific types enable the machine learning algo-
rithms to better differentiate between different question types in which GQCC using
J48 (GQCCJ48) classifier has outperformed other classification methods with 90.1%
accuracy.
6.2 Direcࢢons for Future Work
The Customizable Grammar Framework (CGF) framework and this research can be fur-
ther advanced by exploring the following areas:
• Investigate the effect of adding more domain specific PoS categories from different
sources on the parsing and tagging phase and how this will effect the classification
accuracy and the ability of the framework to be applied to other applications and do-
mains, in which CGF domain specific PoS tags have been developed from different
queries/questions datasets only.
• Evaluate the impact of using more detailed grammatical rules, syntactic categories and
domain-specific information on the classification, as CGF deals with a simple version
of the English grammar which was tailored to deal with real-world text classification
problem.
• Investigate the impact of using different types of English grammar (e.g Systemic Func-
tional Grammar (SFG) on the identification classification process, as CGF is based on
the context-free grammar in the Backus Normal Form (BNF).
• Develop an automatic framework/method for designing and generating the grammar
through analyzing the text and domain knowledge.
Furthermore, the promising results of this research opens up the opportunities for many
other interesting research directions including:
• Text Identification and Classification: text in other domains with similar classification
problems such as the identification and classification of fake news through knowledge
learning and the identification of patterns and structures. This could be done by using
the customizable Grammar Framework (CGF) for user-intent text classification through
using domain knowledge, grammatical rules and patterns.
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• Parsing and Tagging: one of the fundamental phases in text processing is parsing and
tagging and most of the existing tools are based on generic NLP tags which do not cap-
ture domain-related information. Developing a customizable domain specific parsing
and tagging tool will help in domain such as web queries which usually do not preserve
the formal English grammar like word order, and no labeled syntactic trees for such
domain are available.
• Multi-Labels classification and categorization: when dealing with real-world text
classification in domains such as search engines and question answering systems
many queries/questions may have more than one label and most previous approaches
excluded such cases as most machine learning algorithms based framework for
query/question are design and built to classify single-labels text. Developing a Multi-
Labels text classification and categorization framework would be useful.
• Class Imbalance: in which the classification of imbalanced data has been a key problem
in machine learning and data mining and many information retrieval applications such
as question answering systems may suffer from the problem of class imbalance. This
problem affects the classification results and accuracy, so applying different imbalance
algorithms e.g (cost-sensitive and SMOTE) may lead to the improvement and a good
performance in classifying questions.
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Appendices
Appendix A: Query Grammar terms and corresponding
abbreviaࢢons
Category Name Abbreviation
Verbs V
Action Verbs AV
Action Verb-Interact terms AVI
Action Verb-Locate AVL
Action Verb- Download AVD
Auxiliary Verb AuxV
Linking Verbs LV
Adjective Free AdjF
Adjective Online AdjO
Adjective Adj
Adverb Adv
Determiner D
Conjunction Conj
Preposition P
Domain Suffix DS
Domain Prefixe DP
Noun N
Pronoun Pron
Numeral Numbers NN
Ordinal Numbers NNO
Cardinal Numbers NNC
Proper Nouns PN
Celebrities Name PNC
Entertainment PNEnt
Newspapers, Magazines, Documents, Books PNBDN
Events PNE
Companies Name PNCO
Geographical Areas PNG
Places and Buildings PNPB
Institutions, Associations, Clubs, Parties, Foundations and Organizations PNIOG
Brand Names PNBN
Software and Applications PNSA
Products PNP
History and News PNHN
Religious Terms PNR
Holidays, Days, Months PNHMD
Health Terms PNHLT
Science Terms PNS
Common Noun CN
Common Noun – Other- Singular CNOS
Common Noun- Other- Plural CNOP
Database and Servers CNDBS
Advice CNA
Download CND
Entertainment CNEnt
File Type CNFile
Informational Terms CNIFT
Obtain Offline CNOF
Obtain Online CNOO
History and News CNHN
Interact terms CNI
Locate CNL
Site, Website, URL CNSWU
Question Words QW
How QWHow
What QWWhat
When QWWhen
Where QWWhere
Who QWWho
Which QWWhich
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