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1 Introduction
In 1928 Dirac proposed a model to the quantum mechanics which, in
contrast to the Schro¨dinger theory, takes into account the Relativity Theory.
More specifically, he proposed a model to describe the evolution of a free
relativistic particle, given by
i~
∂ψ
∂t
= Dcψ, (1.1)
where the operator Dc is given by
Dc = −ic~α · ∇+mc2β = −ic~
3∑
k=1
αk∂k +mc
2β
and α = (α1, α2, α3), β satisfy the anticomutation relations
αkαl + αlαk = 2δklI,
αkβ + βαk = 0,
β2 = I,
(1.2)
where I denotes the identity matrix. It can be proved that the least
dimension where (1.2) can hold isN = 4, where αi and β are four-dimensional
complex matrices given by
β =
(
I2 0
0 −I2
)
, αk =
(
0 σk
σk 0
)
,
for k = 1, 2, 3 and σk given by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Hence, the operator Dc is well defined in L
2(R3,C4).
Let us consider the nonlinar Dirac equation
− i~∂ψ
∂t
= ic~
3∑
k=1
αk∂kψ −mc2βψ −M(x)ψ + g(x, ψ). (1.3)
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Assuming that g(x, eiθψ) = g(x, ψ), by the Ansatz ψ(t, x) = e
iµt
~ u(x), one
can verify that ψ(x, t) satisfy (1.3) if and only if u : R3 → C4 satisfy the
following problem
− i~
3∑
k=1
αk∂ku+ aβu+ V (x)u = f(x, u), (1.4)
where a = mc2, V (x) = M(x)/c+ µI4 and f(x, u) = g(x, u)/c.
There are many works dedicated to study the Dirac equation (1.4) with
the potential V and the nonlinearity f under several different hypotheses. In
[11], Merle study the problem (1.4) with a constant potential V (x) = ω ∈
(−a, a) and nonlinearity representing the so called Soler model. As far as
variational methods are concerned, it seems that Esteban and Se´re´ in [10]
were pioneers in using this kind of method to study (1.4).
Motivated by the versatility that variational methods provide, and by
the physical appeal of its deduction, some researchers started to work in
several generalizations of results which was known to hold to the Schro¨dinger
equation, now to the Dirac one. It is important to cite the work of Yanheng
Ding and his collaborators, which wrote an extensive list of papers dealing
with this subject. The first one seems to be [3] where Ding and Bartsch prove
the existence and multiplicity of solutions to (1.4), with a scalar potential
V and a periodic nonlinearity. Considering matrix potentials, Ding and Ruf
in [8] perform a study about existence and multiplicity of solutions of (1.4)
with an asymptotic linear nonlinearity.
In [6], Ding and Liu consider the problem (1.4), with f(x, u) = ν|u|p−2u
and prove the existence and concentration, as ~ → 0, of ground-state
semiclassical solutions. In that work they consider the potential V : R3 →
R satisfying the following global condition which was first considered by
Rabinowitz in [14],
(R) 0 < inf
R3
V < lim inf
|x|→∞
V .
In [9], Ding and Xu improved the result in [6], by considering the same
problem and proving the same kind of result, but now considering the
potential V under a local condition, like the one considered by Del Pino and
Felmer in [4], and nonlinearity in both, the superlinear and the asymptotic
linear case. In that work, in a unified approach, the authors performed
a penalization technique which resembles [4] in such a way to recover the
Cerami compacness condition.
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When dealing variationally with (1.4), the most part of the difficulty
arises from the spectrum of Dc = −iα∇ + aβ. In fact, as a consequence of
the fact that σ(Dc) = σc(Dc) = R\(−a, a), the energy functional associated
to (1.4) is strongly indefinite, in the sense that his domain contains two
infinite dimensional subspaces, where some part of the energy has opposite
sign in each of them. By this reason, it becomes difficult to apply the
standard minimax theorems like Mountain Pass Theorem, etc., to this kind
of functional. Moreover, the standard Nehari manifold are not well defined
in this case.
In this work we study the following version of the Dirac equation
− iα∇u+ aβu+ V (x)u = K(x)f(|u|)u, in R3, (1.5)
where the potentials V,K : R3 → R are continuous in R3 and are assumed
to satisfy the following general conditions. We say that (V,K) ∈ K if
(V K0) V (x), K(x) > 0 for all x ∈ R3, V,K ∈ L∞(R3), with ‖V ‖∞ < a.
(V K1) If (An) ⊂ R3 is a sequence of Borel sets such that its Lebesgue
measure |An| ≤ R, for all n ∈ N and some R > 0, then
lim
r→+∞
∫
An∩Bcr(0)
K(x) = 0, uniformly in n ∈ N.
Furthermore, one of the below conditions occurs
(V K2)
K
V
∈ L∞(R3)
or
(V K3) there exists q ∈ (2, 3) such that
K(x)
V (x)3−q
→ 0 as |x| → +∞.
Moreover, we assume the following growth conditions at the origin and at
infinity for the continuous function f : R+ → R:
(f1) lim
s→0+
f(s) = 0;
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(f2) there exist c1, c2 > 0 and p ∈ (2, 3) such that |f(s)s| ≤ c1|s|+ c2|s|p−1,
for all s ∈ R+;
(f3) lim
t→∞
F (t)
t2
= +∞;
(f4) f is increasing in R+.
Remark 1.1 Note that, from (f1) and (f4), it follows that
1
2
f(t)t2 − F (t) ≥ 0, ∀t ∈ R+.
The main result of this paper is the following theorem.
Theorem 1.1 Suppose that (V,K) ∈ K and f ∈ C0(R) verifies (f1)− (f4).
Then, problem (1.5) possesses a ground state solution, namely, a solution
with the lowest energy among all nontrivial ones.
This work has been motivated also by the works of Alves and Souto [1]
and Figueiredo and Barile [2], where the authors consider semilinear and
quasilinear problems, respectively, with the potentials V and K satisfying
the same set of assumptions. In order to overcome the apparent lack of
compacness, their approach use a compact embedding of the Sobolev space
associated to their problems, in some weighted Lebesgue spaces. In fact, since
our problem is defined in an unbounded domain, we also have to overcome
this difficulty and in order to do so we proceed as [1] and [2].
In spite of the works [1], [6], [9], where the authors use the Mountain
Pass Theorem to get the solution, in this work we follow a different approach
that resembles much more that one implemented by Szulkin and Weth in
[15]. In fact we construct the generalized Nehari set which is going to be a
set whose definition resembles the standard Nehari manifold, containing all
the nontrivial critical points of the energy functional associated to (1.5).
In fact this set has been firstly presented by Pankov in [13] and later
thoroughly studied by Szulkin and Weth in [15]. In [17, 18], Zhang, Tang
and Zhang succeed in considering the generalized Nehari set in dealing with
Dirac equations under different assumptions on the potential and on the
nonlinearity. Despite their works, here we do not use the Palais-Smale
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condition, since in our approach it was enough to prove that the weak limit
of a minimizing sequence on the generalized Nehari set, is nontrivial. It is
worth pointing out that, in contrast with [17, 18], we have not used Ekeland’s
variational principle since our nonlinearity is just continuous. In fact, in
order to use the weak limit of the minimizer sequence of the energy over
the generalized Nehari set, we had to apply a Deformation Lemma in an
appropiately way.
The paper is organized as follows. In Section 2 we present the variational
framework and the compactness result that we use in our approach. In
Section 3 we define the generalized Nehari set and prove some of its
properties. In the last section we complete the proof of the main result.
2 Variational framework
Let us consider Dc = −iα∇ + aβ which is a self-adjoint operator
in L2(R3,C4) such that D(Dc) = H1(R3,C4). Since σ(Dc) = σc(Dc) =
(−∞, a]∪ [a,+∞), it follows that there exists an ortogonal decomposition of
L2(R3,C4),
L2(R3,C4) = L+ ⊕ L−
such that Dc is positive definite in L
+ and negative definite in L−. Moreover,
whenever u ∈ L2(R3,C4), let us denote by u = u+ + u− the decomposition
of u where u+ ∈ L+ and u− ∈ L−.
Denoting by |Dc| the absolute value of Dc and by |Dc| 12 its square root,
let E = D(|Dc| 12 ), endowed with the following inner product
〈u, v〉 := Re〈|Dc| 12u, |Dc| 12v〉L2
which gives rise to the norm ‖.‖ = 〈·, ·〉 12 .
By [5][Lemma 7.4], it follows that E = H
1
2 (R3,C4) and ‖ · ‖ is equivalent
to the usual norm of H
1
2 (R3,C4). Let us remark that E is continuously
embedded into Lq(R3,C4) for q ∈ [2, 3) (see [12] for example).
Since E ⊂ L2(R3,C4), it follows that
E = E+ ⊕ E−,
where E+ = E ∩L+, E− = E ∩L− and the sum is ortogonal with respect to
both 〈·, ·〉 and 〈·, ·〉L2 .
6
Remark 2.1 Since σc(Dc) = (−∞, a] ∪ [a,+∞), it follows that
a‖u‖22 ≤ ‖u‖2, ∀u ∈ E.
Associated to problem (1.4) we have the functional Φ : E → R given by
Φ(u) =
1
2
(‖u+‖2 − ‖u−‖2)+ 1
2
∫
R3
V (x)|u|2dx−
∫
R3
K(x)F (|u|)dx.
It follows by standard arguments that Φ ∈ C1(E,R). Also, for u, v ∈ E,
note that
Φ′(u).v = 〈u+, v+〉 − 〈u−, v−〉+ Re
∫
R3
V (x)u · vdx− Re
∫
R3
K(x)f(|u|)u · vdx
= Re〈|Dc| 12u+, |Dc| 12v+〉L2 − Re〈|Dc| 12u−, |Dc| 12v−〉L2
+Re
∫
R3
V (x)u · vdx− Re
∫
R3
K(x)f(|u|)u · vdx
= Re〈u+, |Dc|v+〉L2 − Re〈u−, |Dc|v−〉L2 + Re
∫
R3
V (x)u · vdx
−Re
∫
R3
K(x)f(|u|)u · vdx
= Re〈u,Dcv〉L2 + Re
∫
R3
V (x)u · vdx− Re
∫
R3
K(x)f(|u|)u · vdx
where u · v denotes the usual inner product in C4, i.e., u · v = ∑4i=1 uivi.
In [7][Lemma 2.1] it is proved that critical points of Φ are weak solutions of
(1.4).
To end up this section let us present a compactness result which is going
to be used later on.
Proposition 2.1 Assume (V,K) ∈ K. Let (un) ⊂ E be a sequence such
that un ⇀ u in E. Then,
i) if (V K2) holds, then
∫
R3
K(x)|un|qdx→
∫
R3
K(x)|u|qdx, for all q ∈ (2, 3);
ii) if (V K3) holds, then
∫
R3
K(x)|un|qdx→
∫
R3
K(x)|u|qdx.
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Proof. In order to prove the first item, assume that (V K2) holds. Fixed
q ∈ (2, 3) and  > 0, there exist 0 < t0 < t1 and a positive constant C > 0
such that
K(x)|t|q ≤  C (V (x)|t|2 + |t|3) + C K(x)χ[t0,t1](|t|)|t|3, for all t ∈ R.
Then, denoting Q(u) =
∫
R3
V (x)|u|2dx +
∫
R3
|u|3dx and A =
{x ∈ R3 : t0 ≤ |u(x)| ≤ t1}, we have that∫
Bcr(0)
K(x)|u|qdx ≤  CQ(u) + C
∫
A∩Bcr(0)
K(x)dx, for all u ∈ E. (2.6)
Since (un) is a weakly convergent sequence, by Banach-Steinhaus Theorem
it is bounded in E. By the continuous embedding E ↪→ L2(R3,C4),
E ↪→ L3(R3,C4) and the fact that V ∈ L∞(R3), there exists C ′ > 0 such
that ∫
R3
V (x)|un|2dx ≤ C ′ and
∫
R3
|un|3dx ≤ C ′, for all n ∈ N.
Then there exists C ′′ > 0 such that Q(un) ≤ C ′′ for all n ∈ N. On the other
hand, denoting An = {x ∈ R3 : t0 ≤ |un(x)| ≤ t1}, it follows that
t30|An| ≤
∫
An
|un|3dx ≤ C ′, for any n ∈ N,
and then supn∈N |An| < +∞. Consequently, from (V K1) there exists a
positive radius r > 0 large enough such that∫
An∩Bcr(0)
K(x)dx <

t31
for all n ∈ N. (2.7)
By (2.6) and (2.7) it follows that∫
Bcr(0)
K(x)|un|qdx ≤ CC ′′+ C
∫
An∩Bcr(0)
K(x)dx
≤ (CC ′′ + C/t31) for all n ∈ N. (2.8)
Since q ∈ (2, 3) and K is a continuous function, from Sobolev embeddings
we have that
lim
n→+∞
∫
Br(0)
K(x)|un|qdx =
∫
Br(0)
K(x)|u|qdx. (2.9)
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Then, from (2.8) for  > 0 small enough and (2.9) it follows that
lim
n→+∞
∫
R3
K(x)|un|qdx =
∫
R3
K(x)|u|qdx
which concludes the proof in this case.
Now suppose that (V K3) holds. Let us define for each x ∈ R3 fixed, the
function
g(t) = V (x)t2−q + t3−q, for every t > 0.
Since its minimum value is CqV (x)
3−q where
Cq =
1
3− q
(
q − 2
3− q
)2−q
,
we have that
CqV (x)
3−q ≤ V (x)t2−q + t3−q, for every x ∈ R3 and t > 0.
Combining this inequality with (V K3), for any  > 0 there exists a positive
radius r > 0 sufficiently large such that
K(x)|t|q ≤  C ′q(V (x)|t|2 + |t|3), for every t ∈ R and |x| > r,
where C ′q = C
−1
q , from which it follows that∫
Bcr(0)
K(x)|u|qdx ≤ C ′q
∫
Bcr(0)
(V (x)|u|2 + |u|3)dx, for all u ∈ E.
Then, for the sequence (un) of the statement, again by Banach Steinhaus
Theorem, Sobolev embeddings and the boundedness of V , there exists C ′ > 0
such that∫
R3
V (x)|un|2 ≤ C ′ and
∫
R3
|un|3dx ≤ C ′, for all n ∈ N,
and then ∫
Bcr(0)
K(x)|un|qdx ≤ 2C ′C ′q ∀n ∈ N. (2.10)
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Since q ∈ (2, 3) and K is a continuous function, from Sobolev embeddings
on bounded domains, we have that
lim
n→+∞
∫
Br(0)
K(x)|un|qdx =
∫
Br(0)
K(x)|u|qdx. (2.11)
Then, from (2.10) for  > 0 small enough and (2.11), it holds that
lim
n→+∞
∫
R3
K(x)|un|qdx =
∫
R3
K(x)|u|qdx.
which concludes the proof.
Remark 2.2 It follows from the last proposition, (f2) and from Lebesgue
Dominated Convergence Theorem, that, if un ⇀ u in E, then∫
R3
K(x)F (|un|)dx→
∫
R3
K(x)F (|u|)dx, as n→∞.
3 Generalized Nehari set and its properties
Let us consider the following set
M = {u ∈ E\E−; Φ′(u)u = 0 and Φ′(u)v = 0, for all v ∈ E−},
which has been introduced by Pankov in [13], deeply studied by Szulkin and
Weth in [15] and been called generalized Nehari set.
Remark 3.1 Note that, if u ∈ E, u 6= 0 and Φ′(u) = 0, then by Remark
1.1,
Φ(u) = Φ(u)− 1
2
Φ′(u)u =
∫
R3
K(x)
(
1
2
f(|u|)|u|2 − F (|u|)
)
dx > 0.
Note also that, for u ∈ E−\{0}, it follows by (V K0) and Remark 2.1 that
Φ(u) = −1
2
‖u‖2 + 1
2
∫
R3
V (x)|u|2dx−
∫
R3
K(x)F (|u|)dx
≤ −a
2
‖u‖22 +
‖V ‖∞
2
‖u‖22
< 0.
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Then all nontrivial critical points of Φ belong to E\E− and thenM contains
all nontrivial critical points. Then, if u ∈M is a critical point of Φ, then it is
going to have the lowest energy among all nontrivial critical points, justifying
we calling it a ground state solution of (1.4).
Let us follow the notation stablished by Szulkin and Weth in [15] and,
for u ∈ E\E−, let us denote Eˆ(u) = R+u+ ⊕ E−. Also, for each u ∈ E\E−,
let us define γu : R+ × E− → R given by
γu(t, v) = Φ(tu
+ + v),
for all (t, v) ∈ R+ ×E− and note that γu ∈ C1(R+ ×E−,R). Note also that
∂
∂t
γu(t, v) = Φ
′(tu+ + v)u+ (3.12)
and
∂
∂v
γu(t, v)w = Φ
′(tu+ + v)w, ∀w ∈ E−. (3.13)
Lemma 3.1 (t, v) ∈ R+ × E− is a critical point of γu if and only if
tu+ + v ∈M.
Proof. In fact, suppose that
∂
∂t
γu(t, v) = 0
and
∂
∂v
γu(t, v) = 0, in (E
−)′.
By (3.12) and (3.13), we have that
Φ′(tu+ + v)(tu+ + v) = tΦ′(tu+ + v)u+ + Φ′(tu+ + v)v = 0.
Moreover, again by (3.13),
Φ′(tu+ + v)w = 0, ∀w ∈ E−,
and then tu+ + v ∈M.
Conversely, if tu+ + v ∈M, where (t, v) ∈ R+ × E−, then
∂
∂v
γu(t, v)w = Φ
′(tu+ + v)w = 0, ∀w ∈ E−
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and also, taking into account the last expression,
Φ′(tu+ + v)(tu+ + v) = 0⇔ tΦ′(tu+ + v)u+ = 0
which implies that
∂
∂t
γu(t, v) = 0.
Then (t, v) is a critical point for γu.
Lemma 3.2 For each u ∈ E\E−, there exists tuu+ + vu ∈ Eˆ(u), such that
Φ(tuu
+ + vu) = max
t≥0, v∈E−
Φ(tu+ + v).
Moreover, tuu
+ + vu ∈M.
Proof. Note that by Lemma 3.1, if the maximum exists then it is going to
belong to M.
Since Eˆ(u) = Eˆ (u+/‖u+‖) we can assume without lack of generality that
u ∈ E+ and ‖u+‖ = 1. Note that by (f1), Φ(tu) > 0 for all t > 0 sufficiently
small.
Now let us prove that there exists R > 0 such that
Φ(w) ≤ 0 ∀w ∈ Eˆ(u)\BR(0). (3.14)
Suppose by contradiction that there exist (wn) ⊂ Eˆ(u) such that ‖wn‖ →
+∞ and Φ(wn) > 0. By doing wn = tnu+ vn where tn ≥ 0 and vn ∈ E−, let
us define
wn =
wn
‖wn‖ =
tn
‖wn‖u+
vn
‖wn‖ =: snu+ vn.
Note that
1 = ‖wn‖2 = s2n + ‖vn‖2. (3.15)
Also, since F (t) ≥ 0 in R+, by Remark 2.1
0 <
Φ(wn)
‖wn‖2
=
1
2
(s2n − ‖vn‖2) +
1
2
∫
R3
V (x)|snu+ vn|2dx−
∫
R3
F (|wn|)
‖wn‖2 dx
≤ 1
2
(s2n − ‖vn‖2) +
1
2
‖V ‖∞‖snu+ vn‖22
=
1
2
(s2n − ‖vn‖2) +
1
2
‖V ‖∞(s2n‖u‖22 + ‖vn‖22)
≤ 1
2
[
s2n
(
1 +
‖V ‖∞
a
)
− ‖vn‖2
(
1− ‖V ‖∞
a
)]
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which together with (3.15) impliy that(
a− ‖V ‖∞
a+ ‖V ‖∞
)
‖vn‖2 ≤ s2n = 1− ‖vn‖2. (3.16)
Then, by (3.16), it follows that
0 ≤ ‖vn‖2 ≤ a+ ‖V ‖∞
2a
and 0 <
a− ‖V ‖∞
2a
≤ sn ≤ 1, ∀n ∈ N.
Then, we can assume that, up to a subsequence vn ⇀ v and sn → s0 6= 0.
Hence
wn ⇀ w = s0u+ v 6= 0.
Let us denote by Γ = {x ∈ R3; w(x) 6= 0} and note that |Γ| > 0. On one
hand we have that
0 <
Φ(wn)
‖wn‖2 , ∀n ∈ N,
while in the other, by (f3) and Remark 2.1
lim sup
n→∞
Φ(wn)
‖wn‖2 =
s20
2
− 1
2
lim inf
n→∞
‖vn‖2 + 1
2
lim inf
n→∞
∫
R3
V (x)
|wn|2
‖wn‖2dx
− lim inf
n→∞
∫
R3
K(x)
F (|wn|)
‖wn‖2 dx
≤ 1
2
(
s20 − ‖v‖2
)
+
‖V ‖∞
a
− lim inf
n→∞
∫
Γ
K(x)
F (|wn|)
‖wn‖2 dx
= −∞,
which give us a clear contradiction.
Since Φ is bounded from above in Eˆ(u), let us take a maximizing sequence
(un) ⊂ Eˆ(u) such that
lim
n→∞
Φ(un) = β := max
Eˆ(u)
Φ.
Since 0 < β < +∞ and by (3.14), it follows that there exists R > 0 such
that ‖un‖ ≤ R, for all n ∈ N. Writing un = rnu+ u−n note that
R2 ≥ ‖un‖2 = r2n + ‖u−n ‖2,
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which implies that both (rn) ⊂ R and (u−n ) ⊂ E− are bounded. Then, up to
a subsequence, rn → r0 and u−n ⇀ u−0 . Then it follows that
un = rnu+ u
−
n ⇀ r0u+ u
−
0 =: u0 ∈ Eˆ(u).
Then, the last informations, since F ≥ 0, Fatou Lemma imply that
−Φ(u0) = 1
2
(‖u−0 ‖2 − r20)−
1
2
∫
R3
V (x)|u0|2dx+
∫
R3
K(x)F (|u0|)dx
≤ lim inf
n→∞
[
1
2
(‖u−n ‖2 − r20) +
∫
R3
K(x)F (|un|)dx
]
= lim inf
n→∞
−Φ(un) = −β.
Then Φ(u0) ≥ β and hence Φ(u0) = β, with u0 ∈ Eˆ(u).
The next result is a technical lemma that is going to be used to prove the
uniqueness of the maximum point of Φ|Eˆ(u). Its proof follows the arguments
as in [15], but we present it here for the sake of completeness.
Lemma 3.3 Let t ∈ R, t ≥ 0 and u, v ∈ C4 such that v 6= 0. Then
Ref(|u|)u ·
(
t2
2
u− u
2
+ tv
)
+ F (|u|)− F (|tu+ v|) < 0,
where u · v denotes the usual inner product in C4.
Proof. Let t, u and v as in the statement. Define
h(t) := Ref(|u|)u ·
(
t2
2
u− u
2
+ tv
)
+ F (|u|)− F (|tu+ v|)
and note that we have to prove that h(t) < 0.
Note that if u = 0, then h(t) = −F (|v|) < 0 by Remark 1.1. Then
we can assume u 6= 0. We have to consider two cases. Suppose first that
Re (u · (tu+ v)) ≤ 0. By using Remark 1.1,
h(t) < Ref(|u|)u ·
(
t2
2
u− u
2
)
u+
1
2
f(|u|)u · u+ Re tf(|u|)u · v − F (|tu+ v|)
=
t2
2
f(|u|)u · u+ Re tf(|u|)u · v − F (|tu+ v|)
= −t
2
2
f(|u|)u · u+ Re tf(|u|)u · (tu+ v)− F (|tu+ v|) ≤ 0.
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Now suppose that Re (u · (tu+ v)) > 0, and note that
h(0) = −1
2
f(|u|)u · u+ F (|u|) < 0
by Remark 1.1. Moreover note that limt→+∞ h(t) = −∞. Note also that
h′(t) = Re (u · (tu+ v)) (f(|u|)− f(|tu+ v|)) .
Assuming that there exists a maximum point t0 ≥ 0 such that h(t0) ≥ 0, then,
since h′(t0) = 0 and Re (u · (tu+ v)) > 0, it follows by (f4) that |u| = |t0u+v|.
Then, observing that u · u = max
v∈C4
Re u · v, we have that
h(t0) = Re
(
f(|u|)u ·
(
t20
2
u− u
2
)
+ t0f(|u|)u · v
)
= Re
(
−t
2
0
2
f(|u|)u2 − 1
2
f(|u|)u2 + t0f(|u|)u(t0u+ v)
)
< −t
2
0
2
f(|u|)u2 − 1
2
f(|u|)u2 + t0f(|u|)u2
= −(t0 − 1)
2
2
f(|u|)u2
≤ 0,
which leads us to a contradiction.
Therefore, in any case h(t) < 0 for all t ∈ R+.
Lemma 3.4 For each u ∈M, we have that
Φ(tu+ v) < Φ(u) ∀(tu+ v) ∈ Eˆ(u).
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Proof. Let u ∈ M, t ≥ 0 and v ∈ E−. Note that, since Φ′(u)w = 0 for all
w ∈ Eˆ(u), we have that
Φ(tu+ v)− Φ(u) = 1
2
(〈Dc(tu+ v), tu+ v〉L2 − 〈Dcu, u〉L2)
+
1
2
∫
R3
V (x)
(|tu+ v|2 − |u|2) dx
+
∫
R3
K(x) (F (|u|)− F (|tu+ v|)) dx
= Re
〈
Dcu,
t2u
2
− u
2
+ tv
〉
L2
− 1
2
‖v‖2
+Re
∫
R3
V (x)u ·
(
t2u
2
− u
2
+ tv
)
dx− 1
2
∫
R3
V (x)|v|2dx
+
∫
R3
K(x) (F (|u|)− F (|tu+ v|)) dx
=
∫
R3
Re
[
K(x)f(|u|)u ·
(
t2
2
u− u
2
+ tv
)
+ F (|u|)− F (|tu+ v|)
]
dx
−1
2
‖v‖2 − 1
2
∫
R3
V (x)|v|2
< 0,
by Lemma 3.3, since
t2u
2
− u
2
+ tv ∈ Eˆ(u). Then the result follows.
We can summarize the last three results in the following proposition.
Proposition 3.1 For each u ∈ E\E−, there exists a unique tu > 0 and
vu ∈ E− such that tuu+ + vu ∈ M. Moreover, if u ∈ M, then tu = 1 and
vu = u
−.
Now, a picture is in order to clarify the main properties of the generalized
Nehari set.
Clearly the last result implies that there exists a bijective map between
M and {u ∈ E+; ‖u‖ = 1}. Also, it holds the following result.
Lemma 3.5 There exists δ > 0 such that, for all bounded subset S ⊂ M,
we have that
‖u+‖ ≥ δ, ∀u ∈ S.
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E+
E−
Eˆ(u)
bM
b
u+
tuu
+ + vu
Figure 1: Generalized Nehari set
Proof. First of all, let us prove that there exists α > 0 such that Φ(u) ≥ α,
for all u ∈M. Let us remark before it that there exist ρ, α > 0 such that
Φ(u+) ≥ α ∀u+ ∈ E+ ∩Bρ(0).
In fact, just note that by (f1) and (f2), for all  > 0, there exists A > 0 such
that
|f(s)s| ≤ |s|+ A|s|p−1, ∀s ∈ R+,
where p ∈ (2, 3) is like in (f2). Then using this inequality and Sobolev
embeddings we have that
Φ(u+) =
1
2
‖u+‖2 + 1
2
∫
R3
V (x)|u+|2dx−
∫
R3
K(x)F (|u+|)dx
≥
(
1
2
− C
)
‖u+‖2 − CA‖u+‖p
= ‖u+‖2
(
1
2
− C− CA‖u+‖p−2
)
≥ α,
just by choosing 0 <  < 1
2C
, for all u+ ∈ E+ such that ‖u+‖ = ρ, where
ρ =
(
1
CA
(
1
2
− C)) 1p−2 and α = ρ2 (1
2
− C− CAρp−2
)
.
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Now just note that by Lemma 3.2, for all u ∈M
Φ(u) ≥ Φ
(
ρ
u+
‖u+‖
)
≥ α.
In order to finish the proof, let us assume by contradiction that there
exists a bounded sequence (un) ⊂M, such that u+n → 0 in E. Since un ∈M,
it follows that
‖u+n ‖2 − ‖u−n ‖2 +
∫
R3
V (x)un · undx =
∫
R3
K(x)f(|un|)un · undx, (3.17)
and
− ‖u−n ‖2 + Re
∫
R3
V (x)un · u−n dx = Re
∫
R3
K(x)f(|un|)un · u−n dx. (3.18)
Then, by using (3.18) and since u+n → 0, by Sobolev embeddings and Ho¨lder
inequality we have that
α ≤ Φ(un)
=
1
2
‖u+n ‖2 +
1
2
Re
∫
R3
V (x)un · u+n dx
+
1
2
Re
∫
R3
K(x)f(|un|)un · u−n dx−
∫
R3
K(x)F (|un|)dx
≤ on(1) + 1
2
∫
R3
K(x)f(|un|)|u−n |2dx.
Above we have used the fact that by (f1) and (f2), for all  > 0, there exists
A > 0 such that
|f(s)| ≤ + A|s|p−2, ∀s ∈ R+,
together with Ho¨lder inequality. Then, again by (3.18), since u+n → 0 in E,
it follows that
2α + on(1) ≤
∫
R3
K(x)f(|un|)|u−n |2dx
= −‖u−n ‖2 + Re
∫
R3
V (x)un · u−n dx
= −‖u−n ‖2 +
∫
R3
V (x)|u−n |2dx+ on(1)
≤ ‖V ‖∞‖u−n ‖22 − ‖u−n ‖2 + on(1)
≤ (‖V ‖∞ − a) ‖u−n ‖22 + on(1)
< 0,
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where we have used Remark 2.1 and (V K0) in the last inequalities. This
contradiction prove the result.
Note that Φ is bounded from bellow in M, since if u ∈ M, then
Φ(u) ≥ Φ(0) = 0 (since 0 ∈ Eˆ(u)).
To end up this section, let us prove that if the minimum of Φ on M is
achieved in some u ∈ M, then in fact u is a critical point of Φ. This follow
from a Deformation Lemma (see [16]) and is going to be proved in the next
result.
Proposition 3.2 If u0 ∈M is such that
Φ(u0) = minM
Φ,
then Φ′(u0) = 0.
Proof.
Suppose by contradiction that Φ′(u0) 6= 0. By the continuity of Φ′, it
follows that there exist κ, λ > 0 such that
‖Φ′(u)‖E∗ ≥ λ, ∀u ∈ Bκ(u0). (3.19)
E+
E−
Eˆ(u)
M
b
u+0
b
Bκ(u0)
Let us define T : Eˆ(u0) → R+ × E− given by T (tu+0 + v) = (t, v).
Denoting Bκ/4 = Bκ/4(u0) ∩ Eˆ(u0), let us define g = T−1|T (Bκ/4), i.e.,
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g : T (Bκ/4)→ R+ × E− is given by
g(t, v) = tu+0 + v, for (t, v) ∈ T (Bκ/4).
Denoting c := Φ(u0) = infM
Φ, note that by Proposition 3.1,
Φ(g(t, v)) < c, ∀(t, v) 6= (1, u−).
Moreover, since T is an homeomorphism, note that ∂T (Bκ/4) = T (∂Bκ/4)
and also
max
(t,v)∈∂T (Bκ/4)
Φ(g(t, v)) = c0 < c.
Now let us use the Deformation Lemma (see [16][Lemma 2.3]), with
0 <  < min
{
c− c0
2
,
λκ
32
}
and δ = κ/4. Then it follows that there exists an homeomorphism η : E → E
such that
i) η(x) = x for all x 6∈ Φ−1([c− 2, c+ 2]) ∩Bκ(u0);
ii) η(Φc+ ∩Bκ/2(u0)) ⊂ Φc−;
iii) Φ(η(x)) ≤ Φ(x), for all x ∈ E.
Let us define now h : T (Bκ/4) → E by h(t, v) = η(g(t, v)) and, for each
w ∈ E−, two functions, Ψw0 ,Ψw1 : T (Bκ/4)→ R by
Ψw0 (t, v) = (Φ
′(g(t, v))g(t, v),Φ′(g(t, v))w)
and
Ψw1 (t) = (Φ
′(h(t, v))h(t, v),Φ′(h(t, v))w).
Since for (t, v) ∈ T (∂Bκ/4), Φ(g(t, v)) ≤ c0 < c− 2, then
h(t, v) = η(g(t, v)) = g(t, v), for (t, v) ∈ T (∂Bκ/4).
Hence
Ψw0 (t, v) = Ψ
w
1 (t, v), ∀(t, v) ∈ T (∂Bκ). (3.20)
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By Degree Theory, d(Φw0 , T (Bκ/4), (0, 0)) = 1 and, taking into account
(3.20), we have that d(Φw1 , T (Bκ/4), (0, 0)) = 1. Then we have that there
exists (t0, v0) ∈ T (Bκ/4) such that h(t0, v0) ∈M. This implies that
c ≤ Φ(h(t0, v0)) = Φ(η(g(t0, v0))).
But note that Φ(g(t0, v0)) < c +  and also g(T (Bκ/4)) = Bκ/4 ⊂ Bκ/2(u0).
Then, by ii)
Φ(η(g(t0, v0))) < c− 
which contradicts the last inequality. Then the result follows.
4 Proof of the main result
Let us take a minimizing sequence (un) ∈M such that
Φ(un)→ min
w∈M
Φ(w) =: c.
It is an easy matter to prove that (un) is a bounded sequence. Then there
exists u ∈ E such that un ⇀ u in E up to a subsequence. Note also that
u+n ⇀ u
+ and u−n ⇀ u
− by the continuity of the projections maps.
Now let us prove that u+ 6= 0. On the contrary, u+n ⇀ 0. Then, for all
t ≥ 0, since Φ(un) = maxEˆ(un) Φ and by Lemma 3 and Remark 2.2, it follows
that
c+ on(1) ≥ Φ(un)
≥ Φ(tu+n )
=
1
2
t2‖u+n ‖2 +
t2
2
∫
R3
V (x)|u+n |2dx−
∫
R3
K(x)F (t|u+n |)dx
≥ t
2δ
2
+ on(1),
which is a clear contradiction.
Then there exists tu > 0 and vu ∈ E− such that tuu+ + vu ∈ M. Note
that by Proposition 2.1 and Lebesgue Dominated Convergence Theorem,
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since un ∈M, it follows that
c ≤ Φ(tuu+ + vu)
=
t2u
2
‖u+‖2 − 1
2
‖vu‖2 + 1
2
∫
R3
V (x)|tuu+ + vu|2dx−
∫
R3
K(x)F (|tuu+ + vu|)dx
≤ lim inf
n→∞
(
t2u
2
‖u+n ‖2 −
1
2
‖vu‖2 + 1
2
∫
R3
V (x)|tuu+n + vu|2dx
−
∫
R3
K(x)F (|tuu+n + vu|)dx
)
= lim inf
n→∞
Φ(tuu
+
n + vu)
≤ Φ(un)
= c,
which implies that the infimum of Φ onM is achieved in tuu+ +vu and finish
the proof.
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