Cutting-edge embedded system applications, such as self-driving cars and unmanned drone software, are reliant on integrated CPU/GPU platforms for their DNNs-driven workload, such as perception and other highly parallel components. In this work, we set out to explore the hidden performance implication of GPU memory management methods of integrated CPU/GPU architecture. Through a series of experiments on micro-benchmarks and real-world workloads, we find that the performance under different memory management methods may vary according to application characteristics. Based on this observation, we develop a performance model that can predict system overhead for each memory management method based on application characteristics. Guided by the performance model, we further propose a runtime scheduler. By conducting per-task memory management policy switching and kernel overlapping, the scheduler can significantly relieve the system memory pressure and reduce the multitasking co-run response time. We have implemented and extensively evaluated our system prototype on the NVIDIA Jetson TX2, Drive PX2, and Xavier AGX platforms, using both Rodinia benchmark suite and two real-world case studies of drone software and autonomous driving software.
I. INTRODUCTION
In recent years, machine learning (ML) applications, especially deep neural networks (DNNs), have penetrated into a wide range of edge devices and scenarios. Typical scenarios include the real-time object and pedestrian recognition of video streams from multiple cameras and object perceptions from high-volume LIDAR streams in autonomous driving and unmanned drones. Modern autonomous and edge intelligence systems are mostly deployed on resource-constrained embedded platforms that require performance and are restricted by the Size, Weight, and Power-consumption (SWaP) and cost. The hardware substrates of modern intelligent edge devices must seek the balance between accuracy, latency, and power budget. Currently, GPU is the most promising and widely used accelerator for the "autonomous everything" thanks to its throughput processing nature that matches the ML algorithms, which back the future autonomous applications. Specifically, the integrated CPU/GPU architecture is gaining increasing preference in embedded autonomous systems due to its programmability and the advantages in SWaP comparing to its discrete counterparts [1] , [2] . To seize the trend, NVIDIA proposes its Jetson line of embedded platforms that target autonomous systems, and markets the Jetson as "the embedded platform for autonomous everything" [3] . Recently, Intel also * These two authors contributed equally. launches the OpenVINO toolkit for the edge-based deep learning inference on its integrated HD GPUs [4] .
Despite the advantages in SWaP features presented by the integrated CPU/GPU architecture, our community still lacks an in-depth understanding of the architectural and system behaviors of integrated GPU when emerging autonomous and edge intelligence workloads are executed, particularly in multitasking fashion. Specifically, in this paper we set out to explore the performance implications exposed by various GPU memory management (MM) methods of the integrated CPU/GPU architecture. The reason we focus on the performance impacts of GPU MM methods are two-fold. First, emerging GPU programming frameworks such as CUDA and OpenCL support various MM methods for the integrated CPU/GPU system to simplify programmability. However, these methods are encapsulated in the runtime library/GPU drivers and are transparent to programmers. It is still unclear how to adopt the GPU MM method that best-matches single task and co-run tasks in autonomous workloads, such that memory footprint and latency performance could be optimized. Second, the integrated GPU system distinguishes itself from discrete GPU mainly by employing a shared physical memory pool for CPU and GPU. This may result in challenges of performance interference, GPU resource utilization, and memory footprint management considering key components of autonomous workloads are memory-intensive.
To fully disclose the performance implications of GPU MM methods to the emerging autonomous workloads, we conduct a comprehensive characterization of three typical GPU MM methods (i.e., Device Memory, Managed Memory, Host-Pinned Memory) that are applicable to all integrated CPU/GPU architectures (e.g., those provided by NVIDIA CUDA and AMD OpenCL frameworks), through running both microbenchmarks (Rodinia) and real autonomous system workloads (drone system [5] and Autoware [6] for autonomous driving) on top of NVIDIA Jetson TX2/PX2 and Jetson AGX Xavier platforms, respectively. Our characterization reveals several key observations and corresponding design opportunities.
First, we observe that different GPU MM methods can lead to different GPU response times and GPU utilization for given application. It is non-trivial to determine the GPU MM method that achieves the best performance considering the autonomous driving workloads are becoming even more complex. This motivates us to propose a light-weight analytical performance model that quantifies the performance overheads of different GPU MM methods and further eases the GPU MM method selection. Second, emerging autonomous driving and drone software consist of various key components such as object detection (perception module) and LIDAR-based localization. These DNNs-based recognition functions could be extremely memory-consuming. The concurrent multi-tasking, which is a typical scenario in embedded autonomous environments, will further worsen this situation. This motivates us to also consider the memory footprint as a critical factor when choosing the GPU MM methods.
Based on these two basic observations, we set out to explore the co-execution cases where multiple concurrent tasks are executed with different GPU MM methods. We observe that by strategically assigning the co-executed tasks with specific GPU MM methods, the multi-tasking environment provides a counter-intuitive opportunity to significantly minimize the memory footprint of the overall system without sacrificing the task processing latency, sometimes even with reducing the overall latency. This implies that two goals, the reductions of both system-level memory footprint and per-task latency, could be cooperatively achieved by simply grouping tasks and assigning per-task memory management method. Note that we use memory footprint/usage interchangeably in this paper. This motivates us to propose a runtime scheduler that exploits the aforementioned co-execution benefit on GPU by ordering the incoming tasks and assigning GPU MM methods.
We extensively evaluate our prototype on the NVIDIA Jetson TX2, Drive PX2, and Xavier AGX platforms, using both the Rodinia benchmark suite and two real-world case studies of drone software and autonomous driving software. Results demonstrate that the analytical performance model is sufficiently accurate, which gains the average error rate of 9.3% for TX2 and 9.3% for AGX. When applying to real-world applications, our solution can significantly reduce memory usage of iGPU on average by 50% for Autoware on PX2 and by 69.0%/64.5% for drone obstacle detection ON TX2/AGX; and improve response time performance on average by 10% for Autoware on PX2 and by 58.9%/11.2% for drone obstacle detection on TX2/AGX. This paper makes the following contributions:
• We conduct a comprehensive characterization of three typical GPU memory management methods on a variety of workloads including microbenchmarks and real autonomous workloads. • We propose an analytical performance model that is able to estimate the system response time for a certain task or kernel under any GPU memory management method. • We propose a memory footprint minimization mechanism and a runtime scheduler. Together, they make smart decisions to minimize the memory footprint of applications and make certain that response performance will not be noticeably affected and may be enhanced in many cases. • We implement our design as a system prototype and extensively evaluate our design using two real autonomous systems: a drone system and the Autoware autonomous driving system.
II. BACKGROUND

A. Integrated GPU design
As we discussed earlier, the recent trend in compute and dataintensive embedded systems has resulted in the rise of powerful integrated GPU (iGPU) in embedded chip design. iGPU in embedded systems provides a reasonable trade-off between performance, energy usage, thermal capacity, and space usage compared to a discrete GPU component [1] . To this end, various manufacturers have begun to offer GPU-augmented multicore platforms specifically catered to embedded use cases such as autonomous drones and vehicles. Previous studies have shown that iGPU might be sufficient for workloads of autonomous drones and vehicles if resources are well managed [2] , [7] , [8] .
In a traditional multi-cores architecture with discrete GPUs, a discrete GPU is handled semi-autonomously with a separate physical memory specifically allocated to it. However, rather than having a separate, high-speed/high-bandwidth memory, iGPU is usually connected to the chip interconnect and thus compete with CPU for memory resources.
Among architectures featuring iGPU, such as Intel SVM [9] and AMD HUMA [10] , the most prominent ones are designed by NVIDIA, including the Parker and Xavier System-on-Chips (SoC), which are collectively called the Tegra family of SoCs. These SoCs include a powerful Pascal or Volta-based GPU, and are practically used in many autonomous drone or vehicle applications [1] . Next, we give an overview of NVIDIA Parker and Xavier, which are the focused integrated CPU/GPU architectures of this paper. NVIDIA Parker SoC. Fig. 1 illustrates the NVIDIA Parker SoC used in platforms such as Jetson TX2 and NVIDIA Drive PX2 1 , which are currently adopted by many automotive manufacturers (e.g., used in Volvo XC90 and Tesla Model S). NVIDIA Parker SoC consists of two Denver2 and four ARM Cortex A57 cores. The chip has an integrated two-core Pascal GPU with 256 CUDA cores connected via an internal bus. The iGPU and CPU share up to 8 GB memory with up to 50 GB/s of bandwidth in typical applications of NVIDIA Parker.
NVIDIA Xavier SoC. NVIDIA Xavier is the latest SoC in the NVIDIA AGX Xavier and Drive AGX Pegasus platforms. Xavier has an 8-core "Caramel" CPU (based on ARM V8) and an 8-core Volta GPU with 512 CUDA cores, and 16GBs of shared main memory 2 . GPU terminology. We define keywords used throughout this paper that pertain to the integrated CPU/GPU architecture and GPUs in general. Host is the designated term given to the CPU and the supporting architecture that enables memory and instructions to be sent to GPU. Device is the equivalent of GPU on iGPU systems. Kernel is the collective name for the logical group of instructions sent to GPU for execution. Kernels are set-up by the developer and consist of threads, thread-blocks, and grids. Memory is a crucial part of kernel execution. Prior to execution, data has to be introduced to the GPU in some way. After the kernel finishes the execution, the data needs to be sent back, or the host needs to be informed depending on the memory management technique.
B. Memory Management (MM) Methods
There are various methods to manage a unified memory between CPU and iGPU. All existing memory management techniques can be classified into three categories [11] : Device Memory (D), Managed Memory (M), and Host-Pinned Memory (H). There are some internal differences among these techniques based on their handling of cache coherency and data communication between host and device. Device Memory (D). Under D, data should be copied to the allocated memory region for the device from host prior to GPU computation and has to be copied back to the host memory region after GPU computation completes. This procedure is called data transfer, which mainly contributes to the overhead when the host communicates with the device. Besides, before data transferring, a comparable data-size space has to be created first on both host and device memory regions, which requires 2x memory space to be allocated to the same data. For example, the CudaMalloc() API corresponds to this behavior and is the default method used in CUDA to allocate memory on the device. On an embedded platform, this extra memory usage cannot be ignored since the integrated memory size is highly constrained. Managed Memory (M). When policy M is applied to allocate memory in an integrated architecture, the system will create a pool of managed memory, which is shared between the CPU and GPU. For example, CudaMallocManaged() corresponds to this behavior, an API that was first introduced in CUDA 6.0 to simplify memory management. The pool is allocated on the host and it will be mapped to the device memory address space such that the GPU can seamlessly access the region rather than explicitly transfer data. Although policy M can allocate a unified memory on a platform such as Parker to eliminate the explicit data transfer, it will nonetheless incur some extra overhead due to maintaining data coherency. Since the data in 2 Note that even though our motivation and evaluation are based on NVIDIA Parker and Xavier, our methodology is applicable to all integrated CPU/GPU architectures that utilize a unified memory architecture. the pool can be cached on both CPU and GPU, cache flushing is required in certain scenarios. More importantly, GPU and CPU are not allowed to access the data allocated in the managed memory concurrently to guarantee coherency. Host-Pinned Memory (H). Policy H can avoid memory copy between CPU and GPU similar to M. The main difference between them lies in handling the cache coherency issues. In H, both GPU and CPU caches will be bypassed to ensure a consistent view. As a result, the CPU and GPU are allowed to access the same memory space concurrently, which is forbidden under M. This policy can be invoked by using the CudaHostAlloc() API in CUDA programming.
III. MOTIVATION
In this section, we present three fundamental observations that have motivated our design of efficient memory management on the integrated CPU/GPU architecture for modern autonomous driving applications.
A. Performance under GPU MM Policies
To provide better memory allocation approaches for the modern autonomous driving-targeted integrated CPU/GPU architecture, a critical first step is to understand the performance (e.g. GPU time) and resource consumption (e.g. memory footprint and GPU utilization) under different GPU memory management policies.
To that end, we run a set of experiments on top of the Parker-based Jetson TX2 platform [12] using assorted Rodinia benchmarks [13] , YOLO-based object detection for camera perception [14] , and Euclidean clustering for LIDAR-based object detection [15] . Fig. 2 reports the measured GPU time of the tested benchmarks, including NW, Gaussian, YOLO, and clustering instance on TX2 under various MM policies. We use gettimeofday() to extract the time of memory copies and kernel executions. The overhead of function calls is not considered and there is no memory copies considered in the GPU time for M/H policy. Typically, the run time of a task consists of CPU time on pre-processing and GPU time. Considering the CPU time is quite consistent and negligible compared to GPU time in a computation-intensive task, we focus on the GPU time in this characterization. Specifically, the GPU time includes transfer delay and kernel computation time under D policy, while the GPU time only includes the kernel computation time under M/H policy.
We can observe that there is no clear winner between these GPU MM policies in terms of GPU time and utilization. In most cases, the H policy leads to the worst performance, e.g., for Gaussian, YOLO and CLUSTER, due to the fact that H disables both CPU-/GPU-side cache and incurs full memory access latency Considering D and M policy, D yields the best performance for Gaussian while yielding the worst performance for NW. Since D incurs extra data transfer cost between hostallocated memory and device-allocated memory, the cost will be exacerbated when application data size is large (e.g., Gaussian with small data vs. NW with large data). We can also observe the same trend in YOLO and CLUSTER instance, as CLUSTER has larger data size. Meanwhile, M needs to flush the cache frequently to maintain coherency at critical time instances such as kernel launch. Both Gaussian and YOLO are particularly hit by this overhead since they involve many kernel launches.
We also measure the GPU utilization using the modified tool, tx-utils [16], when these benchmarks execute under different MM policies, which is depicted as lines in Figure 2 . We observe that, the GPU is significantly underutilized under M method. For example, for NW and CLUSTER, the utilization is even less than 50%. In comparison, under D and H policy, the GPU utilization is relatively high. By further analysis, we find that, under M policy, the GPU is still inactive though a kernel has launched on GPU side. Observation 1: Each memory management policy may yield a completely different performance for different applications. Particularly, the GPU is significantly underutilized under M policy. There still lacks a clear understanding surrounding the trade-off behind each policy and how such trade-off would apply to different applications.
B. Memory Pressure
A characteristic of systems with iGPU is a limited memory pool shared between CPU and GPU. In such applications as DNNs [17] , this limited pool can become a real resource bottleneck. Table I showcases the peak memory usage of one to three YOLO instances [14] under D and M policy. We observe that running YOLO may consume more than 38.6% of the total shared memory for a single instance and can fail when 3 instances simultaneously execute under D policy. However, it is clear that switching from D to the M policy can result in significant memory footprint reduction and accommodate one more instance.
Observation 2: Considering performance alone might not be sufficient for achieving high throughput and low-latency on integrated CPU/GPU architecture. Any proposed method which determines the memory management policy should contain precautions to minimize memory footprint.
C. Opportunities under Multitasking
Considering modern autonomous vehicle or drone can carry multiple cameras, where each camera relies on individual YOLO instance, it is common that multi-tasks co-execute simultaneously in the system. Therefore, we co-execute microbenchmarks and YOLO instances to explore the chances to further optimize memory usage under multi-tasks scenarios.
Interestingly, we observe a counter-intuitive opportunity under multitasking scenarios, where it may be possible to minimize memory footprint without sacrificing (even with improving) performance. Fig. 3 depicts the result of our motivational experiments, including the memory footprint and GPU time of two co-executed NWs, Gaussians and YOLOs. Fig. 3 (a) depicts the normalized memory footprint of two instances of NW, Gaussian and YOLO under various MM policies (e.g., D/M indicates that one benchmark is executed under D policy and the other one under M policy). Evidently, M/M occupies less memory than D/D and D/M on all benchmarks. This is due to the fact that M eliminates the need for additional memory copy. Thus, maximizing the number of applications that use the M policy can result in the best memory savings.
However, the latency, indicated by GPU time, depicts a different story, as is shown in Fig. 3(b) . Only for NW benchmark can the mixed M/M policy yield the best performance. In comparison, the mixed D/M policy actually achieves the best possible latency performance for both Gaussian and YOLO. More importantly, we consider the co-execution benefit in terms of GPU utilization as shown in Table. II. Obviously, the M/M policy always leads to the under-utilization of GPU compared to either mixed D/M or D/D policy. Under D/M policy, both Gaussian and YOLO not only reduce the memory usage but also benefit the performance compared to D/D policy, hitting two optimization goals simultaneously. Opportunities: Although the performance results in Fig. 3 may at the first glance appear disorderly, they follow a predictable pattern. We report the detailed GPU utilization along the run time of NW kernel under D, M and D/M co-run, as shown in Fig. 4 (a), (b), and (c). For the M policy, the first data access executed in GPU will initiate a memory mapping procedure that stalls the GPU (shown as an idle period). Based on our observation, the mapping typically occurs at the beginning of the kernel execution and would last for a while; that's why the GPU is still inactive though the kernel has launches on GPU. Furthermore, M takes high cost to maintain data coherency, while H directly disables cache on CPU and GPU sides. Both cases may incur large latency overhead in practice, particularly for those cache-intensive workloads. policy, another kernel NW 1 using the D policy can switch in and execute during the idle of NW 2 . Theoretically, D/H is similar to D/M because H and M have similar overhead structures for the idle period. However, based on our observations, H can significantly degrade an application's latency performance. D/H is thus not preferred in practice.
Note that such overlapping benefit may not apply to D/D or M/M co-run. Considering GPU typically serializes multi-kernel operations by default, the D/D co-execution could be ruled out due to its non-preemption property and data copy overheads. For M policy, the address mapping and cache flushing stage involve complex driver activities, which have not been disclosed by NVidia. Simply co-running kernels using M/M policy not only leads to both kernels' performance unpredictable due to the interference of driver activities, but also results in significant GPU under-utilization. To depict the inefficiency and instability of M/M co-run, we report the average GPU utilization of NW, Gaussian, and YOLO under D/M, M/M, and D/D policies in Table II , and report the GPU time distribution of three tasks by repeating 10 times in Fig. 5 . We observe that the M/M policies co-run always comes with the lowest GPU utilization and largest spread. Observation 3: In multitasking scenarios, there are opportunities for enhancing performance through assigning different memory management policies to different applications to enable execution overlapping. A strategic assignment may enable performance and memory usage reduction as well as GPU utilization improvement simultaneously.
IV. DESIGN
In this section, we propose a memory management framework for the integrated CPU/GPU architecture, which identifies the best GPU MM policy for each application with the goal of optimizing overall response time performance with minimum memory footprint for applications running on the iGPU. Our design consists of two key components. First, we establish an analytical performance model to estimate the response time of any given application under the three GPU MM policies. Second, the estimated results are used as the initial guidance in a task scheduling process. This process decides the final GPU MM policy assignment for each application as well as whether two kernels shall be co-executed to benefit from overlapping.
A. Analytical Model
To wisely decide on the memory management policy for an application that results in the best response time performance, we establish an analytical performance model to estimate the potential overhead caused by each policy for that application. For each MM policy, the associated overhead for running a single application on GPU is defined to be the total GPU response time (including all memory management procedures) of the application minus the pure GPU execution time of that application. Table III lists our identified parameters that are crucial to construct the performance model for each MM policy, along with their description. Next, we detail our performance modeling for each memory management policy. Device Memory (D). For D policy, the overhead mainly comes from the communication between CPU and GPU, during which data transfers from host to device and then is copied back from device to host. Although the CPU and GPU share the same memory, the memory transfer is still inevitable under D allocation policy. Differing from discrete GPU systems, which need to transfer data from the CPU main memory to the device memory, iGPU systems just transfer data from one region of main memory to another region allocated for GPU usage. Considering that the entire process still needs to use the Direct Memory Access (DMA) copy engine, which is similar to the process on discrete systems, the prediction model of memory copy time of discrete GPU can also work for iGPU. Therefore, it is reasonable to apply the LOGGP performance model as the basis of our transfer time model [19] , [20] .
LOGGP is a state-of-the-art performance model that models point-to-point communication time of short fixed-size messages using the following parameters: latency (L) is the communication latency from the source processor to the target processor, process time (o) is the process time taken by the processors, bandwidth (G) represents the bandwidth for long messages. In a scenario where processor A wants to send a k byte message to processor B, In the beginning, processor A has to take o time to start the transfer and G * k time to send out the message, then, L time will be spent on communicating with B, and finally, processor B will take o time to process the received message. To sum them up, the total communication time can be represented as [19] :
(1)
On integrated CPU/GPU architecture, data transfer can be treated as sending fixed-size messages. Thus, Equ. 1 can serve as a foundation to calculate the transfer time under D, which is the sole overhead incurred under this policy. Differently, the data is directly sent from one memory region to another. Thus, the second o in Equ. 1 can be eliminated for calculating the data transfer time in this case [20] , considering there is no process time involved upon receiving the data. Moreover, the transfer speed G in Equ. 1 is dependent on the direction of data travel (in communication the speed is usually assumed to be symmetric). In other words, the value of G differs depending on whether the data is copied from host to device or it is copied from device to host. Finally, it is important to note that memory initialization overhead can also be a factor when data is copied back from device to host. This overhead interestingly is only present if the destination in the host region is being accessed for the first time. This overhead results from the lazy memory allocation nature of the operating system (Linux in our case) [21] .
Using our identified variables in Table III, O D = N m * Tr ini + (l dh + l ini ) * B dh + l hd * B hd (2) in which N m denotes the number of memory copy occurrences, and Tr ini is a replacement of L + o in Equ.1 to represent the startup time, which is a hardware-dependent constant. The rest of Equ.2 is used to represent the time it takes to transfer data (which was denoted by G*k in Equ.1). l ini is the variable for memory initialization in Equ. 2; l ini is zero if the data is already allocated.
Managed Allocation (M). Under M, there is no data transfer between host and device for iGPU. In iGPU systems, the memory copy is instead replaced by address mapping and cache maintenance operations which happen at the start and completion time of a kernel [22] to guarantee a consistent view for host and device. Next, we will give a detailed explanation for the overhead of the mapping and maintenance operations, which are the sole source of the overhead under M policy. Kernel Start. Whenever an allocated managed region is modified by the host under M policy, the corresponding data in the unified main memory becomes outdated (without a cache flush). In this case, if a kernel (denoted by K i ∈ K, K being the set of a kernels in this scenario) starts executing on the GPU and initiates memory access to this allocated memory region under M, a cache flushing between host and device will need to be enforced to ensure data consistency (host cache flush). This cache operation has to be done before GPU can actually access the data. Thus, the intuition behind calculating the overhead under M is to deduce the latency of page allocation and mapping on GPU, and cache flushing on CPU. We use T l to represent the overhead during kernel launch:
in which S i represents the accessed data size by K i (that needs to be mapped from host to device memory), N c represents the size of set K, and l mapping represents the time cost per byte to create and map one page on GPU. Ca cpu represents the overhead of cache flushing from host to device. We regard this kind of overhead as a constant which is calculated as the time required to flush all the CPU cache into main memory (to provide an upper bound). Kernel completion. During kernel execution, the managed data is assumed to be local to GPU. This is done via disabling CPU access to this memory region while the kernel is executing. During kernel completion, if the data in the managed region was accessed by the kernel on GPU, it would be considered outdated to CPU because of memory caching. To ensure data consistency, the modified data present in GPU cache must be written back to the main memory after the kernel is completed. We use T s to represent the overhead caused by this required synchronization. We assume all cache lines for the accessed data will be out of date after a kernel is completed to account for the worst-case scenario, and the overhead of writing all the data back to memory could be represented as a constant Ca gpu . Thus, T s can be derived as:
in which B i write indicates the modified data size by Kernel i, and N k indicates the kernel count in an application.
The overhead of the application under the M policy (O M ) can be calculated as the summation of T l and T s :
Host-Pinned Allocation (H). For H, the overhead comes from the penalty of the disabled cache. Under the other two policies, global data could be cached in GPU and CPU's L2 cache. However, the memory region allocated by H is marked as "uncacheable" [22] , thus, all access to this region will bypass cache and go to the main memory directly. Hence, the intuition behind calculating the overhead of H is to get the sum of latency penalties of all memory accesses compared to the cached scenario, which is given by:
The penalty of cache miss denoted by T c can be given by:
where l mem and l Gcache represent the average instruction access latency of the main memory and the L2 cache respectively. The penalty of L2 cache miss is represented as the difference between l mem and l Gcache . However, the memory access latency could be hidden by the instruction pipeline [23] , implying that this latency penalty is zero. IPL and TPL represent the Instruction Level Parallelism and Thread Level Parallelism, and max i represents the Parallelism at peak throughput, which is measured from [23] . τ represents the total hit rate of GPU L2 cache obtained under D, which will be the potential overhead under H (obtained from the performance counter), and N L2 represents the number of instructions that access the GPU L2 cache. Moreover, H requires the same page allocation and mapping procedures as the M policy. We use O H to denote the total overhead under the H policy, and calculate it as:
Summarized guidelines on MM selection. From our detailed performance models, we observe that the overhead of D policy (Equ. 2) heavily depends on B dh and B hd , which means that applications with large data will be negatively affected by D. Moreover, the overhead of M (Equ. 5) also depends on data size (B i ). Nonetheless, the data-dependent overhead (mainly from mapping) is much smaller compared to D because there is no need to physically move the data. However, M-induced overhead also depends on N k , which indicates that applications with a lot of kernel launches (e.g., Gaussian) will be negatively affected. Finally, we note that the overhead of H (Equ. 8) depends on τ and N L2 , which indicates, if an application benefits heavily from cache, its performance will be negatively impacted under H policy. Besides, D or M is mostly preferred in practice though H may yield an overhead similar to D or M, because the disabled CPU cache under H will lead to further performance degradation for workloads executing on the CPU side.
Although our implementation (restricted by the hardware platform we can obtain and the software components we can access) only presents a single case of autonomous platforms, our model envisions to tackle more complex GPU MM scheduling scenarios when running a full-version of autonomous framework (e.g. Baidu Apollo) on next-generation platforms with more co-run tasks and larger design spaces, which could not be easily solved by trial-and-error solutions.
B. Co-Optimizing Performance and Memory Footprint under Multitasking
As was observed in Sec. III-B, memory usage is a key factor in our target platforms (integrated CPU/GPU embedded systems). For the purpose of memory footprint reduction, a clear intuition is to change as many D policy applications as possible to M or H. However, in Sec. III-C we also observe that aggressively doing so may cause a degraded GPU utilization, and prolonged GPU time of applications whose best memory management policy is identified to be D.
To achieve the goal of minimizing memory footprint while not sacrificing performance, in this section we establish several guidelines that are inspired by the opportunity disclosed in Fig. 4 to determine GPU MM assignments for applications. For incoming tasks assigned with default D policy, our guidelines will determine if needs to further switch their memory management policies to the M or H policy. These guidelines establish criteria to determine whether the latency penalty and the memory reduction benefits are sufficient for any such switch to happen. We then propose a runtime scheduler that strategically co-runs kernels to recover any degradation of performance resulted from the previous step. Memory Footprint Minimization. Using the performance model proposed in Sec. IV-A, we calculate the values of O D , O M , and O H for each application. The best performanceoriented memory management policy for that application can then be identified. Next, pertinent to our design goal to minimize memory footprint, we establish guidelines which make sure that only specific types of D policy applications can be converted to M or H (i.e., any such conversion should not incur excessive performance loss), and shall prevent too many D policy kernels to be converted to M or H in order to leave enough room for multitasking optimization which requires overlapping a D policy kernel with an M or H policy kernel. Also recall that too many M/M co-run is not preferred as we explained in Sec. III-C.
Before describing our established guidelines, we present a motivational example. Fig. 6 shows an example scenario of an application containing a kernel K under the D policy and the M policy. In the scenario of Fig. 6(a) , the D policy would incur data copy overhead of O D , as discussed in Sec. IV-A. Fig. 6(b) shows the same kernel under the M policy. As described in Sec. IV-A, there is an idle period denoted by I,which is calculated as S i * l mapping in Equ. 3 , then an overhead at kernel start time denoted by Ca cpu , and an overhead at kernel completion denoted by Ca gpu . This change from D to M only makes sense if this introduced overhead is sufficiently small. Moreover, Fig. 6 (b) also depicts another crucial fact: of all the overheads introduced by the M policy (i.e., I, Ca cpu , and Ca gpu ), only part of it can be utilized for overlapping, i.e., to overlap another kernel execution with I. This is because Ca cpu and Ca gpu are cache management procedures that cannot be interrupted or overlapped because any such overlapping can cause unpredictable latency [22] . This kernel, if under the M policy, can benefit from an overlapping co-execution with another D policy kernel during its idle period. Guideline 1: As we discussed in the previous example, the change of policy from D to M or H for an application should only happen if the loss of overhead is sufficiently small. This loss of overhead can be calculated as O M − O D for M and O H − O D for H. However, imposing a limit on how much extra overhead is tolerable is not trivial. As we clarified in our example of Fig. 6 , a loss in overhead can be acceptable because of the potential to overlap another kernel. However, if the idle portion of the overhead under M or H is too small compared to the total overhead, the probability of finding another kernel that would fit in that portion would become minuscule. Moreover, the recoverable overhead will be so small that the overall effect of overlapping co-execution would become negligible. Thus, we define the effective recoverable portion of the overhead due to conversion to M or H to be I −Ca cpu −Ca gpu or I − T c respectively. A greater value of this parameter would encourage a conversion from D to M or H.
We thus combine these requirements to present the following constraints: Guideline 2: While Guideline 1 is crucial to prevent unnecessary performance loss, it is not sufficient to guarantee that there will be enough D policy kernels for the overlapping purpose. Thus, we establish Guideline 2 to ensure that there is always enough D policy kernels in the system to overlap with M and H policy kernels:
in which ∑ N M + N H is the total number of M and H policy kernels and ∑ N D is the number of D policy kernels. Equ. 11 shows that the number of D kernels shall be always more than the combined number of M and H kernels to guarantee that every overhead of M or H policy kernels can be recovered via an overlap with a D kernel. Thus, for any D policy application, if it satisfies both constraints presented in the two guidelines, it will be converted into an M or H policy application for reduced memory usage.
Multitasking Scheduler. We now explore the runtime overlapping opportunity under multitasking through overlapping the idle period of kernels that belong to the M/H policy kernels with the execution time of D policy kernels. To utilize this overlapping co-execution potential, we implement a runtime scheduler shown in Fig. 7 . The scheduler adopts the earliest Fig. 7 . High-level overview of runtime scheduler.
deadline first (EDF) to maintain a waiting queue 4 where the deadline of each kernel is set to its execution time. The runtime scheduler decides the best-matching GPU MM policy for newly arrived kernels and decides on which pair of kernels in the queue shall co-execute to benefit from overlapping. The scheduler checks each pair of kernels (suppose K 1 and K 2 ) in order, using the following criteria while meeting the guidelines in the meantime:
(1) One kernel (suppose K 1 ) is executing under the D (or M) policy and the other is executing under the M (or D) policy (suppose K 2 ). (2) The execution part of K 1 (or K 2 ) can fit in the idle period of K 2 (or K 1 ).
For each round of kernel release, the scheduler checks whether a pair can be found for the kernel at the head of the queue. If so, the scheduler releases and co-executes both kernels together; otherwise, the scheduler only releases this single kernel.
In detail, specific code versions for each MM assignment are implemented by calling the specific MM APIs (e.g. cudaMallocManaged()) in the application code. Then, the runtime scheduler is implemented using ZeroMQ library [24] to assign a certain policy (D/M/H) to each incoming task of which may consist of multiple kernels. Finally, the corresponding code of a task will be executed in the runtime when the task is dispatched by the scheduler. Note that no online profiling is needed during scheduling. We use an example to show the flexibility of our dynamic scheduling. During the runtime, a solo-run task YOLO A will use D policy according to the analytical model. However, if the scheduler detects it's followed by another task YOLO B, the scheduler will co-run them using M and D. If YOLO B is cancelled before YOLO A is dispatched, YOLO A will still use D policy. This shows that even the same task may be assigned to different MM policies at runtime according to its neighbor in the queue. Note that our approach can be generally applied to other workloads running on iGPU platforms. 
V. EVALUATION A. Experimental Setup
Test Workloads and Methodology. We evaluate our design with both well-established micro-benchmarks and real-world autonomous device applications. First, we validate our analytical model using micro-benchmarks from the Rodinia benchmark Suit [13] because it includes applications and kernels targeting multi-core CPU and GPU platforms and covers a diverse range of application domains. Each program in the Rodinia benchmark exhibits various types of parallelism, data access patterns, and data-sharing characteristics as well as synchronization techniques. Nonetheless, these benchmarks can be roughly categorized into two types: kernel-intensive and memory-intensive. Considering that we focuses on the memory behavior of applications, we use all the memory-intensive and two kernel-intensive benchmarks to evaluate our analytical model. Second, we evaluate our co-optimization scheduling policy. According to [25] , the memory-intensive benchmarks can be further categorized into the HtoD-memory-intensive and Balanced-memory-intensive categories. The HtoD-memoryintensive indicates that HtoD transfer is significantly more time-consuming than the DtoH transfer, while the Balancedmemory-intensive indicates that the HtoD and the DtoH transfers are comparable in terms of latency. Therefore, we select two representative benchmarks and co-execute them with the other two kernel-intensive benchmarks to evaluate our co-optimization scheduling policy. Finally, we evaluate our full design using two real-world GPU-intensive embedded autonomous systems: the object detection component of DJI drone software and the perception module of Autoware [6] .
Hardware Platforms. The model validation and GPU MM method evaluation are implemented on both Parker and Xavier platforms. We use NVIDIA TX2 and AGX as the representative for Parker and Xavier SoCs. These platforms are widely adopted by many drone companies, such as DJI and IFM [5] , [26] and used in prototype design and product performance evaluation. Recently, the Parker-based TX2 and Drive PX2 are introduced to enable many driverless car applications. Autoware [6] , the system software for driverless cars, is well-supported on both platforms. Autoware + Drive PX2 AutoChauffeur is used to represent a very realistic case study of autonomous vehicles. Consequently, in our case studies, we evaluate the memory usage and timing performance as well as GPU utilization of the object detection component of DJI drone software and the Autoware perception modules under three configurations. Table IV shows the evaluated application (column 2), the corresponding tested platform (column 3), the MM policy chosen by our approach (column 4), and the number of kernels contained in each application (column 5). Note that there are three MM policies chosen for Autoware as it contains three separate modules (detailed in Sec. 5.3). 
B. Evaluation on Microbenchmarks
Validation of the Analytical Performance Model. We run all six benchmarks on both TX2 and AGX under three GPU MM policies. We compare both experimental measurements (D/M/He) and the predicted values (D/M/H-p) calculated from our performance model, as shown in Fig. 8 . For each benchmark, we test 8 different input data size (e.g., in Pathfinder, the columns of matrix for computation ranges from 160, 320, ... to 20480). We can observe that the measured time of all the benchmarks in experiments well matches their performance calculated by our model. Thus, our model proves to be effective and accurate enough to predict the overhead of single application under a given GPU MM policy. To examine how well the model works on TX2/AGX platform, we provide the errors of the model as follows: on TX2, in worst case, the geometric mean of the error is 14 Memory Usage/Performance Co-optimization. We then evaluate the effectiveness of our co-optimization scheduler. We co-execute all seven applications with a specific kernel number for each application, as shown in Fig. 9 . We apply three configurations for the system GPU MM setup. Namely, the Default (D), Memory Optimized (MO), and Co-Optimized (CO). D is the baseline setup where only the traditional device allocation policy is assigned to each kernel. MO configuration only adopts Managed Memory policy to each kernel with the goal of minimizing the memory footprint at all cost. In CO, all kernels will be scheduled by our memory footprint/performance co-optimization scheduler with smart policy switching and kernel overlapping. We report the results of the memory usage and GPU time under three GPU MM setups (D, MO, CO) and two hardware configurations (TX2 and AGX). Fig. 9(a) shows the memory usage of the seven benchmarks co-executing under different configurations on NVIDIA Jetson TX2. Generally speaking, the memory usage will increase as the input data size increases. Under the configuration D, the memory usage reaches the maximum while the memory usage drops to the minimum under configuration MO. This result is reasonable since the default configuration would consume extra memory space compared to MO. We observe that, under CO configuration, only Gaussian doesn't change its GPU MM policy and still maintains D due to guideline 2 listed in our design, while all the other benchmarks adopt M as their policy. As a result, the memory usage almost has no change from MO to CO. Meanwhile, the overall timing performance of all benchmarks benefit from the fact that Gaussian adopts D while the others adopt M under CO, as is shown in Fig. 9(b) , where the x-axis represents the seven benchmarks and the average case and y-axis represents the corresponding GPU time. We observe that the response time of Gaussian under CO is 75% less than default, and doesn't increase compared to MO. Take all benchmarks and the average case into consideration, the improvement of response time of configuration CO ranges from 21.2% to 92.2% compared to default, and ranges from -5.5% to 18.7% compared to MO; on average, the improvement of CO is 54.6% compared to default, and 10.0% to MO. We also evaluate the optimization policy on the Xavierbased Jetson AGX platform to present that our approach can be flexible, future-proof, and architecture independent. The results are shown in Fig. 9(c) and (d) . For the Xavier platform, the memory usage and timing performance of benchmarks follow the same principle. Where Xavier differs from Parker is that with increasing data size, the memory usage under CO configuration becomes noticeably larger than that under MO configuration. This is due to the fact that, Xavier is a high-level architecture and has 2.5x memory access speed and faster transfer speed than Parker, which makes H and D more beneficial. Thus, each benchmark may perform differently under the same GPU MM policy. Note that on Parker, only Gaussian adopts the D policy while the others all adopt M. However, on Xavier, NW, Pathfinder and Gaussian all adopt D. Therefore, with data size increasing, the benchmarks under CO consume more memory space considering that the D policy requires extra space allocation. For the latency performance, the overall GPU time of the average case on Xavier is much less than that of Parker, which is due to the higher computation power and efficiency of Xavier.
Besides, we measure the GPU utilization of the benchmarks co-execution under three different configurations, as shown in Table V . We can note that the GPU utilization is only 56% under MO. While the GPU utilization reaches about 75% under D and CO. From the analysis above, we can safely conclude that our approach provides a potential opportunity to minimize memory footprint while enhancing the latency performance of applications running on GPU and GPU utilization, particularly under multitasking scenarios. As a matter of fact, if an application is executed under the M policy, its memory footprint is definitely reduced compared to the footprint under the D policy, which is the key benefit of the unified memory. In the multitasking scenario, if all applications adopt the M policy (i.e., the MO configuration), the memory footprint can be guaranteed to be minimized compared to the default or the CO configuration. On the other hand, by using the CO configuration, the latency performance of the system can be significantly enhanced if there are enough D kernels and M kernels to overlap, although in this case the memory footprint may not be minimized compared to the MO configuration. Nonetheless, our CO configuration can co-optimize the system performance and memory footprint simultaneously, because under CO, some workloads will adopt the M policy to reduce the memory footprint and these M kernels can overlap with the D kernels to reduce system latency, as our evaluation also shows.
C. Case Studies
Case I: Object Detection for Drone Navigation. Obstacle detection is a key feature for safe drone navigation. Currently, DNNs are widely adopted by commercial drone products to achieve efficient and accurate object detection. One of the representative examples is YOLO [14] , which is known for its high accuracy, reliability, and low latency. DJI, as a technologically-advanced drone manufacturer, mainly utilizes YOLO to implement its object detection [5] .
However, as we analyzed in Section III-B, YOLO typically causes memory pressure on integrated platforms. To that end, we apply our optimization policy to YOLO on the Parkerbased Jetson TX2 to analyze its memory usage and timing performance. Fig. 10(a) shows the results, where the x-axis represents the layer number corresponding to a specific YOLO layer (YOLOV2.cfg), the y-axis on the left represents the memory consumed by each layer (line), and the y-axis on the right represents the GPU time taken by each layer (bar). Generally speaking, since convolution layer (e.g., layers 1, 3, and 5) involves more computation, it consumes more memory space and causes larger latency in computation than other types of layers, such as maxpool layer or route layer (corresponding to layers 2, 26, and 29). Moreover, since the first layer has to allocate enough space for the raw input data, it consumes extra memory space and requires more time compared to the subsequent layers due to kernel launch initialization. Clearly, we observe that under CO, the memory usage of each layer of YOLO is much less than the default configuration. Furthermore, by comparing the GPU time performance under different configurations, we find that the time consumed by each layer under CO is also much smaller than the default configuration. Besides, for YOLO, the MO configuration is similar to CO in the sense that each layer almost has the same memory usage and timing performance under the two configurations. Moreover, when we evaluate the memory usage and timing performance of YOLO on AGX, depicted in Fig. 10(b) , we observe that the behavior of each layer is almost the same as the Parker platform. We also compare the overall memory usage and GPU time performance, as shown in Fig. 11 . Due to the space limit we only report the memory usage on TX2 since it is similar to the AGX, as shown in left-hand part of Fig. 11 . We can observe that the memory usage jumps fast with the increase of execution time under default configuration. While the memory usage of CO and MO configurations are significantly reduced. On the other hand, the Xavier SoC adopts the NVIDIA Volta GPU architecture, which is much more powerful than the Pascal architecture used in Parker. Therefore, under the default configuration, the response time of most layers is just a little worse than the time under the CO configuration. However, undeniably, even though the timing performance under CO doesn't improve much over default, the application consumes much less memory footprint, which is quite significant for our targeted memory-limited platforms. Besides, we measure the GPU utilization of executing drone application on TX2 and AGX, and find that, under D configuration, the GPU utilization is higher than MO and CO configurations, as shown in Table V , which follows the same trend of microbenchmark implementation on both platforms. Case II: Perception of Autoware. Autoware is an open source software that utilizes the Robot Operating System (ROS) as an underlying platform. Autoware is designed for autonomous driving, and effectively integrates a perception, planning, and control module to provide a complete autonomous-driving solution. The perception module provides information to subsequent planning and control modules, and typically consumes much memory space to be able to execute on the platform. Since all GPU-related sub-modules of Autoware are within the perception module, we focus on evaluating the memory usage and timing performance of the perception module in this case study, which includes two YOLO-based vision instances and one Euclidean clustering-based LIDAR instance. We implement Autoware on Drive PX2 and measure the memory usage and GPU time of three nodes when they receive one frame of input video data. Note that since Autoware is not supported on AGX/L4T31.1, we only test Autoware on PX2 to evaluate our optimization policy. Fig. 12(a) shows the total memory usage of the three nodes under different configurations on NVIDIA Drive PX2. The x-axis represents the time, while the y-axis represents the real-time memory utilization of the three nodes co-executing. As is evident in the figure, the memory allocated for all three nodes increases over time. Fig. 12(a) shows that the memory consumption dramatically increases at the beginning. This is due to the fact that memory allocation is mainly implemented when the model of each node is loaded (e.g., loading the DNNs configuration for the vision node), and this procedure always happens prior to the node execution. After the three nodes are completely loaded on Autoware, the memory allocation completes and the memory usage change becomes imperceptible. As expected, the memory usage is minimal under MO, and has a reduction of 34 % in memory usage compared to CO and 50% compared to default configuration. Since Parker iGPU has deficient memory resources while the perception modules of Autoware have high requirements on memory space, by adopting CO or MO, the memory space can be saved a lot such that more functional nodes can be enabled simultaneously, such as localization, planning, etc.
Furthermore, we measure the timing performance of the GPU-dependent three nodes. Fig. 12(b) shows the results, where the x-axis represents the specific nodes as well as their average, and the y-axis represents the GPU time. The GPU time under default is the baseline. We observe that the average GPU time of each node under MO is reduced by 6% and the time under CO is reduced by 10%, which strongly indicates that our optimization policy also works well in the widely-used Autoware software system. The CO policy not only saves significant memory footprint on memory-limited Parker platform but also can potentially improve the timing performance of the GPU-dependent nodes in a real-world case. Similarly, the GPU utilization of CO outperforms MO as shown in Table V . Summary. Overall, we can observe that the GPU time improvement thanks to CO compared to MO can achieve as high as 34.2% for micro-benchmarks, 8.06% for drone case-study, and 20.06% for Autoware case-study. Since the optimization intuition behind CO is solid and its incurred implementation overhead is trivial, we expect that other realworld workloads may benefit more under CO. Note that MO may incur rather pessimistic latency performance (which may fail the system) under certain scenarios as MO does not consider optimizing latency at all.
VI. RELATED WORK
Discrete GPU Memory Management. Due to the significant role of data movement in GPU computing, a plenty of work has been done on managing CPU-GPU communication. [17] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] evaluated data transfer overhead and made a comparison between discrete and integrated GPU system. Apart from managing data movement, much effort has also been dedicated to unifying CPU-GPU memory space to decrease programming burden and increase system performance [37] , [38] , [39] , [40] . Nvidia began to support Unified Virtual Memory (UMA) from CUDA 4.0 and some new-types GPU structure [41] . Analysis of data access pattern and data transfer performance in CUDA under the UMA mechanism have also been proposed [25] , [42] . Integrated GPU Memory Management. [43] summarizes the main charateristics of each memory management method on Tegra platform, but it doesn't quantitatively detail the overhead of each method. Dashti et al. [11] compared the performance of applications which adopt different programming frameworks under the unified memory mechanism on integrated GPU system, and also proposed a new management policy sharedalloc(), which allows programmers to manually flush cache. However, this new policy also increases the burden of programming. Otterness et al. [44] did a simple comparison among the three GPU MM policies in CUDA, and indicated that only in some scenarios can unified memory benefit the application. Li et al. [45] measured the performance loss of unified memory in CUDA on both integrated and discrete GPU systems and explored the underlying reasons. [46] characterized the benefits when unified memory is introduced in OpenCL 2.0 and heterogeneous system architecture on AMD platforms. Hestness, Keckler and Wood [47] analyzed the potential opportunities to optimize computing and cache efficiency on integrated GPU architecture, and proposed a solution for supporting hardware coherence between CPUs and GPUs [48] .
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VIII. CONCLUSION
In this paper, we established a memory management framework for the integrated CPU/GPU architecture, with the goal of assigning the best GPU MM policy for applications that yields optimized response time performance while minimizing the GPU memory footprint. Our extensive evaluation using both benchmarks and real-world case studies on several platforms proves the accuracy of the proposed performance model and efficacy of the overall approach.
