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INTRODUCTION 
Complexity of functions has been studied intensively for the last four 
decades. In this paper we discuss various issues related to a complexity of 
finite accuracy processing of real functions. From this point of view, the 
following main approaches can be distinguished: 
1. Complexity of function evaluation. 
Research here has been initiated by Shannon (1948) for boolean func- 
tions and by Kolmogorov (1963) for real ones. 
2. Complexity of function storage or memorizing. 
Investigations in this direction, closely related to the first one, have 
been begun by Kolmogorov and Tihomirov (1955; 1956, 1961) and Vi- 
tushkin (1964). 
3. Coding complexity offinite objects. 
Introduced by Kolmogorov in (1965), this notion now plays a central 
role in a discrete complexity theory. It was this notion that happened to 
get the name “Kolmogorov complexity.” A recent survey (Li Ming and 
Vitanyi, 1988) presents numerous applications of this complexity notion 
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and contains an extensive bibliography. See also (Zvonkin and Levin, 
1970). 
4. Complexity of basic mathematical operations with functions, or 
complexity of algorithms. 
As far as real (or complex) functions are concerned, this question has 
been studied for a long time (see, e.g., (Kiefer, 1957; Bakhalov, 1959, 
1962, 1967, 1977; Sard, 1949, 1963). Recently various approaches here 
have been unified in a framework of Information Based Complexity 
(Traub and Woiniakowski, 1980; Traub and Wasilkowski, 1983, 1988). 
Numerous interrelations between these directions are well known. 
However, the following general scheme seems to prevail: one considers 
(more or less) natural classes of functions, defined by regularity condi- 
tions, e.g., @functions, analytic ones, etc. Then each of the above prob- 
lems is studied separately for functions of a chosen class. 
In this paper we discuss the folIowing question: 
Zf a given function f is easy to evaluate or to memorize, is it easy to 
work with? 
This question seems to be closely related to many important issues in 
analysis, dynamical systems, and complexity theory. In particular, stated 
as “if a function is easy to evaluate, is it easy to invert?” the question 
becomes a paraphrase of the P = NP problem. In the case of real func- 
tions, to which this paper is devoted, a negative answer may be related to 
the presence of loops in an evaluating program (see examples below). 
More generally, the above question seems to be closely related to the well 
known and recently intensively studied (and broadly popularized) phe- 
nomenon that complexity can be created by iteration of simple functions. 
(A measure of complexity growth in iterations-entropy of dynamical 
systems-was introduced by Kolmogorov (1958). We discuss a relation- 
ship between the complexity of a given function and complexity growth in 
its iterations in a more detailed manner in (Yomdin, 1987, in preparation 
a). 
A partial answer to the above question given in this paper appears, in a 
very informal setting, as follows: 
1. For a “typical” Ck or analytic function the complexities of its E- 
evaluation, e-storage, or e-processing are roughly the same. 
However, an explicit construction of typical functions is very difficult. 
It may well happen that the most important functions, from both theoreti- 
cal and computational viewpoints, are “exceptional” in the above sense. 
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2. In many speciJc examples evaluation or storage complexity is 
much lower than processing complexity. In fact the former often behaves 
as the logarithm of the latter. 
As was mentioned above, this is due to the presence of “loops” or 
iterative processes in the description of the function. 
3. An optimal description, suggested by Kolmogorov (1955; 1956, 
1961) for typical Ck-functions, namely, their approximation by piecewise 
polynomials, turns out to be essentially optimal for function processing 
also. 
Thus even for functions allowing a short “iterative” description, to 
invert them one may rather construct their piecewise-polynomial approxi- 
mation. 
4. There are wide classes of functions, naturally arising in applica- 
tions, which, not being regular (Ck, analytic, etc.), allow a good piece- 
wise-polynomial approximation and, consequently, have a low process- 
ing complexity. 
The main practical problem is this approach is the availability and the 
cost of the “high-order information” required. We believe that in many 
important situations this information is available at a cost comparable 
with the cost of function evaluations. For example, let us assume that we 
have to process a polynomial of degree 47. It may be practical to consider 
it as a C3-function and to approximate it by a piecewise Taylor polynomial 
of degree 3. Its computation requires a pointwise information, which is 
certainly closer to a function evaluation than to a “complete information” 
model. 
Our main technical tool is yet another notion of complexity for real 
functions, called an approximative complexity below. Roughly, it mea- 
sures a rate of approximation of a given function by piecewise-algebraic 
functions. 
The main feature of approximative complexity is that it bounds from 
above the complexity of many important mathematical operations with 
our function (presumably, of any reasonable operation-see Conjecture 
5.12 below). This fact was established, essentially, in (Yomdin, 1983a, 
1985, 1983b, 1986, to appear a), although only (Yomdin, 1988) mentions it 
explicitly. 
The approximative complexity of a given function is closely related to 
the complexity of its evaluation or memorizing, but differs from these 
notions, as shown in Section 2, below. On the other hand, it seems to be 
strongly related to many important properties of functions studied in clas- 
sical analysis and approximation theory (see Section 3, below). 
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In various theoretical and applied problems, functions which are not 
highly regular (e.g., have singularities), but rather are “simple,” appear. 
A notion of approximative complexity in many cases allows one to sepa- 
rate this simplicity from regularity. Moreover, it suggests a way to utilize 
a special structure of a given function to simplify oprations with it. It also 
suggests a structure of information to be processed and a structure of 
“optimal” algorithms (see, (Yomdin, to appear b, in preparation b). 
The paper is organized as follows: In Section 1 basic complexity no- 
tions are introduced. In Section 2 we compare these notions for various 
individual functions and functional classes. In Section 3 a relationship 
between the regularity of a given function and its various complexities is 
discussed. In Section 4 approximative complexity is shown to bound 
topological complexity of functions. In Section 5 we show that approxi- 
mative complexity of a given functionfbounds a complexity of one of the 
basic mathematical operations with this function: solution of the equa- 
tions f( x) = c. Finally, in Section 6 some situations where nonregular but 
simple functions can appear are discussed. 
The author thanks the Institute for Advanced Study and the I.B.M. T. 
J. Watson Research Center for their hospitality and M. Shub for numer- 
ous stimulating discussions. 
1. BASIC COMPLEXITY NOTIONS 
We consider real functions f: [0, l] + IIX. To simplify the presentation 
we always assume f to be continuously differentiable with IfI 5 1 and 
If’1 5 1 on [O, I]. 
For a given E > 0, the binary, or Kolmogorov’s complexity of E-evalua- 
tion off, o i(f, E), is defined as the minimal complexity of a Boolean 
function, computing a binary representation of y = f(x) from a binary 
representation of x E [0, I], with the accuracy E. 
More accurately, let E = t” be given. We consider all the Boolean 
functions which for any x = x I ..* x, in a binary representation (xi = 0, I) 
produce y = y , ‘..ys+l,yi=O,l,suchthatIf(x)-ylI&.Thenu,(f,E)is 
defined as a minimal complexity of such functions. (Complexity of a 
Boolean function can be defined, e.g., as the number of V, A\, 7 signs in a 
minimal representation of this function in terms of these basic logical 
operations.) For a precise definition see (Kolmogorov, 1963; Asarin, 
1984). 
It seems quite natural to define a similar notion of complexity using, 
instead of binary computations, one of the real computations models 
available, e.g., a Blum-Shub-Smale machine (Blum et al. 1989). How- 
ever, a precise definition of a corresponding complexity (+z(f, E) is not 
straightforward. In particular, it involves rather subtle considerations, 
74 Y. YOMDIN 
concerning bounds on real coefficients allowed (see Blum et al., 1989)), 
class of “elementary operations,” etc. We do not try to give such a 
definition in general, but we use oz(f, E) in some conjectures below. For 
elementary operations + , *, /, oz(f, E) might be taken as the input size in a 
universal machine times the computation time. 
DEFINITION 1.1. For h a piecewise-polynomial (not necessarily con- 
tinuous) function on [O, 11, s(f) = xl”=, (di + l), where di is the degree of a 
polynomial Pi, representing h on the ith interval Zi C [O, 11. 
For f a P-function f on [O, 11, the &-approximative complexity off, 
a3(f, E), is defined as the infllf-hl+s s(h), where h runs over all the 
piecewise-polynomial functions on [0, I), and 
I/f- &l = ma$fb) - h(x)J + If’(x) - h’(x)J). 
XEVI i 
Remark. (+3(f, a), as defined above, is only one of a natural family of 
approximative complexities. In fact, the choice of the norm to be used, as 
well as the choice of the approximating class and a complexity function s 
on this class, depends on the problem considered. For a root finding 
problem, considered below, a Q-norm is quite natural, but s(h) would be 
better defined as a maximal possible number of solutions of h = c. In 
Section 5 we define a similar complexity ~4. To study the integration 
problem, the 5?r-norm in the definition above is convenient. 
In general, in the finite-dimensional context the class of semialgebraic 
functions as the approximating functions, with the algebraic complexity s 
defined as above, seems to be appropriate. See (Yomdin, in preparation a) 
for a further discussion. 
In an intinite-dimensional situation the choice of the approximating 
class strongly depends on the problem considered and, in fact, constitutes 
one of the most difficult problems in an application of this approach. See 
(Yomdin 1988, in preparation a). 
2. RELATIONS BETWEEN VARIOUS COMPLEXITIES 
We use the notations 3= , 6 to denote the corresponding inequalitites up 
to multiplicative constants (uniform, with respect to E). 
Letf: [0, l] + R be as above; i.e.,fE C’, IfI 5 1, If’/ 5 1 on 10, 11. 
Conjecture 2.1. For any suchf, 
flz(f, E) =s (Tdfr El 6 az(f, &)log(ll&)log log(l/&)log log log(l/4, 
azu-7 E) < ~3(f, El. 
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We outline a possible proof of this conjecture. First of all, given a 
Boolean program, we can interpret it as a real machine. Hence (~2 I u I. 
Given a piecewise polynomial h, by a-approximatingf, one can easily 
find a Blum-Shub-Smale (BSS) machine of a complexity es(h), which 
computes h(x) for any given x E [0, 11. This shows that u2 5 (~3. 
Now let a one-dimensional BSS machine computing an a-approxima- 
tion of the value f(x) for any x E [0, 11 be given. At each node this 
machine executes one of the basic arithmetic or logic operations with 
infinite precision real numbers. We can replace each of these operations 
by a corresponding binary one, replacing also all the coefficients and 
variables involved by their binary representations with =zlog(l/a) bits. 
(This multiplies the complexity by 
log( 1 /&)log log( 1 /&)log log log( 1 le) ( 
because of the complexity of a binary multiplication). 
The main difficulty here is a round off error: we cannot be sure it stays 
within E, since our computations involve multiplications with unbounded 
coefficients, divisions, and most important, loops, i.e., iterative pro- 
cesses. 
A BSS computation can be represented as a composition of piecewise- 
rational functions. After resealing we can assume that the range and the 
domain of each of these functions is [O, 11. Now assume for a moment that 
all the composed functions are polynomials. Their degrees are bounded in 
terms of the complexity of our BSS machine. Hence the Markov inequal- 
ity (Markov, 1916; Kellog, 1928) gives bounds for all the coefficients of 
these polynomials. In this situation an easy estimate shows that “double 
accuracy” is enough to take care of both round off errors in computations 
of composed polynomials and amplification of these errors in composi- 
tions (see (Asarin, 1984, Proof of Theorem 4.2.1)). 
The Markov inequality is not true for rational functions of bounded 
degrees. However, the following is true for piecewise-rational functions 
(and, in fact, for semialgebraic functions cp of bounded “algebraic” com- 
plexity): if (gc( 5 1 on 10, 11, then the set CN of x E (0, I], where Iq’(x)( 2 
N, can be covered by a fixed number (depending only on the complexity 
of cp) of l/N-intervals, for every N. In fact, on the complement of &,, , 4p 
can be approximated by polynomials with coefficients, bounded in terms 
of N and the complexity of (p only. 
Since our initial functionfis assumed to satisfy If’1 I 1, it is enough to 
binary approximate it on some a-grid. Now one can hope to choose this 
grid in such a way that its points (and their iterates) remain out of the sets 
X:N and then apply the same arguments as those in a polynomial case 
above. 
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It turns out that, for a typical &smooth or analytic function, the com- 
plexities (~1 and (TV (and, presumably, 02) are, essentially, the same. To 
state this result accurately, let us define a complexity for a functional 
class F as 
u(F, E) = sup4.L E), 
f= 
for any of the complexity definitions above. 
Let A be the class of real analyticfon [0, I], extendable to the complex 
disk of radius 2 and bounded there by 1. Let Ck be the class of Ck- 
functionsfon [0, l] with ]f(Jll % 1 on [0, 11, j = 0, . . . , k. 
THEOREM 2.2. 
1. log2(1/a)/log log(l/&) < u,(A, E) 
< log2( 1 /&)log log( 1 /e)log log log( l/E), 
(T~(A, E) = log(l/a). 
2. ul(ck, a?) = (l/&)l’k/log(l/&), 
(Tj(ck, 8) = (l/&)“(k-“. 
For CT, these results have been obtained by Kolmogorov (1963) and 
Karazuba-Ofman. Detailed proofs are given in E. Asarin’s survey (1984). 
For m3 the proof appears separately. 
The same asymptotic behavior of cr ,(C: , E) for the class CL of functions 
with I,$f(k)(x)]& c: 1 (instead of If”] 5 1) was recently obtained by Y. 
Makovoz (1986). 
In fact, the above inequalities are true not only for the classes A and Ck , 
but for typical individual functions in these classes also. A precise mean- 
ing of the work typical here can be understood in different ways. In 
particular, this is true in a Baire category sense. Indeed, the upper bounds 
in Theorem 2.2 are obtained by explicit construction of an algorithm, 
while the lower bounds follow by Kolmogorov and Tihomirov’s c-entropy 
arguments (1956, 1961). These arguments imply, in particular, that the 
functions whose complexity is lower than typical form a “small” set in a 
very strong sense. 
QUESTION. Is it true that the average complexities over A and ck 
satisfy the above inequalities? 
By the results of (Kolmogorov and Tihomirov, 1956, 1961; Tihomirov, 
1963), which we do not discuss in detail here, it follows that the storage or 
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memorizing complexity of a typical f E A, Ck, is essentially, of the same 
order as above. 
Below we show that o3 bounds the complexity of solvingf = c, or, of 
invertingf, from above. Hence the above results have the following inter- 
pretation: 
To evaluate, to memorize, or to invert a typical Ck or real analytic 
function within a given accuracy is equally difj’icult (or easy). 
Thus the set of functions, for which o1 and (~3 may differ, is very small. 
However, it may happen that this set is the most important from both 
theoretical and applied viewpoints. Indeed, most of the functions we 
work with are easy to describe. By the mere definitions one can also 
expect them to be easy to evaluate and to store. 
Therefore, it is a difficult problem to produce explicit examples of 
functions with a high u r-complexity. This problem was essentially posed 
by Kolmogorov in (1963). Probably the only known examples are due to 
Asarin (1984) and Marchenkov (1980). They are based on the encoding of 
a random (in the sense of a discrete Kolmogorov complexity) sequence in 
a Ck-function. 
In contrast with (T, , the a3-complexity bounds various “regularity- 
like” and topological invariants of functions from above. Hence one can 
easily produce explicit examples of Ck or analytic functions with typical 
03-complexity. 
EXAMPLE 2.3. Let Pi(x) = cos(1 arccos x) denote the lth Chebyshev 
polynomial. Consider f( x) = xy=, ( 1/4’)PZi( x). 
One can easily prove that f is Cl, but belongs to C* nowhere on [0, 11. 
We prove that 
(1) crr(f, E) < log2(1/s)log log(l/s)log log log(l/&); i.e., the complexity 
of a binary a-evaluation off is of the same order as that for analytic 
functions. 
(2) (l/E)“2 < a3(f, E) 6 l/s; i.e., the s-approximative complexity off 
is of typical order for Cl+“-functions. 
(One can show that the BBS complexity a2(f, E) < log(l/a)). 
Let Qj(x) = X{=, (1/4’)Pd(x). Clearly, Ilf- Qj]]co 5 ($)j, jlf- Qjll,l 5 
(t)j. Now we use the following property of Chebyshev polynomials: 
P,,(x) = cos(mn arccos x) 
= cos(m arccos(cos(n arccos x))) 
= Pm(Pn(xN. 
In particular, P*i(X) = P2(P2(- . . Pi)* * s), i times. Thus to compute 
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Pzi(x) we build a binary function computing P2, and duplicate it i times 
using the output of each one as the input of the next. 
For E = (1)j it is enough to perform all the computations with 4j bits: the 
roundoff error, amplified by j iterations of PZ , still cannot exceed E. 
The total complexity of the 4j-bits binary computation of Qj(x) is of 
order 
j21og j log log j = log2( 1 /.s)log log( 1 /&)log log log( l/E), 
taking into account a complexity of the binary multiplication. 
(To get an upper bound for (the undefined) a~(& E) we build a BSS 
machine by computing Pz(x), close a loop, and let a new machine run j 
times, adding the results of each iteration.) 
Now to estimate the a-approximative complexity offwe note first that 
since IIf- Qj]]ct 5 4’ and S(Qj) = 2j + 1, we have, for c = tj, cr,(f, a) < 
l/E. 
By construction off, for eachj there is an interval Aj C [-2, 21, /Ajjl - 
$j, such that for any 6 E Aj the number N(t) of solutions off= 4 is at least 
2j. (In fact, one can prove that N(t) 4”j, for any (II < 1.) Therefore, JR 
N’(&& = m for any v > 2 (in fact, for any v > 1). By Theorem 4.4 below 
this implies that I&,,, log 03(ft E)Ilog(lIe) 2 8. Hence a3(f, E) > (l/~)“~. 
In a similar way one can construct examples of Ck functionsfwith (TX(~, 
E) = (l/~)*‘(~-r), but with ar(f, E) of an “analytic” type. 
Of course, the reason that f above is easily computable is its special 
interative or loop structure. Thus the result of Theorem 2.2 can be inter- 
preted as the impossibility of computing approximations to typical Ck- 
functions by using many iterations of short loops. 
Note also that the complexity of a root finding problem for the f of 
Example 2.3 is very high. For many [ E R the number N(t) of solutions of 
f = 5 is high: the measure of (4 1 N(t) Z- N} is of order l/N, while for 
analytic function the measure of this set is of order eeN. (Compare Sec- 
tion 5 below). 
By now various iterative procedures are known that produce in a rela- 
tively easy way complicated objects (e.g., fractal pictures) that may be 
extremely difficult to work with. Differential equations frequently pro- 
duce complicated solutions starting from simple data. One can speculate 
on the possible relations of these effects with the complexity measures, as 
is discussed in this paper. 
3. SIMPLICITY VERSUS REGULARITY 
As was shown in the previous section, regularity assumptions on f 
(analyticity, Ck-smoothness) provide upper bounds for its complexity. 
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The converse is not true: there are simple functions which are not differ- 
entiable. As far as u1 (and, presumably, mZ) is concerned, consider the 
following example, mentioned in (Kolmogorov, 1%3) and discussed in 
detail in (Asarin, 1984): 
EXAMPLE 3.1 (Van der Waerden Function). 
f(x) = z 4-‘d4’xh 
where (o(x) = 1x1 on [-a, a] and is periodic on IR with a period 4. (We 
restrict fto [O, 11). 
This functionfis known to be continuous but nowhere differentiable. It 
is shown in (Karazuba-Ofman; Asarin, 1984) that cri(f, E) =S log*(l/a) (and 
even 
a,(f, E) < log(l/&)log log(l/&)log log log(l/&)log log log log(l/&).) 
The reason is essentially the same as that in Example 2.3 above: the 
exponential coefficients 4’ allow an iterative binary algorithm. 
Formally, (r3(f, E) cannot be computed, since we use the C-norm. 
However, a similar complexity eX(f, E), based on a Co-approximation, 
can be shown to be “big.” 
We can easily find nonsmooth functions with a low uj-complexity, e.g., 
piecewise polynomials themselves. However, we cannot find a functionf 
with, say u3(f, a) < (l/c) r14, but that is nowhere twice differentiable. 
To clarify the situation let us consider for a moment polynomial (in 
contrast to piecewise-polynomial) approximation. eS(f, a), defined in this 
way, measures exactly the degree of differentiability off. Indeed, by the 
classical Jackson and Bernstein theorems in Approximation Theory (see 
(Bernstein, 1926; Jackson, 1930; Lorentz, 1926)), essentiallyfis Ck if and 
only if&J(f, E) = (l/&)“k. 
Allowing piecewise polynomials, we extend the class of well-approx- 
imable functions. In particular, we certainly cannot expect everywhere 
differentiability any longer. 
However, we conjecture that the following “Bernstein-like” inverse 
result is true: 
Conjecture 3.2. Let crJ(f, E) =S (l/~)l’(~-i). Then f has a kth-order 
Peano differential almost everywhere. 
(A functionfis said to have a /&h-order Peano differential at x0 if there 
exists a polynomial P of degree k such that If(x) - P(x)\ = 0(1x - xolk)). 
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If we replace a piecewise-polynomial approximation by a rational one, 
this conjecture is true (Dolgenko, 1962a, 1962b; Gonchar, 1955, 1956). 
The proof in (Dolgenko, 1962b) seems to apply in our case with no essen- 
tial modification. 
Remark. As far as piecewise-polynomial approximation of analytic 
functions with singularities is concerned, uJ(f, E) seems always to be of 
analytic type (while the smoothness and, consequently, the rate of poly- 
nomial approximation drops). Forf(x) = xp, ,f3 not an integer, this follows 
from the result of DeVore and Scherer (1980). 
There is another interesting connection between approximative com- 
plexity and regularity: 
THEOREM 3.3. Let aj(f, E) < (l/c) “(k-1+s), S > 0. Then there exists a 
homeomorphism h: [0, 11 --f [0, 11 such that f 0 h is k times continuously 
differentiable. 
In other words, iffhas the approximative complexity of a Ck-function, 
it can be made Ck by an appropriate change of variables. 
The proof of Theorem 3.3 is based on recent results in (Laczkovich and 
Preiss, 1985; Lebeder, 1986) and is given in (Yomdin, in preparation a). 
Probably, the homeomorphism h in Theorem 3.3 can be chosen to be 
simple. In fact, the following conjecture seems reasonable. 
Conjecture 3.4. f(x) has an approximative complexity, corresponding 
to a certain regularity (Ck-smoothness, analyticity, etc.) if an only ifit has 
this regularity in some new coordinate y = h(x) (and the coordinate trans- 
formation h has an approximative complexity of the same order.) 
One can study the complexity of infinitely differentiable functions with 
a certain growth rate of their successive derivatives. Many possible ques- 
tions here seem to be natural and interesting. Let us state one of them: 
QUESTION. What are the u I- and u3-complexities of functions, qua- 
sianalytic in the sense of Danjoy (1937) and Carleman (1926)? Is an ap- 
propriate version of Theorem 3.3 true in this situation? 
There is another notion of quasianalyticity, introduced by S. Bernstein 
(1926): real analytic functions on [0, 11 are completely characterized by 
the rate of their polynomial approximation: 
inf IIf - PIIco = qd, 
deg P=d 
q < 1. (*I 
Quasianalytic functions, in S . Bernstein’s sense, are those for which (*) 
is satisfied only for a (lacunary) subsequence of the degrees d. 
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Respectively, one has 
THEOREM 3.5. Let f be a quasianalytic (with respect to a sequence qj) 
function. Then for any E of the form qdj, one has 
ff ,(f, E) < log*(l/E)log log(l/&)log log log(l/E), 
Uj(f, E) < log(l/&). 
Proof. The same as that for Theorem 2.2 above. The Markov inequal- 
ity (1916) is used to obtain bounds on the coefficients of the approximating 
polynomials. 
Thus, one has exactly the same behavior of u ,( f, E) and 03( f, E) as for 
analytic functions, but only for a sparce subsequence of E’S. 
Such an extension of complexity notions (considering e-approximations 
only for special subsequences of E’S) seems reasonable, since it covers 
new important classes of functions and reveals new (and probably com- 
pletely unexplored) relations with classical analysis. On the other hand, it 
can be naturally included into a general framework of adaptive algo- 
rithms, based on approximative complexity (see (Yomdin, in preparation 
b). 
Note that Bernstein’s quasianalytic functions, in contrast with the Dan- 
joy-Carleman ones, may be nowhere differentiable and may have a big 
variation (Bernstein, 1926). This effect is discussed in more detail in the 
next section, 
4. APPROXIMATIVE COMPLEXITY BOUNDSTOPOLOGICAL COMPLEXITY 
One of the most important open problems concerning complexity of 
functions is to give an intrinsic characteristic for the complexity of a given 
function. For o1 this problem was, essentially, posed by Kolmogorov 
(1963), and in spite of progress acheived since then (see (Asarin, 1984; 
Marchenkov, 1980)), it seems to be very far from a complete solution. 
The situation with approximative complexity (~3 is quite different. 
Results and conjectures in Section 3 above give a reasonable intrinsic 
description of approximatively simple (or complicated) functions. In this 
section we continue this description, showing in what way approximative 
complexity bounds the “topological complexity” of a function-the ge- 
ometry of its critical points and values, level sets, etc. 
DEFINITION 4.1. Letf: [0, l] + R be a P-function. For y 2 0 a point 
x E [O, 11 is y critical forf if 1 f ‘(x)1 5 y. The value off at a y-critical point 
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is called a y-critical value. We denote the set of -y-critical values off by 
A(f, Y). 
(For y = 0 we obtain the usual critical points and values). 
We denote by M(E, A) the minimal number of s-intervals, covering a 
bounded subset A C [w (see (Kolmogorov and Tihomirov, 1956, l%l)). 
THEOREM 4.2. Letf: [O, I] + [w be a Cl-function. Then M(E, A(f, E)) 
5 4&f, E/2). 
COROLLARY 4.3. M(E, A(f, 0)) I 4uj(f, e/2). Znparticular, forf E Ck, 
M(E, A(f, 0)) 5 (I/E)~'(~-'). 
One can replace k - 1 by k in Corollary 4.3 (Yomdin, 1983a). Theorem 
4.2 holds for mappings of multidimensional spaces and even in infinite- 
dimensional situations (see (Yomdin, 1983a, 1988, in preparation a)). 
These results imply Sard’s theorem (1942). 
For 5 E Iw denote by N(f, t), as above, the number of solutions off(x) 
ZZ 5. 
THEOREM 4.4. For f: [O, 11 + [w a Cl-function and for any v > 0 
satisfying a3(f, E) < (lIs)“Y, 
I w N”‘(f, 5)d6 < ~0, if vI < v. 
For q = 1 this integral gives the total variation of J Thus (+3 bounds 
possible oscillations of J 
Remark. This theorem also remains true for much more general map- 
pings. Even in the one-dimensional case it can be essentially improved: 
see (Yomdin, in preparation a). 
Results of this type are in no way trivial even for the usual Ck-functions. 
Starting with (Kronrod, 1950; Landis, 1951; Vitushkin, 1955), they have 
been subsequently improved and extended in (Ivanov, 1975; Gulevic, 
1983; Merkov, 1979). In (Yomdin, 1985) essentially the best possible 
bounds are obtained for general case of Ck-mappings of R” to Iw”. 
If we replace o3 by a corresponding notion relative to some lacunary 
sequence of E’S, Theorem 4.2 remains true (for E’S from the same se- 
quence). However, Theorem 4.4 takes a much more complicated form 
(see (Yomdin, in preparation a)), This explains the fact that S. Bernstein’s 
quasianalytic functions may have big variation (while their critical values 
still form very “small” sets). 
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Proofs of the theorems of this section and general results in this direc- 
tion can be found in (Yomdin, 1983a, 1985, 1988, in preparation a). 
5. COMPLEXITY OF SOLVINGEQUATIONS 
Taking into account the results of Sections 3 and 4, it is not very 
surprising that approximative complexity may replace regularity in many 
situations concerning basic mathematical operations with functions. 
However, the proofs are in no way straightforward. The main difficulty 
usually consists of making a corresponding result about polynomials 
quantitative and persistent under approximation. 
In this section, we study the complexity of approximating all the roots 
of the equationf = 0. Here the results of J. Renegar (1987, 1989) provide a 
required “polynomial” counterpart. 
We use the following form of Renegar’s result: 
PROPOSITION 5.1. Let f (x) = zf=, aixi be a polynomial of degree d, 
with all its (complex) roots within the disk 9JR of radius R around 0 E C. 
Then all the zeroes off can be approximated to within F > 0 with the 
worst case cost 
Kd210g d(log log(RI&) + d*log d) operations, 
with K independent of d and E. 
Here the class of permissible operations is restricted to arithmetic oper- 
ations, conjugation of complex numbers, and comparisons of real num- 
bers. The information about f is complete and is provided by the degree d 
and the coefficients qj. In (Renegar, 1989) this result is improved: we do 
not need to assume all the roots to be in QR, approximating those which 
do belong to 9 R. Our results below can be improved respectively. 
The form of the expression in Proposition 5.1 determines the form of an 
appropriate approximative complexity function: 
DEFINITION 5.2. For h a piecewise polynomial function on 10, 11, let 
S’(f) = K f;, (df log’ di + l), 
i=l 
where di is the degree of a polynomial Pi, representing h on the ith 
interval Zi C [0, 11. 
For a C*-function f on 10, 11, a;( f, E) is defined as the infilf--h(+E s’(h), 
where h runs over all the piecewise polynomials on [0, 13. 
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Proposition 5.3 and Theorems 5.5 and 5.7 below justify this definition. 
Note that much sharper (but probably more complicated) expressions 
could be used there. 
PROPOSITION 5.3. For h a piecewise polynomial on [0, l] and c E iw, 
all the solutions of h = c can be approximated to within E > 0 with the 
cost -s;(h) * log(l/e) (assuming that all the roots of the polynomials, 
forming h, do not exceed =2’lE in absolute value). 
Proof. Follows from Proposition 5.1, with R = 2”“. 
Now letf: [O, l]+ R be a Q-function with [f’( 4 1 on [0, 11. We want to 
solve the equationf(x) = 0 to within E > 0. Forfnot necessarily analytic 
the roots offmay form a complicated set (in fact, any closed subset of[O, 
I] may be the set of zeroes of some Cm-functionf). 
Thus the notion of an e-approximation to the solutions off = 0 should 
be clarified. 
DEFINITION 5.4. A closed subset 2 C [O, I] is called an E-SOlUtiOn to 
the equation f( x) = 0 if 
i. If(z)] 5 5~ for any z E 2. 
ii. Any x E [0, I] with (f(x)/ I= E belongs to Z. 
Note that any set {If(x)/ I a}, with 0 % cx 5 5.s, is an a-solution off= 0. 
However, these sets may be very complicated and difficult to compute. 
THEOREM 5.5. For f as above and for any E > 0 there exists an E- 
solution Z, off = 0, which is formed by a finite number of closed inter- 
vals. 
The number of intervals in Z, does not exceed vj( f, E), and they can be 
found with the worst case cost =-o;(f, E) * log(l/E). 
The information about fin this theorem is complete in the following 
sense: for any E > 0 we assume the piecewise-polynomial functions h and 
h’, for which the minimum of the complexities s and s’ in definitions of (+3 
and a; is attained, to be explicitly given with the subintervals, degrees, 
and coefficients of the corresponding polynomials. A more realistic infor- 
mation model is considered in (Yomdin, in preparation b, in preparation 
c). 
Proof. Let h be a piecewise polynomial with j]f - h((cl 5 ~/2 and 
s(h) = adf, e/2). Define Zi to be the set {x E [0, l]llh(x)( 5 2.9). Since (f - 
h( 5 E, Zi is an e-solution off = 0. Being a set defined by piecewise- 
polynomial inequalities, Zi consists of a finite number of intervals. The 
endpoints of these intervals satisfy h = 2E and h = -2~. By the Bezout 
theorem, on each polynomiality interval Ii c [O, 11, these equations can 
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have at most di solutions. Hence the total number of the endpoints does 
not exceed 2 z:, (di + 1) = 2rr,(f, E), and therefore the number of the 
intervals, forming ZL , is bounded by u3(f, E). 
To estimate the worst case cost of finding such a set Z,, consider a 
piecewise polynomial h’ with ]]f- h’](c~ i- E and s’(h’) = (+;(f, E). Let Zz 
= {x 1 lh’(x)I 5 3E). 0 rice more, Z”, is an e-solution off = 0. We can 
assume that any polynomial, forming h’, does not have roots exceeding in 
absolute value C*le, with some C > I. Indeed, it follows from the Markov 
inequality (1916) that, if this is not true, we can perturb our polynomial in 
such a way that it remains E-close tofand has all roots within C”& (e.g., 
we can increase the leading coefficient of our polynomial). 
Now by Proposition 5.3, all the roots of h’ = 3~ and h’ = -3~ can be E- 
approximated with cost %‘(h’)log(l/s) = (~;(f, E)log(lIa). Let Zi be the 
set consisting of the intervals with these approximate solutions as the 
endpoints. Since Id’- dh’l 5 E and (~“1 5 1, we have (dh’l 5 1 + E, and 
hence the set Zz still remains an e-solution off = 0. The cost of finding Z’, 
is bounded by cr;(f, z)log(l/E). 
Finally, to get an E-solution Z, from ZL and Z’,, and we proceed as 
follows: 
1. Starting with Z’, , we omit any interval that does not intersect Zl . 
2. Call a chain any sequence of intervals in Z’, which, together with 
ZA , forms a connected set. 
3. Replace any maximal chain by the interval bounded by the smallest 
and the biggest endpoints in the chain. 
One can easily check that the new set Z, , constructed in this way, is an 
E-solution tof= 0, the number of intervals in it is at most a3(f, E), and the 
ends of these intervals can be found with the cost =o;(f, E) . log(l/E). 
The results of Theorem 5.5 and of Theorem 5.7 below seem to be new 
even for the usual &functions. To state corresponding inequalities, let us 
note that, forfi [O, 11 + R a @function, both cr~(f, E) and u;(f, E) are 
bounded from above by the same, up to a multiplication coefficient, ex- 
pression (l/~)“(~-l). This follows by approximating f with h, built by local 
Taylor polynomials of degree k of J Since the degrees are fixed, the 
complexity of h is defined by the number of partition intervals, which has 
the above order. 
COROLLARY 5.6. Letf: [0, l] --, [w be a G-function, (f’l s 1 011 [0, 11. 
Then for any E > 0 there exists an &-solution Z, of the equation f = 0, 
formed by N, < (l/~)“(~-‘) closed intervals, which can be found with the 
cost <(l/&)“(k-‘)log(l/&). 
The bounds given by Theorem 5.5 and Corollary 5.6 are essentially 
sharp. Consider the following example: 
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EXAMPLE 5.7. Let f(x) = xk sin(l/x). f can be shown to be Pzl- 
smooth. As Fig. 1 shows, any s-approximate solution off= 0 must have 
-(l/~)*‘~ connected components. 
One can easily construct a Ck-function with the same behavior (see 
(Yomdin, 1988)). 
The above results concern the worst case behavior of the root finding 
problem. There are various possibilities to consider an “average” com- 
plexity of this problem. The simplest one is to average with respect to the 
right-hand side c of the equationf(x) = c. 
THEOREM 5.8. Letfi [0, l] + [0, l] be a C*-function, If’] I 1, If”/ -( 1 
on [0, 11. Assume that the values c are uniformly distributed on 10, 11. 
Then for any p < 1, with probability p, the following is true for S = S(p) 
defined by 1 - p = S * a3(f, 6): 
i. The number of roots off(x) = c does not exceed ~3(f, 6). 
ii. ) f ‘1 at any of these roots is at least =S. 
iii. For any E > 0, all the roots off(x) = c can be e-approximated with 
cost <a;( f, 6)log( l/S)log log (l/E). 
Forf E Ck, we have 1 - p = 6 * ( 1/6)1’k-1 and hence 6 = (1 - P)(~-‘)‘(~-~), 
a3(f, a), o;( f, 6) < (l/6)*‘k-1; therefore the inequalities of Theorem 5.8 
take the following simpler form: 
COROLLARY 5.9. Let f as above be Ck. Then with probability p, 
i. The number of roots off(x) = c does not exceed (l/(1 - P))“(~-‘). 
ii. (f ‘( at any of these roots is ?=(l - P)(~-‘)‘(~-*). 
iii. For any E > 0, all the roots off(x) = c can be c-approximated with 
cost =s (1 - p)- l’(k-*)log( 1 - p)log log( 1 /E). 
FIGURE I 
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A more general result of Theorem 5.8 can also be stated in this simpler 
form, with not much loss in sharpness: 
COROLLARY 5.10. Let crJ(f, E), o;(f, E) < (fl~)l’~-* forf, as in Theo- 
rem 5.8. Then the inequalities of Corollary 5.9 remains true, with k re- 
placed by v - 4, for any 5 > 0. 
Note that Example 5.7 shows the essential sharpness of these results: 
forf( x) = xk sin( l/x), the probability that the number of solutions off(x) 
= c is ?N is of order (1 lN)k. 
Now we can easily average with respect to c: 
THEOREM 5.11. Let a&f, E), u;(.f, E) < (ll&)“(V-l). Then the L,-auer- 
age (with respect to c E [0, 11) ofthe cost ofs-soluingf(x) = c isjnitefor 
q<v-2. 
The proof of Theorems 5.8 and 5.11 and Corollaries 5.9 and 5.10 is 
given in (Yomdin, in preparation a). This proof suggests that the following 
algorithm e-approximates the roots off = c (if the required information is 
available-compare (Yomdin, in preparation a)). One finds a sequence 
&,a27 * * * 7 depending only on o-(f, E). Then 
i. Find a piecewise-polynomial 6 ,-approximation h of J 
ii. Solve h = c approximately. 
iii. Use the solutions of h = c as the starting points for a Newton-type 
algorithm to e-approximate the roots off = c. 
iv. If this Newton-like method fails to converge in time, start the 
entire procedure again, with i3* replaced by a2, etc. 
The sequence & is selected according to the estimates of Theorem 4.2. 
If these estimates were an exact distribution (and not just an upper bound) 
one could prove the average optimality of the above algorithm (see (Yom- 
din, to appear a, in preparation b)). 
A relationship between Ck-regularity and approximate complexity is 
apparent in the above results. Start with any bound concerning Ck-func- 
tions. Then essentially the same bound remains true for (possibly not 
regular) functions with the “C?” -asymptotic behavior of the approxima- 
tive complexity. 
To summarize various observations of this kind (see (Yomdin, 1983a, 
1985,1983b, 1986, to appear b, in preparation a, 1988, 1987)), let us try to 
indicate the position of a given function on a “complexity scale” by one 
constant: define 
Ci(f) = 5 log Cri(f, &)/10&I/E), 
where i = 1, (2?), 3, 3’ . . . . 
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Note that, by Theorem 2.2 above, for a typical &functionf, 
ci(f) = l/k (ll(k - 1)). 
For functions of analytic complexity type one can similarly indicate 
their position on an “analytic complexity scale,” etc. 
We conclude this section with the following conjecture: 
Conjecfure 5.12. Each result concerning complexity of Ck-functions 
(topological complexity, computational complexity, information-based 
complexity, complexity of iterations, etc.) can be extended to functions of 
a bounded approximative complexity, with the degree of differentiability 
k replaced by c(f). The same applies for an analytic complexity scale. 
6. Where Do Simple Functions Appear? 
Perhaps a better question to ask is: where do complicated functions 
appear? In a vast majority of applied mathematical models, underlying 
functions can be assumed to be piecewise analytic. (Of course, this does 
not concern the input data, which are usually irregular, noisy, etc., but 
rather the mathermatical representation of these data: any function pro- 
cessed by a digital computer is piecewise rational by the mere structure of 
a computer program.) 
However, this piecewise-analytic structure is not always effectively 
available. It seems important to stress the “effective regularity” of the 
involved functions as the regularity we use explicitly in the processing. 
For example, depending on the structure of the problem, the computer- 
processed functions can be considered boolean, not piecewise rational. A 
polynomial of degree 25, which we process by a second-order algorithm, 
may be “effectively” only Gsmooth. 
Any kth-order algorithm exploits “effective @-regularity” of the data. 
There are algorithms exploting “effective analyticity” (see, e.g., 
(Bakhvalov, 1967)). 
In this section we show that there are important situations where func- 
tions appear to be of “effectively low approximative complexity” but 
poor regularity. Thus an approximative complexity may be an important 
tool replacing smoothness or analyticity for such functions. 
One of the most important examples of this concerns optimization 
problems. Indeed, for h(x, t) an analytic function, f(x) = max, h(x, t) 
usually is not even once differentiable. 
However, approximative complexity is preserved by this operation: 
THEOREM 6.1. Let h(x, t) be a Ck-function, x E [O, 11, t E D a com- 
pact domain in IKP. Then for 
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f(x) = max h(x, t), 
IED 
u3cf, E) 6 (l/E)‘“+‘)‘@-‘). 
(Formally, to compute cr3cf, E), we have to assume f to be 0. This 
assumption is too restrictive for maximum functions and it can be 
avoided.) 
Thus in taking maxima we can lose regularity completely, while ap- 
proximative complexity behaves in a controllable (and expected) way. 
The proof of Theorem 6.1, as well as other complexity bounds for 
maxima of smooth families, is contained in (Yomdin, 1986, to appear b). 
A more detailed version will appear separately. 
Note that the low approximative complexity of maxima functions is 
effective. In (Yomdin, in preparation b) we show how it can be utilized in 
numerical algorithms. 
Another source of simple but not regular functions lies in various 
spline-like constructions. 
Letfbe a piecewise @-function, with the derivatives up to order q < k 
agreeing at the nodes. Thusf is only P-smooth on [0, 11. However, the 
following results can be proved exactly in the same way as Theorem 2.2 
above: 
PROPOSITION 6.2. Forfas above, 
u&f, E) =s (l/&)“k log (l/E), 
Ujtf, E), ViCf, E) < (l/E)“+“. 
Thus approximative (as well as evaluation) complexity “does not see” a 
jinite number of singularities. 
However, the usual kth-order numerical methods do. Thus an impor- 
tant problem is to use the P-simplicity effectively, in spite of the singular- 
ities. 
For an integration problem, a recent result of Wasilkowski and Feng- 
Gao (1989) shows how to do this starting with the pointwise information. 
Their algorithm involves an adaptive procedure based on finite difference 
computations. 
This approach seems to be very important in revealing simplicity (not a 
priori known) of the function processed. See also (Feng Gao, 1989), 
where a similar problem (in particular, of estimating the kth derivative) is 
treated for (?-functions. 
There are various additional situations where functions may happen to 
be simpler than prescribed by their regularity. This concerns, e.g., func- 
tions having a special representation with respect to a given coordinate 
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system (the sum of functions depending on a fixed small number of vari- 
ables, etc.). More generally, consider functions representable by compo- 
sitions of functions of a given smoothness and number of variables. While 
smoothness of such a function is usually equal to the lowest smoothness 
of the composed elements, its complexity may be much lower. 
Questions concerning representability of functions by means of compo- 
sitions have been investigated in detail by Kronrod (1950), Vitushkin 
(1955, 1977), Kolmogorov (1957, 1963; 1955; 1956, l%l), Arnold (1959, 
1%3), Tichomirov (1963), Fridman (1967) Marchenkov (1980), Sternfeld, 
and others. 
To discuss the situation here one needs ai-complexities for functions 
of several variables, which can be defined similar to the one-dimensional 
case. In particular, for a typical Ck-function f of m variables, crrcf, E) = (I / 
s)dk/log(l/e), a3Cf, E) x (lle)m4k-1), etc. 
For Kolmogorov’s complexity ol, and, presumably, for a BSS com- 
plexity uz2, we can approximate a composition of functions by a composi- 
tion of corresponding Boolean (BSS) machines. Hence. 
uI (cQ?) complexity of a composition does not exceed the sum of (+I 
(uz)-complexitieis of composed functions. 
In particular, the asymptotic behavior of this complexity as E -+ 0 is 
determined by the worst of the components. For a compositionfof func- 
tions& E Ckl, depending on mi variables, we get 
u,cf, E) < (1 l&)maX(‘~JL,)llog( l/E), 
or 
cl(f) 5 ITlaX(milki). 
These considertions have been used by Marchenkov (1980) to give an 
effective version of Vitushkin’s nonrepresentability result: there are Cx 
functions of m variables nonrepresentable by any composition offi with 
max(mJ&J < mlk. 
The behavior of u3-complexity under compositions is much more com- 
plicated. In general one can expect the approximative complexity of a 
composition to be bounded by the product of the component’s complexi- 
ties. 
This kind of behavior indeed happens in examples (see (Yomdin, 1988, 
1987, in preparation a)). It is due to the fact that the number ofpieces in a 
piecewise-polynomial representation of a composition of piecewise-poly- 
nomial functions may behave multiplicatively. 
There are various assumptions under which the “broken analyticity” 
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does not contribute that much to the complexity growth in compositions, 
e.g., for monotonic functions in the one-dimensionai case. 
A “true” regularity happens to bound complexity growth in composi- 
tions as well (see (Yomdin, 1983b, in preparation a)). Here we consider 
the following special situation: let f = fs 0 fs- r 0 * 9 * 0 fi , where 5: B”J -+ 
Pi+1 is a @-mapping of the unit balls of the dimensions mi and mi+l, 
respectively, i = 1, . . . , s. We assume that mi 2 m2 2 . . . 2 m,-1 , and 
define 
ml - m2 
a= k,-2 + 
m2 - m3 
k2-2 +*“+ 
m,-i - m, 
k,-, - 2 - + ,? 2’ 
THEOREM 6.3. Forf representable by a composition as above, 
a3cf-i E) s (l/&Y, 
and, in particular, c3cf) 5 CY. 
The proof is essentially given in (Yomdin, 1983b). 
According to the regularity off, one could expect c3cf) 5 mllmin ki - 
I), but (Y may be much lower. For example, for f&i, . . . , x10) = g(yl, 
. . . , yj), yj = CP,(X,, . . . , xJ,~ = 1, . . . , 5, with g E Cs and pj E 
C33, we have (Y = 0 + & < 1. But generally f is only C?-smooth, and for 
typical Cg-functions of 10 variables, c3 = 1.25. 
By Theorem 4.2 above, for the set A of critical values off, one has 
M(E, A) < cr3tj, E) =s (I/E)~. 
In particular the Lebesque’s measure of A is zero, since (Y < 1. Therefore, 
any function with A = [O, I] cannot be represented as a composition of the 
above form. There are a lot of explicit examples of such functions. In 
particular, the Whitney function h(xr , . . . , x10) belongs to C?, and A(h) 
= 10, 11 (see (Whitney, 1935)). 
The proof of Theorem 6.3 given in (Yomdin, 1983b) provides an effec- 
tive algorithm to utilize the “extra” simplicity of a function represented 
by a composition. However, the information required is high order. We 
discuss the availability of such information in (Yomdin, in preparation b, 
in preparation c, in preparation d). 
As far as “naturally nonregular” functions are concerned, dynamical 
systems provide a rich source of examples. There are many ways in which 
iteration of simple analytic functions may produce objects which are only 
continuous, Ck but not @+I, etc. Investigation of the complexity of such 
objects may be very important but also very difficult. 
Consider the following simple example: 
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EXAMPLE 6.4. Letf: S’ + S’ be an expanding analytic mapping of the 
unit circle onto itself of a topological degree 2 (i.e., f’ > 1 everywhere, 
and each point has exactly two preimages underf). 
Any such mapping is known to be topologically conjugate to the stan- 
dard mapping &: S’ 4 S’, &(x) = 2x (see, e.g., (Nitezki, 1971)). In other 
words, there exists a homeomorphism H: S’ --, S’, such thatfo h = h 0 &. 
By considering f as a mapping of Iw to [w, one can express h as h(x) = 
lim,,.P(x)/2”, with [h(x) - f”(x)/2”( 5 t” for any x E S’. 
Thus to &-approximate h by a Boolean function (for E = b”), we con- 
struct first a Boolean approximation forfand iterate it IZ = log E times. By 
using Theorem 2.2 and repeating the same double precision consider- 
ations, we get the following: 
PROPOSITION 6.5. For the conjugation h as above, 
a,(h, E) < log3(1/&)log log(l/s)log log log(l/c). 
Thus, the evaluation complexity of h is of an analytic type. However, 
usually h is not smooth. In particular, if the eigenvalues of dcf”) at the 
periodic points off” differ from 2” for any II, h is nowhere differentiable. 
Respectively, the approximative complexity of h is high. 
There are many situations where analytic dynamical systems are conju- 
gated only topologically. For example, by generalizing the above exam- 
ple, one can consider Anosov diffeomorphisms with different eigenvalues 
at periodic points. The conjugating homeomoprhism h for two such sys- 
tems cannot be differentiable. 
QUESTION. What is the complexity of h? 
Recently R. de la Llave (to appear a, to appear b) investigated regular- 
ity of conjugations in many important cases. In particular, in some situa- 
tions h turns out to be highly differentiable almost everywhere (de la 
Llave, to appear a, Theorem 1.3). 
Nonsmooth but possibly simple conjugations arise also in a linearliza- 
tion of analytic diffeomorphisms of the circle. The analyticity of a conju- 
gation for diophantin rotation number is provided by the Kolmogorov- 
Arnold-Moser theory in a “local” situation (Kolmogorov, 1954; Arnold, 
1961), and by Hermann’s theorem (1983) in a global situation. 
If the rotation number is approximated by ratio&s “too well,” the 
conjugation may lose its regularity. 
QUESTION. What is the complexity of a conjugation in this case? 
Similar questions are discussed in (Arnold, 1961). Let us conclude this 
paper by mentioning the following very important but seemingly com- 
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pletely unexplored domain: solutions of various partial differential equa- 
tions will regular data may in time lose their regularity. The analytic 
character of this process is investigated in many important cases. It seems 
reasonable to conjecture that, at least in some situations, the complexity 
of solutions does not blow up with the derivatives. 
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