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HOMOTOPY TRANSFER THEOREM AND KZB CONNECTIONS
CLAUDIO SIBILIA
Abstract. We show that the KZB connection on the punctured torus and on the configuration
space of points of the punctured torus can be constructed via the homotopy transfer theorem.
Introduction
Let M be a smooth complex manifold. We denote by A•DR(M) the differential graded algebra
of complex differential forms on M . For any pronilpotent Lie algebra g, each
C ∈ A1DR(M)⊗̂g
defines a connection d − C on the trivial bundle M × g, where the latter is considered to be
equipped with the adjoint action. We consider ADR(M)⊗̂g to be equipped with the differential
(graded) Lie algebra structure
d(v ⊗X) := dv ⊗X, [w ⊗X, v ⊗ Y ] := wv ⊗ [X,Y ].
If C is a Maurer-Cartan element, i.e. dC + [C,C]2 = 0, then the resulting connection d−C is flat.
The configuration space of points of a topological space is defined as
Confn (X) := {(x1, . . . , xn) ∈ Xn : xi 6= xj for i 6= j} .
Let AKZ,n be the unital differential graded subalgebra of ADR (Confn (C− {0, 1})) generated by
ωi,−1, ωi,0, and ωi,j where
ωij := d log(zi − zj) = dzi − dzj
zi − zj
for 1 ≤ i 6= j ≤ n such that z−1 := 1 and z0 := 0. In [1], it was shown that the AKZ,n is a
model for ADR (Confn (C− {0, 1})). We define the rational Lie algebra tn with generators Ti,j
for −1 ≤ i 6= j ≤ n with j > 0 or i > 0 such that
Tij = Tji, [Tij , Tik + Tjk] = 0, [Tij , Tkl] = 0(1)
for i, j, k, l distinct. We call tn the Kohno-Drinfeld Lie algebra. The KZ connection is the flat
connection d− ωKZ,n on Confn (C− {0, 1})× tn where
ωKZ,n :=
∑
−1≤i 6=j≤n,i>0 or j>0
ωijTij .
This connection can be constructed via Chen’s theory of formal power series connections (see [6]).
The KZ connection is the universal version of the Knizhnik–Zamolodchikov equation (see [15]),
i.e. a differential equation used in quantum field theory. The KZ equation has an elliptic version
called Knizhnik–Zamolodchikov-Bernard equation (KZB equation) given in [2]. The universal
KZB connection is constructed in [5] (compare with [18]). It is a holomorphic connection on
the configuration space of points of the punctured torus. Its fiber corresponds to the Malcev
completion of the fundamental group of the base space (i.e. the pure elliptic braid group).
Let G be a group acting properly and discontinuously on a complex manifold M . The action
groupoid of (M,G) is a simplicial manifold. Getzler and Cheng (see [10]) have shown that the
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space of differential forms on such a simplicial manifold carries a natural C∞-algebra structure.
We denote this C∞-algebra by (TotN (ADR(M•G)) ,m•). There is a strict natural C∞-map
r : (TotN (ADR(M•G)) ,m•)→ (ADR(M), d∧)
induced by the canonical map M →M•G. We extend the G-action on ADR(M)⊗̂g by assuming
that g is G-invariant. In [23], we have shown the following facts.
(1) Let C be a Maurer Cartan element which is gauge equivalent to a G-invariant Maurer-
Cartan element C ′. There exists a vector bundle E on M/G such that d − C is a
well-defined flat connection on M/G ([23, Theorem 4.9]).
(2) In [23] we introduce the category of 1 − C∞− algebras and 1 − C∞−morphism, these
are a truncated version of C∞-algebras. In particular there is a forgetful functor F
between C∞-algebras and 1− C∞-algebras. We introduce the notion of 1-isomorphism,
1-quasi-isomorphism of 1 − C∞-algebras and 1-minimal model. Let (W,mW• ) be a 1-
minimal 1−C∞-algebra quasi-isomorphic to F (TotN (ADR(M•G)) ,m•). For any 1−C∞-
morphism g• : (W,mW• ) → F (TotN (ADR(M•G)) ,m•), the map rg• gives an explicit
Maurer-Cartan element in ADR(M)⊗̂u, where u corresponds to the Malcev completion
of the fundamental group of M/G ([23, Theorem 3.16]).
Examples of morphisms g• : (W,mW• ) → F (TotN (ADR(M•G)) ,m•) can be constructed via
the homotopy transfer theorem (see [8],[10], [14], [16] and [21]). The homotopy transfer theorem
is a general version of the of Chen’s formal power series connections (see [13]). In particular the
KZ connection can be constructed via the homotopy transfer theorem.
• The punctured torus and the configuration space of points on the punctured torus can be
written as M/G for some appropriate M and G. We use the homotopy transfer theorem
to construct two 1-morphism g• and g′•. By point (2), the maps rg• and g
′
• correspond
to two gauge equivalent Maurer-Cartan elements C and C ′. By point (1), we get a flat
connection on M/G. In particular, the KZB connection on the punctured torus and on
the configuration space of points on the punctured torus can be computed in this way
(see Theorem 2.9 and Theorem 3.26 respectively). In order to compute the connection
we have to choose a 1-model (1-extension) and a particular vector space decomposition.
However, we show that different choices produce isomorphic connections (Corollary 3.4).
• We construct a Lie algebra morphism Q∗ between the Kohno-Drinfeld Lie algebra and
the Malcev Lie algebra of the fundamental group of the configuration space of points on
the punctured torus. Furthermore we show that if τ → i∞, then the KZB connection
becomes equal to the “KZ connection composed with Q∗” (see Theorem 3.33). This is a
generalization of the Lie algebra morphism defined by Hain in [11, Section 12].
For g > 1, the higher genus version of the KZB equation is constructed by Bernard in [3], where
it was used the fact that higher genus Riemann surfaces can be written as a quotient M/G, for
an appropriate M and a Schottky group G. This suggest the following conjecture.
Conjecture. Let g > 1. The universal version of the KZB equation constructed in [3] is a
holomorphic flat connection which can be constructed via the homotopy transfer theorem, (1)
and (2).
Plan of the paper. The paper is divided in 4 sections. The first one presents some standard
results about the homotopy transfer theorem. In the second section we prove the above statement
in the case of the punctured torus. More precisely, we fix a τ ∈ H := {z ∈ C : =(z) > 0} and
let Z+ τZ be the lattice spanned by 1, τ . We define
E×τ = (C− {Z+ τZ}) /Z2.
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A smooth model A for ADR (E×τ ) is constructed in [4]. We apply the homotopy transfer theorem
on A and we get a C∞-morphism g′•. E×τ is the geometric realization of the simplicial manifold
(C− {Z+ τZ})• Z2. In this subsection we construct a holomorphic 1-model B for the C∞-
algebra of differential forms on (C− {Z+ τZ})• Z2 (see Corollary 2.4). We apply the homotopy
transfer theorem on B and we get a 1−C∞-morphism g•. The main results of this section is the
following: we prove that the KZB connection can be constructed by using (1) where the C and
C ′ corresponds to rg• and g′• respectively, in particular the KZB connection on the configuration
space of points of the punctured torus can be computed via the homotopy transfer theorem on
B (see Theorem 2.13). We compare the KZ and the KZB connection for τ → i∞ and we show
that the Lie algebra morphism Q∗ constructed by in [11, Section 12]) can be constructed via
C∞-algebra methods (see Subsection 2.4). In Subsection 2.5, we present another holomorphic
connection on the punctured torus (with singularities of order 2) which is isomorphic to the KZB
connection.
In the third section, we extend the above results for the configuration spaces of points of the
punctured elliptic curve. Let (ξ1, . . . ξn) be the coordinates on Cn. We define D ⊂ Cn as
D := {(ξ1, . . . ξn) : ξi − ξj ∈ Z+ τZ for some distinct i, j = 0, . . . n} .
We define a Z2n-action on Cn via translation, i.e.
((l1,m1) , . . . , (ln,mn)) (ξ1, . . . ξn) := (ξ1 + l1 +m1τ, . . . , ξn + ln +mnτ) .
Notice that D is preserved by the action of Z2n. There is a canonical isomorphism
(Cn −D) / (Z2n) ∼= Confn (E×τ )
since the action is free and properly discontinuous. We construct a C∞-algebra B′n which is
conjectured to be a 1-model of
TotN
(
ADR (Cn −D)•
(
Z2n
))⊗ Ω(1)
where Ω(1) is the differential graded algebra of polynomial forms on the unit interval. In partic-
ular, the evaluation at 1 of B′n corresponds to the smooth model An ⊂ ADR (Confn (E×τ )) con-
structed in [4] and the evaluation at 0 is a holomorphic C∞-algebra. We introduce the notion of 1-
extension which is a weaker notion of 1-model and we construct a 1-extension Bn of An by taking
the quotient of B′n by some C∞-ideal. We compute the homotopy transfer theorem on Bn and we
get a 1−C∞-morphism H• : (W,mW• )→ F
(
TotN
(
ADR (Cn −D)•
(
Z2n
))⊗ Ω(1)). The evalua-
tion of H at 1 can be lifted to a minimal model C∞-morphism g′• : (W,m
W
• )→ An and the evalu-
ation at 0 gives a holomorphic 1−C∞-morphism g• : (W,mW• )→ F
(
TotN
(
ADR (Cn −D)•
(
Z2n
)))
.
The main results of this section is the following: we prove that the KZB connection on the con-
figuration space of points of the punctured torus can be constructed by using (1) where the C
and C ′ corresponds to rg• and g′•, in particular the KZB connection on the punctured torus
can be computed via the homotopy transfer theorem on Bn ( see Theorem 3.26). In Subsection
3.6, we show that the KZB connection for τ → i∞ corresponds to the KZ connection modulo
a Lie algebra morphism Q∗ which is explicitly computed. For n = 1, Q∗ coincides with the
automorphism constructed by Hain in [11, Section 12]).
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Notation. Let k be a field of characteristic zero. For a graded vector space V •, V i is called the
homogeneous component of V , and for v ∈ V i we define its degree via |v| := i. For a vector space
W := ⊕i∈IWi we denote by proWi : W →Wi the projection. For a graded vector space V • we
denote by V [n] the n-shifted graded vector space, where (V [n])
i
= V n+i. For example k[n] is a
graded vector space concentrated in degree −n (its −n homogeneous component is equal to k,
the other homogeneous component are all equal to zero). A (homogeneous) morphism of graded
vector spaces f : V • →W • of degree |f | := r is a linear map such that f(V i) ⊆ V i+r. We denote
by s : V → V [1], s−1 : V [1]→ V the shifting morphisms that send V n to V [1]n−1 = k⊗V n = V n
resp. V [1]n = k⊗V n+1 = V n+1 to V n+1. Those maps can be extended to a map sn : V → V [n],
(the identity map shifted by n). Note that sn ∈ Hom−n (V, V [n]). A graded vector space is said
to be of finite type if each homogeneous component is a finite vector space. A graded vector
space V • is said to be bounded below at k if there is a k such that V l = 0 for l < k. Analogously
it is said to be bounded above at k if there is a k such that V l = 0 for l > k. For a non-negatively
graded vector space we define the positively graded vector space W •+ as
W 0+ := 0, W
i
+ := W
i if i 6= 0
Let (V, dV ) be a differential graded vector space, then V
⊗n is again a differential graded vector
space with differential
dV ⊗n(v1 ⊗ · · · ⊗ vn) :=
n∑
i=1
±v1 ⊗ · · · ⊗ dV vi · · · ⊗ vn,
where the signs follow from the Koszul signs rule. Let (V, dV ), (W,dW ) be differential graded
vector spaces, then Hom•gV ect (V,W ) is a differential graded vector space with differential
∂f := dW f − (−1)|f |fdv.
1. The homotopy transfer theorem
We use the same notation of [23]. We give a short introduction about the homotopy transfer
theorem for C∞-algebras (see [10], [14], [16], [21] and [8]). We work only with non-negatively
graded C∞-algebras.
1.1. Simplicial manifolds. Let G be a group acting properly and discontinuously on M . The
nerve gives a simplicial manifold M•G is called the action groupoid. In particular, ADR (M•G) is
a simplicial commutative differential graded algebra. Let Tot•N (ADR(M•G)) be the normalized
total complex. An element w of degree n can be written as w =
∑
p+q=n w
p,q, where wp,q is a
set map
wp,q : Gp → AqDR(M)
such that wp,q(g1, . . . , gn) = 0 if gi = e for some i. The elements w
p,q are called elements
of bidegree (p, q), in particular Tot0,qN (ADR(M•G)) = A
q
DR(M). An element w is said to be
holomorphic if each wp,q takes holomorphic values for any (p, q). Since the action is properly
discontinuous, we can visualize A•DR(M/G) ⊂ A•DR(M) as the differential graded algebra of G-
invariant differential forms. Getzler and Cheng (see [10]) have shown that the normalized total
complex TotN (ADR (M•G)) carries a natural unital C∞-structure m• such that
m1 = d, m2 = ∧, mn = 0 for n ≥ 2
on A•DR(M/G) ⊂ Tot0,•N (ADR(M•G)) and
(ADR(M/G), d,∧) ↪→ (TotN (ADR(M•G)) ,m•)
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is a quasi-isomorphism of C∞-algebras. Their cohomology corresponds to the singular coho-
mology of M/G. We denote m1 by D. In particular for an element a of bidegree (p, q) we
have
D(a) = ∂Ga+ (−1)pda,
where ∂G is differential obtained by the alternating sum of the pullback of the cofaces maps of
the action groupoid. There is a strict C∞-map
r : (TotN (ADR(M•G)) ,m•)→ (ADR(M), d,∧)
induced by the evaluation of the forms at e ∈ G. Let g• :
(
W,mW•
)→ F (TotN (ADR(M•G)) ,m•)
be a morphism of 1 − C∞-algebras. In [23], we show that g• corresponds to a Maurer-Cartan
element C in the L∞-algebra
F (TotN (ADR(M•G)) ,m•) ⊗̂u
where u is the Malcev Lie algebra of the fundamental group of M/G. We call C the degree zero
geometric connection . In [23, Theorem 3.16 ], we show that r induces a map r∗ = (r⊗ Id) such
that r∗C is a Maurer-Cartan element in
ADR(M)⊗̂u.
1.2. Transferring A∞ and C∞-structures. We recall the homotopy homotopy transfer theo-
rem (see [19]). This theorem appears originally in [16] (see [21]) for A∞-algebras and in [10] for
C∞-algebras.
Theorem 1.1. Let (V •, dV ), (W •, dW ) be two cochain differential graded vector spaces. Assume
that there are two cochain maps
(2) f : (V •, dV ) (W •, dW ) : g
such that gf is homotopic to IdV via a cochain homotopy h. Assume that (V
•, dV ) is equipped
with a P∞-algebra structures mV• , such that m
V
1 = dV . There exist
(1) a (1−)P∞-algebra structures mW• on W •, such that mV1 = dW ;
(2) a (1−)P∞-morphism g• :
(
W,mW•
)→ (V,mV• ), such that g1 = g.
Remark 1.2. The maps m•, g• are not unique in general. There may be more solutions.
Remark 1.3. Consider Theorem 1.1. In [21] it is proved the following. If P∞ = A∞, there exist
(1) a A∞-morphism f• :
(
V,mV•
)→ (W,mW• ), such that f1 = f ;
(2) a A∞-homotopy h• between gf and IdV , such that h1 = h, where h• is a chain homotopy
in the sense of [21].
Moreover there is an explicit formula for these maps. Point (1) is extended in [8] for more general
operads (by assuming that the diagram (2) satisfies dW = 0, fg = 1W , fh = 0, h ◦ g = 0 and
h2 = 0).
Definition 1.4. An oriented planar rooted tree T is a connected oriented planar graph that
contains no loops, such that the orientation goes toward one marked external vertex (the root).
Let V (T ) be the set of vertices, E(T ) the set of (oriented) edges.
Given an edge e, between two vertices v1, v2, if the orientation goes from v1 to v2 we call v1
the source and v2 the target of e, respectively. A edge e is internal if its source is the target of
another edge. A non internal edge is called leaf. The root is the only one vertex which is not the
source of any other edges. The arity of a vertex is the number of incoming edges.
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We denote by P the set of finite oriented planar rooted trees where the arity of each internal
vertex is ≥ 2. We denote by Pn the trees in P with exactly n leaves and with P2l the set oriented
planar rooted trees where the arity of each internal vertex is less then or equal to l. We fix a
diagram of the type (2). Each tree can be decorated as follows: we associate to each internal
edges the map h and to each internal vertex of arity k the map mVk . Figure 1 is an example of
decorated tree T ′ where the root is the lower vertex.
Figure 1. T ′ decorated
The three above gives a map PT ′ : V ⊗4 → V via PT ′ := mV2 ◦
(
mV3 ⊗ Id
)
; hence to each tree
T ∈ Pn we associate a linear map PT : V ⊗n → V as above. To each trees we can associated a
values θ(T ) as follows. For a vertex v in T with arity k, consider the edges e1, . . . , ek. For each ei
let ni be the numbers of all the paths that connect the root of T with a leaf, passing trough ei.
Define θT (v) := θ(n1, . . . , nk), and θ(T ) :=
∑
v θT (v), where the sum is taken over the internal
edges.
Definition 1.5. For each n ≥ 2, the p-kernels are
pn :=
∑
T∈Pn
(−1)θ(T )PT .
In [21, Proposition 6] it is proved that the maps mW• , g• defined via
mWn := f ◦ pn ◦ g⊗n, gn := h ◦ pn ◦ g⊗n
give a proof of Theorem 1.1. This was originally proved in [16] but without explicit signs.
Lemma 1.6. Let (V •, dv) be a cochain complex.
(1) Assume that there is a decomposition
(3) V • = W ⊕ dM⊕M,
where W = ⊕p≥0W p ∼= H• (V ) is a graded vector subspace of closed elements, and M is
a graded vector subspace containing no exact elements except 0. There exist maps f, g, h
and a diagram of the type (2) such that fg = 1W and dW = 0. Moreover the maps satisfy
the side conditions: fh = 0, hg = 0 and h2 = 0.
(2) Let (W •, dW ) be a cochain complex. Assume that dW = 0 and that there is a diagram of
the type (2) between W and V such that fg = 1W , fh = 0, hg = 0 and h
2 = 0. There
is a Hodge type decomposition
V • = W ⊕ dM⊕M.
(3) Let (W •, dW ) be a cochain complex. Assume that there is a diagram of the type (2)
between W and V such that fg = 1W . There exists a cochain homotopy between gf and
1V such that the diagram satisfies the side conditions.
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(4) There exist a cochain complexes (W •, dw) and a diagram of the type (2) between W and
V such that that dW = 0, fg = 1W , fh = 0, hg = 0 and h
2 = 0.
Proof. (1) Let W be a graded vector isomorphic to the cohomology of V •. We consider W •
as a differential graded vector space with zero differential. The inclusion g : (W •, 0) ↪→
(V, dV ) is a quasi-isomorphism. Let f : W ⊕ dVM⊕M→W be the projection on the
first coordinate. Let h : W ⊕ dVM⊕M→W ⊕ dVM⊕M be defined by
h(a1, dV a2, a3) := h(0, 0, a2).
It is a degree −1 map between graded vector spaces. A short calculation show that h
defines a homotopy between f ◦ g and 1W and fulfills the conditions.
(2) This follows by setting M := Im(h), W := Im(g).
(3) See [17].
(4) See [19, Lemma 9.4.7].

Definition 1.7. Given a diagram of the type (2) that satisfies dw = 0, f ◦ g = 1W , f ◦ h = 0,
h ◦ g = 0 and h ◦ h = 0. We call the Hodge type decomposition obtained by Lemma 1.6 the
Hodge type decomposition associated to the diagram.
Remark 1.8. A proof of Theorem 1.1 assuming the side conditions is contained in [12] (see the
coalgebra perturbation lemma 2.1∗).
Corollary 1.9. Let
(
A,mA•
)
be a non-negatively graded (1−)P∞-algebra. Fix a diagram
(4) f : (A•,mA1 ) (W
•, dW ) : g
and a homotopy h. Assume that dW = 0, fg = 1W , fh = 0, hg = 0 and h
2 = 0. Let
(5) A = W ⊕ dM⊕M,
be the associated Hodge type decomposition where d = mA1 . Then there exists an unique pair
(g•,mW• ) that satisfies Theorem 1.1 such that gn : W
n →M for n > 1.
Proof. Let
(
g•,mW• ,
)
, (g˜•, m˜•) be two distinct solutions that satisfies the above conditions. We
have m˜1 = 0 = m
W
1 and g˜1 = g1. Assume that m˜i = m
W
i , gi = g˜i for i < n. Since they are both
C∞-morphisms, we have
g1m
W
n − dgn = g˜1m˜n − dg˜n ∈ A
Let w1, . . . , wn ∈W , then by (5) we have
g1m
W
n (w1, . . . , wn) = g˜1m˜n (w1, . . . , wn)
dgn (w1, . . . , wn) = dg˜n (w1, . . . , wn)
We conclude mWn (w1, . . . , wn) = m˜n (w1, . . . , wn) and gn (w1, . . . , wn) = g˜n (w1, . . . , wn). 
1.3. Minimal models and homotopies. Let
(
B,mB•
)
be a P∞-algebra and let g′• :
(
W ′,mW
′
•
)
→(
B,mB•
)
be a minimal model. It has an inverse up to homotopy f ′•. Let p•
(
A,mA•
)→ (B,mB• )
be a P∞-algebra morphism and let g• :
(
W,mW•
)→ F (A,mA• ) be a 1-minimal model for 1−P∞-
algebras. We get the following diagram for 1− P∞-algebras
F (A,mA• ) F (B,mB• )
(W,mW• ) (W
′,mW
′
• ).
F(p•)
F(g′•)g• F(f ′•)
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We set q• := F (f ′•)F (p•) g•.
Lemma 1.10. F (g′)• q• is 1-homotopic to F(p)•g•. If g′•f ′• = Id, then F (g′)• q• = F(p)•g•.
Proof. F (g′)• q• = F (g′•f ′•p•) g•. Since g′•f ′• is homotopic to the identity, we have the state-
ment. 
2. The complex punctured elliptic curve and the KZB connection
We construct a family of holomorphic 1-models with logarithmic singularities for the C∞-
algebra of smooth differential forms on punctured elliptic curves. The family is parametrized by
the holomorphic structure τ in the complex upper half plane and is a holomorphic C∞-version of
the smooth model given in [4]. We apply the theory developed in [23] to build a flat connection
d − ατ that corresponds to the universal KZB connection on the punctured elliptic curve (see
[5], [11] and [18]). A comparison between KZB and KZ connection is contained in [11], by
sending τ to i∞. We describe this comparison via the machinery of Subsection 1.3. In the last
subsection, we present another holomorphic connection gauge equivalent to the KZB connection
on the punctured elliptic curve.
2.1. A 1-model for the torus. Let τ be a fixed element of the upper half plane H :=
{z ∈ C : =(z) > 0}. Let Z + τZ be the lattice spanned by 1, τ . Let ξ be the coordinate on
C. We define a holomorphic action of Z2 on C by
(m,n)(ξ) := ξ +m+ τn,
which is free and properly discontinuous. The lattice Z+τZ is a normal crossing divisor of C and
it is preserved by the action of Z2. The action groupoid C•Z2 is a simplicial manifold equipped
with a simplicial normal crossing divisor (Z+ τZ)• Z2 (see [23]). By the de Rham Theorem for
simplicial manifolds we have
H•
(
TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
, D
) ∼= H• (E×,C) .
Let γ : Z2 → C be the group homomorphism defined by γ(m,n) := n2pii. Then dξ and γ are
closed forms in TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
of type (0, 1) and (1, 0) respectively. They
generate the cohomology. We construct a 1-model for TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
.
We fix a family of holomorphic functions f (i) : C− {Z+ τZ} → C indexed by i ∈ N such that
(6) f (0) = 1, f (n)(ξ + l) = f (n)(ξ), f (n)(ξ + lτ) =
n∑
j=0
f (n−j)(ξ)(−2piil)j
j!
for all l, n ∈ Z.
Lemma 2.1. Let f (i) : C− {Z+ τZ} → C be a family of holomorphic functions indexed by N
that satisfy (6). Then they are linearly independent.
Proof. Assume that there is a non trivial relation
∑
i∈I λif
(i) = 0. Let p be the maximal
integer of I such that λp 6= 0. Notice that f (i) : C − {Z+ τZ} → C are elements of
TotN
(
ADR
(
C− {Z+ τZ)• Z2
))
of bidegree (0, 0). Let V be the complex vector space generated
by
{
f (i)
}
i∈N. Then each f
(i) defines a map ∂Gf
(i) : Z2 → V via
((m,n)) 7→ ∂Gf(m,n) =
i∑
j=0
f (i−j)(ξ)(−2piin)j
j!
.
Set x := n, then
∑
i∈I λi∂Gf
(i) can be seen as a polynomial p(x) in variable x and coefficients
in V of the form
p(x) =
∑
haxa
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where ha ∈ V . In particular hp = λpf (0)(−2pii)p = λp(−2pii)p. Since
∑
i∈I λi∂Gf
(i) = 0 we get
that p(x) = 0 for any x ∈ N. This implies that hp = 0 and then λp = 0. 
For i ∈ N, we set φ(i) := f (i)dξ. Then
φ(i) ∈ TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
are linearly indipendent elements of bidegree (0, 1). Note that dφ(i) = 0 since they are holo-
morphic 1-forms. We consider TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
equipped with the unital C∞-
structure m• such that m1 = D (see [23, Section 2]).
Lemma 2.2. (1) D
(−φ(n)) = ∑nl=1ml+1(γ, . . . , γ, φ(p−l)), for any n,
(2) ml+1(γ
⊗i, φ(k), γ⊗l+1−i) = (−1)l(li)ml+1(φ(k), γ, . . . , γ),
(3) Let B• ⊂ TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
be C∞-sub algebra generated by 1, γ,
{
φ(i)
}
i∈N .
Then
(m•, B•) ⊂
(
m•,TotN
(
ADR
(
(C− {Z+ τZ})• Z2
)))
is a 1-model.
Proof. We use Theorem 2.7 in [23]. Fix a (m,n) ∈ Z2. Let l > 1. Then
(7) ml+1
(
γ, . . . , γ, φ(p−l)
)
(m,n) =
Bl
l!
p−l∑
i≥1
φ(p−l−i) (−2piin)i+l
i!
.
If l = 1,
(8) m2
(
γ, γ, φ(p−1)
)
(m,n) = −
(1−B1) p−l∑
i≥1
φ(p−1−i) (−2piin)i+1
i!
+ (−2piin)φ(p−1)
 .
More easily we have
(9) D
(
−φ(p)
)
(m,n) = −
p∑
i≥1
φ(p−i) (−2piin)i
i!
We prove that (7) + (8) = (9) by comparing the coefficients. For p = 1, 2 the two expressions
agree. For n > 2 (7) + (8) = (9) is equivalent to
1−B1
(i− 1)! −
i−1∑
j=2
Bj
j!
1
(i− j)! =
1
i!
.
The first Bernoulli numbers B′j satisfy
∑∞
j=0
B′j
j! =
t
et−1 . Since Bj = B
′
j for j 6= 1 and
B1 =
1
2 = −B′1, the condition above is equivalent to(
1− t
1− et
)(
et − 1) = et − 1− t.
This proves the first statement. The second statement follows by [23, Theorem 2.7]. We prove
point 3. Let i : B → TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
be the inclusion. We have to show
that the induced map [i] in cohomology is an isomorphism between elements of degree 1 and an
is injective for the elements of degree 2. Assume that there is an element
∑
i∈I λiφ
(i) such that∑
i∈I λiDφ
(i) = 0 and 0 /∈ I. Let p be the maximal integer of I such that λp 6= 0. Let V be the
complex vector space generated by
{
φ(i)
}
i∈N. Then each φ
(i) defines a map Dφ(i) : Z2 → V via
((m,n)) 7→ (Df) (m,n) =
i∑
j=0
φ(i−j)(ξ)(−2piin)j
j!
.
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Set x = n, hence
∑
i∈I λiDφ
(i) can be written as a polynomial p(x) with coefficients in V of the
forms
p(x) =
∑
haxa
where ha ∈ V . In particular the monomial that multiplies φ(p−1) is x, i.e we get
h1 = λpφ
(p−1) + h
where h lies in the subvector space of V generated by φ(0), . . . , φ(p−2). Since
∑
i∈I λiDφ
(i) = 0
we get p(x) = 0 for any x ∈ N. Lemma 2.1 implies that h1 = 0 and hence λp = 0. This shows
that the vector space of closed forms in B1 is generated by φ0 and γ. We show that H2(B)
vanishes. Suppose that there is a closed element
f :=
n∑
i,j
λi,jmi
(
γ, . . . , γ, φ(j)
)
,
for i > 1 and j ≥ 0. By point 1 we can assume that λ2,j = 0. Since mi
(
γ, . . . , γ, φ(0)
)
= 0 for
i > 2 we conclude that j > 0. Let p be the maximal integer such that λi,p 6= 0 for some i and
let l be the maximal integer such that λl,p 6= 0. The element Dml (γ, . . . , γ, φp) is of type (2, 1),
then for ((m,n), (m′, n′)) ∈ Z2 × Z2 we have
(Dml (γ, . . . , γ, φ
p)) ((m,n), (m′, n′)) =
Bl−1
(l − 1)!
p∑
i≥1
(m,n) · φ(p−i) (−2piin′)i+l−1
i!
+
Bl−1
(l − 1)!
p∑
i≥1
φ(p−i) (−2pii(n+ n′))i+l−1
i!
+
Bl−1
(l − 1)!
p∑
i≥1
φ(p−i) (−2piin)i+l−1
i!
Then Df defines a map Df : Z2 × Z2 → V via
((m,n), (m′, n′)) 7→ (Df) ((m,n)(m′, n′)).
Now set x = n, y = n′, then Df can be written as a polynomial p(x, y) with coefficients in V of
form
p(x, y) =
∑
ha,bxayb.
The monomials that multiply φ(p−1) are
λl,pBl−1(−2pii)l
(l − 1)!
(
xl − (x+ y)l + yl)+ r(x, y)
where r(x, y) is a polynomial containing monomials of total degree smaller than l. We conclude
that
hl−1,1 =
λl,pBl−1(−2pii)l
(l − 1)! φ
(p−1) + h, h1,l−1 =
λl,pBl−1(−2pii)l
(l − 1)! φ
(p−1) + h′
where h, h′ ∈W ′, where W ′ is the vector space generated by φ(i) for 1 ≤ i ≤ p−2 . Since p(x, y)
vanishes on Z2 × Z2 we conclude that ha,b = 0 for any a, b. We get relations
λl,pBl−1(−2pii)l
(l − 1)! φ
(p−1) + h = 0,
λl,pBl−1(−2pii)l
(l − 1)! φ
(p−1) + h = 0
which implies λl,p = 0. Hence the only closed form in B
2 is the exact form
λm2
(
γ, φ(0)
)
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and H2(B) = 0. 
Corollary 2.3. Let (B,m•) be as above. There exists a Hodge decomposition
(10) B = W • ⊕DM⊕M
such that
(1) W 1 is generated by φ(0) and γ, M1 is generated by φ(i) for i > 0, and (DM)0 = 0,
(2) W 2 = 0, M2 is generated by ml
(
φ(i), γ, . . . , γ
)
for i > 0, l > 2, and (DM)2 is generated
by D
(
φ(i)
)
for i > 1.
Proof. The desired decomposition in higher degree follows by the proof of [19, Lemma 9.4.7]. 
Notice that the 1-model B is completely determined by the choiche of holomorphic functions
f (i) : C− {Z+ τZ} → C that satisfy (6). The above facts are true for any τ ∈ H as well.
Corollary 2.4. For any τ ∈ H there exists a holomorphic 1-model B ⊂ TotN
(
ADR
(
(C− {Z+ τZ})• Z2
))
with logarithmic singularities and equipped with a Hodge type decomposition.
We fix a τ and a family of holomorphic functions f (i) : C − {Z+ τZ} → C that satisfy
(6). We consider (B,m•) equipped with the Hodge type decomposition above. We calculate the
degree zero geometric connection of the action groupoid (C− {Z+ τZ})• Z2 associated to the
decomposition (10). We apply Lemma 1.6 to the decomposition (10) and get chain maps f, g
and a chain homotopy h. Let pn =
∑
T∈Pn(−1)θ(T )PT be the p-kernel of Definition 1.5. There
is a C∞-structure mW• on W given by
mn := f ◦ pn ◦ g⊗n, n ≥ 1
and a C∞-quasi-isomorphism gn : W⊗n →W is given by
gn := h ◦ pn ◦ g⊗n, n ≥ 1.
Since H2(B) = 0, the C∞-structure mWn vanishes on W
1.
Lemma 2.5. Let g• be the above quasi-isomorphism. Let vi1 , . . . , vin ∈
{
γ, φ(0)
}
for l = 1, . . . , n.
(1) gn (v1, . . . , vn) = 0 if (v1, . . . , vn) is not of the following form: there exists exactly one j
such that vj = φ
(0) and vs = γ, for s 6= j.
(2) gn
(
φ(0), γ, . . . , γ
)
= φ(n).
Proof. For each n ≥ 2, the p-kernels are
pn :=
∑
T∈Pn
(−1)θ(T )PT .
Since m• is C∞ we have ml(γ, . . . , γ) = 0 for l > 1. Consider ml(wi1 , . . . , wil) such that
wil ∈
{
γ, φ(0), φ(1), . . .
}
. Assume that there exists exactly j1, . . . jr where l > r > 1 such that
wji = φ
(k) for i = 1, . . . , r for some k ≥ 0. By [23, Theorem 2.7] we have ml(wi1 , . . . , wil) = 0.
The same conclusion is true if r = l > 2. For l = 2 we get m2(wi1 , wi2) = wi1∧wi2 which vanishes
for dimensional reasons. Let T ∈ Pn be an oriented planar tree and consider the induced map
PT . Lemma 2.2 and the decomposition (10) imply
(11) h
(
m2(γ, φ
(k−1))
)
= h
(
m1
(
φ(k)
)
−
k∑
l=2
(−1)l+1ml+1(γ, . . . , γ, φ(k−l))
)
= φ(k)
and
h
(
ml(γ, . . . , γ, φ
(k), γ, . . . , γ)
)
= 0 l > 2
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Figure 2. Three with non-trivial induced map
for any k ≥ 1. This proves point 1. The only binary tree T such that h◦PT ◦g⊗n
(
φ(0), γ, . . . , γ
) 6=
0 is the one in Figure 2. Here we have mk = 0 for k > 2 even. A direct calculation shows
h ◦ pT ◦ g⊗n
(
φ(0), γ, . . . , γ
)
= φ(n). 
By [23, Proposition 1.20], F (g)• corresponds to a Maurer-Cartan element in
Conv1−C∞
(F (W,mW• ) ,F (B,m•)) .
We consider W equipped with the basis −γ, −φ(0). We consider (W 1[1])∗ as the vector space
generated by the degree zero elements X0, X1, where X1, and resp. X0 denote the dual of
−sφ(0) and of −sγ in W [1] respectively. Since mW• vanishes on elements of degree 1, by [23,
Proposition 1.25] we get that Conv1−C∞
((
W,mW•
)
,F (B,m•)
) ∼= B⊗̂L̂ (X0, X1). Hence F (g)•
can be written as a formal power series
C ∈ B1⊗̂L̂ (X0, X1) .
Proposition 2.6. Consider a family of holomorphic functions f (i) : C−{Z+ τZ} → C indexed
by i ∈ N that satisfy (6). Let (B,m•) be the 1-model constructed in Lemma 2.2 and equipped
with the decomposition (W,M) as in (10). We consider W equipped with the basis −γ, φ(0).
(1) There exists a unique minimal model of C∞-algebras g• : (W,m•)→ (B,m•) such that
gn : W
⊗n →M⊂ B for n > 1.
(2) The degree zero geometric connection corresponding to F(g•) is given by
C = −γX0 −
∑
p≥0
φ(p) AdpX0(X1).
Proof. Let L ⊂ L̂ (X0, X1) be the complete vector subspace spanned by X0 and by all the Lie
monomials P such that its associated monomial (see [20], chapter 5) is
(12) Mon(P ) = X⊗s1 ⊗X0 ⊗X⊗r1
for some s, r ≥ 0. In particular X0 and the set of Lie monomials of the form [[X1, X0] , . . . , X0]
form a basis of L. Let Ad0X0(X1) := X1 and Ad
p
X0
(X1) :=
[
X0,Ad
p−1
X0
(X1)
]
for p > 0. By
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Lemma 2.2 and Lemma 2.5 we have
C = −γX0 −
∑
p≥0
(−1)pφ(p) [[X1, X0] , . . . , X0]
= −γX0 −
∑
p≥0
φ(p) AdpX0(X1).

2.2. Flat connections on the punctured torus. We denote by ξ = s + τr the coordinates
on C. We define the smooth differential forms ω(i) ∈ A1DR (E×τ ) via∑
k≥0
ω(k)αk := (exp (2piirα))
∑
k≥0
φ(k)αk

where α is a formal variable. Let ν := 2piidr. It is easy see that the forms above satisfiy the
following relations:
Dω(k) = dω(k) = ν ∧ ω(k−1), ω(0) = dξ
Let B¯ ⊂ (ADR (E×τ ) , D,∧) be the differential graded algebra generated by 1, ν and the ω(i) for
i ≥ 0. Notice that B¯ depends by the choice of functions f (i) : C − {Z+ τZ} → C indexed by
i ∈ N that satisfy (6).
Proposition 2.7. Let B¯ ⊂ ADR (E×τ ) as above.
(1) B¯ is a model for ADR (E×τ ).
(2) There exists a Hodge type decomposition
(13) B¯ = W¯ ⊕DM¯ ⊕ M¯
such that
(a) W¯ 1 is generated by ω(0) and ν, M¯1 is generated by ω(i) for i > 0, and (DM¯)0 = 0,
(b) W¯ 2 = 0, M¯1 is generated by ω(i)ν for i > 0,, and (DM¯)1 is generated by D (ω(i))
for i > 1.
Proof. In [4], it is proved point 1 and the fact that ω(0), ω(1), . . . , ν are linearly independent
and the fact that ω(0)ν, ω(1)ν, . . . are linearly independent. This proves the second point. 
We consider
(
W¯ 1[1]
)∗
as the vector space generated by the degree zero elements X¯0, X¯1, where
X¯1, and resp. X¯0 denote the dual of −sω(0) and resp. of sν. By using the same calculation of
the previous section, we have the following.
Proposition 2.8. Consider a family of holomorphic functions f (i) : C−{Z+ τZ} → C indexed
by i ∈ N that satisfy (6) and let B¯ equipped with the decomposition (13). The degree zero
geometric connection is given by
C¯ = νX¯0 −
∑
p≥0
ω(p) Adp
X¯0
(
X¯1
)
In particular, d− C¯0 is a smooth flat connection on the trivial bundle E×τ × L̂
(
X¯0, X¯1
)
.
We define the factor of automorphy F : Z2×C−{Z+ τZ} → via F(n,m)(ξ) = exp(−2piimX0).
We define the bundle EF = (C− {Z+ τZ})× L̂ (X0, X1) /Z2 on the punctured torus where the
Z2-action is induced by F , i.e.
(n,m)(ξ, v) = (ξ + n+mτ, exp(−2piimX0) · v) .
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where Xp0 · v := AdpX0(v) for v ∈ L̂ (X0, X1). The sections of EF satisfy:
(14) s(ξ + l) = s(ξ), s(ξ + lτ) = exp(−2piilX0) · s(ξ)
The conditions (6) implies that∑
p≥0
φ(p)(ξ + l) AdpX0(X1) =
∑
p≥0
φ(p)(ξ) AdpX0(X1),(15) ∑
p≥0
φ(p)(ξ + lτ) AdpX0(X1) = exp(−2piiX0) ·
∑
p≥0
φ(p)(ξ) AdpX0(X1)(16)
for l ∈ Z.
Theorem 2.9. Consider a family of holomorphic functions f (i) : C − {Z+ τZ} → C indexed
by i ∈ N that satisfy (6). Let C be as in Proposition 2.6 and let C¯, F and EF be as above. Let(
m•, B′
•) ⊂ (m•,TotN (ADR ((C− {Z+ τZ})• Z2)))
be a 1-model equipped with a Hodge space decomposition. Let g′• : (W
′,mW
′
• ) →
(
m•, B′
•)
be the minimal model obtained via the homotopy transfer theorem and let C ′ be the degree zero
geometric connection corresponding to F (g′•).
(1) d− r∗C is a well-defined holomorphic connection on the holomorphic bundle EF ,
(2) (d− r∗C,EF ) is smoothly isomorphic to (d− r∗C, E×τ × L̂
(
X¯0, X¯1
)
),
(3) There exists a smooth factor of automorphy F ′ and a bundle isomorphism T : EF → EF ′
such that (d− r∗C,EF ) and (d− r∗C ′, EF ′) are isomorphic.
(4) If B′ is holomorphic, then F ′ and T ′ are holomorphic.
(5) If B′ is holomorphic with logarithmic singularities, then F ′ is holomorphic on the torus
and T ′ is an holomorphic isomorphism between bundles on the torus.
Proof. We define a Lie algebra isomorphism K∗ by X¯i 7→ Xi for i = 1, 0. There is a gauge
equivalence between
k∗C = νX0 −
∑
p≥0
ω(p) AdpX0 (X1)
and r∗C0 given by h(ξ) = 2pirX0. The factor of automorphy induced by h (see [23, Theorem
4.9]) is precisely F(n,m)(ξ) = e
−h((n,m)ξ)eh(ξ) = exp(−2piimX0). All the other statements follows
from [23, Theorem 4.9, Theorem 4.10]. 
Remark 2.10. Consider a family of holomorphic functions f (i) : C− {Z+ τZ} → C indexed by
i ∈ N that satisfy (6). Note that all the statements above are true even by assuming that f0(z)
is a Z2-invariant holomorphic function (an elliptic function with pole in 0). In this case we can
construct a new model in the same spirit as above. We construct φ¯(i) by
φ¯(i) := m2(φ
(i), f0(z)), i ≥ 0
This gives a family of 1-forms φ¯(i) indexed by i ∈ N that satisfies the relation (9). Hence (φ¯(i), γ)
generates a new holomorphic 1-model.
2.3. Kronecker function and KZ connection. We show that the KZB connection can be
constructed as degree zero geometric connection. Let θ (ξ, τ) be the “two thirds of the Jacobi
triple formula”:
(17) θ (ξ, τ) = q1/12
(
z1/2 − z−1/2
) ∞∏
j=1
(
1− qjz) ∞∏
j=1
(
1− qjz−1)
where ξ ∈ C and τ ∈ H, z := exp(2piiξ), q := exp(2piiτ).
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Proposition 2.11. Set θ (0, τ)
′
:= ∂∂ξ θ (0, τ). The Kronecker function
1 is defined as
F (ξ, η, τ) :=
θ (0, τ)
′
θ (ξ + η, τ)
θ (ξ, τ) θ (η, τ)
.
i) F is a meromorphic function with simple pole at (ξ, η, τ) where ξ ∈ Z+τZ and η ∈ Z+τZ,
ii) It satisfies the quasi-periodicity
(18) F (ξ + 1, η, τ) = F (ξ, η, τ) , F (ξ + τ, η, τ) = exp (−2piiη)F (ξ, η, τ) .
Proof. See [24], Theorem 3. 
In [24], there is a Fourier expansion for F
(19) F (ξ, η, τ) = pii (coth(piiξ) + coth(piiη)) + 4pi
∞∑
n=1
∑
d|n
sin
(
2pi
(n
d
ξ + dη
)) qn
We fix a τ ∈ H and consider F restricted at τ . We consider η as a formal variable and we define
the function g(i), i ≥ 0 as the coefficients of
ηF (ξ, η, τ) =
∑
i≥0
g(i)ηi.
In particular the functions g(i) are meromorphic. Formula (19) give a way to describe the
functions g(i) explicitly. First notice that
1
2
coth
(
t
2
)
=
1
2
+
1
et − 1 =
∞∑
m=0
B2m
(2m)!
t2m−1.
Hence
piiη (coth(piiξ) + coth(piiη)) = piiη +
2piiη
e2piiξ − 1 +
∞∑
m=0
B2m
(2m)!
(2piiη)2m,
by the de Moivre formula
4pi
∞∑
n=1
∑
d|n
sin
(
2pi
(n
d
ξ + dη
)) qn
= −2pii
∞∑
n=1
∑
d|n
(
e2pii
n
d ξ
( ∞∑
l=0
(2piidη)
l
l!
)
− e−2piind ξ
( ∞∑
l=0
(−2piidη)l
l!
))
qn.
Hence
g(0)(ξ) = 1,
g(1)(ξ) = pii+
2pii
e2piiξ − 1 − 2pii
∞∑
n=1
∑
n|d
(
e2pii
n
d ξ − e−2piind ξ) qn,
g(l)(ξ) = − (2pii)
l
l!
∞∑
n=1
∑
n|d
ldl
(
e2pii
n
d ξ + (−1)le−2piind ξ)
 qn + (2pii)lBl
l!
, for l > 1.
1There is a conflict of notation with respect to [24]. Our function F is the one used in [4], [18],[5] and [11].
Let FZ be the function in [24], then F (ξ, η, τ) = 2piiFZ(2piiξ, 2piiη, τ).
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In particular, for any τ , g(0) = 1 and g(1) is a meromorphic function with simple poles at
ξ ∈ Z+ τZ and g(i) for i > 1 is holomorphic (see [24]). The quasi-periodicity of F implies that
the functions
{
g(i)
}
i∈N satisfies (6).
Definition 2.12 ([5],[18],[11]). Let τ be as above. The KZB connection on the punctured torus
is a flat connection
d− ωτKZB,1
on the bundle EF as defined in the previous section, where
ωτKZB,1 = −
∑
p≥0
g(p)(ξ)dξAdpX0(X1)
Theorem 2.13. We fix a τ ∈ H and we consider the functions {g(i)}
i∈N. Let C be as Proposition
2.6. Then (d− r∗C,EF ) is the KZB connection (d− ωτKZB,1, EF ).
Proof. Let (B,m•) be the 1-model constructed in Lemma 2.2 and equipped with the decom-
position (10). The forms g(i)(ξ)dξ are holomorphic for i 6= 1 and g(1)(ξ)dξ is a form with a
logarithmic singularity. The proof follows by Theorem 2.9. 
2.4. A comparison with the KZ connection via C∞-algebras. We study some results of
Section 12 of [11], where a link between universal KZ and KZB connection is given by considering
the restriction of the connection to the first order Tate curve. We give an interpretation of such a
result in terms of C∞-algebras over Q(2pii). As noticed by Hain in [11], limτ→i∞ ωτKZB,1 is equal
to ωKZ,1 modulo a certain endomorphism Q
∗ of complete Lie algebra. We use the argument of
Subsection (1.3) to show that Q∗ is induced by a strict C∞-morphism p•. We denote by z the
coordinate on C∗. We define the action of Z on C∗ via
(20) n · z := qnz.
There is a morphism h• : C•Z2 → C∗•Z of action groupoids
h0(ξ) = e
2piiξ, h1(ξ, (m,n)) =
(
e2piiξ, n
)
which induces an isomorphism on the quotient. We have
{
qZ
} ⊂ C∗ and the maps above give a
morphism
(
C• −
{
Z2 + τZ2
})
• Z
2 → (C∗ − {qZ})• Z between action groupoids that induce an
isomorphism on the punctured elliptic curve. The quasi-periodicity of F allows us to rewrite the
g(i) as functions on
(
C∗ − {qZ}). Then
g(0)(z) = 1,
g(1)(z) = pii+
2pii
z − 1 − (2pii)
∞∑
n=1
∑
n|d
d
(
z
n
d − z −nd
)
qn,
g(l)(z) = − (2pii)
l
l!
 ∞∑
n=1
∑
n|d
ldl
(
z
n
d + (−1)lz −nd
) qn
+ (2pii)lBl
l!
, for l > 1.(21)
Lemma 2.14. The functions g(l) for l ≥ 0 can be written as power series on q where the
coefficients are rational functions on C with poles on 0, 1 of the form p1p2 , where pi are polynomials
over the field Q(2pii) for i = 1, 2.
Given a subfield Q ⊂ k ⊂ C, let D ⊂ Cn be a normal crossing divisor. We denote
by Rat0k(Cn, D) the algebra of rational functions
p1
p2
with poles along D such that p1, p2 are
polynomials over the field k. We denote by Rat•k(Cn, D) the differential graded k-subalgebra
of differential forms generated by forms of type fdxI , with f ∈ Rat0k(Cn, D). In particular
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Rat•k(Cn, D)⊗ C ⊂ A∗DR(Cn −D).
We consider the differential graded Q(2pii)-algebra Rat•Q(2pii)(C, {0, 1}) and we consider q as
a formal variable of degree zero. We denote by g(i) ∈ Rat0Q(2pii)(C, {0, 1})((q)), i ≥ 0, the formal
power series written as in (21). We have a differential graded algebra of formal Laurent series(
d,∧,Rat•Q(2pii)(C, {0, 1}) ((q))
)
.
We extend the action of Z defined in (20). For a module A over a ring k and a group G, we
denote by Map (G,A) the k-module of maps from G to A. An action of G on A is a morphism
of module ρc : A → Map (G,A) such that ρc(a)(e) = a for any a where e is the identity, and
ρc(a)(gh) = ρc (ρc(a)(g)) (h), for any g, h ∈ G and any a. The tensor product of two actions of
G on modules A and B is naturally an action of G on A ⊗ B. We call the trivial action the
action given by ρc(a)(g) = a for any g ∈ G. We define
ρc :
(
d,∧,Rat•Q(2pii)(C, {0, 1}) ((q))
)
→ Map
(
Z,Rat•Q(2pii)(C, {0, 1}) ((q))
)
via
ρc (q) (n) := q, ρc (dz) (n) := qndz, ρc
(
1
z
)
(n) :=
q−n
z
and
ρc
(
1
z − 1
)
(n) :=
{∑∞
l=0 (q
nz)
l
n > 0∑∞
l=0
q−n
z
(
1
zl
)l
n < 0.
Let d1 be the trivial action and set d0 = ρc. Hence
(
d0, d1
)
are the two cofaces map of a 1-
truncated cosimplicial unital differential graded algebra. The conerve gives rise to a cosimplicial
unital differential commutative graded algebra A•,•, where
Al,m := Map
(
Zl,RatmQ(2pii)(C, {0, 1}) ((q))
)
.
The differential graded Q(2pii)-module TotN (A•,•) carries a unital C∞-structure m•. We set
D := m1. Let γ ∈ A1,0 be the group homomorphism γ : (Z,+)→ (C,+) defined by γ(n) := 2piin.
We define
φ(i) := g(i)
dz
z
for any i ≥ 0. Hence φ(0), γ are again closed elements in TotN (A•,•). Let B ⊂ TotN (A•,•) be
the sub C∞-algebra generated by
1, γ,
{
φ(i)
}
i∈N
.
Since all the calculations done for B in the previous section are independent from the choice of
τ ∈ H, we get that mutatis mutandis some of the results of Lemma 2.2 work in formal power
series context. In particular there is a strict C∞-map
fB : B ⊗ C→ B.
Proposition 2.15. Let (m•, B) ⊂ (m•,TotN (A•,•)) be as above.
(1) D
(
−φ(n)
)
=
∑n
l=1ml+1(γ, . . . , γ, φ
(p−l)), for any n.
(2) (m•, B) ⊂ (m•,TotN (A•,•)) is a rational sub C∞-algebra over Q(2pii) where
H1(B,D) = (Q(2pii))2 , and H2(B,D) = 0.
(3) We have
B0,1 ⊂ Rat1Q(2pii)(C, {0, 1}) [[q]] , B1,1 ⊂ Map
(
Z,Rat1Q(2pii)(C, {0, 1}) [[q]]
)
17
(4) There exists a Q(2pii)-vector space decomposition
(22) B = W • ⊕DM⊕M
which is a Hodge type decomposition where
(a) W 1 is generated by −φ(0) and −γ, M1 is generated by φ(i) for i > 0, and (DM)1 =
0,
(b) and W 2 = 0, M2 is generated by ml
(
γ, . . . , γ, φ(i)
)
for i > 0, l > 2, and (DM)1 is
generated by D
(
φ(i)
)
for i > 1.
We denote by g• :
(
W,mW•
) → B be the 1-minimal model obtained via the homotopy
transfer theorem.
(5) We define
(
W 1[1]
)∗
as the vector space generated by Y0, Y1, where Y1, and Y0 resp.
denote the dual of −sφ(0) and of −sγ respectively. The Maurer-Cartan in B⊗̂L̂ (Y0, Y1)
that corresponds to F(g•) is
CτEll = −γY0 −
∑
p≥0
φ(p) AdpY0(Y1)
Proof. Since the functions defined in (21) satisfy (6), the proof of Lemma 2.2 carries over the
situation above. This proves 1, 2 and 4. The statement 3 and 5 follow from (21) and (19)
respectively. 
Let F be denote the Kronecker function considered as a formal power series in q. We denote
by
r∗CτEll := −
∑
p≥0
φ(p) AdpY0(Y1) = − adY0 F (ξ, adY0) (Y1)dξ
In particular
(
fB
)
∗ r
∗CτEll = ω
τ
KZB,1. We consider Rat
•
Q(2pii)(C, {0, 1}) ((q)) as the trivial cosim-
plicial module. Notice that there is a morphism of cosimplicial differential graded modules
i : A•,• → Rat•Q(2pii)(C, {0, 1}) ((q))
given as follows: for f ∈ Al,m, i(f) := f(0, . . . , 0) ∈ RatmQ(2pii)(C, {0, 1}) ((q)). It induces a strict
morphism of C∞-algebras
i• : TotN (A•,•)→ Rat•Q(2pii)(C, {0, 1}) ((q))
In particular, i(B) is the commutative differential graded sub algebra of Rat•Q(2pii)(C, {0, 1}) [[q]]
generated by
1,
{
φ(i)
}
i∈N
.
Note that i(Bn) = 0 for n ≥ 2. Let Iq be the completion of the augmentation ideal of
Rat•Q(2pii)(C, {0, 1}) [[q]], let pi′ : Rat•Q(2pii)(C, {0, 1}) [[q]] → Rat•Q(2pii)(C, {0, 1}) be the quotient
with respect to Iq.
Lemma 2.16. The map
p′ := pi′ ◦ i : B → Rat•Q(2pii)(C, {0, 1})
is a strict C∞-algebra morphism such that p′(γ) = 0 and
p′(φ(0)) =
dz
2piiz
, p′(φ(1)) =
dz
2z
+
dz
z(z − 1) , p
′(φ(l)) =
(2pii)
l−1
Bl
l!
dz
z
for l > 1.
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We consider the complex variety C−{0, 1}. The cohomology is generated by the holomorphic
forms
1,
dz
z
,
dz
z − 1 .
Let A be the unital differential graded algebra over Q(2pii) generated by 1, dzz ,
dz
z−1 . Notice that A
coincide with its cohomology. In particular, there is a canonical Hodge decomposition for A given
by (A, 0), where A1 is considered to equipped with the basis dzz ,
dz
z−1 . Then the C∞-morphism
gKZ• :
(
W ′,mW
′
•
)
→ A constructed via the homotopy transfer theorem is strict and corresponds
to the identity map dzz 7→ dzz , dzz−1 7→ dzz−1 . We denote by CKZ = dzz Z0 + dzz−1Z1 the Maurer-
Cartan element in A⊗̂L̂ (Z0, Z1) which corresponds (see [23]) to F
(
gKZ•
)
where Z0 :=
(
s
(
dz
z
))∗
and Z1 :=
(
s
(
dz
z−1
))∗
. We denote the inverse of gKZ• by f
KZ
• . Let AKZ,1 be the complex
differential graded algebra generated by 1, dzz ,
dz
z−1 , the KZ connection is a flat connection on
(C− {0, 1})× L̂ (Z0, Z1) given by d− ωKZ,1, where
ωKZ,1 =
dz
z
Z0 +
dz
z − 1Z1
where the fiber is considered to be equipped with the adjoint action. In particular there is a
differential graded algebra map
fA : A⊗ C→ AKZ,1
such that
(
fA
)
∗ CKZ = ωKZ,1. We apply the argument of Subsection 1.3. We have a diagram
of 1− C∞-algebras
F (B) F (A)
F(W •,mW• ) F(W ′•,mW
′
• )
p′
F(fKZ• )F(g•)
We define q• := F
(
fKZ•
)◦F (p′)◦F (g•), where F (g•) is the 1−C∞-morphism that corresponds
to the Maurer-Cartan element CτEll of Proposition 2.15. Notice that g
KZ
• has an inverse, then
by Lemma 1.10, we have that q•F
(
gKZ•
)
= F (fKZ• ) ◦ F (p′) ◦ F (g•). This equations can be
written in terms of Maurer-Cartan elements in B⊗̂L̂ (Y0, Y1) as
q∗CKZ,1 =
(
Id⊗̂Q∗)CKZ,1 = (p′⊗̂Id)CτEll = p′∗CτEll.
where Q∗ is a complete morphism of Q(2pii)-Lie algebras
Q∗ : L̂ (W ′[1])→ L̂ (W 1[1])
which is an inclusion since both of the Lie algebras are free. Since
(p′)∗ (CEll) = − dz
2piiz
Y1 +
(
dz
2z
+
dz
z(z − 1)
)
[Y0, Y1]−
∞∑
l>1
(2pii)
l−1
Bl
l!
dz
z
AdlY0 (Y1)
= −dz
z
Y1
2pii
−
(
+
dz
2z
− dz
z − 1
)[
2piiY0,
Y1
2pii
]
+
∞∑
l>1
Bl
l!
dz
z
Adl2piiY0
(
Y1
2pii
)
= − dz
z − 1
[
2piiY0,
Y1
2pii
]
−
∞∑
l=0
B′l
l!
dz
z
Adl2piiY0
(
Y1
2pii
)
= q∗(CKZ) = (Id⊗Q∗)CKZ ,
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Q∗ is given by
Z0 7→ −
∞∑
l=0
B′l
l!
dz
z
Adl2piiY0
(
Y1
2pii
)
, Z1 7→ −
[
2piiY0,
Y1
2pii
]
which is the map found by Hain in [11] (see Section 18). The map p′ induces a Lie algebra
morphism Q∗ : L̂ (W ′[1])→ L̂ (W 1[1]) which induces a differential graded Lie algebra map
q∗ = (Id⊗Q∗) : (A′)⊗ L̂ (W ′[1])→ A′⊗̂L̂
(
W 1[1]
)
for any differential graded algebra A′.
Proposition 2.17. Let τ ∈ H we denote the universal KZB-connection with CEll,τ . We have
lim
τ→i∞
ωτKZB,1 = (Id⊗Q∗)ωKZ,1
Proof.
lim
τ→i∞
ωτKZB,1 = lim
τ→i∞
(
fB
)∗
CτEll
=
(
fB
)∗
p′∗C
τ
Ell
=
(
fB
)∗
q∗CKZ
=
(
fA
)∗
q∗CKZ
= q∗ωKZ,1.

2.5. A rational Maurer-Cartan element. Let τ be a fixed element ofH := {z ∈ C : =(z) > 0}.
We have considered the punctured elliptic E×τ curve as the quotient (C− {Z+ τZ}) /Z2. Equiv-
alently it can be written as the solution set E×τ,alg of
y2 = x(x− 1)(x− λ)
on P2 minus the point at infinity. We set
e1 := ℘
(
1
2
, τ
)
, e2 := ℘
(τ
2
, τ
)
, and e3 := ℘
(
1 + τ
2
, τ
)
The isomorphism between E×τ,alg and E×τ is given by
x =
℘(ξ, τ)− e1
e2 − e1 , y =
℘′(ξ, τ)
(e2 − e1) 12
, λ = j(τ),
where j is the elliptic j-function. The two regular algebraic differential forms
dx
y
,
xdx
y
are well-defined and they generate the cohomology of E×τ,alg. Their pullback gives two holomorphic
1-forms
2(e2 − e1) 12 dξ, 2℘(ξ, τ)− 2e1
(e2 − e1) 12
dξ
We denote by A = C ⊕ Cdξ ⊕ C℘(ξ, τ)dξ the unital differential graded sub algebra generated
by dξ and ℘(ξ, τ)dξ. We equipped this differential graded algebra with the obvious Hodge
decomposition (W ′, 0), where W ′ = A. We consider W ′1 equipped with the basis 2(e2 −
e1)
1
2 dξ, 2℘(ξ,τ)−2e1
(e2−e1)
1
2
dξ. Let L(W ′∗+[1]) be the free Lie algebra with degree zero generator T1
20
and T2. In particular the identity map W
′ → A gives a 1-minimal model g′• :
(
W ′,mW
′
•
)
→ A
(here mW
′
• = 0). The degree zero geometric connection associated to F(g′) is given by
Cτ℘ := 2(e2 − e1)
1
2 dξT0 +
2℘(ξ, τ)− 2e1
(e2 − e1) 12
dξT1 ∈ A⊗ L(W ′∗+[1])
We denote the Weierstrass zeta function by ζ (ξ, τ). It satisfies
∂
∂ξ
ζ (ξ, τ) = −℘(ξ, τ),
ζ (ξ + 1, τ) = ζ (ξ, τ) + 2η1, η1 = ζ
(
1
2
, τ
)
,
ζ (ξ + τ, τ) = ζ (ξ, τ) + 2η2, η2 = ζ
(τ
2
, τ
)
,
We have
D (ζ (ξ, τ)− 2η1ξ) = ℘ (ξ, τ) dξ − 2η1ds+ γ (2η1τ − 2η2)
2pii
= ℘ (ξ, τ) dξ − 2η1ds+ γ
since 2η1τ − 2η2 = 2pii. Let (B,m•) be the 1-model constructed in Lemma 2.2 and equipped
with the decomposition (W,M) as in (10). We consider W equipped with the basis −γ and −dξ.
Since
A,B ⊂ Tot•N
(
ADR (C− {Z+ τZ})• Z2
)
,
we have
[dξ] =
1
2(e2 − e1) 12
[
2(e2 − e1) 12 dξ
]
[γ] =
−(e2 − e1) 12
2
[
2℘(ξ, τ)− 2e1
(e2 − e1) 12
]
+
2η1 − e1
2(e2 − e1) 12
[
2(e2 − e1) 12
]
in H1
(
Tot•N
(
ADR (C− {Z+ τZ})• Z2
)
, D
)
. Consider the Lie algebra morphism
K∗1 : L̂
(
(W ′1+[1])
∗
)
→ L̂ ((W 1+[1])∗) given by
T0 7→ − 1
2(e2 − e1) 12
Y0 +
2η1 − e1
2(e2 − e1) 12
Y1, T1 7→ (e2 − e1)
1
2
2
Y1.
Notice that (Id⊗̂(K1)∗)C℘ corresponds to
dξY0 + (2η1 − ℘ (ξ, τ) dξ)Y1 ∈ A1DR
(E×τ ) ⊗̂L̂ ((W 1+[1])∗) .
Proposition 2.18. There exists an isomorphism of free Lie algebra K∗ : L̂
(
(W ′1+[1])
∗
)
→
L̂
(
(W 1+[1])
∗) such that K∗ = K∗1 +∑∞i=2K∗i and (d− (Id⊗̂K∗)Cτ℘, E×τ × L̂ (Y0, Y1)) is isomor-
phic to
(
d− ωτKZB,1, EF
)
via a holomorphic gauge.
Proof. By [23, Theorem 4.10], the
(
d− Cτ℘, E×τ × L̂ (T0, T1)
)
and
(
d− ωτKZ,1, EF
)
are isomor-
phic, where the isomorphism is the composition of a fiber isomorhism induced by a Lie algebra iso-
morphism (L∗) and a gauge isomorphism. Since the fiber Lie algebra is a free Lie algebra, we can
us [23, Proposition 1.35] to conclude that L∗ = K∗ and that
(
d− (Id⊗̂K∗)Cτ℘, E×τ × L̂ (Y0, Y1)
)
is isomorphic to
(
d− ωτKZ,1, EF
)
via a holomorphic gauge. The rest follows from [23, Proposition
1.35] 
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Remark 2.19. As pointed out in [23, Remark 4.11], the morphism K∗ may be computed explicitly
via the formula given in [8].
3. A connection on the configuration spaces of the punctured torus
In [4] it is constructed a differential graded algebra An which is a model for the differential
graded algebra of complex smooth differential forms on Confn (E×τ ), moreover such a model can
be constructed for any τ ∈ H and it gives a family of differential graded algebras parametrized by
τ ∈ H. We fix a τ ∈ H. In this section we construct a special C∞-algebra Bn called 1-extension
for An equipped with a Hodge type decomposition. We use the homotopy transfer theorem and
we construct a 1-minimal model for Bn. Such a map gives a family of Maurer-Cartan elements
(parametrized by s ∈ [0, 1]) in the differential graded Lie algebra ADR (Cn −D) ⊗̂u, where u is
the Malcev Lie algebra of the pure elliptic braid group (see [5]). In particular, for each s ∈ [0, 1]
we have a smooth flat connection on Confn (E×τ ), and for s = 0 this connection is the KZB
connection on Confn (E×τ ) (see [5]). In the last subsection we investigate the relation between
the KZB connection and the KZ connection. In particular we construct a Lie algebra morphism
between the fibers of the two connections and we give an n-dimensional version of Proposition
2.17.
3.1. 1-Extensions. Let G be a discrete group acting properly and discontinuously on a complex
manifold M . Consider the action groupoid M•G and assume that the cohomology of M/G is
connected and of finite type. By abuse of notation, we denote again by m• the C∞-structure on
TotN (ADR(M•G))⊗ Ω(1). Let J ⊂ (TotN (ADR(M•G))⊗ Ω(1),m•) be a C∞-ideal, i.e for any
k > 1 we have
mk (b1, . . . , bk) ∈ J
if some bi ∈ J . Then (TotN (ADR(M•G)⊗ Ω(1)) /J,m•) is a C∞-algebra as well and the projec-
tion
TotN (ADR(M•G)⊗ Ω(1))→ TotN (ADR(M•G)⊗ Ω(1)) /J
is a strict C∞-morphism. Let r : TotN (ADR(M•G)) → ADR(M) be the C∞ strict morphism
induced by M• {e} → M•G. Assume that (r ⊗ Id) (J) = 0, then we have a well-defined strict
C∞-map
r ⊗ Id : TotN (ADR(M•G))⊗ Ω(1)/J → ADR(M)⊗ Ω(1).
For 0 ≤ s ≤ 1 we denote by
evs : TotN ADR
(
(Cn −D)•
(
Z2n
))⊗ Ω(1)→ TotN ADR ((Cn −D)• (Z2n))
the evaluation map; it is a strict morphism of C∞-algebras.
Definition 3.1. Let J be a C∞-ideal as above such that (r ⊗ Id) (J) = 0 = (Id⊗ ev1) J . Let A
be a model for TotN (ADR(M•G)). A C∞-algebra
(
B,mB•
)
is a 1-extension for A if there exist
strict C∞-morphisms H• : B → TotN (ADR(M•G))⊗ Ω(1)/J and f• : B → A such that
(1) f• induces an isomorphism on the 0-th and 1-th cohomology group and it is injective on
the 2-th one, and
(2) the diagram
ADR(M)
B A ADR(M)⊗ Ω(1)
(TotN (ADR(M•G))⊗ Ω(1)) /J.
f•
H•
r
Id⊗ev1
Id⊗ev1
r⊗Id
Id⊗ev1
22
commutes.
A compatible Hodge type decomposition for B is a Hodge type decomposition (W,M) such that
(f(W ), f(M)) is a Hodge type decomposition for A.
Let g• :
(
W,mW•
)→ F (B,mB• ) be a 1-minimal model. By [23, Corollary 1.25 and Proposition
3.19] it corresponds to a Maurer-Cartan element in the L∞-algebra B⊗̂u, where u is the Malcev
Lie algebra of pi1(M/G). We have a commuting diagram of Maurer-Cartan preserving maps
ADR(M)⊗̂u
B⊗̂u A⊗̂u ADR(M)⊗ Ω(1)
((TotN (ADR(M•G))⊗ Ω(1)) /J) ⊗̂u.
f∗
H∗
r∗
(Id⊗ev1)∗
(Id⊗ev1)∗
(r⊗Id)∗
(Id⊗ev1)∗
In particular F ((r ⊗ Id)H•) g• :
(
W,mW•
) → F (ADR(M)⊗ Ω(1), d,∧) defines an homotopy
between F (rf•) g• and (Id⊗ ev0)F ((r ⊗ Id)H•) g•. Let C be the Maurer-Cartan elements
associated to g• (see [23]).
Definition 3.2. We call H∗C the good degree zero geometric connection associated to g•.
For 0 ≤ s ≤ 1, we set
C(s) := (Id⊗ (evsH))∗ (C) ∈
(
Tot1N ADR (M•G) /J
) ⊗̂u
In particular C(0) = (Id⊗ ev0)∗ r∗H∗C is homotopy equivalent to C (1) = r∗f∗C as a Maurer-
Cartan element (see [23]).
Theorem 3.3. Assume that A ⊂ ADR(M/G) and that F (rf•) g• :
(
W,mW•
)→ F (A, d,∧) can
be lifted to a minimal model for (A, d,∧). For 0 ≤ s ≤ 1, there exists factor of automorphy
Fs : M × u→M × u
such that (d− C(s), EFs) is a well-defined smooth flat connection whose monodromy representa-
tion corresponds to the Malcev completion of the fundamental group of M/G.
(1) If C(s) has holomorphic coefficients, (d− C(s), EFs) is a flat connection on a holomor-
phic bundle
(2) Assume that M•G = (N − D)•G, where (N,D) is a complex manifold with a normal
crossing divisors and G be a group acting holomorphically on N and that preserves D.
If C(s) has holomorphic coefficients with logarithmic singularities along D then Then
Fs : N × u → N × u is holomorphic and d − C(s) is a well-defined holomorphic flat
connection with logarithmic singularities on M/G on the holomorphic bundle EFs .
For any s, s′ ∈ [0, 1] there exists a bundle isomorphism T that preserves the connections T :
(d− C(s), EFs)→
(
d− C(s′), EFs′
)
which is holomorphic (on N/G) if C(s) and C(s′) are holo-
morphic flat connections (with logarithmic singularities).
Proof. Since F (rf•) g• :
(
W,mW•
)→ F (A, d,∧) can be lifted to a minimal model for (A, d,∧),
there is a good homological pair (C ′, δ′) associated to it (see [23]) such that pi(C ′) = C (1) =
r∗f∗C in ADR (M•) ⊗̂u. On the other hand r∗H∗C is an homotopy equivalence between Maurer-
Cartan elements, and it induces (see [23]) a gauge equivalence between C(0) and C(s′) for any
s. The theorem follows from [23, Theorem 4.9 and Theorem 4.10]. 
Since C(1) is the ordinary Chen’s flat connection, by [23, Theorem 4.10] we get the following.
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Corollary 3.4. Let (B′, A′, f ′•, H
′•) be a 1-extension for a model A′ ⊂ ADR(M/G). Let g′•
be a 1-model for F(B′). Assume that F (rf ′•) g′• :
(
W,mW•
) → F (A′, d,∧) can be lifted to
a minimal model for (A′, d,∧). Then the resulting connections are isomorphic with the ones
obtained by Theorem 3.3.
3.2. Differential forms on Confn (E×τ ). Let τ be a fixed element of the upper complex plane
H. Let Z + τZ be the lattice spanned by 1, τ . Let (ξ1, . . . ξn) be the coordinates on Cn. We
define ξ0 := 0 and for i = 1, . . . , n we define ri, si via ξi = si + τri. We define D ⊂ Cn as
D := {(ξ1, . . . ξn) : ξi − ξj ∈ Z+ τZ for some distinct i, j = 0, . . . n}
We define a Z2n-action on Cn via translation, i.e.
((l1,m1) , . . . , (ln,mn)) (ξ1, . . . ξn) := (ξ1 + l1 +m1τ, . . . , ξn + ln +mnτ)
Notice that D is preserved by the action of Z2n. There is a canonical isomorphism
(Cn −D) / (Z2n) ∼= Confn (E×τ )
since the action is free and properly discontinuous. We denote the action groupoid by
(Cn −D)•
(
Z2n
)
,
it is a simplicial manifold equipped with a simplicial normal crossing divisor (see [23, Section
3]). Its de Rham complex A•DR((Cn −D)•
(
Z2n
)
) is a cosimplicial commutative (non-negatively
graded) differential graded algebra. By the simplicial de Rham theorem (see [9]) and the discus-
sion above we have
H•
(
TotN
(
ADR (Cn −D)•
(
Z2n
))) ∼= H• ((Cn −D) / (Z2n) ,C) ∼= H• (Confn (E×τ ) ,C) .
By [10] the normalized total complex of a cosimplicial commutative algebras carries a natural
C∞-structure m• (see [23, Section 2] for explicit formulas).
Proposition 3.5. Let F (ξ, η, τ) be the Kronecker function (see Section 2.3), where η is a formal
variable, F (ξ, η, τ) satisfies the Fay’s identity, i.e.
F (ξ1, η1, τ)F (ξ2, η2, τ) = F (ξ1, η1 + η2, τ)F (ξ1 − ξ2, η2, τ)
+ F (ξ2, η1 + η2, τ)F (ξ1 − ξ2, η1, τ) .(23)
Proof. It follows from standard properties of theta series. 
We define the 1-forms φ
(k)
i,j for k ≥ 0 i, j = 0, 1, . . . , n as follows. Let α be a formal variable,
then ∑
k≥0
φ
(k)
i,j α
k := αF (ξi − ξj , α, τ)d(ξi − ξj).
Thanks to the Fourier expansion 19
φ
(0)
i,j = dξi − dξj ,
φ
(1)
i,j =
pii+ 2pii
e2pii(ξi−ξj) − 1 − (2pii)
2
∞∑
n=1
∑
n|d
d
(
e2pii
n
d (ξi−ξj) − e−2piind (ξi−ξj)
)
qn
 d (ξi − ξj) ,
φ
(l)
i,j = −
 (2pii)l+1
l!
∞∑
n=1
∑
n|d
dl
(
e2pii
n
d (ξi−ξj) + (−1)le−2piind (ξi−ξj)
) qn + Bl
2pii
 d (ξi − ξj) , for l > 1.
i.e. φ
(l)
i,j are holomorphic 1-forms for l 6= 1 and for l = 1 the are meromorphic with a pole of
order 1 along the hyperplane ξi = ξj . Let Ω(1) be the differential graded algebra of polynomials
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forms on the 1 dimensional simplex with coordinate 0 < u < 1. We define a parametrized 1-
form Ωu (ξ, α) := exp(2piiurα)F (ξ, α, τ)dξ on C − {Z+ Zτ}. For 0 ≤ i ≤ j ≤ n, we define the
w(u)
(k)
i,j ∈ A1DR (Cn −D)⊗ Ω0(1) as
(24) Ωu (ξi − ξj , α) :=
∑
k≥0
w(u)
(k)
i,j α
k−1.
Thanks to the discussion above we get that the w(u)
(k)
i,j are smooth u-valued forms on Cn with
logarithmic singularities along D. Notice that
(1) w(0)
(k)
i,j = φ
(k)
i,j for any i, j distinct, and
(2) w(1)
(k)
i,j ∈ ADR (Confn (E×τ )) ⊂ ADR (Cn −D).
The quasi-periodicity of F implies that the pullback of the Z2n-action is
(25) w(u)
(k)
i,j (ξ + l1 +m1τ, . . . , ξn + ln + τmn) =
k∑
p=0
w(u)
(k−p)
i,j
2pii(u− 1) (li − lj)p
p!
.
The Fay identity gives the following quadratic relations between the w(u)
(k)
i,j
Ωu (ξi − ξl, α) ∧ Ωu (ξj − ξl, β) + Ωu (ξi − ξi, β) ∧ Ωu (ξi − ξl, α+ β)
+ Ωu (ξj − ξl, α+ β) ∧ Ωu (ξi − ξj , α) = 0.(26)
For distinct indices we have
w(u)a−1i,l w(u)
b
j,l + w(u)
(a)
i,j w(u)
(b−1)
j,l +
b∑
m=0
(
a+ b− 1−m
a− 1
)
w(u)
(m)
j,i w(u)
(a+b−1−m)
i,l
+
a∑
k=0
(
a+ b− 1− k
b− 1
)
w(u)
(a+b−1−k)
j,l w(u)
(k)
i,j = 0
The function F (ξ, α, τ) satisfies F (ξ, α, τ) = −F (−ξ,−α, τ). This implies
(27) w(u)
(k)
i,j + (−1)kw(u)(k)j,i = 0.
On the other hand we have
(28) w(u)
(0)
i,j = w(u)
(0)
i,0 − w(u)(0)j,0 .
For i = 0, . . . n we define the group homomorphism
γ(u)i : Z2n →
(
A0DR (Cn −D)⊗ Ω0(1),+
)
via γ(u)0 := 0 and for j 6= 0 via γ(u)j ((l1,m1) , . . . , (ln,mn)) := 2piimj ⊗ (1 − u). We define
γ(u)i,j := γ(u)i−γ(u)j . For i = 0, . . . , n we define ν(u)i ∈ A1DR (Cn −D)⊗Ω0(1) via ν(u)0 := 0
and ν(u)i := 2piidri ⊗ u for i 6= 0. We set ν(u)i,j := ν(u)i − ν(u)j . Finally, for i = 0, . . . , n we
define β(u)i ∈ A0DR (Cn −D) ⊗ Ω1(1) via β(u)0 := 0 and β(u)i := 2piiri ⊗ du for i 6= 0. We set
β(u)i,j := β(u)i − β(u)j . We denote by d the differential of ADR (Cn −D)⊗ Ω(1).
Lemma 3.6. We have the following relations: d (ν(u)i,j + β(u)i,j) = dw(u)
(0)
i,j = 0 for 0 ≤ i ≤
j ≤ n. For k > 0 we have
dw(u)
(k)
i,j = (ν(u)i,j + β(u)i,j)w(u)
(k−1)
i,j .
Proof. It follows by dΩu (ξi − ξj , α) = (ν(u)i,jα+ β(u)i,jα) Ωu (ξi − ξj , α). 
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The action of Z2n on Cn−D induces an action on ADR (Cn −D) We consider the differential
graded algebra ADR (Cn −D). We put the trivial Z2n-action on Ω(1). We denote the resulting
action by ρc : ADR (Cn −D)⊗ Ω(1)→ Map
(
Z2n, ADR (Cn −D)⊗ Ω(1)
)
.
Lemma 3.7. Let g = ((l1,m1) , . . . , (ln,mn)) , g
′ = ((l′1,m′1) , . . . , (l′n,m′n)) ∈ Z2n. For 0 ≤
i ≤ j ≤ n we have
ρc(γ(u)i,j(g
′))(g) = γ(u)i,j(g′), ρc (ν(u)i,j) (g) = ν(u)i,j ,
ρc (β(u)i,j) (g) = −dγ(u)i,j(g) + β(u)i,j and
ρc
(
w(u)
(k)
i,j
)
(g) =
k∑
p=0
w(u)
(k−p)
i,j
(−γ(u)i,j(g))p
p!
.
Moreover the action preserves the differential and the wedge product, i.e. ρc(da)(g) = d (ρc(a)(g)),
ρc(ab)(g) = (ρc(a)(g)) (ρc(b)(g)) for any a, b ∈ ADR (Cn −D)⊗ Ω(1) and g ∈ Z2n.
Proof. The first two and the last identities are immediate. The third one follows from the shifting
property of F . 
3.3. The 1-extension Bn. We define the C∞-algebras An, Bn, A′n and B′n. They are rational
C∞-algebras, but we consider them as C∞-algebras over C. In [4], a model An for the configu-
ration space of points of the punctured elliptic curve is constructed. We extend the ideas of [4]
for C∞-algebras.
Definition 3.8. Let An be the complex unital commutative graded algebra generated by the
degree 1 symbols w(1)
(k)
i,j , ν(1)i, for k ≥ 0 i, j = 0, 1, . . . , n modulo the relations (26), (27), (28).
We define a differential d via dw(1)
(0)
i,j = dν(1)i = 0 and
dw(1)
(k)
i,j = (ν(1)i − ν(1)j)w(1)(k−1)i,j
for k > 0.
Notice that the elements w(1)
(k)
i,j , ν(1)i, for k ≥ 0 i, j = 0, 1, . . . , n denote elements in
ADR (Cn −D) as well (see previous section).
There is an obvious map ψ1 : An → ADR (Confn (E×τ )) ⊂ ADR (Cn −D) defined by
ψ1
(
w(1)
(k)
i,j
)
:= w(1)
(k)
i,j , ψ
1 (ν(1)i) := ν(1)i
for any i, j, k.
Theorem 3.9 ([4]). The map ψ1 : An → ADR (Confn (E×τ )) is an inclusion and a quasi-
isomorphism.
We define a parametrized version of An.
Definition 3.10. Let A′n be the complex unital commutative graded algebra generates by
(1) the degree 0 symbol γ˜(u) and,
(2) the degree 1 symbols w(u)
(k)
i,j , ν(u)i, β(u)i for k ≥ 0 i, j = 0, 1, . . . , n
modulo the relations (26), (27), (28) and such that
β(u)iβ(u)j = 0, ν(u)0 = β(u)0 = 0
We denote β(u)i,j := β(u)i − β(u)j and ν(u)i,j := ν(u)i − ν(u)j . We define a differential d via
the relations of Lemma 3.6. This makes A′n a differential graded commutative algebra.
The notation of the generators is justified by the following fact.
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Proposition 3.11. The differential graded algebra map Ψ : A′n → ADR (Cn −D)⊗Ω(1) sending
w(u)
(k)
i,j ,ν(u)i,j and β(u)i,j to the 1-forms represented by these symbols and γ˜(u) to 2pii⊗ (1−u)
is injective.
Proof. We use some results of Section 4. of [4]. We consider the obvious map of commutative
differential graded algebra Ψ : A′n → ADR (Cn −D)⊗Ω(1). In particular [4, Lemma 15] works
as well and the same argument of [4, Corollary 16] implies that Ψ is injective. 
Let A′n as above. For i = 0, . . . n we define the group homomorphism γ(u)i : Z2n → An
via γ(u)0 := 0 and for j 6= 0 via γ(u)j ((l1,m1) , . . . , (ln,mn)) := mj γ˜(u). We define γ(u)i,j :=
γ(u)i − γ(u)j .
Lemma 3.12. We define a map ρc : A′n → Map
(
Z2n, A′n
)
via the relations of Lemma 3.7, i.e
ρc(γ˜(u))(g) := γ˜(u), ρc (ν(u)i,j) (g) := ν(u)i,j , ρ
c (β(u)i,j) (g) := −d (γ(u)i,j(g)) + β(u)i,j
and
ρc
(
w(u)
(k)
i,j
)
(g) :=
k∑
p=0
w(u)
(k−p)
i,j
(−γ(u)i,j(g))p
p!
.
(1) ρc is a (Z2n)-action.
(2) We have dρc(a)(g) = ρc(da)(g) and ρc(ab)(g) = ρc(a)(g)ρc(b)(g) for any a, b ∈ A′n.
(3) Ψ respects the Z2n-action.
Proof. The proof is a direct verification. 
The (co)nerve of the action defines a cosimplicial commutative differential graded algebra,
we denote it by A•,•. Concretely Ap,• is the differential graded algebra Map
((
Z2n
)p
, A′n
)
.
The conormalization N(A)•,• is a bidifferential bigraded module where the second differential
∂Z2n is induced by the action. By [10] the differential graded module TotN (A) carries a natural
C∞-structure m• (see [23, Section 2] for explicit formulas).
Definition 3.13. We denote by (B′n,m•) the rational C∞-subalgebra of TotN (A) generated by
w(u)
(k)
i,j , α(u)i,j := γ(u)i,j − ν(u)i,j − β(u)i,j ,
for k ≥ 0, i, j = 0, 1, . . . , n.
Proposition 3.14. Consider the differential graded algebra An. There is a strict C∞-morphism
p1 : B′n → An defined via
(29) p1
(
w(u)
(k)
i,j
)
:= w
(k)
i,j , p
1 (α(u)i,j) := −νi,j
for any 0 ≤ i ≤ j ≤ n and k ≥ 0.
Proof. We construct p1 in a functorial way. First we consider the map q : A′n → An defined via
q
(
w(u)
(k)
i,j
)
:= w
(k)
i,j , p
1 (νi,j) := νi,j , q (βi,j) = 0
and p1(γ˜(u)) = 0 for any 0 ≤ i ≤ j ≤ n and k ≥ 0. Then q can be extended to a differential
graded algebra map. Now consider An equipped with the trivial Z2n action. The map q is Z2n
equivariant and it can be extended to a map between differential graded cosimplicial algebras
q : Map
(
Z2n, A′n
)→ Map (Z2n, An). Then q induces a map of C∞-algebras(
TotN
(
Z2n, A′n
)
,m′•
)→ (TotN (Z2n, An) ,m′•)
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Moreover this map is strict. The normalized total complex of Map
(
Z2n, An
)
is An and its C∞-
structure corresponds to the ordinary differential graded algebra structure of An. In conclusion
we have a strict C∞-map
q :
(
TotN
(
Z2n, A′n
)
,m•
)→ (An, d,∧)
Then we set p1 := q|B′n . 
Proposition 3.15. Let (B′n,m•) as above.
(1) The restriction of m2 on A
′
n coincides with the wedge product.
(2) Let x1, . . . , xl ∈
{
w(u)
(k)
i,j , α(u)i,j | k ≥ 0, i, j = 0, 1, . . . , n
}
.
(a) If there exists at least one xs such that xs = w(u)
(k)
i,j for some i, j, k, we have
ml(x1, . . . , xl) = 0
for l > 2 and l even.
(b) Let l > 2 odd. If there exist more than one xs such that xs = w(u)
(k)
i,j for some
i, j, k, then
ml(x1, . . . , xl) = 0.
(c) Let l > 2 odd. If there exist exactly one xs such that xs = w(u)
(k)
i,j for some i, j, k,
then
ml
(
α(u)i1,j1 , . . . , α(u)il−1,jl−1 , w(u)
(k)
il,jl
)
= ml
(
γ(u)i1,j1 , . . . , γ(u)il−1,jl−1 , w(u)
(k)
il,jl
)
and ml
(
α(u)i1,j1 , . . . , α(u)il−1,jl−1 , w(u)
(k)
il,jl
)
(g) ∈ A′1 is given by
γ(u)i1,j1(g) · · · γ(u)il−1,jl−1(g)
k∑
p=0
w(u)
(k−p)
il,jl
(−γ(u)i,j(g))p
p!
for g ∈ Z2n. Moreover
ml
(
α(u)i1,j1 , . . . , α(u)il−1,jl−1 , w(u)
(0)
il,jl
)
= 0.
The ml+1(w(u)
(k)
i,j , α(u)i1,j1 , . . . , α(u)il,jl) are invariant under the permutation of the
α(u) terms and ml+1(α(u)i1,j1 , . . . , α(u)ir,jr , w(u)
(k)
i,j , α(u)ir+1,jr+1 , . . . , α(u)il,jl) is
given by (
l
r
)
ml+1(w(u)
(k)
i,j , α(u)i1,j1 , . . . , α(u)il,jl).
(3) Let l > 2, then ml
(
α(u)i1,j1 , . . . , α(u)il−1,jl−1 , α(u)il,jl
)
(g) is a form of degree 2 with
(2, 0)-part equal 0, (1, 1)-part equal to
−
l∑
r=1
(
l
r
)
γ(u)i1,j1(g) · · · dγ(u)ir,jr (g) · · · γ(u)il,jl(g) ∈ A′1
for g ∈ Z2n and (2, 0)-part equal to
ml (γ(u)i1,j1 , · · · γ(u)il,jl) (g1, g2)
for g1, g2 ∈ Z2n.
(4) D
(
w(u)
(n)
i,j
)
=
∑n
l=1(−1)l+1ml+1(α(u)i,j , . . . , α(u)i,j , w(u)(n−l)i,j ), for any n.
Proof. The first three points are a consequence of [23, Theorem 2.7 and 2.9 ]. The proof of the
last point follows from the proof of Lemma 2.2. 
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By Proposition 3.11, for each k > 0, we have an inclusion
Ψ∗ : Map
((
Z2n
)k
, A′•n
)
→ Map
((
Z2n
)k
, (ADR (Cn −D)⊗ Ω(1))•
)
.
Since Ψ preserves the Z2n-action, the above map is simplicial and we get an inclusion
Ψ∗ : TotN (A) ↪→ TotN
(
ADR
(
(Cn −D)•
(
Z2n
)))⊗ Ω(1).
We define H via the commutative diagram
TotN (A) TotN
(
ADR
(
(Cn −D)•
(
Z2n
)))⊗ Ω(1)
B′n
Ψ∗
H
In particular H is injective.
Theorem 3.16. Consider H : B′n → TotN
(
ADR
(
(Cn −D)•
(
Z2n
)))⊗Ω(1). Let W˜ ⊂ B′n be
the graded vector space generated by
(1) 1 in degree zero,
(2) w(u)
(0)
i,0 , α(u)i,0 for i = 1, . . . , n in degree 1,
(3)
m2(w(u)
(0)
i,0 , α(u)j), m2(w(u)
(0)
i,0 , w(u)j), ,m2(α(u)i, α(u)j)
and
(i < j, j)1 := m2(w(u)
(1)
i,j , α(u)j)−m2(w(u)(1)i,0 , α(u)j)−m2(w(u)(1)j,0 , α(u)i)
(i < j, j)2 := m2(w(u)
(1)
i,j , w(u)
(0)
j,0)−m2(w(u)(1)i,0 , w(u)(0)j,0)−m2(w(u)(1)j,0 , w(u)(0)i,0 ),
for 1 ≤ i < j ≤ n and by
(i < j < k)1 := m2(w(u)
(1)
i,j , α(u)k) +m2(w(u)
(1)
i,k , α(u)j) +m2(w(u)
(1)
k,j , α(u)i)
−m2(w(u)(1)i,0 , α(u)k)−m2(w(u)(0)i,k , α(u)k)−m2(w(u)(1)k,0, α(u)j)
−m2(w(u)(1)i,0 , α(u)j)−m2(w(u)(0)j,0 , α(u)i)−m2(w(u)(1)k,0, α(u)i),
and
(i < j < k)2 := m2(w(u)
(1)
i,j , w(u)
(0)
k,0) +m2(w(u)
(1)
i,k , w(u)
(0)
j,0) +m2(w(u)
(1)
k,j , w(u)
(0)
i,0 )
−m2(w(u)(1)i,0 , w(u)(0)k,0)−m2(w(u)(0)i,k , w(u)(0)k,0)−m2(w(u)(1)k,0, w(u)(0)j,0)
−m2(w(u)(1)i,0 , w(u)(0)j,0)−m2(w(u)(0)j,0 , w(u)(0)i,0 )−m2(w(u)(1)k,0, w(u)(0)i,0 ),
for 1 ≤ i < j < k ≤ n in degree 2.
Then H : W¯ → TotN
(
ADR
(
(Cn −D)•
(
Z2n
))) ⊗ Ω(1) is an inclusion which is a quasi-
isomorphism in degrees 0, 1, 2.
Proof. See Subsection 4.2. 
Definition 3.17. We denote by J ⊂ B′n the C∞-ideal generated by all the 2-forms
ml
(
α(u)i1,j1 , . . . , α(u)il−1,jl−1 , α(u)il,jl
)
for l > 2. We denote by Bn := B
′
n/J the quotient C∞-algebra.
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We denote by JDR the image of J via the map H. The map H induces a C∞-strict morphism
H : Bn → TotN
(
ADR
(
(Cn −D)•
(
Z2n
)))⊗ Ω(1)/JDR.
Let Js,DR := ev
s (JDR).
Theorem 3.18. The diagram
Bn An ADR (Cn −D)
(
TotN ADR
(
(Cn −D)•
(
Z2n
))⊗ Ω(1)) /JDR
p1
H
ψ1
ev1
commutes and Bn is a 1-extension for An.
Proof. See Subsection 4.2. 
3.4. The 1-minimal model.
Theorem 3.19. There exists a compatible Hodge type decomposition of Bn
(30) Bn = W ⊕M⊕ dM
such that2
(1) W 1 is the vector space generated w(u)
(0)
i,0 , α(u)i,0 for i = 1, . . . , n.
(2) M1 is the vector space generated w(u)(k)i,j , i, j = 1, . . . , n and k > 0.
(3) W 2 is the vector space generated for 1 ≤ i < j ≤ n by
m2(w(u)
(0)
i,0 , α(u)j), m2(w(u)
(0)
i,0 , w(u)j), m2(α(u)i, α(u)j)
and
(i < j, j)1, (i < j, j)2,
and for 1 ≤ i < j < k ≤ n by
(i < j < k)1, (i < j < k)2.
(4) M2 is the vector space generated for 1 ≤ i < j ≤ n
m2
(
w(u)
(k)
i,j , w(u)
(l)
r,s
)
, l, k ≥ 1,
m2
(
w(u)
(k)
i,0 , w(u)
(0)
j,0
)
, k ≥ 1,
m2
(
w(u)
(1)
i,j , w(u)
(0)
k,0
)
, k < i or k < j,
m2
(
w(u)
(1)
i,j , w(u)
(0)
i,0
)
, i < j,
m2(w(u)
(k)
i,j , α(u)r,0), k > 1, i 6= r 6= j,
m2(w(u)
(1)
i,j , α(u)r,0), r < i or r < j,
m2(w(u)
(k)
i,j , α(u)j,0), k > 1, i < j,
m2(w(u)
(1)
i,0 , α(u)j,0), k ≥ 1,
ml+1(w(u)
(k)
i,j , α(u)i1,j1 , . . . , α(u)il,jl), l > 1, k > 0.
2Note that we make a small abuse of notation here, we consider these elements as elements in Bn.
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Proof. See subsection 4.1. 
Remark 3.20. By a computer assisted proof we have calculated that
ml (γ(u)i1,j1 , . . . , γ(u)il,jl) = 0
for k = 3, 4. We conjecture that is true for any k. A consequence is that J ⊂ B′n doesn’t contain
any closed forms and hence that B′n is a 1-model and the above decomposition is a Hodge type
decomposition for B′n as well.
By Lemma 1.6 the above decomposition corresponds to a diagram of type type (2) such that
f ◦ g = 1W , dW = 0, f ◦ h = 0, h ◦ g = 0 and h ◦ h = 0. In particular g : W ↪→ Bn is the
inclusion and f : Bn →W is the projection. The map h : B•n → B•−1n is as follows: let b ∈ Bn,
the decomposition (30) implies that b can be written in a unique way as b = b1 + b2 +Db3, then
h(b) := b3 ∈M.
By the homotopy transfer theorem (see Theorem 1.1) there exists a 1−C∞-structure mW• on W
and a 1 − C∞-morphism g• :
(
W,mW•
) → F (Bn,m•) such that g• is a 1-minimal model. The
maps are given by
mWk := f ◦ pk ◦ g⊗k, gk := h ◦ pk ◦ g⊗k.
where pk : B
⊗k
n → Bn is a family of linear maps of degree 2− k. Let X1, . . . , Xn, Y1, . . . , Yn be
the basis of
(
W 1+[1]
)∗
dual to
s−1
(
−w(u)(0)1,0
)
, . . . , s−1
(
−w(u)(0)n,0
)
, s−1 (−α(u)1,0) , . . . , s−1 (−α(u)n,0) ∈W 1+[1].
We denote by
(1) Xi,j for i < j the element dual to s
−1m2(−w(u)(0)i,0 ,−w(u)j,0);
(2) Yi,j for i < j the element dual to s
−1m2(−α(u)i,−α(u)j);
(3) Ui,j for i < j the element dual to s
−1m2(−w(u)(0)i,0 ,−α(u)j);
(4) Ti,j,j for i < j the element dual to −s−1(i < j, j)1,
(5) Zi,j,j for i < j the element dual to −s−1(i < j, j)2,
(6) Ti,j,k for i < j < k the element dual to −s−1(i < j < k)1,
(7) Zi,j,k for i < j < k the element dual to −s−1(i < j < k)2.
These elements form a basis of
(
W [1]1
)∗
.
Theorem 3.21. Let g• :
(
W,mW•
)→ F (Bn,m•) be as above.
(1) The maps mW• correspond to a coderivation δ : (T
c (W+[1]))
1 → T c (W 1+[1]) such that
δ∗Xi,j = [Xi, Xj ] , δ∗Yi,j = [Yi, Yj ] , δ∗Xi,j = [Xi, Yj ]− [Xj , Yi]
δ∗Ti,j,j = − [[Xj , Yi] , Yi + Yj ] , δ∗Zi,j,j = [Xj +Xi, [Yi, Xj ]] ,(31)
δ∗Ti,j,k = 2 [Yk, [Yi, Xj ]] , δ∗Zi,j,k = 2 [Xk, [Yi, Xj ]] ,
(2) Let R0 ⊂ L̂
((
W+[1]
0
)∗)
be the completion of the Lie ideal generated by
δ∗Xi,j , δ∗Yi,j , δ∗Xi,j , δ∗Ti,j,j , δ∗Zi,j,j , δ∗Ti,j,k, δ∗Zi,j,k.
We set u :=
(
L̂
((
W 1+[1]
)∗)
/R0
)
then
Conv1−C∞
((
W,mW•
)
,
(
B,mB•
)) ∼= Bn⊗̂u
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and g• corresponds to the Maurer-Cartan C element in the L∞-algebra Bn⊗̂u
C = −
∑
i
w(u)
(0)
i,0Xi − α(u)iYi −
∑
i,k≥1
(−1)kw(u)(k)i,0 [· · · [[Xi, Yi] , · · · ] , Yi]
−
∑
j<i,k≥1
(−1)k
(
w(u)
(k)
j,0 − w(u)(k)j,i
)
[· · · [[Xi, Yj ] , · · · ] , Yj ]
−
∑
j<i,k≥1
(−1)k
(
w(u)
(k)
i,0
)
[· · · [[Xi, Yj ] , · · · ] , Yi] .
(3) The degree zero geometric connection associated to g• is given by
H∗C = −
∑
i
w(u)
(0)
i,0Xi − α(u)iYi −
∑
i,k≥1
w(u)
(k)
i,0 Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
(
w(u)
(k)
j,0 + w(u)
(k)
0,i − w(u)(k)j,i
)
Ad
(k)
Yj
(Xi) .
Proof. In Subsection 4.3 we give a formula for
pk ◦ g⊗k|(W 1)⊗k
for any k > 0. By [23, Proposition 1.20] the founded maps can be turned into Coalgebra settings,
this proves 1 and 2. We prove 3. The relation (31) implies
(32) Ad
(k)
Yi
(Xj) = (−1)k+1 Ad(k)Yj (Xi)
in u. 
For 0 ≤ s ≤ 1, we set
C(s) := (evsH)∗ (C) ∈
(
Tot1N ADR
(
(Cn −D)•
(
Z2n
))
/Js,DR
) ⊗̂u
We denote by w(s)
(k)
i,j , ν(s)i,j and γi,j(s) resp. the elements ev
s
(
wi,j(u)
(k)
)
, evs
(
ν(u)
(k)
i,j
)
and
evs (γ(u)i,j) resp. for some s ∈ [0, 1]. Hence C(s) is given by
C(s) = −
∑
i
w(s)
(0)
i,0Xi − α(s)iYi −
∑
i,k≥1
w(s)
(k)
i,0 Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
(
w(s)
(k)
j,0 + w(s)
(k)
0,i − w(s)(k)j,i
)
Ad
(k)
Yj
(Xi)
Notice that α(s)i = γ(s)i − ν(s)i.
Theorem 3.22. Consider u equipped with the action ad. For each 0 ≤ s ≤ 1,
r∗C(s) ∈ ADR (Cn −D) ⊗̂u is given by
r∗C(s) = −
∑
i
w(s)
(0)
i,0Xi + ν(s)iYi −
∑
i,k≥1
w(s)
(k)
i,0 Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
(
w(s)
(k)
j,0 + w(s)
(k)
0,i − w(s)(k)j,i
)
Ad
(k)
Yi
(Xj) .
It is a flat connection on Cn−D on the trivial bundle with fiber u. In particular, for s = 0 the con-
nection is holomorphic with logarithmic singularities. Moreover r∗C induces a gauge-equivalence
between r∗C(1) and r∗C(s), where the gauge is given by
∑
i 2piiri(1− s)Yi ∈ A0DR (Cn −D) ⊗̂u.
Proof. the map (revsH) preserves Maurer-Cartan elements. Hence the flatness corresponds to
the Maurer-Cartan equations (see [23, Section 3]). 
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3.5. The KZB connection. In [5] a meromorphic flat connection ωKZB,n on the configuration
space of the punctured elliptic curve with value in the bundle Pn+1 is constructed. We show
that r∗C(0) corresponds to ωKZB,n. We will use the same notation of [5]. For n ≥ 0, we
define the algebra t1,n as the free Lie algebra with generators X1, . . . , Xn, Y1, . . . , Yn and ti,j for
1 ≤ i 6= j ≤ n modulo
tij = tij , [tij , tik + tjk] = 0, [tij , tkl] = 0(33)
tij = [Xi, Yj ] , [Xi, Xj ] = [Yi, Yj ] = 0, [Xi, Yi] = −
∑
j|j 6=i
tij
[Xi, tjk] = [Yj , tik] = 0, [Xi +Xj , tjk] = [Yi + Yj , tik] = 0
for i, j, k, l distinct.
Remark 3.23. Notice that the the relations [tij , tik + tjk] = 0, and [tij , tkl] = 0 follow from
[xi, tjk] = [Yj , tik] = 0,[xi + xj , tjk] = [Yi + Yj , tik] = 0 and the Jacobi identity.
The elements
∑
iXi and
∑
i Yi are central in t1,n. We denote by t1,n the quotient of t1,n
modulo ∑
i
Xi =
∑
i
Yi = 0(34)
Proposition 3.24. The lie algebra t1,n+1 admits the following presentation: the generators are
X1, . . . , Xn and Y1, . . . , Yn and the relations are
[Xi, Xj ] = [Yi, Yj ] = 0, [Xi, Yj ]− [Xj , Yi] = 0, i < j(35)
[[Xj , Yi] , Yi + Yj ] = [Xj +Xi, [Yi, Xj ]] = 0, i < j
[Yk, [Yi, Xj ]] = [Xk, [Yi, Xj ]] = 0, i < j < k.
In particular, u = t̂1,n+1.
Proof. Let L˜n be the free Lie algebra on with generators X˜1, . . . , X˜n, Y˜1, . . . , Y˜n and t˜i,j for
1 ≤ i 6= j ≤ n modulo relations
t˜ij = t˜ij(36)
t˜ij =
[
X˜i, Y˜j
]
,
[
X˜i, X˜j
]
=
[
Y˜i, Y˜j
]
= 0,[
X˜i, t˜jk
]
=
[
Y˜j , t˜ik
]
= 0,
[
X˜i + X˜j , t˜jk
]
=
[
Y˜i + Y˜j , t˜ik
]
= 0.
for i, j, k, l distinct. We first show that the map h˜ : L˜n → t1,n+1 defined by h˜(X˜i) = Xi,
h˜(Y˜i) = Yi is an isomorphism of Lie algebras. The map is clearly well-defined. We define an
inverse via h˜−1(Xi) := X˜i, h˜−1(Yi) := Y˜i for i < n + 1 and with h˜−1(Xn+1) := −
∑n
i=1 X˜i,
h˜−1(Yn+1) := −
∑n
i=1 Y˜i. In order to prove that h˜
−1 is well-defined, we have to check that
h˜−1 sends the relations (33) and (34) into (36). This is immediate if we consider distinct index
i, j, k, l smaller that n + 1. It is also immediate to show that h˜−1(tij − tij) = h˜−1(tij − tij) =
h˜−1([Xi, Xj ]) = h˜−1([Yi, Yj ]) = 0 if one of the index is equal to n + 1. On the other hand,
consider the cubic relation [Xn+1, tjk] = 0. We have
h˜−1 ([Xn+1, tjk]) :=
[
−
n∑
i=1
X˜i, t˜jk
]
=
n∑
i=1
i6=j,k
[
X˜i, t˜jk
]
−
[
X˜j + X˜k, t˜jk
]
= 0
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Similarly, we have h˜−1
([
Xi, t(n+1)k
])
= h˜−1 ([Yn+1, tjk]) = h˜−1
([
Yi, t(n+1)k
])
= 0. We have
h˜−1
([
X˜(n+1) + X˜j , t(n+1)j
])
:=
[
−
n∑
i=1
X˜i + X˜j ,
[
−
n∑
i=1
X˜i, Y˜j
]][
−
n∑
i=1
X˜i, t˜jk
]
=
 n∑
i=1
i 6=j
X˜i,
n∑
l=1
l 6=j
[
X˜l, Y˜j
]
+
[
X˜j , Y˜j
]
=
n∑
i,l=1
i 6=j 6=l,i6=l
[
X˜i,
[
X˜l, Y˜j
]]
+
n∑
i=1
i 6=j
[
X˜i,
[
X˜i, Y˜j
]]
+
[
X˜i,
[
X˜j , Y˜j
]]
= 0
since the first summand is zero and by (36) we have
[
X˜i,
[
X˜j , Y˜j
]]
=
[
X˜j ,
[
X˜i, Y˜j
]]
, i.e the
second summand is zero as well. The same arguments work for the rest of the cubic relations.
This shows that h˜ is an isomorphism of Lie algebras. We define the map h˜′ : t1,n+1 → L˜n
via h˜′(Xi) = X˜i, h˜′(Yi) = Y˜i for i = 1, . . . , n. The Jacobi identity and the relations [Xi, Xj ] =
[Yi, Yj ] = 0 for i 6= j allow us to extend the relation (35) for unordered indices. This shows that
h˜′ is an isomorphism and so is h˜h˜′. 
Let τ ∈ H be as above. We define D ⊂ Cn+1
D := {(ξ1, . . . ξn) : ξi − ξj ∈ Z+ τZ for some distinct i, j = 1, . . . , n+ 1} .
We define an action of (C,+) on Cn+1 − D via z(ξ1, . . . , ξn+1) := (ξ1 − z, . . . , ξn+1 − z). This
induces an action of E on Confn+1(E) via ξ′(ξ1, . . . , ξn+1) := (ξ1 − ξ′, . . . , ξn+1 − ξ′). We get a
projection pi1 : Cn+1−D →
(
Cn+1 −D) /C defined via pi1(ξ1, . . . , ξn+1) = ξn+1 (ξ1, . . . , ξn) which
induces pi2 : Confn+1(E)→ Confn+1(E)/E . We fix a section h1 :
(
Cn+1 −D) /C→ (Cn+1 −D)
which sends [ξ1, . . . , ξn] to (ξ1, . . . , ξn, 0), this induces also a section h2 : Confn+1(E)/E →
Confn+1(E). There is an isomorphism χ1 : Cn−D →
(
Cn+1 −D) /C given by χ1 (ξ1, . . . , ξn) =
[ξ1, . . . , ξn, 0]. Its inverse is χ
−1
1 [ξ1, . . . , ξn, ξn+1] = (ξ1− ξn+1, . . . , ξn− ξn+1). In particular such
an isomorphism induces another isomorphism χ2 : Confn(E×) → Confn+1(E)/E . We define
smooth functions on (C− {Z+ τZ}) × [0, 1] f(u)(k)i,j via w(u)(k)i,j = f(u)(k)i,j d(zi − zj). We fix an
integer n. For 0 ≤ i, j ≤ n+ 1, we define
k(u)ij :=
∑
k
f(u)
(k)
i,j Ad
(k)
Yi
(Xj) ∈
(
A0DR(Cn+1 −D)⊗ Ω0(1)
) ⊗̂t̂1,n+1.
We define
K(u)i := −Xi +
∑
j=1
j 6=i
k(u)ij
and
$(u) :=
n+1∑
i=1
K(u)idξi ∈ A1DR(Cn+1 −D)⊗ Ω0(1)⊗̂t̂1,n+1.
For 0 ≤ s ≤ 1 we define the bundle Pns with fiber t̂1,n on Confn (E) via the following equation
(see [18], [5]): each section f of Pns satisfies
f(ξ1, · · · , ξj + l, · · · , ξn) = f(ξ1, · · · , ξn),
f(ξ1, · · · , ξj + lτ, · · · , ξn) = exp(−2piil (1− s)Yj) · f(ξ1, · · · , ξn)
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for any integer l, where ykj · a := Adkyj (a) for a ∈ t̂1,n. For 0 ≤ s ≤ 1 we define the connection
form
$(s) ∈ A1DR(Cn+1 −D)⊗̂t̂1,n+1
as the evaluation of $(u) at s. For 0 ≤ s ≤ 1 we define the bundle P˜ns with fiber t̂1,n on
Confn (E) as the fiber quotient of Pns via the relation (36). We denote by P
n
s the pullback of
P˜ns along hχ2 and by $˜(s) ∈ A1DR
(
Cn+1 −D) ⊗̂t̂1,n+1 the image of $(s) via the quotient map
A1DR(Cn+1 −D)⊗̂t̂1,n+1 → A1DR(Cn+1 −D)⊗̂t̂1,n+1. Consider the linear map
(h2χ2)
∗
: A1DR(Cn+1 −D)⊗̂t̂1,n+1 → A1DR(Cn −D)⊗̂t̂1,n+1
We define
$(s) := (h2χ2)
∗
$˜(s) +
∑
ν(s)iYi ∈ A1DR(Cn −D)⊗̂t̂1,n+1,
Definition 3.25 ([5]). The KZB connection is the holomorphic flat connection on the configu-
ration space of the punctured torus ωτKZB,n := $(0) on the holomorphic bundle P
n
0 .
Let r∗C(s) be the connection obtained in Theorem 3.22. There is a gauge equivalence between
r∗C(1) and r∗C(s) given by
∑
i 2piiri(1−s)Yi ∈ A0DR (Cn −D) ⊗̂u. By Theorem 3.3, this gives a
factor of automorphy F s and hence a bundle EF s such that (d−r∗C(s), EF s) is a flat connection
on Confn (E×τ ).
Theorem 3.26. Let r∗C(s) be the connection obtained in Theorem 3.22. We have(
d−$(s),Pn+1s
)
= (d− r∗C(s), EF s)
and for each 0 ≤ s ≤ 1, $(s) defines a flat connection form on the bundle Pn+1s such that its
monodromy representation is the Malcev completion of pi1 (Confn (E×τ )). In particular(
d− ωτKZB,n,P
n+1
0
)
= (d− r∗C(0), EF 0) .
Proof. By Proposition 3.24, u = t̂1,n+1. Let g• :
(
W,mW•
) → F (Bn,m•) be as in Theorem
3.22. Since An is a model and the Hodge decomposition on Bn is compatible, we can restrict
the decomposition on An and by using the homotopy transfer theorem we can extend g•p1 into
a minimal model for ADR (Confn (E×τ )). By Theorem 3.22 for each 0 ≤ s ≤ 1, r∗C(s) is gauge
equivalent to r∗C(1) via gauge hs(ξ1, . . . , ξn) :=
∑
i 2pii(1 − s)riYi ∈ A0DR (Cn −D) ⊗̂t1,n+1.
Consider the factor of automorphy
F sg (ξ1, . . . , ξn)) := e
−hs(g(ξ1,...,ξn))ehs(ξ1,...,ξn)
where hs(ξ1, . . . , ξn) :=
∑
i 2piisriYi ∈ A0DR (Cn −D) ⊗̂t1,n+1. For a g ∈ Z2n we have that
g((ξ1, . . . , ξn), X) :=
(
g(ξ1, . . . , ξn), F
s
g (ξ1, . . . , ξn)X
)
defines a Z2n-action on Cn −D × t1,n+1 and Pn+1s = EF s . By Theorem 3.3 for each 0 ≤ s ≤ 1,
(d− r∗C(s), EF s) is a flat connection such that its monodromy representation is the Malcev
completion of pi1 (Confn (E×τ )). We show the equality between the connections. Since Xn+1 =
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−X1 − · · · −Xn, we have
(h2χ2)
∗
$˜(s) =
n∑
i=1
K(s)idξi
=
n∑
i=1
−Xi +∑
j 6=i
k(s)ij
 dξi
=
n∑
i=1
(−Xi +∑
k≥1
f(s)
(k)
i,n+1 Ad
(k)
Yi
(−Xi)dξi
+
∑
j, k≥1
f(s)
(k)
i,j Ad
(k)
Yi
(Xj)dξi − f(s)(k)i,n+1 Ad(k)Yi (Xj)dξi
)
=
n∑
i=1
−Xi −∑
k≥1
f(s)
(k)
i,n+1 Ad
(k)
Yi
(Xi)dξi

+
∑
(i>j), k≥1
(
f(s)
(k)
i,j dξi Ad
(k)
Yi
(Xj) + f(s)
(k)
j,i dξj Ad
(k)
Yj
(Xi)
− f(s)(k)i,n+1dξi Ad(k)Yi (Xj)− f(s)
(k)
j,n+1dξj Ad
(k)
Yj
(Xi)
)
.
We have
−f(s)(k)i,n+1dξj Ad(k)Yi (Xj) = f(s)
(k)
0,i Ad
(k)
Yj
(Xi) = −w(s)(k)0,i Ad(k)Yj (Xi)
and
f(s)
(k)
i,j dξi Ad
(k)
Yi
(Xj) + f(s)
(k)
j,i dξj Ad
(k)
Yj
(Xi) =
(
−f(s)(k)j,i dξi + f(s)(k)j,i dξj
)
Ad
(k)
Yj
(Xi).
and we conclude
(h2χ2)
∗
$˜(s) =−
∑
i
w(s)
(0)
i,0Xi −
∑
i,k≥1
w(s)
(k)
i,0 Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
(
w(s)
(k)
j,0 + w(s)
(k)
0,i − w(s)(k)j,i
)
Ad
(k)
Yi
(Xj) .

The fact that the monodromy representation of d − ωτKZB,n is the Malcev completion of
pi1 (Confn (E×τ )) is proved in [5].
3.6. KZB and KZ connection. In the previous chapter (see Proposition 2.17), we give an
interpretation of that in terms of C∞-morphism. In this section, we prove the same facts for
ωτKZB,n as well: limτ→i∞ ω
τ
KZB,n is equal to ωKZ,n modulo a morphism of Lie algebra Q
∗ :
t̂n⊗̂Q(2pii)→ t̂1,n+1⊗̂Q(2pii) of complete Lie algebra. We use the argument of Subsection (1.3)
to show that Q∗ is induced by a strict C∞-morphism p•. Let τ ∈ H be fixed as above. We set
q := exp(2piiτ). We define the action of Zn on (C∗)n via
(37) (m1, . . . ,mn) · (z1, . . . , zn) := (qm1z1, . . . , qmnzn)
where (z1, . . . , zn) are coordinate on (C∗)n. We set z0 := 1. We define a map e : Cn → (C∗)n
via e (ξ1, . . . , ξn) := (exp(2piiξ1), . . . , exp(2piiξn)). This map extend ot a simplicial map e• :
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Cn•Z2n → (C∗)n• Zn between the two action groupoid
e0 (ξ1, . . . , ξn) := (exp(2piiξ1), . . . , exp(2piiξn)) ,
e1 ((ξ1, . . . , ξn) , ((l1,m1) , . . . , (ln,mn))) := (exp(2piiξ1), . . . , exp(2piiξn), (m1, . . . ,mn))
and it induces an isomorphism on the quotient. Let D ⊂ Cn be the divisor defined above. Then
e(D) is the normal crossing divisor{
(z1, . . . , zn) | zi 6= qZzj for 0 ≤ i < j ≤ n
} ⊂ (C∗)n .
It is clearly preserved by the action of Zn and hence the restriction gives rise to a morphism of
simplicial manifolds with simplicial normal crossing divisor
e• : (Cn −D)• Z2n → ((C∗)n − e(D))• Z2n
By (19) and we have
φ
(0)
i,j =
1
2pii
dzi
zi
− 1
2pii
dzi
zi
,
φ
(1)
i,j =
1
2pii
pii+ 2piizj
zi − zj − (2pii)
2
∞∑
n=1
∑
n|d
d
((
zi
zj
)n
d
−
(
zi
zj
)−n
d
)
qn
(dzi
zi
− dzi
zi
)
,
φ
(l)
i,j = −
1
2pii
 (2pii)l+1
l!
 ∞∑
n=1
∑
n|d
dl
((
zi
zj
)n
d
+ (−1)l
(
zi
zj
)−n
d
) qn + Bl
2pii
(dzi
zi
− dzi
zi
)(38)
for l > 1, where Bl are the Bernoulli numbers.
Lemma 3.27. Let D0, D1, Dd ⊂ Cn be defined as follows: D0 is the set of points (z1, . . . , zn)
such that zi = 0 for some i; D1 is the set of points (z1, . . . , zn) such that zi = 1 for some i;
Dd is the set of points (z1, . . . , zn) such that zi = zj for some i 6= j. The forms φ(l)i,j for l ≥ 0
can be written as power series on q where the coefficients are 1-forms of the form fdzi for some
i, where f is rational function on Cn of the form p1p2 , where pj are polynomials over the field
Q(2pii) for j = 1, 2. Moreover f has only poles of order 1 located in the normal crossing divisor
D := D0 ∪D1 ∪Dd ⊂ Cn.
Given a subfield Q ⊂ k ⊂ C, consider a normal crossing divisor D′ ⊂ Cn, we denote by
Rat0k(Cn,D′) the algebra of rational functions p1p2 with poles along D such that p1, p2 are poly-
nomials over the field k. We denote by Rat•k(Cn,D′) the differential graded k- subalgebra
of differential forms generated by forms of type fdxI , with f ∈ Rat0k(Cn,D′). In particular
Rat•k(Cn,D′)⊗ C ⊂ A∗DR(Cn −D′).
We consider the differential graded algebra Rat•Q(2pii)(Cn,D) and we now assume that q is a
formal variable of degree zero. In particular, notice that the function φ
(k)
i,j , 0 ≤ i, j ≥ n, k ≥ 0,
as defined in (38), are elements of Rat1Q(2pii) (Cn,D′) ((q)). We have a differential graded algebra
(over Q(2pii)) of formal Laurent series(
d,∧,Rat•Q(2pii) (Cn,D) ((q))
)
.
We extend the action of Zn defined in (37) extend to an action ρc : Rat•Q(2pii)(Cn,D) ((q)) →
Map
(
Zn,Rat•Q(2pii)(Cn,D) ((q))
)
via
ρc (q) (m1, . . . ,mn) := q, ρ
c (dzi) (m1, . . . ,mn) := q
midzi, ρ
c
(
1
zi
)
(m1, . . . ,mn) :=
q−mi
zi
37
and
ρc
(
1
zi − 1
)
(m1, . . . ,mn) :=

∑∞
l=0 (q
nzi)
l
n > 0∑∞
l=0
q−n
zi
(
1
zli
)l
n < 0
The nerve gives rise to a cosimplicial unital commutative differential graded algebra A•,•, where
Ap,q := Map
(
(Zn)p ,RatqQ(2pii)(C
n,D) ((q))
)
. For 0 ≤ i, j ≤ n, we denote by γ
i,j
∈ A1,0 the
group homomorphism γ(0)i,j : Z2n → C defined in the previous section. We denote by φi,j ∈ A0,1
the 1-forms in (38) considered as formal power series in q. TotN (A) carries a C∞-structure m•.
Let B′n be the C∞-subalgebra of TotN (A) generated by
φ(k)
i,j
, γ
i,j
for k ≥ 0, i, j = 0, 1, . . . , n.
Let J ⊂ B′ be the C∞ ideal generated by all the two forms
ml
(
γ
i1,j1
, . . . , γ
il,jl
)
for l > 2. We denote by Bn := B
′
n/J the quotient C∞-algebra. Notice that a consequence of
the conjecture in Remark 3.20 is that B′n is a 1-model.
Proposition 3.28. Let A′n ⊂ B′n as in Definition 3.10.
(1) There is a strict morphism of complex differential graded algebras
ϕ : ev0H(A
′
n)→ Rat•Q(2pii) (Cn,D) ((q))⊗ C
which preserves the action ρc,
(2) ϕ induces a strict morphism of C∞-algebras
ϕ : ev0H(B
′
n)→ B′n ⊗ C
such that ϕ (J1,DR) ⊂ J , and
(3) ϕ induces a strict morphism of C∞-algebras
ϕ : ev0H(B
′
n)/J1,DR → Bn ⊗ C.
Proof. Point 1 follows by (38). Point 2 and 3 are straightforward. 
Corollary 3.29. Proposition 3.15 holds mutatis mutandis for B′n, i.e by replacing w(u)
(k)
i,j with
φ(k)
i,j
, γ(u)i,j with γi,j and setting β(u)i,j = ν(u)i,j = 0.
Proof. Notice that B′n is a formal version of the image of ev0H (B
′
n), in particular the proof of
Proposition 3.15 is independent by the choice of τ . We get that the statements hold for B′n as
well. 
Corollary 3.30. The vector space decomposition of Theorem 3.19 induces a well defined Hodge
type decomposition on (Bn,m•). By the homotopy transfer theorem it gives a 1-minimal model
g• :
(
W,mW•
)→ F (Bn,m•) which corresponds to the Maurer-Cartan element
C(0) = −
∑
i
φ(0)
i,0
Xi − γiYi −
∑
i,k≥1
φ(k)
i,0
Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
(
φ(k)
j,0
+ φ(k)
0,i
− φ(k)
j,i
)
Ad
(k)
Yj
(Xi)
in the L∞-algebra Conv1−C∞
((
W+,m
W+•
)
, (Bn,m•)
)
.
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Proof. Consider the vector space decomposition of Theorem 3.19 and the degree zero geometric
connection H∗C of Theorem 3.21. The map ϕ induces a strict morphism of L∞-algebras
(ϕev0H)∗ : Bn⊗̂t̂1,n+1 → (Bn ⊗ C) ⊗̂t̂1,n+1
that preserves Maurer-Cartan elements. In particular C(0) = (ϕev0H)∗ C. 
The quotient map Zn → {e} induce a map between cosimplicial graded module
i•,• : A•,• → Rat•Q(2pii) (Cn,D) ((q))
where the latter carries a trivial cosimplicial structure. This induces a morphism of C∞-structure
i : Tot•N (A)→ Rat•Q(2pii) (Cn,D) ((q))
where the latter is a unital commutative differential graded algebra. In particular we have
i(B′n) ⊂ Rat•Q(2pii) (Cn,D) [[q]] and i(J) = 0. Let Jq be the completion of the augmentation ideal
of Rat•Q(2pii) (Cn,D) [[q]]. We have a differential graded algebra map pi : Rat•Q(2pii) (Cn,D) [[q]]→
Rat•Q(2pii) (Cn,D) given by the quotient. Hence we get a strict morphism of C∞-algebras
p := pi ◦ i : Bn → Rat•Q(2pii) (Cn,D)
such that
p(γ
i,j
) = 0, p(φ(0)
i,j
) =
1
2pii
dzi
zi
− 1
2pii
dzi
zi
,
p(φ(1)
i,j
) =
(
1
2
+
zj
zi − zj
)(
dzi
zi
− dzj
zj
)
, p(φ(l)
i,j
) =
− (2pii)l−1Bl
l!
(
dzi
zi
− dzj
zj
)
for l > 1
We define the complex differential graded algebra AKZ,n as follows. Let AKZ,n be the unital
differential graded subalgebra of ADR (Confn (C− {0, 1})) generated by ωi,−1, ωi,0, and ωi,j
given by
ωij := d log(zi − zj) = dzi − dzj
zi − zj
for 1 ≤ i 6= j ≤ n such that z−1 := 1 and z0 := 0. These differential forms satisfy the so called
Arnold relations
(39) ωijωjk + ωkiωij + ωjkωki = 0
for i, j, k, l distinct. The next result is proved in [1].
Proposition 3.31. AKZ,n is a model for ADR (Confn(C− {0, 1})).
We define the rational Lie algebra tn with generators Ti,j for −1 ≤ i 6= j ≤ n with j > 0 or
i > 0 such that
Tij = Tji, [Tij , Tik + Tjk] = 0, [Tij , Tkl] = 0(40)
for i, j, k, l distinct. We call tn the Kohno-Drinfeld Lie algebra. The KZ connection is a flat
connection d− ωKZ,n on Confn (C− {0, 1})× tn where
ωKZ,n :=
∑
−1≤i6=j≤n,i>0 or j>0
ωijTij .
Let AKZ,n be the unital differential commutative graded algebra over Q(2pii) generated by the
degree 1 closed forms ωi,−1, ωi,0, and ωi,j for 1 ≤ i < j ≤ n. There is a canonical Hodge
decomposition for AKZ,n given by
(
AKZ,n, 0
)
, where A1KZ,n is considered to equipped with
the basis ωi,−1, ωi,0, and ωi,j for −1 ≤ i 6= j ≤ n, i > 0 or j > 0. Then the C∞-morphism
gKZ,n• :
(
W ′,mW
′
•
)
→ AKZ,n constructed via the homotopy transfer theorem is strict and
corresponds to the identity map ωl,k 7→ ωl,k.. We denote its inverse by fKZ,n• .
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Corollary 3.32. The degree zero geometric connection associated to F
(
gKZ,n•
)
ωKZ,n :=
∑
−1≤i 6=j≤n,i>0 or j>0
ωijTij
where the fiber is given by the Lie algebra tn.
Proof. We set Ti,j := (s (ωi,j))
∗
where −1 ≤ i 6= j ≤ n, i > 0 or j > 0. The equation (39) implies
the second relation in (40). The third relation comes from the fact that there are no relations
between forms ωij , ωkl with distinct indices. The formula for the connection comes from g
KZ,n
•
which is strict. 
There is a differential graded algebra map
fA : AKZ,n ⊗ C→ AKZ,n,
such that fA∗
(
ωKZ,n
)
= ωKZ,n. We have a diagram of 1− C∞-algebras over Q(2pii)
F (Bn,m•) F
(
AKZ,n, d,∧
)
(
W,mW•
) F (W ′,mW ′• )
F(p)
F(fKZ,n• )g•
where g• is the 1 − C∞-algebra morphism of Corollary 3.30. We set q• := p ◦ g• is a morphism
of 1− C∞-algebras. This corresponds to a morphism of differential graded coalgebras
Q : T c
(
W 1+[1]
)→ T c (W ′1+[1]) .
The restriction of its dual gives a Lie algebra morphism
Q∗ : t̂n⊗̂Q(2pii)→ t̂1,n+1⊗̂Q(2pii)
We calculate Q∗ via the method of Subsection 1.3. We have q∗(ωKZ,n) = p
∗
(
C(0)
)
since the
connection is quadratic, where q∗(ωKZ,n) =
∑
−1≤i 6=j≤n
j>0
ωi,jQ
∗ (Ti,j). Moreover
p∗
(
C0
)
=
∑
i
p
(
φ(0)
i,0
)
Xi − p
(
γ
i
)
Yi −
∑
i,k≥1
p∗
(
φ(k)
i,0
)
Ad
(k)
Yi
(Xi)
−
∑
j<i,k≥1
p
(
φ(k)
j,0
+ φ(k)
0,i
− φ(k)
j,i
)
Ad
(k)
Yj
(Xi)
=
∑
i
(
−dzi
zi
∞∑
i=0
Bk
k!
Ad
(k)
2piiYi
(
Xi
2pii
)
−
[
2piiYi,
Xi
2pii
]
dzi
zi − 1
)
−
∑
j<i
dzj
zj − 1 +
dzi
zi − 1 −
dzj − dzi
zj − zi [Yj , Xi] .
Hence Q∗ : t̂n ⊗Q(2pii)→ t̂1,n+1⊗̂Q(2pii) is given by
Q∗ (T−1,i) = −
∑
j
[Yj , Xi] , Q
∗ (T0,i) = −
∞∑
i=0
Bk
k!
Ad
(k)
2piiYi
(
Xi
2pii
)
, Q∗ (Ti,j) = − [Yi, Xj ] .
for 1 ≤ i, j ≤ n.
Theorem 3.33. Let Bn, Bn as above.
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(1) The map p induces a Lie algebra morphism Q : t̂n ⊗ Q(2pii) → t̂1,n+1⊗̂Q(2pii) which
induces a differential graded Lie algebra map
q∗ = (Id⊗Q∗) : AKZ,n ⊗ t̂n → AKZ,n⊗̂t̂1,n+1
(2) For a fixed n > 0 and τ ∈ H. We denote the KZB connection with
ωτKZB,n ∈ ADR (Cn −D) ⊗̂t̂1,n+1.
We have
lim
τ→i∞
ωτKZB,n = q∗ (ωKZ,n)
Proof. The first part is proved above. The second part follows as the proof of Proposition
2.17. 
4. Proofs and calculations
4.1. Proof of Theorem 3.19. The commutative differential graded algebra Yn is the the free
differential commutative graded algebra generated by elements of degree 1
wj , vj , for j = 1, . . . , n, wij for 0 ≤ i, j ≤ n.
modulo the following relations
wii = 0,(41)
wij − wji = 0,(42)
wi ∧ vi = 0,(43)
wij ∧ wi − wij ∧ wj = 0,(44)
wij ∧ vi − wij ∧ vj = 0,(45)
wil ∧ wjl + wjl ∧ wij + wji ∧ wil = 0.(46)
The differential is given by
dwi,j = wi ∧ vj + wj ∧ vi, dwi = dvj = 0.
Lemma 4.1. There exists a vector space decomposition
(47) Yn = W ′′ ⊕M′′ ⊕ dM′′
as in (30) such that
(1) W ′′1 ⊂ Yn is the vector space generated by wi, vj for j, i = 1, . . . , n.
(2) W ′′2 ⊂ Yn is the vector space generated by
wi ∧ vj , wij ∧ vi, wi ∧ wj , wij ∧ wi, vi ∧ vj ,
for 1 ≤ i < j ≤ n, and
wij ∧ vk + wik ∧ vj + wkj ∧ vi
wij ∧ wk + wik ∧ wj + wkj ∧ wi
for 1 ≤ i < j < k ≤ n.
(3) M′′1 ⊂ Yn is the vector space generated by wij for j, i = 1, . . . , n.
41
(4) M′′2 ⊂ Yn is the vector space generated by
wij ∧ wkl, for any i < j, k < l,
wij ∧ vk, for any i < j, k < j,
wij ∧ wk, for any i < j, k < j,
Proof. We define W ′′1 and M′′1 as in point 1. and 3. resp. It is immediate to see that all the
elements listed at point 2. are closed and not exact and their cohomology classes are linearly
independent. It remains to prove that M′′2, as defined above, contains no closed forms except
zero. In this proof we will call the relations (41)− (43) trivial relations. For i = 0 we set vi := 0,
and any letter i, j, k, l is an integer between 0 and n.
We define the vector spaces V1, V2 and V3 as follows.
• V1 is the vector space generated by wij ∧ wkl, for any i < j, k < l;
• V2 is the vector space generated by wij ∧ vk, for any i < j, k < j;
• V3 is the vector space generated by wij ∧ wk, for any i < j, k < j;
Note that
V1 ⊕ V2 ⊕ V3 =M′′2
and
dVr ∩ dVs = {0} for r 6= s.
Let a be a closed element of W ′′ of degree 2. We write
a =
∑
(i<j);(k<l)
λ(i<j);(k<l)wijwkl︸ ︷︷ ︸
:=a1
+
∑
(i<j);(k<j)
µ(i<j);(k<j)wij ∧ vk︸ ︷︷ ︸
:=a2
+
∑
(i<j);(k<j)
α(i<j);(k<j)wij ∧ wk︸ ︷︷ ︸
:=a3
where ai ∈ Vi for any i and we have da = 0 if and only if da1 = da2 = da3 = 0. We start with
a1. We define four vector subspaces
• V 01 ⊂ V1 is the vector space generated by the wij ∧ wkl, for any i < j, k < l; such that
|{i, j} ∩ {k, l}| = 0,
• V 11 ⊂ V1 is the vector space generated by the wij ∧ wkl, for any i < j, k < l; such that
|{i, j} ∩ {k, l}| = 1
• V ′01 is the vector space generated by the wi ∧ vj ∧wkl, vi ∧wj ∧wkl for any i < j, k < l;
such that |{i, j} ∩ {k, l}| = 0,
• V ′11 is the vector space generated by the wi ∧ vj ∧wkl, vi ∧wj ∧wkl, for any i < j, k < l;
such that |{i, j} ∩ {k, l}| = 1
We have V 01 ∩ V 11 = {0} and dV i1 ⊂ V ′i1 for i = 0, 1. Notice that there is no relation involving
the elements of V ′01. On the other hand the only relations involving elements of V
′0
1 are (44)
and (45). They are between elements of V ′11. Hence V
′0
1 ∩ V ′11 = {0} and dV 01 ∩ dV 11 = {0}. We
write a1 = a
1
1 + a
0
1, with a
i
1 ∈ V i1 for i = 0, 1. Then da1 = 0 if and only if dai1 = 0 for i = 0, 1.
We have two cases.
(1) We can write a01 =
∑
i<j, k<l, j<k λi,j,k,lwi,j ∧ wkl. Since there is no relations involving
vi ∧ wj ∧ wkl, wi ∧ wj ∧ wkl, for any i < j, k < l;
inside V ′01, we get da
0
1 = 0 if each λi,j,k,l = 0.
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(2) For a k < j < l we define V k,j,l1 as the vector space generated by wkj∧wkl, wkj∧wjl, wkl∧
wjl. We have V
1
1 = ⊕k<j<lV k,j,l1 , since the only relation involving elements of V 11 is (46).
We define V ′k,j,l1 ⊂ V ′11 as the vector space generated by
ws1 ∧ vs2 ∧ ws3s4 , vs1 ∧ ws2 ∧ ws3s4 ,
where (s1 < s2; s3 < s4) ∈ {(k < j); (k < l), (k < j); (j < l), (k < l); (j < l)}. The only
non -trivial relations in this subspace are (44) and (45) and they imply
V ′11 = ⊕k<j<lV ′k,j,l1 .
We can write a1 as
a11 =
∑
k<j<l
(
λ1(k<j);(k<l)wkj ∧ wkl + λ2(k<j);(j<l)wkj ∧ wjl + λ3(k<l);(j<l)wkl ∧ wjl
)
.
In particular since dV k,j,l1 ⊂ V ′k,j,l1 we have da11 = 0 if and only if
d
(
λ1(k<j);(k<l)wkj ∧ wkl + λ2(k<j);(j<l)wkj ∧ wjl + λ3(k<l);(j<l)wkl ∧ wjl
)
= 0.
The equation above corresponds to λ1(k<j);(k<l) = λ
3
(k<l);(j<l) and λ
1
(k<j);(k<l) = −λ2(k<l);(j<l).
Hence
a11 =
∑
k<j<l
λ(k<j);(k<l) (wkj ∧ wkl − wkj ∧ wjl + wkl ∧ wjl)
i.e. a11 = 0 by (46).
Now assume that da2 = 0. We define V
i,j,k
2 ⊂ V 2 for any i < j < k as the vector space generated
by
wik ∧ vj , wjk ∧ vi.
Then V2 = ⊕i<j<kV i,j,k2 since there are no non -trivial relations involving the elements of V2.
We define V ′2 as the vector space generated by
wi ∧ vj ∧ vk, wj ∧ vi ∧ vk, wk ∧ vi ∧ vj .
for any i < j < k. Hence
V ′2 = ⊕i<j<kV ′i,j,k2
where V ′i,j,k2 is the vector space generated by the terms above for a fixed i < j < k. We can
write
a2 =
∑
i<j<k
λ1i<j<kwik ∧ vj + λ2i<j<kwjk ∧ vi
and since dV i,j,k2 ⊂ V ′i,j,k2 we have that da2 = 0 if and only if
d
(
λ1i<j<kwik ∧ vj + λ2i<j<kwjk ∧ vi
)
= 0,
for any i < j < k. This implies λ2i<j<k = 0 = λ
1
i<j<k, i.e a2 = 0.
The proof for a3 is analogous to the one for a2. 
There is a quasi-isomorphism f : An → Yn defined via f(νi,j) := νi − νj for 0 ≤ i, j ≤ n and
f(w
(k)
i,j ) :=

wi − wj for 0 ≤ i, j ≤ n, k = 0
wi,j for 1 ≤ i, j ≤ n, k = 1
0 otherwise .
(see [4]).
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Proposition 4.2. There exists a Hodge type vector space decomposition of An
An = W
′ ⊕M′ ⊕ dM′
such that W ′i = f
(
W ′′i
)
and M′i = f
(
M′′i
)
for i = 0, 1, 2.
The proof of the proposition above follows by the following lemmas.
Lemma 4.3. Consider W ′i ⊂ Ain for i = 1, 2 as above. The vector space W ′i ⊂ Ain contains
only closed not exact elements for i = 1, 2.
Proof. The map f above defines an isomorphism between W ′i ⊂ Ain and W ′′i ⊂ Ain for i = 1, 2.
Since it is a quasi-isomorphism, then results follow. 
Lemma 4.4. Let V be the vector subspace of closed elements in ker(f).
(1) Let V ′1 = 0 and V ′2 ⊂ ker(f) be the vector space generated by the elements w(u)(p)i,j ∧
w(u)
(q)
k,l , 0 ≤ i, j, k, l ≤ n such that q or p > 1 and elements of the form w(u)(1)i,0 ∧w(u)(q)k,l ,
0 ≤ i, k, l ≤ n. Then we have
ker(f)2 = V 2 ⊕ V ′2.
(2) We have V 1 = 0 and V 2 is the vector space generated by ((ν(u)i,j + β(u)i,j))∧w(u)(k)i,j for
0 ≤ i, j ≤ n, k > 1 and (ν(u)i,0 +β(u)i,0)∧w(u)(1)i,0 for 0 ≤ i ≤ n. and ker(f)2∩ker(d) =
V .
Proof. Point 1 is immediate. Let a ∈ ker(f)2 ∩ ker(d). If a ∈ W ′ then this is a contradiction
with the fact that f is a quasi-isomorphism. Hence a is exact. Now assume that a ∈ V ′. We
have dA1n ∩ V ′ = 0, then a = 0 by the definition of d. 
We can conclude the proof of Proposition 4.2. From the map f : An → Yn we have
A2n
∼= Y2n ⊕ ker f2
∼= W ′′2 ⊕
(
M′′2 ⊕ V ′
)
⊕
(
d
(
M′′1
)
⊕ V
)
.
The isomorphism above give the desired decomposition.
Consider the strict C∞-morphism p1 : B′n → An defined in (29). We have immediately the
following lemma.
Lemma 4.5. The map p1 : W¯ →W ′ is an isomorphism in degree 0, 1, 2.
Recall Proposition 3.14. Since p1(J) = 0 we have a well-defined strict morphism of C∞-
algebras p1 : Bn → An. The vector space decomposition (30)
(48) Bn = W ⊕M⊕DM
satisfies W ′ = p1(W ), M′ = p1(M) in degree 0, 1 and 2.
We are ready for the proof of Theorem 3.19.
Proof. Notice that p1 : Bin → Ain is an isomorphism for i = 0, 1. For i = 2 we have
B2n
∼= A2n ⊕
(
ker p1
)2
∼= W ′2 ⊕
(
M′2 ⊕ (ker p1)2)⊕ (d(M′1))
By Lemma 4.6 below we have that this is a Hodge type decomposition. 
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4.2. Proof of Theorem 3.16 and Theorem 3.18. We have a commutative diagrams of C∞-
algebras.
An TotN ADR
(
(Cn −D)•
(
Z2n
))
B′n
(
TotN ADR
(
(Cn −D)•
(
Z2n
))⊗ Ω(1))
ψ1
p1
H
ev1
Proof. ( of Theorem 3.16 ) Consider the diagram above restricted at W¯ . The map p1 : W¯ → An
is an isomorphism in degree 0, 1 and 2. In [4], it is proved that ψ1 is a quasi-isomorphism, since
evu is a quasi-isomorphism as well, we conclude that H|W¯ is a quasi-isomorphism in degree 0, 1
and 2. 
Lemma 4.6. Consider p1 : Bn → An. The graded vector space Ker
(
p1
) ⊂ Bn doesn’t contain
any closed form in dimension 1 and 2. In particular p1 induces an isomorphism in the cohomology
Hi for i = 0, 1, 2.
Proof. Let a ∈ Ker (p1)2 such that Da = 0. We can write a as
a =
∑
l>2,I∈S
λIml(φ
(k)
i,j , γ(u)i1,j1 , . . . , γ(u)il,jl),
Note that a is a form of bidegree (1, 1). The element ∂Z2na defines a map
∂Z2na : Z2n → A′n,
in particular if Da = 0 then ∂Z2na = 0. Let Vi,j ⊂ A′1n be the vector space generated by
(49) γ˜(u)rw(u)
(k)
i,j , γ˜(u)
s (ν(u)i,j + β(u)i,j)w(u)
(k)
i,j , k, r, s ≥ 0.
By the definition we have Dc
(
Z2n
) ⊂ ⊕i,jVi,j We denote by (∂Z2na)i,j the projection of ∂Z2na
on Vi,j . Using the same method of Lemma 2.2, (∂Z2na)i,j induces a polynomial P in variables
x1, . . . ,xn with coefficients in Vi,j . Moreover since l > 2 the polynomial is not linear. Assume
∂Z2na = 0 then the zero set of P contains Z2n. It follows that all the coefficients of P are 0. This
implies that the coefficients vanishes as well, in particular there are non -trivial linear relations
between the generators (49) which are not contained in (3.10), hence a contradiction.
Consider the Hodge type decompositions defined in the subsection above for A′n and Bn resp. .
Notice that
(
p1
)i
: W ′i → W i is an isomorphism of graded vector space for i = 1, 2. Together
with the property above, we conclude that it is an isomorphism in the cohomology groups Hi,
for i = 1, 2. 
Proof. ( of Theorem 3.18 ) By the lemma above we have that p1 is a quasi-isomorphism. On the
other hand it is immediate to see that I1,DR = 0. The statement follows from Theorem 3.9. 
4.3. Calculation of the p-kernels. We consider Bn equipped with the C∞-structure m• de-
fined in the previous section. The Hodge type decomposition (30) induces a homotopy retract
diagram between chain complexes
(50) f : (B•n, D) (W
•, 0) : g
where f is the projection on W and g is the inclusion. We define a map h : B•n → B•−1n as
follows. Let a ∈ B•n, the decomposition (30) allows us to write a = (a1, a2, Da3), where a1 ∈W •,
a2 ∈M• and a3 ∈M•−1, then h(a1, a2, Da3) = (0, a3, 0). In particular gf is homotopic to IdBn
via the cochain homotopy h. Notice that
(51) f ◦ g = IdBn f ◦ h = 0 h ◦ g = 0 h ◦ h = 0
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We calculate the p-kernel using Proposition 1.5. We adopt the following notation: for v ∈ V1⊕V2
and w1 ∈ V1 we say that v = w1 ⊕ V2 if v = w1 + w for some w ∈ V2.
Proposition 4.7. For m = 2 the p-kernels are as follows.
(1) p2(w(u)
(0)
i,0 , α(u)j,0) =

m2(w(u)
(0)
i,0 , α(u)j,0), i < j
D
(
w(u)
(1)
i,0
)
, i = j
D
(
w(u)
(1)
i,j − w(u)(1)i,0 − w(u)(1)j,0
)
⊕M2, i < j
(2) p2(w(u)
(0)
i,0 , w(u)
(0)
j,0) =

m2(w(u)
(0)
i,0 , w(u)
(0)
j,0), i < j
0, i = j
−m2(w(u)(0)j,0 , w(u)(0)i,0 ), i < j
(3) p2(w(u)
(0)
i,0 , w(u)
(0)
j,0) =

m2(w(u)
(0)
i,0 , w(u)
(0)
j,0), i < j
0, i = j
−m2(w(u)(0)j,0 , w(u)(0)i,0 ), i < j
Proof. It follows from p2 = m2 and the decomposition(30). 
Proposition 4.8. Let i, j, k be distinct. For m = 3 the p-kernels are as follows.
(1) p3(w(u)
(0)
i,0 , α(u)j,0, α(u)k,0) =
{
(j < i < k)1 ⊕M2, j < i < k
M2, otherwise
(2) p3(w(u)
(0)
i,0 , α(u)k,0, α(u)j,0) =
{
(k < i < j)1 ⊕M2, k < i < j
M2, otherwise
(3) p3(α(u)j,0, w(u)
(0)
i,0 , α(u)k,0) =

− (j < i < k)1 ⊕M2, j < i < k
− (k < i < j)1 ⊕M2, k < i < j
M2, otherwise
(4) p3(α(u)k,0, w(u)
(0)
i,0 , α(u)j,0) =

− (k < i < j)1 ⊕M2, k < i < j
− (j < i < k)1 ⊕M2, j < i < k
M2, otherwise
(5) p3(α(u)k,0, α(u)j,0, w(u)
(0)
i,0 ) =
{
(j < i < k)1 ⊕M2, j < i < k
M2, otherwise
(6) p3(α(u)j,0, α(u)k,0, w(u)
(0)
i,0 ) =
{
(k < i < j)1 ⊕M2, k < i < j
M2, otherwise
(7) p3(w(u)
(0)
i,0 , (w(u)
(0)
j,0 , α(u)k,0) =
{
− (k < j < i)2 ⊕M2, j < i < k
M2, otherwise
(8) p3((w(u)
(0)
j,0 , w(u)
(0)
i,0 , α(u)k,0) =
{
− (k < i < j)2 ⊕M2, j < i < k
M2, otherwise
(9) p3(w(u)
(0)
i,0 , α(u)k,0, w(u)
(0)
j,0) =

(k < i < j)2 ⊕M2, k < i < j
(k < j < i)2 ⊕M2, k < j < i
M2, otherwise
(10) p3(w(u)
(0)
j,0 , α(u)k,0, w(u)
(0)
i,0 ) =

(k < i < j)2 ⊕M2, k < i < j
(k < j < i)2 ⊕M2, k < j < i
M2, otherwise
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(11) p3(α(u)k,0, w(u)
(0)
j,0 , w(u)
(0)
i,0 ) =
{
− (k < j < i)2 ⊕M2, j < i < k
M2, otherwise
(12) p3(α(u)k,0, w(u)
(0)
i,0 , w(u)
(0)
j,0) =
{
− (k < i < j)2 ⊕M2, j < i < k
M2, otherwise
Proof. Explicitly, the formula for p3 is given by
p3 = m2 ((h⊗ Id) ◦ (m2 ⊗ Id))−m2 ((Id⊗ h) ◦ (Id⊗m2)) +m3
and by Proposition 3.15 the termm3 vanishes. The results follows by a direct calculation applying
the decomposition (30). 
The arguments of the proof above works also for the next two propositions.
Proposition 4.9. Let i, j be distinct. For m = 3 the p-kernels are as follows.
(1) p3(w(u)
(0)
i,0 , α(u)j,0, α(u)j,0) =

(j < i, i)1 +D
(
w(u)
(2)
j,0 − w(u)(2)j,i
)
⊕M2, j < i
D
(
w(u)(2)
)⊕M2, j = i
M2, otherwise
(2) p3(α(u)j,0, w(u)
(0)
i,0 , α(u)j,0) =

−2 (j < i, i)1 − 2D
(
w(u)
(2)
j,0 − w(u)(2)j,i
)
⊕M2, j < i
−2D
(
w(u)
(2)
j,0
)
⊕M2, j = i
M2, otherwise
(3) p3(α(u)j,0, α(u)j,0, w(u)
(0)
i,0 ) =

(j < i, i)1 +D
(
w(u)
(2)
j,0 − w(u)(2)j,i
)
⊕M2, j < i
D
(
w(u)
(2)
j,0
)
⊕M2, j = i
M2, otherwise
Let i, j be distinct, then
(1) p3(w(u)
(0)
i,0 , α(u)i,0, α(u)j,0) ∈M2
(2) p3(w(u)
(0)
i,0 , α(u)j,0, α(u)i,0) =
{
(j < i, i)1 +D
(
w(u)
(2)
i,0
)
⊕M2, j < i
M2, otherwise
(3) p3(α(u)i,0, w(u)
(0)
i,0 , α(u)j,0) =
{
− (j < i, i)1 −D
(
w(u)
(2)
i,0
)
⊕M2, j < i
M2, otherwise
(4) p3(α(u)j,0, w(u)
(0)
i,0 , α(u)i,0) =
{
− (j < i, i)1 −D
(
w(u)
(2)
i,0
)
⊕M2, j < i
M2, otherwise
(5) p3(α(u)i,0, α(u)j,0, w(u)
(0)
i,0 ) =
{
(j < i, i)1 +D
(
w(u)
(2)
i,0
)
⊕M2, j < i
M2, otherwise
(6) p3(α(u)j,0, α(u)i,0, w(u)
(0)
i,0 ) ∈M2
Proposition 4.10. For m = 3 the p-kernels are as follows.
(1) p3(w(u)
(0)
j,0 , w(u)
(0)
j,0 , α(u)i,0) =
{
− (i < j, j)2 ⊕M2, i < j
M2, otherwise
(2) p3(w(u)
(0)
j,0 , α(u)i,0, w(u)
(0)
j,0) =
{
2 (i < j, j)2 ⊕M2, i < j
M2, otherwise
(3) p3(α(u)i,0, w(u)
(0)
j,0 , w(u)
(0)
j,0) =
{
− (i < j, j)2 ⊕M2, i < j
M2, otherwise
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(4) p3(α(u)i,0, α(u)j,0, w(u)
(0)
i,0 ) =
{
(i < j, j)2 ⊕M2, i < j
M2, otherwise
(5) p3(w(u)
(0)
j,0 , w(u)
(0)
i,0 , α(u)i,0) ∈M2
(6) p3(w(u)
(0)
i,0 , α(u)i,0, w(u)
(0)
j,0) =
{
(i < j, j)2 ⊕M2, i < j
M2, otherwise
(7) p3(w(u)
(0)
j,0 , α(u)i,0, w(u)
(0)
i,0 ) =
{
(i < j, j)2 ⊕M2, i < j
M2, otherwise
(8) p3(α(u)i,0, w(u)
(0)
i,0 , w(u)
(0)
j,0) ∈M2
(9) p3(α(u)i,0, w(u)
(0)
j,0 , w(u)
(0)
i,0 ) =
{
− (i < j, j)2 ⊕M2, i < j
M2, otherwise
Proposition 4.11. Let k > 2
(1) pk+1(w(u)
(0)
i,0 , α(u)j,0, . . . , α(u)j,0︸ ︷︷ ︸
k
) =
{
(−1)k
(
w(u)
(k)
j,0 − w(u)(k)i,j
)
⊕M2, j < i
M2, otherwise
(2) pk+1(w(u)
(0)
i,0 , α(u)j,0, α(u)i,0, . . . , α(u)i,0︸ ︷︷ ︸
k
) =
{
(−1)kw(u)(k)i,0 ⊕M2, j < i
M2, otherwise
(3) pk+1(w(u)
(0)
i,0 , α(u)i,0, . . . , α(u)i,0︸ ︷︷ ︸
k
) =
{
(−1)kw(u)(k)i,0 ⊕M2, j < i
M2, otherwise
(4) Let
x1, . . . , xk+1 ∈
{
w(u)
(0)
i,j , α(u)i,j for i, j = 0, 1, . . . , n.
}
such that (x1, x2, . . . , xk+1) is not a permutation of either (w(u)
(0)
i,0 , α(u)j,0, . . . , α(u)j,0)
either (w(u)
(0)
i,0 , α(u)j,0, α(u)i,0, . . . , α(u)i,0) or (w(u)
(0)
i,0 , α(u)i,0, . . . , α(u)i,0). Then
pk+1(x1, x2, . . . , xk+1) ∈M2.
Proof. Sincemk+1
((
B1n
)⊗k+1) ⊂M2 for k > 2, we conclude that pT (w(u)(0)i,0 , α(u)j,0, . . . , α(u)j,0) =
0 if T is not binary. The condition (51) implies that the only tree such that
pT (w(u)
(0)
i,0 , α(u)j,0, . . . , α(u)j,0) 6= 0
is the one in Figure 2. A direct calculation by using the decomposition (30) gives the desired
result. The same argument works in the other cases as well. 
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