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Abstract
In this study the symmetry group properties of the one-dimensional elastodynamics problem in nonlocal continuum mechanics
is discussed by using an approach developed for symmetry group analysis of integro-differential equations with general form. This
approach is based on the modification of the invariance criterion of the differential equations, which include nonlocal variables
and integro-differential operators. Lie point symmetries of the nonlocal elasticity equation are obtained based on solving nonlocal
determining equations by using a new approach. The symmetry groups for different types of kernel function and the free term
including the classical linear elasticity case are presented.
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1. Introduction
This study concerns the symmetry group analysis of the one-dimensional elastodynamics problem of nonlocal
elasticity based on a new approach developed for the equations with nonlocal structure. As is well-known, the classical
Lie approach that deals with the symmetry group analysis of differential equations has been applied to many problems
in mathematical physics and engineering and it is one of the most influential methods used in the study of differential
equations. In particular, integration of the system of ordinary differential equations by quadratures, determination
of conservations laws by using Noether’s theorem, investigation of the reduced forms and similarity solutions of
partial differential equations, and linearization of nonlinear ordinary and partial differential equations are some of the
specific application fields of Lie symmetry groups. The theoretical concept and main methods of classical Lie theory
for the ordinary and partial differential equations are mainly discussed and developed in the works by Sophus Lie [1],
Ovsiannikov [2], Olver [3], Bluman [4], Ibragimov [5], and other authors.
In the case of the integro-differential equations, however, it is essential to point out that the classical Lie theory
should be modified since the application of this approach fails for these type equations. The nonlocal equations
describing the activity of synaptically coupled neuronal networks [6,7], Vlasov–Maxwell equations in plasma physics
[8], equations of nonlocal elasticity theory introduced by Eringen [9], the nonlocal equations of the theory of waves
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[10], and other classes of the functional-differential equations [11,12] of mathematical physics are very important
examples of the problems with integro-differential equations in the literature. In fact, the main difficulty of applying
the classical approach to the integro-differential equations comes from their nonlocal form. In the literature, some
methods are introduced to deal with this difficulty in symmetry group analysis of equations with nonlocal structure.
The method of moments applied in the study [13] by Krasnoslobodtsev and the method of boundary differential
equations given by Chetverikov [14] and Chetverikov et al. [15] are the methods referred to as indirect methods.
The direct methods for investigating solution of nonlocal determining equations are introduced by Bobylev [16],
Meleshko [17], Ibragimov, et al. [18], and O¨zer [19] using Lie–Ba¨cklund type operators. In addition, there exist also
direct methods in which a Lie–Ba¨cklund type operator is not used, but instead of this a Lie point group is used. Such
direct methods are introduced by Roberts [20], O¨zer [23], Akhiev and O¨zer [21] and Zawistowski [22].
In the present work, a direct method which does not use the Lie–Ba¨cklund type group transformations but different
from studies done by Bobylev, Meleshko, Ibragimov, and O¨zer, is presented for the analysis of symmetry groups of
equations of nonlocal elasticity. Instead of the Lie–Ba¨cklund type generator, it uses a new definition of Lie point
symmetry groups for nonlocal equations with general form [21]. In this definition, nonlocal variables of the equation
are also considered as independent variables of a suitable jet space [1–5]. This is similar to the classical theory
in which the derivatives of dependent variables with respect to independent variables are considered independent
variables. The determining equation obtained by our approach always has one fewer differential order (with respect
to the dependent variables of the original equation) than the determining equation obtained by Lie–Ba¨cklund type
operator. Hence, the determination of Lie point symmetries by this approach requires essentially little calculation.
The determining equations belonging to the differential equations with nonlocal structure, in general, include also
some additional nonlocal variables that are different from nonlocal variables of the original equation. These nonlocal
variables determine the extension of a point symmetry group on the nonlocal variables of the original equation and
make difficult the solving of the corresponding determining equation. Therefore, a method for the solving of similar
determining equations is also presented in the study. The main idea of this method is explained for the one-dimensional
nonlocal elasticity equation in the form of a system of integro-differential equations. In fact, the similar system is
investigated by Meleshko [17] and O¨zer [19] by using the Lie–Ba¨cklund operator (evolutionary vector field) for only
special forms of the corresponding equations. However, in this study, the presented method allows us to consider
this system of integro-differential equations for more general cases of the kernel function and the free term. We also
present some important characteristics of the method that makes it easier to obtain the invariance criterion in the form
of nonlocal determining equations than the invariance criterion based on the Lie–Ba¨cklund type operator. We present
symmetry group classification due to the kernel function and the free term.
2. The invariant condition for the functions given by a definite integral
In this section we will introduce the general concept of the invariance criterion for the functions given in the
form of a definite integral. First, from the Lie group analysis for the differential equations it is well known that the
differentiable function F(x) is called the invariant function if and only if F(x) is invariant under the Lie group of
transformations with infinitesimal generator G [1–5]
x˜ = x + aξ(x)+ O(a2), G(n)(x; a) =
n∑
k=1
ξk(x)∂xk (2.1)
in which a is a group parameter, and x = (x1, . . . , xn) of Rn and ξ(x) = (ξ1(x), . . . , ξn(x)) are infinitesimals (or
infinitesimal functions) of the infinitesimal generator G. For the general definition of the invariant condition for the
functions given by a definite integral, for our purpose, the following notations are employed for the independent
variables x :
x(q) = (x1, . . . , xq), x(n−q) = (xq+1, . . . , xn), 1 ≤ q ≤ n (2.2)
so that points x(q) and x(n−q) are defined in Rn and Rn−q , respectively. Then, we can employ the notation for
the point x represented by x = (x(q), x(n−q)). Similarly, for the infinitesimals of the generator G, the notations
ξ(q)(x) = (ξ1(x), . . . , ξq(x)) and ξ(n−q)(x) = (ξq+1(x), . . . , ξn(x))will be considered, and then we write the notation
ξ(x) = (ξ(q)(x), ξ(n−q)(x)) for infinitesimals based on new notation introduced for the independent variables x .
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Hence, the Lie group of transformations (2.11) based on the new notations for the points (or independent variables) x
and the infinitesimal functions ξ(x) of infinitesimal generator G can be given as below:
x˜(q) = x(q) + aξ(q)(x(q), x(n−q)), x˜(n−q) = x(n−q) + aξ(n−q)(x(q), x(n−q)), (2.3)
where x˜(q) = (x1, . . . , xq) and x˜(n−q) = (xq+1, . . . , xn). Now, let’s consider the function in the form of the definite
integral on the given region Ω ⊂ Rq :
F(x) = f1(x)+
∫
Ω
f2(x)dx(q) (2.4)
in which f1(x) and f2(x) are sufficiently smooth functions. The function F(x) can be rewritten by the new notations
in (2.3) as follows:
F(x) = f1(x(q), x(n−q))+
∫
Ω
f2(s(q), x(n−q))ds(q), (2.5)
where s(q) = (s1, . . . , sq) is the integration argument of (2.4). Thus, we write the function F(x) in the following form
based on the Lie group of transformations (2.11) by using the notations in (2.3) in the following form:
F(x˜(q), x˜(n−q)) = f1(x˜(q), x˜(n−q))+
∫
Ω˜
f2(s˜(q), x˜(n−q)) ds˜(q). (2.6)
In (2.6), (x˜(q), x˜(n−q)) and (s˜(q), x˜(n−q)) are points of the transformation under the Lie group of transformations
obtained from the points (x(q), x(n−q)) and (s(q), x(n−q)), respectively. Thus, F(x) is called the invariant function
under the Lie point group of transformations so that Ω˜ ⊂ Rq is a region obtained from Ω by the transformations (2.3).
By our assumption in (2.3), the vector arguments (s(q), x(n−q)) and (x˜(q), x˜(n−q)) can be written in the forms:
s˜(q) = s(q) + aξ(q)(s(q), x(n−q)), x˜(n−q) = x(n−q) + aξ(n−q)(s(q), x(n−q)) (2.7)
and then the condition of invariant for the function F(x) given by a definite integral (2.4) can be given in the following
form:
G(n) f1(x(q), x(n−q))+
∫
Ω
[
G(n) +
q∑
k=1
Dxk ξk(x)
]
f2(x(q), x(n−q))dx(q) = 0 (2.8)
with the total derivative operator Dxk .
3. Definition of the Lie group of transformations for integro-differential equations
In this section we present general characteristics of the definition for the invariance criterion for the integro-
differential equations with general form [21]. Let’s consider the following integro-differential equation with an
integro-differential operator:
F(x, u(x), u1(x), . . . , um(x), T (u)(x)) = 0, (3.1)
where
T (u)(x) =
∫
Ω
f (x, s(q), u(s(q), x(n−q)), u1(s(q), x(n−q)), . . . , um(s(q), x(n−q)))ds(q), (3.2)
and u(x) is a dependent variable and x = (x1, . . . , xn) is an independent variable. Here, we describe independent
variables in the following notation
x = (x(q), x(n−q)), (3.3)
where x(q) = (x1, . . . , xq) and x(n−q) = (xq+1, . . . , xn). Similarly, the dependent variable u(x) of (3.1) can be defined
in the following manner:
u(x) = u(x(q), x(n−q)) (3.4)
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in which um denotes the set corresponding to all mth-order partial derivatives of u with respect to x and s(q) =
(s1, . . . , sq). The functions f and F are sufficiently smooth and Ω is a given region of the Euclidean space Rq . For
Eq. (3.1), we consider the point group of transformations given by
x˜i = eaG(xi ) = xi + aξ(x, u)+ O(a2), u˜ = eaG(u) = u + aη(x, u)+ O(a2), i = 1, . . . , n (3.5)
with the infinitesimal generator
G =
n∑
j=1
ξ j
∂
∂x j
+ η ∂
∂u
, (3.6)
where we assume that ξi = ξi (x, u) and η = η(x, u) are sufficiently smooth functions. The mth order prolongation
(or extension) of the Lie group of transformations (3.5) in the jet space of the independent and dependent variables
and derivatives of dependent variables [1–5] is given as
x˜i = eaGm (xi ) = xi + aξi (x, u)+ O(a2), i = 1, . . . , n, u˜ = eaGm (u) = u + aη(x, u)+ O(a2), (3.7)
∂i u˜ = eaGm (∂iu) = ∂iu + aη(1)i (x, u, u1)+ O(a2),
∂i1 . . . ∂im u˜ = eaGm (∂i1 . . . ∂imu) = ∂i1 . . . ∂imu + aη(m)i1...im (x, u, u1, . . . , um)+ O(a2),
where Gm is the prolonged (extended) infinitesimal generator:
Gm = G +
n∑
i=1
η
(1)
i
∂
∂(∂iu)
+ · · · +
∑
i1...im
η
(m)
i1...im
∂
∂(∂i1...imu)
(3.8)
and the explicit formulas for the extended infinitesimals (η(0), η(1), . . . , η(m)) in (3.8) are given by the relations:
η(0) = η(x, u),
η
(1)
i = Diη(0) −
n∑
j=1
(∂ ju)Diξ j ,
η
(2)
i1i2
= Di2η(1)i1 −
n∑
j=1
(∂i1∂ ju)Di2ξ j ,
...
η
(m)
i1...im
= Dimη(m−1)i1...im−1 −
n∑
j=1
(∂i1 . . . ∂im−1∂ ju)Dim ξ j
(3.9)
with the total derivative operator Di given for a differentiable function as
Di = ∂i + (∂iu) ∂
∂u
+
n∑
j=1
(∂i∂ ju)
∂
∂(∂ ju)
+ · · · +
∑
i1...im
(∂i∂i1 . . . ∂imu)
∂
∂(∂i1 . . . ∂imu)
. (3.10)
Thus, the group of transformations (3.5) can be written in the following form:
x˜(q) = x(q) + aξ(q)(x(q), x(n−q), u(x(q), x(n−q)))+ O(a2),
x˜(n−q) = x(n−q) + aξ(n−q)(x(q), x(n−q), u(x(q), x(n−q)))+ O(a2),
u˜(x˜(q), x˜(n−q)) = u(x(q), x(n−q))+ aη(x(q), x(n−q), u(x(q), x(n−q)))+ O(a2),
(3.11)
where ξ(q) = (ξ1, . . . , ξq) and ξ(n−q) = (ξq+1, . . . , ξn). Here, (3.5) is also a group of transformations so that the
points ((s(q), x(n−q)), u(s(q), x(n−q))) transform into the points ((s˜(q), x˜(n−q)), u˜(s˜(q), x˜(n−q))), so the transformation
for the integration variable s(q) can be written as:
s˜(q) = s(q) + aξ(q)(s(q), x(n−q), u(s(q), x(n−q)))+ O(a2). (3.12)
T. O¨zer / Computers and Mathematics with Applications 55 (2008) 1923–1942 1927
4. The invariant criterion for integro-differential equations with general form
In this part we present the approach in the concise form for obtaining the invariant condition of integro-differential
equations and for solutions of nonlocal determining equations that arise in the symmetry analysis of integro-
differential equations. In this method, the so-called nonlocal determining equation will be obtained without using the
Lie–Ba¨cklund type operators. To introduce the determining equation, we first determine the extension (prolongation)
of (3.5) on the nonlocal variable T (u). For this purpose, we will employ both forms (3.11) and (3.12) of the same
group (3.5). We first consider the Lie group of transformations of the integro-differential equation (3.1) by using the
transformation of the integration variable s˜(q) of (3.12)
F(x˜, u˜(x˜), u˜1(x˜), . . . , u˜m(x˜), T˜ (u˜)(x˜)) = 0, (4.1)
where
T˜ (u˜)(x˜) =
∫
Ω˜
f (x˜, s˜(q), u˜(s˜(q), x˜(n−q)), u˜1(s˜(q), x˜(n−q)), . . . , u˜m(s˜(q), x˜(n−q)))ds˜(q) (4.2)
and Ω˜ is the image of the region Ω under the corresponding Lie group transformations. If we consider the Lie group
of transformations s˜(q) of the integration variable s(q), then we can calculate the Jacobian of the transformation of
(s(q), x(n−q)) as follows:
J (s(q), x(n−q)) = 1+ a
q∑
j=1
D jξ j (s(q), x(n−q), u(s(q), x(n−q)))+ O(a2) (4.3)
and changing the integral variable in (4.2) and applying (3.11) and (3.12) to (4.2) yields
T˜ (u˜)(x˜) =
∫
Ω
f (x˜, s˜(q), u˜(s˜(q), x˜(n−q)), . . . , u˜m(s˜(q), x˜(n−q)))J (s(q), x(n−q)) ds(q) (4.4)
in which s˜(q), x˜(q), x˜(n−q) and u˜(s˜(q), x˜(n−q)) are defined by corresponding expressions of (3.11) and (3.12)
(furthermore, the elements of the sets u˜1(s˜(q), x˜(n−q)), . . . , u˜m(s˜(q), x˜(n−q)) are defined by the corresponding
expressions from (3.7) with x˜(q) = s˜(q) and x(q) = s(q)). Then, the first multiplier of the integrand of (4.2) can
be represented by the Taylor expansion
f (x˜, s˜(q), u˜(s˜(q), x˜(n−q)), . . . , u˜m(s˜(q), x˜(n−q)))
= f (x, s(q), u(s(q), x(n−q)), . . . , um(s(q), x(n−q)))+ a(Qm f )(x, s(q))+ O(a2), (4.5)
where
Qm =
n∑
k=1
ξk(x, u(x))
∂
∂xk
+
q∑
k=1
ξk(x, u(x))|x(q)=s(q)
∂
∂sk
+ η(x, u(x))|x(q)=s(q)
∂
∂(u(x)|x(q)=s(q))
+
n∑
k=1
η
(1)
k (x, u(x), u1(x))|x(q)=s(q)
∂
∂((∂xku(x))|x(q)=s(q))
+ · · · +
∑
i1...im
η
(m)
i1...im
(x, u(x), . . . , um(x))|x(q)=s(q) ×
∂
∂((∂xi1
. . . ∂xim u(x))|x(q)=s(q))
. (4.6)
Substituting the expressions (4.3) and (4.5) into (4.4), we obtain
T˜ (u˜)(x˜) = T (u)(x)+ aPT (u)(x)+ O(a2), (4.7)
in which we introduce a nonlinear operator PT given by
PT (u)(x) =
∫
Ω
[
Qm +
q∑
k=1
Dkξk(s(q), x(n−q), u(s(q), x(n−q)))
]
f ds(q). (4.8)
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Thus, the extension (prolongation) of point group (3.5) on the nonlocal variable A = T (u) is defined by (4.7).
Therefore, we consider the following modified infinitesimal generator (2.5) including the nonlocal operator PT and
nonlocal variable T (u):
GTm = Gm + PT (u)
∂
∂(T (u))
. (4.9)
By substituting the expressions (3.7) and (4.7) into (4.2), we obtain
F(x + aξ(x, u(x))+ O(a2), u(x)+ aη(x, u(x))+ O(a2), u1(x)
+ aη(1)(x, u(x), u1(x))+ O(a2), . . . , um(x)+ aη(m)(x, u(x), u1(x), . . . , um(x))
+ O(a2) , T (u)(x)+ aPT (u)(x)+ O(a2)) = 0 (4.10)
in which η(k) is all extended infinitesimals η(k)i1...ik with a given k. By definition (4.1) and (4.2) one can say that Eqs.
(3.1) and (4.10) are equivalent, if (3.6) is a point symmetry group of integro-differntial equation (3.1). Then, applying
the Taylor expansion to (4.8), we obtain the invariance criterion of integro-differential equation (3.1) under point
transformations (3.6) in the following form:
GTmF(x, u(x), u1(x), . . . , um(x), T (u)(x)) = 0, (4.11)
in which u(x) is an arbitrary solution of (3.1). Then Eq. (4.11) can be regarded as the determining equation for the
integro-differntial equation (3.1). In addition, this form can be extended for other type of IDE’s. For example, let’s
consider IDE’s
F(x, u(x), u1(x), . . . , um(x), T (u)(x), T1(u)(x)) = 0, (4.12)
where T1 is the operator defined by
T1(u)(x) = f1(x, u(z)) (4.13)
with a sufficiently smooth function f1(x, u) and a fixed point z ∈ Ω . Thus, if (4.12) is invariant under the group of
transformations, and then we get the expression
F(x˜, u˜(x˜), u˜1(x˜), . . . , u˜m(x˜), T˜ (u˜)(x˜), T˜1(u˜)(x˜)) = 0 (4.14)
then we call (3.5) as a point symmetry group for Eq. (4.14). Here, T˜1(u˜)(x˜) = f1(x˜, u˜(z˜)) and z˜ ∈ Ω˜ is the point
obtained from z by (3.5). In this case, the extension of (3.5) on the nonlocal variable T1(u) can be written in the form
T˜1(u˜)(x˜) = T1(u)(x)+ a
[
n∑
k=1
ξk(x, u(x))
∂ f1(x, u(z))
∂xk
+ η(z, u(z))∂ f1(x, u(z))
∂u(z)
]
+ O(a2). (4.15)
Therefore, the extended generator similar to expression (4.9) can be written by the modified form of the generator
G(T,T1)m = Gm + PT (u)
∂
∂(T (u))
+ PT1(u)
∂
∂(T1(u))
(4.16)
and the determining equation of (4.14) is
G(T,T1)m F(x, u(x), u1(x), . . . , um(x), T (u)(x), T1(u)(x)) = 0. (4.17)
Also, it can be proven that the determining equation of the equations having finite number nonlocal terms has an
analogous form to (4.17).
5. The one-dimensional nonlocal elastodynamics equation in the theory of elasticity
In this section, we analyze the symmetry groups of the one-dimensional elastodynamics equation in nonlocal
elasticity based on the approach introduced in the previous section. The similar systems for symmetry group analysis
are examined by using the Lie–Ba¨cklund operator in Refs. [17,19], and [20]. In these studies, in addition to the type of
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the operator, the method of solutions of nonlocal determining equations in these studies is completely different from
the approach in the present study. In fact, the method used in these studies is based on the fact that we can deal with
the solutions of the local and nonlocal determining equations on any solution at any point and at initial time. In this
approach, it is assumed to have an existence of a solution of the Cauchy problem with the Cauchy data, for example
t0, allowing splitting determining equations. In fact, it is worth noting that the same problem stays in the application
of group analysis to differential equations.
Following the work [9] by Eringen, the equilibrium equations for linear, homogeneous nonlocal elasticity is given
in the following form:
∂tkl
∂x l
= ρ ∂
2uk
∂t2
,
tkl = λerrδkl + 2µekl +
∫
V
(λ˜′e′rrδkl + 2µ˜′e′kl)dv′, (5.11)
where tkl is the nonlocal stress tensor, uk is the displacement vector, ekl is the strain tensor, ρ is the mass density, t is the
time, λ andµ are Lame´ constants, and λ˜′ and µ˜′ are nonlocal elasticity modules for homogeneous and isotropic bodies,
respectively. The terms λ˜′ and µ˜′ are assumed to have the special form λ˜′ = λ′K (t, x, s) and µ˜′ = µ′K (t, x, s). λ′ and
µ′ are constants and e′ = e(t, s). V is the area of the considered body, and we assume that body forces are neglected
for the considered problem. Here, without loss of generality, we can set ρ = 1. According to the equilibrium equation
(5.11), the governing equation of the one-dimensional, infinitely large, homogeneous isotropic elastic body can be
written in the form:
∂v(t, x)
∂x
= ∂e(t, x)
∂t
,
∂v(t, x)
∂t
= ∂σ(t, x)
∂x
(5.12)
ϕ(t, x, σ (t, x)) = e(t, x)+
∫ ∞
−∞
K (t, x, s)e(t, s) ds,
where x, t are independent variables; v, σ, and e are dependent variables; σ is the stress function and e is the strain
function, K is the kernel function of the integral equation, which is the function of local variables including the time
parameter t , which weights the effect of the strain state at one point on the stress state at another. In the present
study, system (5.12), in fact, is an auxiliary system of the nonlocal elasticity, in which the new dependent variable v is
introduced. From the mathematical point of view, Eq. (5.12) is in the form of a system of the Fredholm-type integro-
differential equation. Furthermore, we introduce a new function ϕ as an independent term to get a generalized form
of the governing equation (5.11). From the mechanics point of view, we deal with some special functions of normal
stress including a linear nonlocal case, in order to get a more extensive symmetry group classification that is expected
to be helpful in investigating the invariant solutions of nonlocal equations in elasticity. In addition, we take the kernel
of the integral equation as a function of local spatial variable x , nonlocal spatial variable s, as well as time parameter
t . Here, the independent function ϕ is assumed to be an arbitrary function of stress function σ , spatial variable x , and
time parameter t .
5.1. Lie point group of transformations of the governing equation
In this subsection we construct the general Lie point group of the one-dimensional elastodynamics equation (5.12)
in nonlocal elasticity. First, we consider a one-parameter Lie group of transformations for the problem (5.12) as
follows:
t˜ = eaG(t) = t + aξ1 + O(a2), x˜ = eaG(x) = x + aξ2 + O(a2),
v˜ = eaG(v) = v + aηv + O(a2), σ˜ = eaG(σ ) = v + aησ + O(a2),
e˜ = eaG(e) = e + aηe + O(a2).
(5.2)
In (5.2), the notation G given by formula (3.6) in the general form presents the generator of the most general point
group that leaves invariant the system of equation (5.12)
G = ξ1 ∂
∂t
+ ξ2 ∂
∂x
+ ηe ∂
∂e
+ ηv ∂
∂v
+ ησ ∂
∂σ
+ Qvx ∂
∂vx
+ Qvt ∂
∂vt
+ Qex ∂
∂ex
+ Qσx ∂
∂σx
(5.3)
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and components of the infinitesimal operator are functions of both independent t, x and dependent variables e, v, σ
but not functions of the derivatives of the dependent variables with respect to the independent variables. In other
words, we consider the only Lie point symmetries of the considered system of equation (5.12). Next, related to the
general definition of the invariance criterion introduced in the previous section for the integro-differential equations
we introduce a new nonlocal variable including the kernel function K and the strain function e of the governing
equation in the form:
T (e) =
∫ ∞
−∞
K (t, x, s)e(t, s)ds. (5.4)
Then, the extension (or prolongation) of (5.3) on the nonlocal variable T (e) is defined as
T˜ (e˜) = T (e)+ aPT (e)+ O(a2). (5.5)
In expression (5.5), based on the definition of the invariance criterion (4.11) for an integro-differential equation
(3.1), the variable PT (e) can be defined as
PT (e) =
∫ ∞
−∞
{[
ξ1
∂K
∂t
+ ξ2 ∂K
∂x
+ ξ2 ∂K
∂s
]
e(t, s)+ Kηe + Ke ∂ξ
2(t, s)
∂s
}
ds (5.6)
and the extended operator including all variables of the problem can be written as follows:
GT1 = G + Qvt
∂
∂(vt )
+ Qvx ∂
∂(vx )
+ Qσx ∂
∂(σx )
+ Qet ∂
∂(et )
+ PT (e) ∂
∂(T (e))
, (5.7)
where the transformations of extensions of vt , vx , σx , et are given by
v˜t˜ = vt + aQvt + O(a2), v˜x˜ = vx + aQvx + O(a2)
σ˜x˜ = σx + aQσx + O(a2), e˜t˜ = et + aQet + O(a2)
(5.8)
and other functions appearing in the prolongation of the generator (5.7) have the relations:
Qvt = ηvt + ηvvvt + ηvσσt + ηveet − vt (ξ1t + ξ1v vt + ξ1σσt + ξ1e et )− vx (ξ2t + ξ2v vt + ξ2σσt + ξ2e et )
Qσx = ησx + ησv vx + ησσ σx + ησe ex − σt (ξ1x + ξ1v vx + ξ1σσx + ξ1e ex )− σx (ξ2x + ξ2v vx + ξ2σσx + ξ2e ex )
Qet = ηet + ηevvt + ηeσσt + ηeeet − ex (ξ1t + ξ1v vt + ξ1σσt + ξ1e et )− et (ξ2t + ξ2v vt + ξ2σσt + ξ2e et )
Qvx = ηvx + ηvvvx + ηvσσx + ηveex − vx (ξ1x + ξ1v vx + ξ1σσx + ξ1e ex )− vt (ξ2x + ξ2v vx + ξ2σσx + ξ2e ex ).
(5.9)
Related to the invariance condition definition for differential equations, the one-parameter Lie group of
transformations (5.2) leaves the system of equations (5.12) invariant if and only if the first extension of the generator
(5.7) leaves invariant (5.12). In other words, the infinitesimal transformations (5.2) are admitted by the system of
integro-differential equations (5.12) if and only if the following conditions, which need only hold on the solutions of
(5.12), are satisfied:
GT1 (vt − σx ) = Qvt − Qσx = 0, GT1 (et − vx ) = Qet − Qvx = 0
GT1 (ϕ(t, x, σ )− e − T (e)) = ξ1
∂ϕ
∂t
+ ξ2 ∂ϕ
∂x
+ ησ ∂ϕ
∂σ
− ηe − PT (e) = 0. (5.10)
Here, it is important to express that the point transformations may turn one equation involving integral terms into
another, but that they do not reduce integral terms. Similarly, point transformations do not introduce all derivatives
needed to change the equations with integral term for the compatibility equations of the elastodynamics equation in
nonlocal elasticity. Then we should rewrite the conditions (5.10) by accounting for the forms of the right-hand sides
of equations (5.12) as follows:
Qvt − Qσx = c1(t, x)(vt − σx )+ c2(t, x)(et − vx ), Qet − Qvx = c3(t, x)(vt − σx )+ c4(t, x)(et − vx )
ξ1ϕx + ξ2ϕt + ησϕσ − ηe − PT (e) = c5(t, x)(ϕ − e − T (e)),
(5.11)
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where ci (t, x), i = 1, 2, 3, 4, 5 are arbitrary functions. In (5.112) if we assume that
PT (e) = b(t, x)T (e)+ φ(t, x), (5.12)
where b(x, t), φ(x, t) are arbitrary functions of x and t , then the variational splitting of (5.12) gives the differential
equations
ξ1(t, x, e, v, σ )
∂K (t, x, s)
∂t
+ ξ2(t, x, e, v, σ )∂K (t, x, s)
∂x
+ ξ2(t, s, e, v, σ )∂K (t, x, s)
∂s
+ K (t, x, s)∂η
e(t, s, e, v, σ )
∂e
+ K (t, x, s)Dsξ2(t, s, e, v, σ ) = b(t, x)K (t, x, s) (5.13)
and
K (t, x, s)
∂ηe(t, s, e, v, σ )
∂σ
= 0, K (t, x, s)∂η
e(t, s, e, v, σ )
∂v
= 0 (5.14)
in which b(t, x) and φ(t, x) are arbitrary functions and Ds is the total derivative operator defined by (3.10). Hence,
Eq. (5.112) can be written in the following form by using expression (5.12):
ξ1ϕt + ξ2ϕx + ησϕσ − ηe = (b − c5)T (e)+ c5(ϕ − e)+ φ(t, x). (5.15)
Here, if we use the functional independence of the variables and rearrange all polynomials of (5.11), then
derivatives of dependent variables with respect to the independent variables can be used as separate independent
functions, and one can equate the coefficients of various powers of the variables of both sides of the equations in (5.11).
However, it can be easily shown that the partial derivatives of coordinates of the infinitesimal operator corresponding
to the independent variables with respect to the dependent variables do not depend on the dependent variables. Thus,
one can obtain a system of equations called local determining equations for infinitesimals ξ t , ξ x , ηv, ησ , and ηe that
are shown in the following splitting forms:
ηvv − ξ1t = c1, (5.16)
ξ2t + ησv = c2, (5.17)
ηve = c2, (5.18)
ησe = 0 (5.19)
ηvσ + ξ1x = 0, (5.20)
ησσ − ξ2x = c1, (5.21)
ηvt − ησx = 0, (5.22)
ηee − ξ1t = c4, (5.23)
ξ2t + ηve = 0, (5.24)
ηev + ξ1x = c3, (5.25)
ηvv − ξ2x = c4, (5.26)
ηeσ = 0 (5.27)
ηvσ = c3, (5.28)
ηet − ηvx = 0. (5.29)
In addition to the determining equations (5.16)–(5.29), we have
ξκv = ξκσ = ξκe = 0 κ = 1, 2. (5.30)
First of all, it can be shown that infinitesimal functions (ηe, ηv, ησ ) of the infinitesimal generator G (5.3) are linear
functions of the dependent variables (e, v, σ ) (please see the Appendix for detailed information) so that it simplifies
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the symmetry group analysis. Here we assume from the structure of the problem given in (5.12) that the infinitesimal
function ξ1 can be taken as only an arbitrary function of variable t . Next, we determine the most general point group of
the system of integro-differential equations (5.12) by solving local and nonlocal determining equations (5.16)–(5.29)
and (5.11). First, Eq. (5.19) tells us that the function ησ is independent of e and Eq. (5.27) gives that the function ηe
is independent of σ . In addition, one can easily find that ηv is independent of σ from (5.20), c3 is equal to zero from
(5.28), and the function ηe is independent of v from (5.25). Furthermore, the differentiation of Eq. (5.15) with respect
to v gives that
∂ησ
∂v
∂ϕ
∂σ
= ∂η
e
∂v
= 0→ ∂η
σ
∂v
= 0. (5.31)
In (5.31) we consider ∂ϕ
∂σ
6= 0, and then (5.31) imply that the function ησ is independent of variable v. Similarly, if
we differentiate Eq. (5.15) with respect to the variable e, and then we find that ∂η
e
∂e = c5 and the differentiation of Eq.
(5.15) with respect to the nonlocal variable T (e) give that the function b(t, x) is equal to the function c5(t, x). Thus,
Eq. (5.15) takes the form:
ξ1ϕt + ξ2ϕx + ησϕσ = ηe + c5(ϕ − e)+ φ. (5.32)
Related to the new forms of the functions ηe, ησ , ηv , one can conclude that ηe must be only a function of the
independent variables t, x and the dependent variables e; the function ησ must be a function of t, x , and σ ; and the
function ηv must be a function of the variables t, x, v, e, which are defined as follows:
ηe = ηe(t, x, e), ησ = ησ (t, x, σ ), ηv = ηv(t, x, v, e). (5.33)
From now on, we use the remaining constraints to define the explicit form of the functions in (5.33) as well as
functions ξ1, ξ2. First, the determining Eq. (5.17) gives that c2 = ξ2t ; that is, c2 is an arbitrary function of x and t .
From Eqs. (5.18) and (5.23) we have
ηve = c2(t, x), c4 = ηee − ξ1t = b(t, x)− ξ1t (5.34)
(5.34) tells us that c4 is an arbitrary function of x and t . Using determining equation (5.26) gives that
ηvv = ξ2x + c4. (5.35)
Combining (5.37) and (5.38) gives that ηv must be a linear function of variables e and v; and function ηe must be
a linear function of e. From (5.16) and (5.34) we get
c1 = ξ2v + c4(t, x)− ξ1t (5.36)
which shows that the function c1 must be an arbitrary function of x and t and from Eq. (5.21) we find
ησσ = c1 + ξ2x . (5.37)
On the other word, the function ησ must be a linear function of σ . Similarly, using Eq. (5.17) gives
c2 = ξ2t (5.38)
which implies that c2 becomes an arbitrary function of x and t . From the expressions for the functions ηe, ησ , and
ηv , which are given in (5.33) and the results for the functions ηe, ησ , and ηv , which we have obtained so far, one can
write the following explicit forms
ηe = q1e + q2, ησ = q3σ + q4, ηv = q5e + q6v + q7 (5.39)
in which q i , i = 1, . . . , 7 are the arbitrary functions of the t, x . Now we deal with the nonlocal determining equation
(5.32). First, if we rearrange the nonlocal determining equation due to the expressions above, then we find the
following relation:
ξ1ϕt + ξ2ϕx + (q3σ + q4)ϕσ = q1e + q2 + c5(ϕ − e)+ φ(t, x). (5.40)
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Comparing both sides of Eq. (5.40) gives
ξ1ϕt + ξ2ϕx + (q3σ + q4)ϕσ = q2 + c5ϕ + φ(t, x). (5.41)
Eq. (5.41) shows that one can rewrite Eq. (5.32) in the form of Eq. (5.40), and then Eq. (5.13) becomes:
ξ1
∂K
∂t
+ ξ2 ∂K
∂x
+ ξ2 ∂K
∂s
+ K (t, x, s)q1(t, s)+ K (t, x, s)∂ξ
2
∂s
= b(t, x)K (t, x, s). (5.42)
From (5.4) and (5.12) it follows that the form related to the variable PT (e) can be written
PT (e) =
∫ ∞
−∞
(
ξ1
∂K
∂t
+ ξ2 ∂K
∂x
+ ξ2 ∂K
∂s
+ Kq1(t, s)+ K ∂ξ
2
∂s
)
e(t, s)ds +
∫ ∞
−∞
K (t, x, s)q2(t, s)ds
=
∫ ∞
−∞
K (t, x, s)b(x, t)e(t, s)ds + φ(t, x) = b(x, t)T (e)+ φ(t, x). (5.43)
In (5.43), we get that φ(t, x) = ∫∞−∞ K (t, x, s)q2(t, s)ds. By using (5.43), Eq. (5.41) can be rearranged as:
ξ1ϕt + ξ2ϕx + (q3σ + q4)ϕσ = q2 + c5ϕ +
∫ ∞
−∞
Kq2ds. (5.44)
In addition, we use the remaining determining equations (or constraints) to obtain some additional relations related
to the unknown infinitesimal functions. First, determining equations (5.16)–(5.22) gives the expressions:
q6 − ξ1t = c1, q5 = c2, q3 − ξ2x = c1, q5 = q5(x), q6 = q6(x), q3 = q3(t), q7t = q4x . (5.45)
Similarly, from determining equations (5.23)–(5.29) we find
q1 = q1(x), q1 − ξ1t = c4, q6 − ξ2x = c4, q5 = c3 = c2 = 0, q6 = q60 , ξ2 = ξ2(x). (5.46)
Furthermore, turning to the remaining Eqs. (5.16)–(5.29) and using results in (5.45) and in (5.46) yield additional
expressions as follows:
q1 = ξ10 − ξ20 + q60 , q7x = q2t (5.47)
and
c1 = q60 − ξ10 , ξ2(x) = ξ20 x + c02, ξ1(t) = ξ10 t + c10, q3 = ξ20 + q60 − ξ10 . (5.48)
Note that in (5.46)–(5.48), ξ10 , ξ
2
0 , c
0
1, c
0
2, and q
6
0 are arbitrary constants. Also, functions q
2, q4, and q7 satisfy the
following relations obtained from (5.457) and (5.472):
q7(t, x) = q70,0 +
∫ t
0
q71,0(τ )dτ +
∫ x
0
q70,1(ζ )dζ +
∫ t
0
∫ x
0
q71,1(τ, ζ )dτdζ (5.49)
q4(t, x) = q4(t, 0)+ xq71,0(t)+
∫ x
0
(x − ζ )q71,1(t, ζ )dζ (5.50)
q2(t, x) = q2(0, x)+ tq70,1(x)+
∫ t
0
(t − τ)q71,1(τ, x)dτ, (5.51)
where q70,0 is an arbitrary constant; q
7
1,0(t), q
7
0,1(x), q
7
1,1(t, x), q
2(0, x), and q4(t, 0) are arbitrary functions. Finally,
we obtain the most general point transformation group determined by the following relations, which are infinitesimals
1934 T. O¨zer / Computers and Mathematics with Applications 55 (2008) 1923–1942
of the infinitesimal generator G (5.3):
ξ1 = ξ10 t + c01,
ξ2 = ξ20 x + c02,
ηe = (ξ10 − ξ20 + q60 )e + q2(t, x),
ησ = (ξ20 − ξ10 + q60 )σ + q4(t, x),
ηv = q60v + q7(t, x).
(5.52)
As seen from the explicit form of the infinitesimals in (5.52), they imply that the symmetry groups include five
arbitrary constants, namely ξ10 , ξ
2
0 , c
0
1, c
0
2, and q
6
0 ; and three arbitrary functions of the independent variables (x, t),
namely q2(x, t), q4(x, t), and q7(x, t). In addition to the results in (5.52), we have two fundamental differential
equations related to the symmetry group analysis for the problem (5.12), the first of which is the following partial
differential equation in terms of the kernel function K (t, x, s):
(ξ10 t + c01)
∂K
∂t
+ (ξ20 x + c02)
∂K
∂x
+ (ξ20 s + c02)
∂K
∂s
+ ξ20 K = 0 (5.53)
and the second of which is the following integro-differential equation in terms of the free function ϕ(t, x, σ ) and the
kernel function K (t, x, s):
(ξ10 t + c01)
∂ϕ
∂t
+ (ξ20 t + c02)
∂ϕ
∂x
+ [(ξ20 − ξ10 + q60 )σ + q4]
∂ϕ
∂σ
= (ξ10 − ξ20 + q60 )ϕ + q2 +
∫ ∞
−∞
Kq2ds. (5.54)
We have so far simplified the determining equations of the one-dimensional nonlocal elasticity equation by using
both the invariance criterion for symmetry group analysis of integro-differential equations with general form and the
approach introduced for solving nonlocal determining equations, introduced in the previous sections; and obtained the
differential equations including the kernel function and the free term (or independent term).
6. Symmetry groups with respect to the kernel function and the free term
In this section, we now analyze the symmetry groups of the system of integro-differential equations (5.12) with
respect to the kernel function and the free term. As seen in these two differential equations (5.53) and (5.54), it is
possible to obtain the general and special structures of functions ϕ and K with respect to some values of the related
constants. We carry out the symmetry group analysis for the one-dimensional elastodynamics equation of nonlocal
elasticity for several different cases of the kernel function and the free term. For example, the general case of the
kernel function and the free term, some specially chosen kernels and free terms as well as classical elasticity cases are
considered for the symmetry analysis in the present section. All considered cases are shown below:
6.1. The most general cases of K and ϕ
For the general cases of the kernel function and the free term based on the differential equations (5.53) and (5.54)
one can easily find that
c01 = c02 = q60 = q4 = ξ10 = ξ20 = 0, ξ1(t) ≡ ξ2(x) ≡ ηe ≡ ησ ≡ 0, ηv = q70,0 (6.1)
which corresponds only to the generator
G1 = ∂v. (6.2)
Here note that q2 is equal to zero or the solution of the following homogeneous integral equation:
q2(t, x)+
∫
K (t, x, s)q2(t, s) ds = 0. (6.3)
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6.2. The general cases of K = K (t, x, s) and ϕ = ϕ(x, σ )
For this case we have the following relations from (5.53) and (5.54):
ξ10 = ξ20 = c01 = c02 = q60 = 0 and q4 ≡ q2 ≡ 0 (6.4)
which implies that the only remaining term is:
ηv = q70,0 (6.5)
and the corresponding generator is
G1 = ∂v. (6.6)
6.3. The general cases of K = K (x, s), ϕ = ϕ(t, x, σ )
For this case, we have ξ20 = c02 = 0 from Eq. (5.53) and ξ10 = c01 = ξ20 = c02 = q60 ; and q4 ≡ q6 ≡ 0 from (5.54).
Then we only get the following generator that is the same with the generator found in the previous cases:
G1 = ∂v. (6.7)
6.4. The general case of K = K (x, s), ϕ = ϕ(x, σ )
For this case, by the similar calculations, we obtain
ξ20 = c02 = 0, ξ10 − q60 = 0, q4 ≡ q2 ≡ 0, ξ10 + q60 = 0, ηv = q70,0 (6.8)
and q4 ≡ q2 ≡ 0. (6.8) gives the following relation:
ξ10 = q60 = 0. (6.9)
Both expressions (6.8) and (6.9) yield the generators:
G2 = ∂t , G1 = ∂v. (6.10)
6.5. The general case: K = K (x, s), ϕ = ϕ(σ)
We have
ξ10 = ξ20 = c01 = c02 = q60 = 0 and q2 +
∫
Kq2ds = 0. (6.11)
The conditions (6.11) imply that the corresponding generator is
G1 = ∂v. (6.12)
6.6. The general case: K = K (x, s), ϕ = ϕ(x)
We have
ξ20 = c20 = ξ10 = q60 = q4 = q2 = 0, ξ1(t) = c01, ηv = q70,0 (6.13)
gives the generators:
G1 = ∂v, G2 = ∂t . (6.14)
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6.7. The special kernel function and free term
For this case if we take the following relations:
c01 = c02 = 0 and ξ10 = ξ20 (6.15)
then we have the following differential equation in terms of the kernel function K from Eq. (5.54)
ξ20 (t Kt + xKx + sKs + K ) = 0. (6.16)
Similarly, if we also consider Eq. (5.54) using the relations (6.15):
q60 = ξ10 = ξ20 . (6.17)
In addition, from (5.54) we obtain the following differential equation in terms of the free term ϕ by assuming that
q4 ≡ q2 ≡ 0:
ξ20
(
t
∂ϕ
∂t
+ x ∂ϕ
∂x
+ σ ∂K
∂σ
)
= ξ20ϕ. (6.18)
Thus one can write the following characteristic equation for differential equation (6.16):
dt
t
= dx
x
= ds
s
= dK−K (6.19)
then the solution of characteristic equation (6.19) is written as
K = 1
s
K
( x
t
,
x
s
)
. (6.20)
Furthermore, from (6.16) the characteristic equation is written in the form:
dt
t
= dx
x
= dσ
σ
= dϕ
ϕ
(6.21)
and the solution of characteristic equation (6.21) is
ϕ = σϕ
( x
t
,
σ
x
)
. (6.22)
For this case, we have the following relations:
ξ1(t) = ξ20 t, ξ2(x) = ξ20 x, ηe(e) = ξ20 e, ησ (σ ) = ξ20σ, ηv(v) = ξ20 v + q70,0 (6.23)
and the corresponding generators:
G1 = ∂v, G4 = t∂t + x∂x + e∂e + v∂e + σ∂σ . (6.24)
6.8
Now, if we consider relations ξ10 = ξ20 = 0; and c01 = c02 in (5.53) and relations q4 = c01, q2 ≡ q60 ≡ 0 in (5.54),
respectively, then we find the following differential equations in terms of the kernel function and the free term:
c01
(
∂K
∂t
+ ∂K
∂x
+ ∂K
∂s
)
= 0 and c01
(
∂ϕ
∂t
+ ∂ϕ
∂x
+ ∂ϕ
∂σ
)
= 0. (6.25)
Then we obtain the following characteristic equations related to the differential equations (6.251) and (6.252):
dt
1
= dx
1
= ds
1
= dK
0
and
dt
1
= dx
1
= dσ
1
= dϕ
0
(6.26)
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which give the following solution forms for the kernel and the free term functions:
K = K (x − t, x − s) and ϕ = ϕ(x − t, σ − x). (6.27)
For this case, we obtain the following forms of the infinitesimal functions
ξ1(t) = c01, ξ2(x) = c01, ησ (σ ) = c01, ηe(e) = 0, ηv(v) = q7(x, t) = q70,0 (6.28)
and corresponding generators:
G1 = ∂v and G5 = ∂t + ∂x + ∂σ . (6.29)
6.9. The special case as ϕ = σ
Eq. (5.54) gives the expressions:
ξ10 = ξ20 = 0, ξ1(t) = c01, ξ2(x) = c02, q4 = q2 +
∫
Kq2ds (6.30)
and then the kernel function can be found in the following form from the solution of (5.53):
K = K (x − t, x − s). (6.31)
Now if we take the following kernel form as a special case of (6.31):
K = K (x − s) (6.32)
and differential equation (5.53) yields ξ10 = ξ20 = 0, then it can be easily seen that the solution of (5.54) corresponds
to the kernel function in the form of (6.32). Thus we get the following relations:
ξ1 = c01, ξ2 = c01, ηe = q60e + q2, ησ = q60σ + q4, ηv = q60v + q7 (6.33)
and the generators in the form:
G1 = ∂v, G6 = ∂t + ∂x , G7 = e∂e + σ∂σ + v∂v. (6.34)
6.10. The cases: ϕ = σ and K = K (x, s)
We have
ξ20 = ξ10 = c02 = 0, q4 = q2 +
∫
Kq2ds (6.35)
which corresponds to the forms:
ξ1(t) = c10, ξ2(x) = 0, ηe = q60e + q2, ησ = q60σ + q4, ηv = q60v + q7 (6.36)
and the group generators:
G1 = ∂v, G2 = ∂t , G7 = e∂e + σ∂σ + v∂v, G8 = q2∂e + q4∂σ + q7∂v. (6.37)
6.11. The cases: K = x − s and ϕ = σ
We have
ξ10 = ξ20 = 0, q4 = q2 +
∫
Kq2ds (6.38)
which give
ξ10 (t) = c10, ξ2(x) = c02, ηe = q60e + q2, ησ = q60σ + q4, ηv = q60v + q7 (6.39)
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that correspond to the generators:
G1 = ∂v, G2 = ∂t , G3 = ∂x , G7 = e∂e + σ∂σ + v∂v. (6.40)
6.12. The cases: ϕ(σ) = α + e 2κσε and K = 1s K ( xs )
We have
ξ1(t) = (q60 + ξ20 t + c01), ξ2(x) = ξ20 x, ηe = 2q60 (e − αµ(x)), ησ = q60ε/κ, ηv = q60v + q7(t, x),
(6.41)
where α, κ and ε are arbitrary constants; and µ(x) is the solution of the corresponding integral equation:
µ(x)+
∫
K (x, s)µ(s)ds = 1. (6.42)
Hence, (6.41) yields the generators:
G1 = ∂v, G2 = ∂t , G9 = t∂t + x∂x , G10 = κt∂t + κv∂v + ε∂σ + 2κ(e − αµ(x))∂e. (6.43)
Here, we notice that if we take the function q2 = q2(x), and then it implies that q4 is a constant; q71,0 and q71,1 are
equal to zero; and q7 must be a constant.
6.13
In addition to the special form of the free term in the previous case, if we take the free term in the following form:
ϕ(σ) = α + ln(χ + ζσ )β (6.44)
and we consider the general kernel function case as K = K (x, s), then we get
ξ1(t) = −q60 t + c01, ξ2(x) = 0, ηe = 2q60µ(x), ησ = 2q60 (σ + χ/ζ ), ηv = q60v + q70,0 (6.45)
that corresponds to the generators:
G1 = ∂v, G2 = ∂t , G11 = ζ t∂t + 2ζβµ∂e + 2(ζσ − χ)∂σ + ζv∂v (6.46)
in which β, χ and ζ are arbitrary constants and the function µ(x) satisfies the integral equation given by (6.42).
6.14. The case: ϕ(σ) = Eσ + E1 and K = K (x, s)
Then we have
ξ1(t) = c01, ξ2(x) = 0, ηe = q60e + q2, ησ = q60σ + q4, ηv = q60v + q7 (6.47)
and the following integral equation is satisfied for the functions q2, q4:
q4E = q60 E1 + q2 +
∫ ∞
−∞
Kq2ds, (6.48)
where E and E1 are arbitrary constants. In fact, this case can also be considered as the following subcases:
i: c01 = 1; q70.0 = 0; q4(t, 0) = q71,1 = q71,0 = q2(0, x) = q60 = 0 gives the generator G1 = ∂v
ii: c01 = 0; q70.0 = 1; q4(t, 0) = q71,1 = q71,0 = q2(0, x) = q60 = 0 gives the generator G2 = ∂t
iii: q60 = 1 gives that generator G7 = e∂e + σ ∂σ + v∂v and furthermore, the integral equation relation given in
(6.48) is also valid for this subcase.
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6.15. The case ϕ(σ) = E˜σ and K ≡ 0
This case corresponds to a (1 + 1) dimensional elastodynamics equation of the classical (linear) elasticity theory.
For the present symmetry analysis of the nonlocal elasticity, it is necessary to examine symmetry group analysis as
this special case. As is well known from the classical theory of elasticity, there is a linear relation between the stress
function and the strain function satisfying the formula σ = Ee (E˜ = E−1), which is called the Hooke law, that can be
easily obtained from the governing equation (5.12) so that E is the Young or elasticity module which is the property
of the material and e is the strain. First, the relation (5.53) is satisfied automatically and relation (5.54) yields
[(ξ20 − ξ10 + q60 )σ + q4]E = (ξ10 − ξ20 + q60 )Eσ (6.49)
and (6.49) shows that ξ10 = ξ20 and q4E = q2. Furthermore, we can find the following differential equation by using
the relations for the functions q2, q4, and q7:
q2xx − g2q2t t = 0, (6.50)
where g = √E . Based on the solution of Eq. (6.50), one can get the following relations related to the infinitesimals
of (5.3):
ξ1(t) = ξ10 t + c01, ξ2(x) = ξ10 x + c01, ηe = q60e + q2, ησ = q60σ + q4, ηv = q60v + q7 + q70,0 (6.51)
in which the functions q2, q4, q7 satisfy the properties:
q2 = ψ(gx − t)+ F(gx + t), q4 = 1
g2
[ψ(gx − t)+ F(gx + t)],
q7 = 1
g
(F(gx + t)− ψ(gx − t))+ q70,0 (6.52)
and ψ and F are arbitrary functions. Thus, (6.51) yields the generators:
G1 = ∂v, G2 = ∂t , G3 = ∂x , G9 = x∂x + t∂t , G7 = e∂e + σ∂σ + v∂v,
G8 = q2∂e + q4∂σ + q7∂v. (6.53)
7. Concluding remarks
In this study we analyze symmetry groups of the one-dimensional generalized equations of nonlocal elasticity by
a new computational approach for determining Lie point symmetries of nonlocal differential equations in the general
form. A definition of the point symmetry group is given by using a Lie–Ba¨cklund operator for integro-differential
equations. This method uses a special form of the extended (prolonged) infinitesimal generators having operator
coefficients with respect to the nonlocal variables which are also considered as variables of a jet space. Similar
generators allow us to obtain the determining equations of point symmetry groups in a more natural form. Based on
the new approach, the symmetries for different types of kernel functions K and of free terms ϕ are investigated. We
retain both general and special structures of the free terms ϕ and the kernel function K in order to get a classification
of symmetry groups by changing the values of related constants.
Appendix
Proposition. The infinitesimal components (ηe, ηv, ησ ) of the infinitesimal generator G (4.3)must be linear functions
of the dependent variables (e, v, σ ).
Proof. We first write all mixed derivatives of the functions (ηe, ηv, ησ ) with respect to the dependent variables
(e, v, σ ), and then one can show that all mixed derivatives of these functions are equal to the zero; that is; ηe, ηv,
and ησ are linear functions of the dependent variables. 
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For this purpose, let’s construct the following matrices whose elements are mixed derivatives of functions
(ηe, ηv, ησ ) with respect to the variables (e, v, σ ):
ησi j =
ησee ησev ησeσησve ησvv ησvσ
ησσe η
σ
σv η
σ
σσ
 ηvi j =
ηvee ηvev ηveσηvve ηvvv ηvvσ
ηvσe η
v
σv η
v
σσ
 ηei j =
ηeee ηeev ηeeσηeve ηevv ηevσ
ηeσe η
e
σv η
e
σσ
 . (A.1)
In (A.1), if we can show that each element of each matrix is equal to zero, then we prove the proposition defined
above. For this purpose, first, from the determining equations (5.9) and (5.8) we can write the following equation:
ξ2t + ησv − ηve = 0. (A.2)
Now we take derivatives of the expression (A.2) with respect to v and with respect to σ , respectively and find the
relations:
ησvv = ηvev = 0 and ησvσ = ηveσ = 0. (A.3)
In the same way, from the determining equations (5.11) and (5.13) we obtain that
ηev + ξ1x + ηvσ = 0. (A.4)
If we differentiate the expression (A.4) with respect to e and with respect to v, respectively we find that
ηeev = −ηvσe = 0 and ηevv = −ηvσv = 0. (A.5)
From determining equations (5.12) and (5.14) one can find the following differential equations:
ηee − ξ1t − ηvv + ξ2x = 0. (A.6)
Taking the derivative of the expression (A.6) with respect to e, we obtain that
ηeee = ηvev = 0. (A.7)
Lastly, using the determining equations (5.4) and (5.7) we find the following relation
ηvv − ξ1t − ησσ + ξ2x = 0 (A.8)
and differentiation of (A.8) with respect to σ gives
ηvσv = ησσσ = 0. (A.9)
We can easily say that (A.3), (A.5) and (A.7) and (A.9) give us the following results:
ηei j = ηvi j = ησi j =
0 0 00 0 0
0 0 0
 (A.10)
then infinitesimal functions ηe, ηv, ησ , ξ1, and ξ2 of the generator G (5.3) become in the following forms:
ησ = a1(x, t)σ + a2(x, t)v + b1(x, t),
ηe = a3(x, t)e + a4(x, t)v + b2(x, t),
ηv = a5(x, t)e + a6(x, t)v + a7(x, t)σ + b3(x, t), (A.11)
ξ1 = ξ1(x, t), ξ2 = ξ2(x, t),
where a1(x, t), a2(x, t), a3(x, t), a4(x, t), a5(x, t), a6(x, t), a7(x, t), b1(x, t), b2(x, t), and b3(x, t) are arbitrary
unknown functions.
Furthermore, one can obtain the explicit forms of the infinitesimals ξ1, ξ2, ηv, ηe, ησ by using the determining
equations (5.16)–(5.29) without considering the integral part of the system (5.12). First, from determining equations
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(5.16) and (5.21), respectively we find
ηv = (ξ1(t)+ c1(x, t))v + A1(x, t, e)
ησ = (ξ2x (x, t)+ c1(x, t))σ + A3(x, t, v).
(A.12)
Similarly, if we use the determining equations from Eqs. (5.18) and (5.17), respectively we have
ηv = c2(x, t)e + A2(x, t, v)+ A10(x, t)
ησ = (−ξ2t (x, t)+ c2(x, t))v + A4(x, t, σ )+ A20(x, t)
(A.13)
in which A1(x, t), A2(x, t, v), A3(x, t, e), A4(x, t, σ ), A10(x, t), and A
2
0(x, t) are arbitrary functions. If we consider
the results together found in (A.12) and (A.13), then one can easily write out the following expressions for the
functions ηv and ησ as below
ηv = (ξ1(t)+ c1(x, t))v + c2(x, t)e + A10(x, t)
ησ = (ξ2x (x, t)+ c1(x, t))σ + (−ξ2t (x, t)+ c2(x, t))v + A20(x, t),
(A.14)
where A20(x, t) is an arbitrary function. From determining equation (5.22), the following expressions can be written
ξ2xx (x, t)+ (c1(x, t))x = 0, c2 = c2(x)
ξ2t t (x, t)+ (c1(x, t))t + ξ2xt (x, t)− c′2(x) = 0.
(A.15)
From (A.15), we see that the function c2 is only the function of the variable x . In addition, we get two partial
differential equations including the functions ξ2, c1, and c2. Related to the function ηe, the determining equation
(5.23) gives the following expression
ηe = (ξ1t (t)+ c4(x, t))e + A5(x, t), (A.16)
where A5(x, t) is an arbitrary function. From (5.26), (5.24) and (5.29) we find
ξ2(x, t) = −c2(x)t + m1(x), c1(t) = −2ξ1t (t)+ m3
c4(x, t) = −ξ1t (t)+ c′2(x)t − m′(x)+ m3,
(A.17)
where ()′ presents the derivative with respect to the variable x , m1(x) is an arbitrary function, and m3 is an arbitrary
constant. From (A.17) we say that c1 is only a function of t . By using again determining equation (5.24) we find the
explicit forms of the infinitesimal functions ξ1, ξ2, ηv, ησ , ηe of the infinitesimal generator X (5.3)
ξ1 = −n1t2 + n3t + n4,
ξ2 = −(n1x + n2)t + m1x + m2
ηv = (2n1t − n3 + m3)v + (n1x + n2)e + A01(x, t)
ησ = (3n1t + m1 + m3 − 2n3)σ + 2(n1x + n2)+ A02(x, t)
ηe = (n1t + m3 − m1)e + A5(x, t),
(A.18)
where m1,m2, n1, n2, n3, and n4 are arbitrary constants. In addition, we have the additional relations between the
unknown arbitrary functions
∂A5(x, t)
∂t
= ∂A
0
1(x, t)
∂x
,
∂A20(x, t)
∂x
= ∂A
0
1(x, t)
∂t
. (A.19)
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