In this paper we continue our study of doubly-periodic sequences. It is shown that the set of eventually doubly-periodic sequences over a finite field has the structure of a Hopf algebra and that it factors as the tensor product of the Hopf algebra of eventually singly periodic sequences with itself. As an application of this result, we generalize a previous theorem by introducing a coalgebra structure for a space of doubly-periodic sequences (which solve a two-dimensional recurrence) and decomposing it as a sum of products of coalgebras of singly periodic sequences. The result is further applied to the well-known construction of twodimensional cyclic product codes using cyclic ordering yielding an induced coalgebra structure for these codes. 6 15x2 Academic press, Inc.
INTR~DU~ION
If N is the set of non-negative integers and F is a field, then recall that a sequence u = (ui): N + F is eventually periodic if there is a positive integer p and a non-negative integer L such that u~+~ = ui for all i 2 L in N. If L = 0, u is periodic, and we call the least such p the period of the sequence u. Moreover, define the double sequence (infinite matrix) s = (sij>: N X N + F to be eventually doubly-periodic if there exist positive integers p and q, and non-negative integers L and M such that s~+~, j = sij = si, j+4 for all i r L or j 2 M in N. If L = M = 0, then define s to be doubly-periodic. Doubly-periodic sequences are a natural generalization of periodic sequences. They can be shown to make up the solution space of two simultaneous linear recurrences. The general theory of doubly-periodic sequences has been studied by Sakata [8] , MacWilliams and Sloane [5] , and Homer and Goldman [4] . They can be shown to have autocorrelation properties similar to those of linear sequences. Eventually periodic sequences (both single and double indices) occur in the characterization of linear and quadratic automata. Other applications have arisen related to coding, particularly involving multidimensional cyclic codes as well as general Abelian codes (see Sakata [9] and MacWilliams [6] ).
In [4] the authors studied doubly-periodic sequences over commutative rings in terms of the recurrence relations they satisfied. In the case where certain polynomials associated with the recurrences had all distinct roots in a finite base field, it was shown that the solution space of doubly-periodic sequences decomposes as the vector space tensor product of solution spaces of associated periodic sequences. The main theorem of this paper shows that eventually doubly-periodic sequences over any finite field are isomorphic (as a Hopf algebra) to the tensor product of the space of eventually periodic sequences with itself. The first application of this theorem extends our former decomposition theorem in certain circumstances to show that over any finite field, the space of doubly-periodic solutions to a double recurrence is isomorphic (as a coalgebra) to the sum of tensor products of solution spaces of associated single index recurrences. As another application of these ideas, we show that a standard construction [2, 5] of a two-dimensional cyclic product code has an induced coalgebra structure. These results suggest the prospect of further applications of coalgebra structure theory to the study of periodic sequences and certain codes.
Further references for both the theory and applications of periodic and doubly-periodic sequences may be found in [4, 51 . In addition, we will rely upon Abe [l] and Sweedler [lo] for Hopf algebra concepts and upon Peterson and Taft [7] for the notion of linearly recursive sequences as Hopf algebras. The authors are grateful to Earl Taft for his comments upon a preliminary version of this paper. Basic results on periodic sequences can be found in Zierler [ll].
PRELIMINARIES
Throughout this paper F will denote a finite field and all tensor products will be taken over F. The is a Hopf algebra with antipode S satisfying S(P) = (-l)n~", but we often suppress mention of antipodes, since they will not be explicitly used in this paper. Let A be a coalgebra over F with comultiplication A and counit E. Denote the full linear dual of A by A* and suppose f and g belong to A*. Equip A* with the convolution product f * g defined by < f * gXc> = <f @ gXAc); then A* is an associative algebra over F with unit E [l, lo]. Now assume A is an algebra as well. Set A" = the set of all f E A* such that there exists an ideal J of A with f(J) = 0 and the dimension of A/J is finite. Under these conditions A" can be endowed with the structure of a coalgebra [l, 101; if A is a Hopf algebra, then A" is also a Hopf algebra. Finally, we have A" Q A" isomorphic to (A Q A)" as Hopf algebras.
In particular, the ideas above apply to A = F[xl as follows. We can As indicated above, since S: Cf,,> --) ((-l>"fJ is an antipode, F[x]" is a Hopf algebra. Finally, it is shown in [7] that the set F[x]O is exactly the set of linearly recursive sequences; that is, for f c F[x]", f = (f,J~=,,, there is an integer r > 0 and constants, hi, h,, . . . , h, E F such that for n 2 r, f,, = h,fn-, + h,fn-, + . . . +h,fn-,- (2) while the following formulas for coalgebra diagonalization and augmentation maps hold:
We are now in a position to characterize the dual of F[x, y]. 1. Let 9 be the Hopf algebra of eventually periodic sequences over a finite field F. If 9 is the set of eventually doubly-periodic sequences over F, then 9 may be endowed with the structure of a Hopf algebra and as Hopf algebras.
Proof. We know in general that In [4] it is shown that every doubly-periodic sequence satisfies recurrence relations of the form (* *) and that, conversely, all solutions of (* *) are doubly-periodic. Moreover, it is clear that the set of all double sequence solutions to (* *) is a vector space over F of dimension mn. Call this space the solution space of (* *). Set Since <f(x, y)) 1 is a subcoalgebra of F[ x, y]' of dimension mn which contains s, we have C, c (f(x, y>>' . Suppose {P.Ebs) above is a linearly dependent set. We can lexicographically order this set and conclude that some elements are linear combinations of preceding ones. Thus, they satisfy new double recurrence relations of the form (* *) with an associated nontrivial polynomial f'(x, y) and corresponding parameters m' and n' with either m' < m or II' < n. If g'(x) and h'(y) of degrees m' and n' are the polynomials of the associated single index recurrences, then f'(x, y) = g'(x)h'(y). Clearly the solution space of the new relations, (f'(x, y))' , is contained in (f(x, y))' ; consequently, by Lemma Ebv(h(y)) = 0. Thus, the image of C, 8 C, is a subcoalgebra of <f<x, y))" . We need only to compare dimensions to conclude C, 8 C, = C, and Theorem 2 is proved.
COROLLARY.
Let g(x) and h(y) be the polynomials associated with the single index recurrences of Theorem 2 and let s be any nonzero solution to (* * ). Suppose and are factorizations of g and h into distinct irreducible polynomials p, and q8 over F. Choose any nonzero elements u, E (p,(x)>'
and us E (qp(y))l. Then for G 2 H, as coalgebras.
Proof: Write &k(y) = lJ~==,p,(x)q,(y) * lJ~=H+l~a(~). The proof is immediate from Theorem 2 and [ll or 71, where it is shown that (p(x))' @(q(x))l = (p(x)q(x)) ' if p(x) and q(x) are relatively prime.
We close this section with an observation due to Professor Taft that the set of periodic sequences in F[x]" is generally not closed under the convolution product. For a E F, set e(a) = (~")~=a = C~=aunZn, a geometric series in F[x]" [7] . It is easy to show that e(u)* e(b) = e(a + b). Now let the characteristic of F = 3 and observe that e(1) = (l,l,l,...) e(2) = (1,2,1,2 ,...) e(0) = e(l)*e (2) = (l,O,O ,... ).
Here e(l) and e(2) are periodic, while e(0) is not periodic but only eventually periodic.
AN APPLICATION TO A CLASS OF CODES
The periodic sequences of greatest interest to coding theorists are those sequences of maximal period which may be generated by shift registers. Such sequences are often called pseudo-random sequences [5] and may be transformed to matrices using a construction introduced in [3] known as cyclic ordering or @ding [2, 51 . Considering the codewords as two-dimensional is useful in combatting errors occurring in bursts. We show that the cyclic ordering correspondence maps a subcoalgebra of 9 isomorphically into Z@ and, moreover, that the correspondence is a kind of comultiplication since it is coassociative.
Let a = (UJ be a periodic sequence with period n = qklkz -1 such that n, = qk' -1, n 2 = n/n1 > 1, and IZ~ and n2 are relatively prime, where F = GF(q), the Galois field with q elements. (Note that q = 2, n = 63, k, = 3, k, = 2, n, = 7, and n2 = 9 furnish one such example. Other example sequences may always be obtained from the shift register corresponding to a primitive polynomial of degree k,k, [5, 
Since (n,, n,) = 1, the Chinese remainder theorem guarantees that the correspondence i c) (ii, i,) given by (5) is a bijection from integers in [O, n) to lattice points in [0, n,> x [O, n,). We know from [ill that all sequences satisfying the minimal linear recurrence relation of a = (a,) have the same period as a, form a subspace, C,, of 9, and are all cyclic shifts of a. Furthermore, we know from [7] that C, is a subcoalgebra of 9= I;[x]" and from [l, 101 that the comultiplication AII of C, + C, Q C, is the restriction to C, of the comultiplication of 9. Define the map (+ on the domain C, into the set of double sequences over F as follows. (We will refer to (+ as the cyclic ordering map.) For a E C, and for 0 I i I n -1, set bit,iZ = ai, where 0 < i, < nr and 0 < i, < n2 satisfy (5) above. Extend the n1 X n2 array of biliZ to be doubly-periodic by requiring the first index to have period n, and the second index to have period n2. Define a(a) = ~(a,) = (biliZ) E 9.
LEMMA 3. The map u: C, + 9 defined above is well-defined, one-one, and linear.
Proof: Since any sequence in C, is just a shift of u, we lose no generality using a for the definition. We have also noted above that C, is a vector space over F. Because a has period n, a is uniquely determined by its initial segment a,, a,, . . . , u, _ r; similarly, by requiring that b = (bili,> be periodic of period n1 in i, and n2 in i,, b is uniquely determined by bili2,0 I i, I n, -1,O I i, I n2 -1. Thus, u is well defined and injective because (5) defines a bijection.
To show linearity, let (a,) and (ai) belong to C,. Suppose (a:) = (~~+~),(a~) shifted by k. Therefore for 0 I i < n, ui + ai = ui + u~+~, where we can assume 0 I i + k < n by reducing mod n. Using (5), we have unique i,, ii, i,, ii with 0 I i,, ii < n, satisfying i = i, (mod n,) and i + k = ii (mod n,) for t = 1,2. Thus, ii = i, + k (mod n,) and (a + u'ji = uj + ui = bili, + bilq, showing (+ is linear. This proves the lemma.
The space C, is a cyclic code [2] and as explained above has a coalgebra structure. The next theorem makes clear that the cyclic ordering map (+ induces a coalgebra structure on the two-dimensional cyclic code a(C,>, which is compatible with the coalgebra structure of 9 which is equal to (6) in view of our identifications.
By virtue of Lemma 3, the proof of Theorem 3 will be complete if we showegOc=ec;
this is clear because the evaluation of the left side is b,, and of the right is a,.
The last result of this paper shows that the cyclic ordering map is a close relative of diagonalization. 
Moreover, with u(hk) = <fiy), we compute ((I 03 u)w)(a) = E c c,kf;yz"wwy. k=l a,&~
From (5) and the definition of u we know that e$ = c:, where s = (Y (mod n,) and s = /I (mod n2), and f:y = df, where t E @ (mod n,) and t = y (mod n,). The construction u(a) = (b,,) E d provided that b,, has period n, in S, period n2 in t. Therefore, t = y (mod n2), together with 
CONCLUSIONS AND OPEN PROBLEMS
We have presented a general decomposition theorem for eventually doubly-periodic sequences as Hopf algebras. We then used coalgebra techniques to decompose the solution space of a double recurrence as an application. The theorem was further applied to certain two-dimensional product codes. This approach can be extended to higher dimensions in a straightforward way. This appears to be the first time applications of coalgebra structure theory to periodic sequences or codes have been noted in the literature, following ground broken in [7] .
As proposed in [l, 101, the theory of Hopf algebras is very well developed. One future direction to pursue is to try applying other results from this theory to further understand doubly-periodic sequences. This was essentially done in 171 for singly periodic sequences. In particular, efficient algorithms for generating multidimensional codes might be obtained using the algebraic theory.
Further applications of periodic sequences can be pursued. Several questions arise here. Can this theory be recreated over a finite commutative ring rather than a finite field? In [4] some of this theory is developed over a commutative ring. Can autocorrelation results for doubly-periodic sequences be obtained directly from the algebraic theory developed here? Will it yield stronger results ? Finally, are there periodicity properties corresponding to related classes of non-linear codes? Can such classes be studied using a theory parallel to that developed here?
