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INTRODUCTION 
The uses of fluidiz'ed beds in industrial processes have 
increased over the past twenty years. This increased activity 
is due to the advantages fluidized beds exhibit over alternate 
processes. These advantages are presented and discussed in books 
on fluidization by Leva (^8) and by Zenz and Othmer (77). 
Description of Fluidization Phenomena 
When a fluid is passed upward through a bed of solid particles, 
it encounters a resistamce to flow, resulting in a pressure drop 
across the bed. This resistance to flow results from the drag of 
the fluid on the particle as it follows a tortuous path of changing 
direction, speed, and agitation. As the fluid flow rate is in­
creased the resistance increases, resulting in an increase in the 
pressure drop. 
As the flow rate is increased to the point where the pressure 
drop becomes equal to the weight per unit area of the particles in 
the bed, the bed will expand slightly, and the individual particles 
will become supported in the fluid stream with freedom of movement 
relative to one another. The -bed is then said to be fluidized and 
will have the appearance of a liquid with a well-defined free 
surface. 
Increased flcvr rate will result in a continued expsmsion- of 
the fluidized bed. This may take place in two manners: 
1. It may continue to be a homogeneous bed of fluid 
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and solid (particulate fluidization), 
2. It may form two phases, one a mixture of solid and 
fluid and the second containing only the fluid 
(aggregative fluidization). 
It is often difficult to classify a fluidized bed with either of 
these two classifications. For some systems there is a gradual 
transition from particulate fluidization to aggregative fluidi­
zation. In this transition region the bed does not fall into 
either of the two classifications given above. 
Whether or not the expansion takes place as a particulate or 
aggregative fluidized bed depends primarily upon the particle 
diameter, the fluid viscosity, and the difference in density be­
tween the solid and fluid. In'general, the gas-solid system ex­
hibits aggregative fluidization and the liquid-solid system, 
particulate fluidization. 
In particulate fluidization thé distance between particles in­
creases with increased fluid flow rate, resulting in increased 
inter-particle distances. The particle finds it easier to move 
throughout the bed and does not feel the restraint of its neighbors. 
In the aggregative fluidized bed the increase in fluid flow rate re­
sults in the formation of a second pure fluid phase that moves 
through the bed in a manner similar to gas bubbling up through a 
pure liquid. This results in rapid agitation of the solid-fluid 
phase just as gas bubbles cause agitation of a pure-liquid phase. 
If the floiY rate is increased sufficiently, entrainiaent begins 
to take place, the bed loses its well-defined surface, and the par^.-
tides begin to be carried away. This is referred to as dilute-
phase fluidization. If the flow rate is increased still further, 
the area of pneumatic transport is reached. 
Whether the bed expands as a particulate or aggregative bed, 
the distinguishing feature of a fluidized bed that separates it from 
a packed bed is" the motion of the particles in the bed. 
Purpose of Investigation 
The distinguishing feature of a fluidized bed that separates it 
from other processes (packed beds, filtration, etc.) is the movement 
of the individual particles in the bed. In order to obtain an -
understanding of the characteristics that are unique to a fluidized 
bed, it is necessary to understand the importance of particle move­
ment. Several examples establishing the importance of particle 
movement are discussed in the following paragraphs. 
In a fluidized bed where heat is being absorbed or generated by 
a chemical reaction, the solid, in addition to taking part in the 
chemical reaction with the fluid, has the function of rapidly trans­
porting the heat from an area of the reactor at high temperature to 
one of lower temperature. It is the movement of the particles that 
results in the approximately isothermal operation which is charac­
teristic of fluidized beds. The approach to isothermal operation is 
considered an advantage in most operations. 
The determination of particle flow patterns in a fluidized bed 
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should be valuable in the establishment of a kinetic or mass trans­
fer. model of a fluidized bed. The knowfledge of particle flow pat­
terns would also be of value in the evaluation: of backmixing, since 
particle movement is responsible for any difference in backmixing 
exhibited by a fluidized bed compared to a packed bed at the same 
superficial fluid velocity. 
For chemical reactors an increase in backmixing results in an 
increase in the size of the reactor. In heterogeneous catalyzed 
operations it is important to know at what point circulation can be 
sacrificed in order to obtain homogeneous fluidization without 
annulling the advantage of constant temperature operation. 
In heat transfer from the fluidized. bed to the walls of the 
column, it is the movement of the particles along the walls of the 
bed that is considered to be responsible for the high heat transfer 
coefficients. 
In most correlations for mass and heat transfer» the resis­
tance, R, to this transfer is a function of the Reynolds number. 
R = f(Re) = f(%^ (1) 
raised to a power "a". The velocity, v, is taken as the difference 
between the bulk fluid velocity and the surface where the transfer 
is taking place. For batch fluidized beds this velocity difference 
is taken as the bulk flow velocity of the fluid. The movement of 
the moving particles making up the bed is not considered. They are 
treated as stationary particles. If the coefficient of the Reynolds 
number given in Equation 1 has a value of 1.0, the value of the 
resistance will be independent of particle movement. For all other 
values of the coefficient a in Equation 1, the resistance is a non­
linear function of v and is a function of the particle movement. 
The extensive use of fluidized beds as catalysts for various 
gas-phase reactions has stimulated a great deal of investigation 
into gas residence time. At the sane tine few investigations have 
been carried out on residence time distribution of solids in 
fluidized beds. Where particles undergo chemical and physical 
change (for example, carbonization of coal, roasting; of ores and 
minerals* coking of oil and tars, etc.), the residence time of par­
ticles is essential. 
Determination of the activity of a catalyst in a continuous 
feed fluidized bed will depend upon the internal age of the catalyst 
in the bed and is a function of the movement of particles in the 
bed. 
The knowledge of particle movement within a fluidized bed is 
meager. Host available information presents a macroscopic analysis 
where single particle motion is not observed. The mathematical 
model used to measure the particle movement does not describe many 
observed phenomena of the fluidized bed. 
In an attempt to obtain a more complete picture of a fluidized 
bed, the measurement of the movement of an individual particle has 
been studied, and a new mathematical model for motion has been 
developed. 
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Scope 
The experimental investigation of the movement of individual 
particles was limited to liquid-solid fluidized beds. Spherical 
particles of one size and density were employed. The fluid veloc- . 
ity (bed expansion) and the fluid viscosity were the quantities 
varied. Several quantities that cannot be obtained without a know­
ledge of the movement of an individual particle were studied. A 
radioactive tracer technrLque for measuring this motion was devel­
oped. 
A new model was developed which describes the particle motion 
and does not assume the continuity of moving particles (diffusion 
model) in the bed. The new model can account for observed phenom­
ena that cannot be explained by the diffusion model. These models 
are compared and related to each other. 
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LITSRATUHE SURVEY 
General References 
A large volume of articles describing certain aspects of 
fluidization appear in the literature. Two books, "Fluidization" 
by Max Leva (38) and "Fluidization and Fluid-Particle Systems" by 
Zenz and Othmer (77), have recently been published. Each book is 
well referenced to the literature and contains (several hundred ref­
erences on fluidization. Other excellent general references are 
written in foreign languages and include a French publication, 
"Phénomènes de Fluidization," by Re-boux (39) and a Japanese publi­
cation, "Fluidized Beds," by Shirai (62). In spite of their recent 
publication dates, they are already approaching obsolescence. 
Several reviews, that are valuable in preparing a bibliography of 
recent literature, have been published since these books were 
printed. Botterill, in I96I (6) and again in I963 (7), reviewed 
the current literature. Zenz (76) in 1963 wrote Chapter 6 of a new 
book edited by Acrivos. In this chapter of "Solid Fluid Systems," 
he was able to present the recent literature necessary to bring his 
book up to date. The most recent general reference is a Japanese 
book, "Fluidization Method" by Kunii (^4). It contains the most 
complete bibliography of the recent literature. 
Particle Mixing in Fluidized Beds 
Mixing of solids can occur either by a process of random move­
ment (diffusive movement of the continuity point of view is em­
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ployed) or by bulk movement of solid particles. Bulk movement is 
generally associated with eddies in liquid fluidized beds and with 
bubbles in gas fluidized beds. 
In processes where a solid forms one of the reactants, good 
mixing of solids can be detrimental to the conversion efficiency of 
the process (12). 
Gilliland and Mason (17) were among the first to determine that 
the movement of particles in a fluidized bed was very rapid and com­
plete. This was done by placing a heat source at the top of the bed 
and a sink at the bottom. The lack of a temperature gradient in the 
axial direction indicated rapid mixing. 
The study of particle velocities along the column wall of a 
fluidized bed was first reported by Toomey and Johnstone (68 and 69) 
who studied the movement of glass beads with a high speed camera. 
Massimilla and Westwater (4?) used a similar photographic technique 
to study the movement of glass beads and alumina particles. They 
found individual particles move up to 6 ft-sec. with abrupt change 
of velocity. Sideways motion of the particle v/as found to be rela­
tively mild. Through photographic analysis (4?^ 68, and 69) and 
other observations by several investigators (38 and 4$), it is 
generally conceded that the particle rises up the center and down 
the sides of a column. /' 
Wilde (73) and Gordon (19) studied the motion of individual 
glass spheres in a fluidized bed by using a fluid that had the same 
refractive index as that of the glass beads. The motion of a 
colored tracer bead was followed. They concluded that the motion 
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was aot truly random but wavelike motions of bead groups, as well 
as other well-defined circulation patterns. Johanson (28), by 
means of a photographic technique, measured the velocity at the 
column wall of steel spheres 0.75 and 0.366 inches in diameter. 
These three works are the only references found on the motion of an 
individual particle in liquid fluidized beds. 
Marsheck (44) v/as able to measure the average particle veloc­
ity (both magnitude and direction) as a function of radial posi­
tion. He found the particle flow pattern was not symmetric. He 
felt that the flow pattern in the bed is established by the paths 
the bubbles travel through the bed. The particles were moving up­
ward in over $0$6 of the bed. The gross solids circulation rate was 
found to be a function of the superficial gas velocity and the 
ratio of height above distributor to total bed height. 
Le Bouffant (^6) measured the average agitation velocity of 
particles in the interior of the bed. Leva and Grummer (4o) mea­
sured the time for particles to move from the top of the bed to the 
bottom. 
The rate of mixing of solids in fluidized beds has been 
studied by means of tagged particles (5» 9» 24, 58, 42, 45, 48, 64, 
65, 66)« Leva and Grummer (4o) measured the time it took for dyed 
particles, added to the top of the bed, to uniformly mix throughout 
the bed. They visually determined the time of uniform mixing. The 
data were correlated by an expression derived from a differential 
energy balance betwe^^u moving particles and fluid, Trawinski (70) 
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introduced solid diffusivity and derived an expression to show that 
this coefficient is a function of the product of the fluidizing gas 
velocity and the relative bed expansion. 
Bart (5) was the first to analyze particle movement in fluid-
ized beds and correlate it based on a diffusion model. He intro­
duced particles into the center of the bed and withdrew samples 
from the top. He worked with both batch fluidized beds and beds 
with continuous solids feed. He found the axial dispersion co­
efficient to be proportional to linear velocity. 
Muchi (51) presents solutions to the diffusion equation for 
solid particles, subject to several different boundary conditions. 
He presents dispersion coefficients in both axial and radial direc­
tions for several materials. Tailby and Cocquerel (66) reported 
that their data did not produce a constant dispersion coefficient 
for Pick's Law, ajad May (48) found that the presence of gross cir­
culation patterns makes solids dispersion data erratic. 
Littman (4^) measured the nixing of copper shot in tapered and 
untapered beds. He introduced two terms not used by previous in­
vestigators in analyzing his data» The "activity front" was arbi­
trarily assumed to have reached a given location when the ratio of 
the bed activity to the steady-state bed activity was 0.01. The 
"particle traffic" was defined as the number of particles per unit 
time passing in either direction through a unit horizontal plane. 
Katz and Zenz (30) were the first to introduce the solids cir­
culation model used by Zenz and Othmer (77)» and later by Talmor 
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and Benenati (6?)» to analyze mixing data from fluidized beds. In 
this analysis, the bed is divided into two sections and particles 
of different concentrations are put in each section. The bed is 
fluidized for a period of time, and the concentration is determined 
in each section. The net mass of material that moves from one sec­
tion to another is defined as the circulation rate. The latter • 
authors found that the circulation rate is a linear function of 
superficial air flow rate over the minimum flow rate required for 
fluidization and varied exponentially with particle diameter. 
Hozental (6l) considered the effect of particle residence:time 
for a continuous fluidized bed drier. Yagi and Kunii (74) experi­
mentally determined and compared particle residence time distribu­
tion to a theoretical distribution and determined the effect on 
chemical conversion in a fluidized bed reactor (75)* John eind 
Mikovsky (29) show that the average values of catalyst properties 
may be calculated if the mass and age dependent properties of each 
batch are known. 
A number of articles (10, 11, l6, 20, 26, 6^, 66, 72) dealing 
with the rate of solids turn-over in fluidized beds have appeared 
within the literature. Parent et (56) and Eeboux (59) calcu­
lated a mean residence time, based on simplifying assumptions, for 
particles in a fluidized bed. Bowling and Watts (8) measured the 
residence time of coal char fluidized with air. They found that 
the curves generally followed those derived for complete mixing. > 
At low values of time there was a higher percentage of tagged par­
ticles in the exit stream than calculated, and this was attributed 
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to a bypass of particles. 
Tailby and Cocqusrel (66) studied the residence time distribu­
tion of glass beads fluidized by air. They ran a statistical anal­
ysis on the data and found that the aspect ratio (length of bed 
over diameter) and solid feed rate have greater importance on mix­
ing than the air flow rate. They measured the hold-up and the -
segregation ratio as defined by Danckwerts e^ a3^. (14). Both 
cocurrent and countercurrent experiments were run, and it was found 
that the hold-up was higher for cocurrent flow. 
Morris et (50) studied the residence time of glass beads 
in air. They concluded that diffusion model was not a valid model 
to represent the motion of the glass beads. They fit the experi­
mental F-curves to a solids-velocity profile model. They also 
measured and present values of hold-up. At high air velocities the 
bed approaches that of a completely mixed bed and at low air veloc­
ities the bed. approaches plug flow., 
Van Deemter (71) stated that, in the region of the wall and 
other solid boundaries, the formation of larger aggregates with 
longer lifetime is promoted. Downflow of gas and particles will, 
therefore, often take place along the wall, although, in large 
diameter vessels, it is just as possible that local downflow occurs 
in the middle.- This agrees with Marsheck (44) who found that the 
regions of low upward velocity of the particles were at the wall 
and in the center of the bed. Leva (39) reported on the blending" . 
of particles of different size or density in a gas fluidized bed» 
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Muchi £t al. (52 and 55) introduced the degree of mixidness 
and defined it as tha ratio of the concentration dispersion at the 
initial conditions to that at time t. They found that mixing is 
essentially complete in gas fluidized beds, and deviations are 
caused by either blow-away or inert particles. They suggest doubt 
that complete mixing would occur in liquid-solid fluidized beds. 
Sutherland (65) used an arbitrarily defined mixing index. May 
(48) found that in spite of the high mixing rates in large diameter 
columns such beds are far from completely mixed. Singer al. 
(64) found that in large industrial size units perfect mixing can 
be assumed. Broad residence time distributions have been shown by 
Singer ejb al. (64), indicating that the fluidized bed approaches a 
complete mixing unit. Industrial tracer studies have been reported 
by Huntley e^ al. (27) and Ausman £t (4). 
The work of Sutherland (65)» Wace and Burnett (72), Massimilla 
and Bracale (45), amd Botterill (6) indicates that bubbles are re­
sponsible for the solids mixing in fluidized beds. Rowe and 
Partridge (60) conducted fundamental studies on the passage of 
single bubbles through beds and their effect on particle motion. 
Hassett (21 and 22), Cairns and Prausnitz (11), Kramers et al. 
(55)1 and Simpson and Rodger (63) have shown that instabilities 
occur in liquid-solid fluidized beds similar to those generally 
attributed to gas-solid fluidization. Andrews (3) has attempted to 
predict, from measured bed variables, the number of particles with 
a suitable velocity vector to escape from the bed surface. 
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Effect of Tapering and Baffling Beds 
In order to reduce the amount of solid and fluid mixing in a 
fluidized bed, beds have been modified by adding baffles to the in­
ternals of the column or by building tapered beds. Levey ^  al» 
(42) showed that by tapering a column to produce a constant super­
ficial velocity throughout the bed, solids mixing in the bed was 
reduced and that deep beds of dense material fluidized better. 
Sutherland (65) and Littman (43) studied solid particle mixing in 
tapered beds and concluded that mixing is reduced. The latter 
author showed that mixing is faster at the top than at the bottom 
and that the bed does not behave as a completely stirred tank, 
Omae and Furukawa (54) suggested that it would be easier to 
insert a tapered cone into the center of a column to obtain varying 
cross sections than to taper the column. They used different sized 
sand fluidized with water and found that mixing was better in the 
conical bed. In the cylindrical bed he observed visually that the 
vibratory movement was much greater than the convective movement. 
Although inserts are more easily made, they alter the generally 
accepted flow of particles up che center and down the walls (38), 
and it is, therefore, not expected that the characteristics of 
tapered and conical beds would be the same (65)• 
Sutherland's (65) experiments with a tapered bed confirm that 
the suppression of bubbling suppresses particle circulation. 
Sutherland (65) and others (15» 49, and 66) have shown that mixing 
is greatly reduced in tapered beds. 
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Massimilla and Bracale (4$) studied the effect of baffles on 
particle movement in fluidized beds. The dispersion coefficient is 
a function of the mechanical characteristics of the bed. The e.ddi— 
tion of baffles or other internals to the column changes the 
mechanical characteristics and results in different fluidization 
characteristics. Baffled and unbaffled beds were examined to find 
the regions where particle movement follows Pick's Lav; of diffusion. 
In unbaffled beds diffusion held for only a very small velocity 
above the oinimum fluidization velocity, whereas the baffled bed 
remained homogeneous at much increased flow rates. As in the case 
of the unbaffled bed, mixing intensified with increase in fluid 
velocity, and, for the same velocity, the unbaffled bed showed a 
higher degree of mixing. This indicates it is the inhomogeneities 
in the bed that cause the rapid mixing. 
Massimilla and Westwater (4?) noted that the baffled bed may 
behave more like a fixed bed than a packed bed as far as solids 
are concerned. 
In another study Massimilla £t al. (46) compared heat trans­
mission in baffled and unbaffled fluidiaed beds. Baffles signifi­
cantly limit the mobility of the particles and result in the 
appearance of radial as well as axial temperature gradients. There 
is a small region where the baffled bed and unbaffled bed are the 
same in regard to axial heat exchange. 
Overcashier e^ al. (55) studied the backmixing and retention 
time characteristics of gas and solids in fluidized beds. Effects 
of allowable gas and solids velocity, entrainment, and bed density 
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were studied as a function of baffle design. It was shown that the 
use of baffles narrows the residence time distribution spectrum and 
permits cocurrent or counter-current flow while not seriously 
effecting gas or solids throughput or hold-up. They presented five 
models to be considered in explaining the behavior of the baffled 
bed. 
Techniques Used to Measure Particle Mixing 
Sutherland (65)s Brotz (9), Massimilla and Bracale (4$), and 
others used colored particles as the tracer material. Samples are 
removed from the bed, and the number of colored beads is visually 
determined. The method was most tedious and results, scattered. 
Morris al. (50) developed an optical method to measure the con­
centration of colored beads. Another technique used by Bowling (8) 
involved the use of nickel shot as a tracer in a bed of copper 
shot. The materials ere very similar in all physical properties 
and can be separated magnetically. 
Le Bouffant (36) studied the movement of opaque particles by 
X rays. 
High speed photography has been used by Massimilla amd 
Westwater (4?), Toomey and Johnstone (68 and 69), Johanson (28), and 
others in mixing studies, but only the motion of the particles next 
to the wall could be recorded. 
Radioactive tracers have been used by May (48) in a large in­
dustriel. catalyst cracker and by Littman (43) in a study with 
tapered beds, and they found the technique to be very successful. 
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Talnor and Benenati (6?) used cation exchange resin. 
Bowling and ;?atts (8) tagged coal char impregnation with 
ferrous oxi.de so that the particle could be analyzed and separated 
magnetically. 
Lemlich and Manoff (37) present a method for following the 
movement of individual particles in a fluidized bed. An optical 
method is presented that uses a tagged particle of different re-., 
fractive index from that of the fluid and the rest of the parti­
cles. This method was used earlier by Gordon (19) and Wilde (73). 
Kondukov e_t al. (32) traced the location of an individual 
radioactive particle by six scintillation detectors placed in pairs 
along three mutually perpendicular axes. 
Marsheck (44) used a thermistor to measure the average veloc­
ity and direction of particles in a fluidized bed. 
King (31) used ion exchange resin tagged with radioactive P-32 
to measure diffusion in a liquid bed. 
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DISCUSSION OF SINGLE PARTICLE DATA 
The diffusion theory has been used by several investigators 
(5, 31, 45» 48, 51, 66, and 70) to describe the notion of particles 
in a fluidized bed as mentioned previously. This was done by fit­
ting experimental data to solutions of the diffusion equation, 
Û:S:AC+S = (2) 
Tagged particles placed in the bed at one location become -dispersed 
throughout the bed because of the particle movement. Observation 
of the fluidized bed under all but the most ideal conditions sug­
gest that the particle movement is caused by a "random or diffu­
sion" type motion superimposed upon a bulk flow motion. 
The diffusion equation results from a theoretical analysis of 
the movement of gases, neutrons, Brownian particles, etc. The 
following assumptions that cannot be applied to fluidized beds are 
made in these derivations. 
1. On collision, all scattering angles are equally 
probable 
2. Mean free path is constant 
3» Particles move at some constant average velocity 
4. Movement of particles are independent of each other 
Particles do not feel the restraint of their 
neighbors 
In a fluidized bed the particle is in a non-isotropic environ-
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ment, and the collision angle, mean free path, and velocity are 
functions of direction. The particle is strongly restrained and 
not independent of its neighbors. In these fundamental derivations 
of the diffusion equation, the diffusion coefficient is found to be 
proportional to the product of the particle velocity, v, and a 
characteristic distance, X, 
B oc (v X X) (3) 
The faster or further a particle moves between.collisions, the 
larger the diffusion coefficient. The product of a velocity and a 
characteristic length for a moving particle characterizes the 
"intensity of particle motion". For the special case where the 
assumptions leading to the diffusion equation are valid, this 
"intensity of particle motion" is proportional to the diffusion co­
efficient. In the analysis of single particle data, the values of 
velocity and characteristic length and, therefore, a measure of the 
intensity of particle motion are obtained. The assumptions re­
quired for application of the diffusion equation are not necessary. 
The product of the velocity times the characteristic.length shall.' 
be referred to as the coefficient of movement. 
In order to obtain the velocity and length term necessary to 
determine the coefficient of movement without the necessity of as­
suming, the diffusion equation to be valid, it is necessary to fol-r 
low the movement of individual particles in the bed. In the 
typical experiment where tracer particles are added to one section 
of the bed (Section A), allowed to disperse, and the concentration 
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measured at a second location (Section B) in the bed, it is not 
possible to determine the particle velocity or direction. When the 
measurement at B is made, there is no v/ay to distinguish particles 
that come directly from Section A to B, or go from A through B and 
back to B, or from A to B to A to B. Several parameters were ob­
tained that could not be obtained from a many tracer particle ex­
periment. These include internal residence time distributions, 
particle velocity distributions, reflectivity, absorbtivity, parti­
cle traffic, and mean free path. Other parameters that are ob­
tained and are available from a many particle experiment, including 
diffusion coefficient, wave front velocity, and gross circulation 
rates, were also obtained. 
Reflectivity, Transmissivity, and Characteristic Length 
Consider a one dimensional model of a fluidized bed as pictur­
ed in Figure 1. The probability of a particle passing level Z^, 
moving toward but failing to reach before returning to 
(AZ=Z^-Z^), is represented by Pr(S^, Z^:Z^) and is referred to as 
the particle reflectivity. Conversely, the probability of a parti­
cle passing level Z^, moving toward 2^ and reaching Zy is given by 
Pr(Z., Z.:Z.) and is referred to as the particle transmissivity. 
The particle transmissivity and particle reflectivity are related 
by 
Pr(Z , 2.;Z ) -i-PrCa., Z.:Z.) = 1.0 
1 J J- ^ J J 
The concept of transmissivity and reflectivity, as presented 
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Figure I Diagram of Fluidized Bed Showing Nomenclature 
Used in Analysis. 
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above, helps in obtaining a qualitative ot semiqualitative picture 
of the motion of particles in a fluidized bed. If the motion of 
the particles is of a random nature, it would be expected that the 
transmissivity would fall off gradually (probably close to an expo­
nential decrease with distance). If, however, the particles estab­
lish a strong circulatory pattern, the transmissivity would be 
expected to remain large for some distance and then drop abruptly. 
Figure 2 presents qualitative curves of transmissivity versus dis­
tance for random motion, strong circulatory motion, and inter­
mediate combination. 
A particle in a fluidized bed is constantly changing both 
direction and speed. If it is assumed that the probability a par­
ticle turns around and is reflected in a distance AZ- is propor­
tional to A2, the transmissivity is related by 
—(2—Z.")/X-
Pr(Z^, Z:2) = e ^ (5) 
The constant X has the dimensions of length and is used as a 
characteristic length that describes the movement of the particle. 
The greater the value of X, the further a particle moves before it 
turns around. Equation 3 is derived in Appendix A, 
Particle Traffic 
The term "particle traffic" was used by Littman (43). It is a 
measure of the total rate of flow of particles by a horizontal 
plane. From Figure 1 it can be seen that the total flow per unit 
2) 
STRONG CIRCULATION 
RANDOM MOTION 
INTERMEDIATE ( RANDOM+ CIRCULATION) 
Figure 2 Transmissivity of Bed Particles for 
Different Flow Patterns 
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area and per unit time (cm^-sec) past a horizontal plane is given 
by 
Jtotal = (6) 
where and are the number of particles 
per unit area and per unit time in the + and 
- Z-direction respectively. 
The partial currents and J represent the partial traffic in the 
+ and - Z-directions respectively. The partial current concept is 
used by Glasstone and Bdlund (18) to derive the diffusion equation. 
The equations for partial currents are 
* T 'H'o 
where \ = mean free path 
C = particle concentration 
Using these relationships, the total current is 
CI V 
^total ~ 
The total current is not dependent on the characteristic length 
but only upon the particle concentration and particle velocity. 
The particle traffic is unable to distinguish between a bed 
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where the particles move in a small local region (as atoms vibratr-
ing in a crystal) and beds where particles move freely throughout 
the bed. As pointed out earlier, one of the desirable characteris­
tics of a fluidized bed is that the particles in the bed act as a 
vehicle to carry mass or energy throughout the bed. Particle traf­
fic cannot measure this characteristic. 
Time Interval Distributions 
If two detectors to measure the passage of a tagged particle 
are placed at levels and 2^, as shown in Figure 1, several time 
interval:distributions may be obtained. For example, the time in­
terval between the passage of the tagged particle past headed 
toward Z. until it passes Z. headed away from Z. represents a class 
J 1 J 
of time intervals. Definitions for twelve time intervals are given 
on page 46. 
The analysis of time interval data is based upon the premise 
that the time interval population could be represented by a fre­
quency distribution function and that the finite aaount of data ob­
tained could be used to obtain this population. 
Incomplete F-function 
The Incomplete T-function was chosen to represent the time 
interval distribution. This distribution is a two parameter ana­
lytical function with a mean greater than the median. This distri­
bution was chosen because the experimental data exhibited a mean 
greater than the median, aind the distribution takes on widely 
divergent characteristics with variation of its parameters. Figure 
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5 presents'typical curves for the F-distribution. 
The Incomplete T-function is defined by 
r (p+1) = r dx (10) 
The frequency distribution for which the Incomplete T-function 
forms the probability integrail can be written 
p(l - f) 
(2)9 e ^ (11) y = ^o -a 
where p and a are the parameters of 
the distribution 
The chance that an individual event from this distribution is less 
than X is obtained from 
,r%c  ^  ^
I(p,x) = 2. — (12) 
,r ^ O 
The average value x for the,Incomplete F-distribution is 
X = (^ ^^ ) A (15) 
the variance is 
= p+1 (^)^ (14) 
f ( t ) A  
0.2 
0.1 
1 I I L 
10 
Figure 3 Gamma Distribution 
J I I I J I I I _L_ ] 
20 30 t 
Function f(t). 
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the most probable value of the independent variable is 
Xj = a (15) 
and the constant in Equation 11 
= V <"> 
•..where N is the total population 
Tables of Incomplete r-functions are given by Pearson (57). 
Particle Velocity Distribution 
The average velocity in the interval tZ is obtained by divid­
ing the measured time interval, the time it takes a particle to 
pass from Z = Z. headed up to reach Z. (aZ=Z .-Z.), -by AZ. 
^ V J ^ 
t(2,).t(2,) 
v(AZ) = (17) 
The point velocity is obtained by allowing ÙZ to approach 0« that 
is. 
t(Z.) - t(Z.) 
v( Z . ) = lim i—Ts ^ ( 18 ) 
J AZ—-fO ^ 
The value of v( Z j )  may be obtained graphiceO-ly by plotting 
v(AZ) against ùZ and extrapolating to LZ s 0. Using two detectors 
as shown in Figure 1, it is not possible to determine the point 
velocity for a single passage of a particle. 
2.9 
For a given ÙZ, the values of 
t(Z.) - t(Z. ) 
- ] z_ 
A2 
are taken to come from a population that can be represented by an 
Incomplete T-distribution which was given in the previous section. 
The parameters, or functions of these parameters, of the Incomplete 
r-distribution representing this time interval may be plotted ver­
sus AZ and extrapolated to 62 = 0 in order to give values that may 
be used to approximate the point velocity frequency distribution 
function at Z^. 
Dispersion Coefficient 
If the assumption is made that the concentration of particles 
can be represented by a solution of the diffusion equation applying 
the source and boundary conditions of the fluidized bed, a disper­
sion coefficient based upon the experimental data can be obtained. 
The use of the diffusion equation to describe the motion of parti­
cles in a fluidized bed already has been discussed. In order to 
compare the coefficient of movement obtained from single particle 
data to the dispersion coefficient obtained from the solution to 
the diffusion equation, the same data used in the determination of 
the velocity and the mean free path are used to calculate a dis­
persion coefficient. 
The diffusion equation 
^0 
E 7^ C + s = ~ Ot (19) 
becomes 
• - d -  •  * 
(20) 
when only 2-direction diffusion is considered. 
This equation is solved subject to the following boundary and 
source conditions 
8C 
02 Z=L 
= 0 , for all t (21a) 
82 = 0 , for all t 2=0 
(21b) 
C = 0 , for t 
S = Q6(2-Z.); 6(t) 
(21c) 
(21d) 
to give 
CL 
Q-
c 
c" 
^ = 1 
r ' r,2,2. 
+ 2 2^ e* cos(nitX) co6(nitX^) 
n=l 
(22) 
where 
X = 2/L 
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The derivation of Equation 22 is given by Rathbun (58). 
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EXPERIMENTATION 
Description of Experimental Equipment 
The movement of a single particle in a fluidized bed was meas­
ured by removing a single particle from the bed, irradiating it in 
the Kansas State University Mark II Triga Reactor, placing it back 
in the fluidized bed, and measuring and recording the tine this 
particle passed either of two horizontal planes in the bed. This 
was accomplished by shielding the column with four inches of lead, 
except for slits at the levels where the passage of a radioactive 
particle was measured. Scintillation probes sensitive to the Y 
rays from the radioactive particle were placed across these slits. 
The outputs of the scintillation probes were fed to ratemeters and 
then to a dual-channel strip chart recorder. 
A digital recording of the time interval between particle pas­
sage by the slits was obtained. A constant frequency pnlse was fed 
to a memory unit that counted and stored the number of pulses 
reaching the unit. The ratemeter output caused the memory unit to 
be turned off and on. 
The prototype unit used in this investigation was built by J. 
L. Rathbun and described in his thesis (58). Considerable modifi--
cation of the electronic instrumentation was required to give it a 
faster response. 
Column eind accessories 
Figure 4 shows a schematic diagram and Figure 5» a photograph 
Qf the experimental facility. The column and accessories were the 
Column Manometer 
Pressure Drop 
over Column 
Water Supply 
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Pressure Drop 
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t><\ U 
' ' Flow 
Regulating Valve Calming Section 
water I 
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Pump Drain 
Column Drain 
Centrifugal 
Pump 
Figure 4 Schematic Diagram of the Column and Its Accessories. 
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Figure 5 Photograph of Column and Access 
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same as those used by Rathbun ($8). The system represents batch 
fluidization with a closed loop fluid systez. 
The specifications of the column and equipment are given below; 
Column; Cast acrylic resin tube, 48 inches in height, 3 
inches in inside diameter with ,25 inch walls. The tube 
was fitted with flanges at each end. Pressure taps are 
located in the flanges. 
Calming Section; 8 inches in height, 3 inches in diam­
eter packed with 3/8 inch diameter ceramic balls. 
Distributor; Brass plate with 3/32 inch diameter holes. 
Ratio of hole area to total area of plate is 0.343» 
Supply Tank; 55 gallon drum treated to prevent corrosion. 
Pump: Fairbank-Morse, 2.5 inch inlet, 2.0 inch outlet. 
Motor; 5 hp, Type S.C., U. S. Motor, 220 v, three phase, 
6o cycle, l800 rpm. 
Orifice; 0.75 inch 
Manometer; 30 inch mercury filled. 
Piping ; 1.5 inch schedule 4o galvanized. 
Structure; Unistrut construction. 
Lead Shield: 2x4x8 inch brick stacked around column 
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to give 4 inch lead shield. 
Detection and recording equipment 
The detection equipment used to measure the passage of a radio­
active particle past either of the two slits in the lead shield con­
sisted of four scintillation detectors, two at each level. As shown 
in Figure 6, they were placed l80° apart at each level. The signal 
from the scintillation probes was fed to two raterneters and the out­
put of the ratemeters to 
a) Dual-channel recorder 
and 
b) External trigger of memory unit. 
As a radioactive particle passed a slit in the lead shield, the 
amount of activity detected by the scintillation probes at the slit 
level rose rapidly until the particle reached the center of the slit 
and then fell rapidly as it moved away from the center line of the 
slit. This resulted in a pulse of activity at the detector. This 
signal from the detector lead to a. pulse change in output signal 
from the count-rate meter. The signal from the count-rate meter was 
traced on a strip chart. This trace recorded a pulse every time the 
particle passed the slit. 
The memory storage unit was fed with a constant frequency tim­
ing pulse which was counted and stored, A pulse from the ratemeter 
would stop the timing pulse from going into one memory unit and 
switch it into another memory unit. The Multiple memory unit 
(multi-sealer) was advanced sequentially. Each memory unit con-
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Figure 6. Schematic of Scintillation Probes and Shielding. 
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tained the number of timing pulses between two successive pulses 
from the ratemeter. A schematic diagram of the detection and re­
cording equipment is given in Figure 7. A photograph of the elec­
tronics equipment is given in Figure 8, 
The specifications of the detecting and recording equipment are 
given below: 
Scintillation Probes: Borg-V/arner Corp., B. J. 
Electronics Model DP) with 2x2 inch sodium iodide 
crystal. 
High Voltage Supply: Borg-V/arner Corp. , B, J, 
Electronics Model DV-1. 
Ratemeters: Nuclear Corp. of America Model ECR-3* These 
raterneters were modified to give short time constants 
ranging from 10 to 100 milliseconds. 
Bucking Voltage: Heath Regulated Power Supply Model PS-4. 
Recorder: Offner Type R.S. Dynograph, dual channel. 
Pulse Shaper and Oscillator: Beckman/Berkeley Model 7250R 
Time Interval Meter. This unit was not used as a time in­
terval meter but was modified to give a constant timing 
pulse for the memory unit and the pulses necessary to ad­
vance the multimemory unit. The time interval meter was 
equipped with the circuitry necessary to tsike the signals 
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Figure 7 Schematic Diagram of Detection and Recording Equipment. 
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from both ratemeters and produce a square wave when these 
ratemetsrs showed a rapid increase in count rate. This 
square wave was fed to a multivibrator that gave a pulse 
of the correct size and shape to advance the memory unit. 
The time interval meter contained a constant frequency 
pulse generator which furnished a timing pulse to the 
memory unit. The equipment was modified so that 1.0, 0«1, 
0.01, and 0.001 times the vibrator frequency could be used 
for a timing pulse. 
Kultimeaory Unit: Technical Measurement Corp. 2$6-channel 
Model CN-110 with Multiscaler Logic Unit Model 214. 
Digital Recorder: Hetvlet Packard Model 56IB. 
Preamplifier Power Supply: Power was obtained from rate-
meters built in the Kansas State Nuclear Engineering 
Department electronics shop. 
Particles 
Type 44o-C stainless steel ball bearings were used for the 
solids in the fluidized bed. The balls had a sample mean diameter 
2 
of 0.1876 inch, with a variance of 0.0003 (inch) , obtained from a 
random sample of 30 stainless steel balls removed from the fluidized 
bed. The mean sample weight of the balls is 0.4304 gram. 
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Procedure 
The column was loaded with 25.15 pounds of stainless steel 
particles to give a static bed height of 19.5 inches. A single 
particle was removed from the bed and irradiated in the Kansas State 
University Mark II Triga Nuclear Reactor for 1 to 2 hours at a flux 
of 10^^ neutrons/cm'^-sec"^. This resulted in a mangenese-56 V-
activity of 5-10 millicuries. This isotope has a half-life of 2.56 
hours. There was sufficient activity to run for 2 to 4 hours after 
irradiation before the activity became too low. The activity died 
out sufficiently in a 24-hour period so that it would not be detect­
ed. This allowed the column to be run every day without the search 
for, and the removal of, the old particle. 
The lead bricks were stacked around the column and two 1/4-inch 
slits left at the two levels to be investigated. The electronic 
equipment was turned on and allowed to warm up at least two hours 
before starting a run. 
The radioactive particle was removed from the reactor, moni­
tored, and injected into the fluidized bed. The liquid flow rate 
was adjusted to the desired value. The high voltage supply to the 
scintillation probes was adjusted to give about half-scale deflec­
tion on the strip chart recorder when a particle passed a slit. The 
sensitivity on the time interval meter was adjusted. This was done 
by observing, on an oscilliscope, the output of the time interval 
meter used to advance the memory unit and comparing this to the 
çutput of a strip chart recorder. The sensitivity was set so that 
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each pulse observed on the strip chart resulted in a pulse to the 
memory unit. Sach- ratemeter was adjusted separately. 
The timing pulse was checked by feeding it to the nultimemory 
unit and by advancing channels every one second. A constant value 
in each channel showed the equipment to be working correctly. The 
memory unit was cleared to zero, the strip chart recorder was start­
ed, and the timing pulse started into the memory unit. When the 256 
memory units were filled the contents were printed out on the digi­
tal printer. 
Data Obtained 
Figure 9 shows a typical section of output from both the dual 
chcinnel recorder and the digital printout of the multimemory unit. 
The direction of the arrows indicates the direction of the particle 
as it passes a detector. The output of the dual channel recorder is 
given a schematic representation in Figure 9* This furnishes the 
same information but in more convenient form. The digital printout 
shows a channel number and the number of pulses in the channel but 
has no way to differentiate between levels. By comparing the sche­
matic representation of the strip chart output with the digital out­
put, it is possible to determine the direction. A minus sign is as­
signed to the channel if the pulse is from the lower detector and a 
positive sign if the pulse is from the upper detector. Conversely, 
the pulses in the strip chart recorder may be assigned a channel 
number. These are shown in circles by each arrow. 
Several characteristic time-interval data were obtained from 
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Figure 9 : Portion of Recorded Data From Run 1206 
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the experiments. Figure 10 gives a schematic representation of a 
typical recorder trace. It can be seen in Figure 10 that twelve 
separate time intervals are available. These are defined below: 
1. tgg,^ = time from the first time .-.particle reaches the 
bottom to the first time it reaches the top 
2. tg^ = time from the last time particle reaches the 
bottom to the first time it reaches the top 
3. tg^g = time from the last time particle reaches the 
bottom then goes to the top and returns to the bottom 
4. tg^^ = time from the last time particle reaches the 
bottom to the last time it passes the top before returning 
to the bottom 
5. t_.Q_m = time from the first time particle reaches the ODX 1 
bottom to the last time it passes the top before returning 
to the bottom 
6. tg,^ = time from the first time particle reaches the 
top to the last time it passes the top before returning 
to the bottom 
7» 8, 9, 10, 11, 12. ^TBT' ^ TBB' ^TTBB* ^BB 
S;7itch the words top and bottom in definitions 1-6. 
These queintities are not independent but are related by equ&-
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* ^TB " ^222 
= ^BTT ' 
^TT * ^ TB ~ '^TBL 
^BB * ^ BT " ^TBB 
^BT * "^TT * ^TB ~ ^BTB 
\B * ^ BT "*• ^BB ~ ^TBT 
^BT * ^BB * ^TT = ^BBTT 
^TB * ^TT "*• ^BB ~ ^TTBB 
Using these relationships there are four independent relation­
ships. The four intervals selected for analysis were tg^, ^ TB' ^ TT' 
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ANALYSIS OF DATA 
In the course of this investigation over 100,000 pieces of 
data were obtained. Over 37*500 pieces of data have been punched 
on I.B.M. cards for use as computer input in data analysis. 
Approximately one-half of this recorded data v/as obtained in pre­
liminary work by J. L. Rathbun and reported in his thesis (58). 
The other half was obtained and analyzed in this work. Because of 
the bulk, the raw data are not presented here, but it is available 
on request from the Kansas State University Experiment Station. 
Equipment Calibration 
In order to establish the precision that was obtained from the 
experimental equipment, the following procedure was developed. A 
stainless steel ball, the same as used in the fluidized bed runs, 
was irradiated in the Kansas State University Mark II Triga Nuclear 
Reactor for the same time and the same flux level as that used in 
all experiments for particle motion. The detection equipment and 
the arrangement of shielding around the column were the same as that 
used in all experimental runs. The source, along with a lead 
sinker, was fastened to the end of a flexible line. The line passed 
over a pulley positioned at the top of the column. The other end 
was attached to the shaft of a Zero-Max Variable Speed Drive. The 
radioactive source was lowered into the column that had previously 
been filled with water. When the motor was turned on, the line be­
gan either to wind or unwind on the drive shaft, thus causing the . 
source to be lowered or raised past the slits in the lead shield. 
k9 
The source was either raised or lowered by the slits ten times 
at several velocities. Table 1 below summarizes the results of this 
series of experiments. All equipment was operated in the same 
manner that was followed in all fluidized bed runs. Strip chart 
recordings and multiaenory outputs were analyzed to give the average 
time increment and average squared deviation from this average. In 
analyzing the recorder output, it was found that more reproducible 
results were obtained by using the rapid rise at the beginning of 
the pulse to represent the passage of a particle past the slit. All 
runs were made with the two detector levels separated by two inches. 
Table 1. Summary of single particle calibration results 
Percent 
. Average From Multiscaler From Recorder Differ-
Direction: Velocity Average Derivation Average Derivation ence 
Up 0.040 4.19 sec. 0.07 sec. 4.17 sec. 0.12 sec. 0.5 
Down 0.060 2.76 0.05 2.77 0.09 0.4 
Up 0.075 2.23 0.04 2.32 0.05 4.0 
Down 0.100 1.66 0.03 1.58 ,0.03 5.0 
Up 3.87 0.53 0.03 0.40 0.09 7.5 
Down 4.20 0.4o 0.02 0.38 0.09 4.1 
The difference in the average value obtained by these two 
methods reached a maximum value of 7.5 per cent and had an average 
difference of 3.6 per cent. There was no tendency for one method to 
yield higher or lower values than the other. This would indicate 
that a bias which would result in any consistent error did not 
appear in either of the methods. There was no reason to believe one 
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method to be more accurate than the other, and either method of 
analysis is equally valid. Table 1 above shows that the deviation 
is smaller for the multiscaler. In all cases the deviation for the 
multiscaler is equal to, or smaller than, that for the recorder. 
One important trend is perceptible from the results in Table 1, 
The deviation from the average value decreases as the average time 
decreases.(or velocity increases). This indicates that the response 
to a fast moving particle is more reproducible than that to a slow 
moving one. The largest per cent deviation obtained from the multi­
scaler was 6,0 per cent, and the average deviation was 1.9 per cent. 
During runs numbered 1091 through 1096, the detectors and . 
associated equipment normally used for the lower detector were 
switched to the upper level and those normally at the upper level 
were switched to the lower level. If a significant bias was caused 
by the electronic and detector equipment not being matched, the re­
sults of these runs would differ from those obtained under normal 
operating conditions. Table 2 presents the average of the average 
velocity, the range of the average velocity for all runs, and the 
velocity obtained from the runs with detectors reversed. 
In all but two of the eight cases studied, the difference in 
the average velocity obtained from the runs with the detectors re­
versed and the average of the average velocities obtained for all 
runs under otherwise similar conditions was less than the standard 
deviation. The maximum velocity difference was 1.25 times the 
standard deviation. These figures are obtained from Table 2, 
Table 2 Comparison of average velocity obtained with detectors reversed 
Normal Position 
Reversed 
Position 
Bed 
Detector Height Particle 
Standard 
Average of Range of Deviation 
Average Average of Average 
Velocity Velocity Velocity 
Width Direction 
ocity 
(in/seo) 
Run 
Average 
Velocity 
Difference 
in Average 
Velocity 
29 UP 5.57 6.46 5.70 1.24 1091 6.12 .55 
55 7.71 9.56 5.42 1.50 1092 7.45 .26 
55 8.25 9,65 6.67 
CO O
N
 
• 1095 
and 
1096 
8.55 
CM 
58 9.06 10.84 7.82 1.26 1094 9.75 .67 
4l 
' 
9.25 10.17 8.09 .82 1095 10.17 .94 
29 DOWN 5.78 6.84 4.66 .86 1091 6.84 1.06 
55 8.56 10.20 5.41 1.77 1092 8.88 .52 
55 9.52 10.82 8.15 1.11 1095 
and 
1096 
9.66 .54 
58 10.14 11.10 9.)8 .69 1694 10.54 .50 
41 
' . 
10.52 11.52 9.05 1.46 1095 11.52 1.00 
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These small differences compared to the standard deviation in­
dicate that the reversing of the detectors did not result in a sig= 
nificant change in the experimental results. Any difference noted 
in the results obtained for an upward moving particle (from the 
bottom detector to the top detector) and for a downward moving par­
ticle (from the top detector to the bottom detector) was a result of 
the difference in particle motion and not the detection system. 
Further information, including effect of slit-width, placement 
of detectors, calibration of orifice meter, bed height expansion, 
and pressure drop across the bed, is presented by Rathbun (58). The 
time constants for the ratemeters were obtained by making a step 
change of pulse input and by measuring the response curve to obtain 
the time when the output reached (1-1/e) of the final value. The 
values obtained were 
. LOWER RATEMETER = 10 milliseconds 
UPPER RATEMETER = 12 milliseconds 
The movement of the particle past the slit is the phenomenon 
that is being observed and, in the following discussion, shall be 
referred to as an event. Examination of preliminary traces from the 
recorder and the output from the multimemory unit showed that the 
detection system was not capable of detecting, without error, each 
event. The trigger unit that advanced the memory unit operated on 
the derivative of the count rate. If a particle moved very rapidly 
past the slit,»a very rapid rise in count rate occurred, and the 
trigger unit could be adjusted to a low sensitivity auxd would detect 
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each event. For a particle moving slowly past the slit, the rise in 
count rate is slow, and each event could not be detected with a low 
sensitivity. When the trigger was adjusted to a high sensitivity, 
the trigger unit fired for small disturbances not caused by an event. 
The particles were not of constant speed, and the trigger sensitiv­
ity could not be adjusted to detect every event without picking up 
the spurious trigger pulses. This sensitivity was adjusted so that 
the channel advanced "most every time" a pulse appeared on the strip 
chart. When a. particle did not pass cleanly by the slit but linger­
ed in the region of either slit, it was not possible to determine 
the particle movement. 
The time intervals obtained when the particle moved from the 
region of one detector level to the region of the other were much 
more reliable than the time intervals obtained from a particle that 
remained in the region of one detector level. 
For this reason, only the time interval data tg^, ^ TB* 
^TT analyzed. These use only those data in which a particle 
moves out of one detector region and passes into the other. 
Time Interval Analysis 
The time intervals t^^g, t^g, and t^^, defined on page 
46, were fit to an Incomplete T-distribution. From the discus­
sion above, it is clear that the data contains time intervals that 
are "too long", where a particles passed a detector and did not 
cause the detector to trigger the channel advance and the time 
pulses continued to collect in the memory unit, and time intervals 
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that are "too short", where a spurious pulse caused the detector to 
trigger the channel advance. 
It has been assumed previously that the time interval popula­
tion could be represented by an Incomplete F-frequency .distribution 
function. If thic frequency distribution were known, it would be 
possible to compare an observed time interval to this distribution 
and reject certain data with small probability that it came from 
this distribution. 
The true distribution was not known, and the following criteria 
were developed to eliminate from a data set all data that were con­
sidered to be questionable and unlikely to have come from the time-
interval population. 
1. Time intervals which are less than the time it takes 
for a particle to pass the distance between the detectors 
under free fall in the fluidizing media are rejected. 
This applies only to t^^ data. 
2. Time intervals which are less than the time it takes 
for a particle moving at the linear velocity of the fluid 
through the bed to pass the distance between the detectors 
are rejected. This applies only to tg^ data. 
3* Time intervals which are greater than the value for 
9896 of the approximated integral probability curve are re­
jected. 
The "approximated frequency curve" is the distribution obtained 
from a finite amount of experimental data and is taken as the best 
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approximation to the true time interval population. 
The data from a given data set were analyzed to obtain the 
• \ I 
t = I L ^i (23) 
..i=l 
and an unbiased estimate of the variance for the data set 
"l ' ' éî Ï (24) 
i=l . 
Equations 23 and 24 may be rearranged as follows to obtain the 
values of the parameters of an Incomplete F-functionî 
average value for the data set t from 
P (25) 
and 
2 
t (1 -
o 
a (26) 
This gave a first approximation to the frequency distribution. The 
value T(98), the time interval exceeded by less than 25o of this 
population, may be obtained from the probability integral given by 
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f""®' ,-V vP dv 
~ ' r(p+l) . ~ (27) 
where T(98) = v^g ^  
If any of the experimental points in a data set exceeded T(98), it 
was rejected. A second approximation to the frequency distribution 
was obt£Q.ned using the remaining data, and a new T(98) was calcu­
lated. This process was repeated until no data exceeded T(98). 
t^g and tgj time interval data 
These intervals represent the time for a particle moving either 
upward or downward to pass by both detectors in sequence. The T-
function frequency distribution starts at zero and gives a finite 
probability that a particle can traverse the distance between the 
detectors in time approaching zero (velocity approaching infinity). 
This is contrary to physical limitations, for it takes a finite time 
for the particle to pass between detector levels. The minimum time 
to traverse this distance, t^^, is subtracted from the t^g and t^^ 
and the distribution fit to 
t 
~ ^TB ^min 
' ^BT ' ^min 
as described above. 
The value of t . is taken as the time it would take for the 
min 
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particle to pass between the detectors by free fall in the fluidiz-
ing media for t^g and the velocity of the fluidizing media for tg^. 
The free fall velocity was obtained using Table 6,1 of Zenz and 
Othner (77). The value of t^^.^ was obtained by dividing the dis­
tance traversed by this velocity, t^^.^ for a downward moving 
particle was independent of the flow rt e and depended upon fluid 
viscosity and distance traversed. 
The fluid velocity was obtained by dividing the superficial 
velocity by the void fraction. The value of t^^ was calculated by 
dividing the traversed distance by this velocity, t^^ ^ for the up­
ward moving particle depended on the fluid flow rate, fluid viscos­
ity, and distance traversed. Table 5 gives the free fall velocities 
and the linear fluid velocities needed to calculate t . « 
nun 
The data were analyzed for the parameters, p and a, of the 
Incomplete T-distribution for the time interval population tg^ and 
tgg. The computer program is described in Appendix B. In addition 
to these parameters, the computer was programmed to give the average 
I t 
tjj^ and tgg, the standard deviation of t^^ and t^g, the velocity 
corresponding to the average t^^ and t^g, and the velocity corre­
sponding to the most probable tg^ and t^g. 
t^^ and tgg time interval data 
These time intervals represented the time for a particle to 
pass one detector region coming from the second detector region 
until it again passed this same detector region and went back to the 
second detector region. This distribution did not have the physical 
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Table 5 Free fall and fluid velocities 
* Fluid Bed Expansion ' Z Superficial Linear 
Viscosity Height of Bed •'. Void: Free Fall Fluid Fluid 
V. L Fraction Velocity Velocity Velocity 
(inches) e (in./sec.) (in./sec,) (in./sec.) 
7,2 cp 29 1.53 .63 32.5 9.4 14,9 
7.2 33 1.73 .66 11,2 17.0 
7.2 38 2.00 .71 
. 
13.1 18.4 
7.2 41 2.17 .73 Y 14,2 19.4 
1.0 29 1.53 .63 4o ,6 9.7 15.4 
1.0 . 31 1.63 .64 12,6 19.6 
1,0 33 1.73 ,66 13.0 19.7 
1,0. 38 2.00 ,71 1 f 15.1 21.2 
1,0 41 2.17 .73 15.9 21.8 
24,0 29 1.53 .63 24.0 '4.8 7.8 
24,0 31 1.63 .64 
24,0 33 1.73 • 66 6.5 9.7 
24,0 38 2.00 .71 t 7.5 10.1 
24,0 4l 2.17 .73 8.5 11.2 
restraint given above, and no minimum time was considered. The time 
interval data were analyzed according to the procedure given in the 
first part of this chapter. The computer program was programmed to 
give p, a, S^, and t for the distribution. 
Particle Velocity Distribution 
The average . velocity distributions, over -a distance ÙZ. were ob---
tàined from the same data used to calculate and t^g distribution 
after eliminating the data not meeting the acceptance criteria es­
tablished for these distributions. The parameters of the Incomplete 
r-distribution were obtained. 
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The point parameters for the particle velocity distributions 
were obtained by extrapolating curves of the parameter of interest 
versus ÙZ as àZ approaches 0* 
•Number of Data Required 
In Figure 11 the values of o^, t, p, and a for a typical run 
are plotted against the number of data points used in evaluating 
these constants. These curves approach steady values with 30 or 
more data points. The number of data points needed to obtain a 
steady value varies somev/hat with operating conditions. In almost 
all of the data sets, 40 to 50 data points were obted.ned and used in 
evaluating these statistical parameters. 
Reflectivity, Transmissivity, 
and Characteristic Length 
The transmissivity Pr(Z., Z.:Z.) has been defined as the proba-
3. J 0 
bility that a particle passing Z^ heading toward Z^ will reach Z^ 
before returning to Z^. If m(Z^) is taken as the total number of 
times a particle passes level Z. during a run, one half of the time, 
o(Z ) ^ 
•• ^  , the particle is headed up, and one half of the time the par­
ticle is headed down. It makes no difference whether Z. is taken as 
m(Z ) ^ 
the upper or lower detector, • • • times during the run the particle 
has passed 2. and is heading toward Z.. If m(Z.:Z.) is taken as the 
1 J 1 J 
number of times in a given data run a particle passes from level Z^ 
and reaches Z^ without returning to Z^, the fraction of the time a 
particle, passes Z. and reaches Z. is 
^ 3 
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Nuaber of times particles pass from 2. to Z. 
I I , , -  -  .  -  -  -  -  -  -  -  -  -  - - - J -
N'omber of times particle starts out toward 2. 
J 
m(Z. :Z.) 2m(2.:Z.) 
= m i z . y z  = m ( z ) '  (28) 
which is the probability Pr(Z^, 2^ %j). The reflectivity plus 
transfflissivity is oae; either the particle is transmitted or re­
flected, and is given by 
2m(2. :Z.) 
^ " ni(2,. ) 
The characteristic length X is obtained from a least square fit 
of the transmissivity Pr(Z^, 2:2) to 
-(2-2 )A 
PrCZ^, 2:Z) = e ^ (29) 
Particle Traffic 
The particle traffic is defined as the number of times a par­
ticle passes Z^ per unit time per unit area. ni(Z^) represents the 
number of times a single particle passes 2^ during a run. The par­
ticle traffic may be obtsâned by multiplying the value m(Z^) by the 
number of particles in the bed and dividing by the cross sectional 
area of the bed and the time of the run. 
The particle traffic may be obtained if the average vertical 
velocity v of the particle is known. The average velocity multi­
plied by the number of particles in the bed is the total distance 
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moved by all the particles in the bed, N, during a unit time. These 
particles are confined to the bed height L, and on the average will 
pass a vertical plane of the bed twice in traveling a distance 2L. 
The total number of crossings for all particles per unit time is 
(N v)/L, and the particle traffic may be obtained by dividing this -
by the bed cross section. 
It has been pointed out previously that it is difficult to ob­
tain accurate measurements for a particle that lingered around a de­
tector level, and better measurements are obtained when a particle 
passed from one level to another. The second method is preferred 
because it used data obtained from measurements where the particle 
passed from one region to the other. 
Dispersion Coefficient 
The particles in the bed are in constant agitation. If the 
particles are considered to be moving at some average velocity, then 
the number of times particles pass a horizontal plane per unit time 
is proportional to the particle concentration. If Q tagged parti­
cles are injected into the bed at t = 0 and these particles are 
counted every time they pass a horizontal plane of the bed, then the 
number observed per unit time is a measure of the concentration of 
tagged particles at the plane. If I represents the number of parti­
cles passing a plane located at Z per unit time at time t, 
I OS C 
where C is the concentration of tagged particles at Z at time t.. If 
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I is the steady state value, 
€3 
Y = ~ = 5 (30) 
CO w 
where § is the dimensionless concentration. 
To obtain a dispersion coefficient it is necessary to fit the 
experimental data to the solution to the diffusion equation present­
ed in Equation 22. 
The data obtained from a single radioactive particle were used 
to determine I as a function of time. Figure 12 represents a por­
tion of a recorder output. A downward pulse is shown every tisie a 
particle passed level Z., and an upward pulse, every time a particle 
G 
passed level 2. For each pulse appearing at , a time scale was 
started, and the number of times the particle was seen at Z per unit 
time is obtained. Adding the results from Q pulses at Z^ and divid­
ing by the unit of time, led to a value of I (number of particles/ 
unit time-cross sectional area of bed)» The mechanics of this pro­
cedure can be followed by reference to Figure 12. For each downward 
pulse (particle at Zj) a time scale is started. The hash marks 
placed on the time spans S^, Sg, S^, S^, S^, and (the subscripts 
indicate the starting pulses) are equally spaced and separate these 
spans into 10 equal time intervals (6t^ for i = 1 to 10), Starting 
with the first pulse, zero particles appear at Z (upward pulses) in 
the interval At^, zero in Atg, two in At^ •«. one in At^^. 
When the end of the time span for the first particle is reach»? 
ed$ 5^, the scale is switched to the second pulse, and the number of 
J I I I I I I f L. 
H 
I  I  I  I  I  I  I I I  
>5 
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Figure 12 Simplified Recorder Output Sliowing 
Timing Scale for Calculation of I 
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particles appearing in At^, At^ ... At^^ are obtained. When time 
span reaches past the last datum of a data set, the analysis is 
stopped. From Figure 12, S^, the span begun at the 6th particle 
passing Z., is the last point analyzed. Table 4 contains the number 
J 
of particles found in each time interval in each span 8.. 
Table 4 Number of particles in At. per each time span S. from 
Figure 12. ^ 
Time Interval 
(At^) 
i 
^1 ^2 5 % ^6 Total 
1 0 0 0 1 1 0 2 
2 0 1 0 1 1 2 3 
3 2 2 2 1 2 1 10 
4 2 1 0 1 1 2 7 
5 0 0 2 2 1 1 6 
6 0 1 1 1 1 0 4 
7 2 1 ~2- 1 0 0 6 
8 0 1 1 0 0 0 2 
9 2 1 0 . 0 0 1 4 
10 1 2 0 0 0 1 4 
The total represents the number in each time interval due to 
six particles passing level Z^. Dividing each of these numbers by 
the corresponding time interval gives the value of I. Figure 12 
gives a histogram of the results. 
The values for the time increments (At^) in this example were 
set equal in order to simplify the example. In analyzing the data 
q 
- I «i (31) 
1 
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where values are not equal, but in each data set analyzed, they 
are the same. 
Figure 14 shows a plot of Equation 22 for several values of 
and 2. These curves start at zero, reach a maximum, and fall off to 
a steady state value. The value of T when concentration reaches a 
maximum is dependent only upon the geometric configuration of the 
bed. The value of is obtained from the differentiation of Equa­
tion 22. 
i (.•§-•) 
-df- = 0 (32) 
The dispersion coefficient Eg was evaluated from the time the 
experimental data reached a maximum concentration, t^, and the 
height of the bed L, by substitution into the definition of "c^, 
From the small amount of data available it is not possible to 
obtain very smooth curves for I versus time. If the unit of time is 
small, only a few particles are detected in each interval. Each in­
terval is then subject to large statistical errors, and a plot of 
number of events in the time interval versus time is erratic. In 
order to improve the statistical accuracy in the time interval, more 
events must be detected. This can be done by increasing the amount 
of data or by lengthening the time interval. If the time interval . 
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is lengthened, the events are averaged over a longer period; the 
curvature is taken out of a plot of I versus time, and it becomes 
difficult to obtain the time when the curve becomes a maiximum. 
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RESULTS OF SINGLE PARTICLE ANALYSIS 
Experiments were run for various incremental distances between 
detectors and various expanded bed heights, using glycerol-water 
mixtures to give different liquid viscosities. The viscosities used 
were 1.0 cp, 7.2 cp, and 24.0 cp. A single packed bed height of 
19.5 inches expanded to 29, ^ 1, 33» 38, and 4l inches was studied. 
Incremental distances studied were 1, 2, 4, and 8 inches. Table 5 
gives the detector locations used for various incremental distances. 
Table 3 Location of detectors during experiments 
Incremental Distance From Distributor Plate 
Distance Top Bottom 
JU> 
1 inch 12.25 in. 11.25 in. 
2 inches 12.25 in. 10.25 in. 
4 inches 14.25 in. 10.25 in. 
8 inches 18,25 in. 10.25 in. 
Results of Time Interval Distributions 
The data for each data set consisted of from 200 to 256 time 
intervals. The number of counts stored in each channel of the 
multimemory unit was printed out, assigned a plus or minus sign ac­
cording to the detector recording the event, and punched out on IBM 
cards, along with, the data set number and the number of data points 
in a data set. Bach data set was fed to a digital computer program 
where, in order to obtain the time intervals in seconds, the number 
of pulses was divided by the frequency of the timing pulse. Each 
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data set was then searched and all of the time intervals t^g, tg^, 
tjj, and tgg were removed and punched separately. The data not 
falling within the acceptance criteria were eliminated. These tine 
interval data for a given set were then fit to an Incomplete T-dis-
tribution as described in previous chapter. The value of the inte­
gral probability was obtained by a 20-term Gaussian-Quadrature 
approximation to Equation 2?. 
The number of data obtained prohibits reproduction here. The 
data for a given set were analyzed, and parameters of the Incomplete 
r-distribution were obtained. These parameters are used to repre- • 
sent the data and are tabulated in Tables l6 and 1? in Appendix C. 
The average value of the time interval distribution, the variance of 
the time distribution, the minimum time based on the selection cri­
terion given earlier, and the most probable time were obtained. 
These data were punched on cards along with the set number and an 
identification code. 
The first digit of the identification code defines the type of 
time interval analyzed (t^^, t^^ ,.. the second, the number of the 
card if more than one card is needed to record the results; the 
third refers to the viscosity; the fourth refers to the width be­
tween detectors, and the fifth refers to the bed height. The code 
allows the data to be sorted. For example, if all data results for 
data sets with a viscosity of 1.0 are sought, all data are fed to a 
card sorter set for 69» and all the data run at this viscosity will 
come out in Stack 1 (1 in Column 69 indicates that viscosity s 1.0 
cp). The key to the identification code ijs given in Appendix C. 
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Velocity Distributions 
Several characteristic velocities are calculated from the t^^ 
and tg^ data for each data set. They are defined and the numerical 
values are listed in Appendix C. For each expanded bed height, 
several runs were made with water as the fluidizing agent and a one 
inch incremental distance between detectors. The average value of 
velocity, the standard deviation, and the fractional deviation were 
determined for each of the characteristic velocities at each expands 
ed height. The average velocity gave the most consistent values, 
showed the smallest fractional deviation, and is taken as the "best" 
velocity to characterize the movement of particles in a fluidized 
bed. The velocities of the upward and downward moving particles - . 
were calculated separately. 
The point average velocities were obtained from a least squares 
fit of the logarithm of the average velocity over an incremental 
distance to the incremental distance. Figure 15 shows the best 
least squares fit obtained for three sets of operating conditions. 
This figure shows that the average velocity tends to fall off expo­
nentially with distance. The slopes obtained for fluids with vis­
cosities of 1.0 and 7.2 cp were much smaller than those obtained for 
the fluid with a viscosity of 24.0 cp. 
Table 6 presents the point average velocities obtained for 
various bed expansions for three liquids of different viscosity. 
The velocities are shown separately for upward and downward moving 
particles along with the average value for the combined upward and 
downward moving particles. In addition to this, the results at each 
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N Key 
Fluid 
Viscosity Symbol Curve Height 
38 in 
29 in 
38 in 
1.0 cp 
7.2 CP 
24.0CP 
[2] 
[3] 
Distance Between Detecters (in) 
Figure :5 Average Velocity vs Distance Between Detecters 
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bed expansion are averaged for all viscosities. Figure l6 is a plot 
of the point velocity versus bed expansion for the average of the 
upward and downward moving particles for 1,0 cp, 7«2 cp, and 24,0 cp 
fluids, along with the average for all three fluids, / 
Table 6 Point average velocities 
" ~ ' ' Point Velocities (in,/secTj " 
Average 
Bed Velocities 
Height 1.0 cp 7.2 cp 24,0 cp for all 
(inch) Direction Fluid Fluid Fluid Fluids 
29 (1.53) 
• • — 1#, ,, - y 
UP 6,29 
DOV/N 6,16 
AVGE 6,22 
(8)* 
(8) 
7.96 
8.68 
8.31 
(4) 
(4) 
4,39 
3.21 
3.80 
(4) 
(4) 
6.10 
31 (1.63) 
UP 
DOWN 
AVGE 
8,19 
8,50 
8,34 
(8) 
(8) 
33 (1.73) 
UP 
DOWN 
AVGE 
8,32 
9.67 
8,97 
(9) 
(9) 
9.10 
9.18 
9.14 
(4) 
(4) 
5.98 
4.50 
4.99 
(4) 
(4) 
7.69 
38 (2,00) 
UP 
DOV/N 
AVGE 
9.55 
10.44 
9.97 
(8) 
(8) 
10,04 
9.82 
10,01 
(4) 
(4) 
5.92 
4.53 
5.22 
(4) 
(4) 
8,39 
41 (2,17) 
UP 
- DOM 
AVGE 
9.66 
10,82 
10,22 
(7) 
(7) 
12.4 
10,16 
11,22 
(4) 
(4) 
5.51 
4.46 
4,98 
(4) 
(4) 
8,79 
^-Number of points used in least square fit 
Examination of the results presented in Table 6 shows that 
1, For the two fluids with the lowest viscosity, the 
difference between the velocities obtained for the upward 
and downward moving particles does not follow a consistent 
pattern. Under some conditions it appears that the parti-
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Symbol Curve Fluid 
Viscosity 
A [1]  24,0 cp 
# [2] 1.0,7.2,24.0 
cp 
a [3] 7.2 cp 
o [4] 1.0 cp 
1.4 1.6 1.8 2.0 2.2 
Bed Expansion Ratio 
Figure 16 Point Particle Velocity vs Bed 
Expansion Ratio. 
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des move downward faster than they do upward, whereas 
the reverse is true under other conditions. For the fluid 
with a viscosity of 24.0 cp, the particle moves upward 
with a greater velocity than it does downward. The 
average velocity for all bed heights studied was 23596 
greater for the upward moving particles. 
2. A small increase in point particle velocities was ob-
taiined when the viscosity increased from 1.0 cp to 7.2 cp. 
For a viscosity of 24.0 cp, the point particle velocities 
obtained were considerably smaller than those obtained for 
the other two fluids. For the four values of bed expan­
sion in common, the average velocity obtained for all 
three fluids was 8.85 for the fluid with a viscosity of 
1.0 cp, 9»67 for the fluid with a viscosity of 7.2 cp, and 
4.75 for the liquid with a viscosity of 24.0 cp. 
3* For the smaller bed expansions, the point velocity of 
the particles increased rapidly with bed expansion. Using 
the figures for the average values of velocity for all 
fluids, the point velocities increased by about as the 
bed expainded from 29 to 4l inches. 
4. The point velocities ranged from 3.21 to 12.4 in./sec. 
For Fluid 1 (viscosity = 1.0)., the peurticle velocity 
ranged from 3^% to 50^ (average 44%) of the linear fluid 
velocity through the bed; for Fluid 2 (viscosity = 7.2 cp).$ 
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the particle velocity ranged from 539^ to ^8% (average 509i) 
of the linear fluid velocity, and for Fluid 3 (viscosity = 
24,0 cp), the particle velocity ranged from 40^ to 60?» 
(average,50%) of the linear fluid velocity, 
Transmiseivity, Eeflectivity^ and 
Characteristic Length 
Figure 17 shows a plot of transmissivity versus distance for 
several sets of operating conditions. The transmissivity appears to 
decrease exponentially with distance. This lends validity to the 
assumption made during the derivation of Equation 5 that the proba­
bility that the particle turned around in was proportional to AZ 
for all Z. The exponential decrease in transmissivity shows that, 
over the duration of the experiment, no circulatory motion of parti­
cles existed. The characteristic length, X, was obtained by a least 
square fit of Equation 5» The results obtained are given in 
Table ?. 
Table 7 Characteristic length from least square fit of trans­
missivity data 
Bed Characteristic Length X (inches) 
Height Fluid 1 Fluid 2 Fluid 5 
(inches) UP DOWN AVGE UP DOWN AVGE UP DOWN AVGE 
29 5.3 5.5 5.4 8.9 13.5 11.2 8.1 12.1 10.1 
31 14.3 13.4 13.8 
33 14.1 15.6 14.7 10.1 9.0 9.6 9.5 10.4 9.9 
38 9.2 13.5 11.3 13.2 16.1 l4.8 7.8 11.8 9.8 
41 14.9 11.2 13.1 19.2 15.9 17.6 8.3 7.2 10.1 
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Key 
Bed 
Height 
Fluid 
Viscosity No Direction 
29 in 
29 in 
29 in 
29 in 
1.0 cp 
1.0 cp 
7.2 cp 
72 cp 
Down 
[3] 
Down 
^Z-Distance (Inches) 
Figure 17 Tronsmissivity vs Distance. 
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The values obtained and listed in Table 7 are scattered and 
little quantitative information is attainable. The reason for such 
a large spread in data comes from the limitations of the experimen­
tal equipment. It is not possible to resolve data that comes from 
a single detector when the particle moves or lingers around the de­
tector level. The value for transmissivity depends upon obtaining 
the number of times a particle passes a detector level, and multiple 
events at a single detector are required. 
This does not exclude observation of large trends and evalua­
tion of order-of-magnitude values. Several observations can be 
made from the data presented in Table 7» 
1. The characteristic length increases with an increase 
in bed expansion. The average value of X for the three 
fluids used was 15.9» 11.9, 11.4, amd 8,9 inches"^ for 
expanded bed heights of 41, 381 335, and 29 inches, 
respectively. 
2. The characteristic length appears to decrease slightly 
with increase in fluid viscosity. 
3. Any difference in characteristic length between the 
upward and downward moving particles cannot be observed 
because of the spread of the data, 
4. The characteristic length for the system studied 
lies in the range 5 to 19 inches. . 
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Dispersion Coefficient 
îhe single particle data were used to determine an axial dis­
persion coefficient for a diffusion model representing the aovemenc 
of particles within a fluidized bed. Equation 22 is the solution to 
the differential equation representing this model. Figure l4 pre­
sents the solution to this equation for one bed height and one 
source location (Z^) and various sample locations (Zy). For each 
sampling point these curves go through a maximum concentration, 
is the •. dimensionless time corresponding to the maiximum concentra^ 
tion. Figure l8 gives the value of for various bed heights, 
source locations, and sample points investigated. 
The data from each data set were analyzed by the method out­
lined on pages 63 to 69 to determine the time-, t^, that the concen­
tration reached a maximum. The maximum time, t^, was taken at the 
mid-point of the interval giving the maximum concentration. Two 
values of t were obtained and averaged for each run. One assumed 
m 
that > Zj and the second that Z\ > 2^, The value of the axial 
diffusion coefficient is calculated from 
T 
ni 
is obtained from Figure 18. 
A significant deviation exists between the values obtained 
from different sets of data under the same operating conditions. 
Figure 19 gives the results of each individual determination of Eg 
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Batch System by the Diffusion Model. 
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Figure I9 Axial Dispersion Coefficient Calculated 
Single Particle Data. 
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for runs using water. Table 8 gives the average value of t^ obtain­
ed from all data sets for the same bed height and 6Z. Several runs 
were made with 2. and 2. separated by one inch and with water as the 
X J 
fluidizing media. The results obtained under these conditions show 
much less variation. As the distance separating the source and de­
tector increases, the maximum concentration peak is broadened. This 
is seen in Figure 14. For large AZ it is more difficult to deter­
mine the time of maximum concentration. Combined with the fact that 
few runs were made at large AZ, these values are more erratic. 
Table 8 Values of time of maximum concentration t and axial dis-
21 
persion coefficient obtained from single particle data 
Viscosity 'm \ (cm^/sec.) 
of AZ Bed Height (inches) Bed Height (inches) 
Liquid (in.) 4l 38 33 31 29 4l 38 33 31 29 
1.0 cp 1 .075 .076 .087 .082 .099 42 44 32 38 36 
2 .095 .122 .150 .150 142 101- 83 89 
4 .45 .325 .450 .500 1.12 112 165 110 100 48 
8 .90 3.77 .750 2.73 3.50 285 58 266 89 64 
7.2 cp 1 
2 1 
•
 
.065 .065 —— .075 55 51 43 — 45 
4 
.35 .45 .410 —— . 400 144 120 120 134 
8 .90 .75 5.00 —— 3.750 285 291 100 — 60 
24.0 cp 1 .147 .109 .095 —— .090 22 31 30 37 
2 .35 .32 .45 .400 57 42 28 33 
4 .85 .80 1.63 —— 1.56 . 61 71 31 34 
8 9.2 11.70 13.20 
——13.20 18 17 17 24 
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Several significant results are obtained froa Table 8. 
1. The dispersion coefficients tend to increase with bed 
height. This is not as apparent in the case of the nigh 
viscosity fluid. 
2. The dispersion coefficient is smaller for the bed 
fluidized with the fluid of highest viscosity. 
3. The dispersion coefficient obtained increases with AZ 
for the same bed expansion. 
4. The dispersion coefficients are confined to a range of 
2 30 to 300 cm /sec. 
In Figure l4 two typical sets of experimental data representing 
the concentration versus time curve are plotted along with solutions 
of the diffusion model. This figure shows that the experimental 
data give a much sharper peak than predicted by the diffusion model. 
In fitting the diffusion model to the motion of gas molecules, 
neutrons, Brownian particles, etc., it has been shown that the dif­
fusion coefficient is proportional to the product of a characterise 
tic length and a particle velocity. Glasstone and Edlund (l8), in 
deriving the equation for neutron diffusion, shcv/ the diffusion co­
efficient to be 1/3 of the product of the mean free path and the 
average velocity. Taking the axial dispersion coefficient as 
Eg = i X V (35) 
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the data presented in Tables 6 and 7 were used to evaluate and 
the results are tabulated in Table 9* 
Table 9 Axial dispersion coefficient by Equation 35 
Bed 
Expansion 1,0 cp 
Fluid Viscosity 
7.2 cp 24.0 cp 
29 in. 
31 in. 
33 in. 
38 in. 
4l in. 
71 CQ /sec, 
231 
284 
239 
284 
191 cm /sec, 
187 
374 
412 
82 en /sec. 
1G6 
110 
108 
/y:»:»'' 
The evaluation of the dispersion coefficient is subject to the 
errors in evaluating the mean free path and the average velocity as 
well as errors arising from assumptions used in deriving Equation 
33. 
Comparing these values of the dispersion coefficient with those 
obtained earlier by matching the time maximum concentration experi­
mentally determined with the solution of the diffusion equation 
shows the following: 
1. The values of E„ from the solution of the diffusion 
equation (30 - 300 cm^/sec.) are of the same order-of-
magnitude as those obtained by Equation 35 using the aver-
age velocity and the mean free path (.70 - 415 cm /sec.). 
2. The values of Eg are smallest for the bed fluidized 
with the highest viscosity fluid. 
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3® The values of show less dependence on bed expansion 
for the bed fluidized \7ith the fluid of highest viscosity. 
Particle Traffic 
The particle traffic is given by Equation 9 and is a 
function of average velocity and particle concentration. Values of 
_ are given in Table 10 for the systems investigated. The re-
total 
suits show that the particle traffic is not sensitive to bed height 
and is much lower for the high viscosity liquid. 
Miscellaneous Observations 
The results obtained from the single particle data show that 
there is little difference in mean free path of particles, average 
velocity of particles, or dispersion coefficient for beds fluidized 
with water having a viscosity of 1.0 cp. and a glycerol-water mixture 
having a viscosity of 7.2 cp. A further increase of viscosity to 
24.0 cp has a significant effect on all of these values. 
Figure 20 is a plot of friction factor versus Reynolds number 
for single spherical particles. The values for Reynolds nimber are 
shown for a single bed particle in each of the three fluids used in 
this investigation. It can be seen that the fluids having a viscos­
ity of 7.2 cp and 1.0 cp fall within the Newton's Law region. The 
viscosity changed by a factor of 7.2,- but the friction factor 
changed by only The increase in viscosity from 7.2 cp to 24.0 
cp, a factor of 3.3» changed the friction factor by 75%. 
For fluids in the Newton's Law region, the friction factor is 
10-» 
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relatively constant. In this region the form drag is the major con­
tributor to the friction factor. In the intermediate region the 
form drag and skin friction contribute to the friction factor. Of 
the systems investigated for single particles, only the most viscous 
fluid results in an appreciable skin friction. This fluid gave con­
siderable different values of mean free path, particle velocity, and 
dispersion coefficient than the other fluids. 
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DISCUSSION OF FLUIDIZED BED 
DOUBLE 'TRAKSPORT MODEL 
Questions regarding the use of the diffusion model to represent 
the motion of particles in a fluidized bed have been discussed pre­
viously. In addition, this model is unable to account for many ob­
served phenomena in the fluidized bed. The movement of particles 
does not appear to be completely random. They move in groups and 
clusters that swirl, rise, and fall together. These clusters ex­
change particles with the surrounding bed. It has been suggested 
that particles move up the center and down the wall. The overall 
movement may follow such a pattern, but visual observation of a 
column shows particles moving both up and down at the wall. 
The proposed double transport model accounts for these observed 
phenomena. The bed is assumed to be composed of two regions; in one 
all particles move upward, and in the other all particles move down­
ward. These regions are not stationary in space or time but keep 
forming, disappearing, and moving throughout the bed, A cross-
section of the bed will show a myriad of channels making up these 
regions. Particles from one region are continually exchanging with 
particles from the other, and this results in a cross-flow. Figure 
21 presents a simplified sketch of the crossvsection of the bed. 
I The area A is the total cross-section for particles moving downward 
II (clear area in Figure 21), and A is the total cross-section for 
particles moving upward (shaded area in Figure 21). The perimeter, 
P, is the length of line necessary to enclose all the shaded area in 
Crosshatch - Regions of Particles moving downward. 
Clear - Regions of Particles moving upward. 
Figure 21 Cross Section of Fluldized Bed Showing Two Regions. 
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Figure 21. 
The double transport model does not depend upon the geometry of 
the system as is necessary in the solution of the diffusion equa­
tion. It does not restrict the location of the two regionsj the 
downward-flow region may be concentrated at the walls or in the 
center or any combination imaginable. Two important restrictions 
are placed, however, upon the double transport model. The channels 
may collapse, form, and move about, but the perimeter between the • 
two regions must remain constant. The average density of particles 
in each region must remain constant. These restrictions are not 
unique to this model and are included in any diffusion solution -
where the density is considered constant, and the geometry in a dif­
fusion equation solution fixes the perimeter. 
Figure 22 represents a diagram of a fluidized bed which shows 
the volumetric flow rates and dimensions. The particles in Region I 
move up through the bed at a rate W^. Upon reaching the top, the 
stream is split, a portion (w) is discharged from the column, and 
the remainder (W^^) must turn around and flow back down the bed, A 
similar situation occurs at the bottom. The amount of cross-flow 
between regions is proportional to the concentration difference* 
The partial differential equations describing the bed are 
A A 
and 
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AZ 
REGION 
I 
wf C^(2+A2) 
I wr c%(z) 
REGION 
W-
-î- W-
LEGEND 
A, - Cross section upward flow 
^ - Cross section downward flow 
- Volumetric flow upward 
- Volumetric flow downward 
W - Volumetric feed rate 
P - Perimeter for exchange 
L - Bed length 
V? = Volume of region I ( A^L) 
V^= Volume of region JL (A^jL) 
Figure 22 Schematic Diagram of Fiuidized Bed Using 
Double Transport Model. 
93 
^ - P ^ = 0 (3?) 
A A 
These are derived in Appendix D. k is the proportionality constant 
and a measure of the rate of cross-flow. 
These equations may be used to obtain theoretical residence 
time distributions, concentration profiles in the Z-direction, 
velocity of wave front through the bed, etc. useful in interpreting 
and correlating experimental data. The parameters involved are W, 
the volumetric feed rate of particles (or the net flow rate measured 
J 
upward); W , the volumetric flow rate upward, and constant k, a 
measure of cross-flow. 
Results of the double transport model are compared with those 
from a diffusion model. 
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ANALYSIS OF DOUBLE TSANSP02T MODEL 
The analytical solution to the set of partial differential 
equations describing the double transport model for the fluidized 
bed was not obtained. The solution waa approximated by & finite 
difference step-wise stop-and-go procedure. This procedure is de­
scribed in detail in Appendix E. As shown in Figure 23* the fluid­
ized bed is divided into N regions of length AZ (L = NAZ). The 
particles in their vertical movement do not move in a continuous 
flow but jump a distance 62 at specific time intervals, At, where 
During these time intervals, the particles do not move vertically, • 
and horizontal cross-flow takes place between the two regions. When 
the vertical flow is zero the Partisû. Differential Equations 36 and 
37 reduce to 
0 (38) 
and 
A A 
0 (39) 
These equations are solved in Appendix 2, and the resulting equa­
tions are 
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Figure 23 Division of Bed for Double Transport 
Model Analysis., 
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T T "^ 1® 2^ T "^ 1®*! 
5: (8) = 5I (0) e ^ - e ^ J (40) 
5" (9) 
(0) - ç^-(e) 
1 T P + s" (0) (41) 
where, 
w/w" 
M, 
2W^ - W 
¥/^ - W 
kPlùt 
M. 
(0) 
1-W/W^ 
+ 5^^ (0) 
Writing a steady-state mass balance over Section I for the mov­
ing particle gives 
0^(1) W^d) 
4- P(I) W(I) 
p^ci+1) 'w^(i+i) 
pf(i) w^(i) + p^(i+i) w^dfi) - P(I) w(i) = 0 (42) 
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for the upward moving portion of the bed and 
Y 
T 
p(l) w(l) 
P^^(I-l) - P^^(I) W^^(I) - P(I) W(I) = 0 (43) 
where P^ and P^^ are the densities of the upward moving and downward 
moving portions of the bed and P is the density of the feed stream. 
and W are the volumetric flow rates of the upward moving 
portion, downward moving portion, and feed respectively. Substitut­
ing for the volumetric flow rates, the product of the cross section 
for flow and the velocity of flow Equations 42 and 43 may be written 
pl(l) v^(I) A^CI) - P^(I+1) v^(I+l) A^(I+1) 
- P(I) v(I) A(I) = 0 (44) 
and 
pll(l-l) v^^(l-l) A^^(l-l) - pll(l) V^^(I) A^^(I) 
- P(I) v(I) A(I) = 0 (45) 
A set of these equations may "be written for every section in the : 
T bed. The total cross-sectional area of the bed, A , is fixed. This 
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relates A^(l) to A^^(l) by 
= A^(I) + A-^(I) 
If it is assumed that the densities and velocities of the particles 
in all sections are constant, the subscripts on Equations 44 and 45 
may be dropped giving 
p^v^A^(l) - P^v^A^(I+l) - PvA(l) = 0 
and 
P;^^V^^A^^(I-1) - ' PvA(l) = 0 
If it is further assumed that the densities of both portions of the 
bed and any feed or discharge stream are the same 
P^ = = P 
these equations are further reduced to 
v^A^(l) - v^A^(l+l) - vA(I) .= 0 (46) 
and 
v^^A^^Cl-1) - y^^A^^(l) - vA(l) = 0 (4?) 
or 
W^(I) - W^(I+1) - W(I) = 0 (48) 
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and 
W^^CI-I) - W^^(I) - W(I) = 0 (49) 
For the special case where feed enters the colxinn at the bottom and 
the bed discharges at the top 
v^A^(l) = v^A^(l+l) or W^(I) = W^(I+1) (50) 
and 
v^^A"^(I-l) ^ v^^A^^(I) or W^^(I-l) = W^^(I) (51) 
except at the top and bottom section of the bed (1=1 and I = N). 
A material balance at the top of the bed is 
W^(I) - W(I) = W^^(O) (52) 
and at the bottom of the bed is 
7/^^(N) + W(N) = W^(N+1) (53) 
For the special case of batch flow, W =• 0 at all stages and Equa­
tions 50 and 51 hold for all sections. 
Although only the batch system and bottom feed system were con­
sidered here, little additional difficulty would be encountered by 
adding and removing intermediate feed at any section of the bed. In 
this respect the system is analogous to a distillation problem in 
that it is necessary to calculate new flow rates by performing a , 
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material balance at each intermediate feed plate. The restriction 
that the particle speed must be the same in both directions is not 
necessary, and the equations may be modified to account for differ­
ent speeds. 
A large effort has gone into the measurement of the mixing 
properties of continuous flow systems by a stimulus-response tech­
nique. This technique subjects the system to some stimulus, as a 
pulse, step, or sine change of concentration at the input of the 
system and analyzes the response or change of concentration at the 
exit of the system. This method of analysis does not furnish infor­
mation leading to a complete knowledge of the flow characteristics 
but does account for non-ideal flow behavior azid allows for the 
comparison of mathematical models. 
When material flows through a vessel, the actual flow lies in a 
region somewhere between piston-flow and complete mixing. If a step 
change of some measurable property is made in the incoming stream 
and the concentration of the outgoing stream is measured continuous­
ly, an F-curve is obtained. 
Several typical F-curves are shown in Figure 24. For the case -
of complete mixing, the relationship for the F-curve is 
Continuous Flow Systems 
F(t) 1 - (54) e 
where W volumetric flow rate 
t time 
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Figure 24 Typical F-curves for a Continuous Flow 
System. 
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V = vessel volume 
The derivative of the F-curve is the C-curve 
dF(t) C(t) = dt 
and is the response that would be obtained for a pulse stimulus at 
the input. Several typical C-curvee are shown in Figure 25. 
Two quantities that are used to conveniently represent the mix­
ing characteristics of a flow system are holdback (HB) and segrega­
tion (SG). Holdback is defined as the fraction of the total area 
under an F-curve between t = 0 and t = V/W, 
ft = V/W 
HB =: ^ I F(t)dt (55) 
t = 0 
Segregation is defined as the positive area between the experi­
mental F-curve and an F-curve for complete mixing, up to a point T, 
where the curves cross. 
^ WT 
SG = HB(T) - (| - I e ^ ) + T (56) 
Segregation is a measure of deviation from complete mixing. Figure 
26 shows the holdback and segregation for a typical F-curve. 
represents holdback and segregation. As piston flow is ap­
proached, A^ tends to zero (i.e., HB—^O), and as complete mixing is 
approached, A^ tends to zero (i.e., SG-—>0). 
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Figure 25 Typical C-curves for a Continuous 
Flow System. 
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Figure 26 Holdback and Segregation in a Flow 
System, 
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Whereas the dispersion model was a single parameter nodel, only 
one parameter needed to be specified to obtain a unique residence 
time curveJ the double transport model is a double parameter model, 
and two parameters need to be specified to obtain a unique residence 
time curve. The single parameter used in the dispersion model is 
the dimensionless Pe number. For the double trsinsport model, the 
disiensionless variables P and Ï are defined by 
P = -T (57) 
W. 
^ (58) 
The variable P depends on the relative rates of internal and exter­
nal volumetric flow rates. The variable Y depends on the degree of 
cross-flow (kP), the bed height (L), and the internal volumetric 
flow rate (W^). 
For a given value for one parameter in the double transport 
model, a family of C- and F-curves was evaluated. These curves were 
used to obtain values for the variance of the C-curve, the time of 
the maximum concentration for the C-curvs, and the holdback segrega­
tion, and time required for Ç to reach specified values for an'F-
curve. Concentration profiles throughout the bed were also obtain-.: 
ed. In addition, F— and.C-curves were obtained from the diffusion 
model. These were used in comparing the two models. 
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Batch System 
The mixing characteristics of a batch system cannot be deter­
mined by the method described above for flow systems. Whereas, it 
was necessary to measure and analyze only the inlet and outlet con­
centration in the flow system, it is necessary to measure and ana­
lyze the internal concentration of the bed in a batch system. 
A measure of the degree of mixing is the mixidness coefficient 
MI, which is defined as the average squared deviation of concentra­
tion from the average concentration in a completely mixed bed. 
J (c(t) - c r  dv 
Ml(t) = 1 - : (59) 
J (0(0) - C)^ dV 
0 
From this definition it can be seen that the mixidness for any 
system runs from an initial value of 0 to a final value of 1 when 
complete mixing is attained. The effectiveness of mixing was taken 
as the time it takes a bed to go from MI(t) = 0.1 to MI(t) = 0.9. 
The initiail conditions of the bed used in evaluating this ef­
fectiveness are 
C(0) = 2.0 O < 1/2 
C(0) = 0.0 1/2 < L 
Substituting these in Equation 39 and removing the cross-.^ 
section of the bed from the integral gives, 
/ 
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2 
MI(t) = 1 - ^  j" (C(t) - C)^ dZ (60) 
The dispersion model solution was obtained for this bed subject 
to the boundary conditions 
ec ^ 2 = 0 
ÔZ ~ Z = L 
and the initial conditions 
C(0) = 2.0 0 < 1/2 
0(0) = 0.0 1/2 < L 
by King-(31) as 
2 2 
s = 1 * 4 y cos ^ 
L.' nji L 
n=l 
(61) 
S = 
Equation 6l was solved for the value of T to give a aixidness 
coefficient of 0.1 and 0.9. The difference between these values of 
T, AT (the effectiveness of mixing), is a constant for this model. 
To evaluate the longitudinal dispersion coefficient using this 
analysis would require a knowledge of the concentration profiles as 
lo8 
a function of time. 
For the double transport model batch system, the dimensionless 
time was defined as 
The mixidness coefficient was evaluated at various values of 
while holding constant the parameter Y, which represents the cross-
flow. The value for the effectiveness of mixing AT was not constant 
but a function of the parameter y It is necessary to establish 
an additional criterion to obtain a relationship between the param­
eters of the two models. The criterion selected required that the 
ratio of the time to yield a mixidness coefficient of 0.5 to the 
effectiveness of mixing be the same for both models. 
p _ MI(0.5) (From _ MI(0.5) (From Double 
ÛT Diffusion Model) ~ Transport Model) 
(62) 
The value of this ratio is a constant for the diffusion model. 
There is a unique value of Y for the double transport model that 
yields the same value. 
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RESULTS OF DOUBLE TRANSPORT MODEL 
Batch Fluidized Bed 
Figures 2? and 28 present the concentration profiles for V of 
10.0 and 0.5 for various values of T^ . The average concentration 
profiles averaged over the cross section of the bed are presented in 
these figures. If a vertical section is cut from the bed, there is 
no way to physically separate the section where particles are moving 
upward or downward. The average concentration will be the concen­
tration measured. 
The bed was divided into 40 sections 3 the equations were pro­
grammed and solved on a digital computer by the stop-and-go finite 
difference technique described previously. The initial conditions 
provided for a dimensionlees concentration, Ç, of 2.0 in the bottom 
half of the bed (bottom 20 sections) and of zero in the top half of 
the bed (top 20 sections). For given values of the parameter Y 
kPL (V = 1 the program gave dimensionless concentration profiles for 
incremental values of the dimensionless time variable T. (T. = —S-i 1 ^ 
Ix 
org). 
The profiles for ï = 10.0 are slowly varying functions and 
smoothly approach a constant concentration of 1.0 at T = For 
Y = 0.3 the profiles are irregular and approach a concentration of 
1.0 at T = a» in an erratic manner. Figure 29 shows the extreme case 
for Y = 0 where the concentration profile cycles every 2t^ and re­
turns to its original condition. For small values of Y this cyclic 
nature remains. However, some mixing does take,.place, and the bed 
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Figure 27 Average Concentration vs Distance for Double Trans 
port Model Batch System (X=io ) 
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Transport Model Batch system (3^ 0 3). 
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does not return to its original state in time 2%^. The concentra­
tion in the top half increases and the bottom decreases after every 
cycle. This is shown in Figure 28. 
For a value of k equal to zero, V equals zero. No cross-flow 
takes place, and the dimensionless concentration in each section 
takes on a value of either zero or two. For values in increments 
of 1/N, Figure 29 shows the concentration of the upward, downward, 
and average concentrations for N = 4.0 and Y = 0. After a time, 
= 2.0, the material in the bed has made one complete cycle and 
returns to the condition of the initial bed. For a value of 
= 1.0 half a cycle has occurred, and all of the material initial-: 
ly in the bottom hailf of the bed is in the top and the material in 
the top half is in the bottom. It is clear from this figure that no 
mixing has taken place, and the mixidness remains constant at a 
value of 1.0 (complete segregation of the first type). 
At-the other extreme, for infinite cross-flow k = «, and, there­
fore, Ï = œ. For infinite cross-flow, particles find it impossible 
to move up or down in the bed, but they are being swept at an infi­
nite rate back and forth between streams. The bed remains with the 
bottom half at a dimensionless concentration of 2.0 and the top half 
at zero. No mixing in the axial direction takes place, sind the 
mixidness remains constant at a value of 1.0 (complete segregation 
of the second type). 
Figure 30 is a plot of the unmixidness versus dimensionless 
time for various values of V, The unaixidness, MI(t)*, is 1.0 minus 
the mixidness, Ml(t), defined by Equation 59. Figure 31 clearly . 
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Figure 30 Unmixidness vs Time for Double Transport 
Mode! Batch System. 
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shows that the unmixidness decreases slowly for both large and small 
values of Y. The rate of decrease is a maximum in the region of 
X = 3*0. For values of Y less than 3.0, definite inflection points 
are noted in these curves. For these small values of V, a small 
amount of cross-flow takes place. The rate of cross-flow is propor­
tional to the concentration difference. Referring to Figure 29, it 
can be seen that for Y = 0 there is no potential for cross-flow at 
r_. = 1.0, 2.0, ).0 ... n, and there is a maximum potential for 
cross-flow at = 1/2, 3/2, 5/2 ... —At values of = 1, 2, 
3... n where there is no potential for flow, the rate of change of 
the mixidness is zero. For small values of k (small Y), cross-flow 
takes place at a rate proportional to this potential, but at a small 
enough rate that the concentration of the two streams remains rela­
tively constant. The rate of transfer and, therefore, the rate of 
change oi unaixidness will be an oscillatory function with a minimum 
rate of change at T = n and a maximum rate of change at T = 
For values of Y greater than 3.0, the value of unmixidness 
falls exponentially with time and can be represented by the equation 
-T./a 
MI = Ae ^ (63) 
The value of the parameter a is characteristic of Y when Y > 3*0, 
and it measures the rate of mixing. Figure 31 is a plot of a versus 
Y. 
In addition to a, the value of T.(0«5)» the value of T. when 
X X 
mixidness reaches 0.5» and At, the effectiveness of mixing, is plot-
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ted in Figure 31« The value of a pertains only to Y with values 
greater than 5*0. At y = 5.0 the values of t^(0«5) and 6?^ show a 
minimum of about 0.4 and 0.7 respectively. These represent the best 
conditions for mixing and would give the best mix in the ninimun 
time. 
Figure 32 gives curves for diraensionless concentration versus 
T, with axial position in the bed as a parameter. 
Comparison of Double Transport Model 
to Diffusion Model for Batch System 
The concentration profiles for the diffusion model were obtain­
ed from Equation 6l, and several characteristic curves for various 
values of dimensionless time, T, are plotted as solid lines in 
Figure 33» The concentration profiles were used, to obtain the un-
mixidness for several values of T. These were plotted on a semi-log 
scale similar to Figure 30 for the double transport model. A single 
straight line at large values of T was obtained. The value of the 
effectiveness of mixing,-AT, had a numerical value of 0.104J the 
value of X at an unmixidness of 0.3, T(0.5)I was 0.023, and the 
slope of the line on semi-log paper was 20.4. 
The criteria established for the comparison of the double 
transport model with the diffusion model required that the ratio of 
the effectiveness of mixing, AT, to a nixidness coefficient of 0.3, 
T(0.3)I be the same in both models. For the diffusion model the 
dimensionless time is defined by 
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^ - .2 
and by 
•  • ?  
for the double transport model. 
Substituting the values given above for the diffusion model 
For the double transport model, this ratio is a function of the 
parameter Ï. The ratio 
7^(0.5) 
^^i 
was plotted against y At y = 11.0 this ratio was 0.24$. Substi* 
tuting this value into the definition of V gives 
Y = 11.0 = kP 
The value of for this value of V is 
kP . 
"^i - 11.0 
Taking the ratio of the effectiveness of nixing for the two models 
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AT 
• AtwVv"^ v/ 
and substituting for V^/W^ 
AT kP 
AT. - ^2 11.0 (64) 
For a value of Y = 11.0 for the double transport model, AT^ is 
2.05* For the diffusion model, the value of AT is given above as 
0.104. Substituting these numerical values into Equation 64 gives 
or 
By 
kP = .599 -f (65) 
L 
Equation 65 establishes a relation betv/een the dispersion coeffi­
cient of the diffusion model and kP of the double transport model 
that satisfies the previously established criteria for comparison. 
The relationship between the two sets of dimensionless time. AT and 
AT^ , is given by Equation 
AT = 0.0508 AT^ 
To compare the concentration profiles obtained from these two 
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models, profiles for each model are plotted in Figure 33« The dot­
ted lines represent the double transport model with y = 11.0 and the 
solid lines, the diffusion model. 
For this set of initial conditions it was possible to obtain 
curves from the double transport model that closely correspond to 
those obtained by the diffusion model. For other initial conditions 
and different boundary conditions for the diffusion equation, this 
may not be true. Further comparison of these two models is made in 
the section on flow fluidized beds. 
Flow Fluidized Bed 
The bed was divided into 100 sections; initial conditions of 
the bed were set to zero; the feed concentration was. fixed at 1.0, 
and the equations for the double transport model were programmed and 
solved on a digital computer. For sets of values for P and y» the 
program determined the concentration profiles throughout the bed, 
the exit stream concentration, and the slope of the time dependent 
exit concentration profile at incremental values of the external 
dimensionless time Values oi segregation and hold-up were 
determined for each set of p and y. 
Typical F-curves obtained from the output concentration are 
given in Figures 3^ through 36. Each curve shows a vertical line at 
=1.0 which represents the F-curve for plug flow. 
These figures show that the F-curve approaches plug flow as y 
increases at a given P, For y—^ the rate of cross-flow approaches 
infinity and plug flow is approached. For a given value of y, the 
d" = 5.0 
Figure 34 F-Curve For Double Transport Model (f=0,5). 
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F-curve approaches plug flow as P increases to 1.0. At P = 1.0 
there is no downward flow region, no cross-flow can take place, and 
plug flow is approached. 
Figure 37 presents holdback, KB, and segregation, SG. The de­
crease in HB and increase in SG as either i or P increases shows 
again that increasing these parameters shifts the residence time 
distribution curves toward plug flow. 
Typical C-curves obtained from the slopes of the F-curves are 
given in Figures and 39. 
Comparison of Double Transport Model to 
Diffusion Model for Flow System 
The F-curves obtained from the diffusion model depend upon the 
boundary conditions imposed in the solution of the differencial 
equation. Ahn (2) has obtained the F-curves based on several sets 
of boundary conditions and has shown that there is a wide divergence 
in the F-curves obtained from the diffusion equation. 
In order to compare the results of double transport model to 
those obtained from the diffusion model, it is necessary to estab­
lish which set of boundary conditions to use and to establish 
criteria to be met by both models. 
Two sets of criteria were established in an attempt to compare 
the solutions of these two models. 
Set 1. The variance of the C-curve and time that C-curve 
reached a maximum value must be the same for both models. 
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Set 2. The time the F-curve reached a concentration of 
O.i? and the time it took, to go from a concentration of 0.1 
to 0.9 must be the same for both models. 
Boundary conditions proposed by Danckwerts (13)i Levenspiel and 
Smith (4l) and Eulbert (25) were used to obtain F- and C-curves for 
a diffusing system. 
No direct comparison could be made between these models using 
the criteria established above. Over limited regions the two models 
could meet the criteria established for comparison, but this limited 
region was a function of the set of criteria used and boundary con­
ditions in the solution of the diffusion equation. The double 
transport model, because of its fundamental difference from the dif­
fusion model, could not be made to correspond. 
The F-curve from the double transport model remains constant at 
zero for a finite time before any tracer is seen in the discharge. 
The corresponding C-curves remain at zero and often show a rapid 
rise to relatively large value. The diffusion model requires that 
the tracer is seen at the discharge immediately after the introduc­
tion of the tracer. The F-curve must approach t = 0 asymptotically. 
In a recent article by Morris _et £l. (30), the diffusion model 
was discussed. It was concluded that the assumption of a simple 
diffusion model is not valid. This is the reason for the large 
deviation of results obtained for Eg by various investigators. 
Morris e_t (50) obtained experimental F-curves for particles in a 
fluidized bed which showed the following general characteristics 
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1. Concentration remained constant at zero for a finite 
time. 
2, After this time the concentration showed a rapid rise. 
They showed that the F-curves could be fit quite well using a veloc­
ity profile model. The double transport model leads to this same 
characteristic shape for the F-curve. 
. The double transport model assumes that the particles are mov­
ing upward at some average velocity and that it will take a finite 
time (equal to the average particle velocity divided by the bed 
height) for a particle added at the bottom to appear at the top. 
Application of Single Particle Results in 
•Analyzing the Double Transport Model 
The results of the single particle analysis showed that the 
particles in the bed moved both upward and downward and both the up­
ward and downward movement covered a large range of velocities. The 
double transport model is a macroscopic model and assumes that these 
velocity distributions can be lumped into tv/o average velocities; 
one is the average velocity of a particle moving upward and the 
second, the average velocity of a particle moving downward. 
It was pointed out in the analysis of the single particle data 
that particles moving upward could not be expected to move at a 
velocity exceeding the linear fluid velocity through the bed. The 
minimum time for a tracer added at the bottom of the bed to appear 
at the top is obtained by dividing the column height by the linear 
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velocity of the fluid. 
The average velocity of particles moving upward was found to he 
in the range of $4^ to 58% of the linear fluid velocity in the sys­
tems studied. From the double transport model the minimum time re­
quired for the tracer to appear at the top of the bed would be on 
the order of 2 to 5 times that obtained from assuming the linear 
velocity of.the fluid. From the single particle data it is known 
that many particles move considerably faster than the average value 
for all particles. These particles will reach the top of the bed in 
a time shorter than those moving at the average velocity. The 
double transport model does not account for this statistical spread 
of particle velocities. 
By fitting the transmissivity data from single particle experi­
ments, a mean free path for particles in a batch fluidized bed was 
obtained. For short fluidized beds, where the bed is less than a 
mean free path, particles added at the bottom of the column will 
traverse the bed without interaction with particles of the bed. The 
particles will move through the bed with a wide range of velocities, 
and the fastest particle may move at a velocity approaching thè 
linear velocity of the fluid in the bed and remain at this velocity 
for the entire length of the bed. The double transport model uses 
an average velocity and would be a poor representation for a shallow 
bed. 
For columns several mean free paths in height, the particles 
added at the bottom of the bed would suffer many collisions before 
reaching the top of the b„ed. In this case, the reaction of tagged 
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particles with other particles in the bed averages out the veloci­
ties of tagged particles. There is little probability that a parti­
cle can move through the bed at anything approaching the linear 
velocity of the fluid because of these collisions with other parti­
cles. In this case, the use of the average velocity in the double 
transport model is a much better representation to the physical 
situation. 
The mean free path and average velocity obtained from the 
single particle data are related to the cross-flow constant used in 
the double transport model. If K particles making up the bed are 
moving at an average velocity v for a distance X before changing 
directions, the number of particles changing direction per unit time 
is 
Nv 
For the double transport model, the total rate of flow from one 
streaûi to another for all particles over a distance AZ is given by 
kP [CQ (Z) + (Z)] AZ 
If CQ (2) and (S) are equal and constant over the length of the 
column, the total number of particles in cross-flow per unit time is 
2kP CQ L 
Equating these two expressions for particles reversing direction and 
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moving from one stream to another gives 
2kP Cj, L . ^ 
Rearranging this equation gives 
Nv kP = 
The product kP can be obtained from a knowledge of the average 
velocity and particle mean free path. Values obtained from single 
particle data are given in Table 10. 
It can be seen from this table that the high viscosity fluid 
gave much smaller values than either of the other fluids. 
Miscellaneous Observations 
King (31) measured the time dependent concentration for a batch 
fluidized bed with the ssiae initial conditions used to compare the 
diffusion and double transport models. He observed that these 
curves went through one or more maximum values. This is in dis­
agreement with theoretical results obtained from the diffusion 
model. For low values of y, the double transport model does yield 
maxima. 
This may be recognized by observing the limiting case where 
there is no cross-flow (y = 0.0). Figure 29 presents the concentra­
tion profiles at various values of for this special case. The 
concentration in the bed is cyclic and returns to the initial con­
centration profile in time 2t^.. The average concentration for any 
Table 10 Values of particle concentration, particle traffic, cross-flow, and kP calcul? 
from single particle data 
Bed Height 29 51 55 58 4l 
Particle Concentration (Ft 
Particle Traffic (Ft ^-sec 
Viscosity of fluid = 1.0 
Viscosity of fluid = 7.2 
Viscosity of fluid = 24.0 
56x10' 
14.5x10^ 
19.4x10^ 
8.9x10^ 
52x10' 49x10' 45x10' 
18.5x10-' 17.8x10^ 
18.6x10^ 17.9x10^ 
10.2x10^ 9.54x10^ 
40x10^ 
17.0x10' 
10.7x10' 
8.5x10-
kP 
Viscosity of fluid = 1.0 
Viscosity of fluid = 7*2 
Viscosity of fluid = 24.0 
.275 
.176 
.089 
.155 .167 
.252 
.156 
.274 
.210 
.166 
.172 
.172 
.151 
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position takes on values of 0.0, 1.0, and 2.0. As it makes a com­
plete cycle in time 2%^, each point in the bed has passed through a 
maximum dimensionless concentration of 2.0 and continues to pass 
tùrough 2.0 with every cycle. For small values of y, some horizon­
tal mixing takes place, and the bed does not return to its original 
conditions every 2%^. It does go through a maximum value which 
diminishes every cycle. Figure 4o presents the time dependent con­
centration for a value of p = 0.0 and y = 1.0 and a dimensionless 
distance of X = 0.4. 
Littman (43) measured the time dependent concentration for a 
batch fluidized bed subject to a pulse input at the top of the bed. 
Ee observed that the tagged particles moved as a wave down through 
the bed. This wave attentuated as it moved down through the bed. 
He concluded that a dispersion coefficient was a poor parameter to 
describe the mixing of particles in the bed. He chose as a param­
eter the velocity of the wave front as it moved down through the 
bed. For smaller values of y, the double transport model shows that 
the tagged particles move through the bed as a wave. 
Figure 4l shows time varying concentration for different posi­
tions in the bed. The initial conditions used to approximate a 
pulse input were 
ç^(l) • = 5^(2) = 20.0 
§^(I=l) = §^^(l=l) = 0.0 
2.0 
v_ 
T=io 
D> 
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The bed was divided into 20 incremental sections. It can be seen 
that the curves obtained pass through a maximum value, and this 
maximum value attentuates as it moves downward. 
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DISCUSSION 
Single Particle 
An experimental technique has been developed to measure the 
motion of an individual particle in a fluidized bed. A particle is 
removed from the bed, made radioactive by irradiation in a nuclear 
reactor, and returned to the bed. The movement of this particle is 
observed by a scintillation detector when it passes either of two 
horizontal planes. Each of these events is recorded for analysis. 
This experimental technique has several advantages over alter­
native methods for observing particle motion. 
1. The particle being investigated has the same density, 
size, shape, surface properties, etc. as other particles 
in the bed. The only difference is that it is radio­
active, and this property allows it to be detected. All 
other techniques that have been proposed change the physi­
cal properties to some extent. The magnetic technique 
used by Bowling (8) makes use of copper and nickel parti­
cles which have "similar" physical properties. Coating 
particles with colored material so that they may be de­
tected effects the surface properties of the particles. 
The opticcû. technique used by Gordon (19) and Wilde (73) 
holds great promise for studying the movement of an indi­
vidual particle. It is limited to systems of solids and 
fluids with properly matched optical properties. Coating 
the particle to be detected changes the free fall velocity 
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by as much as 10%. The passage of the tagged particle in 
the interior of the bed, as well as near the wall, is ob­
served. 
2. Photographic techniques have been the most corrjnon 
methods for observing particle notion. These observations 
are limited to the region near the wall of the bed. The 
particle movement near the wall is perturbed by the effect 
of the walls, and observations are a poor representation 
of the whole bed. 
5. Individual particle motion may be observed. 
4. Step inputs of many particles may be simulated without 
the introduction of tagged material into the bed. Intro­
duction of material in the bed requires some physical 
modification of the bed and perturbation of the bed at the 
point of introduction. 
Several difficulties are encountered in obtaining and analyzing 
the movement of particles in the bed using a single radioactive 
particle and detectors located at two horizontal levels. 
1. Adequate shielding from the radioactive source must be 
provided. 
2. Continuous movement of the particles is not obtained. 
Point properties are not measured directly. Average 
properties over a finite distance are evaluated and point 
properties obtained by extrapolation. 
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3. Only the Z-direction (vertical) component of proper­
ties is evaluated. 
4. Events that are caused by a particle lingering in the 
region of a single detector are not resolved. 
A large amount of data must be taken under each set of 
operating conditions in crd«r to evaluate average proper­
ties and statistical distributions representing particle 
motion. Evaluation of microscopic properties from single 
particle data (microscopic data) is difficult because of 
the number of data required. 
The mean free path of a particle in the fluidized bed systems 
investigated ranged from 5*3 to 19,2 inches. The analysis performed 
established only order-of-magnitude and gross trends. At low bed 
expansion the mean free path was larger for particles in high vis­
cosity fluids than in low viscosity fluids. At low viscosity the 
mean free path increases significantly with bed expansion. At high 
viscosity the mean free path did not change appreciably with vis­
cosity. 
The particle velocities ranged from 3.0 to 12.0 inches/second. 
At low viscosity the upward and downward velocities were essentially 
the same, whereas at the highest viscosity, the particles moved up­
ward at a higher velocity than they moved downward. The particles 
moved at a lower velocity in high viscosity fluids than in low vis­
cosity fluids. The velocity of particles increased rapidly with bed 
expansion at low bed expansion, and the velocity leveled off at high 
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bed expansions. The particle velocities ranged from 3^% to 58% of 
the linear velocity of the fluid through the bed. 
For a single particle, it has been shown that the two fluids of 
lowest viscosity fall in Newton's Law region where the friction due 
to form drag is the major contributor to the friction factor. The 
fluid of highest viscosity falls in the intermediate, or transition, 
region where both form and skin drag contribute to the total fric­
tion factor. 
A somewhat analogous situation may occur in the fluidized bed. 
For the liquid of lower viscosity, the twisting and turning of the 
fluid past the particles nay result in forces on the particle that 
are primarily due to the form and configuration of the bed rather 
than any skin efforts. 
The change caused by increasing the fluid viscosity by more 
than seven fold, from 1.0 to 7.2 cp, had a small effect on all 
parameters analyzed. Due to the scatter of the data, any effect 
from this change was not determined. An additional 3»3 fold in­
crease in viscosity from 7.2 cp to one of 24.0 cp resulted in a con­
siderable change in all parameters measured. There must be a trans­
ition somewhere in the region between a viscosity of 7.2 cp and 24.0 
cp where change of viscosity takes on added importance in influenc­
ing the particle motion. As long as the form is the major contri­
butor to the forces acting on the particles, particle motion for 
beds of the same bed expansion are similar. For beds of different 
expansions, the form and configuration are changed, the forces on 
the particles change, and the motion of the particle differs. 
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For increased viscosity the skin effect of the fluid past the 
particle begins to becoce significant, and motion of particles in 
the bed becomes strongly dependent upon the viscosity of the fluid. 
Conversely, the form friction becomes less and the effect of chang­
ing the bed height decreases. 
The experimental results showed that the parameters changed 
much more with bed height for the liquids having the lower viscosity 
than they did for the high viscosity liquid. 
The values of the.dispersion coefficient from the macroscopic 
approach (diffusion model) and from the mici-oscopic approach (single 
particle analysis) are in substantial agreement. Knowledge of the 
mean free particle path and the average particle velocity can be 
used to calculate a dispersion coefficient that may be used in the 
diffusion model representing the particle movement in the fluidized 
bed. 
The concept of reflectivity, transmissivity, and particle traf­
fic were developed. The transmissivity represents the probability 
that a particle passing a horizontal plane will travel a distance 
greater than a given distance Z before returning to the initial 
horizontal plane. The probability that a particle does not travel a 
distance Z before returning to the initial plane is the particle re­
flectivity. A plot of the transmissivity furnishes a qualitative 
picture of particle movement in the bed. The transmissivity for the 
beds studied showed that no strong circulatory patterns existed in 
these beds. 
The particle traffic is defined as the number of particles 
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passing a horizontal plane per unit time per unit area. It is a 
function of the particle velocity and the particle concentration. 
Double Transport Model 
The two parameter double transport model has been developed to 
describe the motion of particles in a fluidized bed. This model 
gives more flexibility to describe the physical phenomena observed 
in a fluidized bed than the single parameter diffusion model. It 
does not depend on the geometry of the bed for solution. The geo­
metric effects show up in the values obtained for the parameters 
when fit to experimental data for various systems. 
The double transport model divides the bed into two regions. 
In one, the particles move upward, and in the other, the motion is 
downward. The regions of upward and downward flow are not fixed in 
space. 
The set of time dependent partial differential equations de­
scribing the double transport model can be solved by a combination 
finite difference - analytical technique for batch systems, flow 
systems, and multiple feed systems for almost any set of initial 
conditions. 
The two parameters used to analyze the particle movement in a 
fluidized bed carry physical significance. The parameter P is the 
ratio of the internal to the external circulation rate. The param­
eter Y is a measure of the rate of cross—flow between the upward 
and downward flowing stream. 
Two types of complete segregation may be realized for batch 
146 
systems, one for zero cross-flow and one for infinite cross-flow. 
For the case of zero cross-flow, the bed periodically returns to the 
initial conditions. For infinite cross-flow, particles do not aove 
up or down the column. 
For a batch system, it has been shown that for values of y less 
than 2^0, the concentration profiles are no longer smooth and begin 
to show a cyclic nature. 
The F-curves for the double transport model differ from those 
obtained by solution to the diffusion equation. They do not start 
to rise at t = 0 but begin to rise after a finite time has elapsed. 
The initial period of rise may be quite rapid. In these respects 
they are quite different than those for the diffusion model. 
As either of the parameters y (Y ^  3»0) or P increases, the 
bed tends toward the conditions of plug flow. At y = oo or P = 1.0 
conditions of plug flow are realized. 
The double transport model predicts F-curves that have been 
experimentally observed and cannot be accounted for by the diffusion 
model. It is not limited to the fluidization of particles but 
should find application to a more general area of mixing in flow 
systems. The experimental residence time for many flow systems has 
resulted in F-curves that exhibit a finite elapsed time before 
tracer is observed in the outlet. For flow systems where the veloc­
ity of the fastest packet of material to be measured is much smaller 
than the physical size of the system being measured, a finite time 
delay is observed. The double transport model may offer both a 
14? 
realistic and convenient method for comparison and analysis of 
experimental results. 
7 
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CONCLUSIONS 
For the system analyzed the effect of viscosity on the particle 
motion fell into two regions. At low viscosity the particle nove-
ment was a result of the form (i.e., bed expansion) of the particles 
in the bed. At the sane bed expansion the particle novement was not 
effected significantly by liquid viscosity. At high viscosity the 
movement was affected by the fluid drag on the particle surface. 
The particle mean free path was and' 19.2 inches. At low 
viscosity the mean free path increased significantly with bed expan­
sion; at high viscosity, little change was noted» 
The average particle velocity ranges from 3»0 to 12.0 inches 
per second. At low viscosity the upward and downward moving veloci­
ties were.essentially the same. At high viscosity the particles 
moved upward at a faster velocity than they did downward. 
The dispersion obtained from the product of the mean free path 
and the particle velocity (microscopic approach) and from fitting 
data to the diffusion equation (macroscopic approach) were in 
general agreement. 
The double transport model predicts F-curves that are more 
closely associated with experimental observations than predicted by 
the diffusion model. Particle velocities are limited to the liquid 
velocity for upward moving particles and to free fall velocity for 
the downward moving particles. Definite regions for upward and 
downward moving particles are not required. 
The parameters of the double transport model have physical sig­
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nificance. Tiiey relate the internal to external flow rates and 
measure the degree of cross flow. 
For batch beds two types of complete segregation can occur when 
cross flow rate is either zero or infinity. 
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APPENDIX A DERIVATION OF PARTICLE MEAN FREE PATH 
The probability of a particle passing 2^ reaching 2 before re­
turning to is represented by 
Pr (Z^, Z:Z) 
The probability of a particle passing Z and reaching Z + AZ before 
returning to 2 is represented by 
Pr (Z, Z+AZ : Z+A2) 
and the probability of a particle passing 2^ and reaching Z + AZ 
before returning to 2^ is represented by 
Pr (Z^, Z+AZ : Z+A2) 
These probabilities are related by 
Pr (2u, Z+AZ; Z+A2) = Pr (Zu, 2:2) Pr (2, 2+A2 : 2+A2) (66) 
The probability of a particle passing 2^ and not reaching Z + AZ is 
given by 
and represents the probability the particle turns around in AZ. If 
it is assumed that the probability of turning around in AZ is pro­
portional to A2 
Pr (2^, 2:2) [l - Pr (Z, 2+A2 ; 2+A2)] 
1 - Pr (2, Z+AZ : Z+AZ) = XaZ (67) 
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where X is a characteristic length. Substituting Equation 6? into 
Equation 66 and rearranging gives 
AZ Pr (a., 2:2) 
Pr (2^, Z+AZ : Z+AZ) - Pr (2u, Z:Z) + ^0 (68) 
Taking the limit as AZ- • )0 
dPr (Z^, Z:Z) -Pr (Zu, Z:Z) 
dZ ' X " (69) 
Integrating Equation 69 gives 
(2-2^) 
Pr (Zu, Z;2) ke ^ (70) 
The constant k is evaluated as 1.0 by setting Pr (Z^,Z:Z) = 1.0 at 
Z =2^ to give 
-(2-2. )A 
Pr (2^, Z:2) = e ^ (71) 
which is the probability of a particle traversing a distance (Z-Z^). 
The value of X has the dimensions of length. 
l6o 
APPENDIX B COMPUTER PHOGRAMS 
A number of computer programs were written to analyze the data 
and to obtain numerical solutions to the mathematical models. All 
programming was done in Fortran language and solved on either an IBM 
1620 or I4l0 computer, depending on the running time for the program 
and the availability of the computers. Several of these programs 
were small and straight forward and are not presented in this 
appendix. 
Experimental Data 
The data from experimental runs were punched on IBM cards. 
These cards were input to a preliminary computer program that con­
verted to seconds the number of counts in each channel and extracted 
t^B> , t^^i and time increments. For each type of time in­
terval this program punches separate cards containing the number of 
data of each type of time interval and the values of these data. 
These cards serve as input for subsequent programs. 
Figure 42 shows a logic diagram for the computer programs used 
to analyze the t^^, t^^, t^^, and t^g data. Separate programs were 
used to analyze the t^^, t^^ and t^^, data. Only the program 
entitled "Velocity Distribution Analysis" which analyzes t^g and t^^ 
data is reproduced (see Table 11). The primary difference in these 
programs was that the calculations of velocities and velocity dis­
tributions were not performed in the analysis of the t^^ and t^^ 
data. The equation for the Incomplete P-distribution used in this-
computer program was written in an equivalent form to Equation 11 
YES FOR 
^Br 
DATA 
NO 
YES FOR 
""tt^ ^ BB 
DATA 
^/ARE\^ 
ALL DATA LESS 
^xT(98)>^ 
CALCULATE 
REMOVE 
DATA>5T 
CALCULATE 
T(98) 
REMOVE 
DATA>T(98) 
CALCULATE 
r FUNCTION 
PARAMETERS 
PRINT 
r FUNCTION 
PARAMETERS 
SUBTRACT 
MIN FROM ALL 
DATA 
PRINT 
AVERAGE 
VARIANCE 
MOST PROB.TIME 
PUNCH 
SEE APPENDIX 
C FOR 
EXPLANATION 
CALCULATE 
AVERAGE 
VARIANCE 
MOST PROS. TIME 
READ 
TIME INTERVAL 
DATA T^in 
PRINT 
AVERAGE VELOCITY 
MOST PROB.VEUDCITY 
PRINT 
AVERAGE TIME 
VARIANCE 
MOST PROB. TIME 
P FUNCT PARAMETERS 
CALCULATE 
VELOCITY AND 
VELOCITY DISTRBUTIONS 
FIGURE 42 SIMPLIFIED COMPUTER FLOW SHEET FOR TIME INTERVAL ANALYSIS 
Table n Fortran program entitled "Velocity Distribution Analysis" 
DIMENSION D(100),DK(100),X(100),A(100) 
FORMAT (41315.6) 
FIO.8,15) 
5H V=F15.8,511 PR=F15.8,11H SGIM SQ=F15.8) 
15H AVE AGETIME=F15.6,14X,7HSTDDEV=F15.8) 
I5H AVERAGE VEL=F15.8,14X,7HSTDDEV=F15.8,//) 
20H MOST PROBABLE TIliE=F15.8) 
5OH VELOCITY BASED ON T PR0BABLE=F15. e )  
24H VEL BASED ON T AVERAGE=F15.8,2X,lOHSTD. DEV.=F15.8) 
515) 
13) . . 
6F11.6) 
15,2F15.8) 
15,15,F15.8) 
16;F8,4;F7.),F8, 
511) 
1 6 , F 8 . 4 , F 8 . 4 , F 8 . 5 , F 8 . 5 , F 0 . 5 , F 9 . 5 , F 8 . $ > 5 X , 5 1 1 )  
//,6X,7HSET NO.,15,6X,14,]X,25HDATA POINTS BOTTOK TO TOP) 
//,6X,7HSET NO.,15,6X,14,1X,25HDATA POINTS TOP TO BOTTOk) 
//, 6X, 7HSET NO. , 15, 6X, 14, IX, ILL-IDAT A POINTS ) 
5X, 6m,'IDTE=F7 .),1X, 5HIH., 5X, l^IHNGKES I-iERCURY=F7 .3) 
l4, llliDATA POINTS, )X,8NAVERAGE=F1$ . 6, 2X, 10HyARIAiICE=P15.8) 
I5H MAXIMUM TI1'£L3=F15.8,10H DMIN=F15.8) 
6812.4) 
F15.8,15) 
6 
8 FORMAT 
15 FORFJAT 
14 FORMAT 
15 FORMT 
16 FORMAT 
17 FORI'lAT 
18 FORmT 
20 FORMjVT 
21 FORMT 
22 FORM-AT 
23 FORMAT 
24 FORMAT 
26 FORMAT 
27 FORMAT 
28 FORMAT 
98 FORMAT 
99 FORMAT 
100 FORMAT 
ICI FORMAT 
102 FORMT 
103 FORMilT 
108 FORMAT 
109 FORMAT 
Al=-.57710166 
A2= .98585399. 
A3=~.87642182 
A4= .83282120 
A5=".56847290 
A6= .25482049 
A7=~.05149930 
•,F8.4,F9o4,F9.4,12X,51l) 
H ON 
tu 
Constants for 
Hastings' approximation 
of Gamma Function 
of X + 1. 
Table' H (Continued) 
READ (1.21)KMAX 
DOlOOOIoljKMAX 
1000 READ (1,23)K,A(I),X(I) 
200 READ (1,23)ISET,WIDTH,VEL 
REiVD (1,24)JMAX,II,DMIN 
REiU) (l,27)lVIS,IWID,IHT 
JMAXi=JI'IAX 
READ (1,108)(D(J).,J=1,JMAX) 
IRUN=1 
1=0 
D0450J=.1.JKAX 
TEST=D(J)-DIAN 
IF (TEST)450,452,452 
452 1=1+1 
D(I)=D(J)-DI4IN 
450 COHTIMJE 
JMAX2=I 
11 JMAX=I 
SUM=0, 
SUMSQr=OoO 
D0500J=1,JMAX 
SUM=SUM+D(J) 
300 SUI'IS Q=SUI4SQ+D(J) **2 
Y^JMAX 
AVGT=SUII/Y 
GOTO(96O,96I),IRUN 
960 DÎ4AX=.5.0*AVGT. 
GOTO962 
961 SIGSQ.=(SIl>îSQ-((SUI>i**2)/Y))/(Y-
PR=AVGT**2/SIGSQ 
V=SIGSQ/AVGT 
T«1.5*AVGT 
DELT=.3*AVGT 
KRUN=1 
•Read constants for 
Gaussian Quadrature 
Read Data 
Eliminate email 
Values 
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Table 11 ( Continued) 
V^SGS^AVG 
PR=AVG/V 
VPR:(PR-LY)*V 
VMITE(2,28)ISET, V, PR, SGSQ, AVG, VP, VAVGT, VTP, IT, ICD, IVIS, IV/IDIHT 
GOT0200 
END 
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but contained a different set of parameters. The relationships be­
tween parameters are given in Table 12. 
Table 12 Relation between.parameters in computer program to those 
in Equation 11 for the Incomplete F-distribution 
Computer Program Equation 
Pr = t^/o^ 
V = o^/'t 
a = t - V 
p = Pr - 1 
The equation for the integral probability given in Equation 12 
could not be evaluated analytically and was evaluated by a twenty 
term Gaussian Mechanical Quadrature integration formula (1 and 35)» 
The r-function was evaluated from an approximation by Hastings (23). 
Table I3 defines the nomenclature for input and output to the com­
puter program along with several other significant terms. 
Double Transport Model 
Figure 43 presents a logic diagram and Table 14, a computer 
program for obtaining the time dependent values of segregation, 
holdback, mixidness, skewness, and concentration profiles for the 
double transport model. The program is used for both the batch and 
flow systems. The program divides the column into N vertical seg-
p = t^/o^ - 1 
a = t(l -
t^ 
Yes 
No 
No No 
Yes SG <Term 
Initial con^ 
ditlons to 
\be zergX \conditioni 
Yes 
Yes 
Initial con 
editions to 
\ zero y 
^completed Colculote 
for Eg 4 
y. p. No. of 
sections 
Read 
Read 
Sections for which 
conc. ore to be 
printed 
Read 
Number of iterations 
to be printed 
/ini^ cor 
\ditions to/ 
zero 
Shift 
Sections. 
Calculate 
Cone by Eq. 
for each 
section 
. a  
HB. SG.CA( I )  
C&l) ,  C( l )  
? \  
/ printout 
•N^requeste 
_/v_ 
Cilic 2 
Variance S 
Skewness S^ 
S.G.H.B 
Figure 43 Simplified Flow Sheet for Double Transport 
Model Computer Calculations. 
170 
Table 13 Nomenclature for velocity distribution analysis and TT-BB 
data analysis 
Computer Designation 
ISET 
WIDTH 
YEL 
DMIN 
I VIS 
IWID 
I HT 
JMAX 
D C J )  
A(I), X(I) 
A1, A2 ... A7 
SIGSQ 
AVGT 
TP 
STDT 
VAVGT 
VTP 
AVG 
SGSQ 
V, PR 
Comments 
Run number 
Distance between detector levels 
Inches of mercury on orifice manometer 
Minimum time to cover distance between 
detectors 
Identifies viscosity of fluid 
Identifies width between detectors 
Identifies bed height 
Number of data points 
Value of jth data point 
Constants for Gaussian Quadrature 
Constants for evaluation of the F-function 
by Hastings' (23) approximation 
Variance of time interval distribution 
Average value of time increment being 
analyzed 
Most probable value of time increment being 
analyzed 
Standard deviation 
Velocity based on average time increment 
Velocity based on most probable time 
increment 
Average velocity 
Variance of velocity distribution 
Parameters of Incomplete F-distribution 
Table iff Fortran program entitled "Double Transport Model Fluidized Bed" 
1 
2 
k  
5  
6 
7  
8 
9  
10 
11 
12 
DIMENSI0NC1(500},02(500),CBAR(500),C(lOO) 
DII'iENSIONlTUM(^O) 
FORMAT (l5,2F10o4) 
FORMAT ( IHl,/, 5X, 6HGA]^'J'iA=F10. 4,)X,4HRH0=F10ç4, JX,2HN=15) 
FORI'IAT (6EI5.8) 
DISP SKEW 
I BETA 
AGO SKG 
C(I) 
FORMAT (I4H TEST FOR AGO, 17X,E12.6) 
FORMAT (215) 
FORMAT (25H DISPERSION AND SKEV/NESS, 6X,E12 ,6 , 2X,E12 . 6) 
FORMAT (211) 
FORMAT IFI5.8) 
FORMAT (9H HOLDUP-E15.8,5X,llHSEGREGATIOK=E15e6) 
FORMAT (8E10o4" 
FORMAT (2FI5.8 
14 FORMAT ( //) 
15 FORMfiT (68H INTEUNALT EXTERNALT 
18 FORMAT (86H INTERNAL TAU 
READ (1,6)INDEX 
READ (l,8)lSSW2,ISSV/5 
IF(lNDSX)),120,p 
5 READfl,6)(NUM(l),1=1,INDEX) 
120 READ(i ,6)KM/ .X,KDEL 
105 REWINDS 
KPT=1 
IQ=0 
I F ( K M A X ) 7 7 , 7 8 , 7 7  
77 C0NTI1«JE 
TAU=0.0 
RE.y)(l,l)N,GAMA,RHO 
VRITE( 5,2 )GAMA , RITO, N 
WRITEf 
VmiTE( 
XN=N 
THETA=GAMA/XN 
DTAU=1.0/XN 
HOLD) 
C(2) 
H 
H3 
C(AVE)) 
Column Sections 
to be Printed 
Table l4 (Continued) 
XIil=( 2 o 0 -RHO )/ ( 1.0-RHO) 
G0T0(75,76),ISSW2 
75 READ(1,12)(C1(I),C2(I),I=1,N) 
GOTO74 
SET UP INITIAL CCÎ>iDITIONS IN THE P. B.(ALL ZERO) 
76 D016I=1,N,1 
Cl(l)20. 
16 C2(l)=0. 
74 HOLD=0.0 
SEG=OoO 
D0A-2K=1,KMAX 
15 TEÎIP=C1(1) 
D0201=2,1T 
20 G1(I-1)=C1(I) 
C1(N)=C2(N;*(1.0-RK0)+RH0. 
1)0)01 =2, N 
J=N+2-I 
50 G2(J)=G2(J-1) 
C2(l)=TEKP 
SUM1=0. 
82=0.0 
S5=0.0 
D098I=1,N 
XM2=C1(I)/(1.0-RH0)+C2(I) 
E=-XM1*THETA 
CIN=C1(I)*EXP(E)+(XM2/XM1^*(1.-EXP(E)) 
G2(l)=(Cl(l)-CIN)/(l.-RH0)+C2(l) 
C1(I)«=C1K 
CBAR(l)=(c;(l)+Cl.-RH0)*C2(l))/(2.-RH0) 
SUM1=SUM1+CBAR(I) 
82=S2+(G1(I)-1.)**2+((C2(I)-1.)*(1.-HK0))**2 
S3=S5+(Gl(l)-l.)**5+CCC2(l)-l.)*(l.-RHO))**5 
98 CONTINUE 
SUMl=SUMl/XN 
Initial Conditions 
Shift returns 
Calculate new concen­
trations, variance 
and skevmess 
Table (Continued) 
S2=S2/(XN*f2.-RÎI0)} 
S3=S5/(XN*(2.-RH0)) 
TAU=TAU+DTAU 
TIMEI=TAU 
TIKiEE=ÏAU*RHO/( 2.0-RHO) 
3)ELTA=1.0/XN 
BETA=DELTA/2.0 
IF(KDEL-K]rT)200,201,200 
200 KPï=KrT+l 
GOT04? 
201 KPT«1 
45 11=1 
D0160I=1,N 
IP(I-OTJH(II))160,140,160 
140 \imiTE ( 514-)TIŒE, TIÎ'jEl, BETA ,C1(I),C2(I),CBAR(I) 
IQ=iq+l 
11=11+1 
iF(iimsx-ii)47,160,160 
160 BETA=BETA+DELTA 
47 VmiTE(5,11 )TIl'iEI,TIMEE,82,S),SUKl,SEG ,HOLD,Cl( 1 ) 
IF(S2-,00001)45,45,162 
162 H0LDbH0LD+C1(1)*DTAU*(RII0/(2 .O-RHO)) 
TEST=Cl ( 1 ) +EXP( -TILODE ) -1.0 
IF(TEST)21,21,22 
22 SEG=SEG+TEST*DÏAU*(RH0/(2.-RHO)) 
21 CONTIÎITJE 
42 CONTINUE 
45 IF(INDEX)17,105,17 
17 REWINDS 
WRITE(5,l4) 
WRITE(s,18) 
D0601I=1.IQ 
READ(5,4;AI,A2,A5,A4,A5,A6 
601 WRITE(5 , 4)A1,A2,A5 , A 4,A5 , A 6  
Table l4 (Continued) 
GOTOIO5 
78 CALLEXIT 
EED 
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meats. The initial conditions for each section are read into the 
program if they have values other than zero. If all values are 
zero, they are set internally by the program. By a stop-and-go 
routine•described in Appendix E, the concentration profiles are ob­
tained. The value C^(l) is the concentration of the discharge and 
is used to calculate the segregation and holdback. The values of 
segregation and holdback are obtained from 
^ T -T. .  
SG = I 0^(1,j) - (l-e :) (AT) (^) (72) 
j=l 
J 
HB = ^ C^(L, j) - (AT) (—) (73) 
j=l 
In these equations C^(l,j) represents the value of the concentration 
of tagged particles in the top section for particles moving upward 
(exit concentration) in the jth time interval. 
The value SG, defined by Equation 72, is obtained by following 
the print-out of segregation until it reaches a maximum and remains 
constant. This maximum value is the value of SG. The HB defined by 
Equation 73 is obtained by reading the value of holdback when the 
external time T has a value of 1.0. 
e 
A program run for a given set of parameters is terminated in 
two ways. If the number of shifts reaches a maximum value (this 
corresponds to a given time), the run is terminated. For a batch 
system, when the unmixidness in the bed reaches a limiting value, 
176 
the run is terminated. 
TWO dimeneioniess time intervals, internal and external, are 
used in this program. The dimensionless internal tine is given by 
t t V/ 
• " - and the external time interval by —=•. 
V 
177 
Table 15 Nomenclatiire for double transport sodel analysis 
Computer Designation 
lEDEX 
NUM(I) 
GAMIA 
EEÛ 
K 
KMAX 
ci(i), 
C2(I) 
C(I) 
SEG 
HOLD 
TltîES 
TIIIEI 
52 
53 
BETA 
Comments 
Number of sections for which, concentrations 
are to be printed 
Number of the sections to be printed out 
Parameter y 
Parameter p 
Number of vertical sections into which 
column is divided 
Haximum number of increments to be run 
Concentration of ith section for upward 
moving particles 
Concentration of ith section for downward 
moving particles 
Average concentration of ith section 
Value given by Equation 56 above • 
Value given by Equation 53 above 
External dimensionless time 
Internal dimensionless time 
Unmixidness 
Skewness 
Dimensionless distance X/L 
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APPENDIX C PRESENTATION OF DATA 
The data obtained was analyzed to give parameters used to 
represent the data set. The numerical values of these parameters 
are presented in this appendix. 
Table l6 and Table 17 list the parameters obtained for t^^ and 
t^g data. Table l8 lists the parameters obtained for t^^ and t^g 
data. The headings used in these tables are defined below. 
ISET - Identification of run 
V - Constant in Incomplete ^-distribution in analyzing 
the time interval data 
p - Cons taint in Incomplete f-distribution in analyzing 
the time interval data 
2 0 - Variance of time interval data 
t . - Minimum time 
min 
t - Average time for time interval distribution 
t^ - Most probable time for time interval distribution 
Vy - Constant in Incomplete F-distribution in analyzing 
the velocity data 
p^ - Constant in. Incomplete F-distribution in analyzing 
the velocity data 
• - Variance of velocity distribution 
V 
Average velocity for velocity distribution 
V^ - Most probable velocity for velocity distribution 
v' - Velocity based on the average time from time 
interval distribution 
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I 
- Velocity based on the most probable time from tine 
interval distribution 
Code: The five numbers were used for identification purposes. 
These numbers were indicated in punch card output and allowed data 
to be separated according to type by a card sorter. The definition 
of code are given below: 
Column Numerical Value Definition 
1 1 Refers to t^g analysis 
2 Refers to t^^ analysis 
3 Refers to t^^ analysis 
4 Refers to t^g analysis 
2 1 First card of output 
2 Second card of output 
3 1 Viscosity of liquid is 1.0 cp 
2 Viscosity of liquid is 7.2 cp 
3 Viscosity of liquid is 24.0 cp 
4 Viscosity of liquid is 24.0 cp 
4 1 AZ betv/een levels is 1.0 in. 
2 AZ between levels is 2.0 in. 
3 AZ between levels is 4.0 in. 
4 AZ between levels is 8.0 in. 
5 • 1 Bed height is 29 in. 
2 Bed height is 31 in. 
3 Bed height is 33 in. 
l8o 
4 
5 
Bed height is $8 in. 
Bed height is 4l in. 
I8l 
Table l6 Presentation of t^- and t^„ data (Part l) 
ISET V P 
2 
a t . 
mm 
t t 
P 
CODE 
1040 .0842 1.559 .0110 .0244 .1557 .0714 11115 
1040 .0406 1.909 .0031 .0478 .1253 .0847 21115 
104l .0279 3.070 .0023 .0244 .1101 .0822 11114 
1041 .0408 1.800 .0030 .0500 .1235 .0826 21114 
1042 .0562 2.531 .0080 .0244 .1668 .1105 11113 
1042 .0857 1.237 .0090 .0519 .1579 .0722 21113 
1045 .0297 4.096 .0036 .0244 .1464 .1166 11112 
1043 .0181 4.199 .0013 .0513 .1275 .1093 21112 
1044 .0588 5.099 .0107 .0244 .2066 .1478 11111 
1044 .0629 2.625 .0104 .0656 .2309 .1679 21111 
1051 .0336 3.576 .0040 .0244 .1447 .1110 11115 
1051 .0239 2.161 .0012 .0478 .0995 .0756 21115 
1052 .0515 2.710 0OO72 .0244 .1642 .1126 11114 
1052 .0503 1.498 .0038 .0500 .1255 .0751 21114 
1053 .0829 2.286 .0157 .0244 .2140 .1311 11113 
1053 .1673 .745 .0203 .0519 .1766 .0092 21113 
1055 .0499 4.061 .0101 .0244 .2272 .1773 11112 
1055 .1092 1.946 .0232 .0513 .2638- .1546 21112 
1056 .0761 4.175 .0241 .0244 .3422 .2661 11111 
1056 .0472 3.787 .0084 .0656 .2446 .1974 21111 
1057 .0561 3.744 .0118 .0488 .2590 .2028 11124 
1057 .2209 .970 .0474 .1000 .3145 .0935 21124 
1058 .0862 3.028 .0225 .0488 .3100 .2237 11123 
1058 .1061 1.770 .0199 .1038 .2916 .1855 21123 
1059 .0956 2.882 .0263 .0488 .3243 .2287 11122 
1059 .0991 2.163 .0212 .1026 .3171 .2179 21122 
1060 .1848 2.592 .0886 .0488 .5282 .3433 11121 
1060 .0811 3.322 .0218 .1312 .4007 .3196 21121 
1061 .0880 5.802 .0450 .0976 .6086 .5205 11135 
1061 .2416 1.515 .0884 .1932 .5594 .3178 21135 
1072 .1799 3.437 .1112 .0976 .7161 .5362 11134 
1072 •.1759 1.917 .0593 .2000 .5372 .3613 21134 
1073 .0553 8.679 .0265 .0976 .5776 .5223 11133 
1073 .2446 2.J.40 .1281 .2076 .7312 .4866 21133 
1074 .1561 4.288 .1045 .0976 .7671 .6109 11132 
1074 .2125 2.323 .1050 .2052 .6991 .4866 21132 
1075 .3848 3.791 05616 .0976 1.5570 1.1721 . 11131 
1075 .3668 2.792 .3758 .2624 1.2868 .9199 21131 
1076 .2258 5.491 .2801 .1952 1.4355 1.2096 11145 
1076 .1505 5.579 «1264 .3864 1.2262 1.0757 21145 
1077 .1787 6.804 .2174 .1952 1.4115 1.2327 11144 
1077 .3251 2.725 .2882 .4000 1.2863 .9611 21144 
1078 .0565 10.407 .0970 .1952 1.2002 1.1036 11143 
1078 ,6619 1.785 .7825 .4104 1.5925 .9306 21143 
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Table 16 (Continued) 
ISET V P a" 
^min 
t S CODE 
1079 .4221 4.216 .7514 .1952 1.9752 1.5551 11142 
1079 .1302 7.624 .1293 .4104 1.4033 1.2731 21142 
1060 1.0481 4.256 4=6759 ,1952 4.6562 3.6081 11141 
1080 1.6660 1.737 4.8236 .5248 3.4200 1.7539 21141 
1081 .0575 2.103 .0069 .0244 .1454 < .0879 11115 
1081 .0547 1 . 6 8 2  .0050 .0478 .1400 .0852 21115 
1032 .0424 2.367 .0042 .0244 .1249 .0825 11115 
1082... .0323 1.948 .0020 .0478 .1108 .0784 21115 
1083 .0209 4.851 .0021 .0244 .1261 .1051 11114 
1083 .0410 1.767 .0029 .0500 .1225 .0814 21114 
1084 .0319 4.013 .0040 .0244 .1524 .1205 11114 
1084 .0400 1.423 .0022 .0500 .1070 .0669 21114 
1085 .0282 3.462 .0027 .0244 .1223 .0940 11113 
1085 .0219 2.534 .0012 .0519 .1076 .0856 21113 
1086 .0718 1.924 .0099 .0244 .1627 .09 08 11113 
1086 .0272 2.306 .0017 .0519 .1146 .0874 21113 
1087 .0567 2.482 .0080 .0244 .1654 .1086 11112 
1087 .057$ 1.555 .0050 .0513 .1395 .0820 21112 
1088 .0426 2.488 .0045 .0244 .1304 .0878 11112 
1088 .0429 1.569 .0029 .0513 .1187 .0757 21112 
1089 .0376 4.300 .0060 .0244 .1862 .i486 11111 
1089 .1207 1.375 .0200 .0656 .2317 .1109 21111 
1090 .0809 2.230 .0146 .0244 .2049 .1240 11111 
1090 .0775 1.787 .0107 .0656 .2041 .1266 21111 
1091 .0418 5.117 .0089 .0244 .2386 .1967 11111 
1091 .1694 .944 .0271 .0656 .2256 .0561 21111 
1092 .0199 6.315 .0025 .0244 .1501 .1302 11112 
1092 .0803 1.259 .0081 .0513 .1525 .0721 21112 
1095 .0189 5.501 .0019 .0244 .1284 .1095 11113 
109$ .0351 1.583 .0019 .0519 .1076 .0724 21113 
1094 .0111 7.740 .0009 .0244 .1110 .0998 11114 
1094 .0414 1.556 .0026 .0500 .1144 .0730 21114 
1095 .0181 4.784 .0015 .0244 .1112 .0930 11115 
1095 .0353 1.611 .0020 .0478 .1047 .0694 21115 
1096 .0351 3.420 .0042 .0244 .1444 .1093 11113 
1096 .1046 1.037 .0113 .0519 .1604 .0557 21113 
1102 p0217 2.566 .0012 .0307 .0864 .0647 11215 
1102 .0389 I.8I9 .0027 0O5I8 .1227 .0837 21215 
1103 .0148 4.694 .0010 .0307 . .1003 .0855 .11.215 
1103 .0283 2.272 .0018 .05I8 .1162 .0879 21215 
1104 .1079 1.033 .0120 .0307 .1422 .0342 11214 
1104 .0974 .940 .0089 .057.0 .1487 .0512 21214 
1105 .0150 5.045 .0011 .0307 .1067 .0916 11214 
1105 .0302 1.800 .0016 .0570 .1114 .0812 21214 
18^ 
Table 16 (Continued) 
ISET V p t . t t CODE 
^ min p 
1106 .0248 5.692 .0022 .0307 .1222 .0974 11213 
1106 .0432 1.547 .0028 .0592 .1260 .0828 21213 
1107 .0349 3.603 .0044 .0307 .1567 .1217 11215 
1107 .0523 1.585 .0043 .0592 .1422 .0898 21213 
1108 .1105 1.394 .0170 .0307 .1849 .0743 11211 
1108 .0336 1.705 .0019 .0757 .1330 .0994 21211 
1109 .0664 2.248 .0099 .0307 .1800 .1136 11211 
1109 .0369 I069O .0025 .0757 .1381 .1012 21211 
1110 .1190 3.648 .0517 .1223 .5571 .4381 11235 
1110 .2177 1.679 .0795 .2072 .5727 .5550 21235 
1111 .1915 2.555 .0936 .1228 .6118 .4202 11234 
1111 .1669 3.728 .1038 .2280 .6223 .4554 21234 
1112 .1326 3.178 .0558 .1228 .5443 .4117 11233 
1112 .2320 1.781 .0959 .2280 .6414 .4093 21233 
1113 .1958 3.118 .1195 .1228 .7335 .5377 11231 
1115 .5291 1.289 .3610 .2828 .9650 .4359 21231 
1114 .2915 $.205 .2720 .2456 1.1794 .8881 11245 
1114 
.5555 1.902 .5873 .4144 1.4716 .9160 21245 
1115 .2907 5.177 .2686 .2456 1.1694 .8787 11244 
1115 
.7955 1.474 .9531 .4560 1.6289 .8334 21244 
1116 .2387 4.981 .2839 .2456 1.4348 1.1960 11243 
1116 .3832 2.457 .3609 .4736 1.4154 1.0322 21243 
1117 .2062 6.019 .2560 .2456 1.4871 1.2808 11241 
1117 .4107 5.473 .5861 .5656 1.9926 1.5818 21241 
1201 .0669 3.760 .0168 .0418 .2936 .2266 11315 
1201 .1113 1.238 .0153 .0890 .2269 .1155 21315 
1202 .0454 4.882 .0101 .0418 .2638 .2183 11314 
1202 .1855 .906 .0312 .0990 : .2671 .0816 21314 
1203 .0833 3.027 .0210 .0418 .2941 .2108 11313 
1203 .0410 2.156 .0036 .1030 .1916 .1505 21313 
1204 .0460 6.103 .0129 .0418 .3228 .2768 11311 
1204 .1614 1.371 .0357 .1270 .3484 .1869 21311 
1205 .1257 5.960 .0942 .0816 .8311 .7054 11321 
1205 .2231 2.031 .1011 .2540 .7073 .4841 21321 
1206 .1103 4.765 .0580 .0816 .6075 .4972 11323 
1206 .4024 1.326 .2147 .2060 .7397 .3372 21323 
1207 .2548 2.216 .1439 .0816 .6464 .3916 11324 
1207 .0702 3.619 .0178 .1980 .4524 .3821 21324 
1208 .2568 2.141 .1412 .0816 .6315 .3746 11325 
1208 .2180 2.203 .1048 .1780 .6586 .4405 21325 
1209 .1200 7.955 .1147 .1632 1.1186 .9985 11335 
1209 .4320 2.529 .4720 .3560 1.4486 1.0166 21335 
1210 .1826 4.859 .1621 .1632 1.0508 .8681 11334 
1210 .2683 3.804 .2739 .3960 1.4168 1.1485 21334 
184 
Table 16 (Continued) 
ISST V p t . t t CODE 
min p 
1211 .2431 5.320 .3145 .1632 1.4568 1.2136 11333 
1211 1 .3805 .855 1.6312 .4120 1.5935 .2129 21333 
1212 .2935 6.468 .5574 .1632 2.0621 1.7685 11351 
1212 .6292 2.162 .8560 .5080 1.8684 1.2392 21331 
1213 2 .3993 2.451 14.1148 .3264 6.2092 3.8099 11341 
1213 .6739 6.512 2.9578 1.0160 5.4049 4.7309 21341 
1214 .5435 6.122 1.8087 .3264 3.6541 3.1106 11343 
1214 1 .9031 1.817 6.5842 .8240 4.2837 2.3806 21543 
1215 .6167 3.909 1.4872 .3264 2.7376 2.1208 11344 
1215 1 .6768 2.359 6.6333 .7920 4.7479 3.0711 21344 
1216 .7116 4.010 2.0312 .3264 3.1805 2.4689 11345 
1216 1 .0090 3.356 3.4177 .7020 4.0892 3.0802 21345 
185 
Table I7 Presentation of t^^ and t^^ data (Part 2) 
ISET V p f V t' Y' CODE 
V -^v V p p 
1040 2.2154 4.0350 
1040 1.6851 5.6392 
1041 1.9768 5.4834 
1041 1.1287 8.3073 
1042 1.7821 4.3569 
1042 1.6092 5.0644 
1043 1.9575 4.2019 
1043 1.0159 8.4921 
1044 1.7117 3.5736 
1044 .8896 5.8i51 
1051 1.0810 7.4797 
1051 1.1817 9.4995 
1052 3.8622 2.0702 
1052 1.7174 5.6638 
1053 3.6244 1.8409 
1053 1.9847 4.2471 
1055 1.2482 4.5457 
1055 2.3447 2.3090 
1056 1.0320 3.5869 
1056 .5902 7.8919 
1057 1.6433 5.5896 
1057 2.1561 4.1449 
1058 1.5696 5.0729 
1058 1.2621 6.5235 
1059 1.5172 5.0541 
1059 1.7741 4.38i3 
1060 2.7102 1.9769 
1060 .6901 8,1974 
1061 .7074 10.2892 
1061 1.2377 6.9648 
1072 4.0734 1.8000 
1072 1.8128 4.9510 
1075 .7698 9.8029 
1073 1.3262 5.0519 
1074 1.3395 4.6497 
1074 .9599 7.0500 
1075 1.1964 2.7596 
1075 1.0035 3.8911 
1076 .9747 6.5403 
1076 .7429 9.6009 
1077 .6355 9.8615 
1077 1.0187 7.1252 
1078 .5954 12.0023 
1078 1.1292 5.6283 
19.805 8.939 6.724 
16.014 9.503 7.817 
21.429 10.840 • 8.863 
10.583 9.376 8.247 
13.837 7.764 5.982 
13.115 8.149 6.540 
16.102 8.225 6.268 
8.627 8.627 7.611 
10.471 6.117 4.405 
4.602 5.173 4.283 
• 8.740 • 8.085 7.004 
13.266 11.225 10.044 
30.882 7.996 4.133 
16.706 9.727 8.009 
24.183 6.672 3.047 
16.730 8.429 6.444 
6.771 5.424 4.176 
12.695 5.414 3.069 
3.820 3.701 2.669 
2.749 4.657 4.067 
15.095 9.185 7.542 
19.269 8.937 6.780 
12.499 7.963 6.393 
10.391 8.233 6.971 
11.635 7.668 6.151 
13.790 7.772 5.998 
14.521 5.358 2.647 
3.904 5.657 4.967 
5.150 7.279 6.572 
10.671 8.621 7.383 
29.868 7.332 3.259 
16.271 8.975 7.162 
5.809 7.546 6.776 
8.885 6.700 5.373 
8.343 6.228 4.888 
•••6.495 6.767 5.807 
3.950 3.301 2.105 
5.919 3.905 2.901 
6.175 6.355 5.383 
5.298 7.132 6.389 
3.983 6.267 5.631 
7.394 7.258 6.239 
4.255 7,146 6.551 
7.176 6.355 5.226 
6.422 13.986 12115 
7.974 11.798 22115 
9.078 12.161 12114 
8.096 12.092 22114 
5.993 9.043 12113 
6.330 13.839 22113 
6.828 8.572 12112 
7.840 9.141 22112 
4.838 6.763 12111 
4.330 5.954 22111 
6.909 9.002 12115 
10.044 13.225 22115 
6.088 8.876 12114 
7.967 13.315 22114 
4.671 7.626 12113 
5.661 107.629 22113 
4.399 5.639 12112 
3.790 6.467 22112 
2.922 3.757 12111 
4.086 5.065 22111 
7.721 9.857 12124 
6.358 21.380 22124 
6.451 8.938 12123 
6.857 10.779 22123 
6.165 8.742 12122 
6.306 9.175 22122 
3.786 5.825 12121 
4.990 6.257 22121 
6.572 7.683 12135 
7.150 12.585 22135 
5.585 7.459 12134 
7.445 11.069 22134 
6.924 7.657 12133 
5.469 8.2.9 22153 
5.214 6.546 12132 
5.721 8.220 22132 
2.569 3.412 12131 
3.108 4.347 22131 
5.572 6.613 12145 
6.523 7.436 22145 
5.667 6.489 12144 
6.219 8.322 22144 
6.665 77^248 12143 
5.023 8.595 22143 
Table 
ISST 
1079 
1079 
1080 
1080 
1081 
1081 
1082 
1082 
1083 
1083 
1084 
1084 
1085 
1085 
1086 
1086 
1087 
1087 
1088 
1088 
1089 
1089 
1090 
1090 
1091 
1091 
1092 
1092 
1093 
1093 
1094 
1094 
1095 
1095 
1096 
1096 
1102 
1102 
1103 
1103 
1104 
1104 
1105 
1105 
CODE 
12142 
22142 
12141 
22141 
12115 
22115 
12115 
22115 
12114 
22114 
12114 
22114 
12113 
22113 
12113 
22113 
12112 
22112 
12112 
22112 
12111 
22111 
12111 
22111 
12111 
22111 
12112 
22112 
12113 
22113 
12114 
22114 
12115 
22115 
12113 
22113 
12215 
22215 
12215 
22215 
12214 
22214 
12214 
22214 
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17 (Continued) 
? - -1 I V T) (7 Y Y Y Y'  
V "^ V V p p 
.7197 6.6339 3.436 4.774 4.005 4.050 5.150 
.6589 9.5247 4.049 6.144 5*485 5.600 6.283 
.9057 2.3916 1.962 2.166 1.260 I.7I8 2.217 
1.7642 1.9765 6.139 3.483 1.721 2.339 4.561 
2.3181 3.9210 21.071 9.089 6.771 6.873 11.373 
2.0534 4.4078 18.586 9.051 6.997 7.141 11.735 
1.7353 5.6770 17.096 9.851 8.116 8.000 12.119 
1.5316 6.8458 16.059 10.485 8.953 9.021 12.740 
.9902 9.0083 8.833 8.920 7.930 7.926 9.507 
1.4917 6.4643 14.385 9-643 8.151 8.161 12.270 
I.5O88 5-1815 11.795 7.817 6.309 6.558 8.294 
1.7101 6.4934 18.989 11.104: 9.394 9.345 14.933 
1.4644 6.5748 14.099 9.628 8.163 8.175 10.634 
.9270 11.0155 9.467 10.212 9-285 9.290 11.675 
1.9876 4.1388 16.351 8.226 6.238 6.145 11.005 
1.2092 8.1427 11.907 9-846 8.637 8.719 11.433 
2.0245 3.8874 15.934 7.870 5.845 6.045 9.205 
1.2824 6.7855 11.160 8.702 7-419 7-175 12.195 
I.8I59 5.2665 17.367 9.563 7-747 7.666 11.386 
1.8757 5.4392 19.137 10.202 8.326 8.418 13.195 
1.2949 4.9880 8.364 6.459 5.164 5.368 6.727 
2.0342 2.9669 12.277 6.035 4.001 4.315 9.012 
2.0242 3.2743 13.416 6.628 4.603 4.878 8.064 
1.3985 4.4135 8.632 6.172 4.775 4.897 7-895 
.8569 5-7575 4.228 4.933 4.076 4.190 5.082 
2.3958 2.8555 16.390 6.841 4.445 4.431 17-795 
.9270 8.0386 6.908 7.452 6.525 6.660 7.679 
2.4386 3.6405 21.649 8.877 6.439 6.556 13.853 
.9727 8.9566 8.474 8.712 7-739 7.784 9.129 
1.5146 7.1411 16.383 10.816 9.301 9.291 13.8O5 
.7824 12.4348 7.613 9-729 8.947 9-003 10.012 
1.5847 6.5224 16.381 10.336 8.751 8.735 13.688 
1.2734 7.9878 12.953 10.171 8.898 8.991 10.744 
1.8714 6.0495 21.187 11.321 9.450 9.547 l4.407 
1.6542 5.0550 13.832 8.362 6.707 6.920 .9*142 
2.0411 4.1660 17-357 8.503 6.462 6.232 17.924 
2.4479 5.5383 33-187 13-557 II-I09 11.567 15.449 
1.2777 7.4345 12,137 9.499 8.221 8.148 11.942 
1.1883 9.2815 15.107 11.030 9.841 9-962 11.690 
1-3153 7-4565 12.901 9.808 8.492 8.599 11.375 
2.0659 4.7239 20.162 9.759 7.693 7.032 29.158 
1.4922 5.7738 12.857 8.616 7.123 6.724 19-529 
1.4575 7.1916 15.277 10.481 9.024 9.571 10.911 
1.0725 9.3881 10.799 10.069 8.996 0.973 12.314 
Table 
ISET 
1106 
1106 
1107 
1107 
1108 
1108 
110$ 
110$ 
1110 
1110 
1111 
1111 
1112 
1112 
1115 
1113 
1114 
1114 
1115 
1115 
1116 
1116 
1117 
1117 
1201 
1201 
1202 
1202 
1203 
1203 
1204 
1204 
1205 
1203 
1206 
1206 
1207 
1207 
1208 
1208 
1209 
1209 
1210 
1210 
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17 (Continued) 
V p cr^ Y Y v' V' C0D3 
V V V p p 
1.3585 7.0508 
1.2585 7.3434 
1.5812 4.8675 
1.6195 5.2806 
5.7185 2.2114 
.7165 11.5547 
I08O57 4.0254 
.8779 9.2227 
1.3700 6.1572 
1.6615 5.1698 
2.1995 5.7864 
1.5282 5.1219 
1.5999 5.4977 
1.6747 4.6281 
1.4286 4.7322 
1.6937 5.3915 
1.7079 4.8215 
1.9359 3.6343 
3.8357 2.5011 
1.4109 4.5507 
1.4795 4.4555 
1.6509 4.1505 
.7632 7.9285 
.7889 5.8826 
.8286 4.9675 
1.0617 5.2253 
.7228 6.0695 
1.2348 4.1246 
1.0238 4.1628 
.5138 11.1302 
.4409 7.9339 
.8869 4.2259 
.2623 5.3330 
.3873 4.4968 
.2699 7.0686 
.6333 3.0344 
.5656 3.6695 
.2029 11.8285 
.5987 3.5951 
.5362 3.6434 
.1533 6.5090 
.2411 3.6273 
.5578 2.1552 
.1975 4.2113 
12.652 9.457 
11.630 9.241 
12.170 7.696 
15.850 8.552 
30.579 8.225 
5.922 8.264 
15.126 7.269 
7.108 8.097 
11.519 8.408 
14.272 8.589 
18.519 8.328 
11.961 7.827 
14.075 8.796 
12.980 7.750 
9.658 6.760 
9.729 5.744 
14.064 8.234 
15.021 7.036 
33.856 8.826 
9.060 6.421 
9.705 6.559 
11.512 6.852 
4.618 6.051 
5.661 4.641 
3.411 • 4,116 
5.890 5.547 
3.171 4.387 
6.495 5.175 
4.363 4.262 
2.938 5.718 
1.542 3.498 
3.324 3.748 
.366 1.398 
.674 1.742 
.514 1.907 
1.217 1.921 
1.174 2.075 
.487 2.400 
1.288 2.152 
1.045 1.948 
.153 .998 
.211 .874 
.670 1.202 
.164 .831 
8.099 8.178 
7.983 7.932 
6.115 6.379 
6.932 7.029 
4.504 5.4o6 
7.548 7.513 
5.465 5.554 
7.219 7.237 
7.058 7.179 
6.928 6.983 
6.128 6.557 
6.299 6.309 
7.196 7.548 
6.076 6.255 
5.352 5.455 
4.050 4.144 
6.f;26 6.782 
5.100 5.456 
4.990 6.840 
5.010 4.911 
5.080 5.575 
5.201 5.651 
5.288 5.379 
3.852 4.014 
3.287 3.405 
4.486 4.4o6 
3.664 3.789 
3.921 3.742 
3.238 3.399 
5.204 5.218 
3.057 3.097 
2.861 2.869 
1.136 1.203 
1.354 1.413 
1.638 1.645 
1.288 1.351 
1.510 1.546 
2.197 2.210 
1.553 1.583 
1.462 1.518 
.844 .893 
.633 .690 
.644 .951 
.634 .705 
10.259 12213 
12.067 22215 
8.211 12215 
11.127 22215 
13.445 12211 
10.055 22211 
8.801 12211 
9.880 22211 
.9.129 12255 
11.266 22255 
9.517 12254 
10.422 22254 
9.715 12235 
9.770 22255 
7.458 12251 
9.175 22251 
9.007 12245 
0.733 22245 
9.105 12244 
9.599 22244 
6.688 12245 
7.750 22245 
6.245 12241 
: 5.057 22241 
4.412 12315 
8.655 22315 
4.578 12314 
12.250 22314 
4.743 12313 
6.642 22313 
3.612 12311 
5.348 22311 
1.417 12321 
2.065 22321 
2.011 12323 
2.964 22323 
2.553 12324 
2.616 22324 
2.668 12325 
2.169 22325 
1.001 12335 
.983 22335 
1.151 12334 
.870 22334 
188-
Table 17 (Continued) r 
ISET- V 
V Pv V V V P 
— 1 
V v' 
P CODE 
1211 .1433 3.6131 .113 .8o4 .661 .686 .823 12333 
1211 .1443 5.9225 .123 .835 .711 .627 4.695 .22353 
1212 .1133 4.9232 .063 .558 .445 .484 .565 12331 
1212 .2483 2.8323 .175 .708 .460 .535 .806 22331 
1213 .6332 .4685 .187 .296 -.336 .161 .262 12341 
1213 .0233 8.7572 .004 .204 .181 .185 .211 22341 
1214 .0300 10.1719 .009 .305 .275 .273 .321 12343 
1214 .0693 4.3876 ,021 .304 .234 .233 .420 22343 
1213 .2383 1.8677 .124 .482 .224 .365 .471 12344 
1213 .0873 3.1265 .023 .272 .185 .210 .325 22344 
1216 .2833 1.4559 .118 .415 .130 .314 .405 12345 
1216 .0516 5.6774 .015 .293 .241 .244 .324 22345 
189 
Table l8 Presents ,tion of t TT 2.nd data 
ISET V P t CODE 
1040 13.5862 .732 135.1405 9.9468 -3.6394 31115 
1040 1.8894 1.825 6.5161 3.4486 1.5591 41115 
1041 5.3304 1.205 34.2531 6.4259 1.0954 31114 
1041 1.5979 2.595 6.6251 4.1470 2.5494 41114 
1042 3.6788 1.148 13.3340 4.2226 .5438 31113 
1042 2.1432 1.601 7.3542 3.4315 
5.3944 
1.2883 41113 
1043 6.7900 .794 36.6275 -1.3956 31112 
1043 4.4583 1.354 26.9217 6.0386 1.5803 41112 
1044 5.8929 .618 21.4727 3.6439 -2.2490 31111 
1044 8.0303 .895 57.7266 7.1886 - .8418 41111 
1051 5.4041 1.070 31.2384 5.7806 .3765 31115 
1051 . 1.5554 2.142 5.I8I9 3.3316 1.7762 41115 
1052 5.1380 1.322 34.8998. 6.7925 1.6546 31114 
1052 1.8594 2.159 7.4640 4.0143 2.1549 41114 
1053 4.6790 1.512 33.0923 7.0725 2.3935 31113 
1053 1.7835 2.580 8.2049 4.6005 2.8I7O 41113 
1055 9.2466 .574 49.0513 5.3048 -3.9417 . 31112 
1055 5.4293 1.579 46.5391 8.5719 3.1427 41112 
1056 3.1955 1.094 11.1698 3.4955 .3000 31111 
1056 1.5360 2.287 5.3956 3.5127 1.9767 41111 
1057 4.7143 1.447 32.1697 6.8240 2.1097 31124 
1057 2.2019 2.075 10.0580 4.5681 2,3663 41124 
1058 5.2013 1.527 41.3207 7.9442 2.7428 31123 
1058 1.3547 2.943 5.4011 3.9870 2.6323 41123 
1059 6.4202 1.166 48.0932 7.4908 1.0705 31122 
1059 . 1.9858 2.341 9.2305 4.6483 2.6626 41122 
1060 28.3517 .547 439.2983 15.4946 -12.8572 31121 
1060 3.3941 3.085 35.5350 10.4698 7.0757 41121 
1061 7.3966 1.891 103.4676 13.9886 6.5920 31135 
1061 2.3268 2.310 12.5075 5.3753 3.0485 41135 
1072 4.0559 1.796 29.5404 7.2833 3.2275 31134 
1072 1.1537 4.403 5.8601 5.0796 3.9260 41134 
1073 5.8209 1.566 53.0645 9.1161 3.2951 31133 
1075 1.2232 3.839 5.7458 4.6971 3.4731 41133 
1074 5.2894 1.402 39.2252 7.4157 2.1263 31132 
1074 2.7898 2.102 16.3581 5.8636 3.0738 41132 
1075 2.6297 1.052 7.2761 2.7669 .1371 51131 
1075 9.0591 1.5657 128.4831 14.1826 5.1234 41131 
1076 7.2240 1.372 71.6164 9.9137 2.6897 • 31145 
1076 3.5095 1.656 20.3899 5.8100 2,3005 41145 
1077 5.3122 2.652 29.0920 8.7833 5.4711 31144 
1077 3.0514 1.971 18.3544 6.0152 2,9638 41144 
1078 4.6391 1.619 34.8328 7.5O86 2.8695 31143 
1078 3.2159 I.8I7 18.7860 5.8417 2.6258 41143 
Table l8 (Continued) 
190 
ISET V P % CODE 
1079 5.9701 1.441 51.3475 8.6008 2.6306 31142 
1079 5.9044 1.611 56.1661 9.5130 3.6087 41142 
1080 11.8224 .962 134.4096 11.3690 - .4534 51141 
1080 15.9909 1.524 389.6575 24.3675 8.3766 41141 
1081 3.7234 1.340 I8.5817 4.9905 -1.2671 31115 
1081 1.4677 2.601 5.6027 3.8174 2.3498 41115 
1082 6.1751 1.047 59.9082 6.4628 1.0466 31115 
1082 .9846 3.375 ,3.2723 3.3234 2.3388 41115 
1083 4.2903 .777 14.3096 5.3353 - .9551 31114 
1083 2.0257 1.838 7.5422 3.7232 1.6975 41114 
1084 3.7413 1.252 17.5308 4.6858 .9445 31114 
1084 1.4450 1.917 4.0018 2.7695 1.3245 41114 
1085 3.8044 1.632 23.6263 6.2104 2.4060 51115 
1085 2.2023 1.850 8.9737 4.0746 1.8723 41113 
1086 2.8O58 1.240 9.7650 3.4803 .6745 31113 
1086 1.7571 2.445 77.5481 4.2958 2.5387 41113 
1087 3.4836 1.455 17.6531 5.0689 1.5853 31112 
1087 1.2351 3.574 5.4542 4.4070 3.1759 41112 
1088 5.9063 1.120 39.0772 6.6161 .7098 31112 
1088 2.9632 1.734 15.2240 5.1379 2.1746 41112 
1089 1.5954 1.233 3.1371 1.9664 .3710 31111 
1069 6.3971 1.050 42.9333 6.7114 .3144 41111 
1090 1.6463 .857 2.3222 1.4106 - .2358 51111 
1090 7.7545 1.210 72.7544 9.3822 1.6277 41111 
1091 3.9904 1.430 22.7605 5.7038 1.7134 31111 
1091 3.3665 .639 7.2379 2.1500 -1.2165 41111 
1092 1.4319 2.575 5.2789 3.6067 2.2548 31112 
1092 4.5920 1.134 23.9082 5.2065 . 6l46 41112 
1093 2.1177 2.230 10.0003 4.7223 2.6046 31113 
1093 5.6160 1.265 39.8902 7.1030 1.4870 41113 
1094 1.9001 1.923 6.9450 3.6549 1.7548 31114 
1094 5.5748 1.087 33.7931 6.0617 .4869 41114 
1095 2.1122 1.934 ' 8.6271 4.0844 1.9722 31115 
1095 5.7380 1.018 33.5264 5.8429 .1049 41115 
1096 1.3504 2.556 4o6608 3.4515 2.1011 51113 
1096 3^2976 1.625 17.6699 5.3584 2.0608 41113 
1102 2.1297 1.548 7.0223 3.2974 1.1677 31215 
1102 1.2462 2.240 3.4777 2.7906 1.5445 41215 
1103 2.8657 1.189 9.7901 3.4059 .5402 51215 
1103 2.8781 1.423 11,7880 4.0958 1.2177 41215 
1104 .8742 3.127 2.3896 2.7335 1.8593 31214 
1104 3.O876 1.637 15.6060 5.0544 1.9668 41214 
1105 7.8528 .832 51.2911 6.5315 -1.3213 51214 
1105 2.9721 I.3I8 11.6448 3.9I8O .9460 41214 
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1106 6.2619 1.029 40.5634 6.4460 .1841 31213 
1106 2.7376 1.607 12.0419 4.5986 1.6610 41213 
1107 1.9565 1.816 6.8141 5.5187 1.5821 31213 
1107 2.7757 1.376 10.6028 5.8197 1.0439 41215 
1108 4.3027 1 .029  19.0550 4.4286 .1258 31211 
1108 2,4898 2.071 12.8409 5.1574 2.6676 41211 
1109 3.9727 1.412 22.2779 5.6078 1.6351 51211 
1109 3.4267 1.515 8.9202 5.6759 1.2492 41211 
1110 7.6123 .914 52.9628 6.9575 - .6548 51255 
• 1110 3.5994 1.244 16.1205 4.4736 .8792 41255 
1111 10.4504 .892 97.5653 9.3167 -1.1539 51254 
1111 2.3256 1.548 8.5744 3.6009 1.2755 41234 
1112 7.6993 1.067 63.2746 8.2182 .5188 31253 
1112 3.0686 1.646 15.5078 5.0536 1.9849 41235 
1115 4.1486 2.167 57.5032 3.9917 4.8431 51251 
1115 2.1206 2.306 IO.568I 4.8891 2.7685 41231 
1114 10.7459 .937 108.2199 10.0707 -.6751 51245 
1114 2.8234 1.854 15.5827 5.5190 2.6955 41245 
1115 7.3639 1.219 66.0796 8.9735 1.6096 31244 
1115 2.3794 1.737 9.8317 4.1321 1.7529 41244 
1116 7.2832 1.589 84.5095 11.5759 4.2927 51245 
1116 . 1.6893 2.875 8.2054 4.8561 3.1668 41243 
1117 6.4768 1.959 82.1845 12.6891 6.2122 51241 
1117 3.6733 1.608 21.7033 5.9084 2.2351 41241 
1201 18.8454 .898 319.3389 16.9425 -1.9057 30315 
1201 2.2543 1.383 7.0307 3.1186 .8643 40315 
1202 10.4445 .814 88.8887 8.5105 -1.9339 30314 
1202 8.3276 1.084 75.1983 9.0299 .7025 40314 
1203 6.2471 1.165 45.4776 7.2797 1.0325 30513 
1203 2.2841 1.582 8.2556 3.6143 . 1.3301 40313 
1204 12.5470 1.161 177.0080 14.3360 1.9889 50511 
1204 2.5894 1.741 9.9441 4.1616 1.7722 40311 
1205 19.8099 1.095 429.7177 21.6920 1.8821 30321 
120.5 7.8220 1.272 77.8798 9.9564 2.1343 40321 
1206 11.9954 .961 138.3636 11.5346 - .4607 30323 
1206 5.9302 1.125 17.5787 4.4217 .4914 40323 
1207 38.2248 .570 832.8814 21.7889 -16.4358 30324 
1207 2.1527 2.070 9.5968 4.4580 2.3055 40324 
1208 5.8592 .905 31.0902 5.3062 - .5529 30325 
1208 2.9030 1.265 10.6692 3.6751 .7721 40325 
1209 34.1513 .569 664.4940 19.4573 -14.6940 30335 
1209 11.9453 1.111 158.5427 13.2723 1.3269 40335 
1210 24.8590 .977 604.023? 24.2979 - .5611 30334 
1210 26.4669 .658 461.6225 17.4414 -9.0255 40334 
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1211 23.7118 .787 442.9610 18.6809 -5.0308 30333 
1211 10.7655 1.758 203.8600 18.9364 8.1709 40333 
1212 25.1895 1.071 679.8752 26.9903 1.8007 30331 
1212 14.2817 1.583 332.9452 22.6122 8.3002 40331 
1213 30.7775 .827 783.9036 25.4699 -5.3075 30341 
1213 11.6882 3.180 434.4519 37.1698 25.4815 40341 
1214 20.7859 1.120 484.0745 23.2885 2.5025 30343 
1214 18.2869 1.360 455.0611 24.8844 6.5995 40343 
1215 36.6617 .938 1261.7271 34.4154 -2.2462 30344 
1215 9.2462 1.583 135.3490 14.6383 5.3921 40344 
1216 13.0871 1.007 172.5032 13.1811 .0940 30345 
1216 17.4758 1.083 331.0132 18.9411 1.4653 40345 
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APPENDIX D DERIVATION CF DOUBLE TILINSPORT MODEL 
The "Equation of Continuity" is given by 
ec 
dV + v.n^dV = 0 (74) 
where 
- tagged concentration (partides/unit 
volume) 
n^ - tagged particle flov; rate (partiels/ 
((unit-area) . (unit-tine)) 
Expanding the second term of Equation 7^ 
- -5J- dy<«y 
Following Figure 44, 
dA^ = P dy 
dA = P dZ y 
dV = P dy d2 
Substituting these into Equation 75 and taking the integral 
.0 0 .0 
j v.n^ P dydZ = j dn^^ P dy + J dn^^ P dZ (76) 
y=—D y=—D y=—D 
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Region I Region I I  
l/dAz 
.dAv 
w 
kdY^ 
"T 
dZ 
_jL 
dAg —oreo ± to Z-oxis 
dAy-areo l to Y -axis 
P-perimeter between region I  
and region II 
Figure 44 Differentiol Section of 0 Fluidized Bed 
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The integral 
y=0 
J P dy = 
y=-D 
If dn^^ is independent of y Equation 76 becomes 
I I ^ 
+^«n,A dZ = +dn, A + n. /PdZ A Az Ay 
= - dn, A^ + n, (0) P dZ (77) 
A2 Ay 
The value 
= =A<'az - (78) 
where is the bulk flow velocity of solids 
If axial diffusion is neglected and Equation 78 becomes 
"az = ^A^z. 
The total flow rate over the cross-section is defined as and 
°y ' (-79) 
Taking the derivative of Equation 79 
A^ dn, = W^dC^ (80) 
Az A 
Substituting Equation 8o into Equation 77 and Equation 77 into 
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Equation 74 gives 
_ ôcf _ bcl 
^ -rr + ^  if + :P = ^ (81) 
Equation 8l holds for Region I in Figure 44. The amount of material 
per unit area passing into Region I in the y «-direction is equal to 
the amount passing out of Region II. If the rate of exchange is 
assumed to be proportional to the concentration difference 
Substituting this relation into Equation 8l gives for Region I 
^ ^ ^ ^ = () (82) 
A similar equation derived for Region II gives 
^ ^ = 0 (83) 
Equations 82 and 83 may be obtained in an alternative manner. 
Writing a material balance over A2 for the particles moving upward, 
[w^C^(Z+AZ) - W^cJ(Z)] + kp[cJ^(Z) - CJ(Z)JAZ = ^ ^ AZA^ 
(84) 
Bulk Flow Radial Transport Accumulation 
Dividing Equation 84 by AZ eind taking the limit as ùZ- —^O 
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wi ^  . kP (cf - c:) . ^ 
In a similar manner a material balance over the particles mov­
ing downward leads to 
TT TT 
+ kP (cl  - of) = -gf 
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APPENDIX E EVALUATION OF CONCENTRATION IN THE 
DOUBLE TRANSPORT MODEL 
In order to obtain evaluate concentrations, Equations 82 and 83 
must be solved simultaneously, subject to appropriate'boundary con­
ditions. An analytical solution to these equations was not ob­
tained, and the solution was approximated by a finite difference, 
stop-and-go technique described in detail in this appendix. 
The column is divided into N equal sections in the Z-direction 
(A2 = ^)• Equation 84 and a similar equation for downward flow is 
written about Section i to give 
and 
A^ A2 AC^(i) 
[cj(i.l)-c^{i)] 4. (i)-cj(i)] = '25) 
A^^ AZ AC^^(i) 
Ci)-Gf (i-l)] * kp[cj(±).cf Ci)] . ^ (86) 
If it is assumed that the upward velocity equals the downward 
velocity, 
and the following dimensionless terms 
Y = kPl/W^ 
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AX = 62/L 
p = V//V/^ 
tw^ 
' = T 
are substituted into Equations 85 and 86, one obtains 
[g^(i+l)-5^(i)] + Y[?^^(i)-5^(i)]AX = (87) 
[€^^(i)-§^^(i-l)] + ^  [g^(i)-§^^(i)]AX = — (88) 
The tine for a particle to move a distance AZ is 
=  f  =  ^ ^ 7  =  i  7  
and 
In a period of time, At^ the particles move a distance, AZ, In 
obtaining an approximate solution the particles are considered to 
make an instantaneous jump of distance AZ. All the particles in the 
upward moving direction move from i to the i+1 segment, and all the 
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particles in the downward aoving direction move from i to i-1 seg­
ment. 
After this jump the particles do not move up or down, but only 
in cross-flow for a time, There is no concentration gradient 
in the horizontal direction, and any particle passing from one re­
gion to another is completely mixed upon passing the boundary be­
tween regions. After time is allowed for horizontal mixing, the 
particles again make a jump, AS, followed by another period for 
cross-flow. This process of jump and cross-flow is continued to 
obtain concentration profiles as a function of time. 
During the cross-flow period, the first terms of Equations 8? 
azid 88 are zero, giving 
These equations hold for every section, and the subscript (i) 
will be dropped. Taking the limit as AT. —^ 0 
(89) 
and 
(90) 
(91) 
and 
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^ ^ (92) 
Adding Equations 91 and 92 and integrating, one has 
J ^ dÇ^ + (1-p) J =0 (95) 
§-(0) Ç^^(O) 
Solving this for gives 
^ — + Ç"(0) (94) 
which may be substituted into Equation 91» resulting in 
4 . (# y (95) 
Let 
= (2-P)/(l-p) 
Substituting these into Equation 95 gives 
d?^(T, ) 
d-r 
X 
(t) = M^Y (96) 
which is a first order differential equation and has the solution 
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S-'CiT. ) = C^(0)e " ^ + ff [l-e ^ "J 
Replacing by a 9 
T T '^1® "2 r "^1®1 
§^(At^) = l^(0)e ^ 4. ^  [l-e ^ J 
The value for is obtained from 
„ 5-(0> - 5^(iT ) 
§ (AT^) = ^ — + Ç"(0) 
For the special case where VV =0, a batch fluidized bed, 
P = 0.0 
= 2.0 
Mg = Ç^(0) + Ç^^(O) 



