Abstract-A modem industrial robot control system is often only based upon measurements from the motors of the manipulator. To perform good trajectory tracking on the arm side of the robot a very accurate description of the system must therefore be used. In the paper a sensor fusion technique is presented to achieve good estimates of the position of the robot using a very simple model. By using information from an accelemmeter at the tool of the robot the effect of unmodelled dynamics can he measured. The estimate of the tool position can be improved to enhance accuracy. We formulate the computation of the position as a Bayesian estimation problem and propose two solutions. The first solution uses the extended Kalman filter (EKF) as a fast but linearized estimator. The second uses the particle filter which can solve the Bayesian estimation problem without linearizations or any Gaussian noise assumptions. Since the aim is to nse the positions estimates to improve position with an iterative learning control method, no computational constraints arise. The methods are applied to experimental data from an ABB IRB1400 commercial industrial robot and to data from a simulation of B realistic flexible robot model, showing a significant improvement in position accuracy.
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I. INTRODUCTION
Modem industrial robot control is usually based upon measurements from only the motor angles of the manipulator. The ultimate goal however is to make the tool move according to some predefined path. In [lo] a method for improving the absolute accuracy of a standard industrial manipulator is described. The improved accuracy is achieved through . Identification of unknown or uncertain parameters in the robot system. Using additional sensors. Applying the iterative leaning control (ILC) method, P I , [)SI.
An example of one possible external measurement system characterized by high accuracy but also high price is the laser tracker from Leica Geosystems, [71. This system will later on he used to evaluate the technique proposed in this paper. The aim of this paper is to present a solution where the rather expensive laser tracker is not needed in the control loop. Instead the improved accuracy is achieved by using an inexpensive 3 degrees-of-freedom (DOF) accelerometer.
[5], and Bayesian estimation techniques. We apply our The ABB IRB14W robot with the Crossbow CXLOZLF3 accelerometer. The base coordioate system and the c m d i n a t e system for the accelerometer are illso shown. method to experimental data from an ABB IRB1400 commercial industrial robot, shown in Fig 1, and to data from a realistic flexible robot model.
Traditionally, estimation problems are solved using linearized filters, mainly extended Kalman filters (EKF) [l] .
The robot dynamics and measurements are highly nonlinear and the measurement noise is not always Gaussian. Hence, linearized models may not always be a good approach. The panicle filter (PF), [6] , provides a general solution to many problems where linearizations and Gaussian approximations are intractable or would yield too low performance.
MOTIVATIONS
With a highly accurate tool position estimate, the control of the robot can be improved. However, to incorporate the estimates in a closed loop real-time system may not be possible due to the computational complexity in the estimation methods. This is not a problem in some practical applications. Consider for instance Iterative Lpaming where ILC is applied using ody motor angle measurements. Propmmed path (left), iteration 0 (middle), and iteration 10 (righl).
The idea in this paper is to use an accelerometer on the tool to get measurements that reflects the actual tool motion, see (2)
In [ I l l a 1 DOF lab-process is controlled using this technique but the estimation is simplified compared to the approach suggested in this paper due to some assumptions on the system.
Ill. BAYESIAN ESTIMATION
Consider the discrete statespace model
with state variables xi E R", input signal ut and measurements Y t = {yi}:=,, with known probability density functions (pdfs) for the process noise, p,(w), and measurement noise p.(e). The non-linear prediction density p(xt+llYt) and filtering density p(xtlYt) for the Bayesian inference, [12] , is given by
These equations are in general not analytically solvable. However, for the important special case of linearGaussian dynamics and linear-Gaussian observations the Kalman filter, [13] , will give the solution. For a general non-linear or non-Gaussian system approximate methods must be applied. Here we will consider two different approaches of solving the Bayesian equations, extended Kalman filter (EKF), and particle filter (PF). The EKF will solve the problem using a linearization of the system and assuming Gaussian noise. The particle filter on the other hand will approximately solve the Bayesian equations by stochastic integration. Hence, no linearizations errors occur. The particle filter can also handle non-Gaussian noise models where the pdfs are known only up to a normalization constant. Also hard constraints on the state variables can be incorporated in the estimation without any problems.
A. The Extended Kalman Filter (EKF)
For the special case of linear dynamics, linear measurements and additive Gaussian noise the Bayesian recursions in Section Lu have an analytical solution, the Kalman filter.
For many non-linear problems the noise assumptions are such that a linearized solution will be a good approximation. This is the idea behind the EKF, [I] , where the model is linearized around the previous estimate. Here we only briefly present the time-and measurement update for the EKF,
where we use the linearized matrices
The noise covariances are given as Qt = Cov(w,), Rt = Cov(el).
E. The Particle $/ter (PF)
In this section the presentation of the particle filter theory is according to [3] , [6] , [SI, [14] . The particle filter provides an approximative solution to the discrete time Bayesian estimation problem formulated in (4) by updating an approximative description of the posterior filtering density.
Let xt denote the state of the observed system and Yt = {Y("}F=~ he the set of observed measurements until present time. The particle filter approximates the density p(xtlYt) by a large set of N samples (particles), { x F ) } E l , where each panicle has an assigned relative weight, yf', chosen such that all weights sum to unity. The location and weight of each particle reflect the value of the density in the region of the state space, The particle filter updates the particle location and the corresponding weights recursively with each new observed measurement. For the common special case of additive measurement noise, i.e.,
the unnormalized weights are given by yj') = p,(yt -h(zj"')), i = 1,. . . , N .
(9)
Using the samples (particles) An industrial robot has, in general, six degrees of freedom (6 DOF). However, here we will use only joint 1-3 (not the wrist joints). The following states are used (14)
where qt = (9; q: $ ) T is the arm angle information from the first 3 axes in Fig 1 and ..
where Methods to handle outliers in the measurement data also exists hut will not be explained here.
IV. THE ESTIMATION MODEL
A general estimation problem consists of a non-linear state equation and a non-linear measurement relation (3) where the process noise, wt, and measurement noise, et, are non-Gaussian, describing the object and measurement. Often additive noises are assumed. A common assumption of the dynamics of the robot is that the transmission can be approximated with two or three masses connected by springs. The coefficients are then estimated from an identification experiment. See for instance [20] . Here it will be assumed that the transmission can he described by a two mass system and that the manipulator is rigid. The equation describing the torque balance for the motor becomes and T is the sampling time.
We assume knowledge about the probability densities for the process noise, wtr and measurement noise, et. The observation relation is given by where qnL,t is the measured motor angle and where j is the Cartesian acceleration vector in the accelerometer frame, For the PF the nonlinear measurement relation can be applied directly. However, for the EKF it has to he linearized.
In the model we do this symbolically, using a symbolic language and then auto-generate a linearized measurement function. Hence, the code can easily he modified. The ann inertia matrix, M, (q,) , and the gravity computation are not implemented symbolically and have therefore been assumed to he constant in the linearization.
V. EXPBRIMBNTS
The experimental platform is the commercial ABB RBI400 industrial robot shown in Fig 1 with the inertial and accelerometer coordinate systems accordingly. Since the purpose of the tracking algorithm is to improve the tool position estimate for ILC, there are no real-time or on-line requirements. So both the EKF and particle filter may be applied on data without any constraint on the calculations. In this paper a preliminary experiment is made to test the two algorithms. In the simulation section some robustness and performance aspects are huther developed.
A. Measurements
Measurements are taken from two different systems. The accelerometer data is collected in a Windows hT computer using a National Instrument data acquisition unit and the torque and motor angles are collected by the robot control system itself. Synchronization is performed using a common signal and the sampling frequency is 2 kHz in both sys Data is decimated 16 times using a standard anti-alias which gives the sample time T = 8 ms. ter Fig. 3 . Gaussian pdf.
Empiricail accdcmlion noise pdf, nshvnnel and a0 e s h l e d
The measurement noise in the three channels of the accelerometer has been analyzed after decimation and the resulting empirical pdf for the x-channel is shown in Fig 3. The other two channels show a similar behavior. Fig 3 shows the empirical pdf and a Gaussian pdf fitted to data (mean 0 and variance
The empirical pdf shows a slightly non-Gaussian behavior since more density is located close to the origin. In the EKF the Gaussian pdf must be used while in the particle filter the empirical pdf can be used instead. Preliminary studies of the measurement noise in the angle measurements indicate a non-Gaussian behavior. In this paper it is assumed a Gaussian distribution of the noise because the model of the robot is not included and a more detailed model will be used in future studies.
B. Estimation
Two different estimators were tested on experimental data. First an EKF and then a particle filter. In the estimation we use the same filter parameters for both methods. The variance for angle measurements is 10;' and the variance for the acceleration is 0.1 for the different components. The process noise is 0.3. These are preliminary design parameters since they must reflect some of the simplifications in the robot model. EKF. Since the process model is assumed linear the only linearization is in the measurement relation. The linearization is calculated around the predicted estimate of the states. Since the measurement relation uses (20) for the acceleration component, there are many complicated nonlinear expressions. The linearization is therefore performed symbolically so it is straightforward to implement in the EKF given an estimate of the state variable, ?,lt-l. The expression is omitted here due to lack of space.
PF. The particle filter can utilize the non-linear model directly, whereas the EKF must use a linearized version.
There is also no need to use a Gaussian approximation of the accelerometer pdf and in the estimation the empirical pdf is used. In the estimation presented below the number of particles is N = 4000.
C. Experimental results
The experiment on the robot was a simple linear motion between the points pl = (0.95 0 1.23) , pz = (1.08 0 1.15), with the programmed speed 0.25 m/s. In  Fig 4 the measured angle information, qt, is presented.
In Fig 5 the measured and estimated acceleration are shown with two different choices of R in the EKF. A large value implies that the accelerometer is not used, and we compare with the nominal value using the accelerometer. It is worth noting that if we reduce the measurement accuracy in the angle the accelerometer will due to bias error integrate to values that will cause the EKF to diverge.
Hence, the accelerometer must be used together with the normal measurement system. .
T

VI. SIMULATION KRSULT
Without a laser positioning system it is hard to evaluate the true performance using the experimental data. Therefore we are going to use a MATLAB Simulink 3 DOF model 4.'5 t The simulation model represents a larger physical robot than the ABB IRB1400. The kinematic model is from the ABB RI37600 and the dynamics is also from a large robot. The robot is stabilized using a PID-controller as shown in Fig 6 and it is assumed that the flexibilities are in the gearboxes (joint flexibilities) as is described in Section IV.
EKE
The EKF is applied to simulation data from the robot model shown in Fig 6 using the reference input shown in Fig 7. The model used in the EKF is the one described in Section IV and compared to the experiment the true ann angles are now available for evaluation of the estimate. The covariance matrices arz used as design parameters in the filter and the choice adopted in the simulation is 
)
Po is chosen as a diagonal matrix such that it is close to the value achieved at steady state. In Fig 8 the difference between the m e arm angle and the measured motor angle is shown for the three joints. A significant part of the low frequency error comes from the gravity acting on the springs in the gear-boxes. This can be compensated for and the remaining error for joint two and three is shown as the thin lines in Fig 9. The error between the m e ann angle and the estimated ann angle is also shown in Fig 9. The maximum error compared to using qn is close to 100 times lower and using this estimate for ILC is quite straight-fonvard but is left for future work.
PF.
The panicle filter has not yet been tuned for the simulation data but depending on the noise distributions and also the highly non-linear measurement equation it is likely to improve the result even further compared to the EKE
VII. CONCLUSIONS
A multiple sensor fusion approach to find estimates of the t w l position by combining a 3-axis accelerometer and the measurements from the motor angles of a commercial industrial robot from ABB is presented. We formulate the position estimation as a Bayesian problem and propose two solutions. A suboptimal EKF and an approximately optimal estimator using the particle filter method. The algorithms were tested on experimental data from an ABB M I 4 0 0 robot with a three degree of freedom accelerometer attached to the tool and in a simulation of a realistic robot model. The paticle filter can handle non-linearities and non-Gaussian noise so the method will handle further improvements using models developed by system identification methods.
However, for the simple dynamical model used the EKF perform sufficiently accurate estimates. In the simulation the estimation error decreases to about 1% of the maximum value achieved when using the motor angle only. Since the intended use of the estimates is to improve on the position using an off-line method, like ILC, there are no real-time issues using the computational demanding panicle filter algorithm. It is left for future work to evaluate the robustness of the estimation algorithm and also to do the experiment on the robot using a highly accurate position measurement system for evaluation.
