Abstract A compound distribution is the distribution of a random sum, which consists of a random number N of independent identically distributed summands, independent of N . Buchmann and Grübel (Ann Stat 31:1054-1074 , 2003 considered decompounding a compound Poisson distribution, i.e. given observations on a random sum when N has a Poisson distribution, they constructed a nonparametric plug-in estimator of the underlying summand distribution. This approach is extended here to that of general (but known) distributions for N . Asymptotic normality of the proposed estimator is established, and bootstrap methods are used to provide confidence bounds. Finally, practical implementation is discussed, and tested on simulated data. In particular we show how recursion formulae can be inverted for the Panjer class in general, as well as for an example drawn from the Willmot class.
starting point is to describe the corresponding "direct" problem of compounding. A compound distribution is the distribution of a random sum Y = X 1 + · · · + X N , where X 1 , X 2 , X 3 , . . . are independent identically distributed (iid) random variables with distribution function F, say, and N is a discrete random variable, independent of the X i 's, taking values in N 0 = {0, 1, 2, . . .}. If we let p k = P(N = k), k ∈ N 0 , then the distribution function of Y is G = ∞ k=0 p k F k , where k denotes k-fold convolution. We assume throughout this paper that the p k 's are known. In this case, once F is known, then G is completely determined, and so we may write
where is the functional that maps a distribution function F onto the corresponding compound distribution G. Decompounding is the inverse problem to this, i.e., supposing that G is given, can we determine F, and if so, how? From (1), decompounding requires the inverse functional, , to . We shall see that, under conditions to be made precise later, (1) may be inverted in the following way,
where the π k 's can be expressed in terms of the p k 's, and where, for any function h, we write h o for the function x → h(x) − h(0). Clearly, convergence of the convolution series in (2) needs to be established formally, and we do this in an appropriate function space below. For the statistical problem, suppose that F and G are both unknown, that interest lies in inference about F, and that observations Y 1 , . . . , Y n are available from G. We use these observations to construct an estimator G n of G, and our proposed estimator F n of F is obtained by plugging G n into the decompounding functional so that F n = (G n ).
Our main result is an asymptotic normality result for F n in terms of convergence in distribution to a Gaussian process. This is proved by combining together two separate components. The first is an appropriate asymptotic normality result for the estimator G n , and the second is a differentiability property for , so that, roughly, may be approximated locally by a linear map. This means that the asymptotic normality of the input estimator G n is carried over to a corresponding asymptotic normality property for the output quantity F n = (G n ). This is the well-known infinite-dimensional delta method (see for example Gill 1989 and van der Vaart 1998) , and the necessary details and proofs for the particular functional are given in later sections of this paper.
We note in passing that, once the differentiability of is established, then we will automatically have asymptotic normality for F n constructed for any choice of estimator G n for which an appropriate asymptotic normality result in the relevant function space holds. In subsequent sections of this paper we assume for simplicity of exposition that Y 1 , . . . , Y n are iid observations of G and we let G n be the empirical distribution function,
where 1 B (x) = 1 if x is in the set B and is zero otherwise. However, we see below that asymptotic normality may hold for other choices, including estimators constructed from non-iid data.
The above approach follows, in a more general context, that of Buchmann and Grübel (2003) , who coined the term "decompounding." They consider the decompounding problem when N has a Poisson distribution and the observations on G are iid, and they introduce an appropriate functional set-up. Hansen and Pitts (2006) tackle the case where N has a geometric distribution and where the observations on G exhibit regenerative structure.
Decompounding arises in various situations. We briefly mention some applications here, and refer the reader to the references for further details. Hansen and Pitts (2006) consider decompounding for a geometric random sum in a setup motivated by a standard tool in performance evaluation of communication networks. This involves probing the system to obtain observations of the workload and using the resulting data to make inferences about the job-size distribution. The results in Hansen and Pitts (2006) are immediately transferrable to the infinite storage model that corresponds to the M/G/1 queue (see Asmussen 2003, Sect. XIV.1) , where the service-times and workload correspond to the storage amount and the inputs to the storage facility respectively. Random sums also arise in Neyman-Scott cluster processes (see Neyman and Scott 1958) , giving rise to decompounding problems. Another application, concerns a binomial deconvolution problem arising in a network traffic setting (see Hohn and Veitch 2003) .
The infinite-dimensional delta method has been used for other inverse estimation problems in queueing theory in Bingham and Pitts (1999a,b) , where data on busy and idle periods are used to make inferences about the service time distribution. Alternative approaches are given in Hall and Park (2004) , where kernel densities are used in estimation of the service time density from busy period data, and van Es et al. (2007) , which has a density approach to Poisson decompounding.
The paper is organised as follows. In Sect. 2 (sub-)probability generating functions and some necessary background from complex analysis are reviewed. This insight is used to define the estimator and show it is well defined. The section concludes with statements of the asymptotic normality for F n as well as stating asymptotic properties of the proposed bootstrap confidence region. Section 3 contains comparisons of various bounds. Some algorithms for dealing with the general approach to decompounding are introduced in Sect. 4, where an example of the estimator in action is also given. Discussion is provided in Sect. 5. Outlines of proofs related to the properties of the estimator are given in Sect. 6. These broadly follow those in Buchmann and Grübel (2003) and Hansen and Pitts (2006) , making adaptations for the general case as appropriate.
Estimation

Background on sub-probability generating functions
We write A for the Laplace-Stieltjes transform of a distribution function A, where A(θ ) = [0,∞) e −θ x A(dx) for those θ ∈ R for which the integral is defined. Then, from (1), we typically have
where g N (z) = ∞ k=0 p k z k is the probability generating function of N . Thus the compounding functional is related to power series, and inversion of (1) corresponds to reversion of power series, where in line with the traditions of complex analysis we use the term "reversion" for finding the power series of the inverse with respect to composition of power series see Henrici (1974, p. 47) . It is standard to consider reversion of power series with p 0 = 0 and so we consider reversion of the power series
Notice that g is actually a sub-probability generating function (if p 0 > 0, otherwise a probability generating function) and will therefore always have a radius of convergence r (g) greater than or equal to 1 (Johnson et al. 2005 , Sect. 1.2.11).
A standard way to calculate candidates for the coefficients π k of the reversion
by equating powers of z. This leads to the recursion schemes in Henrici (1974, (1.7-2) ), which indeed have a unique solution, if p 1 = 0, see Henrici (1974, Theorem 1.7a) .
The next step is to prove that the formal power series is a reverse of g. We need to give a precise statement of results from complex analysis about reversion of power series, as they apply to our power series g. The next proposition follows directly from Theorem 2.4b and the proof of Theorem 2.4c in Henrici (1974) . 
implies that there is a unique z in |z| < σ g such that g(z) = w, and this z is given by z = f (w).
and so for z such that |z| < ρ g , we
It is also possible to give lower bounds on those ρ g and σ f for which Proposition 1(d) holds. The next lemma follows directly from Copson (1935, p. 123 ) (according to Copson this result was first derived by Laudau). Redheffer (1962) improved upon the lower bound for the reversed series. The following result follows directly by an adaption of his proof.
Lemma 1 (Landau) Under the assumptions of Proposition
1, let 0 < R < r (g) and |g(z)| ≤ M for |z| ≤ R. Then if |w| < (Rp 1 ) 2 /(6M) we have that there is a unique z in |z| < R 2 p 1 /(4M) such that g(z) = w,
and this z is given by z = f (w).
In this case it is possible to choose
ρ g = R 2 p 1 /(4M) and σ f = (Rp 1 ) 2 /(6M). Actu- ally,
Lemma 2 (Redheffer) Under the assumptions of Proposition
1, let 0 < R < r (g) and 1 2π 2π 0 |g(r e iθ )| 2 dθ ≤ M 2 for 0 < r < R, and define A = Rp 1 /M. Then if |w| < (Rp 1 ) 2 (1−(3/4)A 2 ) −1/2 /(4M) we have that there is a unique z in |z| < R sin(arctan(A(1 − A 2 ) −1/2 /2)) such that g(z) = w,
and this z is given by z = f (w).
In this case it is possible to choose
Remark 1 If the sub-probability generating function has a radius of convergence greater than one, we immediately obtain, the following "universal" bounds on z and g(z) for reverting the series in (3) (take R = 1 and
To our knowledge there do not exist any systematic studies of improvements on the Redheffer bound for power series. Although very interesting and relevant for the present paper we leave this as an open question.
Definition of the estimator
We avoid trivialities by requiring throughout the paper that the random variable N is not concentrated at 0. We also rule out the case where F is concentrated at one point and N is concentrated at 1 (so that G is not concentrated at one point). We assume that p 1 > 0 (see Proposition 1 and the discussion in Sect. 5).
Turning now to the general decompounding problem, observe that (1) implies that
given G, we might expect that F is given by the reversed convolution power series
This must be made precise, and in particular, function spaces and norms for G o must be defined in order to ensure convergence of the reversed convolution power series. Since we are extending the approach of Buchmann and Grübel (2003) and Hansen and Pitts (2006) to general { p k }, we use the same weighted spaces used in these two papers. Let D[0, ∞) be the Banach space of cadlag functions h on [0, ∞) such that h has a finite limit at infinity. We define a family of exponentially weighted D-spaces indexed by τ in R, which have the property that the associated weighted norm of G o decreases as τ tends to infinity, so that appropriate choice of τ allows for the weighted norm to be small enough for convergence of the reversed convolution power series in the weighted space. To define these spaces, for
is a Banach space. Theorem 1 below states that, under conditions on G, the right-hand side of (2) is in D τ [0, ∞). Recall that σ f , σ g and ρ g are defined in Proposition 1.
Theorem 1 Let τ > 0 and assume that G is a distribution function on
Note that, with ρ g defined as in (4),
is defined and is equal to F. Thus the conditions on F(τ ) and G o (τ ) in the statement of the theorem may be replaced by the condition F(τ ) < ρ g .
Remark 2
As argued in Remark 1 it is always possible to obtain universal bounds on ρ g and σ f which are strictly greater than 0. Further, we have G o (τ ) → 0 and F(τ ) → 0 as τ → ∞, so it always possible to find a space D τ [0, ∞) such that (1) is invertible! Theorem 1 makes precise the informal representation of the decompounding functional in (2). Since
as n → ∞ with probability one, then, the plug-in estimator F n = (G n ) is defined with probability tending to 1, when n tends to infinity. We observe here that the π k 's are not necessarily postive and so, in common with the estimators in Buchmann and Grübel (2003) and Hansen and Pitts (2006) , the proposed estimator need not be a distribution function itself (see also Sect. 5).
Properties of the estimator
In this section, we state two results, the first giving asymptotic normality of the proposed estimator in terms of convergence in distribution to a Gaussian process in a D τ -space, and the second giving asymptotic validity of bootstrap confidence regions. Throughout the paper, weak convergence in Banach spaces refers to σ -algebras generated by the closed balls in the respective norms, see Pollard (1984) , p. 199. There are other ways of dealing with measurability issues with empirical processes, in particular the technique of using outer probabilities (see e.g. van der Vaart and Wellner 1996) . However, whichever is used, the key steps in dealing with our particular estimation problem involve defining the estimator and proving its differentiability, which is what we do here. The closed ball sigma field is the one used in Buchmann and Grübel (2003) . We now state the main result on weak convergence of the inverse estimator of the distribution function F.
, where A is a centered Gaussian process with
Turning to the question of obtaining a confidence region in D τ [0, ∞) for the unknown F, we define, for z ≥ 0,
From Theorem 2, we know that R n (z) → R(z) at all continuity points of R. If the distribution function R were known, then an asymptotic 100α% confidence region for F would be the set of all distribution functions F such that F n − F ∞,τ ≤ q(α)/ √ n, where q(α) is a continuity point of R with R (q(α)) ≥ α. However, R is not known, and moreover, it depends on G in a rather complicated way.
This motivates the use of the bootstrap to obtain confidence regions for F. We give below a precise statement of its asymptotic validity, in a similar manner to that of Grübel and Pitts (1993) . In the present paper, we give sufficient explanation of the notation and ideas needed to formulate the precise results.
The bootstrap arises by resampling with replacement from the empirical distribution function G n . Following Grübel and Pitts (1993) , we capture the resampling mechanism via the map F n : R n → D[0, ∞), where, for x = (x 1 , . . . , x n ), F n (x) is the function given by
where G ⊗n refers to product measure. The bootstrap estimatorR n of R n is obtained by replacing G by G n in (5). Since G n corresponds to a discrete measure that puts mass n −1 at each of Y 1 , . . . , Y n , it is easy to see that
where I n = {1, . . . , n} n . Letq n (α) be the α-quantile ofR n .
This result gives a confidence region for F given by the set of all distribution functions 
. . , B, is an approximation toR n , and the α quantile of this provides an approximation q approx toq n (α). Using this approximating quantile then leads to an approximate 100α% confidence region for F given by the set of distribution functions such that F − F n ∞,τ ≤ q approx / √ n.
Comparisons
In Theorem 2 it is required that there exists a τ such that F(τ ) is less than σ g and G o (τ ) is less than σ f . The interpretation is-the smaller it is necessary to choose τ the less one has to regularize the supremum-norm and the bigger function classes the decompounding works for. As F(τ ) is a decreasing function in τ this means the larger bound one can get on F(τ ) for which the reversion certainly exists, the larger function classes one can ensure the decompounding works for, see Fig. 1 for an illustration of this. Another interpretation is that the lighter tails the p k 's have, the lesser summands will be convolved in the random sum and consequently the inverse problem will be easier to solve. Henceforth, the intuition tells us that we would expect heavier tails of This point is most easily investigated in a parametric family. We here investigate in detail the compound geometric and Poisson cases. Calculations are summarized in Table 1 .
The geometric case
Decompounding the compound geometric distribution amounts to study the following convolution series G = 
Now, as ρ gets bigger the more mass is put in the tail of the geometric distribution and intuition tells us the decompounding problem should be worse. This is indeed reflected in the Landau and Redheffer bounds above as we have to choose larger τ 's to ensure the decompounding works. An "efficiency" comparison can be done by dividing the bound provided by Landau (B L ) with the bound provided by Redheffer (B R ), and view it as a function of the parameter of the geometric distribution, see Fig. 2 , and in the heavy tail case lim ρ→1 B L /B R = 1/2. We notice that in the the heavy tail limit the Redheffer bound is 2 times "better" than the Landau bound. 
In the geometric case by careful investigation of the derivatives of the π k (ρ)'s as done in Hansen and Pitts (2006, Theorem 2) it is possible to obtain a direct bound of F(τ ) ≤ (2ρ) −1 . We would expect this bound to be better as it results from a more precise study of the properties of the geometric random sum. This is indeed so and it it most easily seen by an "efficiency" calculation where we divide the bound provided by Redheffer (B R ) with the bound provided by Hansen and Pitts (2006 Table 1 and Fig. 3 . A similar carefully derived bound as existing in the geometric case was derived by Buchmann and Grübel (2003, Theorem 2) and is given by F(τ ) ≤ (λ) −1 log 2. Henceforth the efficiency comparisons can also be carried over and similar conclusions to the geometric case exists.
Applications
At first sight, the decompounding method proposed in this paper appears to be difficult to implement in general. However, there is a wide class of distributions for N , including many of those arising in applications, for which implementation is relatively straightforward and does not involve calculation of the π k 's. This class consists of those compound distributions having a recursion scheme which can be easily inverted to give a recursion scheme for the corresponding decompounding problem. This approach is particularly simple when the p k 's satisfy
for some constants a < 1 and b ∈ R (see Dickson 2005, p. 64) , when the well known Panjer recursion formula Panjer (1981) may be used for numerical evaluation of the compound distribution. The recursion scheme applies exactly when F is a discrete distribution, and is widely applied in practice for other cases by first discretising F. Suppose now that F is discrete with mass f k at k, k = 0, 1, 2, . . ., that the p k 's (known) satisfy (6) and have probability generating function g N (z). Then the compound distribution is also discrete, with mass g k , say, at k, k = 0, 1, 2, . . .. If the f k 's are known, then Panjer's recursion formula gives
(see Dickson 2005, p. 69 ) so that the g k 's may be calculated recursively from the f k 's. It turns out that it is a simple matter to invert this recursion to obtain
where it might be necessary to implement a numerical routine to invert (7). This gives a recursion scheme for calculating the f k 's from the g k 's. The class of distributions satisfying (6) consists of exactly the Poisson, the negative binomial and the binomial distributions. The inverse recursions for the Poisson and geometric cases were found in Buchmann and Grübel (2003) and Hansen and Pitts (2006) , respectively. There are other distributions for N which also have known recursions for the associated compound distribution (see Sect. 8.4 of Grandell 1997) and we use one of these as our main example. Let U be a shifted gamma-distribution with probability density function (pdf) given by
and assume N |U is pois(U )-distributed whereby the unconditional N becomes a mixed Poisson distribution with pgf (Grandell 1997, Example 2.2)
and with
This distribution is known in the actuarial literature as the Delaporte distribution (Delaporte 1959) . It has been suggested as an alternative to the more usual assumption of a two-parameter gamma mixture in the theory of insurance claims, and it has been fitted to several data sets in the literature (Ruohonen 1988) . It is easy to check that
This is a ratio of polynomials and therefore belongs to the Willmot class (see Grandell 1997, p. 35) . For the discrete compound Delaporte distribution Schröter (1990) (see also Grandell 1997, Example 8.6 ) derived the following recursion
where f 2 j = P(X 1 + X 2 = j). This can be inverted to give the inverse recursion
This formula is reasonably simple to implement. We illustrate this by simulating a sample Y 1 , . . . , Y n of size n = 500 from the compound Delaporte distribution with α = 1, β = 1, γ = 0.5 and with F exponentially distributed with mean 1. The resulting empirical distribution function G n and the 'true' compound Delaporte distribution [calculated using (8) ] are shown in the left-hand panel of Fig. 4 . The right-hand panel shows the resulting plug-in estimate F n of F for the resulting decompounding problem, calculated using (9) and (10), together with the true exponential distribution function F.
We now introduce an empirical way of choosing τ . From Theorem 3 we note that τ should be chosen such that F(τ ) < σ g and G o (τ ) < σ f . This is the case if ρ g is chosen as in Remark 1. By the running assumption that the p k 's are known we get ρ g 0.0146. Now we choose τ on basis of the empirical estimates of F, i.e. choose the smallest τ > 0 such that [0,∞) e −τ x F n (dx) < ρ g . Provided that F n is not degen- erate at 0, this procedure produces a τ to work with. For the present simulation study, an empirical τ is given by τ 6.6. Figure 5 shows an approximate 90% confidence band with repsect to · ∞,τ with τ = 6.6, and with B = 100 bootstrap resamples, as described in Sect. 2.3. The true F is also shown in this figure.
For N -distributions for which there is no recursion formula for the compound distribution, other approaches are possible. It turns out that (numerical approximations to) the first K of the π k 's can easily be found using, for example, Maple. Then it is possible to use a truncated version of the decompounding convolution power series in (2) with K terms, and to calculate the convolution powers either using the fast Fourier transform algorithm (FFT) or using direct convolution. This method gives rise to the additional issue of how to choose K . For illustration, the right-hand panel of Fig. 5 shows the estimate F n for the above compound Delaporte example calculated using the FFT method with K = 14.
Discussion
In the discussion of Buchmann and Grübel (2003) they claim their basic problem (decompounding Poisson random sums) is amenable to generalizations within stochastic processes. We believe we have done so in the previous sections by indicating how the problem can be solved in greater generality. We have also shown how Panjer recursion can be inverted, and given an example of such inversion for a Poisson distri- bution mixed over a distribution from the Willmot class, thus providing a strong tool to discretize and solve the inverse problem at hand.
There are still a number of unsolved problems for future research. For example, if p i = 0 for i ≤ n − 1 and p n = 0, then the equation w = g(z) has a solution
where the series of powers of w 1/n converges in a neighbourhood of 0. Hence f is an n-valued function of w, having a branch-point at 0 (Copson 1935, p. 123) . Using this to define a decompounding convolution power series involves ideas of fractional convolution. For this, and ideas of fractional analysis in general, see Bultheel and Martínez-Sulbaran (2003) , where a comprehensive overview of the field and its applications in signal processing, geometry, optics, mechanics, stochastic processes etc. is provided. Actually, if p 1 is zero, a slower rate of convergence is expected. We have for p 0 , p 1 , p 3 , . . . = 0, so that p 2 is the only nonzero p k , the classical autoconvolution problem (Gorenflo and Hofmann 1994) which resembles the classical linear devonvolution problem for which it is well-known that there is cube root asymptotics ).
Other possible extensions include the case where the p k 's themselves are unknown, for example we might assume that the distribution of N belongs to an (unspecified) parametric family indexed by a real-valued parameter ρ, and that ρ (as well as F) is to be estimated. This was done in the geometric cases in Hansen and Pitts (2006) , but the general case is another area for future research.
Finally, as mentioned in Sect. 2.2, the proposed estimator need not be a distribution function itself. It might take negative values and might be non-monotone. This problem could be handled by truncation as suggested in Buchmann and Grübel (2004) .
Proofs
The proofs follow the methods of Buchmann and Grübel (2003) and Hansen and Pitts (2006) and so we restrict ourselves to outlines of the proofs here, and refer the reader to the two above papers for further details.
Outline of the proof of Theorem 1. In common with the above papers, our functional involves convolutions of distribution functions, and so we summarise here the spaces introduced in Buchmann and Grübel (2003) We need a technical result about convolutions from Lemma 6 of Buchmann and Grübel (2003) 
Turning to the convolution series given by (G), we first note that, for any distribution function G on [0, ∞), we have
k is in D τ [0, ∞) for each finite m. Using (11) we have for k ≥ 1,
Then it follows that
Since we assume that G o (τ ) < σ f (≤ r ( f )), the series
To obtain the relationship between F and G, first note that the series ∞ k=1 π k (G o ) k can be written as the difference of two non-decreasing functions:
and so (G) is in D m (∞). This means that (G) is identified by its Laplace transform.
From the definition of G in terms of F, we have, for θ >τ , G o (θ ) = ∞ k=1 p k F(θ ) = g F(θ ) . We have G o (θ ) < σ f and thus, by (1) there exists a unique z with |z| < σ g such that g(z) = G o (θ ), and this z is given by the power series reversion, ie
k . Since F(θ ) < σ g , this implies that z = F(θ ) and that
The right-hand side is (G)(θ ), from which we conclude that F = (G), and Theorem 1 is proved.
Outline of the proof of Theorem 2. This is an application of the infinite-dimensional delta method as explained in Sect. 1 (see , Gill 1989; van der Vaart 1998) . The proposition below gives an appropriate differentiability result for . Comparing this proposition with Proposition 8 in Buchmann and Grübel (2003) and Proposition 4 in Hansen and Pitts (2006) , it is clear that it is the relevant generalisation of those differentiability results to the general decompounding case considered here. The proof of Proposition 2 follows methods similar to the proofs of the corresponding propositions in the above earlier papers, with η in those proofs replaced here by η ∈ (0, 1) chosen such that G(τ ) < ησ f , and then using the fact that the series ∞ k=1 π k (ησ f ) k is absolutely convergent. We refer the reader to the earlier papers for further details.
The second ingredient for the infinite-dimensional delta method is an asymptotic normality result for the input estimators, which is given by the empirical central limit theorem (Pollard 1984 V.2.11) . This states that
where B is a standard Brownian bridge and B • G is a rescaled Brownian bridge given by B • G(t) = B(G(t)), t ≥ 0. The limit process B • G is thus a zero mean Gaussian process with
cov(B • G(s), B • G(t)) = G(s ∧ t) − G(s)G(t).
