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This research introduces a fixed-point numerical approach for solving the steady-
state Navier–Stokes (NS) equations on a finite two-dimensional (2D) domain. The
steady-state interaction between a high energy laser beam and its surrounding fluid
medium is important to researchers in the field of high energy laser beam propa-
gation. The solutions to the steady-state Navier–Stokes equations provide a model
for uncovering the steady-state behavior of the fluid medium, which is useful for the
modeling of thermal blooming in laser beam propagation. Numerical solutions remain
the only tenable option for solving the NS equations, wherein numerical speed and
fidelity beget the utility of any such algorithm. The timing and accuracy results from
the novel fixed-point algorithm are compared to a standard Newton solver, where the
fixed-point algorithm implements a series of discrete Poisson solvers through succes-
sive fixed-point iterations of fluid velocity (u,v), pressure (p), and temperature (T)
in a Boussinesq fluid model. The fixed-point scheme consistently proves superior in
computational cost by converging after O(N2 logN2) flops compared to the O(N6)
flops in the Newton Solver for a discrete N × N grid. We provide a proof for the
convergence of small amplitude solutions, and discuss the relationship between fluid
parameters (Re, Ri, Pe) and the existence of solutions as a function of laser intensity
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A Fixed-Point Method for Computing Steady-State 2D Laser-Fluid Interactions
I. Introduction
In the study and application of fluid dynamics within the domain of engineering
and applied physics, the solutions to the Navier–Stokes (NS) equations remain a topic
of pressing research interest. The solutions to these equations fundamentally describe
the spatial and temporal behavior of a fluid model within a specified domain. Beyond
the immediate utility of being able to describe the dynamics of a fluid model, such
an understanding proves useful for the determination of high energy laser behavior
through fluids. Specifically, the physical phenomenon of thermal blooming remains
a pertinent research interest in applied physics. This research requires a suitable
comprehension of the manner in which heat energy from a laser interacts with the
dynamics of the surrounding fluid medium. The steady-state behavior is of particular
interest, wherein the fluid dynamics remain fixed in time for a specific laser heating
profile. In this research, we seek to develop a numerical approach to solving the
steady state case of the NS equations on a finite two-dimensional domain under a
Boussinseq fluid model. Such a solution will output the state variables pressure (p),
temperature (T ), and velocity (u, v) relative to the local atmosphere of the domain.
1.1 Problem Motivation
1.1.1 Laser Propagation
For years, researchers in the field of high-energy laser (HEL) beam propagation
have been concerned with developing a systematic understanding of the interaction
1
between the laser and its propagating medium [1]. Such interactions tend to prove
detrimental to laser performance, as they lead to laser wavefront degradation and
an overall decrease of energy available to the target site. When one is concerned
with optimizing accuracy and efficiency while operating a high energy laser, this
manifests as a problem of preeminent importance. We now delineate laser interactions
within the surrounding atmosphere into three distinct yet interrelated phenomena:
atmospheric turbulence, thermal blooming, and molecular absorption.
Atmospheric turbulence refers to the stochastic fluctuation of the constituent air’s
temperature, leading to fluctuations in its refractive index [2]. Current physical mod-
els exist which statistically treat these fluctuations using frequency-based methods
[3]. A thorough understanding of these models is especially necessary for applica-
tions in which HEL’s propagate over long distances such that the turbulent nature
of the refractive index fluctuations accumulate over spatial propagation length. It is
important to understand that this turbulence is an inherent property of the atmo-
sphere which is not induced by the laser. As such, atmospheric turbulence is treated
separately from the other two interaction categories since its impact on laser beam
propagation is not explicitly dependent on the intensity of the laser.
Divergently, thermal blooming and molecular absorption are of particular inter-
est to this research as they require acute investigation of the physical interaction
between the HEL and the atmosphere. Thermal blooming occurs when the laser
energy is absorbed by the air, leading to an increase in local temperature and a sub-
sequent decrease in local air density [4]. Like the temperature fluctuations described
by atmospheric turbulence, this results in a shift of the refractive index of the laser
along its atmospheric path. The accumulated shifts in refractive index then result in
wavefront defocusing and aberrational movement in beam location. Eventually, the
effects of thermal blooming and atmospheric turbulence on laser beam propagation
2
may equilibrate into a steady-state. Analysis in thermal blooming assumes a contin-
uum model of air such that discrete interactions between the laser and individual air
molecules are ignored. Such analysis can be implemented through the Navier-Stokes
equations equipped with a sufficient model for local atmospheric air. Consideration of
molecular absorption then takes this approach a step further and accounts for energy
absorption at discrete molecular wavelengths. For most atmospheric regimes, the con-
tinuum approach proves sufficient due to the lack of polarity and distinct absorption
characteristics amongst air molecules [5]. In environments with significant aerosol
presence, however, excitation of the rotational and vibrational modes of the aerosol
particles may induce significant enough changes to the index of refraction such that a
continuum approach proves insufficient. Figure 1 provides a pictorial representation
of the effects of thermal blooming on the laser wavefront.
Figure 1: Visual depiction of the impact of thermal blooming on the laser wavefront
due to changes in refractive index caused by temperature variations. This represen-
tation includes a transverse wind acting on the propagating beam, which induces a
tilting effect such that the peak irradiance shifts off-center. Taken from Spencer [6].
In time dependent simulations of laser beam propagation, the cumulative effects of
each of these modes of beam distortion require an intensive treatment of both statisti-
cal and deterministic models for laser-fluid interaction [7]. As such, this research will
instead focus solely on the steady-state behavior of the fluid surrounding the laser.
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This approach grants a viable methodology for determining whether such solutions
exist, and if so, allows us to model fluid behavior as a function of only the domain
and the steady laser forcing. With an explicit determination of the fluid behavior in
a steady-state regime, one may then establish a model for laser beam propagation
over a long period of time while accounting for thermal blooming.
1.1.2 Fluid Modeling
To determine the steady-state behavior of the laser’s fluid medium, we must deter-
mine an appropriate fluid model which accurately explicates its thermal interaction
with the laser in a 2D domain. This is done almost universally by modeling the
fluid through the Navier–Stokes equations, upon which certain assumptions and sim-
plifications are imposed based on the fluid and domain properties. While solutions
determined from these equations are preeminently accurate for modeling fluid behav-
ior, exact, analytic solutions remain elusive apart from some primitive problems with
necessarily favorable fluid and domain properties. The problem of determining the
nature of analytical solutions to the NS equations remains so pressing that a proof
for the existence of smooth solutions in a general 3D problem is one of the current
Millennial Prize problems in mathematics [8]. The field of computational fluid dy-
namics (CFD) thus arises as a response to the ubiquity of fluid modeling in applied
science and the necessity of computing numerical solutions to the NS equations.
In the pursuit of a steady-state fluid model which interacts with a laser beam, we
hence seek to develop a sufficient CFD model for computing these solutions. In any
venture in computational mathematics, it is important to characterize the numerical
properties of any algorithmic approach to solving a problem. The most prominent
properties of interest include numerical accuracy, stability, and computational time for
a given numerical solver [9]. Contemporary CFD methods utilize various numerical
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approaches to discretize the domain and to solve the governing equations over this
domain. The method selected for computation will be based on the size and resolution
of the discretized domain, the desired accuracy of the numerical solution, and the
desired timescale for computation. While modern CFD approaches are greatly useful
for dealing with complex domain geometry, there continues to be research opportunity
for optimizing numerical solvers in time for more facile geometries. For example,
Ahmad [10] explores the computation of steady-state Navier–Stokes equations over
a horizontal cylinder with an adaptive grid in a finite-difference iterative scheme.
Dennis, Hudson, and Smith [11] compute steady, forced convection over a similar
geometry by converting the governing equations to a system of odes in a stream
function formulation and solving them numerically. Deparis and Rozza [12] introduce
a reduced basis approach coupled with an iterative scheme on rectangular cavities for
solving the steady Navier–Stokes equations. With respect to laser-fluid interaction
dynamics, Livingston [13] treats fluid convection through a geometric optics approach
and Flores–Flores et. al. [14] considers a finite element approach to manipulating
microparticles in convective currents. While research involving the physics of laser-
fluid interaction is well developed, the conventional numerical approaches used to
solve the governing equations are often expensive in computational time. Therefore,
we seek to develop a numerical approach which markedly reduces computational cost
for an equivalent numerical fidelity in a laser-fluid interaction problem over a simple
domain geometry.
1.2 Research Objectives
As mentioned above, we seek to elucidate our approach to developing a novel
numerical solver which outperforms contemporary numerical algorithms for the mod-
eling of a thermal laser-fluid interaction in a 2D domain. Our research objectives thus
5
manifest in a twofold manner:
1. Numerical analysis:
(a) introduce fixed-point numerical algorithm to solving steady-state NS equa-
tions for classical boundary conditions over a finite, rectangular domain,
(b) prove that steady-state solutions exist and that the proposed algorithm
converges for small amplitude laser forcing,
(c) validate theoretical convergence analysis with numerical convergence re-
sults,
(d) confirm the reduced computational cost of this approach relative to a con-
ventional Newton solver,
(e) provide functional code implementing the algorithm for different classical
boundary conditions and laser forcing amplitudes.
2. Physical interpretation:
(a) develop a laser-fluid model which accurately depicts steady-state thermal
blooming in a 2D domain,
(b) determine boundary conditions and produce a solution which accurately
represents an experimental laser setup in a finite box,
(c) provide a practical methodology for utilizing the numerical algorithm in
future laser beam propagation research.
1.3 Document Overview
The following chapters will describe the problem development, relevant research
background, solution methodology, and results and analysis of the findings. Consider-
ation of the problem domain, boundary conditions, and numerical fidelity will become
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paramount as we elucidate the procedure for arriving at the desired solution method.
We will then introduce key mathematical ideas culminating in a proof of convergence
of solutions with our fixed-point method. We then validate this convergence analysis
by comparing the theoretical maximum laser amplitude to numerical results. Follow-
ing this study, we present solution profiles of the steady-state variables (p, T, u, v) for
various boundary conditions and we introduce a bifurcation analysis which describes
the existence of convergent solutions as a function of laser forcing amplitude. After a
sufficient discussion of these findings, we will then explore future avenues of research
which build upon our findings in the pursuit of more effective laser-fluid models and
their associated solution methodologies.
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II. Problem Development
In this chapter, we introduce the foundational aspects of our approach to math-
ematically describing the laser-fluid interaction of interest. We summarize the equa-
tions governing fluid behavior within our specified domain and justify their propriety
on the basis of certain assumptions on fluid properties. In relating this mathematical
model to the physical problem, we discuss the possible formulations of the bound-
ary conditions imposed on the fluid variables and their necessary implications on
the fluid dynamics. With the modeled problem suitably developed, we then explore
several approaches for determining solutions.
2.1 Governing Fluid Model
2.1.1 Domain and Governing Equations
As described in Chapter I, we seek to develop a model for laser-fluid interaction
on a finite, 2D domain such that this domain can be thought of as a rectangular cross
section of the propagation path of the laser beam. That is, the domain will be a
rectangular subsection of the xy plane as defined in Figure 1 where we assume the
laser is centered on the origin of the domain. In this case, the laser forcing is also 2D
where we assume a Gaussian profile about the origin. We denote the domain as Ω
and the boundary of the domain as ∂Ω, where we begin by considering a unit square
domain Ω = [−0.5, 0.5] × [−0.5, 0.5]. Figure 2 depicts the domain and coordinate
system used for the remainder of our analysis.
With the domain established, we now introduce several assumptions on the fluid
and laser properties in the pursuit of governing equations which dictate fluid behavior.
These assumptions are enumerated as follows:
8
Figure 2: Visualization of the fluid boundary and domain with laser forcing centered
on the origin. Both the x and y coordinates range from -0.5 to 0.5.
1. The fluid within the domain is Newtonian: that is, the fluid follows Newton’s
law of viscosity and we may express its conservation of mass and momentum
through the Navier–Stokes equations.
2. The fluid is incompressible: we assume that variations in fluid pressure due to
temperature fluctuations do not result in density variations. This is described
by zero velocity divergence in the equation ∇ · u = 0 for some velocity field u
of the fluid.
3. The fluid dynamics follow a buoyancy-driven, Boussinesq approximation: varia-
tions in fluid density have a linear relationship with temperature. This is a com-
mon assumption for fluids which are driven by internal temperature variations.
A more thorough discussion on the validity and derivation of the Navier–Stokes
equations for incompressible, Boussinesq flows is provided in Morrill [15].
4. Temperature as a function of laser irradiance: we may represent the normalized
laser irradiance as a function defined over the domain Ω such that the laser
9
heats the fluid and induces temperature variations.
With the necessary assumptions properly elucidated, we now introduce the gov-
erning equations for the problem at hand. We seek functions
T : Ω→ R, p : Ω→ R u : Ω→ R2
representing the nondimensional temperature, pressure, and velocity field of the fluid
which obey the incompressible, Boussinesq Navier–Stokes equations undergoing forc-
ing:




∇ · u = 0, (1b)
Tt + (u · ∇)T =
1
Pe
∆T + F, (1c)
where F : Ω → R represents the laser forcing and e2 represents the unit vector in
the y direction as depicted in Figure 2. In this representation, we utilize the notation
∆ = ∇ · ∇ = ∇2 and the constants Re,Ri, Pe denote the flow Reynolds number,
Richardson number, and Peclet number, respectively. We seek steady-state solutions
such that all temporal variation is negligible and each ut = Tt = pt = 0, where
the incompressibility condition can be equivalently expressed in the equations (2) as
derived in [15]:
(u · ∇)u = ∇p+ 1
Re
∆u +RiTe2, (2a)
∇ · (u · ∇)u = ∆p+∇ · (RiTe2), (2b)
(u · ∇)T = 1
Pe
∆T + F. (2c)
With the governing equations explicated, we now apply boundary conditions to the
10
domain such that the problem achieves a unique solution for a determined laser forcing
function.
2.1.2 Boundary Conditions
By observing the form of the system of equations (2), we may interpret the system
as a type of vector-valued, nonlinear Poisson equation over the domain Ω. Letting
ϕ = [T, p,u]ᵀ, the nonlinear Poisson formulation of (2) takes the form
∆ϕ = f(D2ϕ, Dϕ,ϕ, F ) (3)
for some vector-valued function f of the derivatives of ϕ and the laser forcing F . By
defining the velocity vector field u = [u, v]ᵀ, we write the vector valued equation (3)
explicitly as the following system of scalar equations
∆u = Re ((u · ∇)u− px) , (4a)
∆v = Re ((u · ∇)v − py −RiT ) , (4b)
∆p = ∇ · (u · ∇)u−RiTy, (4c)
∆T = Pe ((u · ∇)T − F ) . (4d)
These equations represent a coupled, second order, quasilinear system of partial
differential equations defined over a 2D domain. Significant research in applied math-
ematics has been devoted to the classification of, and the study of the existence and
uniqueness of solutions to, such systems partial differential equations. For further
treatment of the analysis of second order pdes, see Colton [16]. We now introduce
boundary conditions and consider the boundary value problem defined on Ω ⊂ R2
where by the Heine–Borel theorem we note that Ω is compact due to its being a closed
and bounded subset of R2. We consider the classical boundary value problems for an
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elliptic, second order pde where we initially seek strong form solutions ϕj ∈ C2(Ω)
for each fluid variable ϕj(x, y) ∈ ϕ defined in equation (3). These classical boundary
value problems are distinguished as follows:
1. Dirichlet condition: find ϕj ∈ C2(Ω) such that for some gj(x, y) ∈ C2(Ω):

∆ϕj = fj(D
2ϕ, Dϕ,ϕ, F ), (x, y) ∈ Ω
ϕj = gj(x, y), (x, y) ∈ ∂Ω.
(5)
2. Neumann condition: find ϕj ∈ C2(Ω) such that for the unit outward normal
vector n to ∂Ω and some hj(x, y) ∈ C1(Ω):

∆ϕj = fj(D
2ϕ, Dϕ,ϕ, F ), (x, y) ∈ Ω
∂ϕj
∂n
= hj(x, y), (x, y) ∈ ∂Ω.
(6)
3. Mixed condition: Let the boundary be a union of disjoint sets ∂Ω = ∂ΩD∪∂ΩN .
Find ϕj ∈ C2(Ω) such that for the unit outward normal vector n to ∂Ω and
some gj(x, y) ∈ C2(Ω) and hj(x, y) ∈ C1(Ω):

∆ϕj = fj(D
2ϕ, Dϕ,ϕ, F ), (x, y) ∈ Ω
ϕj = gj(x, y), (x, y) ∈ ∂ΩD
∂ϕj
∂n
= hj(x, y), (x, y) ∈ ∂ΩN .
(7)
In colloquial terms, the Dirichlet condition specifies the function value along the
boundary of the domain, the Neumann condition specifies the function’s normal
derivative value along the boundary, and the mixed condition specifies a Dirichlet
condition on one portion of the boundary and a Neumann condition on the other.
In presenting this boundary value problem, we are fundamentally interested in pre-
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scribing a set of boundary conditions on the fluid variables which aptly represent
the physical interaction between a laser and its surrounding fluid in a finite, 2D do-
main. This signals a departure from a purely abstracted treatment of the problem,
as we must now consider how the 2D case may be derived from an inherently 3D
phenomenon. We now consider several modalities by which to derive an appropriate
set of boundary conditions from a physical arrangement of the laser in space.
2.1.2.1 Infinite Outer Boundary
One case of particular interest to both a physical and mathematical understanding
of the steady-state is that of an inner domain Ω and an outer domain U = R2\Ω which
tends toward infinity in all directions. That is, we consider the solution to the system
(3) on all space R2 and attempt to extrapolate appropriate boundary conditions
along the boundary of the inner domain ∂Ω. We may consider this construction to
be appropriate for determining the fluid dynamics in the region directly surrounding
a laser where there is no physical boundary surrounding the fluid of a similar size to
the domain Ω. A reasonable scenario where this is the case would be the propagation
of a laser through the atmosphere or the propagation of a laser through a large
room where we are only interested in the fluid dynamics directly surrounding the
laser. This proposition of course assumes that we neglect any inherently turbulent
properties of the fluid in reaching the steady-state dynamics. We will soon come to see
that while this approach may seem reasonable, difficulties arise in the corresponding
mathematical formulation due to the nature of the steady-state problem and the 2D
structure of our domain. Let’s begin by considering the domain ΩB ⊆ R2 where we
seek to find a general solution to the Poisson equation of the form
∆u(x) = f(x), x ∈ ΩB (8)
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where there are no prescribed boundary conditions. One classical approach to solving
this problem is to first find the solution G to the problem
∆G(x; ξ) = δ(x− ξ), (x; ξ) ∈ ΩB (9)
where δ(x) is the Dirac delta distribution [17] such that
∫∫
ΩB
δ(x− ξ)dξ = 1 (10)
and ∫∫
ΩB
f(ξ)δ(x− ξ)dξ = f(x) (11)
for some function f(x) where x = (x, y) and ξ = (ξ, η). Such a solution G is called
the fundamental solution to the Laplace equation or the free-space Green’s function
of the Laplace equation. This is a classical result in the study of the Poisson equation
and it can be derived by applying the Divergence theorem and Green’s theorem to
an integration of the function G. An in depth derivation is provided in [17] and [18]






(x− ξ)2 + (y − η)2. (12)
Now by the property of the Dirac delta distribution defined by equation (11) and
with G being a fundamental solution to the Poisson equation (9), we see that by the
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(x− ξ)2 + (y − η)2dξ (14)
is a solution to the Poisson equation defined in (8). The null space of the Laplacian
operator consists of the set of all harmonic functions ψ(x) which satisfy ∆ψ = 0, so
we conclude that the general solution to (8) becomes
u(x) = φ(x) + ψ(x) (15)
or any harmonic function ψ. We now recall that we seek to determine a suitable
u(x) which satisfies (8) such that we may determine appropriate boundary conditions
for the steady-state fluid Poisson problem defined by equations (5)–(7). Since the
free-space problem is determined only up to an arbitrary harmonic function, we can
impose certain characteristics on the free space solution u(x) to obtain a unique ψ(x).
By applying Green’s second identity for the functions H(x), K(x) ∈ C2(ΩB) and an















It can then be shown [18] that the fundamental solution G(x, ξ) satisfies this identity,













recalling that G solves (9) and that we seek u(x) such that ∆u(x) = f(x), we obtain












dγ = φ(x) + ψ(x).
(18)
Equation (18) thus expresses the arbitrary harmonic function in terms of the solu-
tion itself and the fundamental solution to the free-space problem. We now seek to
incorporate several characteristics of the solution u(x) solved over the domain ΩB.
Since we’re interested in determining boundary conditions for the local, steady-state
fluid dynamics for a laser, it is reasonable to impose the condition that the free-space







as ΩB grows large relative to the interior domain Ω. We would also expect the normal
derivatives of each fluid variable to diminish as the domain size grows larger, so we










for some constant M ≥ 0. By Liouville’s theorem, a classical result [19], we have that










(x− ξ)2 + (y − η)2dξ +M. (19)
We immediately see that by fixing (ξ, η), the absolute value of the integrand
|f(ξ) log
√
(x− ξ)2 + (y − η)2| → ∞ as |x| → ∞ for a function f(ξ) 6= 0. Hence, if
we fix the function f(ξ) > 0 for all ∈ ΩB and impose the condition that f(x)→ 0 as
|x| → ∞, then it is apparent that for the free-space solution, |u(x)| → ∞ as |x| → ∞
so the vanishing boundary constraint imposed on u(x) is invalid as the domain ΩB
approaches all of R2. We are now faced with a peculiarity in that the free space solu-
tion for the problem defined in (8) grows toward infinity as the domain ΩB approaches
R2 when the function f(x) itself vanishes along the same boundary. This arises due
to the nature of the fundamental solution G(x; ξ) to the free-space problem in that
G(x; ξ)→∞ as |x| → ∞ for a fixed ξ and vice versa. Therefore, when attempting to
construct a free-space solution to the Poisson problem, this property precludes a free-
space solution which vanishes as the domain grows larger. This difficulty exists only
for the 2D problem, wherein for higher dimensions the fundamental solution tends
to vanish at the boundary. When we consider the steady-state a real fluid in 2D,
these findings suggest that, paradoxically, fluid variables like velocity, temperature,
and pressure will continue to grow as their domain of consideration increases to en-
compass all space. Obviously, this is an impossible scenario which follows from basic
cosmological and thermodynamic properties of the universe [20]. The only resolution
for the 2D problem, then, is to impose boundary conditions along the inner domain Ω
which represent either a physical barrier or conditions by which a steady-state can be
locally achieved. The following sections will thus identity several of these approaches
where we hereafter abandon the free-space approach in the 2D problem.
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2.1.2.2 Finite Boundaries
An alternative approach to developing boundary conditions of the form (5)–(7)
for each fluid variable is to consider such conditions which may be systematically
implemented in an experimental setup of a laser propagating through a finite box.
Research involving the fluid dynamics surrounding finite geometries is ubiquitous [21].
We will first consider a closed-box approach for the domain Ω where we impose the
condition that no fluid may penetrate the boundary ∂Ω. From this initial assumption,
two of the most common boundary conditions imposed on flows in finite geometries
are the no-slip condition and the slip condition. The no-slip condition is commonly
imposed on fluids which travel in a single direction along a boundary wall and states
that both the normal and tangential velocity components along the boundary are
stationary. Since the laser forcing radiates symmetrically outward from the center of
the domain, we expect circular fluid movement and we thus reject a no-slip condition
since it precludes any fluid velocity along the boundary. The slip condition, conversely,
allows for non-zero tangential fluid velocity along the boundary where it requires the
normal derivative of the tangential velocity to be zero. Since there is no fluid velocity
going into the boundary, we also specify that the pressure and subsequently the
temperature along the boundary are equal to zero. If we suppose that the boundary
consists of the disjoint union ∂Ω = ∂Ωtop ∪ ∂Ωbottom ∪ ∂Ωleft ∪ ∂Ωright then these
conditions can be equivalently stated as
v(x, y) = 0,
∂u(x, y)
∂n
= 0, (x, y) ∈ ∂Ωtop ∪ ∂Ωbottom, (20a)
u(x, y) = 0,
∂v(x, y)
∂n
= 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright, (20b)
T (x, y) = 0, (x, y) ∈ ∂Ω, (20c)
P (x, y) = 0, (x, y) ∈ ∂Ω. (20d)
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With respect to the Poisson boundary value problems defined in equations (5)-
(7), this boundary condition represents a Dirichlet type on the fluid temperature and
pressure and a mixed type on the fluid velocity components. A common modification
of the slip condition is to impose a zero pressure gradient along the boundary such
that the pressure boundary value problem becomes a Neumann type. These slip
conditions work well for the case of closed-box in 2D, and we will see in Chapter
IV that steady solutions do exist for certain Re,Ri, Pe numbers and laser forcing
amplitudes. We also note that due to the 2D construction of the problem, we cannot
account for 3D effects arising from the domain boundaries in the direction of the
propagating laser. In Chapter V, we will discuss several pertinent issues associated
with the limitations of a 2D problem.
If we instead choose to allow the fluid to escape out of the top and bottom of the
domain ∂Ω, then the slip condition no longer applies. By allowing this freedom of
movement, we may obtain a steady-state solution which more accurately represents
the fluid dynamics in open space. Coupled with this boundary flexibility, however, is
the burden of providing a priori boundary conditions for each fluid variable along the
free-flowing boundaries. Determining such boundary conditions is a difficult task and
requires an experimental approach to developing the appropriate boundary profiles of
the fluid variables. For example, we may specify a temperature, pressure, and velocity
profile along the top and bottom boundaries while insulating the sides such that the
normal derivative of temperature is zero. Any attempt at establishing boundary
conditions of this kind must be informed by the possibilities of an experimental setup
in controlling the fluid variables along the boundary. The focus of this research is on
the development of methodologies to determine solutions to the steady-state Navier–
Stokes equations, and as such, we suspend an in depth treatment of experimental for
future research in the field. One example solution utilizing experimental boundary
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conditions, however, is presented in Chapter IV. The final and most involved set of
boundary conditions we discuss is the open boundary condition approach. An open
boundary condition is similar to the infinite outer boundary discussed earlier in that
it imposes no conditions on the solution along the boundary of the inner domain Ω by
allowing the solution to exist outside of Ω. Fornberg [22] has developed and Morrill
[15] has implemented an open boundary condition for laser propagation in 2D wherein
an interior and exterior domain is established and such that the stream function
evaluated along exterior domain is a linear transformation of the stream function of
the exterior domain. This approach is optimal for accurately predicting solutions with
a free flowing boundary, yet is undesirable with respect to its complexity. Chapter
V includes a discussion on how an open boundary condition of this type could be
imposed and how it compares to the other boundary conditions discussed above.
2.2 Numerical Algorithms and Analysis
We now recall one of the fundamental purposes of our study: we seek to develop
a novel methodology by which to solve the system of equations (4) with the classical
Dirichlet, Neumann, and mixed boundary conditions over the domain Ω. Since this
is a coupled, nonlinear system of partial differential equations, there is no general-
ized approach to solving the equations analytically. Instead, we proceed by utilizing
a universally applied approach to solving the Navier-Stokes equations. That is, we
develop a numerical algorithm which approximates the true solution to a sufficient
degree of accuracy over a discrete grid. In Chapter I, we discussed various numerical
approaches used in contemporary applied mathematics by which to solve different
forms of the Navier-Stokes equations. Many beget their practicality in their ability to
account for flows around complex geometries. In the steady-state laser-fluid interac-
tion problem, however, there is a need for numerical solvers which are designed with
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an emphasis on speed of convergence rather than versatility of domain discretization.
It is precisely our ambition then to devise a numerical algorithm which is faster than
canonical numerical methods available today. In Chapter III, we describe in detail
this numerical algorithm through which we discretize and solve the system (4). In
this section, therefore, we introduce the relevant background in numerical analysis
required to develop our numerical algorithm and to compare it to a more common
Newton method approach.
2.2.1 Poisson Equation Solvers
The precise numerical method we introduce in Chapter III to solve the equations
(4) with classical boundary conditions requires a numerical approach to solving suc-
cessive Poisson equations of the form (5)–(7) where the function fj is completely
determined at each grid point in the discretization of the domain Ω. Based on this
numerical schema, we introduce below the applicable procedures and results by which
to numerically solve a Poisson boundary value problem over a 2D grid.
Recall the rectangular domain Ω = [−0.5, 0.5] × [−0.5, 0.5] defined in Figure 2.
Let the discretized version of the domain be ΩD where we discretize Ω by spacing
grid points of width h in the x direction and width k in the y direction. Figure 3
provides a diagram for how the domain discretized into a rectangular grid where each
grid point is enumerated moving horizontally.
For the remainder of this study, we assume a uniform, square grid with even
spacing such that h = k. The goal of the discrete Poisson solver is to find a matrix
A such that at each grid point Pq, the solution uD to the matrix equation
AuD = f (21)
is an accurate estimate of the solution to the Poisson equation ∆u = f for some clas-
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Figure 3: Discretized domain ΩD showing the enumeration of the grid points Pq with
h = k = 1/4.
sical boundary condition. This procedure requires discretizing the Laplace operator
and accounting for the boundary conditions at each point along the grid. Therefore,
we utilize finite difference methods to estimate the second derivatives in the Laplacian
















ui,j+1 − 2uij + ui,j−1
h2
+O(h2) (22b)
so the pointwise discrete Laplacian becomes
(∆u)ij =
ui+1,j + ui−1,j − 4ui,j + ui,j+1 + ui,j−1
h2
+O(h2). (23)
This discretization is commonly referred to as a five-point stencil, where at each
interior grid point the representation of the equation ∆uij = hfij is given diagram-
matically in Figure 4.
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Figure 4: Five-point stencil for discrete Laplacian at each grid point.
With an established schema for discretizing the second derivatives, we now focus
on implementation of the boundary conditions within the numerical algorithm.
2.2.1.1 Dirichlet Boundary Conditions
Suppose that we seek to find a numerical solution to the Dirichlet problem

∆uij = fij, (xi, yi) ∈ ΩD,
uij = gij, (xi, yi) ∈ ∂ΩD.
(24)
Since the boundary points are completely determined by the function gij, we need
only to solve for the interior grid points. This is accomplished by applying the five-
point stencil for the Laplacian at each interior point (xi, yj) ∈ ΩD \ ∂ΩD such that
we obtain a system of equations defined by
ui+1,j + ui−1,j − 4ui,j + ui,j+1 + ui,j−1 = h2fij (25)
and the boundary points are assigned the value uij = gij for (xi, yj) ∈ ∂ΩD. To
maintain a symmetric positive-definite matrix Ã, one may solve only for the interior
points in the matrix equation ÃuI = hf̃I where f̃I accounts for the values of the
boundary points in the stencil when needed. An alternative formulation is to devise
the matrix A such that the boundary value assignments occur implicitly in the matrix
23
equation AuD = h
2f̂ where aii = 1 and fij =
1
h2
gij for (xi, yj) ∈ ∂ΩD. This allows
one to solve for each grid point at the same time, but increases the size of the matrix.
Either approach can be easily implemented in a suitable programming language in
which a multitude of algorithms exist for solving linear systems of equations.
2.2.1.2 Neumann Boundary Conditions
We now suppose that we seek to find a numerical solution to the Neumann bound-
ary value problem 





= wij, (xi, yi) ∈ ∂ΩD.
(26)
A compatibility condition exists between the function f and the function w which
specifies the normal derivative along the boundary. Recall that the divergence the-
orem for compact domains Ω ⊂ R2 and continuously differentiable vector fields F
states that ∫∫
Ω
(∇ · F) dA =
∮
∂Ω
F · n̂dγ, (27)
so by allowing F = ∇u such that ∇ · F = ∇ · ∇u = ∆u, we obtain the compatibility















where the area integral of f over Ω must be equal to the contour integral of h over
∂Ω for a solution to the Neumann problem to exist. In addition to this complication,
the discretization of the Neumann problem introduces difficulty in that the normal
derivatives of u along the boundary must be approximated using a finite difference
scheme. To maintain the same order of accuracy for the first and second derivatives,
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Along the boundary, only of of these points will exist within the grid. To rectify the
situation, we employ the ubiquitous ghost point method described by Chen [23] where
we temporarily extend the grid to allow points alongside each boundary to exist. If
we consider the left boundary at x = −0.5 such that the index i = 1, then by applying
the discrete versions of the Poisson equation (26a) and the boundary condition (26b),
we obtain the system of equations
−4u1,j + u0,j + u2,j + u1,j−1 + u1,j+1 = h2f1,j, (30a)
u0,j − u2,j = 2hw1,j, (30b)
where by the second equation we can solve for the ghost point u0,j = 2hw1,j + u2,j
and substitute in to obtain the single equation for points along the boundary
− 4u1,j + 2u2,j + u1,j−1 + u1,j+1 = h2f1,j − 2hw1,j. (31)
For each non-corner boundary point, the same procedure applies. For the corner
points, however, the normal derivative is undefined. To deal with this issue, we take
the normal derivative to be the average of the derivatives in the x and y direction,
where by utilizing the same approach given in equations (30) and solving for the
associated ghost points, we obtain the discrete equation at the corner points to be
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(for the case of i = j = 1)
− 4u1,1 + 2u2,1 + 2u1,2 = h2f1,1 − 4hw1,1. (32)
With each grid point thus endowed with a linear equation, we may solve a system of
the form AuD = f where the matrix A is banded. One can show that A is symmetric
semi-definite with a null space consisting of all vectors which are equal to a constant
vector. As such, to obtain a unique solution, Chen [23] shows that a discrete version
of the compatibility condition 28 takes the form
∑
q
fq = 0, (33)
where we can assign f̃ = f − f with f being the mean of f to satisfy this condition.
2.2.1.3 Mixed Boundary Conditions
If we instead consider the numerical solution to the mixed boundary value problem

∆uij = fij, (xi, yi) ∈ ΩD,





= wij, (xi, yi) ∈ ∂ΩD,N ,
(34)
we must employ a combination of the techniques used in the Dirichlet and Neumann
cases. If we partition each boundary point into a Dirichlet boundary ∂ΩD,D or a
Neumann boundary ∂ΩN,D, then we may assign a linear equation to each respective
grid point based on their classification. For example, if we consider a slip boundary
condition for the x-direction fluid velocity u(x, y), then the top and bottom boundaries
becomes a Neumann type and the side boundaries become a Dirichlet type which
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include the corner points. Since each grid point produces a linear equation, the
mixed boundary value problem can be solved discretely in the form AuD = f where
uD is unique due to the explicit assignments of the Dirichlet grid points.
2.2.2 Newton Solver
One classical approach commonly applied to solving nonlinear systems of algebraic
equations is Newton’s method. Newton’s method is an iterative, fixed-point scheme
which seeks to find the roots of continuously differentiable functions. That is, for a
real, vector-valued function F : Rm → Rm with input x, Newton’s method proceeds to
iteratively calculate the roots x∗ such that F(x∗) = 0. This is accomplished through
the iteration
xk+1 = xk − J−1F(xk) (35)
where J is the Jacobian matrix of F and x0 is some a priori guess on the solution
which falls into a region such that the iteration converges. Since Newton’s method
only applies to systems of algebraic equations, we must apply some algebraic approx-
imation to the derivatives of a system of pdes of the form (4). This is accomplished
through a discretization of the domain Ω and by applying finite difference formulas
to each of the derivative terms in a system of pdes. It is a well-established result
in numerical analysis that Newton’s method converges at least linearly with most
problems converging quadratically. That is, the error between the current iteration
xk and the root x
∗ is bounded by the error between the previous iteration and the
root such that
‖xk − x∗‖p ≤ C‖xk−1 − x∗‖2p (36)
for some constant C and a vector p-norm. Based on the simplicity of the approach
and the fast rate of convergence, this approach is immensely useful. The major
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downside, however, is that it can become massively computationally expensive as
the discretized domain becomes more refined. Accordingly, we will compare the
computational expense and convergence regions between Newton’s method and the
novel numerical approach described in the following chapter.
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III. Methodology
This chapter serves as an explication of the methodological approach in which
we develop a convergent numerical algorithm for finding stead-state solutions to the
Navier–Stokes equations. We employ the mathematical theory introduced in the
previous section to perform a convergence analysis and to describe the process of
the implementation of the numerical algorithm. Various potential approaches are
discussed, wherein the chosen techniques are justified with respect to their desired
numerical properties. This convergence analysis, coupled with the numerical method,
will then allow for a careful treatment of physical results in Chapter IV which provide
informative insights into the physical nature of laser-fluid interaction.
3.1 Convergence Analysis
Recall that we seek to solve for fluid velocity, pressure, and temperature in the
buoyancy-driven, Boussinseq fluid approximation for the Navier–Stokes equations
over some finite rectangular domain Ω. In this analysis, we assume small laser forcing
such that each fluid variable may be represented as a perturbation from a resting
fluid steady-state. One of the assumptions imposed on this problem as described in
section 2.1 is that the laser forcing can be modeled as a function of (x, y) over the
domain Ω. We assume that the laser irradiance takes on a Gaussian profile of the
form
F (x, y) = εe−c(x
2+y2) = εf(x, y), (37)
where ε is a constant representing the max laser amplitude and c is a constant ac-
counting for the decay rate of the forcing about the origin. We now define û, v̂, T̂ ,
and p̂ as the exact horizontal velocity, vertical velocity, temperature, and pressure,
respectively. We restate equation (4) for the steady Navier–Stokes equations in the
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Boussinseq approximation as
∆û = Re ((û · ∇)û− p̂x) , (38a)
∆v̂ = Re
(
(û · ∇)v̂ − p̂y −RiT̂
)
, (38b)
∆p̂ = ∇ · (û · ∇)û−RiT̂y, (38c)
∆T̂ = Pe
(
(û · ∇)T̂ − F
)
. (38d)
Due to the accessibility and desirable properties of discrete Poisson solvers, we are
now motivated to devise a convergent iterative scheme which makes use of successive
Poisson solves on the fluid variables. We define this iteration for n > 1 by
∆ûn = Re
(



















(ûn−1 · ∇)T̂n−1 − εf
)
, (39d)
















∆T̂0 = −Pe(εf). (40d)
This initialization is the linearization of the system of equations and thus should serve
as a strong initial guess for small amplitude solutions. We now state a crucial theorem
30
which motivates our study of convergence:
Theorem 1 (Banach Fixed-Point Theorem (Contraction Mapping Theo-
rem)). Let (X, d) be a complete metric space and let f : X → X be a contraction.
Then there is one and only one point x0 in X such that
f(x0) = x0.
Moreover, if x is any point in X and xn is defined inductively by x1 = f(x), x2 =
f(x1), ..., f(xn) = f(xn−1), then xn → x0 as n→∞.
Proof. Classic result. Theorem and proof can be seen in Naylor and Sell [24].
We will next show that this iteration converges for small ε. The iteration was
constructed so that its fixed points are steady solutions of (38), so this convergence
of the scheme gives existence of solutions. We state this result as a theorem:
Theorem 2 (Convergence of Steady Solutions to the Boussinesq Navier-S-
tokes equations). The iteration defined in (39) and (40) converges to unique solu-
tions for small forcing and Dirichlet boundary conditions.
Proof. We begin by stating a definition from Brezis [25] and two lemmas which assist
in our analysis:
Definition 1 (Sobolev Spaces). Let Ω ⊂ RN and let p ∈ R with 1 ≤ p ≤ ∞. If
m ≥ 2 is an integer, then the Sobolev space Wm,p(Ω) is defined for all α with |α| ≤ m,






gαϕ ∀ϕ ∈ C∞c (Ω)},
(41)
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We assign the gα = D





is a Banach space and we define the space
Hm(Ω) = Wm,2(Ω). (44)
Lemma 1 (Hs is an algebra). Let Ω ⊂ Rd. Suppose s1, s2 ≥ s and s1+s2 > s+d/2.
Then u ∈ Hs1(Ω) and v ∈ Hs2(Ω) gives that (uv) ∈ Hs(Ω), and that
‖uv‖Hs ≤M‖u‖Hs1‖v‖Hs2
where M depends only on s1, s2 and d.
Proof. Standard result. See [26] for proof.
Lemma 2 (Elliptic Estimate). If F ∈ Lp(Ω) such that ‖F‖Lp(Ω) < ∞ then there
exists a unique solution to
∆u = F x ∈ Ω = [a, b]× [c, d]
with
u|∂Ω = 0,
And that solution satisfies ‖u‖W 2,p(Ω) ≤ C‖F‖Lp(Ω) where C = C(a, b, c, d, p) is a
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positive constant.
Proof. Standard result, see [27] for proof. A similar result also exists for inhomoge-
neous and Neumann boundary conditions for boundary data which satisfy compati-
bility conditions as described in [28] and [29].
We now introduce the small amplitude assumption on the dynamics, where each
û, v̂, p̂, T̂ is represented by a perturbation from the resting fluid case:
û = εu, (45a)
v̂ = εv, (45b)
p̂ = εp, (45c)
T̂ = εT. (45d)
The main work of the proof is to construct the equation for the difference between
un and um (and similarly vn and vm, pn and pm, Tn and Tm) by applying the repre-
sentation in (45) and subtracting (39) at these two indices:
∆(un − um)
= Re(ε(un−1 · ∇)un−1 − ε(um−1 · ∇)um−1 −∇(pn − pm)−Ri(Tn − Tm)e2),
(46a)
∆(pn − pm)
= ∇ · (ε(un−1 · ∇)un−1 − ε(um−1 · ∇)um−1 −Ri(Tn − Tm)e2),
(46b)
∆(Tn − Tm)
= εPe((un−1 · ∇)Tn−1 − (um−1 · ∇)Tm−1).
(46c)
We proceed by investigating the form of equation (46c) first. Define
FT (n,m) = εPe((un−1 · ∇)Tn−1 − (um−1 · ∇)Tm−1) (47)
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where we expand out the gradient operators and manipulate the form of the equation
such that:




















































We now prove that the function FT (n,m) ∈ L2(Ω) such that the norm ‖FT‖L2(Ω) <∞
by showing that each Tn, pn, un, vn ∈ H2(Ω) for n,m ≥ 0.
Lemma 3 (Sobolev Inclusion). If the normalized laser forcing f(x, y) ∈ L2(Ω),
then for n,m ≥ 0, each Tn, pn, un, vn ∈ H2(Ω) and FT (n,m) ∈ L2(Ω).
Proof. Suppose that f(x, y) ∈ L2(Ω). By recalling the initialization (40), we apply
Lemma 2 to see that T0 ∈ H2(Ω). By the definition of the Sobolev space (41),
it follows that D1T0 ∈ L2(Ω) and thus by applying Lemma 2 again it follows that
P0 ∈ H2(Ω). A similar argument holds for u0 and v0. We now hypothesize for
induction that each Tn, pn, un, vn ∈ H2(Ω). The base case was just shown. Based on
the iteration (39) and by applying the small amplitude assumption (45), we see that
∆Tn+1 = Pe (ε(un · ∇)Tn − f) .
Since un and Tn ∈ H2(Ω), we apply Lemma 1 with s = s1 = 0 on the Tn derivatives
and s2 = 2 on the un, vn functions to see that the right hand side is an L
2(Ω)
function such that Tn+1 ∈ H2(Ω). A similar argument holds for each pn+1, un+1, vn+1
so we conclude that Tn, pn, un, vn ∈ H2(Ω). Based on this Sobolev inclusion, we
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may again apply Lemma 1 to the terms in the expression for FT (n,m) to see that
FT (n,m) ∈ L2(Ω).












































Recall that we can define the Sobolev space
H2(Ω) = {f ∈ L2(Ω) : Dαf ∈ L2(Ω)∀|α| ≤ 2}.


















Hence, by applying Lemma 1 with s = s1 = 0 and s2 = 2, we can establish the


























































Note that by definition of the norm (43) in the Sobolev space H2(Ω) for some u ∈







Finally, by applying Lemma 2 to the equation (46c), we see that for
‖FT (n,m)‖L2(Ω) <∞, Tn−Tm ∈ H20 (Ω) with ‖Tn−Tm‖H2(Ω) ≤ C‖FT‖L2(Ω). We now
establish the inequality on ‖Tn − Tm‖H2(Ω) by:




‖(un−1 − um−1)‖H2(Ω)‖(Tn−1 + Tm−1)‖H2(Ω)
+ ‖(un−1 + um−1)‖H2(Ω)‖(Tn−1 − Tm−1)‖H2(Ω)
+ ‖(vn−1 − vm−1)‖H2(Ω)‖(Tn−1 + Tm−1)‖H2(Ω)




With a similar approach, we provide the equivalent inequalities for p, u, v, where
M = sup{MT ,Mp,Mu,Mv}:
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‖pn − pm‖H2(Ω) ≤ 2εCM
(
‖un−1 − um−1‖H2(Ω)‖un−1 + um−1‖H2(Ω)
+ ‖vn−1 − vm−1‖H2(Ω)‖un−1 + um−1‖H2(Ω)
+ ‖vn−1 + vm−1‖H2(Ω)‖un−1 − um−1‖H2(Ω)
+ ‖vn−1 + vm−1‖H2(Ω)‖vn−1 − vm−1‖H2(Ω)
)
+ CRi‖Tn − Tm‖H2(Ω).
(51)
‖un − um‖H2(Ω) ≤ εReCM
(




















‖un−1 + um−1‖H2(Ω)‖vn−1 − vm−1‖H2(Ω)





Next we show that for small enough ε the entire sequence stay in a small ball.
Lemma 4 (Bounded Sequence). There exists ε1 > 0 and R(ε1) < ∞ for which
the sequence is bounded in a ball for all n.
Proof. We seek to show by strong induction that the sequence is bounded by the ball
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B0(R) centered at zero with radius R. Hence, let R(ε1) be defined such that





R = 2 max{‖T0‖, ‖T1‖, ‖p0‖, ‖p1‖, ‖u0‖, ‖u1‖, ‖v0‖, ‖v1‖, 1}
to keep R sufficiently large such that each norm is measured in the H2(Ω) space. This
establishes the base case for induction. Now, we hypothesize by induction that each
‖Tn−1‖, ‖Tn−2‖, ..., ‖pn−1‖, ‖pn−2‖, ...., ‖un−1‖, ‖un−2‖, ...., ‖vn−1‖, ‖vn−2‖, ... < R
where we seek to show that ‖Tn‖, ..., ‖vn‖ < R. Thus, by the above inequalities, it
follows that,
‖Tn − T1‖ ≤
εPeCM
2
(‖(un−1 − u0)‖‖(Tn−1 + T0)‖
+ ‖(un−1 + u0)‖‖(Tn−1 − T0)‖
+ ‖(vn−1 − v0)‖‖(Tn−1 + T0)‖
+ ‖(vn−1 + v0)‖‖(Tn−1 − T0)‖) .
(54)
By applying the definition of R and the inductive hypothesis it follows that
‖un−1−u0‖ ≤ 3R2 , ‖un−1+u0‖ ≤
3R
2






, and ‖Tn−1 + T0‖ ≤ 3R2 . Hence, we can apply the inequality

















and it follows that if ‖Tn − T1‖ < R2 then by the reverse triangle inequality







+ ‖T1‖ < R.
We now proceed by finding the terms εp, εu, εv such that each respective term stays
within the ball of radius R. From the pressure inequalities:
‖pn − p1‖ ≤ 2εCM (‖un−1 − u0‖‖un−1 + u0‖
+ ‖vn−1 − v0‖‖un−1 + u0‖
+ ‖vn−1 + v0‖‖un−1 − u0‖
+ ‖vn−1 + v0‖‖vn−1 − v0‖)
+ CRi‖Tn − T1‖.
(55)
We recall that ‖Tn− T1‖ ≤ 9εPeCMR
2
2
and again apply the triangle inequality to each
norm to obtain:










For the u velocity inequality, we have:












So by a similar procedure, we obtain:
εu =
1
(9ReCM + 36ReC2M + 9ReC3RiPeM)R
.
Finally, For the v velocity inequality, we have:













And by the same procedure, we obtain:
εv =
1
(9ReCM + 36ReC2M + 9ReC3RiPeM + 9ReRiC2PeM)R
.
We now let ε1 = inf{εT , εp, εu, εv} where for all ε < ε1,
‖Tn‖, ‖pn‖, ‖un‖, ‖vn‖ < R
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so we conclude by induction that there exists ε1 such that the sequence remains
bounded in a ball of radius R.
Theorem 3 ( Contraction Mapping). The iteration defined by (39) and (40) is a
contraction mapping.
Proof. From the above lemma, we establish by the triangle inequality that each
‖Tn + Tm‖, ‖pn + pm‖, ‖un + um‖, ‖vn + vm‖ ≤ 2R.
Hence, by the inequality (50) for ‖Tn − Tm‖, we have:
‖Tn−Tm‖ ≤ εPeCMR‖un−1−um−1‖+εPeCMR‖vn−1−vm−1‖+2εPeCMR‖Tn−1−Tm−1‖.
Similarly, we see that for the other variables:
‖pn − pm‖ ≤ εR(8CM + C2RiPeM)‖un−1 − um−1‖
+ εR(8CM + C2RiPeM)‖vn−1 − vm−1‖
+ 2εRC2RiPeM‖Tn−1 − Tm−1‖,
‖un − um‖ ≤ εR(3ReCM + 8ReC2M +ReC3RiPeM)‖un−1 − um−1‖
+ εR(ReCM + 8ReC2M +ReC3RiPeM)‖vn−1 − vm−1‖
+ 2εR(ReC3RiPeM)‖Tn−1 − Tm−1‖,
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‖vn − vm‖ ≤ εR(ReCM + 8ReC2M +ReC3RiPeM +ReRiC2PeM)‖un−1 − um−1‖
+ εR(3ReCM + 8ReC2M +ReC3RiPeM +ReRiC2PeM)‖vn−1 − vm−1‖
+ 2εR(ReC3RiPeM +ReRiC2PeM)‖Tn−1 − Tm−1‖.
We now consider the product space S = H2(Ω)×H2(Ω)×H2(Ω)×H2(Ω) consisting
of 4-tuples X = (X1, X2, X3, X4) of H
2(Ω) functions with metric defined by:
d(X, Y ) = ‖X1 − Y1‖+ ‖X2 − Y2‖+ ‖X3 − Y3‖+ ‖X4 − Y4‖ ∀X, Y ∈ S.
Thus, for our set of fluid variables, we establish a new inequality for the sum of
differences of index:
‖Tn − Tm‖+ ‖pn − pm‖+ ‖un − um‖+ ‖vn − vm‖ ≤
εRCM(2Pe+ 2CRiPe+ 4ReC2RiPe+ReRiCPe)‖Tn−1 − Tm−1‖
+ εRCM(Pe+ 8C + CRiPe+ 4Re+ 16ReC + 2ReC2RiPe+ReRiCPe)‖un−1 − um−1‖
+ εRCM(Pe+ 8C + CRiPe+ 4Re+ 16ReC + 2ReC2RiPe+ReRiCPe)‖vn−1 − vm−1‖.
Now, define
A = sup(2Pe+ 2CRiPe+ 4ReC2RiPe+ReRiCPe,
Pe+ 8C + CRiPe+ 4Re+ 16ReC + 2ReC2RiPe+ReRiCPe)
such that
‖Tn − Tm‖+ ‖pn − pm‖+ ‖un − um‖+ ‖vn − vm‖ ≤
3AεRCM(‖Tn−1 − Tm−1‖+ ‖pn−1 − pm−1‖+ ‖un−1 − um−1‖+ ‖vn−1 − vm−1‖)
(58)
where we note that A . ReRiPe. Setting ε < 1
3ARCM
and defining F : S → S by
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F (X(n−1)) = X(n) for functions X ∈ S then ensures the Lipschitz condition such that
for X(n) = (Tn, pn, un, vn):
d(F (X(n−1)), F (Y(n−1))) = d(X(n), Y(n)) ≤ d(X(n−1), Y(n−1)). (59)
Hence, the iteration is a contraction mapping.
By a compactness argument, since S is a product space of complete metric spaces
it follows that S itself is complete with the metric defined above.
Further, since F : S → S is a contraction mapping, we thus conclude by the Ba-
nach fixed point theorem that F converges to a unique fixed point X∗ such that the
sequence X(0), X(1), ..., X(n) → X∗. It then follows that this X∗ is the steady solu-
tion to the Navier-Stokes equations for small amplitude forcing and the theorem is
proved.
We now note that since the sequence X(0), X(1), ..., X(n) is a convergent, Cauchy
sequence, it follows that the inequality of the form (59) is equivalent to the inequality
d(X(n+1), X
∗) ≤ d(X(n), X∗) (60)
which implies linear convergence to the unique solution X∗ for ε which satisfies the
Lipschitz condition. From this result, we conclude that the iteration defined by (39)
guarantees linear convergence for a sufficiently small amplitude forcing. We now
consider a lemma which describes the asymptotic size of solutions as a function of
the Re, Pe, and Ri numbers.
Lemma 5 (Asymptotic Size of Solutions). Let ‖ · ‖ be the H2(Ω) norm and let
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Proof. We proceed by induction. Let X . Y indicate that X ≤ CY for some constant
C. By recalling the initialization (40) and applying the small amplitude assumption,
we establish through Lemma 2 that
‖T0‖ . Pe,
‖p0‖ . Ri‖T0‖ . RiPe,
‖u0‖ . Re‖p0‖ . ReRiPe,
‖v0‖ . Re‖p0‖+Ri‖T0‖ . ReRiPe.
For the n = 1 case, we apply the iteration (39) with the small amplitude assumption
44
and Lemmas 1 and 2 to find
‖T1‖ . εPe (‖u0‖‖T0‖+ ‖v0‖‖T0‖) . εReRiPe3,
‖p1‖ . ε
(
‖u0‖2 + ‖u0‖‖v0‖+ ‖v0‖2
)
+Ri‖T1‖,
‖v1‖ . εRe(‖v0‖2 + ‖u0‖‖v0‖) +Re‖p1‖+ReRi‖T1‖
εRe‖v0‖2 +ReRiPe‖v0‖‖T0‖
. εRe(ReRiPe)2 + εReRiPe(ReRiPe)Pe.
Thus, if Re Pe, we see that ‖v1‖ = O (Re3Pe2Ri2ε) and if Pe Re then ‖v1‖ =
O (Re2Pe3Ri2ε). Hence, the base case is verified. Now, suppose that Re  Pe.
Observe that, due to the additional temperature term in vn, the asymptotic solution
size of ‖un‖ may be bounded by ‖vn‖. Now, by applying the inductive hypothesis
(61b), we find that
























Q = 2n+1 − 1− n+
n−1∑
j=0





M = 2n + 1 + n+
n∑
j=1
2n−j = (1 + n) +
n∑
j=0





so the inductive result for ‖Tn‖ holds for k = n+1. Further, by applying the inductive
hypothesis on ‖vn+1‖ we see that
























































verifying the inductive hypothesis.
Now, suppose that Pe Re. By applying the inductive hypothesis (62b), we find
that



























so the inductive result for ‖Tn‖ holds for k = n+1. Further, by applying the inductive
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hypothesis on ‖vn+1‖ we again find that





























































thus verifying the inductive hypothesis and proving the lemma.
We now introduce a theorem which identifies the maximum laser amplitude as an
asymptotic of the Re, Ri, Pe numbers.

















for an R(ε) such that the entire sequence of solutions stay bounded in a ball of size
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R. The maximum allowable laser amplitude, then, may be determined by finding the
smallest R such that the sequence of solutions stays bounded. This Rmin will thus be
the largest solution in the H2(Ω) norm for a given ε. Suppose that Re Pe. Then
from the above lemma, we observe that the size of the nth iteration may be bounded





































































Now, suppose that Pe Re. By again applying Lemma 5, we observe that the size of






































































In Chapter IV, we compare this analysis to numerical results for the maximum
laser amplitude in convergent iterations for homogeneous Dirichlet boundary con-
ditions. In the following section, we introduce the numerical techniques by which
we may develop numerical algorithms to take advantage of the convergence of the
fixed-point method.
3.2 Numerical Algorithms
In Section 2.2, we described the fundamental approaches to solving a Poisson
boundary value problem on a finite domain using numerical methods. In this section,
we describe the implementation of these numerical Poisson solvers to find convergent
solutions to the steady-state Navier–Stokes problem defined in (4). We then intro-
duce the approach to solving the same problem using a Newton’s method algorithm,
wherein we compare the merits of the two in computational cost and convergence rate.
Finally, we will describe a numerical continuation technique to increase the domain
of solutions which we can determine from both of these aforementioned algorithms.
3.2.1 Poisson Solver Implementation
3.2.1.1 Procedure
Recall that, as described in Chapter II, we may numerically solve a classical Pois-
son boundary value problem of the form (24), (26), (34) by discretizing the domain
Ω into a grid of uniform spacing h and solving for the approximate values of the
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function u at each of the grid points. Define N = 1
h
+ 1 to be the number of grid
points in one spatial direction and let ΩD be the grid which is the discretization of
the domain Ω as a function of the spacing h. We now suppose that each constant
arising in the iteration (39) Re,Ri, Pe, ε, and c are defined by the user based on
the laser and fluid properties and the normalized laser forcing takes the Gaussian
form f(x, y) = e−c(x
2+y2). We further suppose that each fluid variable has associated
classical boundary conditions of the Dirichlet, Neumann, or mixed type. To begin
the process of computing numerical representations of the iteration (39), we begin by
computing the initial temperature T0 through the Poisson equation (40d) where f is
defined over the grid ΩD. This is accomplished through the discrete Poisson solvers
described in section 2.2 according to the imposed temperature boundary condition
where T0 is a discrete vector representing the numerical solution over the grid ΩD. We
then proceed to calculate the pressure p0 through equation (40c), where the derivative
term in temperature is a finite difference approximation of the y-direction gradient
component. This finite difference approximation is calculated through the use of a
discrete gradient operator Dy which utilizes a centered difference approximation to
the derivative of the form (29) with a second order forward and backward difference
along the boundaries. A similar matrix Dx is constructed for the x-component of the
gradient. With p0 determined, We then proceed to solve for u0 and v0 through the
equations (40b) and (40a) with the respective u, v boundary conditions.
With the initialization to the iteration now fully determined, we proceed to calcu-
late each of the numerical approximations to the fluid variables (Tn, pn, un, vn) as de-
fined in the iteration (39). The second derivative approximation matrices are denoted
Dxx, Dyy, Dxy = Dyx where they utilize a second-order centered-difference formula as
described in (22). By defining the operation [∗] to be pointwise multiplication, the
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discrete version of the iteration (39) then becomes
∆un = Re (un−1 ∗Dxun−1 + vn−1 ∗Dyun−1 −Dxpn) , (65a)
∆vn = Re (un−1 ∗Dxvn−1 + vn−1 ∗Dyvn−1 −Dypn −RiTn) , (65b)
∆pn = un−1 ∗Dxxun−1 + (Dxun−1) ∗ (Dxun−1) + vn−1 ∗Dxyun−1 + 2(Dxvn−1) ∗ (Dyun−1)
+ un−1 ∗Dyxvn−1 + vn−1 ∗Dyyvn−1 + (Dyvn−1) ∗ (Dyvn−1)−RiDyTn, (65c)
∆Tn = Pe (un−1 ∗DxTn−1 + vn−1 ∗DyTn−1 − εf) . (65d)
By applying this discrete iteration, we are thus able to calculate the numerical fluid
variables over the grid ΩD at each step n. To determine if a fixed-point solution is
reached, we establish a stopping criteria δ such that if the Cauchy error of each fluid
variable falls below δ then we claim that the algorithm converges. Since H2(Ω) is a
complete metric space, the Cauchy error must therefore tend to zero for a convergent
solution. We thus check to see if the product space metric satisfies
‖Tn − Tn−1‖H2 + ‖pn − pn−1‖H2 + ‖un − un−1‖H2 + ‖vn − vn−1‖H2 < δ (66)
and if so, we claim that the variables (Tn, pn, un, vn) represent the unique steady-state
solution. For the discrete variables (Tn, pn, un, vn), we approximate the H
2 norm by
taking the vector 2-norm in R(N+1)2 . If this stopping criterion is not satisfied after
a predetermined number of iterations, then we claim that the iteration diverges for
the chosen laser amplitude ε. The exact values of δ and the maximum number of
iterations depend on the desired accuracy of the solution and an analysis on the
numerical speed of convergence.
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3.2.1.2 Computational Complexity
At each step in the discrete iteration (65), we perform a series of four Poisson
solves for the fluid variables over the grid ΩD. In analyzing the total computational
cost of the procedure, we are interested in determining the asymptotic as function of
the grid spacing h. During each substep, we must account for the cost of evaluating
the right hand side over ΩD in the discrete Poisson solver along with the cost of
solving the linear system AuD = f which represents the discrete Poisson boundary
value problem. By observing the calculations in the iteration (40), we see that the
matrix-vector computations in the sparse discrete gradients cost the number of non-
zero elements which come in at O(N2) and the pointwise-matrix products in the fluid
variables also cost O(N2). Further, since the N2×N2 A matrix for the linear system
defined for the discrete Poisson problem is a banded matrix, the cost to populate it
is at worst O(N2). To solve a linear system of the form AuD = f with a N2 × N2
matrix, the canonical Gaussian elimination algorithm costs O(N6) to compute. We
now take advantage of the sparsity property of the A matrix wherein algorithms exist
to solve sparse linear systems for as low as O(N2 logN2). We thus compare three sep-
arate algorithms for solving sparse linear systems: MATLAB’s mldivide, MATLAB’s
mldivide for sparse matrices, and a fast Poisson solver developed by Langston [30]
which uses FFT methods in a sparse LU decomposition to solve the linear system.
MATLAB determines which sparse matrix factorization algorithm to use based on
the matrix properties [31], where an optimal solver will cost O(N2 logN2). Figure 5
compares the time to run for these three algorithms as a function of the grid size.
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Figure 5: A comparison of the timing cost for three different algorithms in computing
a Poisson solver for Dirichlet conditions. The MATLAB sparse solver appears to be
the fastest as the grid size grows asymptotically large.
This figure indicates that the MALTAB sparse matrix algorithm performs the
Poisson solve the fastest for asymptotically large N and we thus use this algorithm
in the Poisson iteration scheme. In order to estimate the asymptotic of the com-
putational cost, Figure 6 provides a plot of the sparse algorithm’s timing for both
Dirichlet and Neumann problems versus an O(N2 logN2) asymptotic. Based on the
O(N2 logN2) convergence observed in Figure 6, it then follows that the overall com-
putational complexity comes in at approximately O(N2 logN2) which includes each
of the steps in the numerical iteration. This is significant since we now have an avenue
to compute solutions to a system of nonlinear pdes by a convergent iteration which
asymptotically costs the same as an inexpensive matrix inversion algorithm. The
next subsection explores the implementation of a Newton solver approach, where we
compare the computational cost between this iterative algorithm and the Newton’s
method algorithm.
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Figure 6: A log-log plot of the timing cost as a function of matrix size M = N2
for the MATLAB sparse solver in a Dirichlet and a Neumann problem. The timing
asymptotic is compared to a O(N2 logN2) asymptotic where they agree as M grows
asymptotically large.
3.2.2 Newton’s Method Implementation
Recall that in Section 2.2, we determined how Newton’s method can be applied
to solve nonlinear algebraic systems of equations. With the method itself cannot
be directly used to solve systems of partial differential equations, we may apply a
discretization to the derivative terms which transforms a system of pdes to a system
on nonlinear algebraic equations. Therefore, we suppose that we apply the same finite
discretization ΩD to the solution domain. The governing steady-state equations (4)
then take on their discrete analog where each differentiation operator takes on the
54










represent the collated fluid variables over the discrete grid. At each grid point, there
exists a governing equation for the finite difference discretization of the system of
coupled Poisson equations (4). By following the grid enumeration presented in Figure
3, we let the vector F(x) ∈ R4N2 represent these governing equations in the discrete
Poisson formulation where each of the four Poisson equations are stacked in a vector
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Based on the finite difference discretization for the Poisson equations discussed previ-
ously, each Fk is a linear combination of the discretized fluid variables x. By employ-
ing the numerical Poisson solvers, we can therefore determine this linear relationship
between the governing equations and the fluid variables in the finite difference for-
mulation. Once these linear coefficients are extracted, they populate the Jacobian
matrix as defined in equation (68). The Newton solver then makes the iteration
xk+1 = xk − J−1F(xk)
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where, in practice, the inverse Jacobian isn’t directly computed and we instead uti-
lize a linear system solver. In populating the Jacobian, we require O(N4) function
evaluations. Further, applying canonical Gaussian elimination on the Jacobian lin-
ear system requires O(N6) operations. While the Jacobian is inherently sparse, it
loses the banded structure that the Poisson solver matrices contain. Consequently,
a sparse solver on the Jacobian won’t yield nearly as optimal a computational cost
as a similarly sized banded matrix would. The best estimate for the factorization
of a nonbanded, sparse matrix would be O(N4) [32]. Therefore, we conclude that
the Newton’s method iterations cost between O(N4) and O(N6), indicating a much
higher computational cost as compared to the fixed-point solver. A sparsity pattern of
the Jacobian for N = 51 with homogeneous Dirichlet boundary conditions is provided
in Figure 7.
Figure 7: A sparsity plot depicting the nonzero elements of the Jacobian matrix for
h=1/50 and homogeneous Dirichlet boundary conditions. Due to the coupled nature
of the governing equations, the Jacobian loses a banded structure and it thus more
computationally complex to invert in the Newton iteration compared to the Poisson
solvers in the fixed-point iteration.
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3.2.3 Numerical Continuation
In attempting to find an iterative solution to a nonlinear system of equations,
we are often faced with an inability to find a sufficient initial guess which leads to
a convergent solution. By applying the process of continuation, however, we are
able to successively solve easier problems which lead to the solution to the original
problem. As described in Novak [33], we illustrate this by supposing that we seek
to find the root x∗ to the function f(x). We are unable to directly find the root
with our currently employed method, but we are able to find the root x̃ for a simpler
function g(x). Then, if the two functions are homotopic, there exists a homotopy
h(x) which continuously deforms g(x) into f(x) within the same topological space.
By tracking the values of the homotopy, we are able to start with the solution to the
easier problem and end with the solution to the desired problem.
Numerical continuation offers a simple yet practical procedure of the same nature
which can be applied to the iterative Poisson solver and Newton’s method algorithms
discussed previously. Let Xn = (Tn, pn, un, vn) be the nth iteration of the fluid vari-
ables defined in the Poisson iteration (65). We then suppose that we seek to find the
fixed point X∗ for the laser forcing amplitude ε. If, given an initialization X0, the
iteration is unable to converge, we then apply a numerical continuation procedure.
Further suppose that we know the initialization X̃0 converges to the solution X̃
∗ for
a different laser forcing amplitude ε0. The continuation procedure then introduces
a δε parameter which is added to the known solution amplitude ε0 to define a new
problem with amplitude ε̃ = ε0 + δε. We then assign the initialization for this new
problem to be the known solution to the previous problem. That is, we assign
X̃0 → X̃∗ (69)
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to be the initialization for the problem with laser amplitude ε̃ and repeat the proce-
dure with another δε step until the initialization X̃0 leads to the solution X
∗ for the
problem with amplitude ε. This procedure thus operates by successively improving
the iteration’s initialization until it falls within a convergent region.
In practice, the continuation step size δε usually varies as a function of the pre-
vious step sizes. For example, we may select δε such that the next amplitude is a
10% increase from the previous step until the desired amplitude is reached. A more
effective approach, however, is to allow the step size to adapt based on the success or
failure of the previous solution attempt. This is referred to as adaptive continuation.
If the previous initialization led to a convergent solution, the next continuation step
size δε is increased by some factor (e.g. 2). If the previous initialization failed to lead
to a convergent solution, the step size then decreases by a factor (e.g. 1/2). With
this adaptive continuation approach, the step size effectively corrects itself to grow
or decrease depending on the difficulty of finding a sufficient initialization to lead to
a solution. By picking some amplitude ε0 which has an initialization leading to con-
vergence and some initial step size δε0, we are thus able to determine solutions of any
amplitude ε assuming a homotopy exists between the initial and desired solutions. In
the following chapter, we will see examples of this continuation approach leading to
previously unknown solutions, as well as examples in which continuation fails to find
a solution of a desired amplitude.
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IV. Results and Analysis
In the previous two chapters, we have introduced the necessary theory and method-
ology by which to achieve informative numerical results for laser-fluid interaction.
This chapter therefore serves the twofold purpose of providing these numerical re-
sults and elucidating their mathematical and physical significance. In the following
sections, we will describe the solution profiles for a homogeneous Dirichlet, exper-
imental Dirichlet, and slip boundary value problem; the relationship between the
fluid constants Re, Ri, Pe and the maximum calculable laser amplitude; and the bi-
furcation diagrams for convergent solutions in the fixed-point and Newton’s method
solvers.
4.1 Solution Profiles
We now seek to understand the physical nature of the steady-state solutions de-
fined in the iteration (39) for different boundary conditions on the fluid variables. To
begin, we consider the various fluid and laser constants which are required to simulate
solutions. For a characteristic length scale L, characteristic velocity scale U , force due
to gravity g, kinematic viscosity ν, and thermal diffusivity µ, the Reynolds, Peclet,











Akers and Reeger [34] provide a discussion on the relationship between these parame-
ters and the laser beam characteristics. In practice, the person running the simulation
specifies these constants based on the laser and the fluid it propagates through. In
these results, we set the Peclet number Pe = Re equal to the Reynolds number, and
we set the Richardson number Ri = 10Re to be an order of magnitude larger than
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the Reynolds number. For the normalized laser forcing f(x, y) = e−c(x
2+y2), we pick
c = 50 to represent rapid Gaussian decay from the origin. This parameter, however,
can also be changed based on the exact laser specifications. A surface plot of the
normalized laser forcing is provided in Figure 8 for a grid spacing of h = 1
50
.
Figure 8: A surface plot of the laser forcing across the domain. The grid spacing is
h = 1
50
. The forcing rapidly decays from the origin in a Gaussian shape.
We now introduce the solutions for the fluid variables (T, p, u, v) over the finite
grid for three different boundary value problems.
4.1.1 Homogeneous Dirichlet
The first boundary value problem we consider is the simplest. In the homogeneous
Dirichlet case, each fluid variables takes on a value of zero along the boundary such
that 
T (x, y) = 0, (x, y) ∈ ∂Ω,
p(x, y) = 0, (x, y) ∈ ∂Ω,
u(x, y) = 0, (x, y) ∈ ∂Ω,
v(x, y) = 0, (x, y) ∈ ∂Ω.
(71)
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To simulate this boundary value problem, we assign Re = Pe = 100 and Ri = 1000
with a grid spacing of h = 1
50
and a laser amplitude of ε = 10−7. These values are
selected based on the convergence properties of the iteration, which will be discussed
in Section 4.3. Figure 9 provides a streamline plot and Figures 10–13 provide the
steady-state solutions for each of the fluid variables.
Figure 9: Streamline plot for the homogeneous Dirichlet boundary condition. We
observe that the fluid tends to move upward until reaching a stopping point along
the boundary. Further, solutions tend to move towards the edges of the domain as
they travel vertically.
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Figure 10: The temperature defined over the grid for homogeneous Dirichlet boundary
conditions. We observe that the temperature exhibits a similar shape as the laser
forcing, where the boundary conditions induce symmetry over the domain.
Figure 11: The pressure defined over the grid for homogeneous Dirichlet boundary
conditions. We notice the odd symmetry across the x-axis where a pressure buildup
forces the vertical velocity to zero along the boundaries.
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Figure 12: The x-direction velocity u defined over the grid for homogeneous Dirichlet
boundary conditions. Based on this profile and the streamlines, we observe that the
u velocity induces fluid movement from the edges of the domain to the center of the
domain towards the bottom, and it induces movement toward the edges near the top
of the domain.
Figure 13: The y-direction velocity v defined over the grid for homogeneous Dirichlet
boundary conditions. This velocity takes on a similar shape to the temperature,
where the fluid moves upward with highest velocity near the laser in the center.
These results provide an insightful understanding of the fluid behavior within
the domain Ω for this specific boundary value problem. While the homogeneous
Dirichlet case isn’t necessarily a physically valid boundary condition, we can infer
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general trends in the fluid variables. We notice immediately that the temperature
and vertical velocity are strictly positive on the interior of the domain with decay
from the origin towards the boundaries. Further, based on the streamlines, we notice
that the fluid tends to move towards the center near the bottom boundary, and
towards the edges nearer the top boundary. Thus suggests some prognostication of
circulatory flow within the domain, which may inform the behavior of more physical
boundary conditions.
4.1.2 Slip Boundary Conditions
We now consider the more physical boundary value problem consisting of slip
boundary conditions. We restate these conditions described by equation (20) as

v(x, y) = 0, ∂u(x,y)
∂y
= 0, (x, y) ∈ ∂Ωtop ∪ ∂Ωbottom,
u(x, y) = 0, ∂v(x,y)
∂x
= 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright,
T (x, y) = 0, (x, y) ∈ ∂Ω,
P (x, y) = 0, (x, y) ∈ ∂Ω.
Recall that in our discussion in Section 2.2 we described the physicality of the slip
boundary condition in modeling a closed box. Figure 14 provides a streamline plot
and Figures 15-18 provide the steady-state solutions for the fluid variables in the slip
boundary value problem.
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Figure 14: Streamline plot for the slip boundary condition. We see that the fluid
tends to move upward before coming into contact with the boundary.
Figure 15: The temperature defined over the grid for Slip boundary conditions. Based
on the symmetry and the zero boundary values, the temperature again exhibits a
similar shape to that of the homogeneous Dirichlet boundary value problem.
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Figure 16: The pressure defined over the grid for slip boundary conditions. We notice
that the pressure is large towards the center where the vertical velocity is highest.
Figure 17: The x-direction velocity u defined over the grid for slip boundary condi-
tions. Based on this profile, we observe that the u velocity induces fluid movement
from the edges of the domain to the center, albeit at a much lower magnitude com-
pared to the vertical velocity.
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Figure 18: The y-direction velocity v defined over the grid for slip boundary condi-
tions. This velocity is symmetric about the y-axis, suggesting a steady-state velocity
which is independent of horizontal position relative to the laser.
These results endow several notable fluid behaviors in the slip boundary value
problem. Due to the underlying physical assumption inherit to the slip condition, no
fluid is allowed to escape the box such that the normal velocity to each boundary
surface is zero. This leads to a tendancy for the fluid to move towards the top of the
domain before stopping. We note that the vertical velocity v reaches its maximum at
a vertical location slightly above the origin. This is due to the gravity effect implicit in
the Richardson number, which skews the velocity away from the center. Overall, these
results suggest a movement of fluid towards the top boundary where the horizontal
and vertical velocities both tend to zero, similar to a no-slip condition.
4.1.3 Experimental Boundary Conditions
We now recall the brief discussion contained in Chapter II surrounding the possi-
bilities of implementing an experimental boundary value problem such that the fluid
is now able to escape out of the top and bottom boundaries. That is, we may specify
some specific Dirichlet profile for the velocity along the top and bottom boundaries
such that the fluid is free to move into and out of the domain. Determining adequate
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boundary profiles to represent a physical solution is a difficult problem, and likely
requires experimental data to inform on such a boundary condition. We now offer a
superficial construction of an example experimental boundary value problem. Sup-
pose that each fluid variable’s boundary value is of the homogeneous Dirichlet type
except for the top and bottom of the temperature, vertical, and horizontal velocity.
We then assume that the temperature and vertical velocity take on a sinusoidal profile
along the top boundary of the form
g(x) = α cos(πx) (72)
for some positive constant α. This form is selected to ensure zero values at the corner
points such that the boundary conditions are continuous from the sides to the top.
We then set the vertical velocity along the bottom to be equal to the top boundary
condition such that an equal amount of fluid enters and leaves the domain. To induce
a circular motion of fluid into and out of the domain, we pick the horizontal velocity
at the top and bottom boundaries to take on the value
gu(x) = ±β sin(2πx) (73)
for a positive constant β. In establishing a boundary of this type, we further assume
that the experimental setup allows for the boundary temperature to remain in a
steady-state. Then, by picking β = αv = εReRi and αT = ε based on the governing
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steady-state equations (4), we obtain the experimental boundary conditions

T (x, y) = 0, v(x, y) = 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright,
T (x, y) = 0, (x, y) ∈ ∂Ωbottom,
T (x, y) = −ε cos(πx), (x, y) ∈ ∂Ωtop,
v(x, y) = −εReRi cos(πx), (x, y) ∈ ∂Ωtop ∪ ∂Ωbottom,
u(x, y) = εReRi sin(2πx), (x, y) ∈ ∂Ωtop,
u(x, y) = −εReRi sin(2πx), (x, y) ∈ ∂Ωbottom,
u(x, y) = 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright,
P (x, y) = 0, (x, y) ∈ ∂Ω.
(74)
Figure 19 provides a streamline plot and Figures 20–23 provide the solutions for each
of the fluid variables in the experimental boundary case.
Figure 20: The temperature defined over the grid for the experimental boundary con-
dition. This temperature maintains a profile along the top boundary which matches
the vertical velocity such that the fluid moving the fastest out of the domain is also
the highest temperature.
69
Figure 19: Streamline plot for the experimental boundary condition. We notice
immediately that the fluid enters and leaves the domain in a circular fashion. This
suggests a tendency for the fluid to move upward and to the sides of the domain in
the steady-state.
Figure 21: The pressure defined over the grid for the experimental boundary condi-
tion. Notice that the pressure is largest in magnitude towards the upper half of the
domain where fluid circulates outward.
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Figure 22: The x-direction velocity u defined over the grid for the experimental con-
dition. Notice the odd symmetry across both axes which induces the fluid movement
seen in the streamline plot.
Figure 23: The y-direction velocity v defined over the grid for the experimental
boundary condition. This vertical velocity maintains even symmetry in both the x
and y directions and reaches a maximum along the top and bottom boundaries.
Based upon these results, we can infer that the fluid moves in a superficially similar
fashion to the homogeneous Dirichlet case, but manifests a circulatory movement out
of the top of the domain and upward from the bottom of the domain. In the steady-
state, this allows for a constant fluid volume within the domain. Accordingly, it may
better approximate a physical solution to the governing equations for a free-space
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laser-fluid interaction. This is just a single example of an experimental boundary
condition, and there are a multitude of possibilities for developing boundary value
problems which represent a certain physical setup. In Chapter V, we discuss several
alternatives to this approach due to the ambiguity inherent in this procedure.
4.2 Maximum Laser Amplitude
We now reconsider Theorem 4 which described the maximum laser amplitude as
an asymptotic of the Re, Ri, Pe numbers. Recall that it stated that if Re Pe, then
εmax = O (Re−2Pe−1Ri−1) and if Pe  Re, then εmax = O (Re−1Pe−2Ri−1). Based
on these relationships, we expect the maximum allowable amplitude in the numerical
iteration to comport with an asymptotic relationship in these parameters. By consid-
ering the homogeneous Dirichlet boundary case, we run the algorithm for increasing
laser amplitudes until the iteration diverges to determine the max amplitude within
an error of 1%. Figures 24 through 28 provide these numerical results as compared
to the expected asymptotic relationship.
Figure 24: log-log plot of maximum amplitude as a function of R = Re = Ri = Pe.
Based on the asymptotic relationship, we expect the max amplitude to scale by R−4,
which is seen here.
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Figure 25: log-log plot of maximum amplitude as a function of R = Re = Pe,
Ri = 100. Based on the asymptotic relationship, we expect the max amplitude to
scale by R−3, which is seen here.
Figure 26: log-log plot of maximum amplitude as a function of Re with Pe = Ri =
100. Based on the asymptotic relationship, we expect the max amplitude to scale by
Re−1 when Re  Pe and Re−2 when Re  Pe. This is observed in the plot as the
asymptotic relationship changes when Re ≈ Pe.
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Figure 27: log-log plot of maximum amplitude as a function of Pe with Re = Ri =
100. Based on the asymptotic relationship, we expect the max amplitude to scale by
Pe−1 when Pe  Re and Pe−2 when Pe  Re. This is observed in the plot as the
asymptotic relationship changes when Pe ≈ Re.
Figure 28: log-log plot of maximum amplitude as a function of Ri with Re = Pe =
100. Based on the asymptotic relationship, we expect the max amplitude to scale by
Ri−1 which is observed in this plot.
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From these results, we observe that the convergence analysis performed in Chapter
III gives accurate predictions for the maximum laser amplitude as computed in the
numerical algorithm. This is significant, since we see that the maximum allowable
laser amplitude scales by the inverse square of the Reynolds number or Peclet number
depending on their relative size. Hence, finding convergent solutions for both large
amplitude laser forcing and large Reynolds and Peclet numbers is very difficult. In
the following section, we apply a continuation scheme to see if we can modify the
initialization of the algorithm to find solutions at higher laser amplitudes.
4.3 Bifurcation Analysis
Recall that in the proof of Theorem 2 for the existence of steady solutions to the
Navier–Stokes equations, we assumed that each fluid variable can be represented as
a small perturbation from a resting fluid case on the order of the laser amplitude
ε. Further, we showed that these steady solutions are only guaranteed to exist for
ε sufficiently small with respect to the domain size and the fluid variables Re, Ri,
and Pe. We are therefore interested in determining the amplitude values which allow
for a convergent iteration in the fixed-point scheme (39) for fixed Re, Ri, Pe values
in a specific boundary value problem. The fluid variables (T, p, u, v) lie within an
infinite-dimensional dynamical system as solutions to a system of pdes. Since these
solutions represent a steady-state solution to a dynamical system, we may employ
a bifurcation analysis to determine how these steady solutions change with respect
to different parameters of the system. In this analysis, we restrict our focus to the
existence of steady solutions with respect to changes in the laser amplitude ε. By
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∆T = −Pe(εf), (75d)
we notice that each variable scales with the constant parameters by
‖u‖∞ ∝ εReRiPe, (76a)
‖v‖∞ ∝ εReRiPe, (76b)
‖p‖∞ ∝ εReRi, (76c)
‖T‖∞ ∝ εPe, (76d)









respectively. When calculating the numerical solutions in the previous section, we
found that the iteration (39) only converged for every boundary case with a suffi-
ciently small ε < 10−7. Due to this phenomenon, we are fundamentally interested in
understanding how different initializations come to converge or diverge as ε increases.
In the following subsections, we introduce a bifurcation analysis for various bound-
ary value problems including some discussed in the previous section. We employ an
adaptive continuation technique to determine solutions for higher ε values, and we




We first consider the simplest boundary case of homogeneous Dirichlet on each of
the fluid variables. For fixed Re = Pe = 100 and Ri = 1000 constants, we begin by
determining approximately the largest possible ε value such that the initialization (40)
converges to a steady solution. This is accomplished by progressively increasing ε until
the the iteration diverges for the standard initialization (40). For the constant values
defined above, this maximum amplitude took on the value εmax ≈ 10−5. Once the
standard initialization becomes insufficient to reach convergent solutions, we employ
an adaptive continuation scheme. We set δε0 = εmax, then check to see if the iteration
with amplitude εmax + δε0 converges. If so, we assign δε = 2δε0. If not, we assign
δε = 1
2
δε0 and repeat the process until either the desired amplitude ε
∗ is reached or the
maximum number of continuation steps is met. We perform the same continuation
process with Newton’s method. Figure 29 provides a bifurcation diagram for the
normalized fluid variable norms in relation to the amplitude ε.
77
Figure 29: Bifurcation Diagram for Newton’s method and the fixed-point iteration
with homogeneous Dirichlet boundary conditions. There appears to be a linear re-
lationship between ε and the normalized function norms in this boundary condition.
Newton’s method is able to continue to slightly higher amplitudes than the fixed-point
iteration before reaching a stopping point.
There are three eminent characteristics of this diagram worth exploring. We first
note that ε appears to have a linear relationship with the normalized fluid vari-
able norms, suggesting that a small amplitude assumption would work well for this
boundary condition. Secondly, we notice that, at the at the conclusion of the adaptive
continuation scheme, the buildup of solutions on the bifurcation diagram indicates a
stopping point in the dynamical system. This implies that a continuation in the am-
plitude ε can no longer lead to new solutions. Therefore, we require a more advanced
continuation scheme which accounts for the other relationships between parameters.
This is unfortunately beyond the scope of this research, but we discuss these impli-
cations further in Chapter V. The final component in the bifurcation diagram worth
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discussing is that the Newton’s method approach was able to continue further in ε
than the fixed-point method. While this may suggest algorithmic supremacy, we note
that, due to the linearity of the solutions, Newton’s method is optimized for finding
these kinds of solutions. Therefore, we can solve for amplitudes within the range of
the fixed-point solver and then apply a Newton continuation step for larger magnitude
ε.
We now consider a bifurcation analysis for the slip boundary condition. By apply-
ing the same continuation process described above, Figure 30 provides the bifurcation
diagram for the slip condition.
Figure 30: Bifurcation Diagram for Newton’s method and the fixed-point iteration
with slip boundary conditions. There appears to be a nonlinear relationship between
ε and the normalized function norms in this boundary condition as ε grows larger.
Newton’s method is able to continue to much higher amplitudes than the fixed-point
iteration before reaching a stopping point.
We see in this figure that Newton’s method converges for much higher amplitudes
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than for the fixed-point method. This suggests that the Newton algorithm may be
better suited for continuation with homogeneous boundary conditions. As such, we
may use the fixed-point solver for lower laser amplitudes and then apply a Newton
continuation scheme to solve for larger laser amplitudes if needed.
4.3.2 Inhomogeneous Case
In the previously presented bifurcation diagrams, we considered homogeneous
boundary conditions where the Newton solver algorithm was able to continue fur-
ther than the fixed-point algorithm. We now consider an inhomogeneous boundary
condition with represents a partially insulated box. If we suppose that the bottom
and side boundaries are insulated and the top boundary is open, then we may rep-
resent the temperature and velocity boundary conditions as a mixed type. That is,
we assign the top temperature and vertical velocity boundaries to a Dirichlet func-
tion, and we assign the normal derivative of the horizontal velocity to be a Neumann
function along the top. This boundary condition thus takes the form

T (x, y) = gT (x), (x, y) ∈ ∂Ωtop,
∂T
∂n
= 0, (x, y) ∈ ∂Ωbottom ∪ ∂Ωleft ∪ ∂Ωright,
∂u
∂y
= hu(x), (x, y) ∈ ∂Ωtop,
∂u
∂y
= 0, (x, y) ∈ ∂Ωbottom,
u(x, y) = 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright,
v(x, y) = gv(x), (x, y) ∈ ∂Ωtop,
v(x, y) = 0, (x, y) ∈ ∂Ωbottom,
∂v
∂x
= 0, (x, y) ∈ ∂Ωleft ∪ ∂Ωright,
P (x, y) = 0, (x, y) ∈ ∂Ω
(77)
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for the functions gT (x), hu(x), gv(x). By picking gT (x) = ε, hu(x) = −εReRixe−x
2
,
and gv(x) = εReRie
−x2 for the same constants as in the previous subsection, we apply
an adaptive continuation scheme to achieve the bifurcation diagram in Figure 31.
Figure 31: Bifurcation Diagram for Newton’s method and the fixed-point iteration
with experimental insulated boundary conditions. There is now a nonlinear rela-
tionship between the amplitude and the normalized function sizes. The fixed-point
method is able to continue to slightly higher amplitudes than the Newton iteration
before reaching a stopping point.
From this diagram, we notice immediately that the normalized fluid variable norms
take on a nonlinear relationship with ε. This suggests that the interaction between
the fluid variables cannot assume a linear model for this specific boundary condition.
Moreover, in the bifurcation diagram we notice that the fixed-point iteration can
continue further than the Newton iteration in ε. Since Newton’s method is optimal
for find roots to approximately linear problems, this may indicate that the fixed-
point scheme converges more optimally for problems which are nonlinear in nature.
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Unfortunately, due to the stopping point, we are unable to explore the majority of
the nonlinear regime as ε increases in size. This presents a fundamental roadblock in
our pursuit of a methodology which models laser-fluid interaction. Without a more
robust continuation scheme, we are left with only finding convergent steady-state
solutions for low amplitude laser forcing. In Chapter V, we discuss this phenomenon
as it relates to future research opportunities.
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V. Conclusions
This research has provided a fixed-point method to numerically solve the 2D
steady-state Navier–Stokes equations as approximated by a buoyancy-driven, Boussi-
nesq flow. The necessity of this solution method was driven by the desire to quickly
determine the steady-state dynamics of a laser-fluid interaction within a finite do-
main. By posing the governing equations as a system of coupled, nonlinear Poisson
partial differential equations, we introduced a fixed-point iteration which exhibits
convergence for small amplitude laser forcing. Within the numerical computation of
this iteration, we leveraged the optimal properties of sparse matrix solvers to reduce
the overall computational complexity of the algorithm to O(N2 logN2) for solutions
over a discrete grid of size N × N . When compared to a classical Newton solver of
complexity at least O(N4), this represents a considerable improvement. In pursuit of
physically informative solutions, we examined the implementation of various combi-
nations of classical boundary conditions in the Dirichlet, Neumann, and mixed type.
Chapter II described the process of determining which boundary conditions would be
the most appropriate. In our attempt to model free-space laser-fluid interaction, we
found that, due to the nature of the fundamental solution to the Poisson equation in
2D, solutions tend towards infinity as they grow further from the origin. Accordingly,
we thus considered only those finite boundary conditions which assume some sort of
physical imposition on the fluid dynamics within the domain. When calculating the
shape of solutions of these boundary value problems, we found that the boundary
construction can drastically change the characteristics of the steady-state fluid flow.
With the homogeneous Dirichlet and slip conditions, the streamlines of the steady-
state indicated a nearly uniform movement of fluid from the bottom of the domain
towards the top. With a careful construction of an experimental boundary condition,
however, we were able to generate a steady-state which drove a circulatory motion of
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flow into and out of the domain.
By analyzing the convergence properties of the numerical solutions to these bound-
ary value problems, we found that convergent solutions to the iteration only exist for
sufficiently small amplitudes ε relative to the flow constants Re, Ri, Pe based on an
established asymptotic relationship. The bifurcation analysis of the dynamical system
represented by the steady-state solutions to the governing Navier–Stokes equations
revealed that convergence properties depended on boundary conditions and chosen
iteration schemes. In systems with a more linear relationship between the size of so-
lutions and the amplitude ε, Newton’s method was able to continue to higher ε values
within the adaptive continuation scheme. Between all the boundary conditions and
schemes, however, were the existence of stopping points within the bifurcation analy-
sis of the system. Consequently, we were unable to find steady-state solutions past a
certain ε threshold with the current continuation approach. Since these ε thresholds
represent a very low-powered laser, the domain of problems which can be physically
modeled are severely diminished. Aside from this obstacle, however, we found that
the numerical fixed-point method converges asymptotically to steady-state solutions
in an especially quick manner. Moreover, in boundary conditions which produce a
more nonlinear relationship between ε and the size of solutions, the fixed-point al-
gorithm could continue further than the Newton scheme. From these observations,
we’ve found that we accomplished each research objective outlined in Chapter I es-
pecially with regards to the numerical results. We now consider the possibilities of
future research to develop the approaches introduced in this thesis.
5.1 Future Work
Throughout the course of developing the necessary theory, methodology, and anal-
ysis needed to procure this research, we identified several noteworthy opportunities for
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further development in future research. The most prominent findings can be itemized
as follows:
• develop an open boundary condition for the fluid domain,
• modify the iteration scheme to fit a 3D problem,
• utilize a more effective continuation scheme to move past stopping points in the
Bifurcation diagrams,
• couple fluid solver with an appropriate laser beam propagation model.
When researching the imposition of boundary conditions on the fluid domain Ω, we
found that, in an attempt to model circulatory flow of the fluid in and out of the
domain, we would have to rely on experimental results to impose boundary condi-
tions which accurately describe the physical nature of the problem. Instead of this
approach, it would be beneficial to implement an open boundary condition which
allows for fluid movement across the domain. Fornberg [22] and Morrill [15] describe
the process of implementing one such boundary condition for a 2D fluid dynamics
problem. While this approach will likely produce solutions which are more physically
accurate, the computation of the boundary condition itself presents a challenge when
we are attempting to develop a scheme which optimizes speed of convergence. Thus,
it would be beneficial to research alternative open boundary conditions in the pur-
suit of finding the most physically accurate solutions while also maintaining the low
computational cost of the iteration.
A second ambition for future research is to convert the operation of the fixed-
point scheme from a 2D to a 3D domain. Since fluid dynamics fundamentally occur
in three dimensions, this approach would be the most useful for characterizing physical
phenomena such as thermal blooming. In pursuing this goal, however, the problem of
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finding steady-state solutions grows vastly more difficult. Based on the coupling effect
of laser interaction with the fluid in a 3D domain, we require an in-depth treatment
on the feasibility of converting the fixed-point scheme to run in 3D. By expanding this
domain of operations to three dimensions, we are much more likely to find steady-
state solutions which lead to useful insights for understanding how lasers influence
their surrounding mediums during propagation.
In the bifurcation analysis presented in Chapter IV, we found that we were unable
to continue to find steady state solutions past a certain amplitude threshold. This all
occurred, however, in a single adaptive continuation scheme solely for the variable ε.
In order to move past this stopping point in the bifurcation analysis of the dynamical
system, it would be worthwhile to explore alternative continuation schemes such as
those presented in Allowgower and Georg [35]. Since this stopping point occurs for
rather small ε values, a more versatile continuation scheme may allow us to explore
the nonlinear dynamics which occur at high laser forcing amplitudes.
In Chapter II, we imposed the assumption that the laser can be modeled as a 2D
Gaussian profile which is represented as an inhomgeneous forcing term in the steady-
state Boussinesq Navier–Stokes equations. In a simulation of laser beam propagation,
however, it is necessary to model the evolution of the laser in the direction of prop-
agation using a more appropriate physical model. Lax et al. [36] describe a paraxial
approximation to Maxwell’s equations which may be coupled with a fluid solver in
pursuit of a laser-fluid interaction for modeling beam propagation. Going a step
further, Deutsch and Garrison [37] establish a quantum version of this paraxial ap-
proximation. A multitude of avenues exist by which to couple laser-fluid interactions
for propagation; however, it would fruitful to pursue the computation of the steady-
state of this laser-fluid interaction with a paraxial laser model. This addition of a laser
propagation model, coupled with an expansion in 3D, will allow for greater accuracy
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in determining steady-state behavior of laser beam propagation.
Any future research endeavour should be focused on deriving more physically
insightful results with respect to the dynamics of laser-fluid interaction. Each of
these ambitions provide a conducive means toward achieving that end.
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Appendix A. Poisson Solvers Code
Dirichlet Solver:
1
2 func t i on [ u ] = DPsolve (N, f , utop , ubot , u l e f t , u r i gh t )
3
4 % t h i s s o l v e s −Del ˆ2 u = −f with d i r i c h l e t c o n d i t i o n s
5
6
7 i f l ength ( utop ) ˜= length ( u l e f t )
8
9 u l e f t = [ utop (1 ) ; u l e f t ; ubot (1 ) ] ;





15 %%% Star t d i r e c t matrix bu i l d i ng approach − l e t N = N+1 f o r
e a s i e r matrix
16 %%% bu i l d ing
17 h = 1/N;
18 N = N+1;
19 fve c = reshape ( f ' ,Nˆ2 ,1) ;
20 bd = ze ro s ( s i z e ( f ) ) ;
21 bd ( : , 1 ) = u l e f t ;
22 bd ( : , end ) = ur i ght ;
23 bd ( 1 , : ) = utop ;
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24 bd( end , : ) = ubot ;
25 bdvec = reshape (bd' ,Nˆ2 ,1) ;
26
27
28 e0 = ones (Nˆ2 ,1) ;
29 e1 = ze ro s (Nˆ2−1 ,1) ;
30 em1 = e1 ;
31 eN = ze ro s (Nˆ2−N, 1 ) ;
32 emN = ze ro s (Nˆ2−N, 1 ) ;
33 b = bdvec ;
34 f o r k = 1 :N−2
35 e0 ( k*N+2:k*N+N−1) = 4 ;
36 b( k*N+2:k*N+N−1) = b( k*N+2:k*N+N−1)−hˆ2* f v e c ( k*N+2:k*N+N
−1) ;
37 e1 ( k*N+2:k*N+N−1) = −1;
38 em1( k*N+1:k*N+N−2) = −1;
39 eN( k*N+2:k*N+N−1) = −1;




44 A = spd iags ( [ [ emN; z e ro s (N, 1 ) ] [ em1 ; 0 ] e0 [ 0 ; e1 ] [ z e r o s (N, 1 ) ;
eN ] ] , [ −N, −1 ,0 ,1 ,N] ,Nˆ2 ,Nˆ2) ;
45 I = A\b ;






2 func t i on [ u ] = NPsolve (N, f , gtop , gbot , g l e f t , g r i g h t )
3 %This func t i on w i l l s o l v e Poisson with Neumann bcs
4
5 n = N;
6 m = N;
7 h = 1/N; % x step
8 k = 1/N; % y step
9 lam = (h/k ) ˆ2 ;
10 mu = 2*(1+lam ) ;
11 R = (n+1)*(m+1) ;
12
13 % rhs vec to r
14 fmat = f ;
15 fnvec = reshape ( fmat ' ,R, 1 ) ;
16 bn = ze ro s (R, 1 ) ;
17 gmat = ze ro s ( s i z e ( fmat ) ) ;
18 gmat ( : , 1 ) = g l e f t ;
19 gmat ( : , end ) = g r i g h t ;
20 gmat ( 1 , : ) = gtop ;
21 gmat ( end , : ) = gbot ;




25 % main d iagona l band
26 e1 = ze ro s (R, 1 ) ;
27 e2 = −1*ones (R−1 ,1) ;
28 e1 ( [ 1 , n+1,R−n ,R] ) = 1 ; % corne r s
29 bn ( [ 1 , n+1,R−n ,R] ) = −1/4*hˆ2* fnvec ( [ 1 , n+1,R−n ,R] ) +h*g ( [ 1 , n
+1,R−n ,R] ) ;
30 e1 ( [ 2 : n , n+2,R−n−1 ,(R−n+1:R−1) ] ) = 2 ; % top , bottom boundar ies
p lus 2 s i d e bd pts
31 bn ( [ 2 : n , n+2,R−n−1 ,(R−n+1:R−1) ] ) = −1/2*hˆ2* fnvec ( [ 2 : n , n+2,R−n
−1 ,(R−n+1:R−1) ] ) + h*g ( [ 2 : n , n+2,R−n−1 ,(R−n+1:R−1) ] ) ; %
CHANGE TO ACCOUNT FOR TOP/BOT
32 e1 (n+3:(2*n+1) ) = mu;
33 bn(n+3:(2*n+1) ) = −hˆ2* fnvec (n+3:(2*n+1) ) ; %no g here s i n c e
i n t e r i o r
34 % −1 band
35
36 e2 ( 1 : n) = −1/2;
37 e2 (R−n :R−1) = −1/2;
38 e2 ( ( n+1) : ( n+1) : (R−n) ) = 0 ;
39
40 % −2 band
41 Q = R−n−1;
42 e3 = ze ro s (Q, 1 ) ;
43 e3 (1 ) = −1/2;
44 e3 ( 2 : n) = −lam ;
45
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46 f o r j = 1 : (m−2)
47 e1 ( ( j −1)*(n+1)+2*(n−1)+4:( j −1)*(n+1)+2*(n−1)+5) = 2 ;
48 bn ( ( j −1)*(n+1)+2*(n−1)+4:( j −1)*(n+1)+2*(n−1)+5) = −1/2*
hˆ2* fnvec ( ( j −1)*(n+1)+2*(n−1)+4:( j −1)*(n+1)+2*(n−1)
+5)+h*g ( ( j −1)*(n+1)+2*(n−1)+4:( j −1)*(n+1)+2*(n−1)+5)
;
49 e1 ( ( j −1)*(n+1)+2*(n−1)+6:( j −1)*(n+1)+2*(n−1)+6+(n−2) ) =
mu;
50 bn ( ( j −1)*(n+1)+2*(n−1)+6:( j −1)*(n+1)+2*(n−1)+6+(n−2) ) =
−hˆ2* fnvec ( ( j −1)*(n+1)+2*(n−1)+6:( j −1)*(n+1)+2*(n
−1)+6+(n−2) ) ; % no g here , i n t e r i o r
51
52 e3 ( j *(n+1) : ( j *(n+1)+1) ) = −1/2;




57 e3 (Q) = −1/2;
58 e3 (Q−n+1:Q−1) = −1;
59 e3 (Q−n) = −1/2;
60 e3 (Q−n−1) = −1/2;
61
62
63 bn = bn−mean(bn) ; % d i s c r e t e c o m p a t i b i l i t y cond i t i on
64 An = spd iags ( [ [ e3 ; z e r o s (R−l ength ( e3 ) ,1 ) ] [ e2 ; z e r o s (R−l ength (
e2 ) ,1 ) ] e1 [ z e r o s (R−l ength ( e2 ) ,1 ) ; e2 ] [ z e r o s (R−l ength ( e3 )
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, 1 ) ; e3 ] ] , [ − ( n+1) , −1 ,0 ,1 ,(n+1) ] ,R,R) ;
65 uvec = An\bn ;





2 func t i on [ u ] = SPsolvey (N, f , utop )
3 %This func t i on w i l l s o l v e Poisson with s l i p conds
4
5 n = N;
6 m = N;
7 h = 1/N; % x step
8 k = 1/N; % y step
9 lam = (h/k ) ˆ2 ;
10 mu = 2*(1+lam ) ;
11 R = (n+1)*(m+1) ;
12
13 % rhs vec to r
14 fmat = f ;
15 fnvec = reshape ( fmat ' ,R, 1 ) ;
16 bn = ze ro s (R, 1 ) ;
17 gtop = ze ro s (R, 1 ) ;
18 % go through each row in the matrix
19 A = ze ro s (R,R) ;
20
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21 f o r k = [ 1 , n+1,R−n ,R]
22 A(k , k ) = 1 ; % four co rne r s
23 end
24 bn (1) = utop (1 ) ; % s p e c i f y d i r i c h l e t cond i t i on on top co rne r s
25 bn(n+1) = utop ( end ) ;
26
27 % A( [ 2 : n , (R−n+1:R−1) ] , [ 2 : n , (R−n+1:R−1) ] ) = 2 ; % top , bottom
boundar ies d iagona l pts
28
29 f o r k = 2 : n % f i l l out r e s t o f top , bottom bds
30 A(k , k ) = 1 ;
31 bn( k ) = utop (1 , k ) ;
32 end
33
34 f o r k = (R−n+1:R−1)
35 A(k , k ) = 1 ;
36 end
37
38 % A( [ n+2,R−n −1 ] , [ n+2,R−n−1]) = 1 ; % f i r s t l e f t + l a s t r i g h t
39
40 A(n+2,n+2) = 2 ;
41 A(n+2 ,1) = −1/2;
42 A(n+2,n+3) = −1;
43 A(n+2,2*n+3) = −1/2;
44
45 A(R−n−1,R−n−1) = 2 ;
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46 A(R−n−1,end ) = −1/2;
47 A(R−n−1,R−n−2) = −1;
48 A(R−n−1,R−2*n−2) = −1/2;
49
50 f o r k = n+3:(2*n+1) % f i l l out r e s t o f i n t e r i o r
51 A(k , k ) = mu;
52 bn( k ) = −hˆ2* fnvec ( k ) ;
53 A(k , k−4) = −lam ;
54 A(k , k+4) = −lam ;
55 A(k , k−1) = −1;




60 f o r j = 1 :m−2
61 count = 0 ;
62 f o r k = ( j −1)*(n+1)+2*(n−1)+4:( j −1)*(n+1)+2*(n−1)+5 % l e f t
and r i g h t
63
64 A(k , k ) = 2 ;
65 bn( k ) = −1/2*hˆ2* fnvec ( k ) ;
66 i f k − (n+1) > 0
67 A(k , k−(n+1) ) = −1/2;
68 end
69
70 i f k + (n+1) < R+1
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71 A(k , k+(n+1) ) = −1/2;
72 end
73
74 i f count == 0
75 A(k , k−1) = −1;
76 e l s e
77 A(k , k+1) = −1;
78 end
79




84 f o r k = ( j −1)*(n+1)+2*(n−1)+6:( j −1)*(n+1)+2*(n−1)+6+(n−2)
85 A(k , k ) = mu;
86 bn( k ) = −hˆ2* fnvec ( k ) ;
87 A(k , k−4) = −lam ;
88 A(k , k+4) = −lam ;
89 A(k , k−1) = −1;





95 An = spar s e (A) ;
96 uvec = An\bn ;
96
97




Appendix B. Additional Results
Figure 32: Bifurcation Diagram for Newton’s method and the fixed-point iteration
with experimental Dirichlet boundary conditions.
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