Abstract. The ensemble structure is a computational intelligence supervised strategy consisting of a pool of multiple operators that compete among each other for being selected, and an adaptation mechanism that tends to reward the most successful operators. In this paper we extend the idea of the ensemble to multiple local search logics. In a memetic fashion, the search structure of an ensemble framework cooperatively/competitively optimizes the problem jointly with a pool of diverse local search algorithms. In this way, the algorithm progressively adapts to a given problem and selects those search logics that appear to be the most appropriate to quickly detect high quality solutions. The resulting algorithm, namely Ensemble of Parameters and Strategies Differential Evolution empowered by Local Search (EPSDE-LS), is evaluated on multiple testbeds and dimensionality values. Numerical results show that the proposed EPSDE-LS robustly displays a very good performance in comparison with some of the state-of-the-art algorithms.
Introduction
Differential Evolution (DE) [24] is a simple, fast and efficient stochastic algorithm with few parameters to tune [4, 21] . After the early DE implementations, important efforts have been made to improve the performance by introducing different mutation and crossover strategies [5, 26, 36, 4, 21] . The choice of appropriate mutation and crossover strategies (as well as their related control parameters) is not easy due to the complex interaction between them [1] . An inappropriate choice of strategies or parameters may lead to an efficient behaviour of the algorithm. Thus, various empirical guidelines were suggested for choosing a mutation strategy and its associated control parameter settings, see e.g. [17] and [35] . Although these guidelines are rather useful for choosing the mutation parameters, the performance of DE is still sensitive to the combination of the mutation and crossover strategies, with their associated parameters. Furthermore, the best setting of mutation strategy, crossover strategy and control parameters can be different for different optimization problems. Based on these observations, different adaptation schemes have been proposed in the past years, see e.g [1, 25, 34] to overcome the time consuming trial-and-error procedure and let the algorithm self-adapt to the fitness landscape.
As an alternative to adaptation, in [16] a DE framework with an ensemble of mutation and crossover strategies and parameter values (known as EPSDE: Ensemble of Parameters and Strategies in DE) was proposed. EPSDE contains a pool of mutation and crossover strategies along with a pool of values corresponding to each associated parameter which compete to produce successful offspring. Due to its richness of search moves, EPSDE has proved so far extremely successful on many different optimization problems. In different contexts, a similar logic has been employed, see e.g. [32] .
In this paper, we extend the concept of ensemble by combining the ensemble of strategies and parameters proposed in [16] with a pool of local search algorithms, as suggested in [30] . More specifically, three different local search algorithms, which co-exist and compete to produce better solutions, are embedded within the EPSDE framework in order to improve upon its performance. The proposed algorithm, referred to as EPSDE-LS, is evaluated on two different benchmarks in comparison with three state-of-the-art optimization algorithms.
The reminder of this paper is organized as follows. Section 2 presents the proposed EPSDE-LS algorithm. Section 3 presents the numerical results. Finally, Section 4 concludes the paper and suggests some possible future developments.
Ensemble of Parameters and Strategies Differential Evolution empowered by Local Search
This paper proposes an extension of the concept of EPSDE in a memetic fashion. More specifically, the proposed algorithm, namely Ensemble of Parameters and Strategies Differential Evolution empowered by Local Search (EPSDE-LS), integrates within a EPSDE framework also a pool of local search algorithms (see Alg. 1). The main motivation behind the proposed design, besides the benefits of DE memetic schemes, see e.g. [12] , [19] and [20] , is that an a priori design of an algorithm should take into account the features of the optimization problems, such as ill-conditioning, separability, multimodality, see [2] and [11] . Thus, multiple search logics are here blended within the same framework. The algorithm should progressively "learn" how each component can successfully tackle the features of the optimization problem and progressively adapt to the problem and solve it efficiently. Let us describe the proposed EPSDE-LS more in detail, considering the EPSDE framework first and then the pool of local search algorithms. As described in [16] , EPSDE makes use of the following pools of strategies:
-Pool of mutation strategies: P mut = {cur-to-pbest/1, cur-to-rand/1} -Pool of crossover strategies: P cross = {bin, exp} In addition to that, two pools of mutation an crossover parameters are defined, namely P F and P CR . The mutation strategies are defined as:
Regarding DE/cur-to-rand/1, it should be observed that the crossover operation is not applied, as this mutation strategy contains an implicit arithmetic crossover, see [25] . On the contrary, when DE/cur-to-pbest/1 strategy is selected, a crossover completes the offspring generation, see [36] . Moreover, x p best is an individual randomly selected amongst the best 100 ·p% where p is a dynamic value that varies between 0 and 1 according to the following rule:
where n eval and N eval indicate, respectively, the current and maximum number of fitness evaluation. In this way, at the beginning of the optimization (n eval = 0) the mutation uses a random solution among the top 50% individuals in the current population: this guarantees a higher chance of taking a suboptimal solution, thus increasing the exploration pressure. Later on (n eval → N eval ), the percentage of top individuals will progressively decrease, thus making the mutation strategy more exploitative. The selection of these strategies is motivated by the consideration that they offer diverse and complementary search moves. As a general observation, as highlighted in [21] , DE is characterized by a limited amount of search moves. Hence, the employment of multiple mutations and crossover compensates the lack of DE search moves. However, it is important to note that in order to have an effective ensemble, the candidate pools of mutation/crossover strategies and parameters must be chosen so to avoid the unfavorable influences of less effective mutation strategies and parameters [27] . In other words, the strategies and parameters present in the pools should have diverse characteristics, so that they can exhibit distinct performance during different stages of the evolution, as well as when dealing with different problems, see [21] .
In the EPSDE framework, the mutation and crossover strategies have been chosen as they correspond to two diverse search logics. More specifically, the DE/cur-to-rand/1 mutation strategy attempts to enhance upon the performance of each population individual by adding to it two randomized vectors:
This operation is rather exploratory as it can potentially reach every point of the decision space and each offspring is loosely related to the generating parent (e.g. no sequences of design variables are copied from the parent to the offspring).
Conversely, DE/cur-to-pbest/1 is a fairly exploitative mutation strategy as it makes use of a fitness based criterion to increase the selection pressure. Since part of the mutation takes into account only those solutions that display the best fitness values, the mutation excludes some search moves and exploit only those search directions that appear the most promising. In addition, the crossover application makes the offspring more similar to the parent that has generated it, thus further increasing the exploitation. The two crossover strategies allow different degrees of exploration/exploitation balance. The DE/cur-to-pbest/1 mutation followed by exponential crossover is the most exploitative option while the offspring generation by DE/cur-to-pbest/1 mutation and binomial crossover contains a higher exploratory potential, see [31] . The exponential crossover leads to a copy of contiguous design variables while the binomial tends to copy scattered variables. This fact has an impact especially in non-separable problems where the inter-variable interaction can be strong.
Regarding the ensemble coordination and adaptation, EPSDE operates as follows. At the beginning of the optimization, each member in the initial population is randomly assigned a mutation/crossover strategy and the associated parameter values taken from the respective pools. Then, during each generation, the population members (target vectors) produce offspring (trial vectors) using the assigned mutation/crossover strategies and parameter values. If the trial vector is better than the target vector, in the next generation the mutation/crossover strategies-and the corresponding parameter values-are retained, while the trial vector replaces its parent (target vector). Otherwise, the target vector is retained and randomly associated, with equal probability, to new mutation/crossover strategies and associated parameter values from the respective pools. Thus, this mechanism relies on the selection properties of evolution to increase, while the optimization process goes on, the probability of producing offspring by the best combinations of strategies and parameters. In summary, the ensemble is a simple and straightforward self-adaptation where the fittest strategies survive along with the solutions that have generated.
Let us consider now the pool of local search algorithms. The proposed EPSDE-LS employs a pool P LS containing three algorithms, namely Nelder-Mead simplex [18] , Powell's conjugate direction method [22] , and Rosenbrock's algorithm [28] . As in the case of offspring generation within EPSDE, the pool has been selected in order to empower the algorithm with multiple and diverse search operators.
As an initial note, the three local search algorithms can be divided into two groups. We should remark indeed, that while Powell's and Rosenbrock's algorithms require only an initial point to start the search, the simplex algorithm requires n + 1 points. In our case, for the first two algorithms we initialize the initial point to the current best solution in the EPSDE population. In NelderMead algorithm, we instead initialize the first point of polytope to the current best solution, while the remaining n points are initialized randomly. Moreover, while Rosenbrock's and Powell's algorithms are purely deterministic local search operators, Nelder-Mead algorithm contains some randomization features due to the random initialization of n points that generate the polytope. Since these n points can be sampled apart from each other within the decision space, NelderMead algorithm contains some global search features and thus has the potential of jumping outside a basin of attraction and detect new promising search directions. On the contrary, Rosenbrock's and Powell's algorithms tend to exploit the starting solution and detect the closest optimum.
Furthermore, although both Rosenbrock's and Powell's algorithms belong to the same local search category, they present different features in terms of search logic. While Rosenbrock's algorithm follows the local gradient by means of a rotation matrix that changes the coordinate system, Powell's algorithm makes use of the conjugate search directions. This fact causes that Rosenbrock's algorithm performs a single diagonal move while Powell's algorithm performs a diagonal move as the result of n conjugate steps where the fitness has separately been optimized along each direction.
As for the coordination of the local search within the EPSDE framework, we adopted the following scheme. Every F LS generations of the EPSDE framework (being F LS a prefixed parameter, namely the local search activation frequency), the algorithm selects randomly one of the three locals search methods from the pool P LS . The local search is then applied to the individual of the EPSDE population displaying the best performance, with a fixed computational budget (number of fitness evaluations) B LS .
We should note that the employed coordination of local search has been chosen in consideration of the Ockham's Razor in Memetic Computing, i.e. an algorithmic design should be performed avoiding unnecessary components and attempting at first to achieve the desired performance in the simplest way. In this light, the local search activation by random selection of the meme/operator is likely one of the simplest way to perform the design of a hybrid algorithm.
Moreover, a straightforward extension to local search of the ensemble logic cannot be efficiently performed. In EPSDE, the trial of a strategy is based on a single fitness evaluation. On the contrary, in order to observe an improvement with the local search, a certain budget allocation must be considered. Thus, if a reward is given to the most successful local search algorithm, there is a high risk that only one algorithm is used while the remaining two are disregarded. This action would inhibit the logic of multiple and diverse search logics thus resulting in a biased search. In other words, the selection pressure over the successful local search strategy (that is applied in EPSDE with the most successful mutation/crossover strategies) is implicit in this case, since the same operator is anyway applied iteratively until budget exhaustion.
As a final remark, we should note that the choice of performing the local search over the best individual of the population is due to the DE nature/structure of the EPSDE scheme. As shown in [10] , DE frameworks appear to work successfully when one solution displays a much better fitness than the average population performance. The best solution, namely super-fit, guides the search and allows quick progression of the population. Thus, if the local search is always applied to the best solution there is the highest likelihood to generate a super-fit individual.
Algorithm 1 EPSDE-LS pseudo-code
initialize a pool of mutation strategies Pmut and crossover strategies Pcross initialize a pool of scale factors PF and crossover probabilities PCR generate Np individuals of the initial population pseudo-randomly for i = 1 : Np do assign to xi random strategies/parameters from {Pmut, Pcross, PF , PCR} compute f (xi) end for g = 1 while budget condition do for i = 1 : Np do generate x ′ of f through mutation strategy/parameter associated to xi generate x of f through crossover strategy/parameter associated to xi if f (x of f ) f (xi) then save index i for replacing xi = x of f (including mutation and crossover strategies as well as parameters) in the next generation else assign to xi new random strategies/parameters from the pools end if end for perform replacements g = g + 1 if (g mod FLS) = 0 then select a local search algorithm from the pool PLS apply it to x best , until the budget condition BLS end if end while
Numerical Results
In order to assess the performance of EPSDE-LS on a broad set of real-parameter optimization problems, we evaluated the minimization results obtained by the proposed algorithm on two different benchmarks, namely:
-the benchmark used at the CEC 2013 [15] , composed of 28 test functions; -the large-scale optimization benchmark used at CEC 2010 [29] , composed of 20 test functions.
Furthermore, we studied the scalability properties of the proposed algorithm testing the CEC 2013 benchmark in 10, 30 and 50 dimensions, and the CEC 2010 benchmark in 1000 dimensions. We compared EPSDE-LS performance (i.e., the quality of the final solutions) with that of the following algorithms:
-Modified Differential Evolution + pBX crossover (MDE-pBX) [13] , with population size equal to 100 individuals and group size q equal to 15% of the population size; -Cooperatively Coevolving Particle Swarms Optimizer (CCPSO2) [14] , with population size equal to 30 individuals, Cauchy/Gaussian sampling selection probability p = 0.5 and set of potential group sizes S = {2, 5}, S = {2, 5, 10}, S = {2, 5, 10, 25}, for experiments in 10, 30 and 50 dimensions, respectively; -Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [8] , with the default parameter setting of the original implementation [7] , namely λ = ⌊4 + 3 ln(D)⌋, µ = ⌊λ/2⌋, and initial step-size σ = 0.2.
As for EPSDE-LS, we set N p = 50, F LS = 200, and B LS = 1000, while the parameter pools were chosen as P CR = {0.1, 0.5, 0.9} and P F = {0.5, 0.9}. As said before we selected the following pools of strategies: P cross = {bin, exp} and P mut = {cur-to-pbest/1, cur-to-rand/1}. The local search methods were configured as follows:
-Powell, with 100 fitness evaluations per each bi-directional line search. The Brent's line search algorithm was implemented and configured as in [23] . -Nelder-Mead: reflection coefficient α = 1, contraction coefficient β = 0.5, expansion coefficient γ = 2 and shrinkage coefficient δ = 0.5. -Rosenbrock: positive perturbation factor α = 2, negative perturbation factor β = −0.5, and threshold for coordinate system rotation ǫ = 10 −5 .
For each algorithm, we executed 100 independent runs, with a computational budget of 10000 × D fitness evaluations (where D is the problem dimension), as suggested by the CEC 2013 competition rules. As an additional note, a toroidal handling of the bounds was used for all the algorithms in this study. This means that, given an interval [a, b] , if x i = b + ζ, i.e. the i-th design variable exceeds the upper bound by a quantity ζ, its value is replaced with a + ζ. A similar mechanism was applied for the lower bound.
The entire experimental setup (fitness functions and algorithms) was coded in Java and executed on a hybrid network composed of Linux and Mac computers, using the distributed optimization platform Kimeme [3] . Numerical results, reporting for each test function the average of the fitness error (with respect to the global optimum) obtained by each algorithm at the end of the allotted budget, with its standard deviation, are shown in Tables 1, 2 , 3, and 4. Next to the average error, we report the outcome of the Wilcoxon Rank-Sum test [33] applied, with confidence level 0.95, to each pair-wise comparison between the final fitness errors shown by EPSDE-LS (taken as reference) and those shown by the algorithm in the corresponding column name. To simplify the interpretation of this test, we indicate with "=" an acceptance of the null-hypothesis (that the two algorithms under comparison are statistically equivalent from an optimization point of view), and with "+" ("-") a superior (worse) performance of EPSDE-LS with respect to the algorithm in the column label. Finally, the bold face indicates the algorithms showing the best average fitness error.
From the numerical results, it can be seen that the proposed EPSDE-LS outperforms, on a regular basis, the competing algorithms at all dimensionalities. In particular, EPSDE-LS seems particularly competitive against CMA-ES and CCPSO2, while in low-mid dimensionalities (10-50) MDE-pBX shows in many cases the lowest average error, although with a larger standard deviation and thus lower robustness. Similarly, in 1000 dimensions CMA-ES obtains in most cases the lowest error, but statistically proves equivalent to EPSDE-LS. All in all, among the selected algorithms, EPSDE-LS shows the best characteristics in terms of robustness and scalability. Table 1 . Average Error ± Standard Deviation and Wilcoxon Rank-Sum Test (reference =EPSDE-LS) on CEC2013 [15] in 10 dimensions.
EPSDE-LS
CMAES MDE-pBX CCPSO2 f 1 0.00e + 00 ± 0.00e + 00 0.00e + 00 ± 0.00e + 00 = 0.00e + 00 ± 2.27e − 14 = 3.08e − 03 ± 1.05e − 02 + f 2 1.09e + 03 ± 1.15e + 03 0.00e + 00 ± 0.00e + 00 -2.54e + 03 ± 5.07e + 03 + 1.80e + 06 ± 1.21e + 06 + f 3 6.86e + 02 ± 2.61e + 03 7.69e − 02 ± 6.40e − 01 -1.41e + 05 ± 1.23e + 06 + 7.41e + 07 ± 1.12e + 08 + f 4
1.64e + 01 ± 1.46e + 01 0.00e + 00 ± 0.00e + 00 -3.82e + 00 ± 3.15e + 01 -1.05e + 04 ± 2.69e + 03 + f 5 0.00e + 00 ± 0.00e + 00 0.00e + 00 ± 0.00e + 00 = 0.00e + 00 ± 7.01e − 14 = 2.20e − 02 ± 6.13e − 02 + f 6 8.05e + 00 ± 3.77e + 00 6.95e + 00 ± 8.44e + 00 -5.70e + 00 ± 4.83e + 00 -4.67e + 00 ± 7.85e + 00 = f 7 1.16e + 00 ± 6.98e − 01 6.36e + 13 ± 6.32e + 14 + 7.37e + 00 ± 1.02e + 01 + 3.99e + 01 ± 1.26e + 01 + f 8 2.04e + 01 ± 1.02e − 01 2.04e + 01 ± 1.16e − 01 = 2.05e + 01 ± 9.69e − 02 + 2.04e + 01 ± 7.48e − 02 + f 9
6.00e + 00 ± 1.02e + 00 1.51e + 01 ± 4.02e + 00 + 2.16e + 00 ± 1.39e + 00 -5.48e + 00 ± 8.99e − 01 -f 10 1.44e − 01 ± 8.94e − 02 1.60e − 02 ± 1.36e − 02 -1.06e − 01 ± 8.03e − 02 -1.93e + 00 ± 9.27e − 01 + f 11 1.31e − 10 ± 5.64e − 10 2.56e + 02 ± 2.89e + 02 + 2.89e + 00 ± 1.72e + 00 + 2.76e + 00 ± 1.85e + 00 + f 12 1.13e + 01 ± 4.34e + 00 3.30e + 02 ± 3.15e + 02 + 1.02e + 01 ± 4.53e + 00 -3.39e + 01 ± 1.02e + 01 + f 13 1.55e + 01 ± 6.17e + 00 2.29e + 02 ± 2.76e + 02 + 1.94e + 01 ± 8.85e + 00 + 4.22e + 01 ± 8.88e + 00 + f 14 3.90e + 01 ± 3.62e + 01 1.78e + 03 ± 4.21e + 02 + 1.08e + 02 ± 9.77e + 01 + 8.67e + 01 ± 6.15e + 01 + f 15 9.43e + 02 ± 2.74e + 02 1.78e + 03 ± 4.00e + 02 + 7.56e + 02 ± 2.63e + 02 -1.03e + 03 ± 2.70e + 02 + f 16 7.49e − 01 ± 2.83e − 01 3.90e − 01 ± 3.24e − 01 -5.74e − 01 ± 4.62e − 01 -1.31e + 00 ± 2.35e − 01 + f 17 1.03e + 01 ± 1.08e − 01 9.74e + 02 ± 3.03e + 02 + 1.32e + 01 ± 1.92e + 00 + 1.79e + 01 ± 2.64e + 00 + f 18 2.32e + 01 ± 5.90e + 00 1.03e + 03 ± 3.15e + 02 + 2.02e + 01 ± 5.18e + 00 -5.82e + 01 ± 6.30e + 00 + f 19 5.43e − 01 ± 1.52e − 01 1.18e + 00 ± 4.76e − 01 + 6.57e − 01 ± 2.22e − 01 + 1.00e + 00 ± 3.69e − 01 + f 20 2.99e + 00 ± 3.46e − 01 4.79e + 00 ± 2.72e − 01 + 2.73e + 00 ± 6.04e − 01 -3.59e + 00 ± 2.16e − 01 + f 21 3.80e + 02 ± 6.01e + 01 3.87e + 02 ± 5.04e + 01 = 3.98e + 02 ± 1.99e + 01 + 3.68e + 02 ± 6.68e + 01 -f 22 1.73e + 02 ± 5.65e + 01 2.32e + 03 ± 4.07e + 02 + 1.77e + 02 ± 1.37e + 02 = 1.23e + 02 ± 6.60e + 01 -f 23 1.08e + 03 ± 2.89e + 02 2.24e + 03 ± 4.28e + 02 + 8.43e + 02 ± 3.48e + 02 -1.37e + 03 ± 2.82e + 02 + f 24 2.11e + 02 ± 1.24e + 01 3.73e + 02 ± 1.36e + 02 + 2.05e + 02 ± 5.21e + 00 -2.11e + 02 ± 1.80e + 01 + f 25 2.12e + 02 ± 5.16e + 00 2.61e + 02 ± 5.29e + 01 + 2.01e + 02 ± 8.24e + 00 -2.12e + 02 ± 1.46e + 01 -f 26 1.83e + 02 ± 3.10e + 01 2.57e + 02 ± 1.09e + 02 + 1.40e + 02 ± 4.16e + 01 -1.71e + 02 ± 2.37e + 01 -f 27 4.87e + 02 ± 5.37e + 01 4.01e + 02 ± 9.94e + 01 -3.04e + 02 ± 1.72e + 01 -4.33e + 02 ± 5.71e + 01 -f 28 2.96e + 02 ± 2.80e + 01 1.22e + 03 ± 1.13e + 03 + 3.04e + 02 ± 5.53e + 01 + 4.01e + 02 ± 1.63e + 02 + In order to give a further insight into the results presented above, we ranked the algorithms under study by means of the Holm-Bonferroni procedure [9] , as described in [6] , with level of confidence set to 0.05. For the sake of completeness, in this analysis we included also the original EPSDE algorithm [16] (whose results are not reported in Tables 1-4 due to space limitations), executed with the same setting of EPSDE-LS but without pool of local search. Table 5 displays the ranks, z j values, p j values, and corresponding δ/j obtained in this way. The rank of EPSDE-LS is shown in parentheses in the table caption. Moreover, we indicate whether the null-hypothesis (that the two algorithms have indistinguishable performances) is "Rejected", i.e. EPSDE-LS statistically outperforms the algorithm under consideration, or "Accepted" if the distribution of values can be considered the same (there is no statistic out-performance). It can be seen that the proposed EPSDE-LS has the highest rank amongst all the algorithms considered in this study. It can be observed also that the null-hypothesis is rejected in all the cases, i.e. the global performance of EPSDE-LS over the two benchmarks is superior to the global performance of all the other algorithms considered in this study. 
CMAES MDE-pBX CCPSO2 f 1 0.00e + 00 ± 0.00e + 00 0.00e + 00 ± 1.18e − 13 = 2.27e − 13 ± 4.86e − 13 + 1.36e − 12 ± 6.01e − 12 + f 2 1.68e + 06 ± 8.26e + 05 0.00e + 00 ± 1.54e − 13 -2.70e + 05 ± 2.62e + 05 -2.14e + 06 ± 1.04e + 06 + f 3 1.03e + 06 ± 2.13e + 06 9.24e + 01 ± 4.00e + 02 -5.19e + 07 ± 1.18e + 08 + 1.13e + 09 ± 1.18e + 09 + f 4 2.17e + 04 ± 5.55e + 03 0.00e + 00 ± 1.29e − 13 -3.49e + 02 ± 3.18e + 02 -5.64e + 04 ± 2.09e + 04 + f 5 0.00e + 00 ± 3.01e − 14 9.09e − 13 ± 2.46e − 12 + 1.09e − 10 ± 1.00e − 09 + 3.04e − 07 ± 8.74e − 07 + f 6
1.05e + 01 ± 5.75e + 00 4.83e + 00 ± 1.28e + 01 -3.41e + 01 ± 2.77e + 01 + 3.44e + 01 ± 2.78e + 01 + f 7 2.78e + 01 ± 9.88e + 00 3.51e + 08 ± 3.49e + 09 + 5.61e + 01 ± 1.90e + 01 + 1.19e + 02 ± 2.33e + 01 + f 8 2.10e + 01 ± 6.30e − 02 2.10e + 01 ± 5.49e − 02 + 2.10e + 01 ± 5.93e − 02 + 2.10e + 01 ± 5.44e − 02 + f 9 3.14e + 01 ± 1.65e + 00 4.42e + 01 ± 7.09e + 00 + 2.16e + 01 ± 4.36e + 00 -3.02e + 01 ± 2.20e + 00 -f 10 2.60e − 02 ± 1.60e − 02 2.01e − 02 ± 1.71e − 02 -1.81e − 01 ± 1.10e − 01 + 2.00e − 01 ± 9.45e − 02 + f 11 2.18e − 03 ± 3.82e − 03 1.05e + 02 ± 2.55e + 02 + 4.68e + 01 ± 1.54e + 01 + 5.76e − 01 ± 6.49e − 01 + f 12 6.63e + 01 ± 2.02e + 01 8.08e + 02 ± 9.37e + 02 = 6.91e + 01 ± 2.20e + 01 = 2.13e + 02 ± 5.62e + 01 + f 13 1.06e + 02 ± 2.51e + 01 1.65e + 03 ± 1.67e + 03 + 1.50e + 02 ± 3.56e + 01 + 2.58e + 02 ± 4.39e + 01 + f 14 5.69e + 02 ± 2.06e + 02 5.39e + 03 ± 7.64e + 02 + 1.20e + 03 ± 4.25e + 02 + 6.57e + 00 ± 3.69e + 00 -f 15 4.71e + 03 ± 8.51e + 02 5.29e + 03 ± 6.36e + 02 + 4.01e + 03 ± 7.00e + 02 -4.03e + 03 ± 4.77e + 02 -f 16 1.63e + 00 ± 4.89e − 01 1.23e − 01 ± 1.06e − 01 -1.32e + 00 ± 8.61e − 01 -2.40e + 00 ± 4.03e − 01 + f 17 3.27e + 01 ± 7.89e − 01 4.07e + 03 ± 8.51e + 02 + 6.89e + 01 ± 1.24e + 01 + 3.13e + 01 ± 4.89e − 01 -f 18 8.87e + 01 ± 2.31e + 01 3.95e + 03 ± 7.79e + 02 + 8.31e + 01 ± 1.66e + 01 = 2.44e + 02 ± 5.78e + 01 + f 19 2.46e + 00 ± 5.06e − 01 3.50e + 00 ± 9.05e − 01 + 9.10e + 00 ± 4.94e + 00 + 8.55e − 01 ± 1.71e − 01 -f 20 1.19e + 01 ± 5.30e − 01 1.50e + 01 ± 4.97e − 02 + 1.09e + 01 ± 7.97e − 01 -1.39e + 01 ± 4.52e − 01 + f 21 3.00e + 02 ± 7.94e + 01 3.09e + 02 ± 8.58e + 01 + 3.09e + 02 ± 7.63e + 01 + 2.58e + 02 ± 7.21e + 01 = f 22 7.70e + 02 ± 2.52e + 02 6.92e + 03 ± 9.35e + 02 + 1.11e + 03 ± 5.46e + 02 + 1.21e + 02 ± 7.28e + 01 -f 23 4.86e + 03 ± 6.99e + 02 6.78e + 03 ± 7.36e + 02 + 4.47e + 03 ± 7.32e + 02 -5.26e + 03 ± 7.22e + 02 + f 24 2.79e + 02 ± 7.17e + 00 7.93e + 02 ± 5.89e + 02 + 2.31e + 02 ± 1.11e + 01 -2.81e + 02 ± 1.08e + 01 + f 25 2.92e + 02 ± 5.00e + 00 3.81e + 02 ± 1.54e + 02 + 2.75e + 02 ± 1.55e + 01 -3.03e + 02 ± 6.25e + 00 + f 26 2.16e + 02 ± 5.13e + 01 4.66e + 02 ± 4.25e + 02 + 2.16e + 02 ± 4.31e + 01 -2.02e + 02 ± 4.53e + 00 -f 27 1.09e + 03 ± 4.99e + 01 8.17e + 02 ± 2.09e + 02 -6.55e + 02 ± 1.13e + 02 -1.07e + 03 ± 1.13e + 02 = f 28 3.00e + 02 ± 2.16e − 13 1.94e + 03 ± 3.38e + 03 + 3.11e + 02 ± 1.11e + 02 + 5.43e + 02 ± 5.77e + 02 + Table 3 . Average Error ± Standard Deviation and Wilcoxon Rank-Sum Test (reference =EPSDE-LS) on CEC2013 [15] in 50 dimensions.
