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INTRODUCTION GENERALE : 
 
      Dans l’industrie, l’augmentation du taux de production avec minimisation des coûts est 
un objectif stratégique et pour arriver à tous cela il est nécessaire de connaître le système et 
identifie ces paramètres. Dans les dernières années, l’identification des systèmes a connu 
un développement considérable tant sur le plan des applications des techniques existantes 
que sur le plan de développement de nouvelles techniques. 
      L’identification des systèmes non linéaire s’appuie sur le fait d’avoir un modèle qui 
représente le système non linéaire tout en se basant sur l’ajustement des paramètres de telle 
sorte que le modèle du système identifié soit similaire au système inconnu (réel). 
L’identification se fait généralement en deux étapes, dont la première consiste à trouver un 
modèle de représentation mathématique, ceci sera assuré à partir d’une suite de mesure 
d’entrée –sortie du système à identifie. Dans la deuxième étape se fera l’estimation des 
paramètres, cette dernière se base sur un critère d’erreur entre la sortie directe et la sortie 
du modèle d’identification. Lorsqu’on désire obtenir un modèle paramétrique pour un 
processus (système), c’est-à-dire une relation mathématique comprenant un nombre fini de 
termes (par exemple fonction de transfert, équation différentielle ou aux différences), on 
peut souhaiter en premier lieu exprimer les lois physiques connues régissant son 
fonctionnement et en déduire la relation mathématique cherchée; on parle alors de modèle 
de connaissance.  
        La théorie des technique d’identification sont adapté aux problèmes linéaires mais en 
pratique ces méthodes ne s‘avèrent pas toujours applicables a cause de non linéarité. Donc 
des nouvelles méthodes s’avèrent nécessaire pour l’identification de ces systèmes tels que 
les réseaux de neurones, logique floue …etc.  
         L’identification des systèmes non linéaires par réseaux de neurones a fait l'objet de 
nombreux travaux de recherche depuis une trentaine d'années à cause de la capacité 
d'apprentissage, d'approximation et de généralisation que possèdent ces réseaux [50][51]. 
En effet, cette nouvelle approche fournit une solution efficace à travers laquelle de larges 
classes des systèmes non linéaires peuvent être modélisés sans une description 
mathématique précise.  
        L’objective du présent travail consiste en l’exploitation des réseaux de neurone 
artificiels (RNA) à l’identification des systèmes non linéaires. En effet, les RNA eux-
mêmes sont des structures à modèles boite-noire non linéaires, ils ont une capacité 
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d’approximation générale des systèmes non linéaires. Le but visé par ce travail c’est de 
voir l’effet du choix de l’architecture d’un RNA sur la procédure d’identification voire la 
validation du modèle estimé. Plusieurs modèles non linéaires existent dans la littérature 
tels que : NFIR, NARX, NARMAX, etc... 
     Ce mémoire est composé de quatre chapitres répartis comme suit :   
     Le premier chapitre présente des généralités sur l’identification, quelques points 
importants concernant son utilité et son importance ont été donnés. Les différents types de 
modèles de systèmes sont définis ainsi que les étapes de l’identification, et les algorithmes 
d’adaptation  qui sont des éléments essentiels de l’identification.       
     Le deuxième chapitre donne un aperçu général sur les réseaux de neurones; les 
définitions et les concepts de base. 
     Le troisième chapitre détaille le problème d'identification des systèmes non linéaires en 
utilisant les réseaux de neurones en utilisant deux architectures différentes (réseau 
multicouches MLP et réseau fonctions radiales de base RBF).   
     Dans le quatrième chapitre nous présenterons l’identification par réseaux de neurones 
sur la machine asynchrone, et pour cela en utilisant deux architectures différentes des 
réseaux de neurones (MLP et RBF). 
   Enfin, la conclusion générale présente le bilan de ce travail ainsi que les perspectives 
envisagées. 




      Le problème d'identification des systèmes suscite un grand intérêt et ce depuis 
plusieurs décennies. L’activité de recherche menée autour de ce problème a fait l’objet de 
très nombreux colloques et séminaires et a donné lieu à d’innombrables publications. Si 
l'identification des systèmes linéaires est maintenant arrivée à maturité, celle des systèmes 
non linéaires reste à ce jour un thème de recherche loin d’être tari.  
      Identifier un système, c’est caractériser un système nommé modèle à partir de la 
connaissance expérimentale des entrées et des sorties du système réel. On appelle le 
système non linéaire, un système ne pouvant pas être représenté par une équation 
différentielle ordinaire  à coefficients constants, c'est-à-dire pour lequel le théorème de 
superposition ne s'applique pas. 
      Le problème de la détermination des lois physiques constitue un problème de 
modélisation  qui dans certains cas, lorsque les paramètres sont connus avec suffisamment 
de précision, peut suffire. Le problème d’identification est d’établir des modèles 
mathématiques (approximatifs) basés sur des mesures prises sur le système à identifier [1]. 
I.2.MODELISATION DES PROCESSUS : 
      Les systèmes réels sont difficiles à étudier, donc on est amené à les représenter 
mathématiquement pour pouvoir les commander. Le problème posé est: comment obtient 
on ce modèle mathématique? C'est ce qu'on appelle identification ou modélisation des 
processus. Un processus est un objet soumis à des actions externes, à l'intérieur duquel des 
grandeurs interagissent, et sur lequel on peut faire des mesures. Un modèle est une 
représentation de la réalité visible ou observable. Modéliser c'est «remplacer du visible 
compliqué avec de l'invisible simple», Le but de toute modélisation de processus est de 
construire un modèle, c'est-à dire une représentation mathématique de son fonctionnement. 
Ce modèle sera utilisé pour effectuer des prédictions de la sortie du processus, ou pour la 
conception d'un correcteur, ou encore pour simuler le processus au sein d'un système de 
commande [1]. 
I.3.PRINCIPE DE LA MODELISATION MATHEMATIQUE : 
 
Elle peut se faire de deux façons différentes : 
      La modélisation mathématique est une représentation qui traduit le fonctionnement 
d’un système à travers des relations mathématiques liant les différentes variables du 
système.  
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I.3.1.Modélisation théorique :  
La représentation du système est faite à partir des lois (physiques, chimiques, 
biologiques, etc.) régissant le fonctionnement du système. Il est donc nécessaire d’avoir 
une connaissance complète du système. Cette modélisation peut présenter des difficultés 
lorsqu’elle est appliquée à des systèmes complexes. Les modèles de ce type sont appelés 
modèles de connaissance ou modèles de type « boîte blanche ». 
I.3.2.Modélisation expérimentale : 
       La représentation est faite sur la base de données recueillie sur le système à modéliser. 
Cette représentation ne requiert aucune connaissance du système. Les modèles de ce type 
sont appelés modèles de représentation ou de type « boîte noire ». Ils sont représentés en 
général sous la forme d’une relation de type « entrée-sortie ». 
Dans certains cas, des connaissances a priori sur le système permettent de fixer la 
structure du modèle. La combinaison de ces connaissances a priori et des données 
expérimentales recueillies permet d’aboutir à une représentation du système communément 
appelée modèle de type « boîte grise ».L’établissement de ce type de modèle est une 
procédure itérative comportant cinq phases [2] (figure.I.1) : 
I.3.2.1.Extraction de données : 
      Durant cette phase, des mesures sont effectuées sur les variables sensés caractérisés le 
système. Ces variables peuvent être des variables externes qui agissent sur le système 
(entrées de commande ou perturbations mesurables), des variables internes qui traduisent 
l’état du système (variables d’état), ou la réponse du système (variable de sortie). Il existe 
souvent des perturbations non mesurables qui agissent sur le système (en entrée ou en 
sortie) rendant plus difficile sa modélisation. 
I.3.2.2.Choix de la structure du modèle : 
     Il s’agit de définir d’une façon formelle la relation expliquant le fonctionnement du 
système. Cette relation correspond à une famille de fonctions mathématiques dont une 
seule correspond au modèle recherché. 
I.3.2.3.Choix du critère d’estimation paramétrique :  
     C’est le choix de la fonction objectif (fonction coût) dont l’optimisation (minimisation) 
permet de déterminer la structure du modèle de façon unique. Ce critère est fonction de 
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l’écart entre la sortie du système et celle du modèle. Le critère quadratique est 
généralement choisi. 
I.3.2.4.Estimation paramétrique : 
    Après avoir choisi  la structure du modèle, il faut estimer les paramètres de ce dernier. 
Ces paramètres  sont  les  poids  de connexions  entres  les  neurones  qui  sont adaptés  de 
telle  sorte  à minimiser un critère de performance  
I.3.2.5.Validation du modèle : 
    C’est une procédure qui permet d’évaluer l’exactitude (ou la fidélité) du modèle. 
Pendant cette phase, le modèle est testé avec des données non utilisées pendant la phase 
d’identification. 
 





Paramètres du modèle  
Validation? Utilisation 
Oui Non 
Figure I.1. Identification d'un système.  
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I.4.IDENTIFICATION DES PARAMETRES D’UN PROCESSUS 
DYNAMIQUE : 
      L’identification c’est l’opération de détermination des caractéristiques dynamiques 
d’un procédé (système). On s’intéresse à l’identification des modèles dynamiques 
paramétriques échantillonnées qui sont les plus appropriés pour la conception et 
l’ajustement des systèmes numériques [3][4].   
I.4.1.Identification non paramétrique : 
      Les méthodes non paramétriques se comportent de façon neutre vis-à-vis des données, 
se refusant à inclure trop d’à priori sur la véritable nature du signal. Elles consistent à 
déterminer ce qui aurait été fait dans le cas idéal d’un signal déterministe connu et à bâtir 
des estimateurs point par point de l’autocorrélation et du spectre.   
I.4.2.Identification paramétrique : 
       Les méthodes paramétriques consistent à ajuster un modèle aux données observées. 
Les paramètres des modèles, en nombre faible, caractériseront le signal ; on pourra ainsi 
injecter des connaissances à priori sur le processus dynamique qui a engendré le signal.   
       La procédure standard pour réaliser cet ajustement est l’identification paramétrique 
dont le schéma est rappelé en figure (I.2). 
 
 
      Cette procédure comporte un très grand nombre de variantes, correspondant au choix à 
priori, au niveau du modèle, du critère de mesure d’erreur de l’entrée choisie et de 









Figure I.2.Schéma d’identification paramétrique. 
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      Les avantages qui peuvent en être attendus sont la souplesse de l’analyse, 
l’introduction naturelle d’informations à priori, la parcimonie de la représentation et des 
choix variés d’espèces de représentations paramétriques et offre d’autres possibilités telles 
que : 
 Modélisation des bruits. 
 Identification des modèles de perturbation.  
 Détection et mesure des fréquences d'oscillations  
 Analyse spectrale des signaux.  
I.5.STRUCTURES DES MODELES NON LINEAIRES : 
      La construction d’un modèle « boite noire » d’un système repose sur l’hypothèse selon 
laquelle il existe une relation déterministe liant les entrées du système à sa sortie. D’une 
manière générale, le modèle prédictif de comportement d’un système dynamique non 
linéaire peut s’écrire sous la forme: 
ݕ௦ (ݐ + ℎ) = ܨ௦൫ ݑ(ݐ), ݕ෤(ݐ)൯ + ݁(ݐ + ℎ)                                                                          (I.1) 
Où : 
    ݕ௦(ݐ + ℎ) est la sortie du système à l’instant ݐ + ℎ, ℎ étant le pas de prédiction ; ܨ௦(·) 
est une fonction non linéaire déterministe inconnue, appelée prédicateur théorique ; ݑ(ݐ)est 
un vecteur dont les composantes sont des éléments des entrées externes du système à 
l’instant t : 
ݑ(ݐ) = [ݑଵ(ݐ), ݑଵ(ݐ − 1), ⋯ , ݑଵ(ݐ − ݊௨ଵ + 1), ⋯ , ݑ௞(ݐ), ݑ௞(ݐ − 1), ⋯ , ݑ௞(ݐ − ݊௨௞ +
1), ݑ௡௜(ݐ), ݑ௡௜(ݐ − 1), ⋯ , ݑ௡௜(ݐ − ݊௨௡௜ + 1)]்                                                                 (I.2) 
Avec nuk l’ordre de l’entrée uk, k = 1, . . ., ni, ni étant le nombre d’entrées ; ݕ෤௦(ݐ)est un 
vecteur dont les composantes sont liées à l’état du système à l’instant t ,on peut avoir par 
exemple : 
ݕ෤(ݐ) = [ݕݏ(ݐ), ݕݏ(ݐ −  1), . . . , ݕݏ(ݐ −  ݊ݕݏ +  1) ]்                                                          (I.3) 
Avec nys l’ordre de la sortie ys ; 
e(t+h) est une variable aléatoire de moyenne nulle et de variance σ2  représentant le bruit.                   
La représentation formelle donnée par la relation (I.1) intègre les connaissance sa priori du 
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système ainsi que des hypothèses concernant son comportement : connaissance des 
variables descriptives, caractère statique ou dynamique, linéaire ou non linéaire, présence 
ou absence de perturbations. 
      Le modèle est statique si la sortie à l’instant t ne dépend que des entrées à l’instant t, il 
est dynamique si la sortie dépend aussi des entrées et des sorties précédentes. Le modèle 
est linéaire si ys(t+h) est une combinaison linéaire de u(t) et de ݕ෤(t).Dans le cas contraire, il 
est non linéaire. Le modèle est récurrent si ݕ෤(t)comporte des variables d’état estimés à 
l’instant t . A l’inverse, si la sortie du modèle ne dépend que des entrées et des sorties 
mesurées. 
      L’estimation paramétrique des modèles non linéaires récurrents est un problème majeur 
en identification. 
      En considérant la sortie du système comme une variable aléatoire ௦ܻ(t) dont une 
réalisation est ys(t), on peut écrire [5] : 
௦ܻ(ݐ + ℎ) = ܧ[ ܻݏ(ݐ + ℎ)|ݐ ] + ݁(ݐ + ℎ)                                                                          (I.4) 
   Où est l’espérance mathématique conditionnelle de Ys(t + h), lorsqu’on dispose de toutes 
les informations disponibles jusqu’à l’instant t, et e(t +h) correspond à la partie non 
prédictible de Ys(t + h) à l’instant t (erreur de modélisation).La sortie y du système, donnée 
par le modèle Fs(·), est : 
ݕ(ݐ + ℎ) = ܧ[ ܻݏ(ݐ + ℎ)|ݐ ] = ܨ௦(ݑ(ݐ), ݕ෤௦(ݐ))                                                                 (I.5) 
La fonction Fs(·) est approchée par la fonction F(·) de structure connue paramétrée par un 
vecteur θ. La sortie ݕොestimée par ce prédicteur réel est : 
ݕො(ݐ + ℎ) = ܨ(ݑ(ݐ), ݕ෤௦(ݐ), ߠ) = ܨ(߮(ݐ), ߠ)                                                                     (I.6) 
    Où ߮(ݐ) = [ݑ(ݐ)் , ݕ෤௦(ݐ)்]்est le vecteur de régression ou d’information constitué de 
l’ensemble des variables explicatives du système dans la zone de validité du modèle. Il est 
obtenu par la concaténation des éléments des vecteurs  ݑ(ݐ) et ݕ෤(ݐ). Chaque élément de 
߮(ݐ) est appelé régresseur. 
L’erreur de prédiction du modèle est obtenue par : 
ߝ(ݐ) = ݕ௦(ݐ) − ݕො(ݐ)                                                                                                          (I.7) 
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      La détermination des régresseurs est un problème majeur rencontré en modélisation 
expérimentale. L’idéal est de ne sélectionner que les variables caractéristiques des non 
linéarités du système. Ces variables étant inconnues, plusieurs démarches sont proposées 
pour la sélection des entrées [6][7]. L’une d’elle, comme expliquée dans [7], consiste à 
choisir un ensemble de variables d’entrée le plus grand possible permettant d’obtenir le« 
modèle complet ». Les performances de ce modèle sont comparées à celles des modèles 
dont les variables d’entrée constituent des sous-ensembles des variables du « modèle 
complet». Le modèle qui présente les meilleures performances est choisi. Avec cette 
démarche le nombre de modèle croît de façon exponentielle avec le nombre de variables, 
ce qui complique la mise en œuvre. Des stratégies sous-optimales (décrites dans [7]) mais 
plus simples à mettre en œuvre sont souvent utilisées en pratique. Il s’agit de la stratégie 
d’élimination (« step wise back ward regression») et de la stratégie de construction (« step 
wise forward regression»). 
       La description du système donnée par l’équation (I.6) conduit à deux questions 
fondamentales : l’identification structurelle de la fonction F(·) et l’estimation paramétrique. 
L’identification structurelle consiste à choisir une structure de F(·) adéquate pour la 
description du système. L’estimation paramétrique de F(·) consiste à estimer la valeur ߠ෠ de 
ߠ qui minimise une norme de l’écart entre la sortie réelle du système ݕ௦ et celle du modèle 
ݕො pour l’ensemble des observations : 
ߠ෠ = arg  ݉݅݊ఏ (‖ݕ௦(ݐ + ℎ) − ܨ(߮(ݐ), ߠ)‖)                                (I.8) 
La valeur ߠ෠ détermine la structure choisie pour F(·) de façon unique.  
La variété des modèles de représentation des systèmes dynamiques non linéaires repose sur 
le choix de la structure de la fonction F(·). 
I.5.1.Modèles de systèmes à base de blocs structurés : 
      Un moyen relativement simple pour la représentation du comportement non linéaire 
d’un système repose sur l’utilisation de modèles à base de blocs structurés ( Block oriented 
models) [8]. Ces derniers sont élaborés grâce à la combinaison de deux blocs de base : un 
élément non linéaire statique et un élément linéaire dynamique. 
La combinaison de ces deux blocs peut conduire à l’élaboration d’un grand nombre de 
structures de modèles. Parmi les différents modèles à base de blocs structurés, les modèles 
le Hammerstein et de Wiener sont probablement les plus répandus. Ils se présentent sous la 
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forme d’un modèle dynamique linéaire en cascade avec un élément statique de type non 
linéaire. 
L’identification des systèmes non linéaires à l’aide de blocs structurés  remonte au 
milieu des années 60 [8] et a été largement abordée dans la littérature [9]. Bien que 
considérablement exploités pour la modélisation, la commande et le diagnostic, ces 
modèles font toujours l’objet de nombreux travaux de recherche. 
a. Le modèle de Hammerstein : 
Le modèle de Hammerstein se compose d’un élément statique non linéaire suivi d’un 







Figure I.3. Modèle de type Hammerstein. 
La représentation d’état du modèle de type Hammerstein est donnée par : 
ݒ(ݐ)  = ݂(ݑ(ݐ))                                                                                                                 (I.9) 
ݔ(ݐ + 1) =  ܣݔ(ݐ)  + ܤݒ(ݐ)                                                                                           (I.10) 
ݕ(ݐ) =  ܥݔ(ݐ)  + ܦݒ(ݐ)                                                                                                 (I.11) 
Où  x ∈ Rn est l’état, u ∈ Rr le signal d’entrée du modèle, v∈ Rm le signal d’entrée du bloc 
dynamique linéaire, f(.) : RrRm la fonction vectorielle caractérisant l’élément statique non 
linéaire et y∈ Rp le signal de sortie du modèle. Il convient de remarquer que les seules 
grandeurs accessibles physiquement sont le signal d’entrée u(t)et le signal de sortie y(t) . 
Le signal v(t) est un signal fictif de modélisation et n’est pas accessible. 
Les modèles de Hammerstein se révèlent bien adaptés à la caractérisation, au moyen 
d’un modèle linéaire, du comportement dynamique d’un système dont l’actionneur 
présente un caractère non linéaire ( saturation, zone morte, etc..). 
Elément statique 
non linéaire 
Elément dynamique linéaire 
u(t) y(t) v(t) 
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b. Le modèle de Wiener : 
D’un point de vue structurel, le modèle de type Wiener est le pendant du modèle de 
Hammerstein. Il s’obtient en inversant l’ordre des éléments de base. Sa structure est 





Figure I.4.Modèle de type Wiener. 
La représentation d’état du modèle de type Wiener est donnée par : 
ݔ(ݐ + 1) =  ܣݔ(ݐ)  + ܤݑ(ݐ)                                                                                           (I.12) 
ݒ(ݐ) =  ܥݔ(ݐ)  + ܦݑ(ݐ)                                                                                                  (I.13) 
ݕ(ݐ) =  ݂(ݒ(ݐ))                                                                                                              (I.14) 
   Où  x ∈ Rn est l’état, u ∈ Rm le signal d’entrée du modèle, v∈ Rr le signal d’entrée du bloc 
statique non linéaire, f(.) : RrRp la fonction vectorielle caractérisant l’élément statique non 
linéaire et y∈ Rp le signal de sortie du modèle. Comme dans le cas du modèle de 
Hammerstein, les seules grandeurs physiquement accessibles sont le signal d’entrée u(t) et 
le signal de sortie y(t). 
Les modèles de Wiener se révèlent bien adaptés à la caractérisation, au moyen d’un 
modèle linéaire, du comportement dynamique d’un système dont le capteur présente un 
caractère non linéaire. 
c. Modèle de type Hammerstein-Wiener : 
La combinaison des deux structures (Hammerstein et Wiener ) permet d’élaborer des 
modèles plus complexes. Ainsi, par exemple, le modèle de type Hammerstein-Wiener dont 
la représentation d’état est donnée par : 
ݕ(ݐ) =  ݂(ݑ(ݐ))                                                                                                               (I.15)  
ݔ(ݐ + 1) =  ܣݔ(ݐ)  + ܤݒ(ݐ)                                                                                            (I.16) 
Elément dynamique linéaire 
Elément statique non linéaire 
u(t) y(t) v(t) 
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ݏ(ݐ) =  ܥݔ(ݐ)  + ܦݑ(ݐ)                                                                                                  (I.17) 
ݕ(ݐ) =  ሚ݂(ݏ(ݐ))                                                                                                               (I.18) 
est obtenu en considérant un modèle de Hammerstein suivi d’un modèle de Wiener. Un 
modèle de type Wiener-Hammerstein peut également être obtenu par ce même principe 









Figure I.5.Modèle de type Wiener-Hammerstein. 
Il est également possible d’imaginer d’autres combinaisons plus complexes en 
introduisant par des boucles de rétroaction [10][11] telles que celles illustrées sur la figure 
(I.5). Remarquons toutefois qu’en pratique ces formes très élaborées peuvent se révéler 
difficilement exploitables. 
I.5.2.Modèles de systèmes à base d’une approche multimodèles : 
La représentation multimodèles d’un système non linéaire peut être obtenue à partir de 
différentes structures. Une représentation d’état de sous-modèles permet de les mettre 
facilement en évidence. Cette représentation d’état du multimodéles revêt l’avantage  
d’être compacte, simple et plus générale qu’une présentation sous la forme d’une équation 
de régression entrée/sortie.  
      Deux grandes familles de multimodèles sont répertoriées selon que les sous-modèles 
sont homogènes dans le sens où ils partagent la même structure et le même espace d’état ou 
hétérogènes, c-à-d que leur structure et leur espace d’état diffèrent. Dans la référence [12] 
Elément dynamique linéaire Elément statique non linéaire 
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on met en évidence, dans un contexte de modélisation floue directement transposable au 
cadre multimodèle, deux structures essentielles de multimodèles. Leur différence provient 
de la façon dont les sous-modèles sont combinés. La première structure, connue sous 
l’appellation de multimodèles de Takagi-Sugeno, est constituée de sous-modèles partageant 
un vecteur d’état unique (sous-modèles homogènes). Dans la seconde, connue sous 
l’appellation de multimodèles découplé, les sous-modèles possèdent chacun un vecteur 
d’état indépendant (sous-modèles hétérogènes). 
a. Multimodèles de Takagi-Sugeno : 
La structure du multimodèles de Takagi-Sugeno (T.S) ou à états couplés, initialement 
proposée dans un contexte de modélisation floue par Takagi-Sugeno dans les années80, a 
été depuis, largement popularisée dans un contexte multimodèles par les travaux de 
Johansen et Foss[16]. Elle est certainement la structure la plus couramment utilisée dans le 
cadre de l’approche multimodèles. Le multimodèles de T.S est connu sous différents 
appellations : réseaux de modèles locaux à mélange de paramètres (local model network by 
blending the parameters),multimodèles à modèles locaux couplé ou à état couplé ou 
encore multimodèles à état unique, etc... 
La représentation dans l’espace d’état de ce multimodèles est donnée par : 
ݔ௜(ݐ + 1)  =  ܣ௜ݔ(ݐ)  + ܤ௜ݑ(ݐ)                                                                                       (I.19) 
ݔ(ݐ + 1)  =  ∑ ߤ௜௅௜ୀଵ (ߞ(ݐ))ݔ௜(ݐ + 1)                                                                              (I.20) 
ݕ(ݐ)  =  ∑ ߤ௜௅௜ୀଵ (ߞ(ݐ))ܥ௜ ݔ (ݐ)                                                                                       (I.21) 
   Où  x ∈ Rn est le vecteur d’état commun aux sous-modèles, u ∈ Rm le  vecteur de 
commande, y∈ Rp  le vecteur de sortie et ζ(t) la variable d’indexation des fonctions de 
pondération µi(.). Les fonctions de pondération respectent les propriétés de somme 
convexe. 
b. Multimodèles découplé : 
L’agrégation des sous-modèles peut s’effectuer par le biais d’un deuxième mécanisme 
d’interpolation. Dans [12] on propose un multimodèles, issu de l’agrégation de sous-
modèles, qui se présente sous la forme d’une structure à états découplés. Le multimodèles 
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découplé apparait dans la littérature sous différentes appellations : réseaux de modèles 
locaux à états locaux (local-state local model network), multimodèles locaux (Muliple 
Local Model), réseaux de modèles locaux par mélange des sorties (local model network dy 
blending the outputs), multimodèles sans état commun (Multiple model with non common 
state), NFDFDS (Neuro-Fuzzy and De-coupling Fault Diagnosis Scheme). 
La représentation dans l’espace d’état de ce multimodèles est donnée par : 
ݔ௜(ݐ + 1)  =  ܣ௜ݔ௜(ݐ)  + ܤ௜ݑ(ݐ)                                                                                      (I.22) 
ݕ௜(ݐ)  = ܥ௜ݔ௜(ݐ)                                                                                                               (I.23) 
ݕ(ݐ)  =  ∑ ߤ௜௅௜ୀଵ (ߞ(ݐ))ݕ௜ (ݐ)                                                                                           (I.24) 
  Où  xi∈ Rn et yi∈ Rp  sont respectivement le vecteur d’état et le vecteur de sortie du ième 
sous-modèle et où u ∈ Rmet y∈ Rp sont respectivement le vecteur de commande et le 
vecteurde  sortie. 
I.5.3.Modèle à base de réseaux de neurones : 
Initialement étudiés en vue de modéliser le comportement du cerveau humain, les 
modèles à base de réseaux de neurones sont aujourd’hui des outils de calcul mathématique 
sophistiqué utilisés dans des domaines très divers. Un modèle neuronal est constitué de 
plusieurs unités de calcul élémentaires (les neurones artificiels), fonctionnant en parallèle. 
Chaque neurone reçoit des informations (qui peuvent être les entrées du modèle ou les 
sorties d’autres neurones), les traite, et envoie le résultat du traitement vers d’autres 
neurones. Le ou les neurones de sorties permet de reproduire le comportement du système 
à modéliser. Ces types de réseaux sont capables de représenter des systèmes très  
complexes. Il existe différents types de réseaux de neurones artificiels dont les 
Perceptrons Multi-Couches, et les Réseaux de Fonctions à Base Radiale. 
I.6. CHOIX DES CRITERES D’ESTIMATION PARAMETRIQUE ET 
DE SELECTION DE MODELE : 
      La fonction non linéaire F(·) définie par l’équation (I.6) F(·) peut être un modèle flou, 
un modèle neuronal, etc. Quelle que soit la structure adoptée pour la fonction F(·),on 
aboutit toujours à une famille de fonctions paramétrées par θ. Une procédure 
d’identification paramétrique doit permettre d’estimer θ de façon à ce qu’un critère de 
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performance J (ou fonction de coût) du modèle soit optimal. Cependant, dans la mesure où 
plusieurs possibilités existent pour représenter un seul et même système, il est nécessaire 
de disposer d’un outil de comparaison, c’est-à-dire, d’un critère de sélection de modèles. 
Cet outil, basé sur des critères de performances à atteindre, permet de sélectionner le 
meilleur modèle. 
      Par ailleurs, le choix de la structure de modèle s’accompagne de la détermination de sa 
topologie interne (par exemple, nombre de règles pour un modèle flou, nombre de 
neurones cachés pour un modèle neuronal). L’utilisation d’un critère de sélection de 
modèles permet aussi de déterminer la meilleure topologie pour une structure de modèle 
donnée. 
I.6.1. Choix du critère d’estimation paramétrique : 
      L’estimation des paramètres d’un modèle se fait en optimisant un critère de 
performance dans le but d’approcher la sortie du système par celle du modèle. Ce critère de 
performance est une fonction de l’écart (ou résidu) ε entre la sortie réelle du système et 
celle du modèle : 
ߝ(ݐ) = ݕ௦(ݐ) − ݕො(ݐ)                                                                                                        (I.25) 
Le critère quadratique est le plus utilisé. Il s’exprime par : 
 
                                                                                                                                         (I.26) 
 
Où k désigne le nombre d’observations considérées. 
Dans certains cas, si la variance du bruit varie fortement pour certaines observations, il est 
nécessaire d’utiliser le critère quadratique pondéré défini par : 
 
                                                                                                                                         (I.27) 
 
Où ω(t) est la fonction de pondération affectée au résidu ε(t), de façon à réduire l’influence 
des points situés dans les zones de forte variance. 
I.6.2. Choix du critère de sélection de modèle : 








   La structure du modèle détermine sa complexité en termes de nombre de paramètres    
nécessaires pour décrire le système et de procédure d’estimation de ces paramètres. 
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L’objectif est d’obtenir un modèle qui soit, d’une part, aussi simple que possible 
comportant un minimum de paramètres, et d’autre part, aussi précis que possible en 
disposant d’une bonne capacité de généralisation. 
     L’estimation de la capacité de généralisation d’un modèle nécessite la disposition d’une 
base de données de test n’ayant pas été utilisée dans la phase d’apprentissage. Cela réduit 
la base d’apprentissage et peut donc conduire à des pertes d’informations. Des méthodes de 
sélection de modèles basées sur la parcimonie (moins de paramètres et plus de précision) 
ont été la borées [14][15][16]. 
    La méthode de validation croisée consiste à diviser la base d’apprentissage en k sous 
ensembles de tailles identiques et à procéder à k étapes d’identification-validation. A 
chaque étape, k−1 sous ensembles sont utilisés pour l’identification et le dernier sous 
ensemble pour la validation. L’erreur quadratique moyenne de généralisation (Mean 




Où yj(·) est le modèle identifié à l’itération j et Nj la taille du sous ensemble de validation à 
l’itération j. 
      La structure de modèle permettant d’avoir la plus petite MSGE est sélectionnée. Parmi 
les différents modèles de cette structure, le modèle yj(·) ayant la plus petite erreur sur les 
données de test est choisi. 
I.7. ESTIMATION DES PARAMETRES DE MODELES : 
      L’identification paramétrique résulte de la minimisation du critère J défini par la 
relation (I.26). Cependant deux cas sont à considérer : 
 Premier cas : l’ensemble des données (base d’apprentissage DN constituée de N 
données d’observation sur le système) nécessaires à l’identification est disponible et 
l’estimation est faite sur cet ensemble simultanément : on parle alors de méthodes globales 
de minimisation. L’évaluation du critère J se fait sur toute la base d’apprentissage DN. Le 
problème d’optimisation décrit par l’équation (I.8) peut se mettre sous la forme suivante : 
ߠ෠ = arg  ݉݅݊ఏ (ܬ(ߠ, ܦே))                                                                                                (I.29) 










                                                                                                                                         (I.30) 
ߝ(ݐ, ߠ) = ݕ௦(ݐ) − ݕො(ݐ, ߠ)                                                                                                 (I.31) 
     L’inconvénient de cette approche est la nécessité de disposer de l’ensemble des 
éléments du vecteur de régression ߮(ݐ) (voir relation (I.6)) avant de pouvoir identifier le 
modèle. Cette démarche ne s’applique pas aux modèles récurrents qui, en dehors des 
données issues des mesures, font intervenir des données issues du modèle en cours 
d’identification. L’approche ne convient pas non plus à l’identification en temps réel de 
systèmes pour lesquels les données nécessaires ne sont pas entièrement disponibles. 
 Deuxième cas : certaines données nécessaires à l’identification des modèles 
récurrents ne sont pas entièrement disponibles (par exemple sorties estimés ou erreurs de 
prédiction). Il convient alors de faire une estimation récursive qui permet une estimation 
des paramètres au fur et à mesure que les données sont disponibles. La minimisation du 
critère J se fait de proche en proche sur des sous ensembles réduits de DN où toutes les 
données nécessaires sont disponibles. Cette approche est aussi adaptée à l’identification en 
temps réel de systèmes. 
      Les paragraphes suivants décrivent différentes méthodes d’estimation paramétrique des 
modèles non linéaires. 
I.7.1.Méthodes d’estimation globale : 
I.7.1.1.Optimisation linéaire : 
     Un modèle peut être non linéaire par rapport au vecteur de régression mais linéaire par 
rapport aux paramètres. Dans ce cas l’équation (I.6) peut s’écrire sous la forme : 
ݕො(ݐ + ℎ) = ܨ(߮(ݐ), ߠ) = ߶൫߮(ݐ)൯ߠ = ߔ(ݐ)்ߠ                                                            (I.32) 
Où߮(ݐ) est une fonction non linéaire du vecteur de régression ߔ(ݐ) telle que : 
ߔ(ݐ) =  ߶൫߮(ݐ)൯                                                                                                             (I.33) 
La valeur optimale θopt minimisant le critère (I.26) est obtenue par l’estimateur des 
moindres carrés : 
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ߠ෠௢௣௧ = (ߔூ் ߔூ)ିଵߔூ் ݕ௦                                                                                                    (I.34) 
Où  ߔூest la matrice d’information : 
ߔூ = ൭ߔ
(1)்⋮ߔ(ܰ)்൱                                                                                                               (I.35) 
ݕ௦est le vecteur de sortie : 
ݕ௦ = ൭
ݕ௦(1)⋮ݕ௦(ܰ)൱                                                                                                                  (I.36) 
    Dans le cas où la matrice ߔூ் ߔூest mal conditionnée (le rapport entre la plus grande 
valeur propre et la plus petite est élevé), son inversion pose problème et il n’est pas 
possible d’estimer θ par (I.34). On utilise dans ce cas une technique de régularisation 
[17][18] qui consiste à modifier le critère à minimiser en y ajoutant un terme de pénalité 
permettant d’améliorer le conditionnement de la matrice ߔூ் ߔூ. 
I.7.1.2.Optimisation non linéaire : 
    Pour les modèles non linéaires par rapport aux paramètres, l’estimation paramétrique se 
fait par une méthode itérative d’optimisation non linéaire. Cette technique est basée sur la 
recherche d’une direction de l’espace des paramètres suivant laquelle le critère J(θ, DN) 
diminue, et la modification pas à pas de θ dans cette direction. L’équation de modification 
du vecteur des paramètres θ est de la forme générale : 
ߠ෠௞ାଵ = ߠ෠௞ − ߤ௞݀௞                                                                                                           (I.37) 
Où : 
ߠ෠௞ est l’estimée de θ à l’itération k. 
ߤ௞ est le pas de recherche. 
݀௞ est la direction de recherche dans l’espace des paramètres. 
     Il existe différentes méthodes d’optimisation selon le choix de la direction de recherche 
݀௞. Nous présentons ici certaines de ces méthodes qui font intervenir le gradient ou le 
hessien du critère J. Pour ces méthodes, il est donc nécessaire que le critère J possède des 
dérivées premières ou des dérivées secondes selon le cas. 
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a. Algorithme du gradient stochastique : 
     L’algorithme du gradient stochastique  introduit par Widrow en 1970 est une 
approximation de l’algorithme du gradient déterministe. L’algorithmedu gradient 
stochastique (Least Mean Squares (LMS)) LMS est certainement l’algorithme adaptatif le 
plus populaire qui existe en raison de sa simplicité. Il pilote les paramètres du modèle 
ajustable de prédiction à partir des informations recueillies sur le système à chaque pas 
d’échantillonnage [13][19]. L’objectif de l’algorithme du gradient stochastique est de 
minimiser un critère quadratique en termes d’erreur de prédiction.  
Rappel sur la méthode du gradient : 
    Soit une fonctionnel quadratique ܬ(ݔ), et on veut trouver l’optimal de ܬ(ݔ) c'est-à-dire 




Avec μ le pas d’adaptation.  
b. Algorithme de Newton stochastique : 
     L’algorithme de Newton stochastique est désigné pour l’identification des paramètres 
du processus dynamique. Il permet de minimiser l’erreur  d’une manière plus efficace. Cet 
algorithme  est utilisé dans plusieurs applications du traitement de signal.  
b.1. Principe de la méthode : 
      La méthode de Newton est parmi les plus utilisées pour la résolution des équations. 
Considérons une fonction (ݔ) , et on cherche ݔ tel que  ݂(ݔ) =  0.  
En commençant par une valeur initiale ݔ଴ qui est assez proche de ݔ en extrapolant la 
tangente en ݔ଴ jusqu'à son intersection avec l’axe OX, on continue jusqu'à obtenir une 
valeur de ݔ tel que :  ݂(ݔ)  =  0.  
      La figure (I.6)  nous donne une description graphique de la méthode de Newton.   
D'après la figure suivante, on écrit:  
                                                                                                                                         (I.39) 
ݔො(ݐ) = ݔො(ݐ − 1) + ߤ ቈ− ߲ܬ(ݔ)߲(ݔ) ቉௫ୀ௫ො(௧ିଵ) 
 
 (I.38) 
ݐ݃(ߙ) = ݂ᇱ(ݔ଴) = ݂(ݔ଴) − ݂(ݔଵ)ݔ଴ − ݔଵ =
݂(ݔ଴)ݔ଴ − ݔଵ 
 





A partir de cette dernière équation, on peut écrire les termes suivants:  
ݔଵ = ݔ଴ − ݂(ݔ଴)݂ᇱ(ݔ଴) , ݔଶ = ݔଵ −
݂(ݔଵ)݂ᇱ(ݔଵ) , … ݔ௡ାଵ = ݔ௡ −
݂(ݔ௡)݂ᇱ(ݔ௡) 
 D’où la formule générale s'écrira:  
                                                                                                                                        (I.41) 
b.2.Equations de mise en œuvre de la méthode de Newton : 
     Soit ܬ(ݔ) une fonction quadratique, et on veut la minimiser, en utilisant la méthode 
de Newton alors on écrit :  
                                                                                                                                         (I.42) 
On pose 
                                                                                                                                        (I.43) 
 




Figure I.6.Représentation graphique de la méthode de Newton.  
 (I.40) 
ݔ(ݐ) = ݔ(ݐ − 1) − ݂[ݔ(ݐ − 1)]݂ᇱ[ݔ(ݐ − 1)] 
 
ܯ݅݊ܬ(ݔ) ⟹  ߲ܬ(ݔ)߲ݔ ฬ௫ୀ௫ො = 0
 
݂(ݔ) ⟹  ߲ܬ(ݔ)߲ݔ ቤ௫ୀ௫ො = ܬ
ᇱ(ݔ)
݂ᇱ(ݔ) ⟹  ߲ଶܬ(ݔ)߲ݔଶ ቤ௫ୀ௫ො = ܬ′
ᇱ(ݔ)   (I.44) 
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En remplaçant dans l’équation (I.42) on a :   
                                                                                                                                         (I.45) 
Cette dernière équation porte le nom : Algorithme de Newton (cas scalaire).sous la forme 
vectorielle l’équation (I.45) s’écrit :  
ݔො(ݐ) = ݔො(ݐ − 1) − [ܬᇱᇱ[ݔො(ݐ − 1)]]ିଵ[ܬᇱ[ݔො(ݐ − 1)]]்                                                      (I.46) 
Où ܬ் représente un vecteur ligne.  
c .Algorithme des moindres carrés : 
     La méthode des moindres carrés a été introduite par Karl  Gauss en 1809. Elle est 
devenue la base de toutes les méthodes d’identification et d’estimation des paramètres, 
cette méthode est basée sur la minimisation d’une fonction quadratique ܬ définie comme 
[4]: 
                                                                                                                                         (I.47) 
Où  
ߝ(ݐ):représente l’erreur de prédiction. 
ܰ: nombre d'échantillons . 
      La méthode des moindres carrés est basée sur la détermination des meilleurs 
paramètres, c’est à dire ceux qui minimiseront un certain critère d’optimalité [20].  
      Le critère représente la somme des carrés des erreurs de prédiction, et qui est 
mentionné par l'équation (I.47).  
       La minimisation du critère ܬே(ߠ) consiste à trouver un optimum, c’est à dire de 
calculer sa dérivée :  
 
                                                                                                                                         (I.48) 
 
                                                                                                                                         (I.49) 
 
ݔ(ݐ) = ݔ(ݐ − 1) − ܬᇱ[ݔ(ݐ − 1)]ܬᇱᇱ[ݔ(ݐ − 1)]




൤߲ܬே(ߠ)߲ߠ ൨ఏୀఏ෡(ே)= 0 
ቈ߲ܬே(ߠ)߲ߠ ቉ఏୀఏ෡(ே)
= − 2ܰ  ൝෍ ߮(ݐ)[ݕ(ݐ) − ߠ்߮(ݐ)]
ே
ൡอ
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A partir de ces deux dernières équations (I.48) et (I.49), on déduit la solution optimale au 
sens des moindres carrés de la forme suivante :   
ߠ෠(ܰ) = [∑ ߮(ݐ)்߮(ݐ)ே௧ୀଵ ]ିଵ. ∑ ߮(ݐ)ݕ(ݐ)ே௧ୀଵ                                                                  (I.50) 
       Nous constatons que la matrice (߮(ݐ)்߮(ݐ))  est de grandes dimensions, si le nombre 
d’échantillons ܰ est important, le calcul de son inverse n’est pas conseillé, pour cela on 
utilise l’estimation par moindres carrés récursifs.  
c.1.Algorithme des moindres carrés récursif : 
Pour la mise en œuvre de l’algorithme récursif, on pose :  
ܴ(ݐ) = ∑ ߮(݇)்߮(݇)௧௞ୀଵ = ܴ(ݐ − 1) + ߮(ݐ)்߮(ݐ)                                                      (I.51) 
D’après les équations (I.47) et (I.48), on a :  
ߠ෠(ݐ) = ܴିଵ(ݐ)ൣܴ(ݐ)ߠ෠(ݐ − 1) − ߮(ݐ)்߮(ݐ)ߠ෠(ݐ − 1) + ߮(ݐ)ݕ(ݐ)൧                                (I.52) 
ߠ෠(ݐ) = ߠ෠(ݐ − 1) + ܴିଵ(ݐ)߮(ݐ)ൣݕ(ݐ) − ߠ෠்(ݐ − 1)߮(ݐ)൧                                               (I.53) 
ߠ෠(ݐ) = ܴିଵ(ݐ) ∑ ߮(݇)ݕ(݇)௧௞ୀଵ                                                                                        (I.54) 
ߠ෠(ݐ) = ܴିଵ(ݐ)[∑ ߮(݇)ݕ(݇)௧ିଵ௞ୀଵ + ߮(ݐ)ݕ(ݐ)]                                                                 (I.55) 
 ߠ෠(ݐ) = ܴିଵ(ݐ)ൣܴ(ݐ − 1)ߠ෠(ݐ − 1) + ߮(ݐ)ݕ(ݐ)൧                                                             (I.56) 
  D’après cette dernière équation, on remarque que la solution des moindres carrés récursive 
contient le terme ܴିଵ(ݐ) qui nécessite une inversion matricielle à chaque instant t. 
Rappelons, le lemme d’inversion matricielle qui se présente sous la forme [21]  :  
[ܣ + ܤܥܦ]ିଵ = ܣିଵ  − ܣିଵܤ[ܦܣିଵܤ + ܥିଵ]ିଵܣିଵ                                                     (I.57) 
Nous posons:  
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ܣ = ܴ(ݐ − 1), ܤ = ߮(ݐ) , ܥ = 1 , ܦ = ்߮(ݐ)                                                                 (I.58) 
Or  
ܴିଵ(ݐ) = [ܴ(ݐ − 1) + ߮(ݐ)்߮(ݐ)]ିଵ                                                                             (I.59) 
En utilisant le lemme d'inversion matricielle [21], l'équation (I.59) peut se réécrire :  
 
ܴିଵ(ݐ) = ܴ(ݐ − 1) − ோషభ(௧ିଵ)ఝ(௧)ఝ೅(௧)ோషభ(௧ିଵ)ଵାఝ೅(௧)ோషభ(௧ିଵ)ఝ(௧)                                 (I.60) 
      L’introduction de la matrice du gain d’adaptation ܲ(ݐ) = ܴିଵ(ݐ), permet la mise en  
œuvre de l’algorithme des moindres carrés récursif (Recursive Least Squares(RLS)) de la 
forme suivante :  
ߠ෠(ݐ) = ߠ෠(ݐ − 1) + ܲ(ݐ)߮(ݐ)ൣݕ(ݐ) − ߠ෠்(ݐ − 1)߮(ݐ)൧                                                   (I.61) 
ܲ(ݐ) = ܲ(ݐ − 1) − ௉(௧ିଵ)ఝ(௧)ఝ೅(௧)௉(௧ିଵ)ଵାఝ೅(௧)௉(௧ିଵ)ఝ(௧)                                                                          (I.62) 
I.8.CONCLUSION : 
      Nous avons présenté deux notions très importantes, la modélisation et l’identification. 
Différents modèles non linéaires ainsi que différentes structures de représentations 
permettant leur implantation ont également été présentés. Les méthodes d’estimation 
paramétrique les plus fréquemment utilisées ont aussi été présentées. 
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II.1.INTRODUCTION : 
    Inspirés du fonctionnement du cerveau humain, les réseaux de neurones artificiels 
(RNA) occupent aujourd’hui une place prépondérante dans plusieurs domaines des 
sciences de l’ingénieur. C'est à partir de l'hypothèse que le comportement intelligent 
émerge de la structure et du comportement des éléments de base du cerveau, que les 
réseaux de neurones artificiels se sont développés. Les progrès accomplis dans la 
compréhension du fonctionnement du cerveau humain ont contribué dans une large mesure 
au développement des RNA. Cependant les scientifiques sont toujours impressionnés par 
l’architecture du système neuronal humain, sa complexité, son efficacité et sa rapidité dans 
le traitement de certains problèmes complexes que le plus puissant des ordinateurs actuels 
ne peut résoudre avec la même efficacité. 
       Ce chapitre est structuré en deux parties. Une première partie est consacrée à la 
présentation des réseaux de neurones artificiels. Nous commençons par donner une brève 
présentation de l’évolution historique de cet axe de recherche, avant de présenter le 
principe de fonctionnement des neurones artificiels, nous décrivons les bases essentielles 
des neurones biologiques ainsi que les différentes architectures de réseaux de neurones. 
Nous concluons cette partie en présentant les réseaux de neurones les plus utilisés. La 
deuxième partie de ce chapitre sera consacrée aux architectures neuronales utilisées dans 
notre mémoire qui sont le Perceptron Multi Couches et Fonctions Radiales de base. Nous 
présentons ainsi leur principe de fonctionnement avec leurs algorithmes d’apprentissage et 
nous terminerons par les différentes applications des RNA.  
II.2.HISTORIQUE : 
       L’origine de l’inspiration des réseaux de neurones artificiels remonte à 1890 quand W. 
James, célèbre psychologue américain, introduit le concept de mémoire associative. Il 
propose ce qui deviendra une loi de fonctionnement pour l’apprentissage des réseaux de 
neurones, connu plus tard sous le nom de loi de Hebb. Il a fallu attendre l’année 1943 pour 
que J. Mc Culloch chercheur en neurologie et W. Pitts mathématicien proposent le premier 
modèle mathématique et informatique du neurone (un neurone au comportement binaire). 
Ce sont les premiers à montrer que des réseaux de neurones formels simples peuvent 
réaliser des fonctions logiques, arithmétiques et symboliques complexes. C’est avec D. 
Hebb, neuropsychologue canadien, qu’arrive une nouvelle vague de développement. Il 
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publia en 1949 son livre intitulé ‘The Organization of behavior’ [22] dans lequel il expose 
ses idées sur l’apprentissage pour la première fois. Cet ouvrage sera considéré comme 
source d’inspiration pour le développement des modèles informatiques d’apprentissage et 
des systèmes adaptatifs ultérieurs. 
     Un des premiers succès remarquable de cette discipline remonte à 1957 lorsque F. 
Rosenblatt développe le modèle du Perceptron [23]. Il construit le premier neuro 
ordinateur basé sur ce modèle et l’applique au domaine de la reconnaissance des formes. 
En 1960, B.Widrow et T.Hoff développent le modèle Adaline (Adaptative Linear Neuron). 
Dans sa structure, le modèle ressemble au Perceptron, cependant la loi d’apprentissage est 
différente. Ils proposent la minimisation des erreurs quadratiques en sortie comme 
algorithme d’apprentissage du réseau. Vers la fin des années 1960, M. Minsky et S. Papert 
montrent dans leur livre intitulé Perceptrons [24] les limitations théoriques du Perceptron. 
Ces limitations concernent l’impossibilité de traiter des problèmes non linéaires en utilisant 
ce modèle. Quelques années d’ombre se sont ensuite succédé de 1967 à 1982. 
     Le renouveau de cette discipline reprend en 1982 grâce à J. J. Hopfield, un physicien 
reconnu. Au travers d’un article court, clair et bien écrit [25], il présente une théorie du 
fonctionnement et des possibilités des réseaux de neurones. On peut citer encore les 
travaux de Kohonen et J. Anderson qui ont mis au point de nouveaux réseaux pouvant 
servir de mémoires associatives, ainsi que S. Grossberg qui a mis au point ce que l’on 
appelle aujourd’hui les réseaux auto-organisés. C’est ensuite, en 1985 que la 
rétropropagation du gradient apparaît. C’est un algorithme d’apprentissage adapté au 
Perceptron Multi Couches. Sa découverte est réalisée par trois groupes de chercheurs 
indépendants. Dès cette découverte, nous avons la possibilité de réaliser une fonction non 
linéaire d’entrée/sortie sur un réseau en décomposant cette fonction en une suite d’étapes 
linéairement séparables. Enfin, en 1989 Moody et Darken [26] exploitent quelques 
résultats de l’interpolation multi variables pour proposer le Réseau à Fonctions de base 
Radiales (RFR), connu sous l’appellation anglophone ‘Radial Basis Function network’ 
(RBF). Ce type de réseau se distingue des autres types de réseaux de neurones par sa 
représentation locale.  
II.3. ELEMENTS DE BASE ET TERMINOLOGIE: 
II.3.1.MODELISATION BIOLOGIQUE : 
     Le cerveau humain est composé de cellules distinctes appelées neurones formant un 
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ensemble dense d’environ 10 à 100 milliards d’unités interconnectées. Le neurone est une 
cellule composée d’un corps cellulaire et d’un noyau comme montré sur la figure (II.2). Le 
corps cellulaire se ramifie pour former ce que l’on nomme les dendrites. C’est par les 
dendrites que l’information est acheminée de l’extérieur vers le soma (corps du neurone). 
L’information est traitée alors par le corps cellulaire. Si le potentiel d’action dépasse un 
certain seuil, le corps cellulaire répond par un stimulus. Le signal transmis par le neurone 
est cheminé ensuite le long de l’axone (unique) pour être transmis aux autres neurones. La 
transmission entre deux neurones n’est pas directe. En fait, il existe un espace 
intercellulaire de quelques dizaines d’Angströms entre l’axone du neurone afférent et les 
dendrites du neurone efférent. La jonction entre deux neurones est appelée synapse comme 
schématisé sur la figure (II.1) [27]. 
 
 
Figure II.1.Schéma d’une synapse. 
 
    Les cellules nerveuses, appelées neurones, sont les éléments de base du système nerveux 
centrale. Elles sont constituées de trois parties essentielles [28][29][30] : le corps cellulaire 
les dendrites et l’axone figure (II.2). 
II.3.1.1.Le corps cellulaire : 
    Parfois appelé soma, il contient le noyau du neurone et effectue les transformations 
biochimique nécessaires à la synthèse des enzymes et d’autres molécules qui assurent la 
vie du neurone. 
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II.3.1.2.Les dendrites : 
    Chaque neurone possède une «
Celles-ci se ramifient, ce qui les amène à former une espèce d’
corps cellulaire. Elles sont les récepteurs principaux du neurone
lui parviennent. 
II.3.1.3.L’axone : 
     L’axone qui est à proprement parler la fibre nerveuse
les signaux émis par le neurone. Les neurones sont connectés les uns aux autres suivant des 
répartitions spatiales complexes [
espace synaptique de l’ordre du centième de micron. 
 
II.3.2.FONCTIONNEMENT DES NEURONES
    D’une façon générale, on peut dire que le soma du neurone traite les courants électriques 
qui lui proviennent de ses dendrites, et qu’il transmet le courant électrique résultant de ce 
traitement aux neurones auxquelles il est connecté par l’intermédiaire de son axone
[29][30]. 
    Le modèle classique présenté par les biologistes est celui d’un soma effectuant une 
sommation des influx nerveux transmis par ses dendrites
seuil, le neurone répond par un influx nerveux ou potentiel d’action qui 
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 chevelure » de dendrites qui entourent le corps cellulaire. 
arborescence
 pour capter les signaux qui 
, sert de moyen de transport pour 
29]. Les connexions entre deux neurones par un petit 
 
 
Figure II.2. Anatomie d’un neurone. 
 : 
. Si la sommation dépasse un 
 
 autour du 
 
 
se propage le long 
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de son axone. Si la sommation est inférieure à ce seuil, le neurone reste inactif [30][31]. 
Les neurones peuvent engendrer les potentiels d’action dans une large gamme de 
fréquences, mais tous ont la même amplitude. L’information transmise est donc 
représentée par le nombre de potentiels d’action produits par unité de temps. Ceci 
correspond à un codage en fréquence des signaux transmis [29]. 
     Lorsqu’un potentiel d’action est parvenu à l’extrémité d’un axone relié à une dendrite 
par une synase, il provoque à travers la membrane la libération d’un médiateur chimique 
au niveau de cette synapse. Ce médiateur se diffuse jusqu’à la membrane post synaptique 
de la dendrite ou, il provoque la naissance d’un potentiel appelé potentiel post synaptique. 
Ce potentiel se propage ensuite le long de la dendrite vers le soma du neurone. 
II.3.3.LE NEURONE FORMEL : 
     Le premier modèle du neurone formel date des années quarante. Il a été présenté par Mc 
Culloch et Pitts. S’inspirant de leurs travaux sur les neurones biologiques ils ont proposé le 
modèle suivant [28][29] : 
     Un neurone forme lest un somme pondérée des potentiels d’action qui lui parviennent. 
Puis s’active suivant la valeur de cette sommation pondérée. Si cette somme dépasse un 
certain seuil, le neurone est activé et transmet une réponse dont la valeur est celle de son 
activation. Si le neurone n’est pas activé, il ne transmet rien. 
     On pourra résumer cette modélisation par le tableau ci-dessous (tableau II.1), qui nous 




Synapse Poids de connexion  
Axone Signal d’entrée  
Dendrite Signal de sortie  
Somma Fonction d’activation  
 
Tableau II.1 Transition entre le neurone biologique et le neurone formel. 
D’une façon plus générale, un neurone formel est un élément de traitement possédant n 
 
(II.1) 
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entrées  x1 ,x2 ,…..,xn (qui sont les entrées externes ou les sorties des autres neurones), et 
une seule sortie. Son traitement consiste à affecter à sa sortie ݕ௝ le résultat d’une fonction 
de seuillage  f  (dite aussi fonction d’activation) du soma pondérée. 




Où  ݓ௜௝ est la pondération (coefficient synaptique ou poids) associée à la  ieme  entrée du 
neurone j . 
Parfois, il y a un terme bj  représentant le seuil interne du neurone, ce terme est considéré 
comme un poids w0j associé à une entrée constante figure (II.3). 
L’expression (II.1) devient donc : 
ݕ௝ = ݂ ൭෍ ݓ௜௝ݔ௝ 
௡
௜ୀଵ
−  ௝ܾ ൱ 
 
Figure II.3.Le neurone formel. 
II.3.4.Fonction d'activation : 
L’utilisation d’une fonction d’activation non linéaire permet au RNA de modéliser des 
équations dont la sortie n’est pas une combinaison linéaire des entrées. Cette 
caractéristique confère au RNA de grandes capacités de modélisation fortement appréciées 
pour la résolution de problèmes non linéaires. La figure (III.4) représente quelques 
෍
ݓ1,݆ 
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exemples de fonction d’activation: 
 
 
              
 
 
Figure II.4.Les fonctions d'activation (décision) les plus utilisées. 
II.4.DEFINITION ET PROPRIETES DES RESEAUX DE NEURONES : 
     Un réseau de neurones est un ensemble d’éléments de traitement de l’information, avec 
une topologie spécifique d’interconnexions entre ces éléments et une loi d’apprentissage 
pour adapter les pois de connexions, il est caractérisé par un parallélisme à grain très fin et 
à forte connectivité. Nous entendons par la que dans un réseau de neurones donné, 
l’information est traitée par un grand nombre de processeurs élémentaires très simples, 
chacun étant relié à un nombre très important d’autres processeurs. En général le 
processeur très simple est un neurone formel désigné ainsi car son fonctionnement 
s’inspire d’une modélisation des cellules neuronales biologiques [28][30][32]. 
      D’une manière générale un réseau de neurones possède les propriétés suivantes 
[29][33] : 
II.4.1. Le parallélisme : 
    Cette notion se situe à la base de l’architecture des réseaux de neurones considérés 
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II.4.2. La capacité d’adaptation : 
    Celle-ci se manifeste tout d’abord dans les réseaux de neurones par la capacité 
d’apprentissage qui permet au réseau de tenir compte des nouvelles contraintes ou de 
nouvelles données du monde extérieur. De plus elle se caractérise dans certains réseaux par 
leur capacité d’auto-organisation qui assure leur stabilité en tant que systèmes dynamiques. 
II.4.3. La mémoire distribuée : 
    Dans les réseaux de neurones, la mémoire d’un fait correspond à une carte d’activation 
des neurones. Cette carte est en quelque sortie un codage du fait mémorisé. 
II.4.4. La résistance aux pannes : 
    A cause de l’abondance des entrées et la structure du réseau, les données bruitées ou les 
pannes locales dans certain nombre de ses éléments n’affectent pas ses fonctionnalités. 
Cette propriété résulte essentiellement du fonctionnement collectif et simultané des 
neurones qui le composent. 
II.4.5. La généralisation : 
    La capacité de généralisation d’un réseau de neurones est son aptitude de donner une 
réponse satisfaisante à une entrée qui ne fait pas partie des exemples à partir desquels il a 
été adapté. 
II.5. STRUCTURES DE CONNEXIONS : 
II.5.1.CAS GENERAL : 
    Les structures qui peuvent être utilisées sont très variées. Si l’on se réfère aux études 
biologique du cerveau, on constante que le nombre de connexions est énorme. Par 
exemple, des chercheurs ont montré que le cortex était divisé en différents couches. A 
l’intérieur d’une même couche les interactions entre neurones sont très grandes, les 
neurones d’une couche sont aussi reliés aux neurones d’autres couches, le tout forme un 
système d’une complexité gigantesque. 
    D’une manière générale, l’architecture des réseaux de neurones formels peut aller d’une 
connectivité totale (tous les neurones sont reliés les uns aux autres), à une connectivité 
locale où les neurones ne sont reliés qu’à leurs proches voisins [34]. 
II.5.2.LES RESEAUX A COUCHES : 
    Dans les réseaux à couches, les neurones qui appartiennent à une même couche ne sont 
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pas connectés entre eux chacune des couches recevant des signaux de la couche 
précédente, et transmettant le résultat de ses traitements à la couche suivante [29][30]. Les 
couches extrêmes correspondent à la couche qui reçoit ses entrées du milieu extérieur, cette 
couche est appelée couche d’entrée, d’une part, et la couche qui fournit les résultats des 
traitements effectués, on appelle cette couche, couche de sortie, d’autre part. Les couches 
internes sont appelées couches cachées (c'est-à-dire non reliées au monde extérieur), leur 
nombre est variable. En général la couche d’entrée est une couche passive, ces neurones 
n’effectuent aucun traitement, leur rôle étant simplement, de recevoir et transmettre les 
configurations à mémoriser. 
II.5.3.LES RESEAUX ENTIEREMENT CONNECTES : 
    Dans ce type de réseaux, chaque neurone est relié à tous les autres et passe de même un 
retour sur lui-même [35]. L’exemple typique de cette structure est le réseaux de Kohonen 
[28][36]. Ce réseau est structuré sous forme d’une matrice de neurones complètement 
connectées. Chaque neurone possède deux ensembles de poids :un ensemble pour calculer 
la somme des entrées externes pondérées, et l’autre pour contrôler les interactions entre les 
neurones du réseau. 
II.6. L'APPRENTISSAGE: 
      Le besoin d'apprentissage se manifeste lorsque l’information à priori est incomplète, et 
son type dépend du degré de plénitude de cette information [35], Comme l'information que 
peut acquérir un réseau de neurones est représentée dans les poids des connexions entre les 
neurones, l'apprentissage consiste donc à ajuster ces poids de telle façon que le réseau 
présente certains comportements désirés. Mathématiquement l'apprentissage est défini par 
[30]: 
 
                                                                                                        (II.3) 
 
Où  w  est la matrice des poids. 
      On peut distinguer trois types d’apprentissage, un apprentissage supervisé, 
apprentissage non supervisé et apprentissage par renforcement. 
II.6.1.L'apprentissage supervisé : 
      Ce type d'apprentissage nécessite que la réponse désirée du système à entrainer soit 
݀ ݓ
݀ݐ ≠ 0    
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connue à priori (présence d'un maître qui fournit la réponse désirée), et il est effectué de la 
façon suivante [37]: on présente au réseau les valeurs d'entrée et on calcule sa sortie 
actuelle correspondante ensuite les poids sont ajustés de façon à réduire l'écart entre la 
réponse désirée et celle du réseau en utilisant l'erreur de sortie (la différence entre 1a 
réponse du réseau et celle désirée). Cette procédure est répétée jusqu'à ce qu'un critère de 
performance soit satisfait. Une fois 1a procédure d’apprentissage est achevée, les 
coefficients synaptiques prennent des valeurs optimales au regard des configurations 







Figure II.5.Apprentissage supervisé. 
II.6.2.Apprentissage non supervisé : 
    Dans ce cas, la connaissance à priori de la sortie désirée n’est pas nécessaire, et la 
procédure d’apprentissage est basée uniquement sur les valeurs d'entrées. Le réseau s'auto 
organise de façon à optimiser une certaine fonction de coût, sans qu'on lui fournit 1a 







Figure II.6.Apprentissage non supervisé. 
II.6.3 Apprentissage par renforcement : 
      L'idée de base de l'apprentissage par renforcement est inspirée des mécanismes 
d'apprentissage chez les animaux. Dans ce type d'apprentissage on suppose qu'il n'existe 
ENTREES 




SORTIE OBTENUE ENTREES  RESEAU DE NEURONS  
PROFESSEUR 
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pas de maître (superviseur) qui peut fournir la réponse correcte, mais le système à entrainer 
est informé, d’une manière indirecte, sur l'effet de son action choisie. Cette action est 
renforcée si elle conduit à une amélioration des performances du système entrainé, et les 
éléments qui contribuent dans La génération de cette action sont soit récompenses ou punis 
[39][40]. 
II.7.ARCHITECTURE DES RESEAUX DE NEURONES : 
     L’évolution d’un réseau de neurones dépend des interactions entre ces constituants, ces 
interactions  sont définies par les poids des connexions entre les divers neurones. Selon la 
nature de ces connexions on distingue deux groupes des réseaux de neurones : les réseaux 
statiques et les réseaux dynamiques. 
II.7.1. LES RESEAUX STATIQUE : 
    Dans les réseaux statiques, dits aussi réseaux non récurrents, les sorties dépendent des 
entrées actuelles, et non des entrées ou sorties passées. La sortie de n’importe quel neurone 
ne peut pas être appliquée directement sur son entrée ni indirectement à travers d’autres 
neurones. Dans ce type de réseaux, lorsqu’un stimulus est présenté en entrée du réseau, la 
réponse de ce dernier est calculée instantanément, après la traversée de ses couches, de 
l’entrée vers la sortie (dans un sens unique). 
Un réseau statique réalise une transformation non linéaire de la forme [33] : 
ݕ = ݂(ݔ)                                                                                                                                         (II.4) 
Où  ݔ ߳ Rn, ݕ ߳ Rm    sont les vecteurs d’entrée et de sortie. 
     Le premier modèle des réseaux statiques monocouche fut présenté par Rosenblatt en 
1958, c’était le perceptron [29][33][41]. Ce modèle utilise comme élément de base neurone 
de Mc-Culloch dont la fonction d’activation est celle de Heaviside [28]. Le deuxième 
modèle est l’Adaline ( Adaptive Linear Element ) de B.Widrow et M.Hoff  [28] ce modèle 
est composé d’un seul neurone de type Mc-Culloch dont la fonction d’activation est 
linéaire. L’association de plusieurs perceptrons (une couhe des perceptrons) avec des 
portes logiques forme ce qu’on appelle Madaline (Many Adalines ) [28][31]. 
     Deux règles d’apprentissage adaptées aux deux modèles précédents ont été 
développées. L’une d’elles, due à B.Widrow et M.Hoff est appelée aujourd’hui règle de 
Widrow-Hoff (ou règle Delta). Cette règle réalise une approximation de la descente du 
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gradient [31]. L’autre, due à F.Rosenblatt est appelée règle du perceptron [42]. Ces deux 
règles permettent de soumettre les réseaux monocouche à ce qu’on appelle un 
apprentissage supervisé. 
     Quoi qu’ils en soient, ces réseaux ne pouvaient résoudre que des problèmes simples de 
classification. Pour des problèmes complexes, une solution consiste à organiser le réseau 
en plusieurs couches. 
II.7.1.1.RESEAUX MULTICOUCHE : 
     Les réseaux multicouche, appelés aussi réseaux MLP (une abréviation de multilayere 
perceptron, c'est-à-dire perceptron multicouche), consistent à cascader un certain nombre 
de perceptrons en plusieurs couches [30][33][42]. 
     Les réseaux MLP sont organisés de la façon suivante (figure II.7) : une couche d’entrée, 
une ou plusieurs couches cachées et une couche de sortie. Les neurones des deux couches 
consécutives sont entièrement connectés. Comme la couche d’entrée est passive (elle reçoit 
seulement les entrées). Le nombre total des couches d’un réseau est en général donné par 
celui des couches cachées et de la couche de sortie. La figure (II.7) représente un réseau 
MLP à trois couches : deux couches cachées et une couche de sortie. 
Même si les chercheurs avaient songé à des telles architectures « multicouches » celles-ci 
étaient restées inutilisables car on ne connaissait pas de règle d’apprentissage adaptée. En 
effet, l’utilisation directe des règles d’apprentissage du perceptron ou de Widrow-Hoff, 
pour ajuster les poids était impossible à cause de l’existence des neurones cachés. Puis une 
généralisation de le règle de Widrow-Hoff, pour ce type de réseaux, connue sous le nom de 
l’algorithme de la rétropropagation a permis de surmonter cet obstacle. 
 
 Figure II.7.Structure d’un réseau MLP. 
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a.Equation du réseau : 
 Les états des différentes neurones dans un réseau multicouches à L couches (couches 
cachées et couches de sortie) ayant n entrées et m sorties sont données par les équations 
suivantes [43]: 
                                                                                                                                          (II.5) 
 




nK: nombre de neurone de la couche k . 
L : nombre de couche. 
yik(t):La sortie de neurone i de la couche k. 
Zik(t) : Potentiel somatique du neurone i de la couche k. 
wjik: cœfficient synaptique (poids) de l'entrée i de la couche k . 
y0k(t) = 1              k=1,2,….L                                                                                                 (II.7) 
yi0(t) = xji=1,2,…...n                                                                                                               (II.8) 
f: fonction d'activation. 
yiL(t): sortie du réseau correspondant au neurone i. 
yiL(t) = yj (t)i=1,2,….m                                                                                                         (II.9) 
Ou x10(t)etyiL(t) sont respectivement les entrées et les sorties du réseau. 
b. Méthode de rétropropagation : 
     La rétropropagation est l’algorithme d’apprentissage supervisé le plus utilisé pour 
ajuster les poids d’un réseau MLP. L’idée simple qui est à la base de cette méthode, est 
l’utilisation d’une fonction dérivable (fonction sigmoïde) en remplacement de la fonction   
de seuil utilisée dans le modèle original de Rosenblatt. 
     Mathématiquement, cette méthode est basée sur l’algorithme de la descente du gradient, 
ݕ௜௞(ݐ) = ݂(ܼ௜௞(ݐ)) 
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et utilise simplement les règles de dérivation composée. Dans cette méthode, de même que 
l’on est capable de propager un signal provenant des cellules d’entrée vers la couche de 
sortie, on peut, en suivant le chemin inverse, rétropropager l’erreur commise en sortie vers 
les couches cachées d’où le nom rétropropagation. 
b.1.Principe de la méthode : 
     L’apprentissage utilise le même principe que la règle de Widrow-Hoff. On dispose d’un 
ensemble d’exemples qui sont des couples (entrées-sorties). A chaque étape, un exemple 
est présenté en entrée du réseau. Une sortie réelle y(t)  est calculée en utilisant les 
équations (II.5), (II.6). Ensuite l’erreur de sortie e(t)  est rétropropagée dans le réseau. Ceci 
permet de calculer les erreurs sur chaque neurone dans les couches cachées. 
     Les poids des connexions sont ajustés de telle sorte à minimiser la fonction de coût 
donnée par : 
 
                                                                                                                                        (II.10) 
 
Où n est le nombre des exemples d’entraînement et Jp(W) est le carré de l’erreur associée 
au peme  exemple, et qui donnée par la relation suivante : 
                                                                                                                                        (II.11) 
Où ܻௗ(ܺ௣) est le vecteur de sortie désiré,  ܻ(ܺ௣) celui du réseau et ܺ௣ le peme échantillon 




Dans le cas d’un apprentissage récursif on utilise la loi d’adaptation suivante : 
 
 
Où μ est une constante positive appelée taux ou pas d’apprentissage, et t est l’indice des 










௜ܹ௝௞(ݐ) = ௜ܹ௝௞(ݐ − 1) − ߤ ݀ܬ௣(ܹ)݀ ௜ܹ௝௞(ݐ) (II.13) 
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itérations. La dérivée partielle de ܬ௣(ܹ) par rapport à chaque poids est donnée par : 
 
                                                                                                                                        (II.14) 
 
Où : 
                                                                                                                                        (II.15) 
 
Le terme  ௗ௃೛(ௐ)ௗ௬ೕೖ(௧)   représente la sensibilité de  ܬ௣(ܹ) par rapport à la sortieݕ௝௞(ݐ) , et elle 
donnée par l’expression [33] : 
 
                                                                                                                                        (II.16) 
 
     Ce processus peut être continu jusqu’à ce qu’on arrive à la couche de sortie. Pour cette 
couche la sensibilité est donnée par : 
                                                                                                                                        (II.17) 
 
    L’expression (II.17) est appelée erreur de sortie, et l’expression (II.16) est souvent 
appelée erreur des couches cachées ou erreur équivalente. 
  Ce processus est répété, en présentant successivement chaque exemple d’entraînement. Si 
pour tous les exemples l’erreur de sortie est inférieure à seuil choisi, on dit alors que le 
réseau a convergé [44]. 
c. Les difficultés des MLP :  
    Bien que les réseaux MLP aient prouvé leur efficacité pratique dans de nombreux 
problèmes, ils présentent un certain nombre des difficultés encore non résolues : 
 Architecture du réseau : il n’existe pas de résultat théorique, ni même de règle 




݀ݕ௝௞(ݐ)݀ ௜ܹ௝௞ = ܨ













௅ − ݕ௝ௗ 
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fonction du problème à résoudre [29]. Faut-il utiliser une ou deux couches cachées. 
 Convergence de l’algorithme de la rétropropagation : le problème de 
minimisation que la méthode de la rétropropagation tente de résoudre n’est pas 
simple [29][45]. En effet, la surface de la fonction d’erreur présente des 
caractéristiques peu satisfaisantes pour effectuer une descente de gradient minima 
locaux, qui empêchent la convergence de l’algorithme, plateau où les pentes sont 
très faibles, etc.… 
     Dans sa version complète, l’algorithme comporte un certain nombre de paramètres, qui 
sont difficile à régler, comme par exemple le pas du gradient (taux d’apprentissage). Il est 
clair que ce dernier paramètre a une importance comme dans toute descente de gradient. 
S’il est très faible, la convergence risque d’être très lente. S’il est trop élevé, un problème 
d’oscillation peut survenir. 
    Pour remédier à ces problèmes, plusieurs techniques ont été proposées. Yamada et 
Yabuta [46] ont proposé une méthode pour ajuster la pente de la fonction sigmoïde utilisée. 
Ceci permet d’améliorer les performances et d’accélérer la convergence de l’algorithme de 
la rétropropagation. Afin de dimensionner correctement le réseau R.Azimi Sadjadi et al 
[47] ont développé la technique de création dynamique des neurones sur la ou les couche 
cachées. Dans le but d’éviter les problèmes d’oscillation, certains auteurs ont proposé de 
modifier la loi d’apprentissage donnée par l’expression (II.18) devient en lui ajoutant un 
autre terme appelé moment. La loi (II.18) devient alors : 
 
                                                                                                                                        (II.18) 
 
Où  0 ≤ α < 1 . 
II.7.1.2.RESEAUX RBF (fonctions radiales de base): 
    Contrairement aux réseaux MLP (qui sont non linéaires par rapport aux poids des 
connexions), les réseaux RBF (fonctions radiales de base) sont linéaires par rapport aux 
paramètres (poids des connexions) à estimer. Par conséquent ces paramètres sont ajustés en 
utilisant les techniques d’optimisation linéaire,  ceci constitue l’avantage essentiel de ces 
réseaux. 
௜ܹ௝௞(ݐ) = ௜ܹ௝௞(ݐ − 1) − ߤ ෍ ݀ܬ௣(ܹ)݀ ௜ܹ௝௞(ݐ)
௡
௣ୀଵ
+ ߙൣ ௜ܹ௝௞(ݐ − 1) − ௜ܹ௝௞(ݐ − 2)൧ 
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a. Structure d’un réseau RBF : 
     Un réseau RBF (figure II.8) comporte deux couches de neurones [33][48][49] une 
couche caché dont les neurones sont connectés à ceux de la couche d’entrée par des 
connexions non pondérées, et une couche de sortie dont les neurones sont connectés à ceux 
de la couche caché par des connexions pondérées,. Les sorties  zj des neurones cachés sont 
données par l’expression suivante : 
௝ܼ = ߶൫ฮܺ − ܥ௝ฮ, ߩ௝൯    j= 1,….,nh                                                                                (II.19) 
Où  ߶ est une fonction de base non linéaire et  ܥ௝  son centre. 
ߩ௝  est une constante positive associée à, et  nh  est le nombre des neurones (ou des RBFs) 
de la couche cachée. 
      La réponse  yi  de chaque neurone de la couche de sortie est une combinaison linéaire 
des ௝ܼ  . En effet  yi  est donnée par : 
 
                                                                                   i=1,…… ,m                                  (II.20) 
 
Où m  est le nombre des neurones de la couche de sortie et  η௜௝ est le poids de la connexion 
entre le  ieme  neurone de la couche de sortie et le  jeme   neurone de la couche cachée. 
     Certains choix typiques des fonctions de base sont donnés par les expressions 
suivantes : 
߶(ܼ, 1) = ܼଶlog (ܼ)                                                                                                      (II.21) 






ݕ௜ = ෍ η௜௝
௡೓
௝ୀଵ
௝ܼ = ෍ η௜௝  ߶൫ฮܺ − ܥ௝ฮ, ߩ௝൯
௡೓
௝ୀଵ
߶(ܼ, ߩ) = 1(ܼଶ + ߩଶ)భమ 
߶(ܼ, ߩ) = exp (− ܼଶߩଶ) 
(II.23)    
(II.24)    












b.L’apprentissage dans les réseaux RBF : 
     La plupart des algorithmes d’apprentissage des réseaux RBF procèdent à une sélection 
aléatoire d’un certain nombre d’échantillons de l’espace d’entrée comme étant les centres 
des fonctions de base. Ensuite une méthode d’optimisation linéaire est utilisée pour 
déterminer les poids des connexions. Cependant, dans la plupart des cas, ils évident qu’une 
s élection aléatoire des centres n’est pas satisfaisante. Pour remédier à cet inconvénient, 
S.Chen et al [49] ont proposé un autre algorithme basé sur la méthode des moindres carrés 
orthogonaux. Cet algorithme effectue une sélection un par un des centres à partir de 
l’ensemble des données, jusqu’à ce qu’un réseau adéquat soit construit. 
     Bien que cet algorithme permet de déterminer, d’une manière automatique, le nombre 
des RBFs ( nombre des neurones sur la couche cachée) nécessaires au problème considéré, 
son utilisation dans des applications en temps réel ou dans une identification récursive est 
impossible, car il nécessite la disposition a priori de toutes les données entrées-sorties. 
      Dans d’autres algorithmes, la procédure d’apprentissage est divisée en deux étapes : un 
apprentissage non supervisé dans la couche cachée suivi par un apprentissage supervisé 
dans la couche de sortie [33]. L’algorithme de K-means et la méthode des moindres carrés 
sont souvent utilisées pour la sélection des centres et l’adaptation des poids des 








Couche de sortie 






Figure II.8. Structure d’un réseau RBF. 
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modèle neuronal lorsqu’une structure RBF est utilisée. 
II.7.3. LES RESEAUX  DYNAMIQUE : 
     Appelés aussi "réseaux récurrents", ce sont des réseaux dans lesquels il y a retour en 
arrière de l'information. (Figure II.9) 
    C’est l’architecture la plus générale pour un réseau de neurones et la plus répandue ; les 
réseaux bouclés possèdent un graphe cyclique tel que lorsqu’on se déplace dans le réseau 
suivant le sens des connexions, on peut toujours revenir vers notre point de départ.  
     La sortie d’un neurone du réseau peut donc être fonction d’elle-même ; la notion de 
retard est donc introduite.  
 
Figure II.9.Réseau à connexions récurrentes. 
II.7.3.1.Les cartes auto-organisatrices de Kohonen (CAOK) : 
     Ce sont des réseaux à apprentissage non-supervisé qui établissent une carte discrète, 
ordonnée topologiquement, en fonction de patterns d'entrée. Le réseau forme ainsi une 
sorte de treillis dont chaque nœud est un neurone associé à un vecteur de poids. La 
correspondance entre chaque vecteur de poids est calculée pour chaque entrée. Par la suite, 
le vecteur de poids ayant la meilleure corrélation, ainsi que certains de ses voisins, vont 
être modifiés afin d'augmenter encore cette corrélation. 
II.7.3.2.Les réseaux de Hopfield : 
      Les réseaux de Hopfield sont des réseaux récurrents et entièrement connectés. Dans ce 
type de réseau, chaque neurone est connecté à chaque autre neurone et il n'y a aucune 
différenciation entre les neurones d'entrée et de sortie. Ils fonctionnent comme une 
mémoire associative non-linéaire et sont capables de trouver un objet stocké en fonction de 
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représentations partielles ou bruitées. L'application principale des réseaux de Hopfield est 
l'entrepôt de connaissances mais aussi la résolution de problèmes d'optimisation. Le mode 
d'apprentissage utilisé ici est le mode non-supervisé.  
II.7.3.3.Le ART : 
     Les réseaux ARTs ("Adaptative Resonnance Theorie") sont des réseaux à apprentissage 
par compétition. Le problème majeur qui se pose dans ce type de réseaux est le dilemme « 
stabilité/plasticité ». En effet, dans un apprentissage par compétition, rien ne garantit que 
les catégories formées aillent rester stables. La seule possibilité, pour assurer la stabilité, 
serait que le coefficient d'apprentissage tende vers zéro, mais le réseau perdrait alors sa 
plasticité. Les ART ont été conçus spécifiquement pour contourner ce problème. Dans ce 
genre de réseau, les vecteurs de poids ne seront adaptés que si l'entrée fournie est 
suffisamment proche, d'un prototype déjà connu par le réseau. On parlera alors de 
résonance. A l'inverse, si l'entrée s'éloigne trop des prototypes existants, une nouvelle 
catégorie va alors se créer, pour prototype, l'entrée qui a engendrée sa création. Il est à 
noter qu'il existe deux principaux types de réseaux ART : les ART-1 pour des entrées 
binaires et les ART-2 pour des entrées continues. Le mode d'apprentissage des ARTs peut 
être supervisé ou non.  
II.8. AVANTAGES DES RESEAUX DE NEURONES : 
 Capacité de représenter n’importe quelle dépendance fonctionnelle. Le réseau 
découvre la dépendance lui-même sans avoir besoin qu’on lui « souffle » quoi que 
ce soit. Pas besoin de postuler un modèle, de l’amender, etc. 
 Résistance au bruit ou au manque de fiabilité  des données. 
 Simple à manier, beaucoup moins de travail personnel à fournir que dans l’analyse 
statistique classique. Aucune compétence en maths, informatique ou statistiques 
requises. 
 Comportement moins mauvais en cas de faible quantité de données. 
 Pour l’utilisateur novice, l’idée d’apprentissage est plus simple à comprendre que 
les complexités des statistiques multi variables [30]. 
 Conclusion rapide. 
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II.9. INCONVENIENTS  DES RESEAUX DE NEURONES: 
     Bien sûr, les réseaux de neurones ne dispense pas de bien connaître son problème, de 
définir ses classes avec pertinence, de ne pas oublier de variables importantes, etc. Surtout, 
le réseau est une  «boîte noire », qui n’explique pas ses décisions. 
II.10. DOMAINES D’APPLICATION: 
     Les réseaux de neurones sont utilisés dans plusieurs domaines, citons la classification, 
la reconnaissance de formes, l’identification et la commande de processus. Le choix 
d’utiliser tel ou tel type de réseau de neurones dépend de l’application mais aussi des 
capacités de traitement du processeur sur lequel ils s’exécutent. 
II.10.1.Reconnaissance des formes : 
     C’est un domaine privilégie d’application pour les RNA et c’est lui qui a marqué leur 
début. Le premier modèle dans cette thématique a été développé aux laboratoires AT&Bell 
dans la reconnaissance des codes postaux.  
Le terme de reconnaissance est un terme général qui désigne les processus traitant des 
données pour en extraire des informations afin de parvenir à leur classification. Une partie 
non négligeable des applications neuronales actuelles appartiennent à cette catégorie, 
parmi lesquelles nous pouvons citer: 
 Reconnaissance des formes. 
 Reconnaissance des caractères. 
 Classification et compression d’images. 
 Diagnostic des pannes.  
II.10.2.Modélisation : 
    L’une des applications répondu des RNA est la modélisation, nous pouvons citer comme 
exemples: Modélisation financière, modélisation des processus de fabrication et de 
production, modélisation en biomédecine.  
II.10.3.Traitement de la parole : 
    Le traitement de la parole est une discipline scientifique localisée au croisement du 
traitement du signal numérique et du traitement du langage. Depuis une vingtaine 
d’années, les réseaux de neurones artificiels constituent une technique utilisée dans les 
systèmes de traitement automatique de la parole. Ils peuvent être employés à de nombreux 
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niveaux dans un système de traitement automatique de la parole. De nombreuses études ont 
été menées pour les utiliser pour le traitement du signal parole (filtrage, annulation 
d’échos, séparation de sources), la modélisation acoustique mais aussi pour des tâches de 
plus haut niveaux telles que la modélisation linguistique. 
II.10.4.Traitements dépendant du temps : 
   Dans ce cas, on se retrouve devant des problèmes de prédiction, d’identification et de 
commande de processus   
 Prédiction. 
 Identification et commande de processus. 
II.10.5.Détection d’anomalies en médecine : 
    Ceci est une dérivation des reconnaissances de formes. On apprend à un réseau une 
image du fonctionnement normal d’un système et celui-ci sera ainsi capable d’indiquer 
tout état de fonctionnement quand certains paramètres engendrent une image anormale. 
Parmi les applications en médecine nous pouvons citer:  
 Cardiologie. 
 Traitement des images MRI (Magnetic Resonance Imager). 
 Psychologie, psychiatrie et sociologie. 
 Ophtalmologie. 
II.11.CONCLUSION : 
       Ce chapitre introduit les notions de base sur les réseaux de neurones artificiels. Après 
un historique sur l’apparition des RNA, et la présentation des modèles biologique et 
mathématique du neurone, les différentes architectures des réseaux de neurones ainsi que 
leurs types d’apprentissage sont présentés.  
         Nous avons aussi présenté deux structures des réseaux de neurones le plus utilisée 
pour l’identification : les réseaux  MLP et les réseaux  RBF. Les algorithmes 
d’apprentissages adaptés à ces structures ont été étudiés en détail. Nous avons terminé ce 
chapitre par les différentes applications des réseaux de neurones artificiels.  
Le chapitre suivant traite le problème d’identification des systèmes non linéaires en 
utilisant les deux architectures (MLP et RBF) déjà présentées. 
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III.1.INTRODUCTION : 
     L’identification des systèmes non linéaires par réseaux de neurones a fait l'objet de 
nombreux travaux de recherche depuis une trentaine d'années à cause de la capacité 
d'apprentissage, d'approximation et de généralisation que possèdent ces réseaux [50][51]. 
En effet, cette nouvelle approche fournit une solution efficace à travers laquelle de larges 
classes des systèmes non linéaires peuvent être modélisés sans une description 
mathématique précise. 
     Dans ce chapitre, nous présentons la résolution des problèmes d’identification par les 
techniques neuronales en utilisant deux architectures différentes des réseaux de neurones 
(MLP et RBF), et de montrer l’apport de cette approche dans les problèmes d’identification 
des systèmes non linéaires dynamique. 
III.2.ETAPES D’IDENTIFICATION : 
     L’identification d’un processus consiste à déterminer un modèle capable, lorsqu’il est 
soumis aux mêmes entrées que le processus de restituer une sortie suffisamment proche du 
celle du processus, au sens d’un certain critère [51]. Souvent, la construction de ce modèle 
est effectuée en deux étapes : 
 La première étape est qualitative (caractérisation), et elle consiste à fixer les 
formes des équations décrivant le processus. 
 La deuxième étape est quantitative (estimation des paramètres et elle consiste à 
déterminer les valeurs numériques des coefficients qui interviennent dans ces 
équation en minimisant un critère de mesure. 
III.2.1. Structure d’erreur de prédiction (série-parallèle) : 
    La structure générale d’identification série-parallèle d’un système non linéaire est 
donnée par la figure (III.1) [51][52][53]. Le modèle neuronale placé en parallèle avec le 
système est un réseau statique dont le comportement entrée-sortie est décrit par 
l’expression suivante : 
ݕො(݇ + 1) = መ݂ሾݔ(݇)ሿ                                                                                                       (III.1) 
Oùݔ(݇)est le vecteur d’entrée des réseaux, ݕො(݇ + 1) sa sortie et  መ݂(. ) est une 
approximation de ݂(. ) . 
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       L’entrée du réseau (modèle) est donnée par : 
ݔ(݇) = ሾݕ௦(݇), ݕ௦(݇ − 1), ⋯ , ݕ௦(݇ − (݊ + 1)); ݑ(݇), ⋯ , ݑ(݇ − (݉ + 1))ሿ                 (III.2) 
       La prise en compte de l’ordre du système s’effectue par l’intermédiaire de lignes de 
retard mémorisant les valeurs passées de la sortie et de la commande dont dépendra la 
sortie courante du système. 
       La différence entre la sortie ݕ௦  et la sortie ݕ ෝque le modèle neuronal prédit est utilisée 










Figure.III.1.Erreur de prédiction. 
III.2.2. Structure d’erreur de sortie (parallèle) : 
      La structure générale d’identification parallèle d’un système non linéaire est donnée 
par la figure (III.2)  [53]. Le modèle placé en parallèle avec le système est un réseau 
de neurones dont la relation entrée-sortie est donnée par l’expression suivante : 
ݕො(݇ + 1) = መ݂ሾݔ(݇)ሿ                                                                                                       (III.3) 
Où 
ݔ(݇) = ሾݕො(݇), ݕො(݇ − 1), ⋯ , ݕො(݇ − (݊ − 1)); ݑ(݇)ݑ(݇ − 1), ⋯ , ݑ(݇ − (݉ − 1)ሿ       (III.4) 
ݔ(݇)   est le vecteur d’entrée du modèle neuronal. 
       Dans ce cas, la sortie courante ݕො(݇)  du modèle neuronal dépend des n valeurs passées 
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        La différence entre la sortie du système et celle du modèle est utilisée à travers un 
algorithme d’apprentissage pour ajuster les paramètres du modèle. 
        L’utilisation de cette structure d’identification souffre des problèmes de convergence 









Figure.III.2.Erreur de sortie. 
III.3. IDENTIFICATION DE SYSTEMES NON LINEAIRES PAR RESEAUX DE NEURONES : 
      L’utilisation  des  réseaux  de  neurones  pour  l’identification  des  systèmes  non  
linéaires découle naturellement des aptitudes de ces derniers à l’approximation et la 
généralisation. La  détermination  du  modèle  dynamique  d’un  système  comporte  en  
général  les  étapes suivantes [54]: 
Acquisition des données d’apprentissage et de test : 
Cette étape fournit les données entrées/sorties susceptibles de permettre l’extraction d’un 
modèle de procédé significatif. 
Choix de la structure du modèle : 
       La deuxième étape consiste à choisir la structure du modèle susceptible de représenter 
la dynamique  du  système,  l’architecture  du  réseau  de  neurones  et  ses  entrées.  Les 
réseaux multicouches  statiques  sont  les  plus  utilisés  à  cause  de  la  simplicité  de  leurs  
algorithmes d’apprentissage  et  leurs  aptitudes  à  l’approximation  et  à  la  
généralisation.  Il  n’existe  pas  de méthodes générales pour le choix du nombre de 
neurones sur chaque couche cachée ainsi que le nombre de ces dernières. Cependant, un 
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Estimation des paramètres du modèle : 
       Après avoir choisi  la structure du modèle, il faut estimer les paramètres de ce dernier. 
Ces paramètres  sont  les  poids  de connexions  entres  les  neurones  qui  sont adaptés  de 
telle  sorte  à minimiser un critère de performance . 
Validation du modèle identifié : 
       La dernière étape doit permettre de mettre en évidence si le modèle identifié est 
représentatif des comportements entrées/sorties du système.  
En référence à la théorie des systèmes linéaires, plusieurs modèles non linéaires ont été 
proposés [55][56] : 
III.3.1.Le modèle NFIR (Réponse non linéaire impulsionnelle finie) : 
      La régression est composée uniquement des entrées passées. 









Figure.III.3. Structurelle modèle NFIR par réseaux de neurones. 
III.3.2. Le modèle NARX (Non linéaire autorégressif avec entrée exogène)   :  
     Dans ce cas la régression est composée de sorties et entrées passées. 
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Figure.III.4. Structurelle modèle NARX par réseaux de neurones. 
III.3.3.Le modèle NOE (Erreur de sortie non linéaire) :  
    La régression est composée d’entrées et sorties estimées passées. 
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III.3.4.Le modèle NARMAX (Non linéaire Moyenne mobile auto régressive avec 
entrée exogène) : 
    La régression est composée de sorties et entrées passées ainsi que d’erreurs d’estimation. 















Figure.III.6. Structurelle modèle NARMX par réseaux de neurones. 
        Le choix d'un tel modèle dépend de l'application, des informations disponibles et de la 
complexité du modèle; le modèle NARX est le plus utilisé vu sa simplicité et sa structure 
non récursive. Le choix des régresseurs est un problème combinatoire complexe. En fait, 
s'il existe N régresseurs possibles, alors 2N  hypothèses de modèles doivent être 
considérées. Plusieurs algorithmes de sélection des régresseurs sont décrits dans les 
références [57][58].  
     Après avoir choisi la régression et le modèle, il faut estimer les paramètres de ce 
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telle sorte à minimiser un critère de performance; ceci est appelé dans la littérature des 
réseaux de neurones « Apprentissage ».  
III.4.IDENTIFICATION PAR UN RESEAU MLP (PERCEPTRONS MULTICOUCHES) : 
      En général, un système dynamique est décrit par des équations différentielles s’il est à 
temps continu ou par des équations aux différences s’il est à temps discret. Dans la 
pratique, il est rare qu’un système complexe puisse être entièrement décrit par un modèle 
de connaissance. On a souvent recours aux modèles entrées-sortie de type « boîtes noires », 
pour lesquels aucune connaissance sur le système n’est nécessaire, mais des mesures sur 
les variables régissant le fonctionnement du système sont indispensables et en quantité 
suffisante. Le problème de l’identification devient alors un problème de régression non 
linéaire. 
     Dans ce chapitre , l’étude est limitée à des MLP possédant deux couches cachées avec 
des fonctions d’activation sigmoïde et une couche de sortie ayant un neurone à fonction 
d’activation linéaire, vue que cette structure a la propriété d’approximateur universel 
parcimonieux [59]. Cependant, la principale difficulté reste la détermination du nombre de 
neurones dans la couche cachée.  
     Les réseaux MLP utilisent un mode d’apprentissage supervisé. Dans ce mode 
d’apprentissage, un ensemble de données constitué des entrées du système à modéliser et 
des sorties correspondantes est présenté au réseau qui doit adapter ses paramètres suivant 
un algorithme d’apprentissage de façon à ce que la différence entre la sortie du système et 
celle du modèle soit suffisamment faible. Les algorithmes d'apprentissage pour les réseaux 
multicouches sont très nombreux l’algorithme Levenberg Marquardt qui  nous avons 
utilisé dans  ce chapitre car il est beaucoup plus rapide et plus robuste. 
III.4.1.ETUDES ET SIMULATIONS : 
Exemple 1 : 





ݕ௦(݇ + 1) = ݕ௦(݇)ݕ௦(݇ − 1)(ݕ௦(݇) + 2.5)1 + ݕ௦ଶ(݇) + ݕ௦ଶ(݇ − 1) + ݑ(݇) 
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Le modèle d’identification série-parallèle utilisé pour identifier le système est décrit par : 
ݕ௠(݇ + 1) = መ݂ெሾݑ(݇), ݕ௦(݇), ݕ௦(݇ − 1)ሿ                                                                    (III.10) 
Où  መ݂ெ est un réseau MLP à deux couches cachées, 3 neurones dans la première couche 
cachée et2 neurones dans la deuxième couche cachée. Un seul neurone dans la couche de 
la sortie et la fonction d’activation utilisée dans la  couche cachée est la fonction sigmoïde. 
L’entrée du système et du modèle est donnée par : 
ݑ(݇) = sin(2ߨ݇ /25)                                                                                                  (III.11) 
 
Figure III.7.Sortie du procédé et sortie du modèle. 
 
Figure III.8.Erreur d’identification par MLP. 
On remarque que les deux courbes sont superposées et que l’erreur d’identification est 
faible. 
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Exemple 2 : 
On a un système à identifier d'ordre un représenté par l'équation aux différences suivantes: 
                                                                                                                                      (III.12) 
 
Le modèle d’identification série-parallèle utilisé pour identifier le système est décrit par : 
ݕ௠(݇ + 1) = መ݂ெሾݑ(݇), ݕ௦(݇)ሿ                                                                                      (III.13) 
Où  መ݂ெ est un réseau MLP à deux couches cachées, 2 neurones dans la première couche 
cachée et2 neurones dans la deuxième couche cachée. Un seul neurone dans la couche de 
la sortie et la fonction d’activation utilisée dans la couche cachée est la fonction sigmoïde.  
L’entrée du système et du modèle est donnée par : 
ݑ(݇) = sin(2ߨ݇ /25)+sin(2ߨ݇ /50)                                                                          (III.14) 
 
Figure III.9.Sortie du procédé et sortie du modèle. 
 
Figure III.10.Erreur d’identification par MLP. 



































ݕ௦(݇ + 1) = ݕ௦(݇)1 + ݕ௦ଶ(݇) + ݑ(݇) 
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On remarque qui l’écart entre  les deux réponses est faible. 
Exemple 3 : 
Le système à identifier est décrit par une équation aux différences suivantes: 
                                                                                                                                      (III.15) 
 
Le modèle d’identification série-parallèle utilisé pour identifier le système est décrit par : 
ݕ௠(݇ + 1) = መ݂ெሾݑ(݇), ݕ௦(݇), ݕ௦(݇ − 1)ሿ                                                                    (III.16) 
Où  መ݂ெ est un réseau MLP à deux couches cachées, 4 neurones dans la première couche 
cachée et3 neurones dans la deuxième couche cachée. Un seul neurone dans la couche de 
la sortie et la fonction d’activation utilisée dans la couche cachée est la fonction sigmoïde.  
L’entrée du système et du modèle est donnée par : 
ݑ(݇) = sin(2ߨ݇ /25) + sin(2ߨ݇ /10)                                                                       (III.17) 
 
Figure III.11.Sorties du procédé et sorties du modèle. 
 
Figure III.12.Erreur d’identification par MLP. 
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Exemple 4 : 
Le système  à identifier sera donné par l’équation récurrente suivante : 
ݕ௦(݇ + 1) = ݕݏ(݇)ݕݏ(݇−1)ݕݏ(݇−2)ݑ(݇−1)൫ݕݏ(݇−2)−1൯+ݑ(݇)1+ݕݏ2(݇−1)+ݕݏ2(݇−2)                                                          (III.18) 
Le modèle d’identification série-parallèle utilisé pour identifier le système est décrit par : 
ݕ௠(݇ + 1) = መ݂ெሾݑ(݇), ݑ(݇ − 1), ݕ௦(݇), ݕ௦(݇ − 1), ݕ௦(݇ − 2)ሿ                                  (III.19) 
Où  መ݂ெ est un réseau MLP à deux couches cachées, 5 neurones dans la première couche 
cachée et4 neurones dans la deuxième couche cachée. Un seul neurone dans la couche de 
la sortie et la fonction d’activation utilisée dans les deux couches cachées est la fonction 
sigmoïde.  L’entrée du système et du modèle est donnée par : 
ݑ(݇) = sin(2ߨ݇ /250)Pour݇ ≤ 500                                                                           (III.20) 
Et         ݑ(݇) = 0.8 sin(2ߨ݇ /250) + 0.2 sin(2ߨ݇ /25)  pour  ݇ ≥ 500                   (III.21) 
 
Figure III.13.Sorties du procédé et sortie du modèle. 
 
Figure III.14.Erreur d’identification par MLP. 
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   On remarque que les deux courbes sont superposées et que l’erreur d’identification est 
faible malgré qu’on a changé la commande lorsque݇˃500. 
Exemple 5 : 
     La plupart des systèmes pratiques sont de nature multivariable on a choisi un système 
MIMO décrit par l’équation aux différences : 
൬ݕ௦ଵ(݇ + 1)ݕ௦ଶ(݇ + 1)൰ = ቌ
௬ೞభ(௞)ଵା௬ೞమమ(௞) + ݑଵ(݇)௬ೞభ(௞)௬ೞమ(௞)ଵା௬ೞమమ(௞) + ݑଶ(݇)
ቍ                                                                      (III.22) 
Le modèle d’identification neuronal est ainsi décrit par : 
൬ݕ௠ଵ(݇ + 1)ݕ௠ଶ(݇ + 1)൰ = ቆ
መ݂ெଵሾݑଵ(݇), ݕ௦ଵ(݇), ݕ௦ଶ(݇)ሿመ݂ெଶሾݑଶ(݇), ݕ௦ଵ(݇), ݕ௦ଶ(݇)ሿቇ                                                          (III.23) 
Où  መ݂ெ est un réseau MLP à deux couches cachées, 6 neurones dans la première couche 
cachée et  5 neurones dans la deuxième couche cachée. Deux neurones dans la couche de 
la sortie et la fonction d’activation utilisée dans les deux couches cachées est la fonction 
sigmoïde.  Les entrées du système et du modèle sont données par : 
ሾݑଵ(݇), ݑଶ(݇)ሿ = ሾsin(2ߨ݇ /25) , cos(2ߨ݇ /25)ሿ                                                       (III.24) 
 
Figure III.15.Sorties du procédé et sortie du modèle (première sortie). 
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Figure III.16.Erreur d’identification par MLP. 
 
Figure III.17.Sorties du procédé et sortie du modèle (deuxième sortie). 
 
Figure III.18.Erreur d’identification par MLP. 
    Les résultats de simulation montrent que les réseaux MLP sont des approximateurs 
universels pour les systèmes non linéaires inconnus. Cependant, plusieurs difficultés 
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peuvent se présenter pendant la phase d’apprentissage, ceci revient au fait que les réseaux 
MLP sont non linéaires par rapport aux paramètres.  
III.5.IDENTIFICATION PAR UN RESEAU RBF (Fonctions de base 
radiale) : 
     Vu les similitudes existant entre un réseau MLP et un réseau RBF, on s’attend une  
présentation similaire des capacités d’approximation et de généralisation entre ces deux 
réseaux. En effet ceci a été prouvé par plusieurs auteurs [51], et il a été démontré qu’un 
réseau RBF dont les centres et les poids des connexions sont correctement choisis est 
capable d’approximer avec une précision arbitraire n’importe quelle fonction continue. 
     En plus de leurs capacités d’approximation et de généralisation, un réseau RBF présente 
à sa sortie une réponse linéaire par rapport aux poids des connexions. Cette dernière 
propriété des réseaux RBF est d’une importance capitale, car c’est elle qui nous permet 
d’utiliser un algorithme d’optimisation linéaire (méthode des moindres carrés) pour ajuster 
les poids des connexions. L’utilisation de cette architecture peut donc fournir une solution 
aux problèmes soulevés par l’algorithme de la rétropropagation. L’utilisation des réseaux 
RBF dans les problèmes d’identification et de contrôle des systèmes non linéaires a été 
envisagée [52].  
III.5.1.ETUDES ET SIMULATIONS : 
Exemple 1 : Le système à identifier est décrit par l’équation (III.9).Le modèle 
d’identification  utilisé est donné par l’équation suivante: 
ݕ௠(݇ + 1) = መ݂ோሾݑ(݇), ݕ௦(݇), ݕ௦(݇ − 1)ሿ                                                                     (III.25) 
Où  መ݂ோ est un réseau RBF.L’entrée du système et du modèle est donnée par l’équation 
(III.11). 

















Figure III.19. Sorties du procédé et du modèle. 
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Figure III.20.Erreur d’identification par RBF. 
On constate que les deux courbes sont superposées, l’erreur d’identification est très faible.  
Exemple 2 : 
Le système à identifier est décrit par l’équation (III.12).Le modèle d’identification  utilisé 
est donné par l’équation suivante : 
ݕ௠(݇ + 1) = መ݂ோሾݑ(݇), ݕ௠(݇)ሿ                                                                                   (III. 26) 
Où  መ݂ோ est un réseau RBF.L’entrée du système et du modèle est donnée par l’équation 
(III.14). 
 
Figure III.21.Sorties du procédé et sortie du modèle. 
 








































Figure III.22.Erreur d’identification par RBF. 
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  On remarque que les deux courbes sont superposées et que l’erreur d’identification est très faible. 
Exemple 3 : 
Le système à identifier est décrit par l’équation (III.15). Le modèle d’identification  utilisé 
est donné par l’équation suivante : 
ݕ௠(݇ + 1) = መ݂ோሾݑ(݇), ݕ௦(݇)ሿ                                                                                      (III. 27) 
Où  መ݂ோ est un réseau RBF. L’entrée du système et du modèle est donnée par l’équation 
(III.17). 
 
Figure III.23.Sorties du procédé et sortie du modèle. 
 
Figure III.24.Erreur d’identification par RBF. 
   On remarque que les deux courbes sont superposées et que l’erreur d’identification est 
très faible. 
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Exemple 4: 
Le système à identifier est décrit par l’équation (III.18). Le modèle d’identification utilisé 
est donné par l’équation suivante : 
ݕ௠(݇ + 1) = መ݂ோሾݕ௦(݇), ݕ௦(݇ − 1), ݕ௦(݇ − 2), ݑ(݇), ݑ(݇ − 1)ሿ                                   (III.28) 
Où  መ݂ோ est un réseau RBF. Les entrées du système et du modèle sont données 
par l’équation (III.20) et (III.21). 
 
 
Figure III.25.Sorties du procédé et sortie du modèle. 
 
Figure III.26.Erreur d’identification par RBF. 
On remarque que les deux courbes sont superposées et que l’erreur d’identification est 
faible. 
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Exemple 5: 
Le système à identifier est un système multivariable décrit par l’équation (III.22). Le 
modèle d’identification utilisé est donné par l’équation suivante : 
൬ݕ௠ଵ(݇ + 1)ݕ௠ଶ(݇ + 1)൰ = ቆ
መ݂ோଵሾݑଵ(݇), ݕ௦ଵ(݇), ݕ௦ଶ(݇)ሿመ݂ோଶሾݑଶ(݇), ݕ௦ଵ(݇)ݕ௦ଶ(݇)ሿ ቇ                                                          (III. 29) 
Où  መ݂ோ est un réseau RBF.Les entrées du système et du modèle sont données par 
l’équation (III.24). 
 
Figure III.27.Sorties du procédé et sortie du modèle (première sortie). 
 
Figure III.28.Erreur d’identification par RBF. 
 















































Figure III.29.Sorties du procédé et sortie du modèle (deuxième sortie). 
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Figure III.30.Erreur d’identification par RBF. 
III.5.CONCLUSION : 
    Dans ce chapitre nous avons présenté les structures d’identification en utilisant les 
réseaux de neurones, on a considéré ensuite le problème d’identification des systèmes non 
linéaires avec deux architectures des réseaux de neurones MLP et RBF.  
       Les résultats de simulation prouvent que les réseaux de MLP sont des approximateurs 
universels pour les systèmes non linéaires inconnus. Cependant, plusieurs difficultés 
peuvent surgir pendant la phase d’apprentissage ceci rejoint au fait que les réseaux de MLP 
sont non linéaires en ce qui concerne des paramètres. Par conséquent l'utilisation d'un 
algorithme d'optimisation non linéaire (rétropropagation) est nécessaire pour 
l'entraînement. 
        Les réseaux de RBF ont une réponse linéaire par rapport aux paramètres. Ceci laisse 
surmonter les difficultés rencontrées dans des réseaux de MLP, en utilisant des techniques 
d'optimisation linéaire pour leur entraînement. Les résultats de simulation prouvent que 
pour les systèmes relativement d'ordre réduit, l’entraînement des réseaux de RBF est 
beaucoup plus rapide que les réseaux MLP. 
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IV.1.INTRODUCTION : 
    Dans l’industrie, particulièrement dans les pays développés, plus de la moitié de 
l’énergie électrique totale produite est convertie en énergie mécanique dans les moteurs 
électriques. Parmi plusieurs types de moteurs électriques, les machines asynchrones 
triphasées occupent une place prépondérante. En effet, Au moins 90% des systèmes de 
commande industriels utilisent des moteurs asynchrones, qui ont, petit à petit, pris la place 
des machines à courant continu en raison de leurs bonnes performances : fiabilité, 
robustesse, faible coût et maintenance simple. 
     Dans ce chapitre, on va appliquer la technique d'identification par réseaux de neurones 
sur un moteur asynchrone (la machine asynchrone est un système dynamique non linéaire 
et multi-variables). Pour cela, en utilisant deux architectures différentes des réseaux de 
neurones (MLP et RBF).  
IV.2.MODELE D’ETAT DE LA MACHINE ASYNCHRONE : 
     La simulation de la machine asynchrone est fondée sur l'intégration numérique d'une 
représentation d'état continue de la machine. Elle  nécessite :  
 1) La détermination manuelle de l'ensemble des équations différentielles indépendantes 
régissant l'évolution de la machine et de son alimentation. 
 2) La détermination des valeurs numériques des paramètres du modèle ou le cahier des 
charges de la machine. 
    Le modèle de la machine asynchrone [60], est un modèle d'état de la forme: 
൜[ܺ]ሶ = [ܣ]. [ܺ] + [ܤ]. [ܷ][ܻ] = [ܥ]. [ܺ]                                                                                            (VI.1)
  
est composé de cinq équations non linéaires, où on a choisi le vecteur d’état de la façon 
suivante:  
[ܺ] = ൣ݅௦ௗ݅௦௤݅௥ௗ݅௥௤ݓ௥൧்                                                                                                 (VI.2) 
Le vecteur d’entrée [ܷ] est donné par : 
[ܷ] = ൣ ௦ܸௗ ௦ܸ௤൧்                                                                                                             (VI.3) 
Le vecteur de sortie est donné par : 
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[ܻ] = ൣ݅௦ௗ݅௦௤ݓ௥൧்                                                                                                           (VI.4) 




ߦ൫−ܮ௥ . ܴ௦. ݅௦ௗ + ܯଶ. ܲ. ݓ௥ . ݅௦௤ + ܯ. ܴ௥ . ݅௥ௗ + ܲ. ܮ௥ . ܯ. ݓ௥ . ݅௥௤൯ߦ൫−ܯଶ. ܲ. ݓ௥ . ݅௦ௗ − ܮ௥ . ܴ௦. ݅௦௤ − ܲ. ܮ௥ . ܯ. ݓ௥ . ݅௥ௗ + ܯ. ܴ௥ . ݅௥௤൯ߦ൫ܯ. ܮ௦. ݓ௥ . ݅௦ௗ + ܯ. ܴ௦. ݅௦௤ + ܮ௦. ܮ௥ܲ. ݓ௥ . ݅௥ௗ + ܮ௥ . ܴ௥ . ݅௥௤൯ߦ൫ܲ. ݅௦. ݓ௥ . ݅௦ௗ + ܯ. ܴ௦. ݅௦௤ + ܮ௦. ܮ௥ܲ. ݓ௥ . ݅௥ௗ − ܮ௥ . ܴ௥ . ݅௥௤൯ଵ
௃ ൫ܲ. ܯ. ݅௦௤ . ݅௥ௗ − ܲ. ܯ. ݅௦ௗ݅௥௤ − ݂ݒ. ݓ௥ − ܥ௥൯ ی
ۋۋ
ۋۊ                         




ۍ   ߦܮ௥            0     0              ߦܮ௥−ߦܯ             0     0        − ߦܯ    0                0 ےۑ
ۑۑ
ې
,   [ܥ] = ൭1   0   0   0   00   1   0   0   00   0   0   0   1൱                                                         (VI.6) 
Avec :    ߦ = 1 (⁄ ܮ௥ . ܮ௦ − ܯଶ) 
݅௦ௗ , ݅௦௤ , ݅௥ௗ , ݅௥௤ Sont les courants de Park stator et rotor dans le repère (d, q) lié  au  stator. 
ݓ௥ : La vitesse mécanique du moteur.. 
IV.3.IDENTIFICATIONDE LA MACHINE ASYNCHRONE PAR 
RESEAUX DE NEURONES : 
      Dans ce qui suit nous allons s’intéresser  identification de la machine asynchrone par 
réseaux de neurones. La figure (IV.1) illustre le schéma de principe d’identification. Le 
réseau reçoit par ses entrées les trois tensions triphasées appliquées au moteur asynchrone. 





       
(Va ,Vb , Vc) 
Ɛ୰
Modèle dynamique transformé du moteur Asynchrone                    
+  - 
Ʃ RESEAUX DE NEURONES 
(isd ,isq , wr ) 
Ajuster les poids 
   
(Vsd ,Vsq ) 
Figure. IV.1. Identification de la machine asynchrone par réseaux de neurones. 
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      Nous allons développer le modèle neuronal utilisé pour l'identification de la machine. 
Le choix du modèle neuronal à apprentissage pour l'identification du modèle 
comportemental (comportement dynamique) de la machine dépend strictement de la 
complexité du modèle d'état traduisant le fonctionnement sain.   
    Le modèle neuronal de la machine asynchrone basé sur la structure NARX est un 
modèle de cinq entrées ( ௦ܸௗ , ௦ܸ௤ , ݅௦ௗ , ݅௦ௗ , ݓ௥) et trois sorties (vitesse rotorique ෡ܹ௥ et les 




         
Figure.VI.2. Modèle neuronal de la machine asynchrone. 
IV.3.1.Identification par perceptron multicouche (Multilayer Perceptron 
MLP) : 
     Le but de l’identification de la machine asynchrone par un réseau de neurones est de 
construire un modèle non linéaire, les valeurs de sorties (vitesse rotorique wr et les courants 
de Park stator dans le repère (d, q) (isd,isq)) à partir des informations antérieures sur la 
vitesse, et les courants de stator.  
Les sorties  ݓෝ௥ , ܫመ௦ௗ , ܫመ௦௤ du réseau sont définies par les relations suivantes:  ݓෝ௥ = ߰ଵ(ܼଵ. ℎ + ܾଵ)                                                                                                    (VI.10) 
ܫመ௦ௗ = ߰ଶ(ܼଶ. ℎ + ܾଶ)                                                                                                   (VI.11) 
ܫመ௦௤ = ߰ଷ(ܼଷ. ℎ + ܾଷ)                                                                                                   (VI.12) 
Avec : 
ℎ = ߮(ݓଵݓෝ௥(݇ − 1) + ݓଶܫመ௦ௗ (݇ − 1) + ݓଷܫመ௦௤ (݇ − 1) + ݓସ ௦ܸௗ (݇ − 1) + ݓହ ௦ܸ௤ (݇ − 1)  
    Réseaux de neurones   
ݓෝ௥(k) isd (k-1) 
isq (k-1) ܫመ௦ௗ(k) 
Vsd (k-1) ܫመ௦௤(k) Vsq (k-1) 
wr (k-1) 
(VI.13) 
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Où : ݓ௜     ݅ = 1, . . ,3  sont les poids reliant la couche cachée à la couche d’entrée. 
ܼ௜     ݅ = 1, . . ,3  sont les poids reliant la couche cachée à la couche de sortie. 
߰ est  une  fonction  d’activation  de  type  sigmoïde (݂(ݔ) = ଵଵା௘షೌೣ) et ߮une  fonction  
d’activation  de  type linéaire (݂(ݔ) = ݔ). ܾ௜     ݅ = 1, . . ,3  est le biais. 
     Le modèle non linéaire réalisé par un réseau MLP dépend des valeurs des coefficients 
de pondération (poids et biais des neurones) de ce réseau. Pour qu'un réseau effectue une 
tâche donnée, il faut ajuster les valeurs de ses coefficients. La procédure d'ajustement des 
coefficients, de telle sorte que les sorties du réseau soient proches des sorties désirées, est 
appelée apprentissage. Un apprentissage supervisé a pour point de départ un ensemble 
d'apprentissage, c'est-à-dire un ensemble d'exemple, ou couples (valeurs des entrées- 
valeurs des sorties désirées correspondantes). Le principe général des algorithmes 
d'apprentissage repose sur la minimisation d'une fonction de coût quadratique des 
différences entre les sorties du réseau et celles désirées. 
IV.3.1.1.Choix de l’architecture du réseau MLP: 
     Cette tâche est difficile et il n'y a aucune règle systématique pour choisir le nombre de 
neurones par couche cachée. Se rappeler que ce nombre est particulièrement important 
parce qu'il détermine la capacité du calcul de réseau. Un nombre insuffisant de neurones 
cachés peut compromettre la capacité du réseau de résoudre le problème. Inversement, un 
nombre élevé de neurones fait mémoriser le réseau le détriment de la généralisation. Ainsi 
nous avons procédé par la méthode d'essai et d'erreur. Nous avons commencé par des 
structures avec une seule couche cachée et un nombre réduit de neurones. Chaque fois, 
nous avons augmente graduellement le nombre de neurones jusqu'à ce qu’on obtient les 
performances désirée. Noter qu'il a passé plusieurs essais afin de réaliser des architectures 
d'architectures capables généralisé.  
        En appliquant ce procédé, nous pouvons étudier et évaluer plusieurs structures avec 
un ou deux couches cachées. On a également utilisé des réseaux de neurones avec des 
fonctions d'activation sigmoïdes tangentielles pour les neurones des couches cachées, et 
des fonctions d'activation linéaires pour la sortie du réseau. 
IV.3.1.2.Choix de l'algorithme d'adaptation : 
     Parmi les nombreux algorithmes d'adaptation, celui de rétropropagation du gradient de 
l'erreur est sans doute l'algorithme connexionniste le plus utilisé dans l'apprentissage des 
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réseaux multicouches. Dans le logiciel de Matlab, on y trouve plusieurs algorithmes 
d'entraînement des réseaux multicouches. Les plus importants sont l'algorithme de 
rétropropagation de gradient standard, l'algorithme de rétropropagation avec momentum et 
l'algorithme de Levenberg-Marquardt. Les deux premiers sont basés sur la descente de 
gradient. Le troisième est basé sur l'approximation de Newton et il est plus puissant que les 
deux premiers. Il converge mieux mais demande plus de mémoire surtout lorsque la taille du 
réseau devient assez grande. On a constaté que les autres algorithmes sont parfois très rapides. 
Cependant, ils ne donnent pas des résultats acceptables. 
IV.3.1. 3.SIMULATIONS : 
      On a utilisé des réseaux avec des fonctions d'activation sigmoïdes tangentielles pour les 
neurones des couches cachées, et des fonctions d'activation linéaires pour la sortie du 
réseau. Les poids ݓ௜, ܼ௜ et les biais ܾ௜ sont aléatoirement choisis par l’algorithme de 
Levenberg Marquardt.  
       D'après plusieurs choix d’architecture de réseaux MLP, nous avons trouvé que réseau 
à deux couches cachées ,12 neurones dans la première couche cachée et 10 neurones dans 
la deuxième couche cachée, donne meilleur résultat que d’autre architecteurs.       
        D'autres algorithmes ont été testés, mais  l'algorithme Levenberg-Marquardt qu’on a 
utilisée car il est beaucoup plus rapide et plus robuste. 
a. Démarrage à vide                                                                                         
     Le moteur étant alimenté par un système de tensions sinusoïdales, ܸܽ, ܸܾ et ܸܿ Pour un 
démarrage à vide (ܥݎ = 0 ܰ. ݉). 


















Figure.VI.3.Courant statorique suivant l'axe d. 
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Figure.VI.4. Erreur d’identification par MLP de Courant statorique suivant l'axe d 
 
Figure.VI.5.Courant statorique suivant l'axe q. 
 
Figure.VI.6. Erreur d’identification par MLP de Courant statorique suivant l'axe q 
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Figure.VI.7.La vitesse rotorique . 
 
Figure.VI.8. Erreur d’identification par MLP de la vitesse rotorique. 
b. Démarrage en charge : 
     Le moteur étant alimenté par un système de tensions sinusoïdales, ܸܽ, ܸܾet ܸܿPour un 
démarrage en charge (ܥݎ = 60 ܰ. ݉). 
 














































Figure.VI.9.Courant statorique suivant l'axe d. 
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Figure.VI.10. Erreur d’identification par MLP de Courant statorique suivant l'axe d 
Figure.VI.11.Courant statorique suivant l'axe q. 
 
Figure.VI.12. Erreur d’identification par MLP de Courant statorique suivant l'axe q. 
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Figure.VI.13.La vitesse rotorique. 
 
Figure.VI.14. Erreur d’identification par MLP de la vitesse rotorique.  b.1. Commentaire : 
       On remarque d’après les figures (VI.10, VI.12 et VI.14) que l’erreur diminue au fil de 
la séquence d’apprentissage cela montre que le réseau de neurone a bien assimilé les sortie 
qui les sorties de la machine. 
        Dans les figures (VI.9, VI.11 et VI.13) les sorties de la machine et du réseau sont 
presque identique, ce qui démontre l’efficacité du réseau à apprendre de son 
environnement. 
IV.3.2.Identification par réseau à base de fonction radiale (RBF): 
       Le réseau RBF (Radial Basis Functions) est constitué de trois couches; une couche 
d'entrée qui retransmet les entrées, une seule couche cachée qui contient les neurones RBF 
qui sont généralement des gaussiennes ayant chacune deux paramètres ; vecteur prototype 
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ߤ et un coefficient d'étalement ߪstrictement positif et une couche de sortie. 
    Chaque couche est complètement connectée à la suivante et il n'y a pas de connexions à 
l'intérieur d'une même couche. 
La fonction d’activation la plus utilisée est de forme gaussienne donnée par : 
݂(ܺ) = ݁‖೉షഋ‖మమ഑మ                                                                                                    (VI.14) 
      Le vecteur prototype ߤdéfinit un point dans l'espace d'entrée. La sortie s du neurone est 
égale à un pour une entrée x  égale  àߤ, puis décroit vers zéro lorsque l'entrée s'éloigne 
deߤ.La vitesse de décroissance est réglée par ߪ: plus le coefficient est petit et plus la 
fonctionsera concentrée autour du point µ et proche de zéro ailleurs. 
       Les neurones de la seconde couche quant à eux calculent la sortie du réseau en 
effectuant une combinaison linéaire des sorties de ceux de la première couche, avec un 
biais qui est ajouté au total. La fonction qu'ils réalisent est la suivante :  
ଵ݂(ܸ) = ܸ. ܹ + ܾ                                                                                                         (VI.15)  
Où ܸ est un vecteur composé des sorties de tous les neurones de la première couche, ܹ est 
un vecteur de poids et ܾ est le biais. ܹ et ܾ sont ajustés lors de l'apprentissage. 
Chaque sortie du réseau RBF est donnée par la formule suivante: 
 
ݏ௜(ݔ) = ∑ ݓ௜௝ . ݁
ቛೣషഋೕቛమ
మ഑ೕమே೒௝ୀଵ + ܾ௜                                                                          (VI.16) 
 Où ݅ est le numéro de la sortie (c'est à dire le numéro du neurone de la seconde couche 
dont on calcule la sortie), ܰ le nombre de neurones de la couche cachée, ߤ௝ le 
vecteurprototype du neurone numéro j de la première couche,ߪ௝ son coefficient 
d'étalement,ݓ௜௝, j=1,…..,ܰ les ܰpoids du neurone de sortie i, et ܾ௜ son biais[33] . 
Les sorties  ݓෝ௥ , ܫመ௦ௗ , ܫመ௦௤ sorties (vitesse rotorique et les courants stators) du réseau RBF 
sont définies par les relations suivantes: 
෡ܹ௥(݇) = ∑ ߮(݇)ே௝ୀ଴ . ߠ                                                                                       (VI.17) 
ܫመ௦ௗ(݇) = ∑ ߮(݇)ே௝ୀ଴ . ߠ                                                                                       (VI.18) 
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ܫመ௦௤(݇) = ∑ ߮(݇)ே௝ୀ଴ . ߠ                                                                                       (VI.19) 
ߠ : représente les poids synaptiques  ݓ௜௝ . 
ܰ: Le nombre de neurones dans la couche cachée. 
߮(݇): La sortie de la couche cachée. 
Où    
߮(݇) = [ ଵ݂(݇), ଶ݂(݇), … … … … . ே݂(݇) ]                                                           (VI.20) 
     La méthode des moindres carrés récursifs est l’une des techniques d’estimation 
récursive des paramètres  les plus utilisées à cause de sa robustesse et sa facilité 
d’implémentation. 
IV.3.2.1.SIMULATIONS : 
a. Démarrage à vide                                                                                         
Le moteur étant alimenté par un système de tensions sinusoïdales, ܸܽ, ܸܾ et ܸܿ Pour un 
démarrage à vide (ܥݎ = 0 ܰ. ݉). 
 
   Figure.VI.15.Courant statorique suivant l'axe d. 
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 Figure.VI.16. Erreur d’identification par RBF de Courant statorique suivant l'axe d 
 
Figure.VI.17.Courant statorique suivant l'axe q. 
 
Figure.VI.18. Erreur d’identification par RBF de Courant statorique suivant l'axe q. 
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Figure.VI.19.La vitesse rotorique . 
 Figure.VI.20. Erreur d’identification par RBF de la vitesse rotorique. 
b. Démarrage en charge : 
     Le moteur étant alimenté par un système de tensions sinusoïdales, ܸܽ, ܸܾ et ܸܿ Pour un 
démarrage en charge (ܥݎ = 60 ܰ. ݉). 
 














































Figure.VI.21.Courant statorique suivant l'axe d. 
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Figure.VI.22. Erreur d’identification par RBF de Courant statorique suivant l'axe q 
 
Figure.VI.23.Courant statorique suivant l'axe d 
 
Figure.VI.24. Erreur d’identification par RBF de Courant statorique suivant l'axe q 
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Figure.VI.25.La vitesse rotorique . 
 
 Figure.VI.26. Erreur d’identification par RBF de la vitesse rotorique. 
b.1. Commentaire : 
       On remarque d’après les figures (VI.22, VI.24 et VI.26) que l’erreur diminue au fil de 
la séquence d’apprentissage cela montre que le réseau de neurone a bien assimilé les sortie 
qui les sorties de la machine. 
        Dans les figures (VI.21, VI.23 et VI.25) les sorties de la machine et du réseau sont 
presque identique, ce qui démontre l’efficacité du réseau à apprendre de son 
environnement. 
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VI.4.CONCLUSION : 
     Dans ce chapitre nous avons appliqué le technique d'identification par réseaux de 
neurones sur la machine asynchrone, et pour cela en utilisant deux architectures différentes 
des réseaux de neurones, (le perceptron multicouche et les  réseaux de fonctions à base 
radiale). La capacité d’approximation et d’apprentissage des réseaux de neurones ont été 
utilisées pour l’identification du comportement dynamique des systèmes non linéaires.  
     L’apprentissage dans les réseaux MLP, repose sur les méthodes d’optimisation non 
linéaires. Cependant, la surface d’erreur pour ces architectures est souvent très complexe et 
présente des caractéristiques peu satisfaisantes pour effectuer une descente de gradient 
(minima locaux, plateau où les pentes sont très faibles,…). Ceci est l’inconvénient majeur 
des réseaux MLP. 
     L’utilisation d’un réseau RBF, pour lequel l’apprentissage est basé sur les méthodes 
d’optimisation linéaire dans les problèmes d’identification, fournit une autre alternative 
plus efficace. Malheureusement, le nombre de neurones cachés augmente, dans ce cas, 
avec le degré de complexité du problème traité d’une façon considérable ; c’est 
l’inconvénient des réseaux à une seule couche cachée par conséquent l’apprentissage 
devient très lent. 
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CONCLUSION GENERALE : 
    L’étude d’un système dynamique non linéaire, quelle que soit sa nature (industrielle, 
environnementale, financière, etc.) et quel que soit l’objectif visé (commande, optimisation 
du fonctionnement, prédiction, analyse du comportement, etc.), nécessite la mise en place 
d’une représentation capable de reproduire son comportement. Cette représentation, 
communément appelée modèle, permet dans certaines applications de simuler le 
comportement du système, notamment lorsque l’expérimentation est coûteuse. 
Parmi les différents types de modélisation qui existent, la modélisation mathématique 
connaît plus de succès grâce au progrès de l’informatique qui a permis une avancée 
significative des méthodes de calcul numérique. La modélisation mathématique d’un 
système est une représentation mathématique sous forme d’une relation liant les différentes 
variables régissant son fonctionnement. Cependant, la détermination de ces variables et de 
la structure de la relation qui les lie constitue souvent un problème majeur. 
Pour certains systèmes, il est possible d’établir ces relations à partir de connaissances 
physiques, chimiques, biologiques ou autres : une telle représentation est appelée modèle 
de connaissance, modèle boîte blanche ou modèle théorique. Il est cependant très difficile, 
voire parfois impossible, d’établir de tels modèles pour des systèmes complexes. La 
démarche la plus courante est l’établissement d’un modèle boîte noire (modélisation 
expérimentale), basé sur les informations recueillies sur le fonctionnement du système, 
notamment les mesures faites sur les variables. La difficulté d’une modélisation de type 
boîte noire est de trouver un compromis entre ces deux objectifs contradictoires. 
Plusieurs approches ont été proposées pour la représentation des systèmes dynamiques non 
linéaires : méthode de linéarisation du système, représentation de Volterra Wiener, 
représentations de Hammerstein et de Wiener, etc. Plus récemment, d’autres techniques ont 
vu le jour notamment celles basées sur les Réseaux de Neurones Artificiels (RNA). 
       Les réseaux neuronaux artificiels ont été utilisés avec succès comme blocs structurels 
dans l’architecture de l’identification et la commande des systèmes dynamiques non 
linéaires. Cette architecture est basée sur l’entraînement du réseau utilisant les données 
d’entrée-sortie du système. 
Nous avons organisé le contenu de notre travail  comme suit : 
     En premier lieu la démarche présentée des généralités sur l’identification des systèmes 
non linéaires. Les différents types de modèles de systèmes sont définis ainsi que les étapes 
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de l’identification, et les algorithmes d’adaptation  qui sont des éléments essentiels de 
l’identification. 
    Après avoir donné un aperçu général sur les réseaux de neurones, présenté les réseaux 
statiques et étudié en détail les structures neuronales MLP et RBF, ainsi que leurs 
algorithmes d’apprentissage, nous avons envisagé l’application de ces structures à 
l’identification des systèmes non linéaires. 
    Ensuite notre première application de l’approche neuronale était l’identification des 
systèmes non linéaires inconnus SISO et MIMO, les résultats de simulations obtenus ont 
démontrés que les modèles neuronaux sont de bons approximateurs universels pour les 
fonctions non linéaire inconnues, après cette étape nous avons appliqué la technique 
d'identification par réseaux de neurones sur la machine asynchrone, et pour cela en utilisant 
deux architectures différentes des réseaux de neurones (MLP et RBF). 
     L’apprentissage dans les réseaux MLP, repose sur les méthodes d’optimisation non 
linéaires. Cependant, la surface d’erreur pour ces architectures est souvent très complexe et 
présente des caractéristiques peu satisfaisantes pour effectuer une descente de gradient 
(minima locaux, plateau où les pentes sont très faibles,…). Ceci est l’inconvénient majeur 
des réseaux MLP. 
      L’utilisation d’un réseau RBF, pour lequel l’apprentissage est basé sur les méthodes 
d’optimisation linéaire dans les problèmes d’identification, fournit une autre alternative 
plus efficace. Malheureusement, le nombre de neurones cachés augmente, dans ce cas, 
avec le degré de complexité du problème traité d’une façon considérable ; c’est 
l’inconvénient des réseaux à une seule couche cachée par conséquent l’apprentissage 
devient très lent. 
Finalement, dans ce mémoire, on a supposé, pour accomplir les tâches d'identification, que 
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A.1. MODELISATION DE LA MACHINE ASYNCHRONE : 
    L’étude de cette machine traduit les lois de l’électromagnétisme dans le contexte habituel 
des hypothèses simplificatrices [60] :  
  L’entrefer du moteur est d’épaisseur uniforme, négligeant ainsi l’effet des encoches.  
 Le circuit magnétique non saturé et à une perméabilité constante, l’hystérésis et les 
courants de Foucault sont négligeables  
 Les résistances des enroulements ne varient pas avec la température, en négligeant 
l’effet de peau et les pertes fer.  
 Le bobinage triphasé est symétrique et la répartition de la force magnétomotrice dans 
l’entrefer est sinusoïdale.  
Dans ces conditions, si on considère que le moteur à induction est triphasé au stator et au rotor. 
Les trois types d’équations traduisant le comportement du moteur sont :  
 Les équations électriques. 
  Les équations magnétiques. 
  L'équation mécanique.  
La représentation schématique de la MAS dans l'espace électrique est donnée sur la 
figure(A.1).  
Elle est munie de six enroulements, [61].  
   Le stator de la machine est formé de trois enroulements fixes décalés de 120° dans l’espace  
et traversés par trois courants variables.  
   Le rotor peut être modélisé par trois enroulements identiques décalés dans l’espace de 120°.  
Ces enroulements sont en court-circuit et la tension à leurs bornes est nulle. 
           
 
Figure A.1.  Représentation schématique d’une machine asynchrone triphasée. 
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A.1.1 .Equations électriques :  
    Les six enroulements (a, b, c, A, B, C) représentés sur la figure (A.1) obéissent aux 
équations matricielles suivantes [60]. 
          ssss dtdiRV                                                                                      (A.1)    
            Trrrr dtdiRV 000                                                                 (A.2)    
Avec : 
 sV : Vecteur tension.   si : Vecteur courant.  s : Vecteur flux statorique.  
 sR : Matrice résistance , s, r: Indices stator et rotor, respectivement. 
A.1.2.Equations magnétiques :  
    Les hypothèses simplificatrices citées antérieurement conduisent à des relations linéaires 
entre les flux et les courants de la machine asynchrone, ces relations s’écrivent matricielle -
ment comme suit, [62] :  
Pour le stator :         rsrsss iMiL                                                                                    (A.3)    
Pour le rotor :         srsrrr iMiL                                                                                     (A.4)     sL ,  rL  : les matrices d’inductance statorique et rotorique .  srM  : correspond à la matrice des inductances mutuelles stator-rotor. 































        
 (A.6) 
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MML Ts  
  : La position absolue entre le stator et le rotor. 
rl , sl  : Inductance propre du rotor et du stator, respectivement. 
M : Inductance mutuelle cyclique entre stator-rotor. 
Finalement les équations de tensions deviennent : 
Pour le stator : 
            rabcsrsabcssabcssabc iMiLdtdiRV   
Pour le rotor : 
            sabcrsrabcrrabcrrabc iMiLdtdiRV   
A.1.3.Equations mécaniques :  
    L’étude des caractéristiques de la machine asynchrone fait introduire de la variation non 
seulement des paramètres électriques (tension, courant, flux) mais aussi des paramètres 
mécaniques (couple, vitesse) [63]. 
    rabcsrTsabcem iMdtdipC   
L’équation du mouvement de la machine est : 
 rrem fCCdtdJ  
Avec : J : moment d’inertie des masses tournantes.  
rC : Couple résistant impose à l’arbre de la machine.  
 : vitesse rotorique.  
emC : Couple électromagnétique.  
rf : Coefficient de frottement visqueux.  
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A.2. Transformation du système triphasée :  
    La mise en équation des moteurs triphasés aboutit à des équations différentielles à 
coefficients variables. L’étude analytique du comportement du système est alors 
relativement laborieuse, vu le grand nombre de variable. On utilise alors des 
transformations qui permettent de décrire le comportement de la machine à l’aide 
d’équations différentielles à coefficients constants.  
    Les transformations utilises doivent conserver la puissance instantanée et la réciprocité 
des inductances mutuelles. Ceci permet d’établir une expression du couple 
électromagnétique dans le repère correspondant au système transforme [63]. 
A.2.1.Transformation CLARKE/CONCORDIA :  
      Le but de l’utilisation de cette transformation c’est de passer d’un système triphasé abc 
vers un système diphasé α, β. Il existe principalement deux transformations : Clarke et 
Concordia. 
     La transformation de CLARK conserve l'amplitude des grandeurs électriques. Tandis que 
celle de CONCORDIA, conserve la puissance.  
  
 







    
 Tableau A.1.Passage d’un système triphasé au système 
biphasé. 
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     Le choix de matrice de passage non norme (Clarke) est bien pratique en commande où 
l’on traite des grandeurs d q (Isd , Iqs que l’on verra par la suite). En effet, cela permet, par 
exemple, d’apprécier directement le module du courant qui est absorbe par le moteur, sans 
avoir à passer par un coefficient multiplicateur. Mathématiquement parlant, le choix d’une 
matrice normée (Concordia) est souvent utilise pour des raisons de symétrie de 
transformation directe et inverse. Nous allons utiliser la transformation de Concordia dans 
notre modélisation. Son application aux équations de la machine écrites ci-dessous [63] 
donne : 
         abcsabcsssabcs dtdiRTvvT  2323  
     abcsabcsss TdtdiTRv  2323   
     sabcsss dtdiRv    
    On a alors réduit le système de trois (3) équations à un système de deux (2) équations.  
De même pour le rotor : 
  
 
      Ainsi que pour l’écriture des flux en fonction des courants. L’intérêt pour les flux, c’est 
que les matrices 3*3 des inductances vont être réduites à des matrices 2*2. On a alors 
l’apparition des inductances cycliques :  
sss mlL    ,  rrr mlL        ,  srmM 23  
Alors :  
൥ s
r ൩ = ൦
ܮ௦ 00 ܮ௦ ܯ ∙ ܲ(ߠ)
ܯ ∙ ܲ(−ߠ) ܮ௥ 00 ܮ௥
൪ ൤݅ఈఉ௦݅ఈఉ௥൨   
 




     rabcrrr dtdiRv   (A.15) 




    cossin sincos)(P  
     On dispose à présent d’une modélisation de la machine asynchrone dans deux repères 
sépares : les grandeurs statoriques sont exprimées dans le repère α β stator et les grandeurs 
rotoriques dans le repère α β rotor. Il faut exprimer toute la modélisation dans un repère 
commun. En effet, si l’on examine de plus prés la matrice des inductances [63]. 
൦
ܮ௦ 00 ܮ௦ ܯ ∙ ܲ(ߠ)
ܯ ∙ ܲ(−ߠ) ܮ௥ 00 ܮ௥
൪  
      On s’aperçoit que les grandeurs statoriques sont liées aux grandeurs rotoriques à travers 
l’angle  
     On choisi alors de transformer les deux grandeurs statoriques et rotoriques vers un 
repère commun dit d ,q et ceci à l’aide de deux transformations dans le plan qui sont des 
rotations. Ce sont ces transformations ainsi que la transformation de Concordia ou de 
Clarke qui constitue la transformation de Park.  















sincos   avec : ),,( ,,, rsrsrs vIx   
A.2.2.TRANSFORMATIONDE PARK :  
     La transformation de Park à pour but de traiter une large gamme de machines de façon 
unifiée en un modèle unique. Cette conversion est appelée souvent transformation des 
axes, fait correspondant aux deux enroulements de la machine originale suivie d’une 
rotation, les enroulements équivalents du point de vue électrique et magnétique. Cette 
transformation ainsi, pour l’objectif de rendre les inductances mutuelles du modèle 
indépendantes de l’angle de rotation [64]. 
a.Différents repères :  
     L’isotropie du moteur asynchrone permet une souplesse dans la composition des 
équations de la machine selon deux axes à l’aide des composantes de Park, cela nécessite 
l’utilisation d’un repère qui permet de simplifier au maximum les expressions analytiques. 
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Il existe différentes possibilités pour le choix du repère d’axes, se ramène pratiquement à 
trois référentiels (systèmes biphasés) orthogonaux : [14]  
Référentiel immobile par rapport au stator : 0)(   . 
Référentiel immobile par rapport au rotor : ryx   )(  
Référentiel immobile par rapport au champ tournant : rqd   )(  
Où :  : Vitesse angulaire de rotation du système d’axes biphasé par rapport au système 
d’axes triphasé.  





























2  : Le facteur ( 3





















































b.Application de la transformation de Park au modèle de la MAS :  
b.1.Equations électriques : 
sqssdsdssd dt
diRV    
sdssqsqssq dt
diRV    
rqrsrdrdr dt
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rdrsrqrqr dt
diR  )(0   
b.2.Equations magnétiques : 
rdsdssd MiiL   
rqsqssq MiiL   
sdrdrrd MiiL   
sqsdsrq MiiL   
Avec : MlL ss   , MlL rr   , 023 MM   
 
a) Modèle triphasé réel.                                    b) Modèle biphasé équivalent. 
Figure A.2. Représentation de la machine asynchrone triphasée et sa machine biphasée. 
 




A.3. ALIMENTATION DE LA MACHINE ASYNCHRONE :  
      Pour une machine asynchrone alimentée en tension, si on considère le courant 
statorique si  et le flux rotorique r  comme variables d’état, et la pulsation r  et les 
tensions sdV , sqV , comme grandeur de commande et le couple rC  comme une perturbation, 









Figure. A.3. Schéma bloc de la machine asynchrone alimentée en tension. 
A. 3.1.REPRESENTATION D’ETAT DU MODELE DE LA MACHINE 
ASYNCHRONE : 
    Le modèle de la machine asynchrone [60], est un modèle d'état de la forme: 
൜ሾܺሿሶ = ሾܣሿ. ሾܺሿ + ሾܤሿ. ሾܷሿሾܻሿ = ሾܥሿ. ሾܺሿ                                                                                           (A.24) 
Le vecteur de sortie  ሾܺሿ, peut avoir une des formes des différentes expressions : 
ሾܺሿ = ൣ݅௦ௗ݅௦௤݅௥ௗ݅௥௤൧்                                                                                                (A.25)  
Ou bien :  ሾܺሿ = ቂ ௦ௗ ௦௤ ௥ௗ ௥௤ቃ
்                                                                       (A.26) 
Ou bien : ሾܺሿ = ቂ ௦ௗ ௦௤݅௥ௗ݅௥௤ቃ
்                                                                            (A.27)   
Ou bien : ሾܺሿ = ൣ݅௦ௗ݅௦௤݅௥ௗ݅௥௤ݓ௥൧்                                                                            (A.28) 
Notre choix est porté sur le vecteur : ሾܺሿ = ൣ݅௦ௗ݅௦௤݅௥ௗ݅௥௤ݓ௥൧் 
Le vecteur d’entrée ሾܷሿ est donné par : 
ሾܷሿ = ൣ ௦ܸௗ ௦ܸ௤൧்                                                                                                       (A.29)  
Le vecteur de sortie est donné par : 
ሾܻሿ = ൣ݅௦ௗ݅௦௤ݓ௥൧்                                                                                                     (A.30)  
Avec : 
(Vsd ,Vsq , wr) Modèle de la machine Asynchrone alimentée en tension                     
[X] 
Cr 






ߦ൫−ܮ௥ . ܴ௦. ݅௦ௗ + ܯଶ. ܲ. ݓ௥ . ݅௦௤ + ܯ. ܴ௥ . ݅௥ௗ + ܲ. ܮ௥ . ܯ. ݓ௥ . ݅௥௤൯ߦ൫−ܯଶ. ܲ. ݓ௥ . ݅௦ௗ − ܮ௥ . ܴ௦. ݅௦௤ − ܲ. ܮ௥ . ܯ. ݓ௥ . ݅௥ௗ + ܯ. ܴ௥ . ݅௥௤൯ߦ൫ܯ. ܮ௦. ݓ௥ . ݅௦ௗ + ܯ. ܴ௦. ݅௦௤ + ܮ௦. ܮ௥ܲ. ݓ௥ . ݅௥ௗ + ܮ௥ . ܴ௥ . ݅௥௤൯ߦ൫ܲ. ݅௦. ݓ௥ . ݅௦ௗ + ܯ. ܴ௦. ݅௦௤ + ܮ௦ . ܮ௥ܲ. ݓ௥ . ݅௥ௗ − ܮ௥ . ܴ௥ . ݅௥௤൯ଵ
௃ ൫ܲ. ܯ. ݅௦௤ . ݅௥ௗ − ܲ. ܯ. ݅௦ௗ݅௥௤ − ݂ݒ. ݓ௥ − ܥ௥൯ ی
ۋۋ





ۍ   ߦܮ௥            0     0              ߦܮ௥−ߦܯ             0     0        − ߦܯ    0                0 ےۑ
ۑۑ
ې
,  ሾܥሿ = ൭1   0   0   0   00   1   0   0   00   0   0   0   1൱                                                         (A.32) 
Avec :    ߦ = 1 (⁄ ܮ௥ . ܮ௦ − ܯଶ) 
Les paramètres de la machine asynchrone utilisée en simulation : 
GRANDEURS NOMINALES :  
Puissances nominales : ܲ = 4 ݇ݓ. 
Nombre de paires de pôles  ݌ = 2. 
Tension efficace nominale :  ܸ = 230ܸ /380ܸ.  
Fréquence nominale :  ݂ = 50 ܪݖ. 
Courant efficace nominal : ܫ݊ = 15ܣ /12ܣ.   
Vitesse de rotation nominale : Ω = 1500 ݐݎ/݉݊.  
PARAMETRES ELECTRIQUES :  
Résistance statorique   ܴݏ =  1.2 (Ω) . 
Résistance rotorique    ܴݎ =  1.8 (Ω) . 
Inductance statorique   ܮݏ =  0.1554 (݉ܪ) . 
Inductance rotorique    ܮݎ =  0.1568 (݉ܪ) . 
Inductance mutuelle     ܯ =  0.15 (݉ܪ) . 
PARAMETRES MECANIQUES :  
Inertie                           ܬ  =  0.07 (݇݃. ݉) . 
Frottement visqueux    ݂ݒ =  0.0001 (ܰ. ݉. ݏ/ݎܽ݀) . 
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     L’identification des systèmes non linéaires par réseaux de neurones a fait l'objet de 
nombreux travaux de recherche depuis une trentaine d'années à cause de la capacité 
d'apprentissage, d'approximation et de généralisation que possèdent ces réseaux .En effet, 
cette nouvelle approche fournit une solution efficace à travers laquelle de larges classes des 
systèmes non linéaires peuvent être modélisés sans une description mathématique précise.  
      Ce travail consiste en l’exploitation des réseaux de neurone artificiels (RNA) à 
l’identification des systèmes non linéaires. En effet, les RNA eux-mêmes sont des 
structures à modèles Boite-noire non linéaires. Le but visé par ce travail c’est de voir 
l’effet du choix de l’architecture d’un RNA sur la procédure d’identification voire la 
validation du modèle estimé. Plusieurs modèles non linéaires existent dans la littérature 
tels que : NAR, NARMA, NARX, NARMAX, etc… 
       Dans ce travail, nous avons appliqué la technique d'identification par réseaux de 
neurones sur une machine asynchrone (la machine asynchrone est un système dynamique 
non linéaire et multi-variables). Pour cela, en utilisant deux architectures différentes des 
réseaux de neurones (perceptron multicouche (MLP) et fonctions de base radiale (RBF)) 
basent sur la structure NARX. 
Mots clés : identification,  systèmes non linéaires, réseaux de neurones, MLP, RBF, 
NARX ,machine asynchrone. 
:صخلم 
     دیدحت ةمظنأ ریغ ةیطخلا مادختساب تاكبشلا ةیبصعلا عوضوم ریثكلا نم ثاحبلأا ىلع ىدم تاونسلا نیثلاثلا 
ةیضاملا عجریو كلذ ىلإ ةردق ملعتلایرقتو ،ب میمعتلاو ھ ىدلهذ تاكبشلا.  اذھجھنلا  ھللاخ نم،لاعف لح رفوی ثیدحلا
 ةریثك تلااجمنم ةمظنأ یطخلا ریغة نكمی نأ  ددحتنودب فصو يضایر قیقد. 
      ةیبصعلا تاكبشلا مادختسا لمعلا اذھ لمشیودیدحتل ةیعانطصلاا  ةیبصعلا تاكبشلا ،عقاولا يف .ةیطخلا ریغ مظنلا
 ىلع ةسدنھلا رایتخا ىلع ریثأت ىرن نأ وھ لمعلا اذھ نم فدھلاو .ةیطخلا ریغ ءادوسلا جذامن عبرم يف لكایھلا مھسفنأ
ةیطخلا ریغ جذامن ةدع دجوتو .ردقملا جذومنلا ةحص نم ققحتلا وأ ةیوھلا دیدحت تاءارجإ. 
 انقبط ،لمعلا اذھ يف يكیمانید ماظن وھ يفیرعتلا كرحملا) نمازتم ریغ زاھج ىلع ةیبصعلا تاكبشلا دیدحتل ةینقتلا هذھ





                                                                                                                                   Résumé 
 
 
                  Abstract:                  
       
    Identification of nonlinear systems using neural networks has been the subject of much 
research over the last thirty years ago to the ability of learning, approximation and 
generalization have these networks. Indeed, this new approach provides an efficient 
solution through which large classes of nonlinear systems can be modeled without a 
precise mathematical description. 
     This work consists of the exploitation of the artificial networks of neuron (RNA) to the 
identification of the nonlinear systems. Indeed, the RNA themselves are structures with 
nonlinear models Limp-black. The aim set by this work is to see the effect of the choice of 
the architecture of a RNA on the procedure of identification even the validation of the 
estimated model. Several nonlinear models exist in the literature such as: NAR, NARMA, 
NARX, NARMAX, etc… 
     In this work, we applied the technique of identification neural networks on a 
asynchronous machine (asynchronous machine is a non-linear and multi-variable dynamic 
system). To do this, using two different architectures of neural networks (multilayer 
perceptron (MLP) and radial basis function (RBF)) base on structure NARX. 
Keywords: identification, nonlinear systems, neural networks, MLP, RBF, NARX, 
asynchronous machine. 
