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Abstract
We consider the group G of complex matrices of order 2n of the form g = (A B
B A
)
such that
t gJg = J with J = ( 0 I−I 0). The notation tM for a matrix means the matrix transposed of M . In
the first part, for G, we explicit polar coordinates and a Cartan decomposition. We discuss how to
define the radial part in the group G. We write in the Hua–Siegel polar coordinates the Stratonovich
stochastic system
dA = B ◦ dX and dB = A ◦ dX (S)
where g = (A B
B A
) ∈ G, and where X is a Brownian motion in the vector space of symmetric complex
matrices of order n. We obtain in polar coordinates, the stochastic differential equations satisfied by
the symmetric matrix Z = BA−1. We also write (S) in Iwasawa coordinates on the group G.
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Introduction
In order to obtain a brownian motion on the infinite dimensional Siegel disk D∞, it has
been proved in [5] that one needs a renormalization. To see how this renormalization can
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heat kernel on D∞, it is conceivable to try an approximation by finite dimensional Siegel
disksDn. The object of this work is the study of the brownian motion on finite dimensional
Siegel disks and show the importance of polar coordinates, see [11,20]. We may define the
radial part in Dn as the set of equivalence classes aZaT of complex symmetric matrices
Z under the action of the unitary group. In the Hua–Siegel decomposition Z =t UPU
of a complex symmetric matrix Z, with U unitary and P real diagonal, the matrix P
is correlated to U , and we have to study a stochastic process in the group of unitary
matrices. Thus the difficulty is to define polar coordinates on Dn and then on D∞. An
embedding Dn → Dn+1 like bordering the n × n matrices by a line and a column of
zeroes may be viewed to approximate the infinite dimensional disk D∞, or a projection
Sp(n) → Sp(n−1) like in [19]. First, we recall the construction of the infinite dimensional
symplectic group Sp(∞) and the infinite dimensional Siegel disk D∞. Let H = H 1
2
be the
set of complex Fourier series f =∑k =0 ckeikθ defined on the circle, with mean value zero
and such that∑
k =0
|k|ckck < +∞
and let H 3
2
be the subset of H of Fourier series such that
∑
k =0 |k3 − k|ckck < +∞.
Then H = H+ ⊕ H− where H+ is the set of Fourier series f =∑k1 ckeikθ , f ∈ H 12 ,
which admit a prolongation inside the unit disk and H− = H+ is the set of Fourier
series
∑
k1 c−ke−ikθ which prolongate outside the unit disk. Let J :
∑
k =0 ckeikθ →
−i∑k =0 sgn(k)ckeikθ be the Hilbert transform. In terms of Cauchy singular integral,
J (f )(θ) = − 1
2π
π∫
−π
f (θ + t)
tan( t2 )
dt. (1)
Since J 2 = −1, the eigenvalues are i and −i . The eigenspace associated to the eigenvalue
−i is H+ and H− = H+ is the eigenspace associated to i . Let
π+ = 12 (I + iJ ), π− =
1
2
(I − iJ ) (2)
then π+ is the projection from H to H+ and π− is the projection from H to H−. Given
a C-linear map A :H → H , we associate to A, its matrix ( a b
c d
)
where a = π+Aπ+,
b = π+Aπ−, c = π−Aπ+, d = π−Aπ−. We have
a = π+Aπ+ = i2 (JA+AJ ) ◦ π+, b = π+Aπ− =
i
2
[J ,A] ◦ π− (3)
π+ ◦ (JA+AJ ) ◦ π− = 0, π− ◦ (JA+AJ ) ◦ π+ = 0
π+ ◦ [J ,A] ◦ π+ = 0, π− ◦ [J ,A] ◦ π− = 0.
(4)
The matrixJ = (−i 00 i) is associated to the Hilbert transformJ . Let f → f¯ be the complex
conjugation, we have
J (f¯ ) = J (f ). (5)
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ω0(f1, f2) =
2π∫
0
f1f
′
2
dθ
2π
and ω1(f1, f2) = ω0(f1, f2) −ω0(f ′1, f ′2). (6)
We have ω1(f1, f2) =
∫ 2π
0 f1(f
′
2 + f ′′′2 ) dθ2π . The symplectic form ω0 has been used by [8]
to construct the infinite dimensional Heisenberg group H 1
2
⊕ C as well as a gaussian
measure which gives a representation of the algebra of holomorphic square integrable
functions on H 1
2
. Following [5], the symplectic form ω0, together with the decomposition
H = H+ ⊕ H− defines the symplectic group Sp(∞): We denote (f1|f2) 1
2
the hermitian
product
(f1|f2) 1
2
= ω0
(
f1,J (f2)
)=∑
k =0
|k|ck(f1)ck(f2) (7)
with ck(f ) = 12π
∫ 2π
0 f (θ)e
−ikθ dθ . We define the symmetric bilinear form
〈f1, f2〉 1
2
= (f1|f2) 1
2
= ω0
(
f1,J (f2)
)
. (8)
Let AT be the adjoint of A for 〈, 〉 1
2
, then 〈Af1, f2〉 1
2
= 〈f1,AT f2〉 1
2
. Given a C-linear
map A :H → H , we define the C-linear map A :H → H by A(f ) = A(f¯ ). In the
decomposition H = H+ ⊕H−,
A =
(
a b
c d
)
, AT =
(
dT bT
cT aT
)
, A =
(
d¯ c¯
b¯ a¯
)
, AT =
(
aT cT
bT dT
)
(9)
where aT , bT , cT , dT are well defined endomorphisms, and a¯, b¯, c¯, d¯ are defined
respectively by a¯(f−) = a(f−), . . . .
A(f ) = A(f¯ ), ∀f ∈ H if and only if A = A, i.e. A = Aa,b =
(
a b
b¯ a¯
)
. (10)
Generalizing the example of the Hilbert transform (1), we define a family of operators
which satisfy (10),
A(f )(θ) = 1
2π
+π∫
−π
[
f (t + θ)u(t)+ f (t − θ)v(t)]dt (11)
where the integral converges in the Cauchy sense as in (1) and u(t), v(t) are real valued
functions of t .
As in [5], we define the symplectic group of infinite order Sp(∞) associated to the
symplectic form ω0 as the group of invertible matrices Aa,b, preserving the symplectic
form ω0 and such that bT b :H− → H+ is a bounded operator. If A ∈ Sp(∞), we have
ω0(Af,g) = ω0(f,A−1g). Then the inverse of A =
(
a b
b¯ a¯
)
is given by A−1 = ( aT −bT−bT aT ).
This gives, see [5],
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aT a¯ − bT b = IH− , bT a¯ − aT b = 0H−→H+ . (12)
We say that U ∈ Sp(∞) is unitary if UT = U−1. We see that U ∈ Sp(∞) is unitary if it
is of the form U = ( u 00 u¯). In that case u ∈ End(H+) is unitary (uuT = uT u = IH+). We
denote U the set of unitary operators in Sp(∞).
U = {U ∈ Sp(∞) such that [U,J ] = 0}. (13)
The Lie algebra sp(∞) of Sp(∞) is the set of ( α β
β¯ α¯
)
such that α + αT = 0 and β = βT .
The Lie bracket is given by
[α1, α2] = α1α2 − α2α1, [α,β] = αβ − βα, [β1, β2] = β1β¯2 − β2β¯1. (14)
Let κ ⊂ sp(∞) be the set of matrices of the form ( α 00 α¯) and P ⊂ sp(∞) be the set of
matrices of the form
( 0 β
β¯ 0
)
, then
[κ, κ] ⊂ κ, [κ,P] ⊂P and [P,P] ⊂ κ. (15)
The tangent space to Sp(∞)/U is isomorphic to P . The “canonical brownian motion” gt
on Sp(∞) is given by
g−1t ◦ dgt =
(
0 dxt
dxt 0
)
;
it is expressed with the infinite dimensional stochastic system
dax(t) = bx(t) ◦ dx(t), dbx(t) = ax(t) ◦ dx(t) (S)
with ax(0) = I , bx(0) = 0 and x an infinite symmetric matrix of independent brownian
motions. It is a left invariant process on the group Sp(∞). See [14, Lie groups] and [3].
The Siegel disk D∞ of infinite dimension is obtained as a set of symmetric bounded
endomorphisms from H− to H+. We say that Z ∈D∞ if
Z :H− → H+, ZT = Z, IH− −ZT Z > 0, trace(ZT Z) < +∞. (16)
If Z ∈D∞ and (a, b) ∈ Sp(∞), then b¯Z + a¯ :H− → H− is invertible. The group Sp(∞)
acts on D∞ with
Z → (aZ + b)(b¯Z + a¯)−1. (17)
The manifold D∞ is kählerian with Kähler potential
K(Z) = − log det(I − T ZZ). (18)
The Laplace–Beltrami on D∞ is defined in [5]. The diffusion on D∞ is defined as the
projection of the diffusion on Sp(∞) by the map (a, b) → ba−1; it is the stochastic orbit
of the point 0 under the action of the brownian motion on Sp(∞).
One of our purpose is the study of the process associated to (S) but in polar coordinates.
For that, we define the radial coordinates R in Sp(∞) by quotienting Sp(∞) on the left
and on the right by U .
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the diffeomorphisms of the circle. Let Diff(S1) be the set of orientation preserving
diffeomorphisms of the circle and let φ ∈ Diff(S1). Like in [4], we consider the linear
map Aφ defined by
Aφ(f ) = f ◦ φ − 12π
2π∫
0
f ◦ φ dθ. (19)
It satisfies Aφ(f¯ ) = Aφ(f ). For two diffeomorphisms, φ, ψ , we have Aφ◦ψ = Aφ ◦ Aψ .
Since ω0(Aφf1,Aφf2) = ω0(f1, f2), we have Aφ ∈ Sp(∞). Then φ → Aφ is a group
homomorphism from Diff(S1) to Sp(∞). If rh ∈ Diff(S1) is a rotation of angle h, then
Arh ∈ U since Arh :
∑
k1 cke
ikθ → ∑k1 ckeikheikθ . Let φ(θ) be the diffeomorphism
defined by the homographic transformation
eiφ(θ) = e
iθ − a
1 − a¯eiθ (20)
where |a|< 1, then it is not difficult to verify that Aφ ∈ U . Presumably, the double quotient
SU(1,1)\Diff(S1)/S1 can be embedded in the radial component of Sp(∞). Let (φt )t0
be diffeomorphisms of S1. Consider the vector field u(θ) = d
dt |t=0φt(θ). We have
d
dt
Aφt (f ) = f ′
(
φt(θ)
) d
dt
φt (θ)− 12π
2π∫
0
f ′
(
φt(θ)
) d
dt
φt (θ) dθ
thus
A
φ−1t
d
dt
Aφt (f )t=0 = u(θ)f ′(θ)−
1
2π
2π∫
0
u(θ)f ′(θ) dθ. (21)
If u(θ) is real valued, then u(θ)f ′(θ) = u(θ)f ′(θ), and the matrix of
f → u(θ)f ′(θ)− 1
2π
2π∫
0
u(θ)f ′(θ) dθ (22)
is of the form
( au bu
bu au
)
. We calculate the coefficients of the matrix bu :H− → H+ in the
orthonormal basis (e−k(θ) = 1√
k
e−ikθ )k1 for H− and (ek(θ) = 1√
k
eikθ )k1 for H+, the
scalar product being given by (|) 1
2
. If f ∈ H ,
(f |ek) 1
2
= 1
2π
2π∫
0
f (θ)
√|k|e−ikθ dθ. (23)
We deduce that the coefficients of bu :H− → H+ are
cjk = 12π
2π∫
u(θ)(−ik) 1√
k
e−ikθ
√
je−ijθ dθ = −i√jkcj+k(u) (24)0
610 H. Airault / Bull. Sci. math. 128 (2004) 605–659where j  1, k  1. Following [4], we have
∑
j1,k1
|cjk|2 =
∑
p1
p3 − p
6
∣∣cp(u)∣∣2 (25)
and if the vector field u(θ) ∈ H 3
2
, then the operator bu is bounded. The canonical Brownian
motion γt on Diff(S1) is given as the solution of the Stratonovich SDE
dγ = (◦ dy(t))γ (26)
where dy(t) is a stochastic vector field with a covariance in H 3
2
(S1). See [6,15,18]. On the
other hand, with (9)–(11)–(15), for Aφ , the Kählerian potential is expressed as
Kφ = log
[
det
(
IH− + bTφ bφ
)]
. (27)
The main object of this paper is the study of the system similar to (S) on the finite
dimensional symplectic group Sp(n). The group Sp(n) is the set of complex matrices of
order 2n of the form
g =
(
A B
B A
)
(28)
such that t gJg = J with J = ( 0 I−I 0). For g as in (28), we denote g = (A,B). For any
u ∈ R, the group Sp(n) is contained into the set Su of g = (A,B) such that
t gJg = exp(u)J. (29)
The relation (29) is equivalent to
tAB = tBA and tAA− tBB = exp(u)I. (30)
If g ∈ Su, then Z = BA−1 is symmetric. The n-dimensional Siegel disk Dn is the set of
symmetric complex matrices Z of order n such that I −ZZ > 0. The set Su and then also
the group Sp(n), act on Dn with
Z → (AZ +B)(BZ +A)−1. (31)
In the following, we restrict ourselves to the action of Sp(n). The orbit of 0 with the
diffusion (S) is a diffusion on Dn. In finite dimension, we use the Hua–Siegel polar
decomposition to study the solution of (S).
When n = 1, the group SU(1,1) and its infinitesimal action on the hyperbolic disk
is completely studied in [22]. With Ito’s calculus and the polar coordinates on SU(1,1),
we find the infinitesimal generator of the diffusion induced by S on this group. This
diffusion depends on two parameters. See (I.2.7). Moreover the diffusion zt = bta−1t has
for infinitesimal generator, the Laplace–Beltrami operator on the Poincaré hyperbolic disk.
For n > 1, in [17, pp. 381–391], Q.K. Lu has explicited the metric on Dn which is
invariant under the action of the group Sp(n). He also calculated the associated Laplace–
Beltrami operator 
LB on Dn.
Here, we consider the image of the diffusion (S) by the map Sp(n) → Dn, to g ∈ G,
we associate Z = BA−1. The case n > 1 differs from n = 1 in the following fact: let
H. Airault / Bull. Sci. math. 128 (2004) 605–659 611(A(t),B(t)) satisfy S , then the process z(t) = B(t)A(t)−1, unlike when n = 1, does not
have for infinitesimal generator the Laplace–Beltrami operator 
LB on Dn. This can be
explained by the fact that the map (A,B) ∈ Sp(n) → BA−1 ∈ Dn is not the projection
obtained via the coset space as in [18]. Let L be the infinitesimal generator of the process
S on the group Sp(n) and let φ : Sp(n) →Dn be the projection map, φ(g) = Z = BA−1.
For a function f˜ on Dn, define (see [2])
L˜f˜ (Z) = E[L(f˜ ◦ φ)|φ(g) = Z] (32)
where E[·|φ(g) = Z] is the conditional expectation given φ(g) = Z. In the one-
dimensional case n = 1, L˜ is the Laplace–Beltrami operator onD1 endowed with the usual
hyperbolic metric and if n > 1, L˜ differs from 
LB on Dn.
The method to study the process Z(t) = B(t)A(t)−1 on Dn is that of stochastic
differential equations, both of Ito and of Stratonovich type.
The main difficulty is to define the radial coordinate on Sp(n) and then on Dn. We
deduce from Hua’ lemma [12, p. 63, (3.5.1)] a “Hua–Cartan” decomposition on the group
Sp(n), see Theorem 1 below. For τ = [τ1, τ2, . . . , τn], with 0 τn  τn−1  · · · τ1, we
define the diagonal matrices
A0(τ ) =
[
ch(τ1), ch(τ2), . . . , ch(τn)
]
and
B0(τ ) =
[
sh(τ1), sh(τ2), . . . , sh(τn)
]
. (33)
Theorem 1. Let
g =
(
A B
B A
)
∈ Sp(n),
then there exist U and V , two unitary complex matrices of order n and a decreasing
sequence τ = [τ1, τ2, . . . , τn], τj  0, such that
B = tUB0(τ )V and A = tUA0(τ )V (34)1
where A0(τ ) and B0(τ ) are as in (33). Moreover,(
A0(τ ) B0(τ )
B0(τ ) A0(τ )
)
= exp
((
0 Z2(τ )
Z2(τ ) 0
))
(34)2
where Z2(τ ) = [τ1, . . . , τn] is a diagonal matrix of order n. If all entries (τ1, . . . , τn) in the
diagonal of Z2(τ ) are distinct and strictly positive, then the matrices U and V in (32) are
unique, up to the multiplication on the left by a diagonal matrix [ε] = [ε1, . . . , εn], with
εj = 1 or εj = −1.
Let Z = BA−1, the diagonal matrix P 2 = B20 (A−10 )2 is formed with the eigenvalues of
ZZ arranged in decreasing order.
The decomposition (33)–(34) defines two maps. First
g = (A,B) → τ (g) = (τ1, τ2, . . . , τn) (35)
where th(τ1), . . . , th(τn) are the eigenvalues of ZZ, with Z = BA−1. The correspondence
g → τ (g) maps Sp(n) to the convex cone C in Rn+ defined by
C = {0 τn  · · · τ2  τ1}. (36)
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complex unitary matrices of order n,
g = (A,B) → U(g) (37)
where U(g) is determined by
Z = BA−1 = tU(g)PU(g). (38)
From g = (A,B), we have obtained U(g) and τ (g). We define V (g) by
V (g) = A0
(
τ (g)
)−1
U(g)A. (39)
We prove that V (g) is unitary. Thus, g → V (g) is also an almost everywhere defined
correspondence Sp(n) → the group of complex unitary matrices of order n. The matrices
U and V can be uniquely determined from Z up to a multiplication by a matrix of the form
[ε] when all the eigenvalues of ZZ are distinct. Let M be the submanifold of symmetric
matrices such that ZZ has a multiple eigenvalue. When (A(t),B(t)) satisfy (S), almost
surely, the stochastic process Z(t) = B(t)A(t)−1 is not inM. We denote U(t) for U(g(t))
and V (t) for V (g(t)). Almost surely, the process
τ (t) = (τ1(t), τ2(t), . . . , τn(t)) (40)
stays in the interior of the cone C defined in (36). The unitary matrix U(t) is uniquely
determined (up to the multiplication by a matrix as [ε] except when τ (t) hits one of the
faces of the cone C).
In Sections 1 and 3, when (A(t),B(t)) satisfy S , we study the stochastic motion
of the unitary matrices U(t), V (t), and the diagonal matrix τ (t), such that A(t) =
tU(t)A0(t)V (t), B(t) = tU(t)B0(t)V (t).
For n > 1, we find that the real matrix
P(t) = B0(t)A0(t)−1 =
[
th
(
τ1(t)
)
, th
(
τ2(t)
)
, . . . , th
(
τn(t)
)] (41)
is dependent on the complex rotation U(t). Let 〈dτk(t), dτj (t)〉 be the Ito’s contractions for
the entries of the diagonal matrix P(t). For any j , k = 1, . . . , n, we find that the correlation
〈dτk(t), dτj (t)〉 is not zero but depends on the rotation U(t).
On the other hand, in the case of the 
LB-process onDn, we deduce from the expression
of 
LB that the τj (t) are independent processes.
Thus, for n > 1, when (A(t),B(t)) satisfy (S), the infinitesimal generator of Z(t) =
B(t)A(t)−1 is not the Laplace–Beltrami operator 
LB.
In Section 1.2, we discuss how to define the radial process when (A(t),B(t)) satis-
fies (S). Using the underlying probability space associated to the diffusion (S), and the
conditional expectation as in [2], we deduce a process in the set of maps γt from the group
of complex unitary matrices to itself, we put
γt (U) = E
[
V
(
g(t)
)|U(g(t))= U] (42)
where E[·|U(g(t)) = U ] is the conditional expectation given the event U(g(t)) = U .
Assume that g(t) is a solution of the Stratonovich system (S), we consider the two
processes Y (t) and Y˜ (t) defined by the Stratonovich equations
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2i
(
V
(
g(t)
) ◦ dX(t)(tV (g(t)))− V (g(t)) ◦ dX(t)(t V (g(t)))),
dY˜ (t) = 1
2
(
V
(
g(t)
) ◦ dX(t)(t V (g(t))+ V (g(t))(◦ dX(t))tV (g(t)))). (43)
We denote these equations shortly as
dY = 1
2i
(
V ◦ dX(tV )− V ◦ dX(tV ) and dY˜ = 1
2
(
V ◦ dX(tV )+ V (◦ dX)tV ).
We prove that
dτj (t) = dY˜jj (t). (44)
We calculate the Ito’s contractions in (44): When g(t) satisfies S , the processes τ1, . . . , τn
in (34), are n real one dimensional diffusion processes driven by the stochastic Ito’s system
dτj (t) = dβj (t) + γj dt, j = 1, . . . , n,
dβj (t) = 12
(
V dX(tV ) + V (dX)tV )
jj
. (45)
The processes βj and βk , for j = k are not independent, their correlation depends upon the
stochastic behaviour of the unitary matrix U . For the drift γj in (43), we have
γj = 2th(2τj ) +
∑
m,m=j
([
1
th(τj − τm) +
1
th(τm + τj )
]
−Nj
)
, j = 1, . . . , n, (46)1
where
Nj = αjjjth(2τj ) +
∑
m,m=j
αjmj
(
1
th(τj − τm) +
1
th(τj + τm)
)
(46)2
with
αjmj =
∑
p
|Vmp|2|Vjp|2. (46)3
The covariance 〈dβj , dβj 〉 is given by
〈dβj , dβj 〉 = (2 − αjjj ) dt with αjjj =
∑
p
|Vjp|4 (46)4
and for j = k, we have
〈dβj , dβk〉 = −12
∑
p
(
V 2jpV
2
kp + V 2jpV 2kp
)
. (46)5
We put
(dU)U−1 = da + i db and (dV )V−1 = de + i df (47)1
then
dajj = 0, dajk = −dakj , dbjk = dbkj . (47)2
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dejk = ch(τj − τk) dajk and dfjk = ch(τj + τk) dbjk (47)3
which express V in terms of U . Then
dY˜jk = sh(τj − τk) dajk if j = k,
dYjk = − sh(τj + τk) dbjk, (48)
dY˜jj = dτj (t).
Because of the addition formulae for the ch and sh functions, the identities (48) come from
de = A0(da)A0 −B0(da)B0 and df = A0(db)A0 +B0(db)B0, (49)1
dY˜ − [dτ ] = B0(da)A0 −A0(da)B0,
dY = −(A0(db)B0 +B0(db)A0). (49)2
As in (39), the unitary matrix V is defined by A = tUA0V where A0 is the diagonal matrix
A0 = [ch(τ1), . . . , ch(τn)], the matrix B is given by B = tUB0V where B0 is the diagonal
matrix B0 = [sh(τ1), . . . , sh(τn)] and for the matrix (dV )V−1, we have the Stratonovich
differential(
(dV )V −1
)
jk
= ch(τj − τk)
sh(τj − τk) dY˜jk − i
ch(τj + τk)
sh(τj + τk) dYjk for j = k. (50)
In ((47)1)–((47)2), for the unitary matrix U , we have
(dU)U−1 = (dajk)+ i(dbjj)+ i(dmjk)
where dmjj = 0 for j = 1, . . . , n, (dmjk) is a real symmetric matrix and (dajk) is real
antisymmetric. Thus U depends upon n(n − 1) + n(n + 1) = n2 independent variables
and Z = tUPU depends upon n2 + n independent variables. This yields us when n  2
to define the radial part of a symmetric matrix Z in the Hua–Siegel decomposition
Z = tUPU not as the matrix P , but as Zrad = tWPW where the unitary matrix W is
in the class of unitary matrices such that ZZ = tWP 2W . If all the eigenvalues of ZZ are
distinct, the set of unitary matrices W that diagonalize ZZ is isomorphic to the quotient
group: the unitary group of n × n matrices/the subgroup of diagonal matrices of the
form [eiφ1, eiφ2, . . . , eiφn ]. When all entries of P are distinct, we have Z = tUPU with
U = [e iφ12 , e iφ22 , . . . , e iφn2 ]W (see Appendix A). Thus the radial part of Z depends upon
n2 independent variables and W upon n2 − n = n(n − 1) variables. The stochastic motion
defined by (S) depends upon n2 + n real independent parameters and the Lie group Sp(n)
has a real dimension equal to 2n2 + n. We explicit the case n = 2. We see that we can
define a radial infinitesimal generator for the process Zrad(t).
In Section 4, with the Iwasawa coordinates on the finite dimensional symplectic group
Sp(n) and the map from the Siegel disk to the generalized upper half-plane, we extend the
geometric Brownian motion to complex matrices. We view a generalization to the infinite
dimensional Siegel upper half-plane that we have defined in Section 2.
In Appendix B, we present the Hua–Siegel decomposition lemma for the complex
symmetric matrix Z. In Appendix A, we discuss in the two dimensional complex space
H. Airault / Bull. Sci. math. 128 (2004) 605–659 615C × C, a stochastic system like (1) but we do not assume any more that (a, b) is in the
symplectic group, i.e. |a|2 − |b|2 = 1. This likely can be generalized to the set of matrices
Su satisfying (29).
For infinite grassmannians, supplementary structure appears, for example, the existence
of a real valued 2-cocycle, see [16, p. 744]. Compare [16, formula (20), p. 744] with
(2.1.21) below for the Kählerian potential on Dn. Our hope is that the present approach
will extend to more general processes, see [1,13,21] and will also put more light on the
infinite dimensional case of Fourier series, see [23, p. 360–361].
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a b
b¯ a¯
)
with |a|2 − |b|2 = 1
1.1. Geometric properties
See [10,22] for a complete study.
The Lie algebra of SU(1,1) is the real vector space
su(1,1)=
{(
z1 z2
z2 z1
)
with z2 arbitrary, z1 + z1 = 0
}
.
A basis of su(1,1) is given by
Z1 =
(
i 0
0 −i
)
, Z2 =
(
0 i
−i 0
)
, Z3 =
(
0 1
1 0
)
.
The matrix exp(tZ1) is diagonal and
exp(tZ2) =
(
ch(t) i sh(t)
−i sh(t) ch(t)
)
, exp(tZ3) =
(
ch(t) sh(t)
sh(t) ch(t)
)
[Z2,Z1] = 2Z3, [Z3,Z1] = −2Z2, [Z3,Z2] = −2Z1. Let (adX)Z = XZ − ZX and the
Killing form B(X,Y ) = trace((adY ) ◦ (adX)). The subgroup
K =
{
g ∈ G|g =
(
α 0
0 α¯
)
with |α|2 = 1
}
is isomorphic to the circle group S1 and has for Lie algebra
K=
{(
z1 0
0 z1
)
with z1 + z1 = 0
}
= R.Z1.
Let P the space orthogonal to K for the Killing form on su(1,1), then P is the set of
matrices such that B(X,Y ) = 0 for any Y ∈K; thus
P =
{(
0 x2
x2 0
)}
= R.Z2 + R.Z3.
We see that Z1 ∈ K, and Z2 ∈ P , Z3 ∈ P and su(1,1) = K + P . Moreover [K,P] ⊂ P ,
[P,P] ⊂ K. Consider the coset G/K = {gK,g ∈ G}. The tangent space at the point( 1 0
0 1
)
.K in G/K is isomorphic to P . The group G acts on the disk D = {|z| 1}
if g =
(
a b
b¯ a¯
)
then g.z = (az+ b)/(b¯z + a¯).
K is the isotropy subgroup of G at z = 0 (i.e. the subgroup which leaves z = 0 invariant).
The quotient G/K is isomorphic to D with the mapping g.K → g.0 and D is the orbit of
z = 0. On P , the scalar product is given by B|P the restriction of B to P . The Riemannian
metric on G/K gives the Poincaré metric on the unit complex disc D = {z | zz¯ 1} since
D is isomorphic to G/K .
Consider the subgroup
N =
{
ns =
(
1 + is −is
is 1 − is
)}
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at =
(
ch(t) sh(t)
sh(t) ch(t)
)
.
We have nsat = atns˜ with s = e2t s˜, thus N.at = at .N for any t ∈ R. For fixed t ∈ R, the
set Ct of points z = nsat .0 when s varies in R is the circle
zz¯ = e
2t
1 + e2t (z + z¯)+
1 − e2t
1 + e2t .
This circle is tangent to the unit circle at x = 1. It intersects the x-axis at x = e2t−1
e2t+1 .
1.2. The Cartan decomposition and the associated processes
Let
uφ =
(
eiφ 0
0 e−iφ
)
and at =
(
ch(t) sh(t)
sh(t) ch(t)
)
.
The Cartan decomposition of SU(1,1) is obtained (see [22]) by writing
g =
(
a b
b¯ a¯
)
= uφaτuψ.
We remark that uφatRg in G/K since (uφat )−1g = uψ ∈ K . In the Cartan decomposi-
tion, we have
a = exp(i(φ +ψ)) ch(τ ) and b = exp(i(φ −ψ)) sh(τ ).
We study the diffusion given by the Stratonovich differentials
da = b ◦ dx and db = a ◦ dx, (1.2.1)
where x = α + iβ is a complex Brownian motion and “◦ dx” means the Stratonovich
differential. We express the diffusion (1.2.1) in polar coordinates (Theorem 1). We obtain
(Theorems 2) the infinitesimal generator of g = (a, b), the diffusion (1.2.1) on the group
G and show that the diffusion z = ba¯−1 induced on the unit disk D has for infinitesimal
generator the Laplace–Beltrami operator on D with the hyperbolic metric.
Theorem 1 (The diffusion (1.2.1) in polar coordinates). Let the Stratonovich differentials
dYω(t) = 12i
[
exp(−2iψ) ◦ dx¯ − exp(2iψ) ◦ dx],
dY˜ω(t) = 12
[
exp(−2iψ) ◦ dx¯ + exp(2iψ) ◦ dx]. (1.2.2)
For the diffusion (1.2.1), the Cartan coordinates φ(t), ψ(t) and τ (t) are given by the
Stratonovich equations
τ (t) = Y˜ω(t), dY = − sh(2τ ) ◦ dφ(t),
dψ(t) = ρ
2 + 1
ρ2 − 1 ◦ dφ(t) = − ch(2τ ) ◦ dφ,
(1.2.3)
where ρ = th(τ ).
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given by (1.2.2). In Ito’s form, we have
dY˜ω(t) = dβ˜ω(t) + 1
th(2Y˜ω(t))
dt and dYω(t) = dβω(t). (1.2.4)
The two processes βω(t) and β˜ω(t) are two real independent Brownian motions given by
the Ito’s equations
dβω(t) = 12i
[
e−2iψdx¯ − e2iψdx] and dβ˜ω(t) = 12 [e−2iψdx¯ + e2iψdx]. (1.2.5)
For φ and ψ , we have the Ito’s stochastic differentials
dφ(t) = − 1
sh(2τ )
dβω(t) and dψ(t) = 1th(2τ )dβω(t). (1.2.6)
Let f (τ,φ,ψ) be a differentiable function of τ,φ,ψ , with Ito’s calculus, we have
f
(
τ (t), φ(t),ψ(t)
) = martingale + 1
2
t∫
0
(
Gf )
(
τ (s),φ(s),ψ(s)
)
ds
where

G = ∂
2
∂τ 2
+ coth(2τ ) ∂
∂τ
+ 1
sh2(2τ )
[
∂
∂φ
− ch(2τ ) ∂
∂ψ
]2
. (1.2.7)
The infinitesimal generator of the process z(t) = ba−1 = exp(2iφ(t)) th(τ (t)) is the
Laplace–Beltrami operator 
LB on D,

LB = ∂
2
∂τ 2
+ coth(2τ ) ∂
∂τ
+ 1
sh2(2τ )
∂2
∂φ2
. (1.2.8)
Proof. Theorem 1 is obtained by writing the system (1.2.1) in coordinates (φ,ψ, τ). For
Theorem 2, we use the rule from the Stratonovich differential to the Ito differential,
M ◦ dN = M dN + 1
2
〈dM,dN〉. (1.2.9)
Moreover, since dx(t) = dα(t) + idβ(t), where α(t) and β(t) are two independant
Brownian motions, we have〈
dx(t), dx(t)
〉= dt − dt = 0, 〈dx(t), dx¯(t)〉= 2 dt〈
dx¯(t), dx¯(t)
〉= dt − dt = 0. (1.2.10)
We obtain with Ito’s differentials,
dY˜ω(t) = 12
[
e−2iψ dx¯ + e2iψ dx]+ 1
4
(−2i)e−2iψ〈dψ,dx¯〉 + 1
4
(2i)e2iψ〈dψ,dx〉.
From (1.2.3), dψ = 1th(2τ )dY , we deduce
〈dψ,dx¯〉 = − 1 × 1 e2iψ2 dt and 〈dψ,dx〉 = 1 × 1 e−2iψ2 dt
th(2τ ) 2i th(2τ ) 2i
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dY˜ω(t) = 12
[
e−2iψ dx¯ + e2iψ dx]+ 1
4
2
th(2τ (t))
dt + 1
4
2
th(2τ (t))
dt
= dβ˜ω(t) + 1th(2τ )dt
where the Ito differential dβ˜ defines a real Brownian motion. In the same way, in Ito’s
form,
dYω(t) = 12i
[
e−2iψdx¯ − e2iψdx¯]− 1
2
e−2iψ 〈dψ,dx¯〉 − 1
2
e2iψ〈dψ,dx〉 = dβω(t),
where βω(t) is a one dimensional Brownian motion. let f (τ,φ,ψ) be a differentiable
function of τ,φ,ψ , with Ito’s calculus, we calculate df (τ,φ,ψ). Since dτ = dY˜ =
dβ˜ + 1th(2τ )dt , and βω , β˜ are two independent Brownian motions, we find the following
Ito’s contractions
〈dφ,dτ 〉 = 0, 〈dψ,dτ 〉 = 0, 〈dτ, dτ 〉 = dt,
〈dφ,dφ〉 = 1
sh2(2τ )
dt, 〈dψ,dψ〉 = 1
th2(2τ )
dt, (1.2.11)
〈dφ,dψ〉 = − ch(2τ )
sh2(2τ )
dt.
In Ito’s differentials, we have
df = ∂f
∂τ
dβ˜ + 1
th(2τ )
∂f
∂τ
dt + ∂f
∂φ
dφ + ∂f
∂ψ
dψ + 1
2

Gf dt
where 
G is obtained with the Ito’s contractions and is given by

G = ∂
2
∂τ 2
+ coth(2τ ) ∂
∂τ
+ 1
sh2(2τ )
∂2
∂φ2
+ 1
th2(2τ )
∂2
∂ψ2
− 2 ch(2τ )
sh2(2τ )
∂2
∂φ∂ψ
.
We obtain (1.2.7). If we consider the projection z = ba¯−1, we see from (1.2.7) that we
obtain (1.2.9), 
LB in the hyperbolic disk. 
Remark 1. From (1.2.6), with the method of conditional expectation [2], we can define a
process map γt from the unit circle to itself as
γt (φ) = E
[
ψ(t)|φ(t) = φ]. (1.2.12)
Remark 2. We consider the Kählerian potential on the unit disk in polar coordinates.
Let z = th(τ )e2iθ and let K(z) = − log det(I − z¯z) = 2 log(ch(τ )). In the coordinates
τ , θ , the metric is expressed as
ds2 = 8(dτ 2 + sh2(2τ ) dθ2). (1.2.13)
We consider the two complex vector fields
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[
sh2(τ )
∂
∂τ
+ i
2
th(τ )
∂
∂θ
]
and
∂u = e2iθ
[
sh2(τ )
∂
∂τ
− i
2
th(τ )
∂
∂θ
]
. (1.2.14)
We have ∂u∂uK = 4 sh4(τ ).
Consider the differential complex one forms
du = e2iθ
[
dτ
sh2(τ )
− 2i dθ
th(τ )
]
and du = e−2iθ
[
dτ
sh2(τ )
+ 2i dθ
th(τ )
]
, (1.2.15)
then
dudu= 1
4 sh4(τ )
[
dτ 2 + sh2(2τ ) dθ2]. (1.2.16)
Thus,
∂u∂uKdudu= dτ 2 + sh2(2τ ) dθ2 = 18ds
2. (1.2.17)
With the duality 〈 ∂
∂τ
, dτ 〉 = 1, 〈 ∂
∂τ
, dθ〉 = 0, and 〈 ∂
∂θ
, dθ〉 = 1, we find that 〈∂u, du〉 = 1,
〈∂u, du¯〉 = 0, 〈∂u, du¯〉 = 1.
1.3. The Iwasawa decomposition and the associated processes
Let
K =
(
cos( θ2 ) sin(
θ
2 )
− sin( θ2 ) cos( θ2 )
)
, D =
(
exp(τ/2) 0
0 exp(−τ/2)
)
,
N =
(
1 ξ
0 1
)
.
For a 2×2 matrix g, we put h(g) = CgC−1, with
C = 1/√2
(
1 −i
1 i
)
.
We have (see [22, p. 210])
h(KDN) =
(
exp
(
i θ2
)
0
0 exp
(−i θ2 )
)(
ch
(
τ
2
)
sh
(
τ
2
)
sh
(
τ
2
)
ch
(
τ
2
))(1 + i ξ2 −i ξ2
i
ξ
2 1 − i ξ2
)
=
(
exp
(
i θ2
)
0
0 exp
(−i θ2 )
)(
1 + ieτ ξ2 −ieτ ξ2
ieτ
ξ
2 1 − ieτ ξ2
)(
ch
(
τ
2
)
sh
(
τ
2
)
sh
(
τ
2
)
ch
(
τ
2
)) .
We put u = ξeτ . Thus
h(KDN) =
(
A B
B A
)
with
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(
1 + i ξ
2
)
exp
(
i
θ
2
)
ch
(
τ
2
)
+ i ξ
2
exp
(
i
θ
2
)
sh
(
τ
2
)
= exp
(
i
θ
2
)[
ch
(
τ
2
)
+ i ξ
2
exp
(
τ
2
)]
,
B = −i ξ
2
exp
(
i
θ
2
)
ch
(
τ
2
)
+
(
1 − i ξ
2
)
exp
(
i
θ
2
)
sh
(
τ
2
)
= exp
(
i
θ
2
)[
sh
(
τ
2
)
− i ξ
2
exp
(
τ
2
)]
.
We rewrite that as
A = exp
(
i
θ
2
)[
ch
(
τ
2
)
+ i u
2
exp
(
−τ
2
)]
,
B = exp
(
i
θ
2
)[
sh
(
τ
2
)
− i u
2
exp
(
−τ
2
)]
.
We shall calculate the stochastic differential equations for ξ , u = ξeτ , θ and τ , the Iwasawa
coordinates, when A and B satisfy the Stratanovich system
dA = B ◦ dx and dB = A ◦ dx (S)
and x = α + iβ is a complex brownian motion.
Proposition. The system (S) is equivalent to the system
dξ = [ξ2 − 1 − e−2τ ] ◦ dβ − 2ξ dα,
dτ = −2ξ ◦ dβ + 2 dα,
dθ = 2e−τ ◦ dβ. (S˜)
For u = ξeτ , we have
du = −(2 ch(τ )+ u2e−τ ) ◦ dβ,
d(eτ ) = −2u ◦ dβ + 2eτ ◦ dα.
1.4. The half-plane P+ as the image of the disc
The map Z → z−i
z+i transforms P+ into the unit disc; the inverse map is given by
z = i(1+Z)1−Z .
Lemma. If Z = eiφ th( τ˜2 ), then
z = i(1 +Z)
1 −Z =
−2ρ sin(φ) + i(1 − ρ2)
1 + ρ2 − 2ρ cos(φ)
satisfies
Re z = − sin(φ) sh(τ˜ ) and Im z = 1 .
ch(τ˜ )− cos(φ) sh(τ˜ ) ch(τ˜ )− cos(φ) sh(τ˜ )
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d Re z = 2(Im z) ◦ dαω and d Im z = 2(Imz) ◦ dβω
where α and β are two independant real brownian motions.
If θ = 0, we obtain Re z = sh(τ˜ ) sin(ψ) = ξeτ and Imz = eτ .
Proof. By differentiating,
d Re z = 2(sh(τ˜ ) − cos(φ) ch(τ˜ ))db˜ω − 2 sin(φ)dbω
(ch(τ˜ )− cos(φ)sh(τ˜ ))2 ,
d Im z = −2(sh(τ˜ )− cos(φ) ch(τ˜ ))dbω − 2 sin(φ)db˜ω
(ch(τ˜ )− cos(φ) sh(τ˜ ))2 .
If θ = 0, then cos(φ) sh(τ˜ ) = e−τ [ch(τ˜ ) sh(τ˜ ) cos(ψ)+ sh2(τ˜ )] = ch(τ˜ )−e−τ . For a study
of the processes in the generalized half-plane, see [7]. 
2. Basic properties
2.1. The n-dimensional Siegel disk
In this section, we summarize properties of the classical Siegel disc which will be used
further. See [20]. Let Z be a symmetric complex matrix of order n. The set
D = {Z symmetric complex such that I −ZZ > 0} (2.1.1)
is a bounded domain in Cn(n+1)/2 which generalizes the unit circle. The matrix A = I −ZZ
is hermitian: tA = A, all its eigenvalues are real. If all its eigenvalues are strictly positive
then Z ∈ D. Similarly, the matrix B = 12√−1 (Z −Z) is hermitian,
P =
{
Z symmetric complex such that
1
2
√−1 (Z −Z) > 0
}
(2.1.2)
is a generalization of the upper half-plane.
Definition. The homogeneous symplectic group Gω0 is the set of real matrices of order 2n,
M = ( a b
c d
)
where a, b, c, d are matrices of order n and such that
tM
(
0 I
−I 0
)
M =
(
0 I
−I 0
)
. (2.1.3)
Lemma. Let J = ( 0 I−I 0), where I is the identity matrix of order n, and let M = ( a bc d), thefollowing statements are equivalent
(1) M−1 = J −1tMJ ,
(2) tMJM = J ,
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(4) t ac = t ca, t bd = t db, t ad − t cb = I .
Proof. J−1 =t J = −J . 
Definition. We call Gωu , u ∈ R, the set of real matrices M of order 2n, such that
tMJM = exp(u)J (2.1.4)
If M ∈ Gωu and N ∈ Gωv , then MN ∈ Gωu+v . We see that M =
(
a b
c d
)
, where a, b, c, d
are matrices of order n, is in Gωu if and only if
t ac = t ca, tbd = t db, tad − t cb = exp(u)I. (2.1.5)
Proposition. Let Z be a symmetric complex matrix of order n and consider the
transformation defined by
Z˜ = (aZ + b)(cZ + d)−1. (2.1.6)
If M ∈ Gωu , the transformation (2.1.6) maps the upper half plane P defined in (2.1.2) into
itself.
Proof. From (2.1.5), we see that Z˜ = (aZ+b)(cZ+d)−1 is symmetric, i.e. t Z˜ = Z˜. Then
we verify that
−t (cZ + d)(aZ + b)+ t (aZ + b)(cZ + d) = exp(u)(Z −Z). (2.1.7)
We prove that cZ + d is invertible: if (cZ + d)v = 0, then from (2.1.7), we deduce that
t v(Z −Z)v¯ = 0 and v = 0.
To prove that 12√−1 (Z˜ − Z˜) > 0, we use (2.1.7); we see that
Z˜ − Z˜ = (aZ + b)(cZ + d)−1 − (aZ + b)(cZ + d)−1
= (aZ + b)(cZ + d)−1 − t (cZ + d)−1t (aZ + b)
and since Z˜ is symmetric, the last expression is equal to
exp(u)
[t
(cZ + d)−1][Z −Z](cZ + d)−1. 
Lemma 1 (Cayley transform). Let
Z = √−1(I +Z0)(I −Z0)−1 (2.1.8)
then
1
2
√−1 (Z −Z) = (I −Z0)
−1(I −Z0Z0)(I − Z0)−1. (2.1.9)
Thus Z0 → Z defined by (2.1.8) maps D to P . The inverse map is given by
Z0 = (Z −
√−1 )(Z + √−1 )−1. (2.1.10)
Proof. We remark that (I +Z0) commutes with (I −Z0)−1. 
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elementary transformations in one dimension. Let a, b, c, d real numbers such that
ad − bc > 0, we consider the composition of the following maps from the complex plane
C to itself, z0 → z =
√−1(1 + z0)(1 − z0)−1 from D to P , z → z˜ = az+bcz+d from P to P ,
z˜ → z˜0 = z˜−
√−1
z˜+√−1 from P to D, it gives the map from D to D
z0 → z˜0 = Az0 +B
Bz0 +A
(2.1.11)
where
A = 1
2
(a + d)+
√−1
2
(b − c) and B = 1
2
(a − d)−
√−1
2
(b + c). (2.1.12)
We have(
a b
c d
)(
1 1√−1 −√−1
)
=
(
1 1√−1 −√−1
)(
A B
B A
)
. (2.1.13)
Lemma 2 (Image of Gωu by Cayley transform). Consider the real matrix M =
(
a b
c d
)
of
order 2n and the complex matrix M˜ = (A B
B A
)
of order 2n. We assume that the n × n
matrices A and B are given in terms of the n × n matrices a, b, c, d with the formula
(2.1.12), then M ∈ Gωu if and only if M˜ satisfies
t M˜J M˜ = exp(u)J . (2.1.14)
If M˜ satisfies (2.1.14), then
M˜−1 = exp(−u)
(
tA −tB
−tB tA
)
.
Proof. The relation (2.1.14) is equivalent to
tAB = tBA and tAA− tBB = exp(u)I. (2.1.15)
We replace A and B in terms of a, b, c, d , we find that (2.1.15) is equivalent to (2.1.5). 
Notation. We denote Su, the set of couples (A,B) of n × n matrices such that (2.1.15)
holds, (tAB = tBA and tAA− tBB = exp(u)I ).
Proposition. If M˜ = (A B
B A
)
satisfies (2.1.14), then the map defined by
Z˜ = M˜.Z = (AZ +B)(BZ + A)−1 (2.1.16)
transforms D into itself. Moreover,
M˜−1.Z = exp(−u)(−tAZ + tB)(tBZ − tA)−1 (2.1.17)
Proof. First, we prove that BZ+A is invertible. Assume that (BZ+A)v = 0; the relations
(2.1.14) imply that
(tB +ZtA)(AZ +B)v + exp(u)(I −ZZ)v = (tA+ZtB)(BZ +A)v.
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The matrix Z is symmetric. We prove that Z˜ is symmetric with the relation:
(ZtA+ tB)(BZ +A) = (ZtB + tA)(AZ +B).
On the other hand, since Z˜ is symmetric,
I − Z˜Z˜ = exp(u)(tA+ZtB)−1(I −ZZ)(BZ +A)−1 (2.1.18)
thus the map (2.1.14) transforms D into itself. 
Remark. If t M˜J M˜ = λJ , then λ must be real: the matrix H = tAA − tBB satisfies
tH = H and all its eigenvalues are real. In order that (2.1.16) maps D to itself, we must
take λ > 0. A matrix M˜ ∈ Gωu is of the form M˜ = exp( u2 )M where M ∈ Gω0 .
The Kählerian potential in the Siegel disk D(n). Let Z in the Siegel disk D, we put
K(Z) = − logdet (I −ZZ).
Lemma. Let Z = BA−1. If
M˜ =
(
A B
B A
)
satisfies (2.1.14), then
K(Z) = − log det(I −ZZ) = log det(Id+e−u(tB)B). (2.1.19)
Proof. We have Z = BA−1, and tZ = Z. With (2.1.15), we obtain (2.1.19). 
Proposition. Assume as in (2.1.16) that Z˜ = (AZ +B)(BZ +A)−1. Then
K(Z˜) = K(Z)+ 2 Re log det(BZ +A)− nu. (2.1.20)
Proof. I − Z˜Z˜ = exp(u)(tA+ZtB)−1(I −ZZ)(A+BZ)−1. From (2.1.20), we deduce,
for g = (A B
B A
)
, K(g−1.Z) = K(Z)+ nu+ 2 Re log det(tA− tBZ). Let
B(g,Z) = log det(tBZ − tA).
We find by direct calculation that
B(g1g2,Z)−B(g1,Z)−B(g2, g−11 .Z) =
{−iπ if n is odd,
0 if n is even.  (2.1.21)
2.2. The infinite dimensional Siegel upper half plane
Let H be the set of Fourier series
∑
k =0 ckeikθ as in the introduction. We have
H = V1 + V2 where
V1 =
{
f | f (θ) =
∑
k1
ak cos(kθ), ak complex
}
,
V2 =
{
f | f (θ) =
∑
k1
bk sin(kθ), bk complex
}
.
(2.2.1)
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J
(∑
k1
ak cos(kθ)
)
=
∑
k1
ak sin(kθ),
J
(∑
k1
bk sin(kθ)
)
= −
∑
k1
bk cos(kθ).
For the hermitian product defined in (7), the two subspaces are orthogonal. For V1,
we have the orthonormal basis (vk =
√
2 cos(kθ)√
k
)k1 and for V2, the orthonormal basis
(wk =
√
2 sin(kθ)√
k
)k1. A C-linear map A :H → H decomposes in the direct sum H =
V1 ⊕ V2 into A =
(
a b
c d
)
where a :V1 → V1, b :V2 → V1, c :V1 → V2, d :V2 → V2. In this
decomposition, J = ( 0 −I
I 0
)
. We shall denote J for J restricted to the subspace V2.
If AT is the adjoint of A with the symmetric bilinear form (8), then (compare with (9)):
A =
(
a b
c d
)
, and AT =
(
aadj badj
cadj dadj
)
where aadj :V1 → V1, badj :V2 → V1, cadj :V1 → V2, dadj :V2 → V2. Let Z :V2 → V1,
then JZ :V2 → V2. We consider the operator Z :H → H such that in the decomposition
H = V1 ⊕ V2,
Z =
(
0 0
0 JZ
)
.
The adjoint ZT of Z with respect to the bilinear symmetric form 〈f | g〉 = (f | g¯),
ZT =
(
0 0
0 (JZ)adj
)
where (JZ)adj :V2 → V2 is a uniquely defined. In the infinite basis
√
2 sin(kθ)√
k
, k  1, the
matrix of (JZ)adj is the transposed of the matrix of JZ. If (JZ)adj = JZ, then
W = JZ − JZ
2
√−1 (2.2.2)
is an hermitian operator from V2 to V2, it satisfies W adj = W .
Definition. We define the infinite dimensional Siegel upper half-planeP as the set of linear
operators Z :V2 → V1 such that
(JZ)adj = JZ and JZ − JZ
2
√−1 :V2 → V2 is a positive operator. (2.2.3)
Lemma. Assume that the linear operator M :V → V is bijective, then the following are
equivalent
(1) M−1 = −JMadjJ ,
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(3) MJMadj = J ,
(4) If M = ( a b
c d
)
in the decomposition V = V1 + V2, let Madj =
(
aadj cadj
badj dadj
)
we have
aadjJ c = −cadjJa, badjJ c + dadjJa = J, badjJd = −dadjJb.
Proof. We prove that 1) is equivalent to 2). In the same way 1) is equivalent to 3). On
the other hand in 4), we obtain the two equivalent equations badjJ c + dadjJa = J and
aadjJd + cadjJb = J . 
Definition. Let M :V → V be a bijective linear operator such that M = ( a b
c d
)
in the
decomposition V = V1 + V2, let Madj =
(
aadj cadj
badj dadj
)
. We say that M is symplectic relatively
to the decomposition V = V1 + V2 if
aadjJ c = −cadjJa, badjJ c + dadjJa = J, badjJd = −dadjJb. (2.2.4)
We say that M :H → H is a real operator if M = M . See (10). If M = M , then the
matrix M = ( a b
c d
)
in the decomposition V = V1 + V2 has real “coefficients” a, b, c, d . In
that case, for Z :V2 → V1, we put
Z˜ = (aZ + b)(cZ + d)−1. (2.2.5)
Proposition. If M is a real operator and is symplectic (see (2.2.4) relatively to the
decomposition V = V1 +V2, then the map Z → Z˜ defined by (2.2.5) transforms P into P .
Proof. We use (2.2.4). 
The formulae (2.1.12)–(2.1.13) extend to the infinite dimension. Let M :V → V be a
real operator and consider its matrix M = ( a b
c d
)
in the decomposition V = V1 + V2. In the
decomposition H = H+ +H−, the matrix of M is (A B
C D
)
.
Lemma. We have C = B , D = A. Moreover
A = 1
2
(a + d)+ √−11
2
(b − c) and B = 1
2
(a − d)− √−11
2
(b + c). (2.2.6)
Let E = ( 1 1√−1 √−1) be the matrix of the identity E : H = H+ + H− → H = V1 + V2. We
have (
A B
B A
)
= 1
2
(
1 −√−1
1
√−1
)(
a b
c d
)(
1 1√−1 −√−1
)
= E−1
(
a b
c d
)
E . (2.2.7)
Proof. Consider f = f1 + f2 ∈ H where f1 = ∑k1 ak cos(kθ) ∈ V1 and f2 =∑
k1 bk sin(kθ) ∈ V2. We have
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=
∑
k1,p1
akapk cos(pθ)+
∑
k1,p1
bkbpk cos(pθ)
+
∑
k1,p1
akcpk sin(pθ) +
∑
k1,p1
bkdpk sin(pθ),
Mf =
∑
k1,p1
(akapk + bkbpk) cos(pθ)+
∑
k1,p1
(akcpk + bkdpk) sin(pθ)
=
∑
k1,p1
[
ak
(
apk − icpk
2
)
+ bk
(
bpk − idpk
2
)]
exp(ipθ)
+
∑
k1,p1
[
ak
(
apk + icpk
2
)
+ bk
(
bpk + idpk
2
)]
exp(−ipθ) (2.2.8)
and
f = f1 + f2 =
∑
k1
(
ak − ibk
2
)
eikθ +
∑
k1
(
ak + ibk
2
)
e−ikθ (2.2.9)
is transformed by M = (A B
C D
)
into (2.2.8). In (2.2.9) and (2.2.8), we put
ak = αk + βk, bk =
√−1(αk − βk).
We obtain
Apk = 12 (apk + dpk)+
√−11
2
(bpk − cpk) and
Bpk = 12 (apk − dpk)−
√−11
2
(bpk + cpk).
This proves the lemma. 
3. Polar coordinates for the process S on Sp(n). The stochastic orbit of 0 on Dn
3.1. Cartan decomposition and polar coordinates on Sp(n)
Let A0(τ ) and B0(τ ) be two diagonal n× n matrices like in (33),
A0(τ ) =
[
ch(τ1), ch(τ2), . . . , ch(τn)
]
,
B0(τ ) =
[
sh(τ1), sh(τ2), . . . , sh(τn)
] (3.1.1)
and let U and V be two unitary n× n matrices. We put
A = tUA0(τ )V ,
B = tUB0(τ )V . (3.1.2)
It is easy to verify that the matrix g = (A B
B A
)
is in Sp(n), i.e. t gJg = J where J is the
2n× 2n matrix J = ( 0 I). Conversely, we have Theorem 1 (see (34) in the introduction).−I 0
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(
A 0
0 A
) ∈ Sp(n) if and
only if tAA = I , i.e. A is unitary. In the following, we shall denote equally G or Sp(n).
Let K be the subgroup of Sp(n),
K =
{
u ∈ Sp(n) | u =
(
A 0
0 A
)}
. (3.1.3)
Lemma 1. If u ∈ K , then
u =
(
U 0
0 U
)
= exp
((
Z1 0
0 Z1
))
where tZ1 +Z1 = 0. (3.1.4)
Proof. We prove that U = exp(Z1). Since the matrix U is unitary, we have U =
V exp([iθ1, . . . , iθn])V−1 where V is unitary and D = [iθ1, . . . , iθn] is a diagonal matrix
of order n, 2π > θ1  θ2  · · · θn  0 (see [12, p. 55]). We put Z1 = VDV −1. 
Lemma 2. If g = (A B
B A
) ∈ Sp(n), then A is invertible.
Proof. Since the dimension is finite, it is enough to prove that A is injective. Let v be a
vector such that Av = 0, then tAAv = 0. Since tAA = I + tBB , we have v + tBBv = 0;
multiplying on the left by t v¯, we deduce v = 0. 
Lemma 3. The set of matrices Z = BA−1 where g = (A B
B A
) ∈ Sp(n) is identical to the set
D of symmetric complex matrices Z such that I −ZZ > 0.
Proof. If g = (A B
B A
) ∈ G, then Z = BA−1 is symmetric and I −ZZ > 0.
Conversely, assume that Z is symmetric and I − ZZ > 0. We have to find B and A,
matrices of order n, such that g = (A B
B A
) ∈ G. We use the following lemma [see [20, p. 12]
or [12, p. 63]:
Let Z be a complex symmetric matrix, then there exists a complex unitary matrix U and
a real diagonal matrix P = [p1,p2, . . . , pn] with positive p1  p2  · · ·  pn  0 and
such that Z = tUPU .
Thus, Z = tUPU . Since I −ZZ > 0, there exists τ1, τ2, . . . , τn, real numbers such that
the diagonal matrix P is given by
P =


th(τ1) 0 0 . . . 0
0 th(τ2) 0 . . . 0
. . .
0 0 . . . 0 th(τn)

 (3.1.5)
with τ1  τ2  · · ·  τn  0. Thus P = B0A−10 = A−10 B0 where A0, B0 are given by
(3.1.1). We remark that (A0 B0
B0 A0
) ∈ G. We put
B = tUB0V, A= tUA0V , (3.1.6)
where V is an arbitrary unitary complex matrix, then
g =
(
A B
B A
)
=
(
tU 0
0 tU
)(
A0 B0
B A
)(
V 0
0 V
)
∈ G. (3.1.7)0 0
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and B of order n such that Z = BA−1 and g = (A B
B A
) ∈ G. This proves Lemma 3. 
Proof of Theorem 1. Let Z = BA−1, then by the Hua–Siegel lemma, there exists a unitary
matrix such that Z = tUPU and P is given by (3.1.5). We define A0 and B0 with (3.1.1),
then we define V with
V = A−10 UA. (3.1.8)
We have to prove that V is unitary and that B = tUB0V . We calculate tV V taking into
account A−10 A
−1
0 = I − P 2 and tAA −t BB = I . This ends the proof of the existence of
U and V in Theorem 1. To prove the unicity of U and V up to a multiplicative factor [ε]
on the left, we proceed as follows: Given A0 and B0, let (U1,V1) and (U2,V2) such that
tU1A0V 1 = tU2A0V 2,
t tU1B0V1 = tU2B0V2 (3.1.9)
we deduce
(1) U2(tU1) = A0V 2(tV1)A−10 ,
(2) U2(tU1) = B0V2(tV 1)B−10 .
Let H = V2(tV1), then HP = PH and H is unitary. We are going to prove that H is of
the form [ε]. Following [12, p. 65], we parametrize the unitary matrix H by the matrix T
such that
H = (I + iT )(I − iT )−1. (3.1.10)
Since H is unitary, then T is hermitian, and the condition HP = PH implies that
T P = PT . (3.1.11)
Since all the entries in the diagonal matrix P are distinct and strictly positive, we deduce
from this commutation relation that the matrix T is real diagonal. Thus H is also diagonal,
and the condition HP = PH implies that H is real. Since H is unitary, we deduce that
H = [ε]. We have V2 = [ε]V1 and U2 = [ε]U1. This ends the proof of Theorem 1. 
Lemma 4. The quotient group G/K is isomorphic to the set of matrices Z = BA−1 where
g = (A B
B A
) ∈ G.
Proof. G/K is the set of equivalence classes with the relation g1Rg2 if and only if
g−11 g2 ∈ K . We define the map
Z = BA−1 → C =
(
A B
B A
)
.K. (3.1.12)
It defines a map: Let Z1 = B1A−11 and Z2 = B2A−12 , then Z1 = Z2 implies that C1 = C2,
i.e. (
tA1 −tB1
−tB tA
)(
A2 B2
B A
)(
α 0
0 α
)
1 1 2 2
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injective, if C1 = C2, since Z1 and Z2 are symmetric, we deduce that Z1 = Z2. 
Lemma 5 (The action of G on Dn). Let Z → g.Z = (AZ + B)(BZ + A)−1 as in (5), be
the action of G on Dn. We shall also denote T(A,B) = g.Z = (A,B).Z. If A = tUA0V ,
B = tUB0V , the map Z → g.Z is the composition of the three maps
φV :Z → VZ(tV ),
T(A0,B0) :Z → (A0,B0).Z = (A0Z +B0)(B0Z +A0)−1, (3.1.13)
φtU :Z → tUZU.
We have
g.Z = φtU ◦ T(A0,B0) ◦ φV (Z). (3.1.14)
Proof. We replace A = tUA0V , B = tUB0V in (AZ +B)(BZ +A)−1. 
Corollary. Any point Z ∈ Dn is the image of 0 through a map of the form φU oT(A0,B0).
Proof. Let Z ∈ Dn, then there exists a unitary matrix U1 and P = B0A−10 such that
Z = tU1PU1. Let U = [e iπ2 ]U1, then Z = tU(−B0A−10 )U . 
Lemma 6. Let (A0(τ ),B0(τ )) as in (3.1.1)1. The set G0 of matrices of the form g0(τ ) =(A0(τ ) B0(τ )
B0(τ ) A0(τ )
)
is a subgroup of G, we have
g0(τ + τ˜ ) = g0(τ )g0(τ˜ ). (3.1.15)
Moreover, the quotient group G/K is isomorphic to the product KG0, the map
g =
(
tU 0
0 tU
)(
A0(τ ) B0(τ )
B0(τ ) A0(τ )
)
→ the equivalence class of g in G/K (3.1.16)
is an isomorphism.
3.2. The diffusions on Sp(n), the polar decomposition and the system (S)
In the following, we extend to Sp(n) the construction of the processes done in Section 1
for SU(1,1). Moreover, we consider two processes on Dn. First, Z(t) = B(t)A(t)−1
where g(t) = (A(t),B(t)) satisfies (S), see this Section 3.2. Second, the process given
by Z1(t) = B1(t)A1(t)−1 when g1(t) = (A1(t),B1(t)) satisfies the Stratonovich equation
dA1(t) = B1(t)
[
t V
(
g1(t)
) ◦ (dX)(t)V (g1(t))],
dB1(t) = A1(t)
[
t V
(
g1(t)
) ◦ (dX(t))V (g1(t))],
where V (g1(t)) is the matrix V such that A1 = tUA0V and B1 = tUB0V . See next
Section 3.3. The two processes Z(t) and Z1(t) are diffusions on Dn. We shall prove that
the process g1(t) is in KG0. In Section 3.4, with the method of Ito’s contractions, we shall
determine the metric on Dn, associated to these diffusions.
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B A
) ∈ Sp(n), and the diffusion (S), dA = B ◦ dX and dB = A ◦ dX,
then Z = BA−1 satisfies the Stratonovich equation
dZ = (I −ZZ)A(dX)A−1. (3.2.1)
Moreover
(I −ZZ)A(tA) = I (3.2.2)
and
dZ = (tA)−1(dX)A−1. (3.2.3)
Proof. (3.2.1) is straightforward. Since tAB = tBA, we have BA−1 = (tA)−1(tB) and
tAA− tBB = I , we deduce (3.2.2). 
Lemma 2. The subset M of matrices Z ∈Dn such that ZZ has a multiple eigenvalue is a
polar set for the process (3.2.1).
Proof. The manifold M of complex symmetric matrices Z such that ZZ has a multiple
eigenvalue has a complex dimension d , d < n2+n2 −2, for example, the complex dimension
is 1 for 2 × 2 matrices, the complex dimension is 3 for 3 × 3 matrices, . . . . From (3.2.2),
we see that ZZ has a multiple eigenvalue if and only if A(tA) has a multiple eigenvalue.
The submanifold M˜ of g = (A,B) such that A(tA) has a multiple eigenvalue is algebraic
and of real dimension 2d strictly less than (n2 + n) − 2, thus it is a polar set for a n2 + n-
dimensional real Brownian motion. Thus if T is the first entrance time in M˜,
T = inf{s > 0 such that g(s) ∈ M˜}
we have T = +∞ almost surely. 
From (34)1–(34)2, if g(s) =
(A(s) B(s)
B(s) A(s)
)
satisfies (S), we can associate to g(s), two uni-
tary matrices U(s) and V (s) and n positive real numbers τ (s) = (τ1(s), τ2(s), . . . , τn(s))
such that we have
A(s) = tU(s)A0
(
τ (s)
)
V (s) and B(s) = tU(s)B0(s)V (s). (3.2.4)
The stochastic behaviour of U(s), V (s) and τ (s) is given by the following theorem which
generalizes to the dimension n > 1, the Theorems 1 and 2 of Section 1.2.
Theorem 1. Let g = (A B
B A
) ∈ Sp(n), and the diffusion (S), dA= B ◦dX and dB = A◦dX,
then in the Cartan decomposition (33)–(34)1–(34)2, i.e.
A = tUA0V and B = tUB0V
the matrices U and V are related by
(dV )V−1 = B0U(dU−1)B0 +A0(dU)U−1A0. (3.2.5)
We have
V dX(tV )− V dX(tV )
= A0(UdU−1 −UdU−1)B0 +B0(UdU−1 −UdU−1)A0, (3.2.6)1
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V dX(tV )+ V dX(tV ))− 2[dτ ]
= B0
(
(dU)U−1 + (dU)U−1)A0 −A0((dU)U−1 + (dU)U−1)B0. (3.2.6)2
The differential equations (3.2.5), (3.2.6) are of Stratonovich type. Conversely, if (3.2.5)
and (3.2.6) are satisfied, then the matrices A = tUA0V , B = tUB0V satisfy (S).
Proof. dA = (dtU)tU−1A + AV −1dV + BV −1[dτ ]V = BdX where [dτ ] is the n × n
diagonal matrix [dτ1, . . . , dτn]. We multiply this equation on the left by B−10 (tU−1) and
on the right by tV , it gives
−B−10 (dtU−1)tUA0 + P−1(dV )V −1 = V (dX)tV − [dτ ]. (L1)
Similarly, we have
dB = (dtU)B0V + tUA0[dτ ]V + tUB0(dV ) = tUA0V dX.
By multiplying by A−10 (tU−1) on the left, and by V −1 on the right, it yields
A−10 (
tU−1)(dtU)B0 +A−10 B0(dV )V −1 = V (dX)(tV )− [dτ ]. (L2)
We take the complex conjugate of (L2) and we substract to (L1), we obtain
A−10 (UdU
−1)B0 +B−10 (dU)U−1A0 = (P−1 − P)(dV )V −1
where P = B0A−10 . This gives (3.2.5). We deduce (3.2.6)1 by substracting (L1) from
(L2) and (3.2.6)2 by adding (L1) and (L2). For the converse, we remark that (L1)–(L2)
is equivalent to (S). 
We generalize the construction of Theorem 1, Section 1.2 see (1.2.2). When n = 1, we
have U = exp(iφ), V = exp(−iψ), A = exp(i(φ + ψ)) ch(τ ), B = exp(i(φ − ψ)) sh(τ ),
(dV )V −1 = −idψ , (dU)U−1 = i dφ. dψ = − ch(2τ ) dφ, dY = − sh(2τ ) dφ.
Definition. We define the processes Y (t) and Y˜ (t) by the Stratonovich differentials
dY = 1
2i
(
V dX(tV )− V dX(tV )),
dY˜ = 1
2
(
V dX(tV )+ V dX(tV )). (3.2.7)
Lemma 3. The processes Y (t) and Y˜ (t) are in the real vector space of real symmetric
matrices of order n. For their covariance, we have
〈dY,dY 〉 = 〈dY˜ , dY˜ 〉 = nI dt, 〈dY,dY˜ 〉 = 0 (3.2.8)
where I is the identity matrix of order n.
Proof. Since V is unitary, and X(t) is a Brownian motion in the set of complex symmetric
matrices, we calculate the covariance of Y . For the matrix X, we have
〈dX,dX〉 = 0 and 〈dX,dX〉 = 0. (3.2.9)
634 H. Airault / Bull. Sci. math. 128 (2004) 605–659On the other hand, 〈dX,dX〉jk =∑l〈dxjl, dxlk〉. Since X is symmetric, dxlk = dxkl and〈dxjl, dxkl〉 = 0 except fof j = k, where we have 〈dxjl, dxjl〉 = 2dt . Since l varies from
1 to n, we obtain
〈dX,dX〉 = 2nI dt. (3.2.10)
This proves the lemma. 
Theorem 2. We put
(dU)U−1 = da + i db (3.2.11)
then da is antisymmetric (dajk = −dakj ), db is symmetric (dbjk = dbkj ). We have
dYjk = − sh(τj + τk) dbjk and dY˜jk = sh(τj − τk) dajk if j = k. (3.2.12)
Moreover,
d[τ ] = 1
2
diagonal of [V dX(tV )+ V dX(tV )] (3.2.13)1
i.e. for any j = 1, . . . , n,
dτj = dY˜jj . (3.2.13)2
The differential equations (3.2.11), (3.2.12), (3.2.13) are of Stratonovich type.
Proof. From (3.2.6)1, we have
dY = −(A0 dbB0 +B0 dbA0). (3.2.14)
The matrix db is real. Since U is orthogonal, we verify that db is symmetric. Thus (3.2.14)
yields dYjk = − sh(τj + τk)dbjk . To find the second equation in (3.2.12), we define the
matrix (Sjk) by the Stratonovich differential
d(Sjk) = 12
(
V dX(tV )+ V dX(tV ))− [dτ ] (3.2.15)1
and we prove that
dSkj (t) = sh(τj − τk) dakj . (3.2.15)2
In particular (Sjk) is a process in the vector space of real symmetric matrices with zero
on the diagonal. To obtain (3.2.15)2, we add (L1) and (L2), (see the proof of Theorem 1),
then with (3.2.5), we deduce that
dS = B0(da)A0 −A0(da)B0. (3.2.16)
From (3.2.16), we obtain (3.2.15)2, and (3.2.13) comes from (3.2.15)1 and (3.2.15)2. 
Theorem 3. Let
(dV )V−1 = de + i df (3.2.17)
then dejj = 0 and if k = j ,
dekj = ch(τk − τj ) dakj = 1th(τ − τ )dY˜kj . (3.2.18)k j
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d(fjk) = ch(τj + τk) dbjk = − 1th(τj + τk)dYjk. (3.2.19)
Proof. By (3.2.5) and (3.2.11), we have d(ejk) = A0(da)A0 − B0(da)B0. Since da
is antisymmetric, this gives (3.2.18). In the same way, by (3.2.4), we have d(fjk) =
B0(db)B0 +A0(db)A0. Since f is symmetric, this gives (3.2.19). 
From (3.2.5), we see that the stochastic motion of the matrix V (t) in the decomposition
is completely determined by the stochastic motions of [τ (t)] and U(t).
Corollary. Consider the diffusion (S) on Sp(n), g(t) = (A(t) B(t)
B(t) A(t)
)
, then
Z(t) = B(t)A(t)−1 = tU(t)Pτ1(t),...,τn(t)U(t)
where (τ1(t), . . . , τn(t)) is a real n-dimensional process and the diagonal matrix
Pτ1(t),...,τn(t) is given by Pτ1(t),...,τn(t) = [th(τ1(t)), th(τ2(t)), . . . , th(τn(t)]. The diagonal
matrix [dτ ] = [dτ1, . . . , dτn] is given by
d[τ ] = diagonal of 1
2
[
V dX(tV ) + V dXtV ]. (3.2.20)
Proof. It is a consequence of Theorem 2. We also find (3.2.20) as follows: Since ZZ =
tUP 2U , from (3.2.1), we deduce
dZ = tU[(I − P 2)A0V dX(tV )A−10 ]U. (3.2.21)
By differentiating Z = tUPU , we find
dZ = (dtU)PU + tUP (dU)+ tU(dP )U (3.2.22)
We identify (3.2.21) and (3.2.22). It yields
dP = (I − P 2)A0V dX(tV )A−10 − tU−1(dtU)P − P(dU)U−1.
Since (I −P 2)A0 = A−10 , we have
dP = A−10 V dX(tV )A−10 − tU−1(dtU)P − P(dU)U−1
or equivalently
dP = A−10 V dX(tV )A−10 −U
(
dU−1
)
P − P(dU)U−1. (3.2.23)
Taking the conjugate of (3.2.23) and adding, we find
2dP = A−10
[
V dX(tV )+ V dXtV ]A−10
− (U(dU−1)+U dU−1)P
− P ((dU)U−1 + (dU)U−1). (3.2.24)
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have a diagonal equal to zero. We find, by taking the diagonal of the matrices in (3.2.24)
that
dP = 1
2
diagonal of A−10
[
V dX(tV )+ V dX(tV )]A−10 .
Since A0 is diagonal, it gives
dP = (I − P 2)diagonal of 1
2
[
V dX(tV )+ V dXtV ]. (3.2.25)
This proves (3.2.20). 
Corollary. We have Z = tUPU . Let (dU)U−1 = da+ idb where da and db are real, then
P(da)P−1 − P−1(da)P = A−10 (dY˜ )B−10 +B−10 (dY˜ )A−10 ,
P (db)P−1 − P−1(db)P = B−10 (dY )A−10 −A−10 (dY )B−10 .
(3.2.26)
Proof. Since
ZZ = tUP 2U (3.2.27)
we have UZZU−1 = P 2. We differentiate (3.2.27). On the other hand, from (3.2.21), we
obtain
d(ZZ) = (dZ)Z +ZdZ
= tU(I − P 2)A0V dXtVA−10 PU
+ tUP (I − P 2)A0V dXtVA−10 U. (3.2.28)
We identify (3.2.1) with (3.2.21), it gives
(I − P 2)A0V dXtVA−10 P + P(I − P 2)A0V dXtVA−10
= 2P(I − P 2)[dτ ] − (dU)ZZU−1 +UZZU−1(dU)U−1. (3.2.29)
In (3.2.29), we replace UZZU−1 = P 2, thus
(I − P 2)A0V dXtVA−10 P + P(I − P 2)A0V dXtVA−10
= 2P(I − P 2)[dτ ] − (dU)U−1P 2 + P 2(dU)U−1. (3.2.30)
From (3.2.30), we deduce that
P(dU)U−1P−1 − P−1(dU)U−1P + 2A−10 B−10 [dτ ]
= B−10 V (dX)tVA−10 +A−10 V (dX)tVB−10 .
This gives (3.2.26) and (48). 
Remark. From (3.2.29), we have
V dX(tV )+ V dXtV − 2[dτ ]
= A0
(
U(dU−1)+U dU−1)B0 −B0(UdU−1 +U(dU−1))A0.
This the same as (49). From the Theorems 2 and 3, we deduce (45)–(50).
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behaviour of the components
The Hua–Siegel lemma is explained in Appendix B. For the symmetric n × n matrix
Z = BA−1, we have the decomposition Z = tUPU where U is unitary and
P is a diagonal matrix of the form P = [th(τ1), th(τ2), . . . , th(τn)],
τj  0, j = 1, . . . , n and the sequence (τj ) is decreasing. (3.3.1)
With these conditions the matrix P is uniquely determined:
Assume that P1 = tWPW where P1 and P satisfy (3.3.1) and W is unitary; then
P 21 = tWP 2W = W−1P 2W and det(P 21 − λI) = det(P 2 − λI). This proves that P1 = P .
If all the τj are distinct and strictly positive, 0 < τn < τ2 < · · · < τ1, then U is uniquely
determined up to a multiplicative factor ε = [ε1, ε2, . . . , εn] where εj = 1 or −1 by the
condition Z = tUPU .
Lemma. Let U a unitary matrix solution of Z = tUPU . If all entries in the diagonal of P
are distinct and strictly positive, then any unitary matrix U1 such that Z = tU1PU1 is of
the form U1 = [ε1, . . . , εn]U where εj = 1 or −1.
Proof. Assume that tUPU = tU1PU1, then PU(tU1) = U(tU1)P . Let K = U(tU1),
then PK = KP , since all the elements of the diagonal of P are real positive, we obtain
that K is real diagonal. Thus U = KU1. See [12, p. 64].
We can take a Cartan decomposition of the unitary matrix U , see [9] and calculate the
processes in the different components when U(t) is determined with Z = B(t)A−1(t) =
tU(t)P (t)U(t) and (A(t),B(t)) satisfies (S). In the following, we explicit the results when
n = 2. We consider the decomposition of the unitary matrix U as
U =
(
eiφ/2 0
0 e
iψ
2
)(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
eiα 0
0 e−iα
)
. (3.3.2)
We denote
uφ,ψ =
(
eiφ 0
0 eiψ
)
and Rθ =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
(3.3.3)
and we have U = uφ
2 ,
ψ
2
Rθuα,−α . Let
W = Rθuα,−α, (3.3.4)
then
(dU)U−1 = i
2
(
dφ 0
0 dψ
)
+ uφ
2 ,
ψ
2
(
(dW)W−1
)
u− φ2 ,−ψ2 (3.3.5)1
and
(dW)W−1 =
(
0 −1
1 0
)
dθ + iRθ
(
1 0
0 −1
)
R−θ dα. (3.3.5)2
Let P be the diagonal matrix P = [p1,p2]. Then
Z = tUPU = uα,−αR−θ [p1eiφ,p2eiψ ]Rθuα,−α
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H = WZtW = [p1eiφ,p2eiψ]
and U0 = uφ,ψ . We put U˜ = uφ
2 ,
ψ
2
, then U = U˜W . We know the stochastic behaviour of
W = Rθuα,−α . On the other hand, from (3.3.5), we deduce that (dU)U−1 = da + i db
with
da =
(
0 −1
1 0
)(
cos
(
φ −ψ
2
)
dθ + sin
(
ψ − φ
2
)
sin(2θ) dα
)
,
db = 1
2
(
dφ 0
0 dψ
)
+
(
1 0
0 −1
)
cos(2θ) dα (3.3.6)
+
(
0 1
1 0
)(
sin
(
ψ − φ
2
)
dθ + cos
(
ψ − φ
2
)
sin(2θ) dα
)
.
This gives
db11 = 12 dφ + cos(2θ) dα,
db22 = 12 dψ − cos(2θ) dα,
db12 = sin
(
ψ − φ
2
)
dθ + cos
(
ψ − φ
2
)
sin(2θ) dα,
da12 = cos
(
ψ − φ
2
)
dθ + sin
(
ψ − φ
2
)
sin(2θ) dα.
(3.3.7)
If cos(φ − ψ) = 0, we can obtain dφ, dψ , dθ and dα in a unique way in terms of db11,
db22, db12, da12. To the differential forms db11, db22, db12, da12, we associate the dual
vector fields denoted ∂
∂b11
,
∂
∂b22
,
∂
∂b12
,
∂
∂a12
and defined as
∂
∂b11
= 2 ∂
∂φ
,
∂
∂b22
= 2 ∂
∂ψ
,
cos
(
ψ − φ
2
)
∂
∂b12
+ sin
(
ψ − φ
2
)
∂
∂a12
= 1
sin(2θ)
∂
∂α
− 2
tan(2θ)
(
∂
∂φ
− ∂
∂ψ
)
,
sin
(
ψ − φ
2
)
∂
∂b12
+ cos
(
ψ − φ
2
)
∂
∂a12
= ∂
∂θ
. 
3.4. The diffusion where V (g1(t)) is the unitary matrix V such that A1 = tUA0V ,
B1 = tUB0V in the polar decomposition of g1(t) = (A1(t),B1(t))
g1(t)
−1 ◦ dg1(t)
=
(
0 tV (g1(t)) ◦ (dX(t))V (g1(t))
tV (g1(t)) ◦ (dX)(t)V (g1(t)) 0
)
(3.4.1)
We proceed as for Theorem 2.
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Brownian motion in the set of complex symmetric matrices of order n. Then in the polar
decomposition A1 = tUA0V ,
B1 = tUB0V , the matrices U and V are related by
(dV )V−1 = B0U(dU−1)B0 +A0(dU)U−1A0 (3.4.2)
where B0 and A0 are given by (3.1.1).
dX − dX = A0
(
U dU−1 − U dU−1)B0 +B0(U dU−1 − U dU−1)A0, (3.4.3)
(dX + dX)− 2[dτ ] = B0
(
(dU)U−1 + (dU)U−1)A0
−A0
(
(dU)U−1 + (dU)U−1)B0. (3.4.4)
The differential equations are of Stratonovich type.
Proof. See Theorem 2. 
Definition. We put
dL = 1
2i
(dX − dX) and dL˜ = 1
2
(dX + dX). (3.4.5)
The coefficients of the matrices dLjk , j  k and dL˜jk , j  k are independent real
Brownian motions and the matrices dLjk and dL˜jk are symmetric.
Theorem 5. With the same assumptions as in Theorem 4, let (dU)U−1 = da + i db and
(dV )V −1 = de + i df , then
dLjk = − sh(τj + τk) dbjk, dL˜jk = sh(τj − τk) dajk if k = j,
dL˜jj = dτj , (3.4.6)
dekj = ch(τk − τj ) dakj and dfkj = ch(τk + τj ) dbkj . (3.4.7)
Corollary. With (dU)U−1 = da + i db, (dV )V −1 = de + i df , and the coordinates dτ1,
dτ2, . . . , dτn, the infinitesimal generator of the diffusion Z1(t) = B1(t)A1(t)−1 on Dn is

1 =
∑
j<k
1
sh2(τj − τk)
∂2
∂a2jk
+
∑
jk
1
sh2(τj + τk)
∂2
∂b2jk
+
∑
j
∂2
∂τ 2j
. (3.4.8)
Proof.
df
(
U(t), τ (t)
)=∑
j
∂f
∂τj
◦ dτj +
∑
j<k
∂f
∂ajk
◦ dajk +
∑
jk
∂f
∂bjk
◦ dbjk. (3.4.9)
We write the equations in Ito’s form, since dLjk , dL˜jk , j  k are independent Brownian
motions. When n = 1, on the set D of complex numbers of modulus less than one, consider
the diffusion
z(t) = eiθ(t) th(2bt ) defined by the Ito’s equation dθ(t) = 2 db˜t (3.4.10)
sh(2bt)
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coordinates z = eiθ th(τ ) is

 = (1 − ρ2)2 ∂
2
∂ρ2
− 2ρ(1 − ρ2) ∂
∂ρ
+ (1 − ρ
2)2
ρ2
∂2
∂θ2
= ∂
2
∂τ 2
+ 4
sh2(2τ )
∂2
∂θ2
(3.4.11)
and differs from the Laplace–Beltrami operator on D. (3.4.11) is the one dimensional
version of (3.4.8). The diffusion (3.4.10) is the projection on D with z = ba¯−1 of the
Ito’s system da = b dx¯, db = a dx on the group SU(1,1).
3.5. The Ito’s contractions in the polar decomposition
We already used the Ito’s calculus in Section 1. To study the process (S) and its
infinitesimal generator in polar coordinates, we have to calculate the Ito’s contractions of
the stochastic differentials, 〈dτj , dτk〉, . . . , 〈dτk, dapj〉, . . . . In Section 1.2, we obtained
the Stratonovich differentials of τ1, τ2, . . . , τn and the unitary matrix U in terms of
the Stratonovich differential V (g(t))(dX(t))tV (g(t)). With (42), taking conditional
expectation with the map γ (U) = V (see [2]), we can write this expression as
γ (U(g(t))))(dX(t))tγ (U(g(t))). We shall see that this defines a new metric on Dn, if
n > 1. In the following, we express the Stratonovich differentials of Section 3.2 as Ito’s
differentials in order to generalize Theorem 2 of Section 1.2 to the dimension n > 1. If X
is a symmetric matrix of complex independent Brownian motions, we have: 〈dX,dX〉 =
2nI dt , 〈dX,dX〉 = 〈dX,dX〉 = 0. To understand the correlation between the components
of the processes Y and Y˜ , we consider first the case n = 2.
Example (F). Assume that the unitary matrix is given by
V =
(
eiα 0
0 e−iα
)(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
eiφ/2 0
0 eiψ/2
)
, (F.1)
dX =
(
dx11 dx12
dx12 dx22
)
and dXφ,ψ =
(
ei
φ
2 0
0 ei
ψ
2
)
(dX)
(
ei
φ
2 0
0 ei
ψ
2
)
. (F.2)
Then dXφ,ψ defines a symmetric matrix where the coefficients (dXφ,ψ)jk , j  k are
independent Brownian motions. We find
〈dY˜11, dY˜11〉 = 〈dY˜22, dY˜22〉 =
(
1 + 2 sin2(θ) cos2(θ))dt,
〈dY˜12, dY˜12〉 =
(
1 − 2 sin2(θ) cos2(θ))dt, (F.3)
〈dY˜11, dY˜22〉 = −2 sin2(θ) cos2(θ) cos(2α)dt,
〈dY˜11, dY˜12〉 = − sin(θ) cos(θ)
(
cos2(θ)− sin2(θ)) cos(2α)dt,
〈dY˜22, dY˜12〉 = sin(θ) cos(θ)
(
cos2(θ)− sin2(θ)) cos(2α)dt.
(F.4)
Now, we consider the general case n > 1.
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dY = 1
2i
(
V (◦dX)(tV )− V (◦dX)(tV )),
dY˜ = 1
2
(
V (◦ dX)(tV )+ V (◦ dX)tV ). (3.5.1)
Let j , m, r , k be given, then 〈dYjm, dYrk〉 = 〈dYkr , dYmj 〉 = 〈dY˜jm, dY˜rk〉
〈dYjm, dYrk〉 = (δmkδjr + δjkδrm) dt − 12 (α¯j,m,r,k + αj,m,r,k) dt, (3.5.2)
〈dYjm, dY˜rk〉 = 〈dY˜rk, dYjm〉,
〈dYjm, dY˜rk〉 = −〈dY˜jm, dYrk〉 = 12i (α¯j,m,r,k − αj,m,r,k) dt,
(3.5.3)
where δjk = 0 if j = k, δjj = 1 and αj,m,r,k =∑p VjpVmpV rpV kp satisfy
αj,m,m,k = αk,m,m,j and
∑
m
αj,m,m,k = δjk
αj,j,j,k =
∑
p
|Vjp|2VjpVkp and αj,m,m,j =
∑
p
|Vmp|2|Vjp|2,
(3.5.4)
〈dY˜mj , dYmj 〉 = 0, 〈dτ, dY˜ 〉jk = 〈dY˜jj , dY˜jk〉, 〈dY˜ , dτ 〉jk = 〈dY˜jk, dY˜kk〉
〈dY,dY 〉 = nI dt, 〈dY˜ , dY˜ 〉 = nI dt, 〈dY,dY˜ 〉 = 0. (3.5.5)
Proof. Let λj,m,r,k =∑p,l,s,q〈VjpdXpl(tV )lm, V rsdXsq(tV )qk〉. Then,
〈dY˜jm, dYrk〉 = 14i (λ¯j,m,r,k − λj,m,r,k), 〈dYjm, dY˜rk〉 =
1
4i
(λj,m,r,k − λ¯j,m,r,k),
〈dYjm, dYrk〉 = 〈dY˜jm, dY˜rk〉 = 14 (λ¯j,m,r,k + λj,m,r,k).
The coefficients dxrs of the matrix dX have the Ito’s contractions 〈dx¯rs, dxrs〉 = 2dt ,
〈dx¯rs, dx¯lq〉 = 0, 〈dxrs, dxlq〉 = 0, and dxsq = dxqs , then all the terms in the sum defining
λj,m,r,k cancel except when (p, l) = (s, q) or (p, l) = (q, s),
λj,m,r,k = 2
[ ∑
p,l,p =l
[
Vjp(
tV )lmV rp(
tV )lk + Vjp(tV )lmV rl(tV )pk
]
+
∑
p
Vjp(
tV )pmV rp(
tV )pk
]
dt
= 2
[∑
p,l
[
Vjp(
tV )lmV rp(
tV )lk + Vjp(tV )lmV rl(tV )pk
]
−
∑
p
Vjp(
tV )pmV rp(
tV )pk
]
dt
= 2
[
δrj δmk + δjkδrm −
∑
p
Vjp(
tV )pmV rp(
tV )pk
]
dt
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Since 〈dX,dX〉 = 2nI dt , we have
〈dY,dY 〉 = −1
4
(−V (dX)tV V (dX)tV − V (dX)tV V (dX)tV )= 1
4
× 4nI dt. 
Lemma 2 (The Ito’s equations for dY and dY˜ ). Let (dV )V −1 = de + i df . The processes
Y and Y˜ defined (3.5.1) are given by the Ito’s equation
dY = 1
2i
(
V dX(tV )− V dX(tV ))
+ 1
2
(〈de, dY 〉 − 〈dY,de〉)+ 1
2
(〈df, dY˜ 〉 + 〈dY˜ , df 〉), (3.5.6)
where dβω = 12i (V dX(tV )− V dX(tV )) is an Ito’s equation.
dY˜ = dβ˜ω + 12
(〈de, dY˜ 〉 − 〈dY˜ , de〉)− 1
2
(〈df, dY 〉 + 〈dY,df 〉) (3.5.7)
and the Ito’s equation dβ˜ω = 12 (V dX(tV ) + V dX(tV )). The processes β˜ω and βω take
their values in the set of real symmetric matrices.
Proof. We use dte + idtf = −de + idf and V is orthogonal.
dY = dβω + 14i
〈
(dV )V−1,V (dX)(tV )
〉+ 1
4i
〈
V (dX)(tV ), (tV )−1(dtV )
〉
− 1
4i
〈
(dV )V −1,V (dX)(tV )
〉− 1
4i
〈
V (dX)(tV ), (tV )−1(dtV )
〉
= dβω + 14i
〈
de,V (dXtV )
〉+ 1
4
〈
df,V (dX)(tV )
〉
+ 1
4i
〈
V
(
dX(tV )
)
, dt e + i dtf 〉+ complex conjugate. 
Lemma 3. Let (dV )V−1 = de + i df , we have dejj = 0 and if j = k,(〈de, dY 〉 − 〈dY,de〉)
jk
=
∑
m,m=j,m=k
(
1
th(τj − τm) +
1
th(τm − τk)
)
〈dY˜jm, dYmk〉
+ 1
th(τj − τk)
(〈dY˜jk, dYkk〉 − 〈dYjj , dY˜jk〉) (3.5.8)
〈de, dY 〉jj = 〈dY,de〉jj = 0. If j = k,(〈de, dY˜ 〉 − 〈dY˜ , de〉)
jk
=
∑
m,m=j,m=k
[
1
th(τj − τm) +
1
th(τk − τm)
]
〈dY˜jm, dY˜mk〉
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th(τj − τk) 〈dY˜jk, dY˜kk − dY˜jj 〉, (3.5.9)(〈de, dY˜ 〉 − 〈dY˜ , de〉)
jj
=
∑
m,m=j
2
th(τj − τm) 〈dY˜jm, dY˜mj 〉.
Proof. If j = k,
〈de, dY 〉jk =
∑
m,m=j
〈dejm, dYmk〉
=
∑
m,m=j
1
th(τj − τm) 〈dY˜jm, dYmk〉,
〈dY,de〉jk =
∑
m,m=k
〈dYjm, demk〉
=
∑
m,m=k
1
th(τm − τk) 〈dYjm, dY˜mk〉
= −〈de, dY 〉kj
and 〈de, dY 〉jj = 0, then we use the Lemma 1. In the same way,
〈de, dY˜ 〉jk =
∑
m,m=j
〈dejm, dY˜mk〉
=
∑
m,m=j
1
th(τj − τm) 〈dY˜jm, dY˜mk〉,
〈dY˜ , de〉jk =
∑
m,m=k
〈dY˜jm, demk〉
=
∑
m,m=k
1
th(τm − τk) 〈dY˜jm, dY˜mk〉. 
Lemma 4. For any j , k,(〈df, dY 〉 + 〈dY,df 〉)
jk
= −
∑
m
[
1
th(τj + τm) +
1
th(τk + τm)
]
〈dYjm, dYmk〉, (3.5.10)
(〈df, dY˜ 〉 + 〈dY˜ , df 〉)
jk
=
∑
m
(
1
th(τk + τm) −
1
th(τj + τm)
)
〈dYjm, dY˜mk〉. (3.5.11)
In particular (〈df, dY˜ 〉 + 〈dY˜ , df 〉)jj = 0.
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〈df, dY 〉jk =
∑
m
〈dfjm, dYmk〉 = −
∑
m
1
th(τj + τm) 〈dYjm, dYmk〉,
〈dY,df 〉jk = 〈df, dY 〉kj ,
〈df, dY˜ 〉jk = −
∑
m
1
th(τj + τm) 〈dYjm, dY˜mk〉,
〈dY˜ , df 〉jk =
∑
m
1
th(τk + τm) 〈dYjm, dY˜mk〉 = 〈df, dY˜ 〉kj . 
Remark. In (3.5.6)–(3.5.7), dY = dβω +C, dY˜ = dβ˜ω + C˜ with
C = 1
2
(〈de, dY 〉 − 〈dY,de〉)+ 1
2
(〈df, dY˜ 〉 + 〈dY˜ , df 〉),
C˜ = 1
2
(〈de, dY˜ 〉 − 〈dY˜ , de〉)− 1
2
(〈df, dY 〉 + 〈dY,df 〉). (3.5.12)
We find if j = k,
Cjk = 12
∑
m,m=j,m=k
[
1
th(τj − τm) +
1
th(τm − τk)
]
〈dY˜jm, dYmk〉
+ 1
2
1
th(τj − τk)
(〈dY˜jk, dYkk〉 − 〈dYjj , dY˜jk〉)
+ 1
2
∑
m
(
1
th(τk + τm) −
1
th(τj + τm)
)
〈dYjm, dY˜mk〉
and
C˜jk = 12
∑
m,m=j,m=k
[
1
th(τj − τm) +
1
th(τk − τm)
]
〈dY˜jm, dY˜mk〉
+ 1
2
1
th(τj − τk) 〈dY˜jk, dY˜kk − dY˜jj 〉
− 1
2
∑
m
(
1
th(τk + τm) +
1
th(τj + τm)
)
〈dYjm, dYmk〉.
For the diagonal terms, Cjj = 0 and
C˜jj =
∑
m,m=j
1
th(τj − τm) 〈dY˜jm, dY˜jm〉 +
∑
m
1
th(τj + τm) 〈dYjm, dYjm〉.
Proposition.
dτj = dβ˜j +
[
2
th(2τj )
+
∑
m,m=j
(
1
th(τj − τm) +
1
th(τj + τm)
)]
dt −Nj dt (3.5.13)
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Nj = αjjjth(2τj ) +
∑
m,m=j
αjmj
(
1
th(τj − τm) +
1
th(τj + τm)
)
. (3.5.14)
Proof. dτj = dY˜jj = dβ˜j + C˜jj . 
Remark. We see that 〈dτj , dτk〉 = 0 for j = k. The covariance matrix 〈dτj , dτk〉 is a
function of the rotation U(t). Thus for Z(t) = B(t)A(t)−1, we cannot define a radial
operator by considering only the process P(τ(t)). We have to take into account a rotation
W(t) in the right coset the group of unitary matrices/the subgroup of diagonal matrices
[eiψ1, eiψ2, . . . , eiψn ]. In the case n = 1, the Ito’s contractions are given in Section 1.2,
the terms (Nj ) in (3.5.14) do not exist and 〈dτ, dτ 〉 = dt . For n = 2, the processes dY
and dY˜ are 2 × 2 matrices, the Ito’s contractions are given in Example (F). For j = k,
〈dτj , dτk〉 = mjk(U(t)) dt = 0, we obtain that the second order part of the infinitesimal
generator of the Z(t) = B(t)A(t)−1 when g(t) = (A(t),B(t)) ∈ Sp(n) satisfies (S) is
given by

 =
∑
j,k
mjk(U)
∂2
∂τj ∂τk
+ · · · (3.5.15)
and differs when n 2, from the Laplace–Beltrami operator on Dn. See (3.6.15).
3.6. Invariant metric on Dn under the action of Sp(n) and the Laplace–Beltrami operator
on Dn
In the following, we denote G for Sp(n) and D for Dn. We express the Cartan
decomposition of the Lie algebra of G = sp(n) and we obtain with classical analysis, the
Laplace–Beltrami operator on D = Dn. This Laplacian has been calculated by [17, (7.6),
p. 382]. Let Z ∈ D, we define the Kählerian potential as
K(Z) = − log det(I −ZZ). (3.6.1)
We shall construct the metric on D and verify that this metric is Kählerian with the
Kählerian potential (3.6.1).
The Lie algebra G of G is the real vector space of matrices of order 2n,
G =
{(
Z1 Z2
Z2 Z1
)
with Z2 = tZ2, tZ1 +Z1 = 0
}
. (3.6.2)
We have G =K⊕P where
K=
{
Z1 =
(
Z1 0
0 Z1
)
with tZ1 +Z1 = 0
}
,
P =
{
Z2 =
(
0 Z2
Z2 0
)
with Z2 = tZ2
}
.
(3.6.3)
K is a subalgebra of G and P is a real vector space. We have dimR(K) = n+n(n−1) = n2,
dimR(P) = n2 + n, dimR(G) = 2n2 + n. MoreoverK=K0 ⊕K1, where
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{(
D1 0
0 D1
)
, D1 is diagonal with pure imaginary on the diagonal
}
,
K1 = {Z1 ∈K with zero on the diagonal}. (3.6.4)
K0 is a subalgebra of K. Consider Z1, Z˜1 ∈K and Z2, Z˜2 ∈P ,
[Z1,Z2] =
(
Z1 0
0 Z1
)(
0 Z2
Z2 0
)
−
(
0 Z2
Z2 0
)(
Z1 0
0 Z1
)
=
(
0 Z1Z2 −Z2Z1
Z1Z2 −Z2Z1 0
)
,
[Z2, Z˜2] =
(
0 Z2
Z2 0
)(
0 Z˜2
Z˜2 0
)
−
(
0 Z˜2
Z˜2 0
)(
0 Z2
Z2 0
)
=
(
Z2Z˜2 − Z˜2Z2 0
0 Z2Z˜2 − Z˜2Z2
)
,
[Z1, Z˜1] =
( [Z1, Z˜1] 0
0 [Z1, Z˜1]
)
,
thus [K,P] ⊂P , [P,P] ⊂K, [K,K] ⊂K.
By identification, we also call K the set of complex matrices of order n such that
tZ1 +Z1 = 0, and P will be the set of symmetric complex matrices of order n (Z2 = tZ2).
With the same identification, K = K0 ⊕ K1 where K0 is the set of diagonal matrices of
order n with pure imaginary diagonal, and K1 is the set of matrices M of order n with
zero diagonal and satisfying tM + M = 0. We see that [K0,K0] = 0, [K0,K1] ⊂K1, and
if n = 2, then [K1,K1] ⊂K0. The Lie algebra G is reductive (see [10, (1), p. 389]) or [5]).
Let X = X1 +X2 ∈K⊕P , it defines the map ad(X ) :G→ G. We have
[X ,Z] =
(
X1Z1 −Z1X1 +X2Z2 −Z2X2 X1Z2 −Z2X1 +X2Z1 −Z1X2
X2Z1 −Z2X1 +X1Z2 −Z1X2 X1Z1 −Z1X1 +X2Z2 −Z2X2
)
.
In the direct sum
K⊕P , the map ad(Z) decomposes as
ad(X ) =
(
adK→K(X1) adP→K(X2)
adK→P (X2) adP→P (X1)
)
, (3.6.5)
where
adK→K(X1)(Z1) = X1Z1 −Z1X1,
adP→K(X2)(Z2) = X2Z2 −Z2X2,
adK→P (X2)(Z1) = X2Z1 −Z1X2,
adP→P (X1)(Z2) = X1Z2 −Z2X1.
Compare with [5, (3ii ) p. 1160] where the analoguous relations have been explicited in the
case of the infinite dimensional symplectic group. On each components, we calculate the
Killing form B .
B(Y,X ) = trace(ad(Y) ◦ ad(X )), where ad(X)(V) = [X ,V] =XV − VX .
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X2 X1
)
and Y = ( Y1 Y2
Y 2 Y 1
)
,
B(Y,X ) = trace(adK→K(X1) ◦ adK→K(Y1)+ adP→P (X1) ◦ adP→P (Y1)
+ adP→K(X2) ◦ adK→P (Y2)+ adK→P (X2) ◦ adP→K(Y2)
)
. (3.6.6)
Computation of B(Y,X ) for 2 × 2 matrices:
X1 =
(
ia b
−b ic
)
, Y1 =
(
iα β
−β¯ iγ
)
, X2 =
(
d e
e f
)
, Y2 =
(
δ ε
ε φ
)
,
trace adK→K(X1) ◦ adK→K(Y1) = −4(bβ¯ + b¯β)+ 2(a − c)(γ − α),
trace adP→P (X1) ◦ adP→P (Y1) = −8(bβ¯ + βb¯)− 10(aα + cγ )− 2(aγ + αc),
thus B(Y,X )|K×K = −12(bβ¯ + b¯β)− 12(aα + bβ).
trace adP→K(X2) ◦ adK→P (Y2) = 3(dδ¯ + δd¯) + 3(f φ¯ + φf¯ )+ 6(eε¯ + εe¯),
trace adK→P (X2) ◦ adP→K(Y2) = 3(dδ¯ + δd¯) + 3(f φ¯ + φf¯ )+ 6(eε¯ + εe¯),
B(Y,X )|P×P = 6(dδ¯ + δd¯)+ 6(f φ¯ + φf¯ ) + 12(eε¯ + εe¯) = 6 trace(X2Y2 +X2Y2).
For n×n matrices, B(Y,X )|P×P = (2n+2) trace(X2Y 2 +X2Y2), see [10, (1) p. 161]. Let
G be a non compact complex simple Lie group and let K be a maximal subgroup of G. The
Lie algebra G is a real vector space and is endowed with a unique, up to a multiplicative
constant, bilinear symmetric form B , invariant under the adjoint action
B(Y,X) = trace(ad(Y ) ◦ ad(X)), where ad(X)(V ) = [X,V ] = XV − VX.
This form B is negative definite on the Lie algebra K of K . On the orthogonal P of K,
the form B is positive definite. The invariance of B by the adjoint action (g → Ad(g)
where Ad(g)(X) = gXg−1) implies that
P is invariant under the adjoint action of K, i.e. [K,P] ⊂ P . Let π :G → G/K the
canonical projection. We denote by e the identity element of G, and we put e˜ = π(e). By
identifying the tangent plane Te˜(G/K) to P , we define an euclidean metric on Te˜(G/K).
By the left action of G, we get a riemannian metric on M = G/K .
In the present case and for n = 2, we calculate the metric on G/K from the metric
defined on P by the Killing form B .
Lemma. The metric on D at the point Z is given by
〈µ,ν〉Z = (2n+ 2) trace
(
µ(I −ZZ)−1ν¯(I −ZZ)−1)
+ (2n+ 2) trace(µ(I −ZZ)−1ν(I −ZZ)−1) (3.6.7)
i.e. ds2 = 2(2n+ 2) trace(dZ(I −ZZ)−1dZ(I −ZZ)−1).
Proof. Let Z ∈ D, then Z is a symmetric complex matrix of order n such that I −ZZ > 0,
thus µ ∈ TZ(D), the tangent space at Z ∈ D, is a complex symmetric matrix. Let µ and
ν ∈ TZ(D). The group G acts on D: if g =
(
A B
)
, then g.Z = (AZ + B)(BZ + A)−1.B A
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given by
〈µ,ν〉Z = (g.µ,g.ν)g.Z = (2n+ 2) trace
(
(g.µ)(g.ν) + (g.µ)(g.ν)).
Let Z1(t) ∈ D such that ddt |t=0Z1(t) = µ, Z1(0) = Z and Z2(t) ∈ D such that
d
dt |t=0Z2(t) = ν, Z2(0) = Z. Since AZ +B = 0, we have
g.µ = g. d
dt |t=0
Z1(t) = (Aµ)(BZ + A)−1.
On the other hand AZ+B = 0 implies AZZ+BZ = 0, thus BZ+A = A(I −ZZ). This
gives
g.µ = Aµ(I − ZZ)−1A−1
and in the same way g.ν. From the expression of B(X,Y ) on P × P , we obtain the
lemma. 
In polar coordinates, for Z ∈ D, Z = tUPU where P is diagonal and U is unitary.
Moreover (I − ZZ)−1 = U−1A20U where A0 is given by (33). On the other hand dZ =
(dtU)PU + tUP (dU) + tU(dP )U . We have
M = tU(dP )U(I −ZZ)−1 = tU


dτ1 0 0 · · · 0
0 dτ2 0 · · · 0
· · ·
0 0 · · · 0 dτn

U, (3.6.8)
trace(MM) = trace

tU


dτ 21 0 0 · · · 0
0 dτ 22 0 · · · 0· · ·
0 0 · · · 0 dτ 2n

U


= dτ 21 + · · · + dτ 2n ,
M1 =
(
(dtU)PU + tUP (dU))(I −ZZ)−1
= tUA−10
(
A0(
tU−1)(dtU)B0 +B0(dU)U−1A0
)
A0U
= tUA−10 HA0U,
(3.6.9)
trace(M1M1) = trace(HH) with
H = A0(tU−1)(dtU)B0 +B0(dU)U−1A0 = B0(dU)U−1A0 −A0(dU)U−1B0.
We put (dU)U−1 = dQ, and ((dU)U−1)jk = dajk + idbjk where ajk and bjk are real.
Then ajk = −akj , ajj = 0, bjk = bkj and
Hjk = sh(τj − τk) dajk + i sh(τj + τk) dbjk.
Thus
trace(HH) =
∑
jk
HjkHkj =
∑
j,k
[
sh2(τj − τk) da2jk + sh2(τj + τk) db2jk
]
.
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trace(MM1 +MM1) = trace([dτ ](H +H))= 0. We obtain
Theorem. In polar coordinates Z = tUPU where P is the diagonal matrix given by
P = [th(τ1), . . . , th(τn)] and U is a unitary matrix, the metric on D is
ds2 = 2(2n+ 2)
(
dτ 21 + · · · + dτ 2n
+
∑
j,k
[
sh2(τj − τk) da2jk + sh2(τj + τk) db2jk
]) (3.6.10)
where ((dU)U−1)jk = dajk + i dbjk .
The metric is Kählerian with K(Z) = − log det(I −ZZ), for Z ∈ D.
We prove that the metric is kählerian: Since I −ZZ = U−1(I − P 2)U , we have
det(I −ZZ) = det(I − P 2) =
n∏
j=1
1
ch(τj )2
. (3.6.11)
Thus − log det(I − ZZ) = ∑nj=1 2 log(ch(τj )). The case n = 1 has been examined in
(1.2.13)–(1.2.17). For the n dimensional case, let [α1, α2, . . . , αn] be a diagonal matrix,
then there exists a real orthogonal matrix V such that
t V [α1, α2, . . . , αn]V = [ασ(1), ασ(2), . . . , ασ(n)] (3.6.12)
where σ is a substitution of {1,2, . . . , n}. For example(
0 1
1 0
)(
α1 0
0 α2
)(
0 1
1 0
)
=
(
α2 0
0 α1
)
.
For j = 1, . . . , n, to τj , we associate θj = bjj , we put as in (1.2.14),
∂uj = e−2iθj
[
sh2(τj )
∂
∂τj
+ i
2
th(τj )
∂
∂θj
]
and ∂uj is the complex conjugate.
(3.6.13)
We did not obtain the nondiagonal terms sh2(τj − τk) da2jk + sh2(τj + τk) db2jk , j = k by
defining an operator ∂ujk for j = 1, . . . , n−1 and j < k, k = 2, . . . , n, and ∂ujk its complex
conjugate. To the vector fields ∂uj and ∂ujk , we ought to associate by duality the forms duj ,
dujk , as in (1.2.15) and be able to write the metric as
ds2 =
n∑
j=1
(∂j ∂jK)duj duj +
∑
j<k
(∂ujk ∂ujkK) dujk dujk.
For the metric in (3.6.10),
ds2 = dτ 21 + · · · + dτ 2n +
∑
j,k
[
sh2(τj − τk) da2jk + sh2(τj + τk) db2jk
]
650 H. Airault / Bull. Sci. math. 128 (2004) 605–659= dτ 21 + · · · + dτ 2n +
∑
j
sh2(2τj ) db2jj
+ 2
∑
j<k
sh2(τj − τk) da2jk + 2
∑
j<k
sh2(τj + τk) db2jk (3.6.14)
we have det(gij ) =∏nj=1 sh2(2τj )∏j =k sh2(τj − τk) sh2(τj + τk). For n = 1, see (1.2).
We deduce that the Laplace–Beltrami operator associated to this metric is

LB =
n∑
j=1
[
∂2
∂τ 2j
+ 1
sh2(2τj )
∂2
∂b2jj
]
+ 1
2
∑
j<k
[
1
sh2(τj − τk)
∂2
∂a2jk
+ 1
sh2(τj + τk)
∂2
∂b2jk
]
+
∑
j
1
2
(
∂
∂τj
log det(gij )
)
∂
∂τj
. (3.6.15)
For n = 2, ds2 = dτ 21 + dτ 22 + sh2(2τ1) db211 + sh2(2τ2) db222 + 2 sh2(τ1 + τ2) db212 +
2 sh2(τ1 − τ2) da212 and det(gij ) = 4 sh2(τ1 − τ2) sh2(τ1 + τ2) sh2(2τ1) sh2(2τ2).
∂
∂τ1
log det(gij ) = 2th(τ1 − τ2) +
2
th(τ1 + τ2) +
4
th(2τ1)
,
∂
∂τ2
log det(gij ) = 2th(τ2 − τ1) +
2
th(τ1 + τ2) +
4
th(2τ2)
.
In the general n-dimensional case,
∂
∂τj
log det(grk) = 4th(2τj ) +
∑
k,k =j
[
2
th(τj − τk) +
2
th(τj + τk)
]
. (3.6.16)
4. The Iwasawa decomposition and the associated processes
The object of this section is to generalize the equations of Section 1.3 to the n-
dimensional case and to write the system (S) in Iwasawa coordinates. In the following,
the matrix A0 and B0 are defined as in (33).
4.1. The Iwasawa coordinates
Let the 2n× 2n matrix
C = 1√
2
(
I −iI
I iI
)
,
where I is the n × n identity matrix
C−1 = 1√
(
I I
iI −iI
)
.2
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defined by (see (1.3)),
h(g) = CgC−1. (4.1.1)
We denote K the set of 2n× 2n matrices g, (g ∈ Gω0 ),
K=
{
g | h(g) =
(
U 0
0 U
)
where U is unitary of order n
}
then g ∈K if and only if
g = 1
2
(
U +U −i(U −U)
i(U −U) U +U
)
= C−1
(
U 0
0 U
)
C. (4.1.2)
K is a subgroup of Gω0 . We see that g ∈K is real orthogonal, and dimRK= n+n(n−1) =
n2. Thus K is smaller than the set O(2n) of real orthogonal matrices of order 2n, (the real
dimension of the Lie algebra of O(2n) is 2n(2n−1)2 = 2n2 − n. Let A0 and B0 be given
by (33). We put A for the set of matrices A of order 2n, of the form
A =
(
A0 +B0 0
0 A0 −B0
)
=


exp(τ1) · · · 0 · · · 0
· · · · · · 0
0 · · ·0 exp(τn) 0 · · · 0
0 · · · · · · exp(−τ1) 0 · · ·
0 · · · 0 · · ·
0 · · · 0 · · · exp(−τn)

 . (4.1.3)
Let N be the set of 2n× 2n matrices,
N =
{
N such that N =
(
I S
0 I
)
where S is a real matrix of order n
}
. (4.1.4)
For K ∈K, A ∈A and N ∈N ,
h(A) =
(
A0 B0
B0 A0
)
, h(N) =
(
I + i2S − i2S
i
2S I − i2S
)
,
h(KAN) =
(
U 0
0 U
)(
A0 B0
B0 A0
)(
I + i2S − i2S
i
2S I − i2S
)
=
(
A1 B1
B1 A1
)
, (4.1.5)
with
A1 = U
[
A0 + i(A0 +B0)12S
]
,
B1 = U
[
B0 − i(A0 +B0)12S
]
.
(4.1.6)
When (A1,B1) satisfies (S), dA1 = B1 ◦ dX, dB1 = A1 ◦ dX, where X is a Brownian
motion in the set of n × n complex symmetric matrices, we find the stochastic differential
equations satisfied by U , A0, B0, S, in the Iwasawa coordinates (4.1.6).
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Brownian motions in the set of real symmetric matrices. The Stratonovich system (S) is
equivalent to the Stratonovich system
dS = S(dβ)S − [S(dα) + (dα)S]− dβ − (A0 −B0)2(dβ)(A0 −B0)2,
dN = (A0 −B0)(dβ)(A0 −B0),
A0(dM)A0 −B0(dM)B0 = 12
(
(dβ)S − S(dβ)),
A0(dM)B0 −B0(dM)A0 = dα − [dτ ] − 12
(
S(dβ)+ (dβ)S).
(S˜)
Moreover, let Q = (A0 +B0)S(A0 +B0), and dβ˜ = (A0 −B0)(dβ)(A0 −B0), we have
dQ = −Q(dβ˜)Q + [Q,dM] − 2(A0(dβ)A0 +B0(dβ)B0),
[Q,dβ˜] = 2(B0(dα)A0 −A0(dα)B0),
(A0 −B0)d(A0 +B0)− dM
= (A0(dα)A0 −B0(dα)B0)− 12[Q(dβ˜)+ (dβ˜)Q]. (S˜1)
Proof. We write (S) in (U, τ, S) coordinates. Taking real part and imaginary part, we
obtain
(dN)A0 + 12 (dM)(A0 +B0)S +
1
2
(A0 +B0)[dτ ]S + 12 (A0 +B0)(dS)
= −1
2
(A0 +B0)S dα −B0 dβ,
(dM)A0 − 12 (dN)(A0 +B0)S +B0[dτ ] = B0 dα −
1
2
(A0 +B0)S dβ,
(dN)B0 − 12 (dM)(A0 +B0)S −
1
2
(A0 +B0)[dτ ]S − 12 (A0 +B0)(dS)
= +1
2
(A0 +B0)S dα +A0 dβ,
(dM)B0 + 12 (dN)(A0 +B0)S +A0[dτ ] = A0 dα −
1
2
(A0 +B0)S dβ.
Adding the first and the third equation, we obtain dN . By adding and substacting the other
equations, we find (S˜). 
4.2. From the Cartan to the Iwasawa coordinates
Let
NS =
(
I + 12 iS − 12 iS
1
2 iS I − 12 iS
)
where S is a real n × n matrix. We have(
A0 B0
B A
)
NS = NS˜
(
A0 B0
B A
)
with (A0 +B0)S = S˜(A0 −B0) (4.2.1)0 0 0 0
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)
. In Cartan coordinates, A = tUA0(τ˜ )V , B = tUB0(τ˜ )V where U and V
are complex unitary n × n matrices. In Iwasawa coordinates,
A = U1
[
A0(τ )+ i
(
A0(τ )+B0(τ )
)1
2
S
]
,
B = U1
[
B0(τ )− i
(
A0(τ )+B0(τ )
)1
2
S
]
(4.2.2)
where U1 is a complex unitary n × n matrix, S is a n × n real symmetric matrix. Because
of (4.2.1), we have
A = U1
[
A0(τ )+ i 2 S˜
(
A0(τ )−B0(τ )
)]
,
B = U1
[
B0(τ )− i 12 S˜
(
A0(τ )−B0(τ )
)]
.
We also have Z = BA−1 = U1H(tU1) = tUPU with
H =
[
B0(A0 +B0)− i2 S˜
][
A0(A0 +B0)− i2 S˜
]−1
. (4.2.3)
Compare with [10, (2)] when n = 1.
5. The half-plane as image of the disk
Here we extend to the matrix case, the equations obtained in Appendix A. We follow
Section 2.1 for the notation. Z → z = i(I + Z)(I − Z)−1 maps the disk D to the upper
half-plane P . Let g = (A B
B A
) ∈ Sp(n) and let Z = BA−1 = tUPU ,
z = i(I +Z)(I −Z)−1 = i(I + tUPU)(I − tUPU)−1 = i(A+B)(A−B)−1.
By expanding z in powers of Z, we see that also z = i(I − Z)−1(I + Z) and since Z is a
symmetric matrix, we deduce that z = t z.
Re z = i(tA− tB)−1(tAB − tBA)(A−B)−1,
Imz = [(A−B)(tA− tB)]−1. (5.1)
Proposition. Let g = (A,B) ∈ Sp(n). Assume that dA = B ◦ dX, dB = A ◦ dX and let
z = i(A+B)(A−B)−1. Then
Re z = 1
2
(z + z¯) and Im z = 1
2i
(z − z¯)
are solutions of the Stratonovich system
d Re z = 2(Im z) ◦ dα and d Im z = 2(Im z) ◦ dβ (5.2)
where α and β are two real independent Brownian motions given by
654 H. Airault / Bull. Sci. math. 128 (2004) 605–659dβ = 1
2
(B −A)(dX)(B −A)−1 + 1
2
(B −A)(dX)(B −A)−1, (5.3)
dα = 1
2i
(B −A)(dX)(B −A)−1 − 1
2i
(B −A)(dX)(B −A)−1. (5.4)
Proof. Imz = 12 [(A+B)(A−B)−1 + (tA− tB)−1(tA+ tB)]. This gives
Im z = [(A−B)(tA− tB)]−1 = [(A−B)(tA− tB)]−1,
2(Imz) ◦ dβ = (tA− tB)−1(−dX)(B −A)−1 − (tA− tB)−1(dX)(B −A)−1.
On the other hand,
d Im z = −(tA− tB)−1[d(tA− tB)](tA− tB)−1(A−B)−1
− (tA− tB)−1(A−B)−1[d(A−B)](A−B)−1.
By identifying these two last equations, we find d Im z = 2(Im z) ◦ dβ . Now, we prove that
d Re z = 2(Imz) ◦ dα,
(Im z) ◦ dα = 1
2i
(tA− tB)−1(A−B)−1(B −A)(dX)(B −A)−1
+ 1
2i
(tA− tB)−1(A−B)−1(B −A)(dX)(A−B)−1,
(Im z) ◦ dα = 1
2i
(tA− tB)−1(dX)(A−B)−1 − 1
2i
(tA− tB)−1(dX)(A−B)−1.
On the other hand,
d Re z = −i(tA− tB)−1(dX)(tB − tA)(tA− tB)−1(tBA− tAB)(A−B)−1
+ i(tA− tB)−1[(dX)(tBB − tAA)+ (tAA− tBB)(dX)](A−B)−1
+ i(tA− tB)−1(tBA− tAB)(dX)(A−B)−1.
In this last expression, the terms containing dX are given by
i(tA− tB)−1(dX)(tBA− tAB)(A−B)−1
+ i(tA− tB)−1(dX)(tBB − tAA)(A−B)−1.
We verify, using I = tAA− tBB and tBA = tAB , that
(tBA− tAB)+ (tBB − tAA)(A−B)−1(A−B) = −I.
Thus the term with dX equals to −i(tA− tB)−1(dX)(A−B)−1. We proceed in the same
way for the term with dX, we have
i(tA− tB)−1(tBA− tAB)(dX)(A−B)−1
+ i(tA− tB)−1(tAA− tBB)(dX)(A−B)−1 = i(tA− tB)−1(dX)(A−B)−1
where tBA− tAB+(tA− tB)(tA− tB)−1(tAA− tBB) = I . By identification, this proves
d Re z = 2(Imz) ◦ dα.
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parameters. We consider the matrices dα and dβ , they are both real matrices and
dW = dβ − i dα = (B −A) ◦ (dX)(B −A)−1,
dW = dβ + i dα = (B −A) ◦ (dX)(B −A)−1,
where the stochastic equations are of Stratonovich type. 
More generally, let (A,B) be two complex matrices of order n such that g = (A B
B A
)
is not necessarily in Sp(n). We put ρ = (B − A)(tB + tA). Then ρ = H + m where
H = B(tB) − A(tA) and m = B(tA) − A(tB). The matrix H is hermitian (tH = H ),
tm+m = 0 and
Reρ = 1
2
(ρ + t ρ) = H and Imρ = 1
2i
(ρ − t ρ) = −im. (5.5)
Lemma 1. Assume that B − A is invertible and that (A,B) satisfies the system dA =
B ◦dX, dB = A◦dX where X is a Brownian motion in the set of n×n symmetric complex
matrices. Let w, ρ, H be defined by
dw = (B −A) ◦ dX(B − A)−1, ρ = (B −A)(tB + tA), H = B(tB) −A(tA)
then
dρ = dw ◦ ρ − dw¯ ◦ ρ, d(H + tH ) = 0, dd(H +H) = 0.
Lemma 2. If A is invertible, let Z = BA−1 and
z = i(I +Z)(I −Z)−1 = i(A+B)(A−B)−1,
then
Im(z) = 1
2i
(z − t z) = (tA− tB)−1(tAA− tBB)(A−B)−1,
Re(z) = 1
2
(z + t z) = i(tA− tB)−1(tAB − tBA)(A−B)−1.
Moreover, if we assume that Z is symmetric (i.e. tBA = tAB), then
d(tAA− tBB) = 0
and we have as in (5.2), d Im(z) = 2(Imz) ◦ dβ and d Re(z) = 2(Imz) ◦ dα.
Remark. Let Su be the set of (A,B) such that tAB = tBA, and tAA − tBB = exp(u)I
(see Section 2.1), then Su is stable by the stochastic flow dA= B ◦ dX, dB = A ◦ dX.
Appendix A. In C2, the complex Stratonovich system dz1 = z2 ◦ dx, dz2 = z1 ◦ dx
where x is a complex brownian motion
Let x be a complex brownian motion, x = α1 + iβ1 where α1 and β1 are two real
independant brownian motions. Consider the Stratonovich equation
dz¯ = z ◦ dx. (E)
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independant brownian motions dωθ , dω˜θ given by dωθ = 12 (e2iθ dx + e−2iθ dx¯) and
dω˜θ = 12i (e−2iθ dx¯ − e2iθdx). If z satisfies E , let m = zz¯ and θ = Arg(z) = 12i log( zz¯ ),
we have dm = modω and dθ = dω˜. From dθ = dω˜, g = e2iθ and u = log( z
z¯
), we deduce
dg = 2ig dω˜ and du = 2i dω˜.
In C2, we consider the complex Stratonovich system
dz1 = z2 ◦ dx¯, dz2 = z1 ◦ dx (E˜)
(z, z¯) is a solution of E˜ if and only if dz¯ = z ◦ dx .
Lemma A.1. Let (z1, z2) be a solution of dz1 = z2 ◦ dx¯, dz2 = z1 ◦ dx and let ε such
that εε¯ = 1, then z = z1 + εz2 satisfies dz = εz¯ ◦ dx¯. We have d(z1z1 − z2z2) = 0 and the
submanifold {(z1, z2) | z1z1 − z2z2 = 1} is stable under the diffusion.
Lemma A.2. We put u˜ = (z1z2 − z1z2) and v = (z1 − z2)(z1 + z2), then
Re(v) = Re(z1 − z2)(z1 + z2) = z1z1 − z2z2,
Im(v) = Im(z1 − z2)(z1 + z2) = −u˜ = −2 Im(z1z2).
Proof. From z1z1 − z2z2 = (z1 − z2)(z1 + z2)+ z1z2 − z1z2. 
Lemma A.3. Assume that (z1, z2) satisfy (E˜). We put
Z = z1
z2
, z = i 1 +Z
1 −Z = i
z2 + z1
z2 − z1 and ρ = |z2 − z1|
2 (A.3)
then dρ = −2ρ ◦ dα and d Im(z) = 2 Im(z) ◦ dα, d Re(z) = 2 Im(z) ◦ dβ where
dα = 1
2
[
z1 − z2
z1 − z2 ◦ dx +
z1 − z2
z1 − z2 ◦ dx¯
]
, and
dβ = 1
2i
[
z1 − z2
z1 − z2 ◦ dx −
z1 − z2
z1 − z2 ◦ dx¯
]
.
Proof.
z1 − z2
z1 − z2 ◦ dx = dα + i dβ and
z1 − z2
z1 − z2 ◦ dx¯ = dα − i dβ
du˜ = −dv and dv = −v ◦ (dα + i dβ))+ v¯ ◦ (dα − i dβ) and
Im(z) = − (|z1|
2 − |z2|2)
|z2 − z1|2 and Re(z) = i
(z1z2 − z1z2)
|z2 − z1|2 . 
Remark. We did not assume in Lemma A.3 that |z1|2 −|z2|2 = 1. The diffusion starting at
(z1,0, z2,0) stays in the submanifold z1z1 − z2z2 = z1,0z1,0 − z2,0z2,0, We have a fibration
of C2 and the diffusion stays in the fiber where it started.
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Let Z = BA−1, ZZ = tWP 2W , Let H = WZtW . Then HH = P 2. Following Siegel,
we see that H is symmetric and H = H1 + iH2 where H1 and H2 are symmetric and real.
Since HH is real, we have H1H2 = H2H1 and there exists a real orthogonal matrix Q
such that H1 = Q−1D1Q, H2 = Q−1D2Q, thus H = Q−1DQ. One can choose Q such
that D = P [eiφ]. We put U˜ = [ei φ2 ]Q. We have
t U˜P U˜ = Q−1[ei φ2 ]P [ei φ2 ]Q = Q1DQ = H
and Z = tWHW = tW t U˜P U˜W . Let U = U˜W then Z = tUPU .
If we follow Hua, we put U˜1 = tQ[ei φ2 ]Q, then after proving that PQ = QP , we obtain
t U˜1PU˜1 = Q−1[ei φ2 ]QPQ−1[ei φ2 ]Q = Q1DQ = H
Moreover U˜21 = P−1H . Let U1 = U˜1W , then Z = tU1PU1.
In fact, a unitary matrix U such that Z = tUPU is not unique, for any real orthogonal
matrix Q, which commutes with P , let U1 = tQU , then we have Z = tU1PU1. If all
entries in the diagonal of P are distinct and strictly positive, we shall prove that the unitary
matrix U is uniquely determined up to a factor [ε1, . . . , εn] where εj = 1 or −1 by the
condition Z = tUPU . Below, we give more precisions on H , Q and U˜ .
Lemma B.1. We have PQ = QP , A0Q = QA0, B0Q = QB0 .
Proof. Since Q is real, HH = Q−1DQQ−1DQ = Q−1DDQ = Q−1P 2Q and since
HH = P 2, we deduce that P 2Q = QP 2. We have A−20 = I − P 2, thus Q commutes
with A−20 . On the other hand, since P  0, we have P =
√
I −A20 (we take the square root
of each element on the diagonal). We make an asymptotic expansion of P =
√
I −A−20 ,
(P = I + ∑n1 cnA−2n0 ). Since A−20 commutes with Q, we deduce that P commutes
with Q. In the same way, we deduce that Q commutes with A−10 =
√
I − P 2. Thus Q
commutes with A0 and with B0 = PA0. 
Lemma B.2. HP = PH .
Proof. From P 2H = P 2WZ(tW) = WZZZ(tW), we see that P 2H is symmetric,
(t (P 2H) = P 2H ). Since both matrices P and H are symmetric, it yields P 2H = HP 2.
We deduce PH = HP as in the previous Lemma B.1. 
Lemma B.3. Let U0 = P−1H , then U0 is unitary and
(1) H = U0P = PU0,
(2) tU0 = U0,
(3) U0 = tQ[eiφ]Q.
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(4) U0A0 = A0U0 and U0B0 = B0U0.
Let U˜ = [ei φ2 ]Q, then
(5) U˜P = PU˜, U˜A0 = A0U˜ , U˜B0 = B0U˜ and
(6) U˜(t U˜ ) = QU0Q−1.
Proof. Since HP = PH and H is symmetric, we deduce (2). Since PQ = QP , we
have U0 = P−1Q−1DQ = Q−1P−1DQ = tQ[eiφ]Q, this gives (3). We deduce (4) from
U0P = PU0 as in Lemma B.1. We verify that U˜P = PU˜ and we obtain (5). 
Lemma B.4. If all elements on the diagonal of P are distinct, then H is diagonal and
H = P [eiφ].
Proof. Let H = (hjk). From HP = PH , we obtain (pj − pk)hjk = 0, and pj = pk
implies that hjk = 0 if j = k. 
Lemma B.5. Assume that all elements on the diagonal of P are distinct and let H =
P [eiφ]. We put U˜ = [ei φ2 ]. We have t U˜P U˜ = H and U˜2 = U0 = P−1H .
Proof. Immediate since all matrices are diagonal. 
In the present work, we do not need the restriction that all entries on the diagonal of P
are distinct since we have a probabilistic approach and almost surely the hermitian matrices
Z(t)Z(t) have all their eigenvalues distinct.
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