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ABSTRACT 
Let {B,,..., B,,} be a set of n rank one n X n row stochastic matrices. The next 
two statements are equivalent: (1) If A is an n X n nonnegative matrix, then 1 is an 
eigenvalue of B,A for each k = 1 ,...,nifandonlyifAisrowstochastic.(2)Then~n 
row stochastic matrix S whose kth row is a row of Bk for k = 1,. . . , n is nonsingular. 
For any set {B,, B,, . . . , BP} of fewer than n row stochastic matrices of order n X n 
and of any rank, there exists a nonnegative n x n matrix A which is not row stochastic 
such that 1 is eigenvalue of every B,A, k = 1,. . . , p. 
1. INTRODUCTION 
An n X n nonnegative matrix A = ( aij) is said to be TOW stochastic if 
ZyClaij=l, i=l,..., n; A is said to be column stochastic if AT (the transpose 
of A) is row stochastic. Certainly 1 is an eigenvalue of every n X n row or 
column stochastic matrix. The n x n row stochastic and column stochastic 
matrices are each closed under matrix multiplication, and so 1 is an eigen- 
value of any such product. Converses to this fact have appeared in various 
forms. Brualdi and Wielandt [2] show that if 1 is an eigenvalue of PA for 
every n X n permutation matrix P, where the elements of A are in a field F 
with the unit 1, then A either has all row sums or all column sums equal to 1. 
Beasley and Gibson [l] show that the same result is true if the set of n! 
permutation matrices is replaced by a set lY with cardinality n2 -2n + 2, 
where the members of I have either all row sums or all column sums equal 
to 1. The set r can be taken to be minimal in the sense that no proper subset 
of I shares this property. 
*This paper is dedicated to my daughter Diane Mona Traynor. 
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In this paper we show that if {B,, B,, . . . , B,,} is a set of n rank one n X n 
row stochastic matrices, then the following two statements are equivalent. 
(1) If A is an n X n nonnegative matrix, then 1 is an eigenvalue of B,A for 
each k=l , . . . ,n if and only if A is row stochastic. (2) The n X n row 
stochastic matrix S whose kth row is a row of Bk, k = 1,. . . , n, is nonsingular. 
We show that for any set {B,, B,, . . . , B } of fewer than n row stochastic 
matrices of order n X n and of any ran i , there exists a nonnegative n X n 
matrix A which is not row stochastic such that 1 is eigenvalue of every B,A, 
k=l , . . . ,p. The corresponding results hold if every “row stochastic” is 
replaced by “column stochastic” and/or BA is replaced by AB. We remark 
that neither the Beasley-Gibson result nor the result of this paper contain the 
Brualdi-Wielandt result as a special case. 
We shall use the following notation: Z,, is the n X n identity matrix. 0, is 
the n x n zero matrix. J,, is the n x n matrix each of whose entries is l/n. e,, 
is a row vector of n ones; u, = n - ‘/‘e,,* d,, is a row vector of n coordinates 
whose first component is one and whose remaining components are zero. 
Greek letters (Y, B, y, etc. always denote row vectors of n - 1 components. 
2 RESULTS 
In Lemmas l-4. we assume that n > 1. 
LEMMA 1. Let V be un n X (n - 1) matrix such that U= (u,’ V) i.s real 
unitary. For an n X n matrix A, all row sums of A are one if and only if the 
first column of UTAU is d,‘. 
Proof. We use the fact that the row sums of A are all one iff Au,== u,‘. 
Observe that UdnT= u,’ and so UT&’ = d,‘. Thus if A is row stochastic, 
UTA UC&’ = d,’ is the first column of UTAU. If the first column of B is d,‘, 
then Bd,= = d,’ and so UB U’u: = u,‘. n 
LEMMA 2. Zf Vis as in Lemma 1, VTV=Z+i and W’=Z,,-I,,. 
Proof. 
z,= u=u=(;T)(up)=( $,$ y), 
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I” = uu= = (unTv) % ( 1 VT = u$un + w= = I” + w= 
and so WT= I, -I,. 
LEMMA 3. ZfX is (n-l)X(n-1) and rumsingular and if each of p and 
u are row vectors of n - 1 components, then for any number a, 
=(a-pX-‘aT)detX. 
Proof. 
det( ,“1. 1) =det( iT -;“,‘)( ,“?. i) =det( u-p~T-luT :)a 
LEMMA 4. Let U be as in Lemma 1. Su ose that B is row stochastic 
and thus that UTBU has the form where B’ is (n-l)X(n-1). 
Let A be n X n, and suppose that UTAU has the form (‘,;” i). where 
A’ is (n - 1) X (n - 1). Suppose that l,,_1 - A’B’ is nonsingular. Then 1 is an 
eigenvalue of BA iff 
x=(cx+/lB’)(&_,-A’B’)-‘y=. (*) 
Proof. 
UTBAU= ( U~BU)( uTAu) 
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Thus 1 is an eigenvalue of BA iff 
det 
X-CX)J 
-B/y* I,_,-B’A’ ’ 
Since Z,_, -A’B’ is nonsingular, 1 is not an eigenvalue of A’B’. Thus since 
A’B’ and B’A’ have the same eigenvalues, Zn_l - B’A’ is nonsingular. Then 
by Lemma 3 we must have 
x-ay*-(-/3-aA’)(I,_,-B’A’)-‘(-B’y*)=O, 
that is, 
x= [a+( P+aA')(Z,_,-B'A')-lB']yT. 
Since B’(I,_l-A’B’)=(Z,_l-B’A’)B’, 
Hence 
x=[(~+(fi+d)B’(I,_~-A’B’)-‘]y* 
=[a(m_l-~‘~‘)+(p +aA’)B’](Z,_,-A’B’)-‘y* 
=(cT+~B’)(I,_,-A/B’)-‘y*. 
LEMMA 5. Let 
n 
be a nonsingular n X n row stochastic matrix where q is the i th row of S. 
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The n rank one row stochastic matrices 
c ’ 
‘i 
‘i 
Bi= . 
have the property that if A is nonnegative and 1 is an eigenvalue of B,A, 
i=l , . . .,n, then A i.s row stochastic. 
Proof. The result is clear for n = 1. Thus we may assume that n > 1. 
By the Replacement theorem, one ri may be replaced by e, so that 
rl,...,ri_,,e,,ri+l,...,r~ are linearly independent. For convenience we 
suppose that i = n. 
Use U as in Lemma 1. Then each UTBi U has the form 
1 5 
( 1 OT Bi 
where 
B; is (r~ - 1) X (n - 1). But, since rankB, = 1, in fact each B/ =O,_ 1. 
Let 1 be an eigenvalue for every B,A. Put 
UTAU=( ‘,;” ;). 
We compute 
‘i 
c~~=u~B~V=n-‘~~(l,l,..., 1) I. ri . 1 V= n’/‘r.V t . 
By Lemma 4, for each i = 1,. . . ,n, x = (q + pB,‘)(Z,_l - A’B/)-4T = 
n ‘/“ri Vy T. 
We now show that the set of vectors { r,V , . . . , r, _ 1 V} is linearly indepen- 
dent. Suppose there are numbers t,, . . . , t,_ 1 such that 
n-l 
x tiriV=O. 
i=l 
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Then 
n-l n-l n-l 
0 = 2 tirjWT = 2 t,r,(I,-J”) = x tir, - r/-l 
i=l i-1 i=l i ) 
iTl 4 ‘70 
and since r1 ,.,., r,_,,e n 
means that 
are linearly independent, t, = . * * = t, _ 1 = 0. This 
r v n-1 1 
is nonsingular. 
Since x = nIi2ri Vy ‘, we have xe,‘_ 1 = n1/2Zy T and thus 
y==xn - “‘2 - ‘en’_ 1. 
There are numbers t,,t,,..., n_l t such that r, = toe, + 2:lil’t,ri. Since 
rl,..., r,, are linearly independent, t,#O. Then since rie,’ = 1, 
Then 
x = n’/zr,VyT = n’,( toe,+ Iz: tiri)Vy7 
n-1 n-l 
=n 1/2 zl tiriVyT = n112 isl ti(n-‘/2r) 
= X C ti = x(1-nt,). 
i=l 
Thus n&,x = 0 and since t,, #O, x = 0. It then follows that y ‘= xn -‘/2Z -‘e,‘_ 1 
=OT. Hence 
and so by Lemma 1, A is row stochastic. n 
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LEMMA 6. Let B,, . . . , BP be a set of n X n TOW stochastic matrices, where 
n > 1. lf p < n, there exists an n x n nonnegative matrix A which is rwt row 
stochastic such that 1 is an eigenvalue of each of the matrices B,A, . . . , BpA. 
Proof. Let U be as in Lemma 1. We may write 
UTBi U= i=l >.a., PY 
where each Bl is (n - 1) X (n - 1). 
Case I. p<n-1 or p=n-1 and al,...,~,_l are linearly dependent. 
There exists y T #OT in ker Z, where 
a1 
z= : II . aP 
By Lemma 1, 
is row stochastic. Since this matrix is symmetric, it is also column stochastic 
and is thus doubly stochastic. Since it is also of rank one, it must be the 
matrix J,. By continuity, there exists E # 0 such that 
is nonnegative. By Lemma 1, A is not row stochastic. However, if we use 
x = 0, /? = 0, A’ =O,,_ 1 and replace CI by (xi and y by ey, Eq. (*) is seen to 
hold. This follows from the fact that Zy T= OT and thus that cri (ey T, = 0, 
i=l , . . . , p. Hence 1 is an eigenvalue of each B,A, i = 1,. . . , p. 
Ca.se II. p=n-l anda,,..., a;, _ 1 are linearly independent. In this case 
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is nonsingular. Again by continuity there exists x # 0 such that 
A=U 
1-X 0 
rz-r T 
en-, On-, 
UT 
is nonnegative. By Lemma 1, A is not row stochastic. However, if we use 
/3=0, A’=O,_i,yr=xZ -‘e,‘_i and replace (Y by oi, then Eq. (*) holds, since 
Hence 1 is an eigenvalue of each B,A, i = 1,. . . , n - 1. 
LEMMA 7. Let 
be a singular n x n row stochastic matrix where ri is the i th row of S, 
i=l ,..., n. For each i=l,..., n, define the rank one row stochastic matrix 
c 
ri 
‘i 
Bi= . 
There exists an n x n nonnegative matrix A which is not row stochastic such 
that 1 is an eigenvalue fm each of the matrices B,A,.. .,B,A. 
Proof. Note that S is singular implies that n> 1. For convenience 
suppose that there are numbers t,, . . . , tn_l such that r, =Xl;,$iri. As in 
Lemma 5, write 
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As in Lemma 5, q = n’/2ri V, i = 1,. . . ,n, whence 
n-1 
n’/2r,V= x ti(n’biV), 
i=l 
and so 
n-l 
an = x tiai. 
i=l 
Pick an n X n nonnegative matrix A as in Case I of the proof of Lemma 6, 
with p=n-1, if LYE ,..., ‘Y”_~ are linearly dependent, or as in Case II if 
(xl,..., “-1 (Y are linearly independent, so that x = q y ‘, i = 1,. . . , n - 1. But 
then 
Since r.eT=l i=l , n 3 ,***> n, 
n-l n-1 
l= r,e,T= C t,r,e,T= 2 ti. 
i=l i=l 
Hence 
Ly,y T= x. 
As in the proof of Lemma 5, 1 is an eigenvalue of each of B,A, . . . , B,A, but 
A is not row stochastic. n 
The results of Lemmas 5-7 can be summarized in the following. 
THEOREM. Let 
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be n x n row stochastic. The row stochastic matrices of rank one 
'i 
'i 
q= * , i=l n ,‘.., 
c 5, 
are such that the following two statements are equivalent: (1) If A is an 
n x n nonnegative matrix, then 1 is an eigenvalue of each of the products 
B,A,. . . , B,,A if and only if A is row stochastic. (2) S is nonsingular. 
If n>l, and if&..., B, is any set of nX n row stochastic matrices, 
where p < n, then there exists an n x n nonnegative matrix A which is rut 
row stoch_mtic but which is such that 1 is an eigenvalue of each of the 
matrices B,A, . . . , iPA. 
REMARK 1. Since a product of n X n matrices XY has the same spectrum 
as the product YX, a second theorem can be obtained by replacing each B,A 
with AB, and each &A with A& in the above theorem. Then by considering 
transposes, third and fourth theorems can be obtained by replacing every 
word “row” by the word “column” in the first two theorems. 
REMARK 2. The matrix A constructed in Lemma 6 is not row stochastic 
but, by Lemma 1, is a multiple of a column stochastic matrix. An alternative 
matrix A can be constructed as follows. 
It has been noted that 
Thus there is fi #O such that 
u 1 P ( 1 OT on_, UT 
has positive entries. One now need only repeat the construction in Case I or 
Case II, but using ai = q + PB,’ in place of q, i = 1,. . . ,n. Quantities x and y 
can be selected sufficiently near to zero so that the resulting matrix A is 
nonnegative. This matrix A will not be a multiple of a row stochastic or 
column stochastic matrix but will otherwise satisfy the conclusions of 
Lemmas 6 and 7 and the theorems. 
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