The overall aim of the BioSimGrid project (www.biosimgrid.org 
Background
Biomolecular simulations enable us to explore the conformational dynamics of complex molecules such as proteins, membranes and nucleic acids (Fig. 1 ). Molecular simulations with atom-level resolution have now entered the mainstream of biological research [1] . In particular, molecular dynamics (MD) is widely used to investigate nanosecond to microsecond dynamics for a wide range of biomolecules. Currently, a typical simulation generates gigabytes of data for subsequent analysis and visualisation.
As protein structure determination becomes more automated, and as advances are made in structural bioinformatics [2] and computational biology, it will become increasingly important that biomolecular simulations do not exist as standalone analyses of single systems, but rather that they become embedded in a matrix of computational and experimental studies of proteins. However, at present there are considerable problems in comparing the results of multiple simulations [3] , and in integrating simulation results with other (experimentally-derived) sources of data. This problem will become more pressing if simulation studies are to match up to post-genomic approaches such as high throughput protein crystallography. Furthermore, it will be essential to provide data retrieval and analysis tools that are accessible to a wide community of structural and cell biologists, not just to simulation specialists. It is in this context that the BioSimGrid [4] project is being developed. 
Grid Enabling Database
The BioSimGrid project will establish a formal database for biomolecular simulations within the UK, increasing collaboration via a distributed computing environment. There are three levels of data existing in the database (see Fig. 2 ):
Raw data: generated by biomolecular simulations; 1st level metadata: describing the generic properties of raw simulation data; 2nd level metadata: describing the results of generic analyses of simulation data.
Figure 2. An overview of the BioSimGrid database
The core database has been implemented using IBM DB2 UDB V8. 1 ESE [5] . Current datasets contain 6 trajectories (two of which are trajectories of the nervous-system protein AChE; the others are of the bacterial outer-membrane protein OMPLA), 217 thousand atoms, 50 thousand frames at 1 picosecond apart, and about 1.7 billion coordinates. The data size is about 60 GB. These large amount of datasets need to be easily accessed by the community. To deliver this, we have designed and implemented a web portal.
A current direction of development focuses on the exploitation of Grid technologies [6, 7, 8] such as OGSA-DAI [9] to enable interrogation of data through distributed queries. An application can send to BioSimGrid a query as if it were to be executed at one instance of a database, and BioSimGrid will process it to be distributed on several instances for execution.
Portal Architectures

SOA -Service Oriented Architecture
The current methodology in developing distributed systems is Service Oriented Architecture (SOA), building upon methodologies such as Object Oriented programming, Components and Distributed Object Request Brokers. Within a SOA systems are composed of multiple individual services located and maintained on different heterogeneous machines administered by different organizations. The key in SOA is that the component services should be loosely coupled to allow the orchestration of systems built up from component services, which should be robust against implementation changes in the underlying services [10] . To achieve this SOAs strive towards a number of goals:
1. The services should implement a small set of simple, ubiquitous and well known interfaces which only encode generic semantics. 2. The interfaces should deliver messages constrained by extensible schema for efficiency. 3. The messages should be descriptive not instructive and the interfaces should not define system behaviour. 4. SOAs must have mechanisms for the discovery of services matching consumer requirements There are a number of emergent technologies which can underpin SOA: REST Web Services; SOAP Web Services; Grid Services.
REST, SOAP and Grid Services
Representational State Transfer (REST) works on the basic of "resources" which can be references by URIs [11] . A REST web service is limited to using HTTP interfaces. REST messages are in XML, constrained by schema definitions in XML Schema [12] or Relax NG [13] .
SOAP Web Services use messages encapsulated in a structure defined by the SOAP specification [14] . SOAP Web Services use Web Service Description Language (WSDL) [15] to define both the structures and messaging semantics.
Grid Services are based on Web Services but provide additional semantics. In particular they add some object-oriented and REST concepts. The objectoriented concepts are the ability to inherit service definitions (portTypes in WSDL terminology) and add new messages using a multiple inheritance model and the ability to add properties (or service data elements) to Web Services. The REST concept introduced is that of creating a new representation of resource (factory model). Grid Services also offer an extensibility model whereby part of the structure of the message can be left undefined, but the allowed structures can be determined dynamically by querying the appropriate service data elements.
OGSI and OGSA Infrastructure
As Grid Services offer an object-oriented inheritance model, the need for well known interfaces with an SOA can be met by defining base Grid Services which all Grid Services inherit. These foundation services form part of OGSI (Open Grid Service Infrastructure) and. OGSA, in addition to defining the extensions to WSDL needed for inheritance and service data elements and the semantics for the factory and extensibility models, also define a core set of foundation services and their behaviour. OGSA builds on top of OGSI to define various common service definitions for essential middleware components such as logging, account management, workflow management and data access [16] .
The key middleware for BioSimGrid are the services defined within OGSA-DAI. This defines a set of services for accessing heterogeneous databases but with an abstraction layer so that the client can manage a table spread across multiple remote databases as if it were a table on a single local database [9].
Portal Infrastructure
The key concept behind portals is content syndication. Portal channel producers publish raw content (with minimal presentation information), and it is the role of the portal to aggregate content and handle the presentation and rendering of content into a form suitable for the user. In this sense portals fit well into an SOA philosophy and provide a configurable and versatile user interface allowing the integration and management of loosely coupled services.
At 
Portal Implementation
SOA implementation
The current implementation of BioSimGrid Portal is based on multi-tier SOA architecture.
• GUI: HTTP(S)-based web client, provides user interaction with the system. The client can be either a standard web browser or web-based application. The use of the web interface eliminates development and maintenance of client software.
• Environment: This tier is a SOA front-end which handles communications between web applications and application servers. We have two environments here. The Web Portal Environment is a standard Apache/Tomcat based hosting environment to deliver web portal communications. The Python Hosting Environment is handling legacy Python applications.
• Application server: This tier is dedicated to delivering data analysis and data mining services through Grid/Web services. There are also supporting services such as monitoring, transaction, and distributed query services. The protocols used here are XML/SOAP. The application servers also deal with OGSA-DAI Grid middleware to query the database.
• Database: The IBM UDB DB2 ESE V8.1 has been deployed as the core database. Data resources are distributed across collaborating sites. The OGSA-DAI Grid middleware enables the access of these resources transparently in a format of virtual machine. The database of individual site can be clustered to achieve better performance and reliability. 
Dealing with simulation data
We have selected an initial application that both tests our methodology and also allows us to explore an important biological question. We are currently using BioSimGrid to compare simulations of two enzymes: (i) acetylcholinesterase (AChE), a key enzyme of the nervous system [19] ; and (ii) OMPLA, a bacterial enzyme involved in pathogenesis [20] . Structural data show that these two enzymes have similar active sites (a triad of amino acid sidechains involved in their catalytic mechanisms). Otherwise, the structures of the two proteins are completely unrelated.
We are analysing simulations to compare the patterns of catalytic sidechain dynamics in these two distantly related enzymes, so as to understand the relationship between sidechain mobility and catalytic mechanism. The AChE simulations were performed at UCSD; the OMPLA simulations in Oxford. Normally, such data would never "meet" and would reside in the separate laboratories. Furthermore, the simulations were run using different programs and protocols and the data are in very different formats. Rather than rerun one (or both) of the simulations, we are using BioSimGrid to make the comparison. Thus this apparently simple test case enables us to test many aspects of the underlying methodology.
PortalLib -a portal library
A web portal implementation involves a large number of web pages, which are based on HTML code. Among these, a certain amount of the web pages have to be generated dynamically based on user requests. There are basically two ways of implementation: client-side scripting and server-side scripting. In the BioSimGrid Portal implementation, we have both implementations. JavaScript is currently used on the client-side as it can run on most web browsers, while Perl and Python are used on the server-side. We developed PortalLib to provide a common interface for generating dynamic web pages on the fly. PortalLib is a Perl library which consists of three classes to use for rapid portal development:
CHtmlFile -interfaces with static HTML template files to generate dynamic web pages, Auth_lib -provides common authentication and Authorisation interfaces, DB_lib -provides a database common interface to DBI compatible data sources.
BioSimGrid Security
Given the current distributed Grid implementation, security is a critical element of the project. We integrated various mechanisms to achieve a secure distributed environment.
PKI and Grid certificates
PKI is a system of public key encryption using digital certificates from a CA (Certificate Authority) that verifies and authenticates the validity of each party involved in an electronic transaction. PKI uses an asymmetric key based algorithm: a private key is used to encrypt data and a public key can decrypt data encrypted with the private key. A certificate contains information referring to a public key which has been digitally signed by a CA. The information normally found in a certificate conforms to the ITU (IETF) standard X.509 v3 [22] .
A Grid certificate is an X.509 certificate. We have two kind of Grid certificates used in the portal: user certificates for user identities and host certificates for servers. Once you have a valid user certificate, you can use this to access the web portal [24] . A host certificate can be configured to support SSL transactions. We use the Apache server in the portal environment. The above host certificate is converted to an Apachefriendly key pair and loaded into the web server [25] .
SSO (Single Sign-On) and AAA
SSO is designed to provide a foundation that gives users role-based access to multiple Web applications from a single, secure point of contact. This simplifies the user AA (Authentication Authorisation): the user only needs to remember one user id/password. There are various implementations of SSO technologies, i.e. 3 rd party based SSO and centralised SSO.
In the BioSimGrid project, we have a distributed Grid environment and need to deal with two levels of authentications for high security and easy accessibility. To achieve this, we use SSO based on a distributed database. All the user accounts and corresponding AAA (Authentication Authorisation Accounting) information are stored in the database distributed across the network. This enables a user sign on at any BioSimGrid site and access authorised resources and perform authorised transactions. The accounting information of the user access will be stored locally and distributed over the network. Fig. 4 , two levels of authentication infrastructures have been implemented in the system. The first level is based on digital certificate. A Grid certificate-based authentication mechanism has been integrated across the system. When a user signs on to access specific BioSimGrid services, the subject of his/her X.509 personal digital certificate is passed to the SSO Security Check module, which then calls the AAA module to verify the certificate against the one stored in the accounts database. Only if the security check is successful will the user have the access to the services. The second level is a user/password based authentication, which is designed for those who have no digital certificates installed in their client machines. This level of authentication enables web access of the portal via a public PC from anywhere in the world.
Once the user has been granted access, the AAA module will store the user credentials in the database and generate a unique access token for this session. The token has a limit life time to enhance the security. We are also investigating the integration of user credential delegation using MyProxy [26] . All transactions are logged in the accounts database, which will then be distributed across the BioSimGrid sites for maximal efficiency and high availability.
Conclusions
The BioSimGrid project is still in its infancy. However, the AChE vs. OMPLA comparison provides a microcosm of the many comparisons that will become possible once BioSimGrid is fully operational. Biomolecular simulation groups will be able to deposit their simulation data for wide-ranging comparative analyses that so far have been impossible. This will help to propel biomolecular simulation studies into the post-genomic era.
The OGSA and OGSA-DAI architectures underlying BioSimGrid are still in the early stage of development. Therefore we have both legacy programs and new web services co-existing in the current portal environment. Once Web / Grid services are stable, it would be worthwhile to migrate all legacy programs to web services under the proposed SOA architecture.
We need to develop methods for data deposition, data exchange and for quality control of simulation data. This will enable us to run initial comparative analyses on multiple simulations (e.g. of membrane proteins) in order to evaluate the current prototype in real world applications.
