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Quaternions, Lorentz Group and the Dirac Theory
Katsusada Morita
Department of Physics, Nagoya University, Nagoya 464-4602, Japan
Abstract
It is shown that a subgroup of SL(2,H), denoted Spin(2,H) in this paper, which
is defined by two conditions in addition to unit quaternionic determinant, is locally iso-
morphic to the restricted Lorentz group, L↑+. On the basis of the Dirac theory using
the spinor group Spin(2,H), in which the charge conjugation transformation becomes
linear in the quaternionic Dirac spinor, it is shown that the Hermiticity requirement of
the Dirac Lagrangian, together with the persistent presence of the Pauli-Gu¨rsey SU(2)
group, requires an additional imaginary unit (taken to be the ordinary one, i) that com-
mutes with Hamilton’s units, in the theory. A second quantization is performed with
this i incorporated into the theory, and we recover the conventional Dirac theory with an
automatic ‘anti-symmetrization’ of the field operators. It is also pointed out that we are
naturally led to the scheme of complex quaternions, Hc, in which a space-time point is
represented by a Hermitian quaternion, and that the isomorphism SL(1,Hc)/Z2 ∼= L↑+ is
a direct consequence of the fact Spin(2,H)/Z2 ∼= L↑+. Using SL(1,Hc) ∼= SL(2,C), we
make explicit the Weyl spinor indices of the spinor-quaternion, which is the Dirac spinor
defined over Hc.
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§1. Introduction
In the past years, there have been many attempts to apply quaternions1) to relativity,
despite the essential difference that the division algebra, H, of real quaternions, which occupies a
unique position in mathematics, can be regarded as the 4-dimensional Euclidean space R4, while
the Minkowski space-time is a 4-dimensional pseudo-Euclidean space with signature 2. This
difference has been overcome by employing complex quaternions, suggested by the introduction
of an imaginary time coordinate.2) However, in relativity, i is completely superfluous.∗) It is
more desirable to represent the Lorentz transformations in the quaternionic approach without
recourse to i. Since it is obvious that the space-time point cannot be written as a real quaternion,
we should consider the next simplest case, a 2× 2 quaternionic matrix, which in turn implies
a 2-component quaternionic spinor. The purpose of this paper is to show that the Lorentz
transformations can be represented in terms of Hamilton’s real quaternions only in a manner
similar to that used in spinor analysis, while a consistent Lagrangian formulation of the Dirac
theory based on Hamilton’s real quaternions requires an i that commutes with them.
The spinor analysis is based on the field of complex numbers. Spinor analysis over the field
of real quaternions involves SL(2,H) spinors, which are Weyl spinors in D = 6 space-time,
and it was studied thoroughly by Kugo and Townsend3) in relation to D = 6 supersymmetry.
However, this has no immediate application to 4-dimensional Minkowski space-time, because
SL(2,H) is locally isomorphic to the conformal group SO(5, 1) in R4. As is well known, the
Lorentz group SO(3, 1) is a subgroup of SO(5, 1). In this paper, we seek a spinor analysis over
the field of real quaternions, so that we end up with groups that are no wider or narrower than
the Lorentz group SO(3, 1).
To this end recall that, in the spinor analysis, the restricted Lorentz transformations are
represented by 2-dimensional complex unimodular matrices which form the group SL(2,C).
Thus, we need Pauli matrices including the unit matrix σ0. The set of three Pauli matrices
{σ1, σ2, σ3} furnishes an irreducible representation of an odd Clifford algebra of rank 1. It
is therefore natural to associate three spatial coordinates with them. That is, an arbitrary
space-time point (x0, x1, x2, x3) is represented by a complex Hermitian matrix of the form
X = x0σ0 + x
1σ1 + x
2σ2 + x
3σ3
= x0
(
1 0
0 1
)
+ x1
(
0 1
1 0
)
+ x2
(
0 −i
i 0
)
+ x3
(
1 0
0 −1
)
, (1.1)
whose determinant (x0)2 − (x1)2 − (x2)2 − (x3)2 is Lorentz invariant. The restricted Lorentz
transfomation is then represented by A ∈ SL(2,C) through X → X ′ = AXA†, which leaves
∗) Misner, Thorne and Wheeler declared a farewell to “x4 = ict” from the viewpoint of general relativity.
(See Box 2.1 in their book Gravitation, 1970.)
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the determinant invariant, i.e. det X ′ =det X.
It should be noted, however, that only the second Pauli matrix, σ2, contains the imaginary
unit i. Since there exists only one imaginary unit in complex numbers, any complex Hermitian
matrix can be written in the form (1.1) for real xi (i = 0, 1, 2, 3). By contrast, quaternions have
three imaginary units (Hamilton’s units), i, j and k, the same number as the dimensionality
of our space. It is tempting, therefore, to assume that three spatial coordinates are formally
associated with the three matrices obtained by replacing i in σ2 with i, j,k. This implies that
we associate an arbitrary space-time point with the quaternionic matrix
X = x0
(
−1 0
0 −1
)
+ x1
(
0 −i
i 0
)
+ x2
(
0 −j
j 0
)
+ x3
(
0 −k
k 0
)
, (1.2)
where the matrix with coefficient x0 is changed to minus the unit matrix for convenience. The
apparent parallel between the spatial coordinates and Hamilton’s units, and the clear separation
between time and space in (1.2), as in (1.1), make it more natural to consider X than X as a
position matrix and represent the Lorentz transformation as a linear transformation,∗)
X→ X′ = AXA†, (1.3)
provided that detX is Lorentz invariant∗∗) and detA = 1.∗∗∗) Unfortunately, however, the
matrix (1.2) is not the most general Hermitian matrix in the field of real quaternions. (See the
next section for the definition of the Hermiticity of a 2×2 quaternionic matrix.) It follows that
the unimodular matrix A in (1.3) cannot be any element of SL(2,H). We must have further
conditions in addition to unimodularity to define the matrix A, but nevertheless retain the
group properties of the set of such A. If we can do this, we will have succeeded in representing
the Lorentz transformations in terms of real quaternions only.†)
It is rather easy to find such conditions by noting that to define the most general 2 × 2
Hermitian matrix in the field of real quaternions, we need two more matrices, σ1 and σ3,
in addition to the matrices presented in (1.2). This suggests that, if these two matrices are
∗) This possibility was once considered by the present author in Ref. 4), which, however, contains neither
group theoretical considerations nor the definition of the quaternionic determinant. Rather, it puts emphasis
on the quaternionic Dirac theory with less attention given to the intrusion of i into the theory. A brief comment
on the group properties was made in Ref. 5).
∗∗) It is seen in §4 that detX = [(x0)2 − (x1)2 − (x2)2 − (x3)2]2.
∗∗∗) We see in the next section that we have detA† =detA for any 2× 2 quaternionic matrix.
†) The possibility of representing the Lorentz transformations in terms of real quaternions only was first
put forward by Dirac,6) who employed the projective method. Our work in Ref. 4) was largely influenced by
Dirac’s 1945 paper. Rotelli7) independently found a quaternionic representation of the Lorentz group in a work
proposing a quaternionic Dirac equation.
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invariant under the transformation by A, i.e.
Aσ1A
† = σ1, Aσ3A
† = σ3, (1.4)
then the transfomation (1.3) leads to the most general linear transformation for 4 real param-
eters, xi (i = 0, 1, 2, 3) with the constraint detX′=detX. We show in §4 that the set of such A
indeed does form a group, denoted Spin(2,H) in this paper, which is locally isomorphic to the
restricted Lorentz group, L↑+.
Once we have found the spinor group Spin(2,H) over the field of real quaternions, a next
natural task is to reformluate the Dirac theory based on it. The Dirac spinor now consisting of
two-component quaternions undergoes linear charge conjugation transformation, which means
that the Pauli-Gu¨rsey SU(2) group8) can be interpreted as a right translation of the quater-
nionic Dirac spinor.
The existence of the Pauli-Gu¨rsey SU(2) group ∗) and the Hermiticity requirement of the
Dirac Lagrangian constructed from the two-component quaternionic Dirac spinor have the im-
portant consequence that an additinoal imaginary unit that commutes with Hamilton’s units
must be introduced into the theory. Taking this additional imaginary unit to be the ordinary
imaginary unit i, the intrusion of i into the theory allows us to make use of the Pauli represen-
tation (involving i) of quaternions and, moreover, allows us to construct the scheme of complex
quaternions via diagonalization of the matrix (1.2) and A of (1.4). It is shown in §6 that the
diagonalization transforms the matrix (1.2) into the diagonal form
x0
(
−1 0
0 −1
)
+ x1
(
−ii 0
0 ii
)
+ x2
(
−ij 0
0 ij
)
+ x3
(
−ik 0
0 ik
)
. (1.5)
Consequently, it is sufficient to consider Hermitian quaternion∗∗)
x = x0 + x1(ii) + x2(ij) + x3(ik), (1.6)
which has the indefinite norm squared (x0)2 − (x1)2 − (x2)2 − (x3)2. The matrix A is similarly
diagonalized, simplifying the transformation (1.3) with (1.4) to
x→ x′ = UxU †, (1.7)
where the squared norm of x′ is eqaul to the squared norm of x, and U ∈ SL(1,Hc), the set
of unit complex quaternions. In this way, we naturally arrive at the conventional approach
∗) Recall that the Pauli-Gu¨rsey SU(2) group is a symmetry group of the massless Dirac Lagrangian which,
in addition, possesses the familiar chiral symmetry.
∗∗) A Hermitian quaternion is a complex quaternion which is invariant under the operations i → −i, in
addition to i, j,k → −i,−j,−k, respectively.
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of employing complex quaternions to represent the Lorentz transformations and reformulate
the Dirac theory over Hc, the algebra of complex quaternions.∗) Considering the isomorphism
SL(1,Hc) ∼= SL(2,C), we also find a relation to the spinor analysis (over the complex field).
Using the Pauli representation of quaternions, it turns out that (1.6) is identical to (1.1), while
(1.7) is merely the transformation, X → X ′ = AXA† for A ∈ SL(2,C). (The details concerning
these points are given in §6.)
This paper is arranged as follows. In the next section, we give a brief survey of the basic
properties of real quaternions and of the 2× 2 quaternionic matrix. We then present a proof of
the isomorphism SL(2,H) ∼= SO(5, 1). This isomorphism is well known; the proof appearing in
§3 uses arguments similar to those in spinor analysis. This proof is used in §4 to establish the
isomorphism Spin(2,H)/Z2 ∼= L↑+. On the basis of this isomorphism, we reformulate the Dirac
theory in §5, where the neccessity of the additional imaginary unit in the theory is pointed
out, and it is explicitly shown that the factors in the Dirac Lagrangian are automatically
‘anti-symmetrized’, as postulated in the proof of the CPT theorem.9) This automatic ‘anti-
symmetrization’ comes from the linearity of the charge conjugation transformation for the
quaternionic Dirac spinor. In §6 we diagonalize the matrix A using a complex unitary matrix
and discuss the natural appearance of complex quaternions in the theory. It should be remarked
here that, in our approach, the incorporation of i into the theory is not due to the geometry of
Minkowski space-time but due entirely to the consistency requirement in the quaternionic Dirac
theory in the Lagrangian formalism. In the final section we summarize our results, making some
comments on the application of complex quaternions to the Dirac theory in general relativity.
Appendix A collects some interesting properties of the matrix A in (1.4), which were reported
in Ref. 4) without proof.
§2. Quaternions and M(2, H)
To define our notation, we briefly recall the basic properties of the algebra of quaternions,
H. Any quaternion q ∈ H consists of four real numbers and can be written in the form
q = q0 + iq1 + jq2 + kq3 = q0 + q1i + q2j + q3k, qi ∈ R, (2.1)
where Hamilton’s imaginary units i, j and k satisfy the equations
i2 = j2 = k2 = −1, ij = k = −ji. (cyclic) (2.2)
∗) Our fomulation suggests, therefore, that the scheme of complex quaternions used in relativity is not to be
assumed from the outset but to be considered as a natural mathematical method inherited from the Spin(2,H)
Dirac theory.
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Hence, the algebra H is not commutative and associative, as, for instance, (ij)k = i(jk). The
quaternionic conjugation q¯ of q is defined by
q¯ = q0 − iq1 − jq2 − kq3,
pq = q¯p¯, p, q ∈ H. (2.3)
The real and imaginary parts of q are given, respectively, by
Re q =
1
2
(q + q¯) = Re q¯ , Im q =
1
2
(q − q¯) = −Im q¯ . (2.4)
Although quaternions are not commutative, the real part of the product of two factors is
independent of the order of the factors:
Re[ q p ] = Re[ p q ], p, q ∈ H. (2.5)
This is generalized to the cyclic property of the operation Re[ · · · ] involving an arbitary number
of factors. The norm of a quaternion q,
N( q ) = qq¯ = q¯q ≡ |q|2 = q20 + q21 + q22 + q23, (2.6)
is non-negative, vanishes iff q = 0, and possesses the composition property
N( pq ) = N( p )N( q ), p, q ∈ H. (2.7)
This means that H is a division algebra. The inverse of a non-zero quaternion q is q−1 = q¯/|q|2,
and we have (pq)−1 = q−1p−1.
Before going on, it is convenient to adopt the following notation for the algebra H:
1 = e0, i = e1, j = e2, k = e3. (2.8)
Then we have
H = {q = q0e0 + q1e1 + q2e2 + q3e3 ≡ qiei (i = 0, 1, 2, 3); q0, q1, q2, q3 ∈ R}. (2.9)
Note that e0 is the unit element of the algebra H; that is, we have e0e0 = e0 and e0e = ee0,
with e = (e1, e2, e3), and (2.2) becomes
eaeb = −δabe0 + ǫabcec, a, b, c = 1, 2, 3, (2.10)
where ǫabc is the 3-dimensional Levi-Civita symbol with ǫ123 = 1.
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Any quaternion p can also be written as
p = e0(p0 + p3e3) + e2(p2 + p1e3) ≡ e0P1 + e2P2, (2.11)
with P1 = p0 + p3e3 and P2 = p2 + p1e3. This is called the symplectic representation. If we
write
qe0 = e0(q0 + q3e3) + e2(q2 + q1e3),
qe2 = e0(−q2 + q1e3) + e2(q0 − q3e3), q ∈ H, (2.12)
we easily find
qp = (e0, e2)
(
q0 + q3e3 −q2 + q1e3
q2 + q1e3 q0 − q3e3
)(
P1
P2
)
. (2.13)
This implies that the mapping p → qp with q ∈ H, an endomorphism of H, induces the linear
transformation (
P1
P2
)
→
(
P ′1
P ′2
)
=
(
q0 + q3e3 −q2 + q1e3
q2 + q1e3 q0 − q3e3
)(
P1
P2
)
. (2.14)
The transformation matrix in (2.14) is a representation of q ∈ H, since e23 = −1 and qie3 =
e3qi (i = 0, 1, 2, 3). Now, it is important to recognize that the transformation matrix in (2.14)
is complex, because the field C(1, e3) spanned by 1 and e3 is isomorphic to the complex field
C. However, there is an ambiguity in the identification of e3 to establish the isomorphism.
Specifically, it could be either
√−1 or −√−1, and these two identifications lead to two repre-
sentations
ρ(q) =
(
q0 + q3e3 −q2 + q1e3
q2 + q1e3 q0 − q3e3
)∣∣∣∣∣
e3=−
√−1
=
(
q0 − iq3 −q2 − iq1
q2 − iq1 q0 + iq3
)
, (2.15)
ρ¯(q) =
(
q0 + q3e3 −q2 + q1e3
q2 + q1e3 q0 − q3e3
)∣∣∣∣∣
e3=
√−1
=
(
q0 + iq3 −q2 + iq1
q2 + iq1 q0 − iq3
)
, (2.16)
where we use the conventional notation i ≡ √−1. We then have ∗)
Re q =
1
2
tr ρ(q). (2.17)
These two representations are equivalent, because ρ(q) and ρ¯(q) satisfy
ωρ¯(q)ω−1 = ρ(q), ω =
(
0 −1
1 0
)
. (2.18)
∗) The similar relation Re q = 12 tr ρ¯(q) will not be used below.
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This is analogous to A ∼ A∗ if A ∈ SU(2).∗) For the basis (2.8), we find
ρ(e0) = σ0 =
(
1 0
0 1
)
, ρ(e1) = −iσ1 =
(
0 −i
−i 0
)
,
ρ(e2) = −iσ2 =
(
0 −1
1 0
)
, ρ(e3) = −iσ3 =
(
−i 0
0 i
)
, (2.19)
with σi = (σ0, σ1, σ2, σ3) being the Pauli matrix (with the unit matrix σ0 included). Accordingly,
we call the representation ρ(q) of (2·15) the Pauli representation of a quaternion q. Note that
it involves i. Similarly, we have
ρ¯(e0) = σ˜
∗
0 =
(
1 0
0 1
)
, ρ¯(e1) = −iσ˜∗1 =
(
0 i
i 0
)
,
ρ¯(e2) = −iσ˜∗2 =
(
0 −1
1 0
)
, ρ¯(e3) = −iσ˜∗3 =
(
i 0
0 −i
)
, (2.20)
with σ˜i = (σ0,−σ1,−σ2,−σ3). The matrix σ˜i satisfies the identity σ˜i = ωσTi ω−1.
There is another representation given by the 4-dimensional complex matrix
ω(e0) = Ω0 ≡


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , ω(e1) = −iΩ1 ≡


0 −i 0 0
−i 0 0 0
0 0 0 −1
0 0 1 0

 ,
ω(e2) = −iΩ2 ≡


0 0 −i 0
0 0 0 1
−i 0 0 0
0 −1 0 0

 , ω(e3) = −iΩ3 ≡


0 0 0 −i
0 0 −1 0
0 1 0 0
−i 0 0 0

 .(2.21)
This representation is not irreducible, but it is a direct sum of the above representations:
V ω(q)V −1 =
(
ρ(q) 0
0 ρ¯(q)
)
, V =


1 0 0 1
0 1 i 0
1 0 0 −1
0 −1 i 0

 . (2.22)
∗) For a real quaternion q, we simply have ρ¯(q) = ρ∗(q). Although (2.18) is still valid for a complex
quaternion q, the equality ρ¯(q) = ρ∗(q) no longer holds for a complex quaternion. This fact has a non-trivial
implication, as we see in §6. This is the reason that we express the two representations with different notation.
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This fact is used in §6.
We also consider the 2× 2 quaternionic matrix
A =
(
a b
c d
)
, a, b, c, d ∈ H. (2.23)
The set of A is called M(2,H). Its quaternionic conjugation, A¯, is obtained by taking the
quaternionic conjugation of all elements, and thus
ReA =
1
2
(A+ A¯) =
(
Re a Re b
Re c Re d
)
. (2.24)
We also define
TrA = tr (ReA) = Re (trA), (2.25)
where tr representss the matrix trace. Hermitian conjugation of A is defined by
A† = A¯T =
(
a¯ c¯
b¯ d¯
)
. (2.26)
If A = A†, A is said to be Hermitian. The set of Hermitian matrices is denoted by H(2,H) =
{A ∈ M(2,H); A† = A}. Any A ∈ H(2,H) has real diagonal elements, and thus TrA =trA.
From the cyclic property of the operation Re [· · · ], we have
Tr (AB) = Tr (BA), A, B ∈M(2,H). (2.27)
In contrast to the case of a tranposed matrix,∗) we have
(A1A2)
† = A†2A
†
1. (2.28)
The quaternionic determinant is defined by
detA = det ρ(A) ≡ det
(
ρ(a) ρ(b)
ρ(c) ρ(d)
)
, (2.29)
where ρ is the representation (2·15). Because ρ satisfes ρ(a1a2 + b1c2) = ρ(a1a2) + ρ(b1c2) =
ρ(a1)ρ(a2) + ρ(b1)ρ(c2), the following composition relation holds:
det (A1A2) = (detA1)(detA2). (2.30)
∗) Due to the noncommutativity of quaternions, in general we have (A1A2)
T 6= AT2 AT1 .
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By factorizing the matrix (2.23) and using the composition property (2.30), we find
det
(
a b
c d
)
= det
(
a− bd−1c bd−1
0 1
)
det
(
1 0
c d
)
. (2.31)
We then make use of the definition (2.29) to obtain the result
detA = det
(
a b
c d
)
= |a− bd−1c|2|d|2, (2.32)
since det
(
a b
0 1
)
= |a|2 and det
(
1 b
0 d
)
= |d|2. This relation was quoted by Gu¨rsey10)
without proof and is called the Study determinant. ∗)
There are several equivalent expressions for the quaternionic determinant (2.32). Among
them, we present two here:
det
(
a b
c d
)
= |a|2|d|2 + |b|2|c|2 − 2Re [ac¯db¯]
= (|a|2 − |b|2)(|d|2 − |c|2) + |ac¯− bd¯|2. (2.33)
These are called the first (2.32), second and third alternatives (2.33) of the quaternionic deter-
minant. Using the second alternative, we obtain
detA = detA†. (2.34)
The inverse of the matrix A is given by
A−1 =
1
detA
(
|d|2a¯− c¯db¯ |b|2c¯− a¯bd¯
|c|2b¯− d¯ca¯ |a|2d¯− b¯ac¯
)
, detA 6= 0, (2.35)
where we repeatedly used the second alternative of the quaternionic determinant. The inverse
matrix satisfies the usual relation
(A1A2)
−1 = A−12 A
−1
1 . (2.36)
∗) The author is grateful to Professor T. Suzuki for informing him of Ref. 11).
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§3. SL(2, H) as the spinor group of the conformal group in R4
It is well known that the group
SL(2,H) =
{
A ∈M(2,H); detA = 1
}
(3.1)
is the universal covering group of the conformal group in Euclidean 4-space R4:
SL(2,H) ∼= SO(5, 1). (3.2)
For later convenience in this section we present an explicit proof of (3.2) in a manner similar
to the proof of SL(2,C) ∼= SO(3, 1).
Any 2×2 quaternionic Hermitian matrix X = X † has six independent real numbers, two real
diagonal elements and one off-digaonal element, a quaternion with four real numbers. Hence,
it can be decomposed into a sum of six independent Hermitian matrices with real coefficients
as
X = X0Γ0 +X1Γ1 +X2Γ2 +X3Γ3 +X4Γ4 +X5Γ5 ≡ XIΓI , XI (I = 0, 1, · · · , 5) ∈ R, (3.3)
where
Γ0 =
(
−1 0
0 −1
)
, Γ1 =
(
0 −i
i 0
)
, Γ2 =
(
0 −j
j 0
)
,
Γ3 =
(
0 −k
k 0
)
, Γ4 =
(
0 1
1 0
)
, Γ5 =
(
1 0
0 −1
)
. (3.4)
We use the notation σ0 = −Γ0, σ1 = Γ4 and σ3 = Γ5, while the second Pauli matrix σ2
is generalized to Γ1,2,3 by replacing i with Hamilton’s units, i, j,k. Thus, the six ΓI (I =
0, 1, · · · , 5) matrices are simply the Pauli matrices in D = 6 space-time. It is easy to prove the
following:
detX = (−X2)2,
X2 = −(X0)2 + (X1)2 + (X2)2 + (X3)2 + (X4)2 + (X5)2 ≡ ηIJXIXJ ,
η = (ηIJ) = diag (−1,+1,+1,+1,+1,+1). (3.5)
We use the metric ηIJ = η
IJ to lower or raise the indices I, J,K · · · , which run from 0 to
5. The most general transformation from a Hermitian matrix to another Hermitian matrix
without changing the determinant is given by
X → X ′ = AXA†, A ∈ SL(2,H). (3.6)
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If we write
X ′I = ΛIJX
J , ηIJΛ
I
KΛ
J
L = ηKL, (3.7)
we immediately obtain
ΛIJΓI = AΓJA
†, A ∈ SL(2,H), (3.8)
where ΛIJ is now a continuous function of A : Λ
I
J = Λ
I
J(A).
If we invert the matrix X , provided that X2 6= 0, we obtain
X−1 = 1−X2 X˜ , X˜ ≡ X
IΓ˜I , (3.9)
where
Γ˜0 = Γ0, Γ˜I = −ΓI . (I = 1, 2, · · · , 5) (3.10)
Consequently, we have, since X2 = X ′2,
ΛIJ Γ˜I = A
†−1Γ˜JA
−1, A ∈ SL(2,H). (3.11)
The matrices {ΓI , Γ˜J}I,J=0,1,··· ,5 satisfy the relations
ΓI Γ˜J + ΓJ Γ˜I = −2ηIJ12, Γ˜IΓJ + Γ˜JΓI = −2ηIJ12, (3.12)
where 12 =
(
1 0
0 1
)
is the unit matrix in SL(2,H). Sandwiching the first of these equations
between A (from left) and A−1 (from right) we find from (3.8) and (3.11) that ηIJΛIKΛ
J
L =
ηKL, which implies X
2 = X ′2. Hence
(
ΛIJ(A)
) ∈ O(5, 1). We next have to show the following:
(i) Λ00 ≥ 1;
(ii) det (ΛIJ) = 1;
(iii) ΛIJ(A1)Λ
J
K(A2) = Λ
I
K(A1A2);
(iv) ΛIJ(A) = Λ
I
J(−A).
To prove the above results, we first note that, using Tr [ΓI Γ˜J ] = −2ηIJ , from the definition
(3.4) and (3.10), (3.8) leads to
ΛIJ = −
1
2
Tr [AΓJA
†Γ˜ I ]. (3.13)
First, we have Λ00 =
1
2
Tr [AA†] > 0, and hence Λ00 ≥ 1 from ηIJΛJKΛJL = ηKL. This is the
result (i). To prove the result (ii), we make use of the formula
Tr [ΓI Γ˜JΓK Γ˜LΓM Γ˜N ] = 15 terms containing ηIJ + 2ǫIJKLMN , (3.14)
12
where ǫIJKLMN is the 6-dimensional Levi-Civita symbol with ǫ012345 = −1. Now, using (3.8)
and (3.11), we compute
(ΛI0ΓI)(Λ
J
1Γ˜J)(Λ
K
2ΓK)(Λ
L
3Γ˜L)(Λ
M
4ΓM)(Λ
N
5Γ˜N )
= (AΓ0A
†)(A†−1Γ˜1A
−1)(AΓ2A
†)(A†−1Γ˜3A
−1)(AΓ4A
†)(A†−1Γ˜5A
−1)
= A(Γ0Γ˜1Γ2Γ˜3Γ4Γ˜5)A
−1. (3.15)
Taking the trace Tr of this equation, no term containing an ηIJ in (3.14) contributes to the
left-hand side, as can be shown by making repeated use of ηIJΛ
I
KΛ
J
L = ηKL, while the matrix
A disappears from the right-hand side. We are then left with
−ǫIJKLMN(ΛI0ΛJ1ΛK2ΛL3ΛM4ΛN5) = +1, (3.16)
which implies det (ΛIJ) = 1, the result (ii). To prove (iii), we write
ΛIJ(A1)Λ
J
K(A2) =
(− 1
2
)2(
Tr [αIΓJ ]
)(
Tr [βKΓ˜
J ]
)
, (3.17)
where αI = A†1Γ˜
IA1 and βK = A2ΓKA
†
2. Using the fact that both α
I and βK are Hermitian,
it is straightforward to show that
(− 1
2
)2(
Tr [αIΓJ ]
)(
Tr [βK Γ˜
J ]
)
= −1
2
Tr [αIβK ] = −1
2
Tr [(A1A2)
†Γ˜ I(A1A2)ΓK ] = Λ
I
K(A1A2), (3.18)
which proves (iii). The property (iv) is obvious. Consequently, we have proved the isomorphism
(3.2) in a manner similar to that used in the spinor calculus.
§4. The restricted Lorentz group as a subgroup of SL(2, H)
The group SL(2,H) is wider than the Lorentz group; SL(2,H) has 15 real parameters,
ωIJ = −ωJI (I, J = 0, 1, 2, 3, 4, 5), while the Lorentz group possesses only 6 real parameters,
ωij = −ωji (i, j = 0, 1, 2, 3). The spinor algebraic proof of the isomorphism (3.2) has a great
advantage concerning the restriction of SL(2,H) to the Lorentz group. In this section, we see
how this restriction is made.
The Lorentz transformations are obtained from the conformal transformations (3.7) in R4 by
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stipulating X ′4 = λX4 and X ′5 = µX5 for λ, µ ∈ R, which require that the planes X4 = X5 = 0
remain invariant. That is, we take the matrix elements ΛIJ simply as follows:
ΛIJ =


Λi j for I = i = 0, 1, 2, 3; J = j = 0, 1, 2, 3,
λ for I = J = 4,
µ for I = J = 5,
0 otherwise.
(4.1)
First, we obtain the result that (3.8) leads to the equations
Aσ1A
† = λσ1, Aσ3A
† = µσ3, (4.2)
where we regard the Pauli matrices σ1 = Γ4 and σ3 = Γ5 as elements of M(2,H). Since
det (ΛIJ) = 1, we have
(λµ)detΛ = 1. (4.3)
Here and hereafter we define Λ ≡ (Λi j). Taking the quaternionic determinant of (4.2), we must
have λ4 = µ4 = 1. Moreover, if A1 and A2 satisfy (4.2), the product A1A2 also satisfies the
same equations, provided that λ2 = λ and µ2 = µ. Hence, λ2 = µ2 = 1. There are, therefore,
four cases, (λ, µ) = (+1,+1), (+1,−1), (−1,+1), (−1,−1), which correspond, respectively, to
detΛ = 1,−1,−1,+1. Note that Λ00 ≥ 1 is still valid in all cases. Suppose that we are given
the matrix A for given (λ, µ). Then the cases (λ,−µ), (−λ, µ), (−λ,−µ) correspond to the
matrices, Aσ1,Aσ3,Aσ1σ3 = Aω, respectively. However, only the case λ = µ = 1 is connected
to the identity (ΛIJ) = (η
I
J).
Let us therefore consider only the connected component λ = µ = +1 in what follows:
Aσ1A
† = σ1, Aσ3A
† = σ3. (4.4)
This is the condition noted in (1.4). Using σ1 = ωσ3, we have Aωσ3A
† = ωσ3 from the
first equation. Combining this with the second equation, we have AωA−1 = ω. That is, A
commutes with ω. Therefore, A = Q12 + Pω, for Q,P ∈ H. For this A we have A(σ1,3A†) =
A(A¯σ1,3) = σ1,3, and hence AA¯ = 12 which also leads to A¯A = 12. This gives rise to the
relations |Q|2 − |P |2 = 1 and Re [QP¯ ] = 0. Consequently, (4.4) is satisfied by the matrix
A =
(
Q −P
P Q
)
≡ A, A−1 = A¯,
|Q|2 − |P |2 = 1, Re [Q¯P ] = 0, Q, P ∈ H. (4.5)
The two conditions on the matrix elements imply detA = 1 from the third alternative of the
quaternionic determinant. The set of matrices (4.5) forms a 6-parameter group.∗) We call it
∗) This group is denoted G in Ref. 5).
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Spin(2,H)∗) in this paper. It is a subgroup of SL(2,H), because, for any A1,A2 ∈ Spin(2,H),
we have
A1A
−1
2 = A1A¯2 =
(
Q1 −P1
P1 Q1
)(
Q¯2 −P¯2
P¯2 Q¯2
)
=
(
Q3 −P3
P3 Q3
)
∈ Spin(2,H), (4.6)
since (Q3 = Q1Q¯2−P1P¯2, P3 = Q1P¯2+P1Q¯2) satisfies the two equations in (4.5) if (Qi, Pi) (i =
1, 2) satisfy the same equations. In what follows, A always represents the matrix (4.5) belonging
to Spin(2,H). Some properties of this matrix are summarized in Appendix A.
Second, we obtain the following relationship between Spin(2,H) and the restricted Lorentz
group in analogy to the spinor analysis. We have already encountered the necessary formulae
in the previous section. Disregading the coordinates X4 and X5 in the previous section, we
simply write X i ≡ xi (i = 0, 1, 2, 3) and
X = xiΓi, (4.7)
where Γi (i = 0, 1, 2, 3) are given by (3.4). The position matrix (4.7) is identical to (1.2). Its
determinant is, from (3.5),
detX = (−x2)2, x2 = ηijxixj , η = (ηij) = diag (−1,+1,+1,+1). (4.8)
We use the metric ηij = η
ij to lower or raise the indices i, j, k · · · , which run over 0,1,2,3. The
transformation (3.6) is reduced to
X→ X′ = AXA†, A ∈ Spin(2,H). (4.9)
Writing
x′i = Λi jx
j , ΛTηΛ = η, (4.10)
we obtain, as in (3.8),
Λi jΓi = AΓjA
†, (4.11)
where Λi j = Λ
i
j(A). That is, the Lorentz tranformations are represented by real quaternions
only, without recourse to an imaginary time coordinate. This is in sharp contrast to the
conventional approach to the application of quaternions to relativity, which relies heavily upon
the scheme of complex quaternions arising from the fact that the Minkowski space-time M4 is
formally converted into Euclidean space R4 in terms of the imaginary time coordinate and that
the division algebra, H, of real quaternions is regarded as R4. We shall see, however, in the next
section that the imaginary unit commuting with Hamilton’s units enters into the theory for an
∗) The spinor group consisting of 2× 2 quaternionic matrices (4.5) defined here is non-compact, in contrast
to the compact spinor group Spin(n) (n ≥ 3), which may be written Spin(n,R).
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entirely different reason not connected to the geometrical structure of Minkowski space-time.
For x2 6= 0, (4.7) leads to
X
−1 =
1
−x2 X˜, X˜ ≡ x
iΓ˜i, (4.12)
where Γ˜i is given by (3.10). Therefore, we have
Λi jΓ˜i = A
†−1Γ˜jA
−1. (4.13)
Restricting the indices as I = i and J = j in (3.12), we have∗)
ΓiΓ˜j + ΓjΓ˜i = −2ηij12, Γ˜iΓj + Γ˜jΓi = −2ηij12. (4.14)
Then ΛTηΛ = η follows, leading to the conclusion Λ(A) ∈ SO(3, 1), because detΛ = 1. We
already know that Λ00 ≥ 1.∗∗) The equation (3.13) is simplified to
Λi j = −
1
2
Tr [AΓjA
†Γ˜ i]. (4.15)
The two-valuedness Λ(A) = Λ(−A) and the homomorphism Λi j(A1)Λj k(A2) = Λi k(A1A2) are
also obvious from the result in the previous section and (4.4). Hence, the following isomorphism
is proved:
Spin(2,H)/Z2∼=L↑+. (4.16)
To summarize, we recall that, according to the spinor analysis, the proper orthochronous
Lorentz transformations are represented by four complex numbers, α, β, γ and δ, with one
complex constraint, αδ − βγ = 1. Thus there are six free parameters. We have found an-
other representation of the proper orthochronous Lorentz transformations in terms of two real
quaternions, Q and P , with two real constraints, |Q|2−|P |2 = 1 and Re [Q¯P ] = 0. Thus, again,
there are six free parameters. This leads us to believe that there must be a connection between
the two representations. Indeed, this connection is found in §6.
In order to express A ∈ Spin(2,H) in terms of Λi j , we multiply (4.11) with Γ˜ j from right
and sum over j = 0, 1, 2, 3, obtaining
Λi jΓiΓ˜
j = AΓjA
†Γ˜ j. (4.17)
The following relations can be shown:
ΓjA
†Γ˜ j = −4ReAT , (ReAT )−1 = 1
Q20 + P
2
0
ReA, Q20 + P
2
0 =
1
4
trΛ, trΛ = Λi i. (4.18)
∗) The quaternionic Dirac algebra formulated by Rotelli7) is obtained by setting γi = σ3Γ˜i = Γiσ3, so that
(4.11) and (4.13) read Λi jγ
j = A−1γiA, and the relation (4.14) becomes γiγj + γjγi = −2ηij .
∗∗) In the present case, it is easy to prove this directly from the following equation (4.15): Λ00 =
(1/2)Tr [AA†] = |Q|2 + |P |2 = |Q|2 − |P |2 + 2|P |2 = 1+ 2|P |2 ≥ 1.
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Substituing thes results into (4.17) and using the relation Re [ΓiΓ˜
j ] = −η ji 12, we finally obtain
A = − 1
trΛ
(Λi jΓiΓ˜
j)(ReA). (4.19)
This equation gives ImA for given Λi j and ReA. At first sight, it seems to be useless, because
it does not reveal how the matrix A itself is determined once Λi j is given, as is the case in the
spinor analysis. Nevertheless, we can extract a meaningful result from it if we have
A = 12 + Σ, Σ = −Σ. (4.20)
This is the case for infinitesimal transformations, Λi j = η
i
j + ω
i
j with ωij = −ωji, where
A¯A = (12 + Σ)(12 + Σ) = 12 + Σ+ Σ = 12 for infinitesimal Σ. We then find from (4.19) that
Σ = −1
4
ωijΣ
ij , Σij =
1
2
(Γ iΓ˜ j − Γ jΓ˜ i). (4.21)
The generators Σij satisfy the commutation relations
[Σij , Σkl] = 2[ηikΣjl − ηilΣjk − ηjkΣil + ηjlΣik]. (4.22)
These are the same commutation relations obeyed by the Lorentz generators aij which are
defined by ωi jx
j = −(1/4)ωkl(akl)i jxj . Hence, Spin(2,H) is locally isomorphic to L↑+.
The generators in the 3-dimensional notation can be obtained from the formulae given in
Appendix A. Those for spatial rotations are given by
Λa =
(
ea 0
0 ea
)
, a = 1, 2, 3, (4.23)
which are anti-Hermitian, while the boost generators are merely Hermitian Γ a, a = 1, 2, 3.
Their commutation relations are
[Λa, Λb] = 2ǫabcΛ
c, [Λa, Γ b] = 2ǫabcΓ
c, [Γ a, Γ b] = −2ǫabcΛc. (4.24)
Note here that Γ a = Σa0 and Σab = ǫabcΛ
c.
§5. Dirac theory based on Spin(2, H)
It is well known that the spinor analysis, which originated from the Dirac theory, is based
upon the isomorphism
SL(2,C)/Z2∼=L↑+. (5.1)
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The fundamental spinors ξα (α = 1, 2) and η¯α˙ (α˙ = 1˙, 2˙), which transform as
ξ′α = Aαβξ
β, (A)αβ ≡ Aαβ, A ∈ SL(2,C),
η¯′α˙ = A
β˙
α˙ η¯β˙, (A
†−1)αβ ≡ A β˙α˙ , (5.2)
constitute the Dirac spinor (in the Weyl representation),
ψ =
(
ξα
η¯α˙
)
, (5.3)
which undergoes the Lorentz transformation
ψ′(x′) =
(
A 0
0 A†−1
)
ψ(x), x′ = Λx, (5.4)
with Λi jσi = AσjA
†. Thanks to Pauli’s lemma, one can introduce the Dirac spinor ψ in any
representation of the Dirac matrix, γi (i = 0, 1, 2, 3), satisfying
γiγj + γjγi = 2ηij, (5.5)
where ψ undergoes the Lorentz transformation
ψ′(x′) = S(Λ)ψ(x), S−1(Λ)γiS(Λ) = Λi jγ
j . (5.6)
On the basis of the isomorphism (4.16), we find another formulation of the Dirac theory
regarding a quaternionic 2-component object Ψ as a Dirac spinor subject to the linear Lorentz
transformation law
Ψ(x) =
(
ζ1(x)
ζ2(x)
)
, ζ1(x), ζ2(x) ∈ H,
Ψ
′(x′) = AΨ(x), A ∈ Spin(2,H). (5.7)
It is assumed that Ψ is a Grassmannian quaternion:
Ψ = eiΨi(i = 0, 1, 2, 3), ΨiΨj = −ΨjΨi. (5.8)
If A is a general element A of SL(2,H), Ψ is called a SL(2,H) spinor, which is a Weyl
spinor in D = 6 space-time. Such a SL(2,H) spinor was considered by Gu¨rsey10) but its
kinematics, together with another Weyl spinor in D = 6, was thoroughly investigated by Kugo
and Townsend,3) who pointed out the relation between the division algebras, R,C,H (and
possibly O), and the supersymmetry in D = 3, 4, 6 (and possibly in D = 10), respectively,
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and, in particular, presented a detailed description of D = 6 supersymmetry in terms of the
SL(2,H) spinor.
Our Ψ is not a SL(2,H) spinor but, rather, the Dirac spinor in quaternion language. As
such, it is not expected that anything new appears. Nonetheless, it would be inetersting to see
what kind of formalism is needed by regarding Ψ as a Dirac spinor in D = 4 but not as a Weyl
spinor in D = 6, as in Ref. 3). It turns out that Dirac field operators are automatically ‘anti-
symmetrized’ due to the fact that the charge conjugation transformation for Ψ becomes linear,
in contrast to the non-linear charge conjugation transformation in the conventional treatment.
An investigaiton along this line by the present author is given in Ref. 4). The present section
is largely based on that work, but here we add detailed manipulations with emphasis on the
important role played by the Pauli-Gu¨rsey group.8)
Each component of Ψ must satisfy the Klein-Gordon equation
(−m2)Ψ = 0, (5.9)
with  = ηij∂i∂j . This equation is obtained from the following quaternionic Dirac equation:
4),∗)
Γ˜ i∂iΨ−mσ3Ψe3 = 0. (5.10)
To prove this, we operate on this equation with Γ j∂j from left to obtain
Γ j∂jΓ˜
i∂iΨ−mΓ j∂jσ3Ψe3 = 1
2
(Γ jΓ˜ i + Γ iΓ˜ j)∂i∂jΨ−mΓ j∂jσ3Ψe3 = 0.
Using (4.14) and noting the relation Γ iσ3 = σ3Γ˜
i (i = 0, 1, 2, 3), we arrive at
−Ψ−mσ3Γ˜ j∂jΨe3 = −Ψ− (mσ3)(mσ3Ψe3)e3 = (− +m2)Ψ = 0.
In this derivation, the presense of the imaginary unit e3 on the right in the mass term of (5.10)
is particulary important.∗∗) The matrix σ3 on the left in the mass term of (5.10) converts the
matrix Γ i to Γ˜ i via the relation alluded to above. The matrix σ1 may also be employed for
this purpose.
The Dirac equation (5.10) is Lorentz invariant with the transformation law Ψ(x)→ Ψ′(x′) =
AΨ(x) for A ∈ Spin(2,H), because of (4.13), and possesses the Abelian smmetry, Ψ →
Ψeαe3 for global α. It also possesses P,C and T invariances; the discrete transformations
(in the one-particle theory) are defined by Ψ(x) → Ψ′(xP ) = ±σ3Ψ(x),Ψ(x) → Ψc(x) =
−ωΨ(x)e1,Ψ(x)→ Ψ′(xT ) = −σ3Ψ(x)e2, respectively, under P,C and T , where xP = (x0,−x1,
∗) The same quaternionic Dirac equation was obtained independently by Rotelli.7) In terms of Rotelli’s
quaternionic Dirac matrix γi defined in the footnote on p.15, it reads γi∂iΨ−mΨe3 = 0.
∗∗) The imaginary unit itself may be chosen as e1, e2 or e3 but we keep our definition for convenience.
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−x2,−x3) and xT = (−x0, x1, x2, x3). It should be noted that the charge conjugation transfor-
mation is linear, while the usual 4-component formalism assumes the non-linear C-transformation
property ψ → Cψ˜T , ψ˜ = ψ†γ0, with C the charge conjugation matrix. In the massless case
(m = 0) it also possesses the chiral symmetry, Ψ→ eαωΨ for global α, and an extra non-Abelian
symmetry, Ψ → Ψq, where q is a unit quaternion. We require below that this non-Abelian
symmetry, which gives rise to the Pauli-Gu¨rsey symmetry, remain intact in the Lagrangian
formalism. It turns out that this requirement has a non-trivial consequence.
The momentum-space expansion of Ψ(x) is given by ∗)
Ψ(x) =
∑
p,r=±
[U(r)(p)A(p, r)e−(px)e3 + V(r)(p)B¯(p, r)e(px)e3], (5.11)
where A and B are complex Grassmannian numbers over C(1, e3) given by
A = αr − αie3, B = βr − βie3, (5.12)
with real Grassmannian numbers, αr, αi, βr and βi. The imaginary unit e3 should be placed on
the right of the spinors U(r)(p) and V(r)(p), which satisfy the e3-free Dirac equation
(Γ˜ ipi +mσ3)U
(r)(p) = 0, (Γ˜ ipi −mσ3)V(r)(p) = 0. (5.13)
Since det (Γ˜ ipi + mσ3) =det (Γ˜
ipi − mσ3) = (p2 + m2)2, we have p2 + m2 = 0. We set
p0 =
√|p|2 +m2 = E(p) > 0, as usual.
Defining the ‘helicity’ operator
s(p) =
Λ · p√|p|2 (5.14)
in terms of the spatial rotation generators (4.23), we have only two independent solutions, since
s2(p) = −12:
s(p)U(±)(p) = ±U(±)(p)e3, s(p)V(±)(p) = ∓V(±)(p)e3. (5.15)
The orthonormality conditions for the spinors take the forms
Re [U(r)
†
(p)U(s)(p)] = 2E(p)δrs, Re [V
(r)†(p)V(s)(p)] = 2E(p)δrs, (5.16)
U
(r)(p) and V(s)(p) being orthogonal to each other. Similarly, the completeness conditions are
∑
r
U
(r)(p)U(r)
†
(p) = 2(−Γ ipi +mσ3),
∑
r
V
(r)(p)V(r)
†
(p) = 2(−Γ ipi −mσ3). (5.17)
∗) The sum over the momentum is given by
P
p ≡
R
d
3p
(2pi)3E(p)
, with E(p) =
√
p2 +m2.
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In order to carry out a second quantization of the theory, we postulate the following(omitting
the indices p, r, etc.)
{A, A¯} = 1, {B, B¯} = 1, (5.18)
with all other anticommutators vanishing. We see below in this section that the requirement
that the Pauli-Gu¨rsey symmetry group SU(2) in the massless Dirac Lagrangian remain intact
also in the Hermitian Dirac Lagrangian constructed from Ψ leads to the inevitable introduction
into the theory of an additional imaginary unit that commutes with Hamilton’s units. Taking
this additinonal imaginary unit to be the ordinary imaginary unit i, we are free to make use of
i also in the second quantization of the theory. Our approach is, therefore, essentially different
from that employed in the quaternionic quantum mechanics and quaternionic quantum field
theory, where such an introduction of i into the quaternionic theory is strictly avoided.12)
Because we are free to make use of i, we introduce the projection operators
E± =
1
2
(e0 ± ie3), (5.19)
where i is assumed to commute with Hamilton’s units ea (a = 1, 2, 3). The projection operators
in (5.19) satisfy
E2± = E±, E+E− = E−E+ = 0, e3E± = ∓iE±. (5.20)
Consequently, we have
(A, A¯, B, B¯)E+ = (a, a
†, b, b†)E+, (A, A¯, B, B¯)E− = (a
†, a, b†, b)E−,
a ≡ αr + iαi, a† ≡ αr − iαi, b ≡ βr + iβi, b† ≡ βr − iβi, (5.21)
which reproduce the usual anti-commutation relations among the operators (5.21) from the
ansatz (5.18).
By definiton, E+ + E− = e0 is the unit element of H, and thus we have the relation
Ψ = Ψ+ +Ψ−, Ψ± ≡ ΨE±. (5.22)
It follows from the last equation of (5.20) that each Ψ± has an ordinary separation of positive-
and negative-frequency parts, eipx and e−ipx, respectively, with particle (anti-particle) annihila-
tion operators a (b) and anti-particle (particle) creation operators b† (a†), respectively, for Ψ+
(Ψ−).
Since Ψ− is the complex conjugate (the Hermitian conjugate in operator language) of Ψ+, if
we assume that Ψ+ is an (internal-symmetry) multiplet belonging to n of SU(n), Ψ− belongs to
n∗ of SU(n), which is not equivalent to n unless n = 2. The left-translation (including the case
n = 2) and the right-translation common to both Ψ± can be treated without considering the
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above decomposition. In particular, the Lorentz transformation is a left-translation common
to both Ψ±.
We now go on to find the Dirac Lagrangian which leads to (5.10) employing the action
principle. Since Lagrangian must be Hermitian, we choose it as∗)
L′ = Re [e3Ψ†Γ˜ i∂iΨ−me3Ψ†σ3Ψe3],
where Hermitian conjugation reverses the order of the operators, together with ea → e¯a =
−ea (a = 1, 2, 3). The above Lagrangian is Hermitian up to a total divergence,∗∗) as we have
L′† = Re [∂iΨ†Γ˜ iΨe¯3 −me¯3Ψ†σ3Ψe¯3] = Re [e3Ψ†Γ˜ i∂iΨ−me3Ψ†σ3Ψe3] = L′.
In addition to the chiral symmetry, the massless Dirac Lagrangian has a global non-Abelian
symmetry, the Pauli-Gu¨rsey SU(2) symmetry,8) which is not an internal symmetry related to
a multiplet structure of the spinor Ψ. Since SU(2) ∼= SL(1,H) = {q ∈ H; |q| = 1}, the
kinetic energy part of the Dirac Lagrangian that we seek must be invariant under Ψ→ Ψq for
q ∈ SL(1,H), because the quaternionic Dirac equation (5.10) possesses the same symmetry.
However, this is impossible for the above choice of the Lagrangian because quaternions are not
commutative.
If we can assume that the left-most e3 in the kinetic energy term of the above Lagrangian
commutes with quaternions, we can construct a Hermitian Lagrangian with symmetry under
the right-translation. We are thus forced to replace the left-most e3 in L′ with an additional
imaginary unit which commutes with quaternions and changes sign under Hermitian conjuga-
tion.∗∗∗) We take it as the ordinary imaginary unit i used already in the second quantization
to finally obtain
L = iRe [Ψ†Γ˜ i∂iΨ−mΨ†σ3Ψe3]. (5.23)
We stress that the relativistic Dirac equation (5.10) never requires the introduction of i into
the theory. Hence we conclude that i comes from the requirement that the Dirac theory based
on the spinor Ψ allow a consistent Lagrangian formalism.
∗) The Hermiticity requirement means that the Lagrangian is the real part of a quaternion. If this assumption
is not made, there is no hope to maintain the symmetry Ψ→ Ψq for a unit quaternion q already present in the
equation level (5.10) with m = 0 in the Lagrangian formalism. For this reason the Hermitian Dirac Lagrangian
proposed in Ref. 13), which is purely imaginary, is not accepted.
∗∗) The surface term in the action vanishes if we assume, for instance, periodic boundary conditions. It
should be noted here that the above mass term identically vanishes due to the Grassmannian nature of the
spinor Ψ. This difficulty is resolved through the introduction of i.
∗∗∗) The left-most e3 in the mass term of the above Lagrangian should also be replaced by i to reproduce the
Dirac equation (5.10). Then the mass term is proportional to Re [Ψ†σ3Ψe3], which is now nonvanishing. The
overbar on the second spinor factor in the first term of (26) in Ref. 4) should be deleted.
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Noting that, for any Grassmannian quaternions p = eipi, q = eiqi with {pi, pj} = {qi, qj} =
{pi, qj} = 0, we have
qp = −p¯q¯,
Re [qp] = −Re [pq], (5.24)
the variation of (5.23) is given by (up to a total divergence)
δL = iRe [δΨ†Γ˜ i∂iΨ+Ψ†Γ˜ i∂iδΨ−mδΨ†σ3Ψe3 −mΨ†σ3δΨe3]
= iδΨiRe [e¯iΓ˜
j∂jΨ+ ∂jΨ
†Γ˜ jei −me¯iσ3Ψe3 +mΨ†σ3eie3]
= iδΨiRe [e¯iΓ˜
j∂jΨ+ e¯iΓ˜
j∂jΨ−me¯iσ3Ψe3 −me3e¯iσ3Ψ]
= 2iRe [δΨ†(Γ˜ i∂iΨ−mσ3Ψe3)].
We have thus shown∗) that the action principle applied to the Dirac Lagrangian (5.23), δ
∫
d4xL =
0 for arbitrary δΨ with vanishing surface term, yields the Dirac equation (5.10).
Thanks to the presence of i in the theory, we can make contact with the conventional for-
malism in terms of the 4-component Dirac spinor by using the Pauli representation ρ (2·15) of
H:
ρ(Ψ) = (ψ,Ωψ∗), ρ(Ψ†) =
(
ψ†
−ψTΩ
)
. (5.25)
Here, ρ(Ψ) and ρ(Ψ†) are, respectively, 4× 2 and 2× 4 matrices, with
ψ =


ζ10 − iζ13
−iζ11 + ζ12
ζ20 − iζ23
−iζ21 + ζ22

 , ψ∗ =


ζ10 + iζ
1
3
+iζ11 + ζ
1
2
ζ20 + iζ
2
3
+iζ21 + ζ
2
2

 , Ω =
(
ω 02
02 ω
)
, (5.26)
where 02 is the 2-dimensional null matrix and ζ
a = e0ζ
a
0 + e1ζ
a
1 + e2ζ
a
2 + e3ζ
a
3 (a = 1, 2). The
momentum-space expansion (5.11) corresponds to the familiar expansion
ψ(x) =
∑
p,r=±
[u(r)(p)a(p, r)ei(px) + v(r)(p)b†(p, r)e−i(px)], (5.27)
and a similar one for Ωψ∗, where the operators a and b† are defined by (5.21).
∗) The above manipulation indicates that the variation δΨ is not indpendent of δΨ. This is because, if we
define the quaternionic deivative ∂/∂q such that ∂q/∂q = 1, we necessarily have ∂q¯/∂q = −2. This contrasts
with the complex case, in which ∂z/∂z = 1 leads to ∂z∗/∂z = 0. (See, however, Lemma 3 on p. 375 of Ref. 12).)
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We next set
ρ(Γ˜ i) = −γ0γi, (i = 0, 1, 2, 3) (5.28)
with
γ0 =
(
−i12 02
02 i12
)
, γa =
(
02 −σa
−σa 02
)
, σa = σa, (a = 1, 2, 3) (5.29)
and thereby obtain
ρ(Γ i) = −γiγ0. (i = 0, 1, 2, 3) (5.30)
Hence (4.14) corresponds to the Dirac algebra
− ρ(Γ iΓ˜ j + Γ jΓ˜ i) = γiγj + γjγi = 2ηijρ(12) = 2ηij14. (i, j = 0, 1, 2, 3) (5.31)
We call (5.29) the Pauli representation of the gamma matrices. The Dirac equation (5.10) reads
ρ(Γ˜ i∂iΨ−mσ3Ψe3) = −γ0
(
γi∂i(ψ,Ωψ
∗) +m(ψ,−Ωψ∗)) = 0,
(γi∂i +m)ψ = 0, ψ˜(γ
i←−∂i −m) = 0, ψ˜ ≡ ψ†γ0. (5.32)
Also, using (2.17) the Dirac Lagrangian (5.23) is found to be
L = 1
2
tr
[(
ψ†
−ψTΩ
)
(−i)γ0γi∂i(ψ,Ωψ∗)
− im
(
ψ†
−ψTΩ
)(
12 02
02 −12
)
(−iψ, iΩψ∗)
]
= − i
2
[ψ˜γi∂iψ + ψ
Tγi T∂iψ˜
T ]− im
2
(ψ˜ψ − ψT ψ˜T )
= − i
2
[ψ˜, (γi∂i +m)ψ] (up to a total divergence), (5.33)
where we have used the relation Ωγ0γiΩγ0 = γi T . The reason why we automatically obtained
the ‘anti-symmetrized’ form of the Dirac Lagrangian (5.33) comes from the fact that the charge-
conjugation transformation for the original quaternionic Dirac spinor Ψ is defined to be linear,
i.e. Ψ→ Ψc = −ωΨe1.∗) To be more precise, we have the representation
ρ(Ψc) = (ψc, Ωψc ∗), ψc ≡ Cψ˜T , (5.34)
∗) The Majorana condition Ψc = −ωΨe1 = Ψ implies that ζ2 = −ζ1e1.
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where the charge conjugation matrix C =
(
02 iσ2
iσ2 02
)
satisfies C−1γiC = −γi T . Recalling
ρ(Ψ) = (ψ,Ωψ∗), we recover the usual charge-conjugation transformation ψ → ψc = Cψ˜T ,
which is nonlinear. The parity transformation is given by Ψ(x)→ Ψ′(xP ) = ±σ3Ψ(x), because
ρ
(
Ψ
′(xP )
)
= (ψ′(xP ), Ωψ′
∗(xP )) = ±ρ
(
σ3Ψ(x)
)
= ±i(γ0ψ(x), γ0Ωψ∗(x)).∗) Time-reversal
in the one-particle theory is defined by Ψ(x) → Ψ′(xT ) = −σ3Ψ(x)e2, which implies that
ρ
(
Ψ
′(xT )
)
= (ψ′(xT ), Ωψ′
∗(xT )) = ρ
(− σ3Ψ(x)e2) = (−iΩγ0ψ∗(x), iγ0ψ(x)).
We are now in a position to show that the transformation Ψ→ Ψq for q ∈ SL(1,H) corre-
sponds to the Pauli-Gu¨rsey transformation. First, we define γ5 = −iγ0γ1γ2γ3 =
(
02 i12
−i12 02
)
= −iρ(ω), so that we have Ωψ∗ = −γ5Cψ˜T , leading to
ρ(Ψ) = (ψ,−γ5Cψ˜T ). (5.35)
Similarly, we find
ρ(Ψq) = (ψ,−γ5Cψ˜T )
(
q0 − iq3 −iq1 − q2
−iq1 + q2 q0 + iq3
)
= (aψ − bγ5Cψ˜T ,−b∗ψ − a∗γ5Cψ˜T ), (5.36)
where a = q0 − iq3 and b = −iq1 + q2, with |a|2 + |b|2 = 1 from the condition |q| = 1. Hence,
we obtain the result that the transformation Ψ→ Ψ′ = Ψq implies
ψ′ = aψ − bγ5Cψ˜T ,
ψ˜′T = a∗ψ˜T + b∗γ5Cψ, (5.37)
∗) We list here bilinear covariants and their Pauli representation, in which the conventional 4-component
spinor notation is used and which can be converted into any representation:
(S) Re [Ψ†σ3Ψe3] =(1/2)tr ρ(Ψ
†σ3Ψe3) = (1/2)[ψ˜, ψ];
(P) Re [Ψ†σ1Ψe3] =(1/2)tr ρ(Ψ
†σ1Ψe3) = −(i/2)[ψ˜, γ5ψ];
(V) Re [Ψ†Γ˜ iΨe3] =(1/2)tr ρ(Ψ
†Γ˜ iΨe3) = −(i/2)[ψ˜, γiψ];
(A) Re [Ψ†Γ˜ iωΨ] =(1/2)tr ρ(Ψ†Γ˜ iΨe3) = (i/2)[ψ˜, γ5γ
iψ];
(T) Re [Ψ†Σ˜ijσ3Ψ] =(1/2)tr ρ(Ψ
†Σ˜ijσ3Ψ) = (1/2)[ψ˜, σ
ijψ],
with Σ˜ij = (1/2)(Γ˜ iΓ j − Γ˜ jΓ i) and σij = (1/2i)(γiγj − γjγi). Note that the factors in the bilinears of
4-component Dirac spinors are ‘anti-symmetrized’. The charge conjugation parity of the bilinears is easily
determined by the linearity of the charge conjugation transformation of the spinor Ψ to be, respectively, +1
(S), +1 (P), −1 (V), +1 (A) and −1 (T). From the expressions for the bilinear covariants in terms of the spinor
Ψ, it is easy to see that only (A) and (T) are invariant under the Pauli-Gu¨rsey transformations Ψ → Ψq for
q ∈ SL(1,H). This can be shown explicitly using the 4-component notation.
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which is identical to the (canonical) Pauli-Gu¨rsey transformation.8) It is known that the Pauli-
Gu¨rsey group SU(2) is the symmetry group of the massless Dirac Lagrangian. This fact is
more transparent in our quaternionic formalism.
To find the associated conserved current (in the massless case), we consider the local in-
finitesimal Pauli-Gu¨rsey transformation, δΨ(x) = Ψ(x)eaδqa(x). The variation of the kinetic
energy part of the Dirac Lagrangian (5.23) is given by
δLm=0 = iRe [δΨ†Γ˜ i∂iΨ+Ψ†Γ˜ i∂iδΨ] = iJ ia∂iδqa, (5.38)
where
J ia ≡ Re [Ψ†Γ˜ iΨea]. (5.39)
Using (2.17) we see that
J i1 =
1
2
[ψ˜γiγ5ψ
c + ψ˜cγiγ5ψ],
J i2 =
i
2
[ψ˜γiγ5ψ
c − ψ˜cγiγ5ψ],
J i3 = −
1
2
[ψ˜γiψ − ψ˜cγiψc]. (5.40)
The charges Qa =
∫
d3xJ0a(x) together form a closed set of commutation relations:[Qa
2
,
Qb
2
]
= −iǫabcQc
2
. (5.41)
The minus sign on the right-hand side here stems from the fact that the Pauli-Gu¨rsey transfor-
mation Ψ→ Ψq, with q ∈ SL(1,H), is the right translation rather than the left multiplication
as in the following example.
In terms of the decomposition (5.22), the Dirac Lagrangian (5.23) becomes
L = iRe [Ψ†+Γ˜ i∂iΨ+ −mΨ†+σ3Ψ+e3 +Ψ†−Γ˜ i∂iΨ− −mΨ†−σ3Ψ−e3]. (5.42)
For the multi-component field Ψ±, (5.42) is invariant under the transformation
Ψ+(x) = g
−1
Ψ+(x), Ψ−(x) = g
∗−1
Ψ−(x), g ∈ SU(n), (5.43)
where we assume in this paragraph only that Ψ+ belongs to the fundamental representation
of SU(n), so that Ψ− transforms like its complex conjugate. The associated conserved current
is obtained by considering the local infinitesimasl transformations, δΨ+(x) = −iTAǫA(x)Ψ+(x)
and δΨ−(x) = iT ∗Aǫ
A(x)Ψ−(x), with TA (A = 1, 2, · · · , n2 − 1) being the Hermitian generators
of SU(n),
δL = (∂iǫA)Re [Ψ†+Γ˜ iTAΨ+ −Ψ†−Γ˜ iT ∗AΨ−] = iJ iA(∂iǫA), (5.44)
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where
J iA = −iRe [Ψ†+Γ˜ iTAΨ+ −Ψ†−Γ˜ iT ∗AΨ−] = −
1
2
[ψ˜, γiTAψ], (5.45)
again through application of (2.17). Their charges, QA =
∫
d3xJ0A(x), obey the commutation
relations
[QA, QB] = ifABCQC , (5.46)
where fABC is the structure constant of SU(n) defined by [TA, TB] = ifABCTC .
In passing, we remark that the time-reversal in the second-quantized theory is defined by
UTΨ(x)U
−1
T = −σ3Ψ¯(xT )e2, (5.47)
only in the sense that UTρ
(
Ψ(x)
)
U−1T = UTρ
( − ωΨ¯(xT )e2)U−1T reproduces the usual time-
reversal transformation, UTψ(x)U
−1
T = Rψ(xT ) with R
−1γi ∗R = γi.
§6. Complex quaternions and Dirac theory
As we have seen in the previous section, the introduction of the ordinary imaginary unit
i, which commutes with Hamilton’s units i, j,k, into the theory is not merely a notational
technicality. Rather, it is a necessary part of the theory if we require the persistent presence
of the Pauli-Gu¨rsey SU(2) symmetry in the massless Dirac Lagrangian based on the spinor
group Spin(2,H). This allows us to introduce complex quaternions Ψ± to quantize the theory.
We then assert that no conceptual hurdle remains to make full use of complex quaternions to
formulate the spinor representation of the Lorentz group and the Dirac theory. Of course, no
novelty is contained in this kind of reformulation. Instead, it is intended to show that complex
quaternions are useful mathematical tools to formulate the Dirac theory also in general rela-
tivity, as shown in Ref. 14).
To determine the most natural notational usefulness of complex quaternions for the de-
scription of the spinor representation of the restricted Lorentz group and the Dirac theory, we
recall that the Dirac representation is a direct sum of two irreducible spinor representations,
D(1/2,0) ⊕D(0,1/2), which is reflected in (5.4). What does this mean in our quaternionic formu-
lation using Spin(2,H)? The answer is simple: There must be a unitary transformation which
diagonalizes the Lorentz matrix (4.5) and the Γ i matrix. It is important to recognize that, for
our purpose, there is nothing preventing use of the ordinary imaginary unit i commuting with
Hamilton’s units. Hence, we have the freedom to define the unitary matrix over the complex
field C. In fact, the unitary matrix
S =
1√
2
(
1 −i
1 i
)
(6.1)
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can be used for this purpose, as we have
SAS−1 =
(
U 0
0 U∗
)
, SΓ iS−1 =
(
−bi 0
0 −b¯i
)
, SΓ˜ iS−1 =
(
−b¯i 0
0 −bi
)
, (6.2)
where we have defined
U ≡ Q− iP, UU¯ = 1, (6.3)
b0 ≡ e0, b1 ≡ ie1, b2 ≡ ie2, b3 ≡ ie3, bi = ηijbj . (6.4)
The set {b0, b1, b2, b3} forms a basis of complex quaternions, Hc, with
bib¯j + bj b¯i = −2ηij , b¯ibj + b¯jbi = −2ηij . (6.5)
We express a complex quaternion q ∈ Hc in a covariant way as
q = b0q
0 + b1q
1 + b2q
2 + b3q
3 ≡ biqi, qi ∈ C. (6.6)
There are three operations, quaternionic conjugation, −, complex conjugation, ∗, and Hermitian
conjugation, †, for a complex quaternion q ∈ Hc:
q¯ = b0q
0 − b1q1 − b2q2 − b3q3,
q∗ = b0(q
0)∗ − b1(q1)∗ − b2(q2)∗ − b3(q3)∗,
q† = b0(q
0)† + b1(q
1)† + b2(q
2)† + b3(q
3)†. (6.7)
Here, (qi)† represents the usual Hermitian conjugation. Nonethelesss, we write q∗ = q¯† for both
complex numbers and operators qi. For p, q ∈ Hc, we have
pq = q¯p¯, (6.8)
(pq)† = q†p†. (6.9)
The real and imaginary parts of q ∈ Hc are given, respectively, by
Re q =
1
2
(q + q¯) = Re q¯ , Im q =
1
2
(q − q¯) = −Im q¯ . (6.10)
Since this is the same as the definition for the algebra H, Re q for q ∈ Hc is, in general, complex.
The real part of the product of two factors is independent of the order of the factors, as in
(2.5):
Re [qp] = Re [pq]. (6.11)
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This leads to the cyclic property of the operation Re [· · · ] of an arbitrary number of factors.
The norm of a complex quaternion q ∈ Hc is no longer positive definite:
N( q ) = qq¯ = q¯q ≡ |q|2 = (q0)2 − (q1)2 − (q2)2 − (q3)2 ≡ −ηijqiqj . (6.12)
Thus, although N(qp) = N(q)N(p) for q, p ∈ Hc still holds, the algebra Hc is not a division
algebra. Unit complex quaternions form a group, which we write
SL(1,Hc) = {q ∈ Hc; |q| = 1}. (6.13)
By definition, U of (6·3) belongs to this group, U ∈ SL(1,Hc). The Lorentz transformation
(4.9) becomes
x→ x′ = UxU †, (6.14)
where x = bix
i [see also (1.6) and (1.7)], with |x|2 = −ηijxixj . Writing x′i = Λi jxj , we obtain
Λi jbi = UbjU
†, (6.15)
which determines a continuous function Λi j = Λ
i
j(U). Together with its quaternionic conju-
gation and (6·5), this equation leads to the condition ΛTηΛ = η. Since Re [bib¯k] = −ηik from
(6·5), multiplying (6.15) by b¯k from right and taking the real part, we obtain
Λi j = −Re [UbjU †b¯i]. (6.16)
This gives Λ00 = Re [UU
†] = Re [(Q − iP )(Q¯ + iP¯ )] = |Q|2 + |P |2 = |Q|2 − |P |2 + 2|P |2 =
1 + 2|P |2 ≥ 1. We also have
Λi mbiΛ
j
nb¯jΛ
k
sbkΛ
l
tb¯l = (UbmU
†)(U¯ †b¯nU¯)(UbsU
†)(U¯ †b¯tU¯) = Ubmb¯nbsb¯tU¯ . (6.17)
Taking the real part of this equation and using the relation
Re [bib¯jbk b¯l] = ηijηkl − ηikηjl + ηilηjk − iǫijkl, (6.18)
where ǫijkl is the 4-dimensional Levi-Civita symbol with ǫ0123 = −1, we obtain (since ηijΛi kΛj l =
ηjl)
Λi mΛ
j
nΛ
k
sΛ
l
tǫijkl = ǫmnst. (6.19)
Thus we find detΛ = 1. Moreover, if we write Λi j(U1) = −Re [αibj ] and Λj k(U2) = −Re [¯bjβk]
with αi = U †1 b¯
iU1 and βk = U2bkU
†
2 , we can easily compute
Λi j(U1)Λ
j
k(U2) =
1
4
[bj(α
iβk)b¯
j + (bjα
ibj)β¯k + α¯
i(b¯jβk b¯
j) + α¯i(b¯jb
j)β¯k]. (6.20)
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Then, recalling the relations bj b¯
j = −4, bjqb¯j = −2(q + q¯) and bjqbj = 2q¯, we arrive at the
homomorphism
Λi j(U1)Λ
j
k(U2) = −Re [αiβk] = Λi k(U1U2). (6.21)
Thus we have established the isomorphism∗)
SL(1,Hc)/Z2∼=L↑+. (6.22)
Noting that the representation ρ of the unit complex quaternion U is given by
ρ(U) =
(
U0 + U3 U1 − iU2
U1 + iU2 U0 − U3
)
= σiU
i ∈ SL(2,C), (6.23)
we conclude that
SL(1,Hc) ∼= SL(2,C). (6.24)
We have thus proved the well-known isomorphism (5.1) within the terminology of complex
quaternions inheritated from Spin(2,H)/Z2 ∼= L↑+. In particular, (6.14) becomes the well-
known transformation X ′ → X = AXA†, where X is given by (1.1) and A = ρ(U).
To express the unit quaternion U in terms of the Lorentz matrix Λi j , we multiply (6.15) by
b¯j from right and sum over j to obtain
U = ± Λ
i
jbib¯
j
|Λi jbib¯j |
, (6.25)
where we have again used the relation bjqb¯
j = −2(q + q¯). This formula is useful to obtain the
infinitesimal generators in the spinor representation. Thus, for infinitesimal transformations
Λi j = η
i
j + ω
i
j, the corredsponding unit complex quaternion is given by ±U = 1− 18ωij(bib¯j −
bj b¯i). This determines the Lorentz generators, i(bib¯j−bj b¯i)/4, for the spinor-quaternion defined
below.
For the Spin(2,H) Dirac spinor, we have
SΨ =
(
ψ
ψ∗
)
,


ψ = 1√
2
(ζ1 − iζ2) ≡ biψi,
ψ∗ = 1√
2
(ζ1 + iζ2) ≡ (bi)∗(ψi)∗ = ψ¯†.
(6.26)
Here and hereafter, we use the notation ψ for the spinor-quaternion ψ = biψ
i.∗∗) It is a
complex Grassmannian quaternion. Let q and p be any Grassmannian complex quaternions.
∗) The proof is a mere repetition of that in §4 using the diagonalization (6.2), but it is presented above in
order to allow comparison with a similar proof in spinor analysis.
∗∗) The Majorana spinor-quaternion satisfies the condition ψb1 = ψ, because ζ
2 = −ζ1e1 leads to ψ =
(1/
√
2)(ζ1 + iζ1e1) = (1/
√
2)ζ1(1 + b1) and b
2
1 = 1.
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The formulae (6.11), (6·8) and (6.12), valid for ordinary complex quaternions, should be changed
as
Re [qp] = −Re [pq],
qp = −p¯q¯,
N(q) = qq¯ = ea(qaq0 − q0qa)− ǫabcqaqbec, (6.27)
the first two of which were already used in the previous section, in (5.24). The third equation
implies that Re[ |q|2 ] = 0 for a Grassmannian complex quaternion q. The spinor-quaternion is
subject to the Lorentz transformation
ψ(x)→ ψ′(x′) = Uψ(x), ψ∗(x)→ ψ′∗(x′) = U∗ψ∗(x). (6.28)
Componentwise, we have
ψ′j(x′) =
(
ω(biU
i)ψ
)j
(x) = (ΩiU
iψ)j(x), (i, j = 0, 1, 2, 3), (6.29)
where the matrices Ωi are defined by (2.21):
ω(bi) = Ωi. (i = 0, 1, 2, 3) (6.30)
The spinor representation (6.29) is 4-dimensional and decomposable into two 2-dimensional
equivalent spinor representations, as noted in (2.22). This means that we have the reduced
transformation law
(V ψ)′i(x′) =
(
ρ(U) 0
0 ρ¯(U)
)
ij
(V ψ)j(x), (i, j = 0, 1, 2, 3) (6.31)
where V is given by (2.22). In other words, if we set
ξ1 = (V ψ)0 = ψ0 + ψ3, ξ2 = (V ψ)1 = ψ1 + iψ2,
η1 = (V ψ)
2 = ψ0 − ψ3, η2 = (V ψ)3 = −ψ1 + iψ2, (6.32)
we find that
ξ′α(x′) = Aαβξ
β(x), η′α(x
′) = A βα ηβ(x), (α, β = 1, 2) (6.33)
where
(
ρ(U)
)
αβ
= (σiU
i)αβ ≡ Aαβ and
(
ρ¯(U)
)
αβ
= (σ˜∗iU
i)αβ ≡ A βα .∗) To go further, we set
v1 = (bV
−1)0 =
1
2
(b0 + b3), v2 = (bV
−1)1 =
1
2
(b1 − ib2),
∗) Inspection shows that
(
ρ¯(U)
)T −1
= ρ(U), since det ρ(U) = 1 from |U | = 1. The relation (2.18) is still
valid for a complex quaternion, ωρ¯(U)ω−1 = ρ(U), and thus the representation ρ¯(U) is equivalent to ρ(U),
because detω = 1. Note, however, that ρ¯(U) is not equal to ρ∗(U). Therefore, the spinor-quaternion contains
only Weyl spinors with undotted indices, while its complex conjugate contains only those with dotted indices.
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v∗1 = (bV
−1)2 =
1
2
(b0 − b3), v∗2 = (bV −1)3 = −
1
2
(b1 + ib2), (6.34)
and therefore we obtain
ψ = biψ
i = (bV −1)i(V ψ)
i = vαξ
α + v∗αηα. (6.35)
This is equivalent to the decomposition proposed by Rastall,2) using the projection operators
p± = (b0 ± b3)/2,
ψ = ψ(p+ + p−) ≡ ψL + ψR,
ψL ≡ ψp+ = vαξα, ψR ≡ ψp− = v∗αηα, (6.36)
where v1 = b0p+ = b3p+, v2 = b1p+ = −ib2p+, v∗1 = b0p− = −b3p−, v∗2 = −b1p− = −ib2p−. The
basis {v1, v2, v∗1, v∗2} is called the split basis, and the decomposition (6.36) is called the chiral
decomposition in Ref. 14). Note that the spinor-quaternion ψ has two 2-component spinors
with undotted indices only, while its complex conjugate ψ∗ has two 2-component spinors with
dotted indices only.∗)
The Dirac Lagrangian (5.23) becomes
L = iRe
[
(ψ†, ψ¯)
(
∂¯ 0
0 ∂
)(
ψ
ψ¯†
)
+ im(ψ†, ψ¯)
(
ψ¯†
ψ
)
b3
]
, (6.37)
where ∂ = −bi∂i. The first term of this Lagrangian has the symmetry ψ → ψq for q ∈ SL(1,H),
which induces ψ¯† → (ψq)† = (q¯ψ¯)† = ψ¯†q. This is merely the Pauli-Gu¨rsey symmetry. Although
this symmetry is hidden, we are led to redefine(
ψ
ψ¯†
)
= Ψ1 +Ψ2, Ψ1 ≡
(
ψL
ψ¯†R
)
, Ψ2 ≡
(
ψR
ψ¯†L
)
, (6.38)
to cast (6.37) in the form
L = iRe [Ψ†1
(
∂¯ im
im ∂
)
Ψ1 +Ψ
†
2
(
∂¯ −im
−im ∂
)
Ψ2
]
. (6.39)
In this form, the transformation ψL → ψLq never implies ψ¯†Rq for any q ∈ SL(1,H). Only in
the massless case does the spinor Ψ1+Ψ2 determine the Lagrangian, so that the transformation
(Ψ1 +Ψ2)→ (Ψ1 +Ψ2)q is allowed for q ∈ SL(1,H).
∗) The Majorana condition ψb1 = ψ implies ξ
α = ηα, where we define ηα = (ω)αβηβ . The Majorana spinor
is given by ψL only as ψ
M = ψL + iψLb2. (There is an error in the sign of this equation in Ref. 14).)
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The Lagrangian (6.39) was utilized to incorporate the Higgs mechanism into the theory
in Ref. 5). Here we instead make explicit the spinor (undotted and dotted) indices of the
spinor-quaternion. Using the relations
bivα = vβ(σ
i)βα, b
iv∗α = v
∗
β(σ˜
i ∗)βα, b¯
ivα = vβ(σ˜
i)βα, b¯
iv∗α = v
∗
β(σ
i ∗)βα, (6.40)
we directly verify the transformation properties (omitting the arguments x and x′)
UψL = vαA
α
βξ
β = ψ′L = vαξ
′α,
UψR = v
∗
αA
β
α ηβ = ψ
′
R = v
∗
αη
′
α,
U∗ψ¯†L = v
∗
αA
α˙
β˙
ξ¯β˙ = ψ¯′†L = v
∗
αξ¯
′α˙,
U∗ψ¯†R = vαA
β˙
α˙ η¯β˙ = ψ¯
′†
R = vαη¯
′
α˙. (6.41)
The first two equations here are identical to (6.33), and the last two contain the matrix elements
Aα˙
β˙
= (Aαβ)
∗ and A β˙α˙ = (A
β
α )
∗. We thus recover the well-known Lorentz transformation
property of the Weyl spinors, as indicated in (5.3) and (5.4). This result is reflected by a left-
translation ψ → Uψ, and the chiral decomposition (6.36), which, incidentally, carry no spinor
indices. If we regard the spinor-quaternion as a 2× 2 matrix field via the Pauli representation,
it should not be forgotten that the matrix field represents 2 (independent) Wely spinors with
undotted indices, while the complex conjugate of the matrix field involves 2 (independent) Wely
spinors with dotted indices.
§7. Conclusions
As a continuation of the previous works, we have shown the existence of the spinor group
Spin(2,H) over the field of real quaternions, which is locally isomorphic to the restricted Lorentz
group. This establishes a close connection between real quaternions and our space-time, and
it helps reformulate the Dirac theory such that the factors in the Lagrangian and the bi-
linear covariants are automatically ‘anti-symmetrized’ upon using the Pauli representation of
quaternions, which involves i. This is in conformity with our refomulation, which requires an
additional imaginary unit commuting with Hamilton’s units, leading to the scheme of complex
quaternions. In contrast to the usual wisdom that complex quaternions are formally connected
to relativity through the imaginary time coordinate, the present way of introducing i, which
commutes with Hamilton’s units, depends on a consistent Lagrangian formulation of the Dirac
theory using Spin(2,H). It is not connected with the imaginary time coordinate, because the
quaternionic Dirac equation (5.10), though relativistic, does not allow the presence of i by
construction, and the Pauli-Gu¨rsey symmetry for the massless case never requires i at the level
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of the equation.
To close this paper, we again emphasize the fact that quaternions and the space-time have
the same dimensionality, in relation with general relativity. Let us rewrite the Dirac Lagrangian
(6.37) in the form
L = iRe [ψ†∂¯ψ + ψ¯∂ψ¯†] + mass term.
This is Lorentz invariant by construction. To make it invariant under the general coordinate
transformations xµ → x′µ = x′µ(x) (µ = 0, 1, 2, 3), we have to assume, as usual, that the
spinor-quaternion is a scalar,
ψ′(x′) = ψ(x),
because it has a single component, and replace the gradient ∂ = −bi∂i with
D = −bµ∂µ,
where the vector-quaternion bµ = bµ(x) transforms as
b′µ(x′) =
∂x′µ
∂xν
bν(x).
Since bµ(x) is a Hermitian quaternion, we can write it as
bµ(x) = bib µi (x),
where the vierbein b µi is real field. It then follows from (6.5) that
bµ(x)b¯ν(x) + bν(x)b¯µ = −2gµν(x),
where
gµν(x) = ηijb µi (x)b
ν
j (x).
This means that we can regard gµν (the inverse of g
µν) as a metric tensor in general relativity.
If we also require the local Lorentz invariance of the Dirac Lagrangian, the quaternionic nature
of the spinor quaternion introduces a coupling of it to a Yang-Mills type gauge field Aµ =
(1/8)Aµij(b
ib¯j − bj b¯i), which has 6 components for each µ, since the Lorentz group is a 6-
parameter group. The final result is the Poincare´ gauge theory with the metric condition
yielding the Riemann-Cartan space-time. This ends our brief comments on the application of
the formalism in §6, which is thoroughly discussed in Ref. 14).
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Appendix A
Some Propertis of Spin(2,H) Matrices
The matrix (4.5) of Spin(2,H) has several interesting properties, which are given in Ref. 4)
without proofs. Although they are not all needed in the analysis given in the main text, here
we list them with proofs included for completeness.
(I) A =
(
Q −P
P Q
)
= eB(q,p), B(q, p) =
(
q −p
p q
)
, q, p ∈ H0. (A.1)
(II) A =
(
Q −P
P Q
)
= R(a)B(µ) = B(µ′)R(a), (A.2)
R(a) =
(
a 0
0 a
)
, a =
Q
|Q| , (A
.3)
B(µ) =
1√
1 + µ2
(
1 µ
−µ 1
)
, µ = −Q−1P ∈ H0, µ′ = −PQ−1 ∈ H0. (A.4)
(III) R(a) = eB(q,0), a = eq, (A.5)
B(µ) = eB(0,p), µ = − p|p| tanh |p|. (A
.6)
(IV) R(a) describes spatial rotation, while B(µ) represents boost.
Here, H0 is the set of pure quaternions, H0 = {q ∈ H; q¯ = −q}.
The proof of (A·1) is by induction. Assume that the n-th term in the sum
eB(q,p) =
∞∑
n=0
1
n!
Bn(q, p)
is of the form A:
n-th term in eB(q,p) ≡ 1
n!
Bn(q, p) =
(
Q′ −P ′
P ′ Q′
)
.
Then the (n+ 1)-st term is(
Q′ −P ′
P ′ Q′
)(
q −p
p q
)
=
(
Q′q − P ′p −Q′p− P ′q
P ′q +Q′p −P ′p+Q′q
)
,
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which is also of the form A. Since the first term B(q, p) is already of the form A, the sum∑∞
n=0
1
n!
Bn(q, p) is also of the form A. Next, we have A¯A = eB¯eB = e−BeB = 12, because B has
only pure quaternions.
The second equality in (A·2) is obtained by writing P = −Qµ, and the third by putting
P = −µ′Q. Thus we have 1 + µ2 = 1 − |µ|2 = 1 − |Q−1P |2 = |Q|−2(|Q|2 − |P |2) = |Q|−2 and
simlarly 1 + µ′2 = |Q|−2.
To prove (A·5), we note that
eB(q,0) =
(
1 0
0 1
)
+
(
q 0
0 q
)
+
1
2!
(
q2 0
0 q2
)
+ · · · =
(
eq 0
0 eq
)
=
(
a 0
0 a
)
,
with a = eq being a unit quaternion, because q ∈ H0. To prove (A·6) we also use the expansion
eB(0,p) =
(
1 0
0 1
)
+
(
0 −p
p 0
)
+
1
2!
(
−p2 0
0 −p2
)
+ · · ·
=
(
cosh |p| −(p/|p|) sinh |p|
(p/|p|) sinh |p| cosh |p|
)
≡ 1√
1 + µ2
(
1 µ
−µ 1
)
,
with µ = −(p/|p|) tanh |p| and 1/
√
1 + µ2 = cosh |p|.
The property (IV) is checked as follows. For R(a) =
(
a 0
0 a
)
, we have
X
′ = R(a)XR†(a) = x0Γ0 +
(
0 −a(x · e)a−1
a(x · e)a−1 0
)
.
This implies that x′0 = x0, x′a = Rabx
b (a, b = 1, 2, 3) with Rab = nanb + (δab − nanb) cos θ −
ǫabcnc sin θ if a = cos (θ/2) + eana sin (θ/2), which follows from q = eana(θ/2).
∗) We thus
find that R(a) describes spatial rotations about the direction specified by the unit vetor n =
(n1, n2, n3). ForB(µ) = (1/
√
1 + µ2)
(
1 µ
−µ 1
)
= exp
(
0 −p
p 0
)
with µ = eana tanh (ζ/2)
for p = −eana(ζ/2), we have, from X′ = B(µ)XB†(µ),
x′0 =
1− µ2
1 + µ2
x0 − 1
1 + µ2
(µ(x · e) + (x · e)µ) = (cosh ζ) x0 + (sinh ζ) (n · x),
x′ · e = 1
1 + µ2
(x · e− µ(x · e)µ+ 2µ x0) =
[
x + (cosh ζ − 1)n(n · x) + (sinh ζ)x0n
]
· e.
Hence, we conclude that B(µ) describes a boost along the direction n.
∗) The suffix a should not be confused with the pure quaternion a.
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