Summary
The period 1984-2002 was characterised by a substantial increase in female participation rates in the United Kingdom, whereas the opposite trend was observed for males. Understanding participation trends in the United Kingdom is important for monetary policy, since participation affects the supply capacity of the economy. The balance between that capacity and aggregate demand in turn affects inflationary outturns.
Because males and females have experienced such different participation trends, it is necessary to analyse them separately. This paper focuses mainly on females and uses an accounting framework to quantify how much of the rise in female participation was related to changes in the characteristics of the female population, and how much was linked to changes in behaviour and other uncontrolled factors. This exercise suggests that two thirds of the growth in female participation over 1984-2002 was associated with changes in the socio-demographics of the female population, especially education and fertility. As these two variables may be endogenous to participation, we cannot say anything about causality. The remaining one third of the rise in female participation was linked to changes in behaviour, such as women with the same observable characteristics responding differently over the period, and/or driven by changes in other variables not accounted for in the model.
Most of the increase in female participation between 1984 and 2002 took place in 1984-92, when both characteristics and 'behaviour' contributed positively to participation growth. In the 1980s, changes in behaviour contributed significantly to participation growth. The majority of the increase over the 1990s was driven by changes in the characteristics of the female population, whereas the slowdown in participation growth was mainly accounted for by a reversal of the behavioural effects.
The paper uses the same method to analyse briefly the evolution of male participation. The data reveal that the decline in male participation was mainly driven by changes in behaviour, especially after 1993.
Introduction
Female participation rates (1) have increased substantially between 1984 and 2002 in the United Kingdom, whereas the opposite trend is observed for males. This pattern is common in all OECD countries. (2) One reason why understanding participation trends in the United Kingdom is important is that participation rates affect the supply capacity of the economy, and the latter matters for inflationary outturns.
Because males and females experience such different participation trends, it is necessary to analyse them separately. This paper focuses mainly on female participation: a companion study (Bell and Smith (2004) ) aims to explain the fall in male participation and draws attention to its links to changes in disability insurance benefits. This paper seeks to assess the extent to which the rise in female participation reflects changes in the characteristics of the female population that make them more likely to participate, as opposed to changes in the impact of these characteristics on participation behaviour. Our methodology is inspired by Gomulka and Stern (1989) who analyse the employment of married women in the United Kingdom between 1970 and 1983. They disentangle the source of the rise in employment into two channels. First, changes in the variables describing the female population (eg age and education); and second, changes in the coefficients (eg the impact of age on participation). They find that the increase in employment was mostly due to changes in behaviour. By contrast, our results suggest that, between 1984 and 2002, changes in the distribution of the micro variables contribute to two thirds of the growth in female participation, whereas one third is explained by changes in behaviour.
For our analysis, we use the 1984-2002 annual waves of the Labour Force Survey (LFS), which interviews about 60,000 households per year and is a rich source of information on labour force status and a variety of background variables including age and education. However, there is no information on incomes and wages for the whole period. These variables have been made comparable across all years. Our data are not a panel, but a collection of annual cross-sections.
The remainder of the paper is structured as follows. Section 2 summarises some of the literature on female participation. Section 3 describes female participation trends. In (1) The participation rate is the proportion of those who are either employed or unemployed as a fraction of the total labour force in the relevant population group. (2) See OECD (2003) .
Section 4 the data and the choice of variables are examined. Section 5 explains the model and the empirical methodology. In Section 6 we assess the implications of our estimates for understanding female participation. We also look at males in this section. The final section concludes.
Previous literature
Here we summarise some of the main contributors to the literature on female participation in the United Kingdom. Many authors investigate the micro-based factors that determine the labour supply decision, which in turn have an impact on participation. For example, Joshi (1986) uses the Women and Employment Survey in 1980 to analyse female participation in Britain. She constructs an index of each woman's earning potential and looks at its impact on female participation. She also pays special attention to the effect of work interruptions on female low pay. Blundell, Ham and Meghir (1987) estimate (using the British Family Expenditure Survey) a cross-sectional model for married female labour supply that embodies the possibility that there are unemployed workers who want to work at their perceived market wage but are unable to find a job. This means that zero hours of work represent not only non-participation but also unemployment. They find significant differences with respect to the model where zero hours reflect a desire to be out of work. The same authors have extended this research to discouraged workers (Blundell, Ham and Meghir (1998) ). Blundell, Duncan and Meghir (1998) use the Family Expenditure Survey to investigate the responsiveness of female labour supply to exogenous changes in wage rates and non-labour income. In particular, they analyse various tax reforms that took place over the 1980s. Because changes in taxes affected some individuals only, they can use this setting to identify labour supply responses in a difference-in-differences approach. (3) They find that wage elasticities are positive and other income elasticities are rather small, the latter being negligible for women without children.
Another branch of literature analyses the trends in female participation. Joshi, Layard and Owen (1985) build a time series of aggregate data to explain the increasing number of women at work. They analyse the impact of wages, education, and fertility on female employment. They show that fertility had a small effect in the period 1951-70, whereas the decline in the number of children produced a significant rise in employment (3) For another example of the difference-in-differences approach see Blundell, Dias, Meghir and Van Reenen (2002). between 1971 and 1981 . Evans (1998 studies the fall in unemployment in Britain, which he suggests, is mostly due to the decrease in female unemployment. He finds that the decline in female unemployment is associated with a fall in their inflow rate, which is highly concentrated among women with young children. He argues that the latter reflects a reduction of market frictions that women experience after childbearing.
Most of the recent work is focused on the evaluation of the impact of specific taxation policies (eg WFTC) on female employment (Blundell, Dungan, McCrae and Meghir (2000) ) and are estimated using data covering limited time periods. Less research has been done to analyse the increasing rates of female participation from the 1980s onwards. The aim of this paper is to fill this gap and learn more about the trend. How much of the increase is explained by the female population acquiring those characteristics that make them more likely to be in the labour market? How much is due to the evolution of behaviour or anything else that we have not been able to capture in our specification such as maternity leave and taxation policies? To explore these issues, we follow the approach of Gomulka and Stern (1989) in their analysis of the employment of married women in the United Kingdom between 1970 and 1983 with the Family Expenditure Survey. The participation rate of women aged between 16 and 59 years old increased from 65% in 1984 to 72% in 2002. This trend has not been the same for all women. Table A shows different rates of female participation rates sorted by the major characteristics. For example, single women have experienced a decline in participation rates from 76% to 68%, whereas married women have seen participation rates rise from 62% to 74%. The rise in participation has been substantial for women with dependent children who are either married or cohabiting. Rates have increased by 16 percentage points for married/cohabiting women with one dependent child, 19 percentage points for those with two, and 16 percentage points for those with three or more dependent children. Thus, there is evidence that the increase in total participation rates has been driven substantially by married/cohabiting women with dependent children.
Trends in female participation
In the period 1984-2002, the gap in participation across education levels has widened. Participation rates for women with a degree have increased from 79% to 88%, whereas those for women without any sort of qualifications have dropped from 58% to 48%.
Concerning age groups, the youngest women (those aged between 16 and 24 years old) have experienced a decline of 5 percentage points in participation rates due primarily to a rise in their enrolment rates in higher education. The rest of the age groups (25-34, 35-44 and 45-54) have increased their participation, especially for those women aged between 25-34 (whose rates rise by 15 percentage points).
Data and constructed variables
We use the Spring quarter waves of the LFS from 1984 to 2002 and limit our sample to women aged between 16 and 59 years old, who are either the head of the household or the partner of the head. The annual number of women aged 16-59 in the sample is about 46,000. Our selection criteria reduce the sample to around 36,000 annual observations. The reason for taking this sub-sample is that there is a trade-off between controlling for the number of biological children (restricting the sample to heads or heads' partners) and controlling for the number of dependent children in the household (not restricting the sample). This is because it is not possible to match children to their biological parents in early LFS data. That is, for early years, we can only match children to single women if they live on their own, and to married or cohabiting women.
We have decided to restrict the sample to ensure that the children accounted for belong to the individual. However, this implies that we have to eliminate those women who live with others and are likely to study (ie non-participate). We are therefore overpredicting the rise in participation rates since this removed group (who are non-participators) is growing over time. For example, participation rates for the sample of women aged 16-59 grew from 65% to 72% over the period 1984-2002, whereas participation rates for the sample of women aged 16-59 who are either the heads or the partners of the heads increased from 62% to 73%.
In order to asses how serious this sample selection was, we also undertook the same analysis for the whole group of females aged 16-59 and controlled for the number of dependent children in the household, irrespective of any biological linkage to the individual. The results concerning the drivers of participation trends (either coefficients or characteristics) were very similar to those presented later. Therefore, this selection does not seem to harm the main conclusions of the paper.
Participation (this includes those who are employees, the self-employed, those in government employment and training programmes, unpaid family workers, and the ILO unemployed) is our dependent variable. It takes a value of one if a woman participates and zero otherwise. The percentage of women participating in our sample (aged between 16-59 who are either the head or their spouse) increases from 62% in 1984 to 73% in 2002. The explanatory variables are: (4) age, education, ethnicity, region, children, marital status, lone parent status, education, and employment status of the partner. We control for age using interval dummies (16-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49, 50-54 and 55-59) . We take the age group 35-39 as our reference group.
Education is defined by nine dummy variables (from the lowest to the highest,) as follows: Edu1 (no qualifications, our omitted category); Edu2 (other professional/vocational qualifications); Edu3 (CSE); Edu4 (completed apprenticeship, including City and Guilds); Edu5 ('O' level); Edu6 (mid vocational, ONC, OND); Edu7 ('A' level); Edu8 (high vocational, BTEC, HNC, HND and nurses); and Edu9 (degree, including teachers).
Other characteristics are marital status (Married takes value 1 if the individual is married or is cohabiting, 0 otherwise); Non-White (dummy with value 1 being non-white); number of children in each age group ; dummies 0-1 if the woman has at least a child in each of the age groups (Ddep0-2, Ddep3-4, ; (5) and a dummy for being a single parent (HOHSingle).
For those women who are married or cohabiting, it is important to control for their partner's education (EduP1-EduP9) and employment status (0-1 dummy EmpP). This gives an indicator of their external income, (6) which theory predicts will affect female participation decisions. By doing this, we assume that females take their partner's income as exogenous in making their participation decision, rather than modelling a joint family problem. Finally, we control for region of residence (Region1-Region12) to account for (4) The definition and label of the explanatory variables are summarised in the appendix. (5) We include both types of children dummies in order to disentangle the effect of having at least one child from the effect of the number of children in each group. (6) The LFS lacks income and wage variables for the whole period 1984-2002. Thus, partners' education and employment status is a proxy for external income whenever the individual is married or cohabiting. regional effects.
Method
As mentioned in the introduction, we wish to disentangle the sources of the increase in female participation into two main effects: changes over time in the measured characteristics and changes in the coefficients of the participation model. We follow the approach of Gomulka and Stern (1989) , which in turn uses the methodology of growth accounting proposed by Stoker (1985) . The aim is to decompose the change of an aggregate variable (here the proportion of women who participate) into a change of the behavioural micro model (coefficients of the probit estimation (7) for a series of cross-sections) and a change in the distribution of the micro variables (education, fertility, marital status, etc).
The coefficient estimates for each year differ because behaviour evolves over time; that is, people with the same characteristics do not react in an identical way in different years. This may also reflect the fact that some factors that may influence female decisions have been excluded from our specification. For instance, some policy regulations (eg maternity leave and taxation) have changed between 1984 and 2002 and are likely to affect females' choices, ceteris paribus. A summary of the main policy changes is shown in Table B. To illustrate the mechanism, we first show the decomposition for the linear case (due to Oaxaca (1973) ). We assume that our dependent variable y can be explained by a linear regression as follows
where β is the vector of coefficients, X the vector of exogenous variables and ε the error term. (8) This equation is valid for each year. Then, for a given year y =βX (2) (7) The probit model for participation informs about how characteristics impact on the probability of participating in the labour market. This probabilistic model has underlying it the framework of time allocation developed by Becker (1981) and the family supply models used in Cigno (1991), among others. (8) The error term is assumed to have E(ε|X) = 0. 
1979
• Introduction of the Right of Reinstatement (possibility to return to the same job after motherhood) for specific eligibility conditions.
• Introduction of the Maternity Pay for specific eligibility conditions.
1987
• Maternity Pay is extended.
1988
• Family Credit (in-work-benefits) replaced Family Income Supplement (dating from 1971) with increased generosity.
1990
• Joint taxation is substituted by separate taxation for married couples.
1994
• The Right of Reinstatement is applicable to all working women, no matter how long they are employed. Extra leave is possible under certain conditions.
1999
• Working Family Tax Credit replaces Family Credit, with increased generosity and childcare support.
2000
• The Right of Reinstatement is extended and the eligibility for the longer leave is relaxed.
• Working Family Tax Credit increased in generosity.
whereβ is the ordinary least-squares estimate of β andȳ andX are the means across the observed individuals. Changes inȳ can be decomposed into changes inβ and changes in X. That is, we can decompose the variation in two given periods, indexed by 0 and 1 in the following way:ȳ
The first term shows the change that comes from the changes in the coefficients at constant values of the variables, which is the contribution of a shift in behaviour. The second term captures the difference arising from changes in the variables, at constant coefficients, which measures changes in the average population. (9) As in Gomulka and Stern (1989) , our dependent variable is dichotomous and we use a probit model. This means that, for our decomposition, the change in the aggregate proportion of women who participate depends not only on the change in the means of the variables but also their distributions. The expected value of a binary variable y, that takes value one when a woman participates in the labour market and zero otherwise, at given set of characteristics and year is a function of X and β
For a probability density function for X, φ(X), then the expectation in the population of the variable y is
Ifβ is a consistent estimate of β, and X is a random sample (this could be another sample than the one used to estimateβ), then it can be shown that the right-hand side of (5) can be consistently estimated by the sample average across individuals î
The left-hand side of (5) is estimated consistently by the sample meanȳ.
As with the linear case, we have that the change in the expected value of y in two different years, 0 and 1, can be written as
The first integral in (7) measures the effects of changes in the values of the coefficients given the distribution of the explanatory variables. The second part evaluates the impact of a change in the distribution of the explanatory variables for given values of the coefficient,
We disentangle the change in the average value in the sampleŷ 1 −ŷ 0 as:
wheref(β i , X j ) is the average across the sample X j of the predicted probability using the coefficientsβ i . In our analysis,f(β i , X j ) is a 19 × 19 matrix because we have 19 years.
We would also like to know the contribution of the different variables to the change in the predicted probability. That is, suppose we find that changes in the explanatory variables between two given years explain a significant part of the increase in female participation. Then, the next step is to identify which variables have a greater weight. Notice, however, that we have to be cautious with the interpretation since this exercise is meaningful if we assume that individuals do not respond over time to labour markets by changing their characteristics.
In order to calculate this, we use the marginal effects of our probit estimation. These provide the change in the probability for an infinitesimal change in each independent, continuous variable and, by default, the discrete change in the probability for dummy variables. In this exercise, one leaves the rest of the variables at their means. The mechanism is as follows. First, we compute the difference between each explanatory variable in two years, say for example 1984 and 2002. We then multiply each difference by the estimated marginal effect in 1984. This will give us the link between the increase in the probability of participation and the change in that variable between the two years while keeping the rest of the variables at their means.
It is possible that estimates are biased following a failure to control for cohort effects. Part of the effect captured by the variables could be reflecting a change of tastes, rather than the effect of the variable itself. That is, individuals born at different cohorts with equal characteristics may take different decisions because they have different tastes. To account for this we would need to control for cohorts. However, this requires either a longitudinal survey or the creation of a pseudo-panel, and is beyond the scope of the current paper. Table A .1 in the Appendix reports the proportions and standard deviations of all variables used in the analysis. It shows the increase in female education, the decline in fertility and the drop in married/cohabiting women.
Main results

The impact of observable characteristics on the probability of female participation
The standard participation model assumes that women decide to participate in the labour market by maximising their utility subject to their budget and time constraints (see Becker (1981) or Cigno (1991) for further details on family-labour supply (10) models). The models suggest several predictions. One is that education has a positive effect on participation. This is because the higher the qualifications, the more value an individual has in the labour market and the higher the opportunity cost of non-participating. Another is that women with higher external income are expected to have less incentives to participate, ceteris paribus. Furthermore, especially for mothers, these models propose that, for given preferences, family and taxation policies have an impact on the women's budget (eg subsidies for childcare) and time constraint (publicly available childcare or flexible hours) and, consequently, play an important role in female's participation. Table A .2 in Appendix shows the marginal effects of the probability of female participation for each variable and year. We observe that the women aged between 30 and 34 and between 35-39 (our reference group) are more likely to participate. There is also evidence that non-whites have a smaller probability of participating and this negative effect became stronger from the late 1980s onwards. The regional dummies show that higher participation is predicted in southern areas and this pattern persists across the years.
Unsurprisingly, higher levels of education increase the probability of participation. Moreover, the positive effect of education is increasing through time since the magnitudes of the coefficients are becoming consistently larger. That is, those without any qualification (our base group) are less likely to participate, ceteris paribus, in 2002 than in 1984, compared to someone who has formal qualifications.
The structure of the family has an important role in explaining female participation. The number of dependent children in each age category, 0-2, 3-4, 5-10 and 11-15 reduces the (10) Some models also include household bargaining.
probability of being employed or unemployed. (11) This negative effect is larger the younger the age of the children. Simultaneously, fertility dummies (eg Ddep0-2 is 1 if the individual has at least one child of 0-2 years old) are also negative up to the age of ten (the comparison group is childless women). Notice that these children dummies appear to be more significant and greater in absolute value in the earlier years. One possible explanation could be that the negative effect of young children is falling in later years, due, for example, to changes in maternity and taxation policies.
Married women are less likely to participate. (12) However, there is a partial offset for those with working partners.
The expected sign of the dummy variable for partner's employment status is not obvious. On the one hand, women whose partners are non-employed may want to participate because they have greater needs for income. If so, we would expect a negative sign. But if the welfare system helps couples without any source of income, then this negative correlation may, if it removes incentives to work for women with an unemployed partner, disappear. On the other hand, household members may be affected by similar labour market shocks. This would lead to a positive sign for the working partners dummy. We find in practice that there is a positive marginal effect, which is broadly stable throughout the period 1984-2002. This means that women whose partners are employed are more likely to participate. This is in line with the fact that both males and females are affected by similar labour market conditions and/or that subsidies discourage them to work, even if their partners are non-employed.
If the partner's income is exogenous to the female participation decision, theory predicts that higher partners' income reduces the probability of participation (Becker (1981) ). Although we do not have this information directly, we proxy it with partner's education. We find that those women whose partners have the highest qualifications are indeed less likely to participate, ceteris paribus. (11) Notice that the causality between number of children and female participation could go either way. Also, our analysis inevitably omits the relevant variable 'preference for work'. Since the number of children is negatively related to 'preference for work', the estimator for number of children is likely to be biased downwards. (12) It is interesting to know if the probability of participation for married and single women is different with respect to the number of children. We re-estimated the model including interactions between marital status and number of children in each age category. Results show that married women with children are more likely to participate than single women with children, ceteris paribus. This could be due to the fact that couples share childcare.
Decomposition of the increase in female participation
In Table C , we report the decomposition of female participation growth. (13) If we read along a row we observe the average of the predicted probabilities for year i and coefficients of the probit between 1984 and 2002. For example, the first row takes the sample of 1984 and gives (from left to right) the mean of the predicted probability of participation, taking the coefficients previously estimated with sample 1984, then using those coefficients estimated with sample 1985 and so on. This tells us the average predicted probability of female participation if our explanatory variables had remained as in 1984, but the behaviour (captured by the coefficients) or other non-specified variables (such as maternity or taxation policies) had changed across years.
Looking down the table, we fix the coefficients and look at the mean of the predicted probabilities for changes in the distribution of characteristics; that is, changes due to variation in the explanatory variables from 1984 to 2002. For instance, the first column fixes the coefficients estimated in 1984, and calculates the mean of the probabilities for different year samples. Consequently, the diagonal entry corresponds to the mean of the predicted probability for the year using the coefficients estimated for that year and unsurprisingly are equal to the mean of female participation in the sample.
From Table C , we can conclude that around two thirds of the increase in female participation between 1984 and 2002 is associated with changes in the characteristics of the female population. The other third is attributed to changes in the estimated coefficients of the model. This proportion is found as follows. By subtracting the first row from the last row in Table C , we obtain, for each coefficient, the increase that it is caused by changes in characteristics between 1984 and 2002. These differences are in the range 5.1-9.3 percentage points. The average of these numbers (6.6 percentage points) gives an approximation of the growth in female participation in the period 1984-2002 because of changes in the distribution of variables. Similarly, by subtracting the first column from the last column, we have for each sample year, the difference that it is caused by changes in coefficients. These numbers range between 1.0 and 5.2 percentage points. If we average these differences, we obtain 3.3 percentage points growth between 1984 and 2002 due to behavioural changes.
(13) Asymptotic standard errors are roughly 0.2 in all cells. 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 1984 (1)
Pii stands for the mean of the predicted probability for year i using the coefficients estimated for the same year i.
Thus we find that changes in the structure of the population explain two thirds of the growth in female participation between 1984 and 2002, whereas one third is associated to changes in behaviour or other unspecified variables in our model. This is in marked contrast to the results of Gomulka and Stern (1989) . Their results show that a major part of the growth in married women's employment between 1970 and 1983 is generated by changes in coefficients. (14) Chart 1: Female participation, predicted participation due to changes in characteristics (1) and predicted participation due to changes in coefficients Table C and Chart 1 that, in the 1980s, changes in coefficients (ie behaviour) contribute significantly to the participation growth, whereas the majority of the growth in the 1990s is driven by characteristics. (15) This suggests that, if changes in policies cause changes in the coefficients, new policies had a greater impact on the growth in participation in the 1980s (14) Notice, however, that we analyse participation whereas Gomulka and Stern (1989) focus on employment, which means that the results are not completely comparable. (15) As an illustration, we divided the whole period 1984-2002 into 1984-91 and 1992-2002 and calculated the increase in female participation related to characteristics and behaviour. We find that about two thirds of the whole period rise due to changes in characteristics happens between 1992 and 2002. By contrast, changes in coefficients between 1984 and 1991 contribute significantly to the rise in female participation. However, this positive effect is partially offset by the small negative impact that changes in behaviour have on female participation between 1992 and 2002, which makes that over the whole period 1984-2002, changes in coefficients account for less than changes in characteristics. compared to the 1990s. (16) There is scope for further research in order to identify the elements that cause part of the one third rise in female participation that is associated with changes in coefficients. This goes, however, beyond the scope of this paper.
It is important to recognise that the separation between the effect of the coefficients and characteristics on participation growth could be biased if the characteristics are not truly exogenous but evolve in response to changes in the coefficients. For example, in a given year, women might decide to study longer because they perceive that education increases their probability of employment and therefore participation. We believe, however, that this mechanism is generally weak and is unlikely to affect the overall conclusions of this paper.
Finally, we disentangle which of the individual variables has played an important role. As explained in Section 5, we use the concept of marginal effects. We select the marginal effects in 1984 and we multiply them by the change in the explanatory variables between 1984 and 2002. We find that changes in female education contribute significantly, as well as fertility explanatory variables. However, because of the endogeneity concern discussed earlier, we cannot make causality inferences.
Evidence on male participation
In marked contrast to the rise in female participation, male participation has declinedfrom 89.5% in 1984 to 83.7% in 2002. Interestingly, only about 1 percentage point of the drop in 5.8 percentage points has occurred in the 1980s and most of the fall was from 1993 onwards.
Although a detailed analysis of male participation is beyond the scope of this paper, for comparison we have reproduced the prediction of participation for different year coefficients and samples for men (Table D and Chart 2) . This exercise allows us to identify whether the decline in male participation is mainly caused by changes in characteristics or if it is due to changes in coefficients.
(16) Table B shows the chronological order of new policies. For example, the right of reinstatement (a period of unpaid leave after which the mother has the right to return to her previous job) is qualified from 1980 onwards and in 1994, conditions for its eligibility are relaxed. In 1988, the Family Credit (in-work benefits for children) replaced the Family Income Supplement with increased generosity. In 1990, taxation moved from a joint basis (the sum of the earnings of a couple) to a separate basis, which was expected to increase participation among married women. 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 1984 89.5 Pii stands for the mean of the predicted probability for year i using the coefficients estimated for the same year i. Table D shows that the pattern for males is explained by changes in coefficients, in contrast to our conclusions regarding female participation. Variation in coefficients between 1984 and 2002 generate a decline in male participation of about 8.7 percentage points, whereas changes in characteristics account for an increase of male participation of about 2.9 percentage points. Therefore, had behaviour (17) not changed, the net trend in characteristics would have caused a slight increase in male participation. Notice that of the total decline in the predicted participation in the period 1984-2002 due to coefficients, only one fifth occurs in the 1980s and the rest from 1991 onwards. Changes in characteristics have a smoother impact on the probability of male participation, with three fifths of the changes happening in the 1980s. 
Summary
To summarise, the key results are the following. Around two thirds of the growth in female participation over the period 1984-2002 are explained by changes in characteristics and the other third by changes in coefficients. However, greater changes in participation occur in years where coefficients play a bigger role. This reflects the fact that coefficients have first moved participation upwards and then downwards, offsetting each other. In the males' case, changes in coefficients have caused the decrease in their participation.
(17) Or other unobserved factors not accounted for in the model.
Conclusions and further remarks
This paper analyses the increase in female participation between 1984 and 2002. In order to describe the female participation profile, we decompose the growth in participation into two sources. On the one hand, changes in the characteristics of the female population such as education, fertility and marital status. On the other hand, changes in the impact of such characteristics on participation that capture both differences in behaviour across these years and changes in other variables not included in our specification.
Female participation in our sample (aged between 16-59 who are either the heads or their spouse) has risen from 62% to 73% over the period [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . We find that two thirds of the growth in female participation is associated with changes in the female population structure. The other third of the rise in female participation is due to changes in the coefficients, interpretable as changes in behaviour. This means women with the same observable characteristics respond differently across these years, and/or a change in other variables not accounted for in the model. The pattern is rather different from men, whose decline in participation is mainly driven by changes in behaviour, especially after 1993.
Most of the increase in female participation between 1984 and 2002 takes place in 1984-92 (about 8 points of the total 11 percentage points), when both characteristics and 'behaviour' have a positive impact on female participation growth. After that, the growth of female participation slowed down mainly because 'behaviour' reversed its positive effect. Thus, in the 1980s, changes in behaviour contribute significantly to the participation growth, whereas the majority of the growth in the 1990s is driven by characteristics. Overall, results suggest that periods of greater female participation changes are those in which changes in behaviour have a positive significant impact.
Appendix: Labels for the variables and tables
Labels
• Age: 0-1 dummies indicating if individual belongs to each age band. These are . The base group is Ag35-39.
• Non-White: dummy 0-1 where 1 means non-white.
• Regions: twelve 0-1 dummies. Region1 (North East, reference group), Region2 (Yorkshire), Region3 (East Midlands), Region4 (East Anglia), Region5 (London), Region6 (South East), Region7 (South West), Region8 (West Midlands), Region9 (North West), Region10 (Wales), Region11 (Scotland) and Region12 (Northern Ireland).
• Education: nine 0-1 dummies, being the lowest level Edu1 the base group. These are Edu1 (no qualifications, our omitted category), Edu2 (other professional/vocational qualifications), Edu3 (CSE), Edu4 (completed apprenticeship, including City and Guilds), Edu5 ('O' level), Edu6 (mid vocational, ONC, OND), Edu7 ('A' level), Edu8 (high vocational, BTEC, HNC, HND and nurses) and Edu9 (degree, including teachers).
• Number of dependent children in age bands. Ndep0-2 (number of dependent children aged between 0 and 2 years), Ndep3-4 (aged between 3 and 4), Ndep5-10 (aged between 5 and 10), Ndep11-15 (aged between 11 and 15).
• Four 0-1 dummies if a woman has at least one child in each of the age groups. These are Ddep0-2, Ddep3-4, Ddep5-10 and Ddep11-15.
• Married: dummy 0-1 if the individual is either married or in cohabitation.
• Partner employment status (EmpP): 0-1 dummy that takes value one for those females whose partner is employed, zero otherwise.
• Partner education status: nine 0-1 dummies (Edu1P-Edu9P) with the same criteria as females and Edu1P being the omitted variable.
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