Data consumption is increasing rapidly in mobile networks. The cost of the network infrastructure is increasing, which leads to an "end of profit" within next few years. Thus, mobile operators require a new technology that allows increasing the network capacity within low network costs. Therefore, using caching is the most evident solution to be used in their backhaul networks. However, the current architecture of LTE network does not provide sufficient flexibility to place the caches in the most optimal locations. The current work on Software-Defined Networking in Evolved Packet Core virtualization has enabled us to integrate dynamically the caching functionality in a LTE network and improve the caching system performances. In this paper, we will present the solution we designed for this aim based on Software Defined Networking technology. Moreover, we developed a testbed for the proof-of-concept and we will present the results and analyze the performances of this solution.
INTRODUCTION
The fast growth of data consumption in mobile networks due to the wide spread of smart-phones and tablets is leading to concerns about bandwidth and resources consumption.
Moreover, users are not willing to pay more for their mobile data services which leads to an "end of profit" for networks operators in 2015 according to a recent study [8] . Therefore, mobile operators require a solution that will allow increasing the network capacity or optimizing the usage of available resources and reduce the Operating Expenditure (OPEX). A solution already exists for wired networks, as caches are used by Internet Service Providers to lower their bandwidth consumption and improve the user experience of their clients. A similar solution can be applied in mobile networks. However, mobile network infrastructure has been designed with tunneling functionality to allow mobility while keeping an active session. Therefore, this tunneling between the base station and the Gateway that connects to public Internet makes it difficult to place the caching in most optimal locations. In mobile networks, the caching can be located in both ends of the tunnel which in practice means either in the base station or in the core network where the GW is located. Therefore, the current concern is to move it from a central point to distributed locations closer to any part of the network that leads to more optimal usage of the network resources. Due to the random and fully distributed content consumption, it is no longer enough to provide an internet access to the users with centralized caching. Distributed innetwork caching could permit even more consequent savings in terms of cost (it reduces the bandwidth consumption) and improvements in the users' experience (it reduces the perceived latency). The current goal is to bring content caching as close to the users as possible but also to dynamically move the caching to more optimal location that optimize the overall network bandwidth available. Thus research has been done on distributed caching in Base Stations for example [9] . Current work on Evolved Packet Core (EPC) in the SIG-MONA project permits to propose a new approach to solve this problem [7] . Other works with the same aim could also enable a new approach [3, 10] .
The rest of the paper is structured as follows. In Section 1 we continue to present the state of the art and identify the problem statement that we are trying to address in our work. Section 2 presents the related work. Section 3 describes the design of the testbed we have implemented for the proofof-concept of our proposed solution. Section 4 contains the analysis of the results and a description of the improvements that could be done. Section 5 will then present the results of a simulation comparing both systems and outlining the benefits of the new design.
Content caching is quite easy in an IP network since most caching solutions works directly on top of L3 i.e. IP layer. Therefore, when adding caching into mobile networks most caching solutions are set up at the edge of the network on top of IP networks, usually after the packet gateways. In order to reduce the latency and round trip time (RTT) for users to access the content, the priority is about bringing the content closer to the user and to the edge. However, because of characteristics of the LTE networks, it was not possible to set up caches between the base stations (i.e. eNodeB in LTE terminology) and the Packet Data Network Gateway (PGW). For example, it requires a dedicated tunneling named GPRS Tunneling Protocol (GTP) between the base stations and the PGW in order to provide mobility without discontinue active sessions. We base our solution on the possibility of using SDN to remove the tunneling [7] , thus we can deploy a solution for in-network caching that can be placed in any location of the backhaul and core network of the mobile operators.
We propose building in-network caches using the capabilities of SDN integrated in the core and backhaul mobile network. We implement a system where the caches could be distributed over all the SDN-supporting nodes of the core and backhaul mobile networks. The proposed system is fully distributed and enables the caches to fetch the objects from the neighbor caches, thus reducing the overall content access delay and network load. The solution includes a relocation feature to move the content from one caching node to another. Using SDN improves the performances. We refer to the term "relocation" as the process that allows fetching the content from a new cache location instead of the previous one. Therefore, with the "relocation" functionality, we are not moving the object itself, which will lead to additional traffic generated to move content between caches. The rest of the paper describes the design and implementation of the system and the performance results.
RELATED WORK
A previous work [5] has investigated which location for the caches could be the most beneficial for the operators. They observed that the further from the edge, the more cache hits and the easier to manage but also the more consuming resources. They found out that caching at the base station makes the number of hits decrease due to the small amount of users per base station. But their work does not include distributed caching systems, even if they permit to increase the number of cache hits.
Such distributed solutions are used in Information-Centric Networks (ICN). Previous works [6, 11] have focused on ICN and Software Defined Networks (SDN), aiming at merging the solutions for higher caching performances. As such, a transparent content management layer [6] has been designed to integrate ICN based on SDN in mobile networks. This layer analyzes the clients' requests through a proxy and the controller selects the locations where the contents are stored. Then the SDN controller takes the establishment of the rules in charge, to forward the requests and the responses.
This proposal requires a lot of computational resources to implement the SDN logic that manages the transactions to access the cached content. In this approach, the SDN functionality might become a bottleneck since the mobile network control plane is already supporting a high load on signaling for connection setup i.e. user attachment and handover procedure. Therefore, we propose a caching system with a similar approach based on a content management layer but with an optimized usage of SDN functionality.
THE SYSTEM DESIGN 3.1 The Infrastructure of the System
The design of our system includes SDN nodes and three additional elements. The SDN nodes are SDN controllers and SDN switches; the other elements are web proxies performing traffic analysis, caches and caching controllers. The system design can be improved by integrating the traffic analyzers in the caches. The caching controller includes a module for interfacing with the SDN controller which will set the rules on the SDN switches. Figure 1 presents the proposed system design and the above mentioned elements.
All the SDN switches are configured with a default rule (e.g. all requests with destination port=80) that will redirect to the proxy the first request of a client to a website that was not already fetched.This work is focusing on HTTP traffic. Thus only HTTP traffic is redirected to the system. Any unexpected traffic (e.g. non-http traffic on port 80) is either dropped or simply forwarded, to the gateway for example. The proxy analyzes the request, gets the name of the destination host to which the original web request was sent and sends it to the cache controller. The cache controller resolves the host name received from the proxy. A single host name might be associated to multiple IP addresses. The cache controller associates the IP addresses received to a cache location. Then, the cache controller interacts with the SDN controller to set new rules in the switches that will redirect to the cache all the HTTP traffic with a destination address that matches one of those IP addresses. Thus, the system maintains a correspondence between destination IP addresses and the cache location where the objects are stored. The following requests will be directly redirected to the cache storing the content for the destination website.
This design permits to easily relocate the objects from one cache to another. Apart from transferring the data from one cache to the other, changing the rules on the SDN switches to change the redirection is a simple operation. In order to prove the efficiency of the proposed design, Figure 2 shows the testbed we implemented including all the required elements. We performed different test cases using a Http Live Stream (HLS) video that was downloaded by the mobile clients. The test cases consist of several users distributed between different base stations and streaming this video with a 2Mb/s bitrate. In the test cases, we consider two base stations with seven users (5 on the first and 2 on the second). The SDN switches are OpenVSwitch [12] bridges and the caches are instances of TrafficServer [1] with a dedicated module. The analyzer is included in the TrafficServer module in order to make the process more efficient. We run different test cases which consist of adding artificial congestion (i.e. we use netem and qdisc commands to increase the delays) in some segments of the network to the effect of having different numbers of users in different base stations. The first test case is fetching the objects of the website directly from the public Internet outside the mobile network and this case is used as reference to compare the load generated by the other test cases when content is cached in different locations as shown in Figure 2 .
System Implementation
We worked with different scenarios, one for each cache location of Figure 2 . The first scenario is used as reference to compare the load generated by the other scenario to fetching the objects outside of the network.
RESULTS ANALYSIS 4.1 Performances of the System
In order to quantify the impact of our caching system on the network, we consider the sum of the loads of all the links as network load metric. Thus, a request of 1MB going through 7 links will generate a network load with value of 7MB. This network load metric is used to quantify the reduction of the load in the total network when introducing the caches. This metric also includes the resource consumption required to move contents. We quantify this network load metric as
with N being the number of requests issued from all the base stations, n the number of links, o the number of contents, xi being the size of the response, yi,j being 0 if the response does not go through the link, 1 otherwise, zi,j being 0 if the response has been moved between caches through the link, 1 otherwise. Figure 3 shows the results of the network load metric and we can see the percentage of load reduction achieved for different test cases where we change the location of the caching content as depicted in Figure 2 . The results show that ob- viously locating the content in the cache which is closest to a higher number of users provides the best load reduction.
Next, we consider the impact of the distribution of the users on the network load reduction. In this case the number of users remains constant (7 users), but their location changes from one base station to another. Figure 4 presents the network load reduction achieved when changing each cache location based on the mobility of the users. The results show that the same cache can achieve both the worst and the best load reduction, since a badly selected location, that is not up to date with the users' location and requests, increases the load and degrade the performances of the whole system by increasing the load. This demonstrates the need for short periods in relocation operations, since outdated locations can damage the performances. Another downside of our system exists if the content requested is not cacheable and this is not detected by the system. In this scenario, there will be two intermediary nodes, the analyzer and the cache that will increase the number of hops. In case this cacheability issue is detected, there is a single intermediary node, the analyzer, between the client and the web server. This is the normal situation when using proxies. Currently a cache instance adds around 100ms in the download of a 5.9MB not-cacheable file.
Proposed System Optimizations

Main Process
After extensive testing, we notice that the proposed design has some flaws. The main drawback is the use of the destination IP address to redirect the request to the cache. This IP address is the one obtained when the cache controller resolves the host name of the target web site. Using the IP address does not allow storing different contents from the same website in separate locations depending on their demand. The use of the IP address allows redirecting the whole website to a cache but not specifically a single object. Next, we propose an improved version of the system design, where we added a feature to map a specific object with an IPv6 address. This IPv6 address becomes the temporary identifier of the object. Since we are using the IP fields in a different way, the internal cache network is isolated from the usual traffic. We select an initial pool of IPv6 addresses, which is divided into several smaller pools, one per cache. Those smaller pools of IPv6 address assigned to each cache can also be subdivided to separate the content types. For example, the n first bits identify the cache, the y next bits indicate the type of the object and the remaining bits identify the object itself. The IPv6 address used as identifier is then unique per cache and per content type. Thus, if we duplicate the content, the same object would be identified differently on different caches. With these IPv6 subnets, the SDN rules on the switches can be aggregated per cache (and content type) which allows applying QoS policies to different content types.
Thus, all the requests from the mobile clients go through the proxy to its analyzer that performs a mapping between the URL and an IPv6 address. Proxies are entry points that will query the cache controller to get the content identifiers based on the results of the analysis of the requests. Then, the proxies will forward the requests using those identifiers over the SDN network that will route it to the right cache. In order to reduce the number of operations needed, the IPv6 addresses assigned as identifiers are based on the chosen location, from its own pool of IP addresses. This will allow the requests to be routed by static rules, using masks to match only the bits identifying the cache, set on all the SDN switches to forward each pool to the right cache. When retrieving a new object, the analyzer would be given its identifier and would thus be able to fetch it without needing new rules.
Relocation Process
Before implementing the solution in the existing testbed, we have used a simulation to verify the new system design. We use a very simple relocation algorithm, based on the previous requests of the users. We do not use any predictive algorithm yet. Relocation happens on a constant basis, separated by the time interval t. This time interval must be selected carefully to be adapted to the network transmission delays. If the time interval between relocations is too big, the relocation process will happen too late and the contents will not be in optimal locations. If it is too short, the previous requests sample will not be representative enough to select an optimal location. The cache controller calculates an optimal location for each object based on the previous requests. The optimal location is the one that minimizes the load with regard to the distribution of the requests. The relocation is effective only if its cost, in terms of bandwidth consumption, is smaller than its benefit.
We propose three methods for relocating an object. In the first one, the relocation is done by updating the analyzers from the cache controllers so that the following requests will be forwarded with a new content identifier to the new cache location directly. This method is referred to as a Non-SDN relocation method in the remaining. The second method is using the SDN capabilities of the network. It consists of inserting a new rule on the switches with a higher priority matching the exact content identifier to route it to its new location; this rule will match instead of the rules routing the identifier pool to the previous cache, at least until the entries of the analyzers for the relocated object get outdated. The rules will have a timer so that the identifier can be used again later. When its entry will get outdated, an analyzer will fetch the new identifier from the cache controller. Both methods have advantages and drawbacks, so we propose a third method that is an hybrid version, selecting the most efficient method in terms of operations for every relocation.
IMPACT OF SYSTEM OPTIMIZATION 5.1 Simulation Setup
In order to determine the impact of those improvements, we have set up a simulation. We simulate a network of 16 base stations on which we randomly distribute users (up to 10 per base station), with 31 switches, all of them SDN nodes with caching capabilities. The network is pyramidal and we attribute increasing costs to the links as getting closer to the edge. Figure 6 presents the simulated network.
Let the time be discrete, the requests be unrelated to each other and N be the number of objects on the internet, ranked by popularity order. The first object is the most popular and the last is the least one. Let all the users send a request at every time slot. Let a be the identifier of the base station and xa be the number of users on the base station a. Let t be the interval between relocations.
We assume the requests of the users follow a Zipf-like distribution: the probability that the user fetches the object i (position in the popularity list) is
The value of α varying for each network, we will arbitrarily set this variable to 0.9 [4] . In a deployment, the complexity of the relocation decision algorithm depends on the number of contents and is linear, f (n) = O(n). We limit the number of existing contents that can be fetched by the users to 1500 items such as web pages or images, and we consider that the average size of the responses is 1MB, considering the repartition of size of the contents on the web [13] .
Limitations of the simulation
The main limitation of our model is about the number of objects used which for simplicity is restricted to a total of 1500 items. The requests follow a Zipf-like distribution and laws of this kind are directly dependent of the number of contents. The arbitrary choice of α does not reflect the reality either since this value varies from a single network to another. Finally, we do not focus on the physical constraints such as processing and storage capacity in the nodes. In case of storage problems, previous work has focused on replacement models to ensure the highest cache hits [2] .
Simulation Results
Using the network load metric discussed earlier, Figure 7 presents the load reduction quantifier depending on the relocations interval.
The load reduction presents three distinct phases. The first phase is increasing the efficiency due mainly to the reduction of the number of relocation which leads to reduced bandwidth consumption for the relocations. The number of requests also increases and is thus more representative of the whole behavior of the clients for the most requested contents, which leads to a better placement. In the second phase, the efficiency is decreasing due to the lack of reactivity of the system. This in practice means that when the period between relocations is high the users request content that is not properly allocated. This phase is a transition between the state where we prefer a reactive system that detects small changes in the user's requests and is adapting to it compared with a system relying more on the trends as used in the third phase. In the third phase the network load reduction increases again and we consider the reason to be 
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that the relocation is more reliable since it is based on users demand trend.
We focused then on the different relocation methods permitted by our system. Considering that updating a proxy or a switch is a single operation, we compare the number of operations needed for each method. Figure 8 displays the number of relocation operations per period of relocation and shows that the hybrid method is the most efficient. We figured out that the relocation method not using SDN performs slightly better with small relocation periods but far worst with larger relocation periods than the method using only SDN. The high relocation period induces many requests from most base stations on most of the contents, making it more expensive to reconfigure than to configure the switches in general. Those results are biased by the small size of the network used. In order to correct it for real networks, a coefficient adapted to the network situation (depending on the average SDN controller load for example) can be set in order to promote a method over the other. The third method thus provides a way to take advantage of both methods, even if the load on the controller is already significant. The main costs of the relocation process is the load added on the SDN controller or on the caches.
Considering that the costs of an operation on a switch or on an analyzer are equal (both are reconfigured over the network by a controller), Figure 9 presents the proportion of relocations processed with the SDN method and the non-SDN method. The proportion of the non-SDN method is much higher with short relocation periods and much lower with high relocation periods than the SDN method.
Thus, Figure 10 presents the average number of operations for the two first methods, the operations on the analyzers (proxies) and on the switches for the third one. The hybrid average number of operations per relocation is lower than the minimum average number of operations per relocation of the two methods separately, since for any cases when it would be higher for the non-SDN method, the relocation is performed using SDN and vice versa.
CONCLUSIONS
Mobile operators are currently interested into deploying cache solutions to bring the contents closer to the users. Therefore we propose a new system to provide in-network caching in the backhaul networks, using the capabilities of SoftwareDefined Networking. We firstly present a solution and analyze its performances. Based on the results, we design an optimized solution which is validated through simulations. The use of SDN allows us to dynamically relocate the contents from one cache to another located in any part of the LTE network. Our method uses either a feature of the proxies or the SDN capabilities to process to the relocation, depending on their efficiency. This solution performs better than any of those methods separately. Our design permits to place the content at optimal location, minimizing the bandwidth consumption and thus the costs. The relocation method proposed permits to keep the content at their optimal location with the lowest costs. This permits to improve the quality of experience (QoE) and save power since the content is downloaded faster. Those benefits will be studied further. Moreover, the system is not dependent of a single relocation decision algorithm. The system can use any algorithm implemented for that purpose. This solution is aimed at offering new caching possibilities for mobile operators in order to reduce the resource consumptions the most possible. The obvious solution would be to place the cache closer to the user but the results show that based on the number of users a more centralized location of the cache has an impact on the overall network load. Another important remark is the relevance of SDN to deploy the proposed solution. The role of SDN is primarily to enable the possibility of removing the GTP tunneling, thus removing all limitations to place the cache in the part of the network. Besides this feature, the results show that using SDN can reduce the number of operations required to reallocate the cache. Finally, the intervals between cache reallocation seems to be dependent on the content. This will be analyzed in further work to identify the optimal interval between cache reallocation.
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