We present a canonical construction of an injective normal symplectic representation of a given normal j -algebra. On the other hand, the image of the holomorphic map corresponding to any normal symplectic representation is described as a subset of the Siegel upper half plane by using vector spaces of matrices satisfying certain axioms. Combining these results, we naturally obtain 
Introduction
Piatetskii-Shapiro introduced the notion of symplectic representation of a normal j -algebra, and investigated that an injective symplectic representation gives rise to a homogeneous imbedding of a homogeneous bounded domain into the Siegel disk [6, Chapter 6] . In this paper, we present a canonical construction of an injective symplectic representation of a given normal j -algebra. Thus every homogeneous bounded domain turns out to be imbedded equivariantly into the Siegel disk. This result is in contrast with Satake's work [8] which showed that the exceptional symmetric bounded domains cannot be imbedded into any Siegel disk with the full automorphism equivariance. Actually, our imbedding is equivariant under the action of the maximal connected split solvable subgroup of the holomorphic automorphism group of the domain.
Owing to the one-to-one correspondence between homogeneous Siegel domains and homogeneous bounded domains [11] , we are always concerned with the Siegel domain realization of the homogeneous domain in this paper. Then a symplectic representation corresponds to an equivariant holomorphic map from the Siegel domain into the Siegel upper half plane. Our second main result is that, if the symplectic representation is normal, the image of the E-mail address: hideyuki@yokohama-cu.ac.jp (H. Ishi). 
A u t h o r ' s p e r s o n a l c o p y
holomorphic map is described clearly by using a system of vector spaces of matrices satisfying certain axioms. Applying this result to the canonical symplectic representation, we obtain Xu's realization of the homogeneous Siegel domain [12, 13] .
Let Z be a Hermitian vector space with a complex structure J Z and a Hermitian metric h. Setting Λ := h, we denote by Sp(Z, Λ) the real symplectic Lie group on Z preserving the form Λ, and by sp(Z, Λ) the Lie algebra of Sp(Z, Λ). Let 
Theorem A. If one defines an appropriate Hermitian metric h m on the complex vector space (Z [m] , J m ), then φ m becomes a normal symplectic representation of b.
A direct sum of symplectic representations is again a symplectic representation. We define φ b := φ 1 ⊕ · · · ⊕ φ r , which is named the canonical symplectic representation of b. Clearly, the dimension of the representation space 
Theorem B. The canonical symplectic representation φ b is always injective.
In order to explain the rest of the results, we fix our notation and terminology used in this paper. We denote by Mat(m, n; F) (F = R, C) the set of m × n matrices over F. We write Mat(n; F) for Mat(n, n; F). Let Sym(n, F) be the subspace of Mat(n; F) consisting of symmetric matrices. We write 0 n and I n for the zero and unit matrix of size n respectively. For a matrix X, we denote by t X the transposition of X. For vector spaces V and V , the matrix of a linear map A : V → V with respect to bases (e 1 , . . . , e n ) of V and (e 1 , . . . , e m ) of V is an m × n matrix A = (A pq ) defined in such a way that Ae q = m p=1 A pq e p . We often write this relation as A(e 1 , . . . , e n ) = e 1 , . . . , e m A.
If V is a real vector space, then we denote by V C the complexification of V . Now we take a partition n = n 1 + n 2 + · · · + n r of a positive integer n, and consider a system of real vector spaces V lk ⊂ Mat(n l , n k ; R) satisfying the conditions (V1) A ∈ V lk , B ∈ V ki ⇒ AB ∈ V li (1 i < k < l r), (V2) A ∈ V li , B ∈ V ki ⇒ A t B ∈ V lk (1 i < k < l r),
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We denote by h V the set of lower triangular matrices of the form ⎛ ⎜ ⎜ ⎝
We take a positive integer n 0 and consider a system of complex vector spaces W l ⊂ Mat(n l , n 0 ; C) (l = 1, . . . , r) satisfying the conditions
r).
Let W be the subspace of Mat(n, n 0 ; C) consisting of complex matrices U of the form ⎛
We put
It is not difficult to check that b V and b V,W form linear Lie algebras. Indeed, they become normal j -algebras if the complex structures j on them are defined suitably. We take an orthonormal basis (e 1 , . . . , e N ) of the Hermitian vector space (Z, J Z , h), and put
is a basis of the real vector space Z with the property Utilizing the results concerning symplectic representations, we study equivariant holomorphic maps from a homogeneous Siegel domain into the Siegel upper half planes. Let B be the Lie group exp b, and D b ⊂ C m the Siegel domain corresponding to b. The group B acts on D b simply transitively as affine transforms, and there exists a point
Let K be the unitary group on the Hermitian vector space (Z, J Z , h). Then the homogeneous space Sp(Z, Λ)/K equips a structure of a Hermitian symmetric space. Define a map Φ :
Using a standard basis B of Z, we define a map 
Thanks to Theorems B, C and D, we can compose all homogeneous Siegel domains and the solvable groups acting on the domains quite concretely, starting from the vector spaces V lk and W l . This work is inspired by Vinberg's idea [10] that every homogeneous cone is described by using a formal matrix algebra with vector entries (see also [2, 4, 9] ). Applying Theorem D to the canonical symplectic representation, we obtain Xu's standard Siegel domain (NSiegel domain) essentially, while our axioms (V1)-(V3) and (W1)-(W3) are simpler and more general than Xu's [13,
Let us describe the organization of this paper. In Section 1, we review basic facts about normal j -algebras, homogeneous Siegel domains, and the Siegel upper half plane. After elementary investigations about symplectic representations, we prove Theorem A (Theorem 2.4) in Section 2. We devote Section 3 to observing the normal j -algebras b V and b V,W .
In Section 4, we discuss the case that a symplectic representation φ : b → sp(Z, Λ) is normal. In this case, the space Z is decomposed into a direct sum of weight subspaces. We take a standard basis B of Z by gathering appropriate orthonormal bases of the weight subspaces. Then Theorem C holds for such B (Theorems 4.2 and 4.7), and Theorem D (Theorems 4.6 and 4.10) follows from the results in Section 3.
We consider the injectivity of a normal symplectic representation in Section 5. We give a criterion for the injectivity in terms of the dimensions of weight subspaces (Proposition 5.1), whence Theorem B (Theorem 5.3) follows. In the end of this paper, we explain how Xu's description of a homogeneous Siegel domain is derived from our results about symplectic representations.
Preliminaries

Normal j -algebra
Let b be a real split solvable Lie algebra, j a linear operator on b such that j 2 = − id b . The pair (b, j) is called a normal j -algebra if the following conditions are satisfied:
Let a be the orthogonal complement of the subspace [b, b] ⊂ b with respect to the inner product (·|·) ω . Then a is a commutative subalgebra of b. Furthermore, we shall see that a is a split Cartan subalgebra. Set r := dim a, which is called the rank of b. For a linear form α ∈ a * , let b α be the subspace of b given by
Then we have
A non-zero linear form α ∈ a * \ {0} is called a root if b α = {0}. 
Thanks to Proposition 1.1, we obtain 
Homogeneous Siegel domain
By (1.2) a vector space n(Q) := b(1) ⊕ b(1/2) forms a Lie subalgebra of b. The bracket formula is expressed as
We denote by N(Q) the corresponding Lie group exp n(Q). Then we have B = N(Q) B(0). We define an affine action of B on the complex vector space 
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Proof. It is sufficient to show that the differential map
On the other hand, we have [T , E] = −j T and [j X, E] = X by Proposition 1.1(iv). Thus we obtain
whence the lemma follows. 2
The Siegel upper half plane
Let Z be a Hermitian vector space with a complex structure J Z and a positive definite Hermitian form h (we regard Z as a real vector space in what follows). The imaginary part of h gives an alternating form Λ on Z:
. Let Sp(Z, Λ) be the group of real linear transforms on Z preserving Λ:
and K the subgroup of Sp(Z, Λ) defined by
The group K is nothing but the unitary group on the Hermitian vector space (Z, J Z , h). It is well known that the homogeneous space Sp(Z, Λ)/K has a structure of a non-compact Hermitian symmetric space (see [8] for details). Let sp(Z, Λ) and k be the Lie algebras of Sp(Z, Λ) and K respectively. Then we have
The tangent space of the Hermitian symmetric space Sp(Z, Λ)/K at eK is identified with the quotient vector space sp(Z, Λ)/k. This identification induces a complex structure I on sp(Z, Λ)/k. Then we see from [6, p. 50 
We denote by D N the Siegel upper half plane of rank N , that is, the set of N × N complex symmetric matrices whose imaginary parts are positive definite. We shall see that the Hermitian symmetric space Sp(Z, Λ)/K is holomorphically isomorphic to the domain D N with N = (dim Z)/2. First we take an orthonormal basis (e 1 , . . . , e N ) of the Hermitian vector space (Z, J Z , h), and set f p := −J Z e p for p = 1, . . . , N. Then we get a basis B := (e 1 , . . . , e N , f 1 , . . . , f N ) of the real vector space Z for which
. , N).
For g ∈ Sp(Z, Λ), we denote by g B the matrix of g with respect to the basis B. Then g B belongs to the ordinary real symplectic Lie group Sp(2N, R) = {S ∈ Mat(2N, R);
On the other hand, we have a well-known linear fractional action ρ of Sp(2N, R) on D N defined by
We set p N := √ −1I N ∈ D N . It is easy to check that the isotropy subgroup at p N is equal to K:
so that we obtain a bijection
Then Ψ N is biholomorphic and Sp(Z, Λ)-equivariant.
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Normal j -algebra corresponding to the Siegel upper half plane
We denote by h N the vector space of N × N real lower triangular matrices. Then h N forms a split solvable Lie algebra. Let b N be the set of matrices Y of the form
Then b N is also a split solvable Lie algebra thanks to the relations
For a symmetric matrix X = (X ij ) ∈ Sym(N, R), we denote by X a unique element of h N for which X = X + t (X ).
The components of X are given by
We define an operator j N : 
Let H N be the linear Lie group exp h N . Then H N consists of lower triangular matrices with positive diagonals. The group B N (0) := exp b N (0) is described as
Let Ω N be the open convex cone in Sym(N, R) consisting of positive definite symmetric matrices. Then we have Ω N = {T t T ; T ∈ H N }, while the Siegel upper half plane D N is described as 
Let B N be the Lie group exp b N . We see from (1.19 ) that B N is the set of matrices b of the form
Then we can easily check that B N is a subgroup of Sp(2N, R). Let us observe how B N acts on the Siegel upper half plane 12) . In particular, we have
It is easy to check that a natural bijection
is equivariant under the actions of B N .
Symplectic representations
In this section, we observe that a symplectic representation φ of a normal j -algebra b gives rise to an equivariant holomorphic map Φ from the corresponding homogeneous Siegel domain D b into the Hermitian symmetric space Sp(Z, Λ)/K. Next, we construct symplectic representations on the composition factors of a j -ideal sequence, and define the canonical symplectic representation as the direct sum of these representations.
Symplectic representations and equivariant holomorphic maps
Let (b, j) be a normal j -algebra, and (Z, J Z , h) a Hermitian vector space. We retain the relevant notation in Section 1. A symplectic representation φ of a normal j -algebra b on Z is a Lie algebra homomorphism φ : b → sp(Z, Λ) satisfying the condition
For a symplectic representation φ of b, we define a representationφ of the group
Then Φ is B-equivariant in the following sense:
Proof. It is easy to see that the equality (2.1) can be rewritten as
By (1.10), the right-hand side is equal to 
Canonical symplectic representation
A Lie subalgebra (resp. ideal) b of a normal j -algebra b is called a j -subalgebra (resp. j -ideal) if j b = b . Recalling the root space decomposition of b, we set 
Let us define a Hermitian vector space structure on the quotient space
, on which a symplectic representation of b will be constructed. We denote by J m the complex structure on Z [m] induced by j :
, we see that (2.4) is a composition sequence of j -ideals. If we put l 0 1) and Proposition 1.1(iii), so that we obtain
Substituting (2.6) to (2.5), we have
Thanks to (2.7), we have
On the other hand, we have
where the second equality follows from (NJA2). Similarly, we have 
We put n mk : 
We define 
Proof. Taking
in the following five cases:
(
In this case φ m (Y ) = 0 by definition, so that (2.12) is trivially true.
m , we see from (2.9) that the left-hand side of (2.12) is equal to
where the second equality follows from (2.6).
(3) The case Y = u ∈ l 0 m . We have α m (u) = 0, while we see from (2.7) that [u,
Thus we obtain by (2.9) 
Thus we get by (2.9)
The symmetry in the last term implies (2.13). Proof. We only have to check that (2.14)
for Y ∈ b and v ∈ l m . By (2.11), the left-hand side is
Therefore (2.14) holds thanks to (NJA1). 2
For symplectic representations of a normal j -algebra, we define a direct sum of them as Lie algebra representations. Then the direct sum is also symplectic in view of (2.1). For a normal j -algebra b, let φ b be the direct sum 
Composition of j -subalgebras of b N
We shall consider certain j -subalgebras of the normal j -algebra b N , and observe the corresponding Siegel domains. The subalgebras are composed from a system of vector spaces of matrices satisfying some axioms. Besides their own interest in supplying various concrete examples of normal j -algebras, the results in this section are significant for the study of symplectic representations because the image of a normal symplectic representation is always isomorphic to the j -algebra considered here (see Section 4).
Composition of a normal j -algebra of tube type
We take a partition n = n 1 + n 2 + · · · + n r of a positive integer n, and consider a system of real vector spaces V lk ⊂ Mat(n l , n k ; R) satisfying the conditions
A u t h o r ' s p e r s o n a l c o p y
We note that the condition (V3) is equivalent to
Let V be the subspace of Sym(n, R) consisting of real symmetric matrices X of the form
We set h V := {X ; X ∈ V}. Then elements T of h V are of the form
We see from the condition (V1) that h V is a Lie subalgebra of h n . On the other hand, the conditions (V1), (V2) and (V3) lead us to
Thus, if we put
then (1.15) and (1.17) imply that b V is a j -subalgebra of b n . Let B V be the Lie subgroup exp b V of B n . Similarly to the description of B n in Section 1.4, we have
where H V = exp h V .
Lemma 3.1. The group H V is described as
Proof. For T lk ∈ V lk , we denote byT lk the matrix of the form (3.2) whose (l, k)-block component is T lk and the other components are all zero. Similarly, letȂ l (l = 1, . . . , r) be the matrix of the form (3.2) whose (l, l)-block component is (1/2)I ν l with the others all zero. Now let us start the proof. The condition (V1) implies that the space h V forms a subalgebra of the matrix algebra Mat(n, R), so that the linear Lie group H V = exp h V is contained in h V . Since H V is also a Lie subgroup of H n = exp h n , we have H V ⊂ H n ∩ h V . To show the converse inclusion, we take T ∈ H n ∩ h V . Then T is a matrix of the form (3.2) with t ll > 0 (l = 1, . . . , r). We define elements C i (i = 1, . . . , r) and L k (k = 1, . . . , r − 1) of h V by C i := (2 log t ii )Ȃ i and L k := r l=k+1T lk respectively. Then we observe
. (exp L r−1 )(exp C r ).
Since the factors in the right-hand side are elements of H V , the matrix T also belongs to H V . Therefore H n ∩ h V ⊂ H V and the lemma is proved. 
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Ω V = {T t T ; T ∈ H V }.
Proof. Thanks to (3.3), we can define an action a of the group H V on V by a(T )X := T X t T (T ∈ H V , X ∈ V)
. This action preserves Ω V . Now take X 0 ∈ Ω V . Since X 0 is a positive definite matrix, the isotropy subgroup of H V at X 0 is trivial. Thus the orbit a(H V )X 0 ⊂ Ω V is open because dim H V = dim V. Therefore, the connectedness of the cone Ω V implies that one orbit a(H V )I n through I n ∈ Ω V coincides with Ω V , which means the statement. 2
Noting that B V is a subgroup of Sp(2n, R), we denote by
Thus we see from Proposition 3.2 that
By the same argument as in Section1.4, the Siegel domain D b V corresponding to the normal j -algebra b V is given by
and we have a B V -equivariant isomorphism
Composition of a normal j -algebra of non-tube type
Besides the real vector spaces V lk ⊂ Mat(n l , n k ; R) in the previous subsection, we take a positive integer n 0 and consider a system of complex vector spaces W l ⊂ Mat(n l , n 0 ; C) (l = 1, . . . , r) satisfying the conditions
r).
The condition (W3) is equivalent to
Let W be the subspace of Mat(n, n 0 ; C) consisting of complex matrices U of the form
The condition (W1) tells us that, for T ∈ h V and U ∈ W, we have T U ∈ W. We define a Mat(n, C)-valued Hermitian map on W by
Then the image Q W (U, U ) belongs to V C owing to (W2) and (W3) .
For X ∈ V, U ∈ W and T ∈ h V , let Y (X, U, T ) be the real matrix defined by
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Then Y (X, U, T ) belongs to b n 0 +n , and we have by (1.17)
On the other hand, we observe
where 0 W ∈ W is the n 0 × n zero matrix, and
Therefore, b V,W is a j -subalgebra of b n 0 +n . Applying the arguments in Section 1.
Recalling the definition of the Hermitian map Q in (1.3), we have by (3.9)
Therefore the Siegel domain D b V,W corresponding to the normal j -algebra b V,W is described as
where log : H V → h V is the inverse of the exponential map. Then we have B V,W = {b(X, U, T ); X ∈ V, U ∈ W, T ∈ H V }, while a straightforward calculation leads us to
Note that (U t U ) belongs to Sym(n, R), but it does not necessarily belong to V. Let D V,W be the B V,W -orbit ρ(B V,W )p n 0 +n in the Siegel upper half plane D n 0 +n . Comparing (1.22) and (1.23) with (3.10), we get
where
Proposition 3.2 tells us that there exists T ∈ H V for which b(X, U, T ) satisfies (3.11) with X = Z. Therefore, writing m(Z, U ) for the right-hand side of (3.11), we obtain 
It is not difficult to check that the bijection
D b V,W Y (Z, U, 0 n ) → m(Z, U ) ∈ D V,
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Matrix expression of a normal symplectic representation
We return to the investigation of a symplectic representation φ of a normal j -algebra b. If φ is normal, the representation space Z of φ is decomposed into a direct sum of weight subspaces. We take a basis B of Z by gathering appropriate orthonormal bases of the weight subspaces. Then we shall see that the set of matrices of the linear transforms φ(Y ) (Y ∈ b) with respect to B coincides with a j -subalgebra of b N of the form b V or b V,W considered in the previous section. Utilizing the basis B, we define a holomorphic isomorphism
Weights of a normal symplectic representation
A symplectic representation φ of a normal j -algebra b is said to be normal if every operator φ(Y ) (Y ∈ b) has only real eigenvalues. For a linear form α on the split Cartan subalgebra a = ⊕ 1 k r RA k of b, we denote by Z α the subspace of Z given by {v ∈ Z; φ(C)v = α(C)v for all C ∈ a}. Then we have
A linear form α for which Z α = {0} is called a weight of the representation φ. Piatetskii-Shapiro determined the possible weights of a normal symplectic representation:
r).
Furthermore, for k = 1, . . . , r, one has
On the other hand, we have k = 1, . . . , r) . We remark that some of n k or n 0 might be zero in general. Thanks to (4.2), we have dim Z −α k /2 = n k for k = 1, . . . , r. Putting n := n 1 + · · · + n r , we have n = dim Z(±1/2) and N = n 0 + n. e 1 , . . . , e N , f 1 , . . . , f N ) = (e 1 , . . . , e N , f 1 , . . . , f N 
We shall show that the set of Y φ forms a j -subalgebra of b N considered in Section 3 (see Theorems 4.2 and 4.7 below).
The case Z(0) = {0}
We assume that the space Z(0) = Z 0 is trivial throughout this subsection. Then (4.4) . Namely, we get 
We set V 
Lemma 4.3. (i) One has
Proof. First we note that (1.11) implies
On the other hand, since φ(Y ) ∈ sp(Z, Λ) for Y ∈ b, we see from (1.8) that
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Proof. For v ∈ Z α k /2 , we have by (2.1)
We see from (4.1) that φ(X lk )v = 0. We see also φ(T lk ) 
since φ(T lk )v = 0 by (4.1). Thus the assertion follows from (4.13).
(ii) For v ∈ Z −α k /2 , we have
since φ(T li )v = 0 by (4.1). Thus the assertion follows from (4.8), (4.13), and (4.18).
Therefore the assertion follows from (4.8), (4.13), (4.14), (4.17), and (4.18). 
The case Z(0) = {0}
In this subsection, we assume Z(0) = {0} unless otherwise stated. We retain the notation in Section 4.2, so that Lemmas 4.3, 4.4 and Proposition 4.5 still hold. We shall define an n × n 0 complex matrix U φ for an element U of b(1/2) in a little different way from the previous T φ and X φ . Let us consider a complex linear transform
where the left-hand side belongs to Z(1/2), while the right-hand side belongs to Z(−1/2) by (4.2), so that the both sides equal 0. Thus we obtain φ(j U ) 
Note that φ + (U ) induces also a complex linear map from Z(−1/2) C to Z(0) C . For q = 1, . . . , n, we have by (4.10)
where Λ is extended to a complex bilinear form on Z C . We see from (4.11) and (4.21) that
while we get by (4.11) [12, 13] .
In order to simplify the argument, we assume that n mk = 0 (1 k < m r) and q m = 0 (m = 1, . . . , r). For i = 1, 2, . . . , r + 1, we denote r + 1 − i byî. We set f i := √ 2Aˆi ∈ a and g i := √ 2Eˆi ∈ b αˆi for i = 1, . . . , r. When 1 i < k r + 1, we define To avoid the complex conjugations concerning U , one may replace the right-hand side of (6.8) by
l=1 u il × E τ l t Q τ hi , which seems to be rather natural.
