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Resumen
En este trabajo introducimos el modelo de Plantillas Deformables
Espacio-Temporales en el que integramos el acoplamiento de mœltiples
plantillas mediante restricciones geomØtricas estocÆsticas con la seg-
mentación de texturas, ambos procesos basados en la construcción y
uso eciente de Auto-Modelos o representaciones modales. Formulam-
os una función de energía que integra comportamiento local y estruc-
tural y aportamos un mØtodo de minimización bidireccional (descenso
restringido) para guiar el proceso de tracking. Finalmente presentamos
resultados experimentales obtenidos en el Æmbito del reconocimiento
y monitorización de acciones mediante Visión Articial.
Palabras Clave. Visión Activa, Tracking, Reconocimiento de Gestos,
Plantillas Deformables, Auto-Modelos, Segmentación.
1 Introducción
En todo modelo deformable, la incorporación de restricciones morfológicas1
y/o posicionales2 es un aspecto clave que suele abordarse, fundamental-
mente, desde enfoques físicos[13],[18], [19] en los que se recurre al cÆlculo
variacional para especicar condicionantes ad-hoc intrínsecos y extrínsec-
os,o bien mediante mØtodos paramØtricos en los cuales el conocimiento ge-
omØtrico a priori se codica, normalmente de forma probabilística: me-
diante transformaciones[1],[10], [11], mediante parÆmetros representativos
dependientes de la aplicación[20],[21], [22], mediante un cambio de dominio[2],
[4],[5], [12] o bien especicando reglas de producción[6]. En este sentido el
aprendizaje de restricciones geomØtricas estructurales para el acoplamien-
to de mœltiples modelos deformables, y su aplicación tanto en el dominio
VII Conferencia de la Asociación Espaæola para la Inteligencia Articial, MÆlaga, Noviem-
bre, 1997
1Caracterización de deformaciones locales.
2Aspectos de traslación, orientación, escala, etc.
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espacial como temporal es un aspecto poco tratado. En este trabajo pre-
sentamos un enfoque basado en auto-modelos 3 para abordar del prob-
lema del acoplamiento. Ello nos permitirÆ resolver problemas de track-
ing y reconocimiento de gestos[3] a partir de secuencias de imÆgenes. En
este sentido, con respecto a los mØtodos modales basados en la apariencia
visual[14],[16],[17] aportamos la segmentación automÆtica del potencial de
textura o color. En cuanto a las soluciones basadas en modelos deformables
caracterizados mediante auto-espacios[15], incorporamos la coordinación
espacio-temporal de mœltiples modelos de objeto mediante restricciones
compactas extraídas a partir de los datos de entrenamiento.
2 Plantillas Deformables Espacio-Temporales
UnmodeloM fE(t), I((t))g de Plantillas Deformables Espacio-Temporales
se dene sobre una ventana temporal [0, T ] especicando:
1. Una Estructura GeomØtrica Activa E(t)  fG(t),C(t)g denida por
un conjunto de entidades o primitivas deformables dinÆmicas4 G(t) 
fTi(t)ggi1 que satisfacen una serie de restricciones geomØtricas C(t) 
Cabs(t)[Crel(t) siendo Cabs(t)  fAj(t)gaj1 y Crel(t)  fRk(t)grk1.
En tØrminos generales se establece una doble parametrización a efec-
tos de caracterizar la variación de posición, orientación, forma y es-
cala:
(a) A Nivel Local: T (t) codica la evolución absoluta, en tØrminos
de los parÆmetros morfológicos y posicionales de la apariencia
geomØtrica de la primitiva considerada.
(b) A Nivel Estructural: A(t)/R(t) modelan restricciones geomØtri-
cas absolutas/relativas asociadas a la estructura completa que
condicionan la compatibilidad de parÆmetrosmorfológicos y posi-
cionales correspondientes al conjunto de primitivas.
2. Un Modelo de Imagen: I((t))  fPi((t))ggi1 que especica el con-
junto de potenciales de imagen, distribuciones de intensidad o texturas
dinÆmicos Pi,a los que es sensible cada primitiva deformable, es decir
la evolución de su apariencia visual 5, y una función de deformación
temporal (t) que proporciona invarianza en dicha dimensión (toler-
ancia a retrasos temporales).
El problema del tracking o correspondencia consiste en encontrar (G(t),(t)),
es decir el conjunto de plantillas dependientes del tiempo y el alineamiento
3Eigen-Models o representaciones modales: representaciones basadas en cambios de do-
minios a espacios paramØtricos de dimensión reducida.
4ParÆbolas, círculos, elipses, puntos relevantes, formas libres.
5Condiciones de iluminación, color, textura, etc.
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que satisfacen:
(G(t),(t))  arg max
G(t),(t)
P[E(t) j I((t))]  arg max
G(t),(t)
P[I((t)) j E(t)]P[E(t)]
siendo P[I((t)) j E(t)] la probabilidad condicionada quemodela la verosimil-
itud de la observación de I((t)) dada la estructura E(t) y P[E(t)] la prob-
abilidad a priori que codica el conocimiento geomØtrico previo, de manera
que asumimos:
1. Independencia de Verosimilitud: entre primitivas deformables, deman-
era que los criterios de conanza en la correlación entre modelo e im-
agen son independientes entre sí.
2. Interdependencia GeomØtrica Parcial: cada primitiva es localmente
autónoma pero estructuralmente debe satisfacer un conjunto de re-
stricciones en relación a las demÆs.
3. Independencia del Tipo de Restricción: cada una de las restricciones
pertenecientes al mismo tipo (absolutas o relativas) son independi-
entes entre sí.
Combinando estos supuestos el problema de optimización se traduce en
especicar la verosimilitud y el conocimiento a priori en los siguientes tØr-
minos:
P[I((t)) j E(t)]  P[I((t)) j G(t)] ∏gi1 P[Pi((t)) j Ti(t)]
P[E(t)]  P[C(t)] ∏aj1 P[Aj(t)]∏rk1 P[Rk(t)]
Resolver el problema de maximización resultante equivale, en la prÆctica, a
minimizar una función de coste o de energía en la que integramos, haciendo
uso del parÆmetro λ 2 [0,1], la verosimilitud y conocimiento a priori :
E[E(t) j I((t))]  (1− λ)Edatos[I((t)) j E(t)] λEprevia[E(t)]
Teniendo en cuenta que los supuestos de independencia se traducen en una
formulación aditiva, y especicando un tØrmino a priori para cada plantilla
y tipo de restricción, la función resultante es la siguiente:
Edatos[I((t)) j E(t)] 
∑g
i Elocal[Pi((t)) j gi(t)]
Eprevia[E(t)]  EprevC[Cabs(t)] EprevC[Crel(t)]
EprevC[Cabs(t)] 
∑a
j1 EprevA[Aj(t)]
EprevC[Rrel(t)] 
∑r
k1 EprevR[Rk(t)]
Atendiendo al principio de equilibrio entre economía de parÆmetros y
capacidad expresiva optamos por representaciones compactas tanto para la
caracterización geomØtrica como para la modelización de distribuciones de
intensidad. Por ello nos basaremos en el AnÆlisis de Componentes Princi-
pales (ACP)[9] como base para la extracción automÆtica del modelo proba-
bilístico (formulación de auto-modelos) tanto en el dominio espacial como
en el espacio-temporal.
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2.1 Modelo de Verosimilitud: Geometría e Imagen
La formulación de Edatos[I((t)) j E(t)] implica especicar Elocal[P((t)) j
T (t)], un criterio o mØtrica de correlación/adaptación entre primitiva e im-
agen. Teniendo en cuenta la disociación de parÆmetros morfológicos y posi-
cionales representamos las primitivas mediante T (t)  [M(t),P (t)], la
función de energía que gobierna su comportamiento local se dene en los
siguientes tØrminos:
Elocal[P((t)) j T (t)] 
∫ ∫
D
P(u,v,(t))S(u,v,T (t))dudv
dondeD es el dominio espacial de bœsqueda asociado a la primitiva,P(u,v,(t)) 
M  [B(PW(u,v)) I((t))] es el campo de potencial resultante de aplicar,
mediante convolución, un ltrado binario (B) y posteriormente otro mor-
fológico (M), sobre la imagen I((t)). El ltro B realiza la segmentación
del modelo o distribución de intensidad (textura o color) especicado en
tØrminos de un auto-espacio:
PW(u,v)  PW0(u,v)
∑
l plPWl(u,v)
B(PW(u,v))  1a
∑
l p2l /λl  hP
donde PW representa una ventana de intensidad en el dominio W centra-
da en (u,v), PW0 representa la intensidad promedio, PWl son las auto-
funciones que codican las direcciones o modos principales de variación y
λl son los autovalores de la distribución asociados a los modos principales.
Si la distancia de PW a la distribución aprendida es mayor que un cierto um-
bral hP el punto (u,v) serÆ considerado como ruido (intensidad mínima).
El ltro M viene dado por aperturas y cierres morfológicos y su objetivo
es obtener un potencial nal suave y compacto. Finalmente invertiremos
la imagen ltrada. Por otro lado S(u,v,T (t)) establece, a la manera de la
transformada de Hough, la incidencia sobre T (t) del punto considerado y
por tanto dene un criterio de ajuste geomØtrico. En denitiva la denición
de Elocal[P((t)) j T (t)] garantiza que el proceso local de minimización
se orienta hacia encontrar, independientemente del instante considerado,
una conguración de T (t) compatible con P((t)).
2.2 Modelo Previo: Geometría Local y Estructural
El objetivo de Eprevia[E(t)]  EprevC[Cabs(t)]  EprevC[Crel(t)] es acotar
el conjunto de conguraciones estructuralmente ables y depurar, corre-
gir o ponderar el resultado del proceso local de bœsqueda, lo cual motiva
la especicación de condicionantes geomØtricos de dos tipos: restricciones
absolutas y relativas.
Las restricciones absolutas (A(t)) vienen dadas por auto-espacios que codi-
can en tØrminos absolutos aspectos morfológicos y posicionales:
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1. En el primer caso es posible especicar, en función del conjunto de
funciones paramØtricas M(t)  fMn(t)gpn1, entendido en tØrminos
de parametrización de frontera de orden p, un comportamiento mor-
fológico dinÆmico individual para cada primitiva.
A(M(t))  M0(t)
∑
l
alMl(t)
2. Por otro lado cada aspecto de posicionamiento (posición, orientación
y escala) tiene una restricción asociada denida sobre el conjunto de
parÆmetros posicionales del mismo tipo PG(t)  fPGi(t)ggi1
A(PG(t))  PG0(t)
∑
l
alPGl(t)
demanera que: Pt(t)  ftxi(t), tyi(t)g agrupa parÆmetros de traslación
en x e y , Ps(t)  fsxi(t), syi(t)gg incorpora coecientes de escala en
x e y , y Pθ(t)  fθi(t)g contiene los parÆmetros de rotación u ori-
entación.
Por otro lado los auto-espacios asociados a las restricciones relativas
(R(t)) contienen conocimiento posicional (de posición, escala y orientación)
relativo a los
(
g
2
)
pares de primitivas Ti(t),Tj(t). Dicho conocimiento se
extrae a partir de los parÆmetros de PG(t), con lo cual podemos expresar
dichas restricciones en tØrminos de:
R(ϕ(PG(t))) ϕ0(PG(t))
∑
l
rlϕl(PG(t))
donde: ϕ(Pt(t))  fjj(txi(t), tyi(t))− (txj(t), tyj(t))jj2g, codica distan-
cias relativas entre las plantillas,ϕ(Ps(t))  fjj(sxi(t), syi(t))−(sxj(t), syj(t))jj2g
hace referencia a escala relativa y, nalmente, ϕ(Pθ(t))  fjj(θi(t) −
θj(t)jj2g incorpora información de orientación relativa.
Tomando como referencia las deniciones previas, los sumandos asocia-
dos a los tØrminos EprevC[Cabs(t)] y EprevC[Crel(t)] se especican de la
siguiente manera:
EprevA[A(t)] 
∑
l a2l /λl
EprevR[R(t)] 
∑
l r 2l /λl
Es decir, teniendo en cuenta que la conguración estructural óptima es aque-
lla queminimiza la distancia global a las distribuciones especicadas por los
auto-espacios asociados a las restricciones
3 Minimización de Energía
Una vez especicados los tØrminos principales de E[E(t) j I((t))] asocia-
dos a la verosimilitud y al conocimiento previo, con t 2 [0, T ] y λ 2 [0,1],
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el proceso de minimización puede abordarse desde dos planteamientos ex-
tremos: partiendo de una inicialización espacio-temporal G0(t) (ventana
completa) o bien tomando como referencia una inicialización espacial G0(0)
en el frame inicial (ventana unitaria). El primer esquema requiere elevada
capacidad de almacenamiento y bœsqueda pero aporta óptimos globalesme-
diante mecanismos de deformación temporal dinÆmica6.
El esquema de ventana unitaria[7], que desarrollaremos en el presente tra-
bajo, aporta soluciones locales pero reduce los requerimientos de almace-
namiento y bœsqueda.
3.1 Esquema de Tracking por Descenso Supervisado
Dada una conguración espacial conocida Gt0(0) se trata de obtener, para
cada frame tk j k 2 f0,1, . . . , Tg una conguración espacial G(tk). El
procedimiento consta de dos fases interrelacionadas:
1. Predicción: a partir de G(tk−1) (o de G0(t0) si k  0) aplicamos p
iteraciones para predecir la conguración de partida en el instante tk.
En la iteración i−Øsima aplicamos el modelo espacio-temporal adquiri-
do para computar:
G^i1Pred(tk)  G^iPred(tk) dEprevC[Cabs(tk)]/dtk
donde G^i1Pred(tk) recoge las recomendaciones geomØtricas de modi-
cación de M(tk) y PG(tk) obtenidas tras proyectar las restricciones
absolutas en el instante tk y realizar p etapas de descenso por gra-
diente en cada uno de los auto-espacios considerados con objeto de
minimizar EprevA[A(tk)]. El uso de este tipo de restricción y la ausen-
cia del modelo de imagen en esta etapa reduce el riesgo de mínimos
locales. El parÆmetro p debe jarse en función de la continuidad
espacio-temporal.7. En esta etapa se aproxima (tk).
2. Actualización/Correspondencia: a partir de G^pPred(tk) se procede a
aplicar el algoritmo de correspondencia espacial teniendo en cuenta
que las restricciones temporales se aplican solamente al instante tk.
La conguración Gi1(tk) se obtiene a partir de Gi(tk):
Gi1(tk)  (1− λ)G^i1L (tk) λG^i1C (tk)
lo cual se computa en dos etapas:
(a) Descenso No-Restringido: en primer lugar se trata de avanzar en
la minimización de Edatos[I((tk)) j E(tk)], en el instante tk.
6Dynamic Time Warping
7Un nœmero demasiado bajo de iteraciones posicionarÆ la estructura demasiado cerca de
la conguración correspondiente al frame anterior.
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En cada iteración asumimos que cada plantilla se recongura de
forma independiente:
G^i1L (tk)  Gi(tk) dEdatos[I((tk)) j E(tk)]/dtk
(b) Supervisión Basada en Restricciones: para el renamiento de la
dinÆmica local en tk se aplican las restricciones espacio-temporales
con objeto de avanzar en la minimización de Eprevia[E(tk)]:
G^i1C (t)  (I −W)G^i1Cabs (t)W G^i1Crel(t)
siendo I la matriz identidad y W una matriz de pesos µ 2 [0,1].
En este paso las recomendaciones debidas a restricciones abso-
lutas G^i1Cabs (t) se obtienen de la misma forma que en la etapa
de predicción, mientras que las debidas a restricciones relativas
G^i1Crel(t) resultan de minimizar primero con respecto aϕ(PG(t))
mediante proyección en auto-espacios y, a continuación derivar
el resultado con respecto a PG(t) para obtener los parÆmetros
denitivos.
Las conguraciones espaciales G(0),G(1), . . . ,G(T) obtenidas a par-
tir del anÆlisis de la secuencia constituyen, en conjunto, una aproximación
local a G(t) con t 2 [0, T ].
3.2 Aplicación al Reconocimiento Gestual
Tomando como referencia el esquema computacional anterior para resolver
el problema del tracking y reconocimiento de gestos hemos asociado unmod-
elo espacio-temporal a cada tipo de gesto M0,M1, . . . ,Mp. El objetivo en-
tonces es encontrar aquel modelo que, tras la etapa de tracking por descenso
supervisado, maximiza la correlación con la imagen de entrada.
Para la experimentación hemos aprendido un modelo gestual tomando co-
mo referencia imÆgenes en color acerca del desarrollo de una tarea del mun-
do de bloques (colocación de bloques azules, rojos y verdes). El uso de
bloques coloreados permite simplicar el problema de segregación objeto-
fondo.
Para la segmentación de color hemos utilizado auto-espacios cromÆticos
aprendidos a partir de muestras de intensidad RGB de tamaæo 5  5 (75
parÆmetros) y hemos retenido el 100% de la variabilidad para texturas sim-
ilares al verde, y el 95% para texturas identicables como rojo o azul (ver
Figura 1).
A continuación se ha aplicado una apertura morfológica que toma como
referencia un elemento estructurante cuadrado de tamaæo 3 3.
Hemos generado muestras distribuidas normalmente y con covarianzas
acotadas para aprender el movimiento, a lo largo de 35 frames (T  34), gen-
erado en la construcción de una torre a partir de cuatro cubos coloreados y
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Figura 1: Campos de potencial obtenidos para las distintas distribuciones y
campo de potencial conjunto. Este campo se obtiene realizando una función
lógica AND de las imÆgenes inversas de los campos de potencial anteriores.
modelados por plantillas robustas elípticas[8] o bien super-elipsoidales[7].
En este sentido las varianzas asociadas a cambios de escala, orientación y
forma son casi nulas, centrÆndonos en los datos traslacionales cuyas var-
ianzas son signicativas en la parte de la secuencia en la que intervienen
en el movimiento. Retenemos el 90% de la variabilidad. A continuación
hemos jado λ  0.5 y p  2. Teniendo en cuenta que solamente consid-
eramos restricciones traslacionales optamos por dar en W un peso de 0.25
a la parte relativa y, en consecuencia, un peso de 0.75 a la parte absoluta.
Los resultados obtenidos se muestran en la Figura 2 en donde la entrada
se corresponde con el modelo, y en Figura 3, en donde existe un desfase
temporal importante.
Figura 2: Resultado obtenido con una secuencia de entrada correcta.
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Figura 3: Resultados obtenidos con una secuencia de entrada defectuosa.
4 Conclusiones
A lo largo de este trabajo hemos presentado un nuevo esquema computa-
cional para abordar el problema de correspondencia espacio-temporal me-
diante el uso de auto-modelos. En esta propuesta se enfatiza la extracción
y uso de restricciones geomØtricas compactas y su integración con procesos
de segmentación de textura. La minimización de energía se aborda medi-
ante la integración de dinÆmicas locales y procesos de bœsqueda estocÆs-
ticos en auto-espacios (descenso supervisado) a partir de los cuales obten-
emos recomendaciones de adaptación. Se trata pues de un esquema bidirec-
cional ascendente-descendente. Finalmente aportamos diversos resultados
experimentales obtenidos en el Æmbito de monitorización de acciones que
muestran la adecuación del modelo propuesto. En el futuro abordaremos
el tratamiento del problema de oclusión mediante el uso de modelos ge-
omØtricos bidireccionales.
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