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Abstract—Many websites presently provide the facility for 
users to rate items quality based on user opinion. These ratings 
are used later to produce item reputation scores. The majority of 
websites apply the mean method to aggregate user ratings. This 
method is very simple and is not considered as an accurate 
aggregator. Many methods have been proposed to make 
aggregators produce more accurate reputation scores. In the 
majority of proposed methods the authors use extra information 
about the rating providers or about the context (e.g. time) in 
which the rating was given. However, this information is not 
available all the time. In such cases these methods produce 
reputation scores using the mean method or other alternative 
simple methods. In this paper, we propose a novel reputation 
model that generates more accurate item reputation scores based 
on collected ratings only. Our proposed model embeds statistical 
data, previously disregarded, of a given rating dataset in order to 
enhance the accuracy of the generated reputation scores. In more 
detail, we use the Beta distribution to produce weights for ratings 
and aggregate ratings using the weighted mean method. 
Experiments show that the proposed model exhibits performance 
superior to that of current state-of-the-art models. 
Keywords—Weighted Mean; Ratings Aggregation; Beta 
Distribution; Reputation Model. 
I. INTRODUCTION 
Reputation systems are gaining increasing credibility 
among web users because these systems provide a metric with 
which product quality can be evaluated. They are currently 
considered essential components of e-commerce or product 
review websites, where they provide methods for collecting 
and aggregating users’ ratings to enable the calculation of the 
overall reputation scores of products, users, or services [1]. 
Generated reputation scores influence customer decisions 
regarding items, since they are typically used to compare the 
quality of different items recommended to users [2].  
In this paper, we focus on using ratings feedback in 
building item reputation scores. The simple mean method is the 
most straightforward approach to aggregating user ratings for 
the purpose of generating item reputations [3]. The method 
provides a magnitude value of all ratings with reasonable 
accuracy. The median, which is also used to represent a 
reputation score, is more stable than the mean [4]. Reputation 
scores are critical components of feedback systems because of 
their increased influence on online users. Any minor 
improvement in the accuracy of reputation scores can 
noticeably affect website performance. An increasing number 
of aggregators have therefore been developed to enhance the 
accuracy of reputation scores [5, 6, 7, 8, 9].  
Many reputation systems have recently been put forward, 
with the majority embedding one or more factors in the rating 
aggregation process to enhance the accuracy of reputation 
scores. These factors include the time at which a rating was 
provided, the reputation of the user who provided this rating, 
and trust among users [7, 8, 9, 10, 11]. These factors are 
usually regarded as weights assigned to ratings during the 
aggregation process. The weighted mean method is a typical 
approach [10]. User- and time-related factors are independent 
of rating aggregation methods and can be incorporated into any 
aggregation technique, such as the simple mean method and 
the Dirichlet [12], fuzzy [6], and NDR [13] models. 
Some of the proposed reputation models include other 
factors, such as the uncertainty of available ratings. These 
methods can produce more accurate reputation scores than 
those generated by the simple mean method [5, 6, 12] and are 
considered state-of-the-art models in reputation research. 
Despite these advantages, however, most existing reputation 
models do not explicitly consider the number (count) of ratings 
and the frequency of rating levels in the rating aggregation 
process. Rating count refers to the total number of ratings 
assigned to an item. Rating level pertains to a rating value, and 
the frequency of a rating level refers to the number of users 
who have rated an item with the rating value. In general, we 
believe that rating weights should relate to the frequency of 
rating levels and rating count. The frequency of rating levels 
for an item reflects how users view an item. For example, more 
instances of rating level 5 than rating level 2 indicate that the 
item is favored by a larger number of customers. The rating 
count of an item reflects the reliability of rating usage in 
building reputation scores; the higher the number of ratings 
assigned to an item, the larger the number of opinions that the 
ratings can reflect, and thus, the more accurate the item’s 
reputation derived on the basis of these ratings.  
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In this paper, we propose a novel reputation method called 
the beta distribution-based reputation (BetaDR) model, which 
takes both rating level frequency and rating count into 
consideration in deriving item reputations. The rest of the paper 
is organized as follows. Section II briefly introduces existing 
product reputation models, and Section III comprehensively 
explains the proposed method. Section IV discusses the 
experiment and results, and Section V concludes the paper. 
II. RELATED WORK 
Reputation systems can be used to assess many objects, 
such as webpages, products, services, users, and peer-to-peer 
networks; these systems reflect what is generally said or 
believed about a target object [13]. An item’s reputation is 
calculated on the basis of the ratings provided by many users, 
and a specific aggregation method is used for the calculation. 
Many methods use the weighted mean as an aggregator of 
ratings, wherein weight can represent a rater’s reputation, the 
time at which a rating was provided, or the distance between 
the current reputation score and a recently received rating. 
Shapiro [1] confirmed that time is important in calculating 
reputation scores; hence, the time decay factor has been widely 
used in reputation systems [8, 11, 12]. Leberknight, Sen, and 
Chiang [8] discussed the volatility of online ratings in an effort 
to reflect the current trend of users’ ratings. The authors used 
the weighted mean, in which previous ratings have less weight 
than do current ones. Riggs and Wilensky [14] performed 
collaborative quality filtering based on the principle of 
identifying the most reliable users. Lauw, Lim, and Wang [7] 
classified users into lenient and strict users in their proposed 
leniency-aware quality model. 
Jøsang and Haller [12] introduced a multinomial Bayesian 
probability distribution reputation system based on Dirichlet 
probability distribution. The authors indicated that Bayesian 
reputation systems provide a statistically sound basis for 
computing reputation scores. A major contribution of their 
proposed model is its introduction of uncertainty to the 
reputation calculation process. The smaller the rating count 
involved, the higher the impact of the uncertainty addition. 
This model therefore provides more accurate reputation values 
when only a few ratings are assigned to an item.  
Using fuzzy models is an equally popular approach in 
calculating reputation scores because fuzzy logic provides rules 
for reasoning with fuzzy measures, such as trustworthiness. 
These measures are typically used to describe reputation. 
Sabater and Sierra [10] proposed the REGRET reputation 
system, which defines a reputation measure that considers the 
individual, social, and ontological dimensions. Bharadwaj and 
Al-Shamri [6] put forward a fuzzy computational model for 
trust and reputation. The authors define the reputation of a user 
as the accuracy of his/her prediction regarding other users’ 
ratings for different items. The authors also introduced the 
reliability metric, which represents the degree of reliability of a 
computed score. 
In one of our previous works [13] we proposed the normal 
distribution-based reputation model (NDR), which is described 
as a weighted mean reputation system, wherein weights are 
generated using a normal distribution curve. In this work, the 
median rating and the ratings close to it acquire higher weights 
than do other ratings. We also put forward a modified NDR 
model with uncertainty (NDRU). Both models perform well on 
sparse and dense datasets. However, neither model explicitly 
considers rating count because under a small number of 
ratings, the median rating is unstable and uninformative. This 
shortcoming can negatively affect the accuracy of the 
reputations generated by NDR or NDRU. 
Some reputation systems generally compute reputation 
scores on the basis of the reputation of a user or reviewer; 
alternatively, ratings are normalized in accordance with the 
behavior of a reviewer. Other works have suggested the 
incorporation of volatility features to ratings. To the best of our 
knowledge, most of the aggregating methods currently used in 
reputation systems do not explicitly consider the frequency of 
rating levels and the number of ratings for an item.  
III. BETA DISTRIBUTION-BASED REPUTATION MODEL  
In this section, we introduce a new rating aggregation 
method that generates item reputation scores. First, we use the 
arithmetic mean method as the naïve method. Second, the term 
“rating level” is used to represent the number of possible rating 
values that can be assigned to a specific item by a user. Let us 
consider, for example, a five-star rating system with possible 
rating values of {1,2,3,4,5}. Under this system, we say that we 
have five rating levels—one for each possible rating value.  
As previously stated, the weighted mean method is the 
most frequently used approach in rating aggregation, and 
weights usually represent time decay or reviewer reputation. In 
the naïve method, the weight of each rating is 
1
n
, where n is the 
number of ratings for an item. Regardless of whether we use 
the simple mean method or the weighted mean method that 
also consider time or other user-related factors, the frequency 
of each rating level and the rating count of an item are not 
explicitly taken into consideration. For example, we assume 
that an item receives a set of ratings < 2, 2, 2, 2, 3, 5, 5 >, 
under the simplest mean method, the weight assigned to each 
of the ratings is 
1
7
. Although rating level 2 has a frequency 
higher than those of all other rating levels, the ratings in this 
level are assigned the same weight as those ascribed to other 
ratings, i.e., 
1
7
. This example shows how rating level 
frequencies are disregarded in the weight calculation process.  
Most ratings aggregators, such as the naïve, weighted mean 
and NDR [13] methods, disregard rating count as a 
measurement of the reliability of available ratings in reflecting 
item reputation. A situation that may occur in some cases and 
by chance is when a new item is introduced, the first few raters 
have similar opinions (either positive or negative) about an 
item. In such cases, available item ratings are insufficient for 
producing reliable reputation scores. Generally, the fewer the 
number of ratings assigned to an item, the less accurate the 
aggregated rating for this item. 
We propose the use of the weighted mean to aggregate 
ratings. A more important feature of our approach is that 
weights are generated following two principles. First, the more 
frequent a rating level, the higher the weights assigned to the 
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Fig. 1. Example of NDR normalized weights for 7 ratings  
 
ratings at that level. Second, different weighting strategies 
should be used to calculate the rating weights of an item with 
few ratings and an item with many ratings. The beta 
distribution is suitable for use in the proposed reputation model 
given that it enables the flexibility necessary to satisfy the two 
principles. Later in this section, we present some examples (see 
Table IV) to compare the naïve and NDR methods with the 
proposed methods and demonstrate the superiority of the later.  
A. Normal Distribution-Based Reputation Model  
In [13], we proposed the use of the probability density 
function (PDF) of the normal distribution to generate weights 
for the ratings of an item and then produce the item’s 
reputation score by aggregating the ratings through the 
weighted mean method. This method (denoted as NDR) 
considers the frequency of ratings in the rating aggregation 
process. Assuming that the ratings fall under normal 
distribution (bell shape) the middle ratings are assigned higher 
weights than the ratings falling at the two ends of the 
distribution curve. Fig. 1 shows the weights assigned to a list of 
ratings < 2, 2, 2, 2, 3, 5, 5 >.  
Garcin, Faltings, and Jurca [4] studied and compared 
several reputation aggregators, including the mean, weighted 
mean, mode, and median. The authors demonstrated that the 
median is a more accurate representative of reputation because 
it is more informative and stable. The use of a bell-shaped 
normal distribution guarantees that middle ratings will be 
assigned weights higher than those allocated at the curve edges 
(extreme ratings). The middle ratings represent the median 
rating and the ratings close to it. Assigning higher weights to 
these ratings therefore enables a more accurate estimation of 
reputation score, as indicated in [13]. 
In the experiment we discussed in [13], the NDR method 
exhibits higher accuracy when used on dense datasets than on 
sparse datasets. This result is attributed to the method’s 
disregard of rating count in the weighting process. Under a 
small number of available ratings, therefore, the frequencies of 
rating levels are insufficient to produce accurate aggregation. 
The NDRU method is an attempt to overcome the unreliability 
problem. To this end, uncertainty is incorporated into the 
original NDR. This modification enhances accuracy over 
sparse datasets. Nevertheless, both NDR and NDRU assign 
higher weights to middle ratings by using a bell-shaped 
distribution to generate rating weights, regardless of the rating 
count of an item. 
B. Weighting Based on the Standard Beta Distribution  
As mentioned earlier, the main problem with the NDR and 
NDRU models [13] is the constancy of the bell distribution 
shape. Although the methods provide more accurate 
aggregations over dense datasets, their performance on sparse 
datasets is unimpressive. This failure establishes that assigning 
higher weights to middle ratings works well only on dense 
datasets. Over sparse datasets, this approach becomes 
insufficient when only the frequency of rating levels is 
considered; ensuring accuracy necessitates that the total 
number of ratings for an item (i.e., rating count) be taken into 
account as well. In the cases where the ratings count is 
relatively low, we propose to assign higher weights to extreme 
ratings to reduce the middle ratings contributions in reputation 
scores.  
The beta distribution shows potential for generating 
different shapes, thus emphasizing middle or extreme ratings 
on the basis of shape parameters that can be related to dataset 
statistics. The standard beta distribution is generally a 
continuous probability distribution that is defined on the 
interval of (0, 1), i.e. where 0 < xi < 1. Its probability density 
function is 
𝐵𝑒𝑡𝑎(𝑥𝑖) =  
Γ(α + β)
Γ(α)Γ(β)
  𝑥𝑖
α−1(1 − 𝑥𝑖)
β−1             (1) 
where Γ represents the Gamma function, and α and β are two 
parameters that can determine distribution shape. Different 
values of shape parameters provide a variety of shapes that can 
flexibly model various datasets. Our proposed method is thus 
described as a weighted mean method, wherein weights are 
generated by the beta distribution. The crucial issue here is to 
determine shape parameters α and β to produce the desired 
distribution shape, which is used to generate ratings weights for 
every single item.  
Suppose that we have 𝑛 ratings for a specific item P, 
represented as a vector RP = 〈r0, r1, r2, … , r𝑛−1〉, where r0 has 
the lowest rating level, and r𝑛−1 has the rating level, i.e., 
r0 ≤ r1 ≤ r2 ≤ ⋯ ≤ r𝑛−1 . To aggregate the ratings, we need 
to compute the weight associated with each rating, which is 
also represented as a vector WP = 〈w0, w1, w2, … , w𝑛−1〉. As 
previously discussed, the weights of the ratings are calculated 
using the beta distribution PDF given in (1), where Beta(xi) is 
the weight of the rating at index 𝑖 = 0, … , 𝑛 − 1. For the n 
ratings ri  in RP, we design (2) to evenly select n values xi 
within [0, 1], thereby generating weights Beta(𝑥𝑖) for rating ri, 
𝑖 = 0, … , 𝑛 − 1. 
𝑥𝑖 =
0.98 × 𝑖
𝑛 − 1
+ 0.01                                   (2) 
By using (2), we derive x0 = 0.01, ⋯ , x𝑛−1 = 0.99. The 
generated weights Beta(𝑥𝑖) are then normalized, so that the 
summation of all the weights is equal to 1. Hence, normalized 
weights 〈𝑤0, 𝑤1, 𝑤2, … , 𝑤𝑛−1〉 are calculated as follows: 
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𝑤𝑖 =
Beta(𝑥𝑖)
∑ Beta(𝑥𝑗)
𝑛−1
𝑗=0
 , ∑ 𝑤𝑖
𝑛−1
𝑖=0
= 1                    (3) 
We generate a unified weight for every rating level and 
then use it to calculate the final reputation score, which is 
discussed below.  
C. Reputation Score Generation 
We separate ratings into groups on the basis of rating 
levels, with each group containing ratings of the same level. 
Rl = 〈r0
l , r1
l , r2
l , … , r
|Rl|−1
l 〉, l = 1, 2, … , k, for each rating r ∈
Rl,  r = l. The set of all the ratings for item P is  RP = ⋃ R
lk
l=1 . 
The corresponding weights of the ratings in Rl are represented 
as 𝑊l = 〈𝑤0
l , 𝑤1
l , 𝑤2
l , … , 𝑤
|Rl|−1
l 〉. The final reputation score is 
calculated as the weighted mean for each rating level by using 
(4), where level weight LWl is the summation of the weights of 
every rating that belongs to level l. This level weight is 
calculated in Equation (4). 
BetaDR𝑝 = ∑(𝑙 × 𝐿𝑊
𝑙)
𝑘
𝑙=1
, 𝐿𝑊𝑙 = ∑ 𝑤𝑗
𝑙
|𝑅𝑙|−1
𝑗=0
          (4) 
D. Symmetric versus Asymmetric Shapes 
Fig. 2 shows three beta distribution shapes (and thus, three 
weighting distributions) for the simple rating example in Fig. 1. 
Shapes 1, 2, and 3 are generated for α = 2 and β = 5, α = β =
5, and α = 5 and β = 2, respectively. The median rating is 
considered the centroid of the ratings, and it separates all the 
other ratings into two groups: the lower group, which contains 
all the ratings less than the median, and the upper group, which 
comprises all the ratings larger than the median. The median 
rating in the example illustrated in Fig. 2 is in index 4. The 
figure shows that for Shape 1 with α = 2 and β = 5 (i.e., 
α <  β), the lower group is assigned weights higher than those 
obtained by the upper group; for Shape 3 with α = 5 and β =
2 (i. e. , α >  β) , the upper group acquires weights higher than 
those assigned to the lower group. These results indicate that in 
the two cases, the ratings in the two groups contribute 
differently to the reputation calculation. Generally, no evidence 
justifies the allocation of higher weights to either group. We 
propose to equally consider the weights for the two groups in 
reputation calculation; that is, in the proposed method, the 
weights assigned to both groups are equal, as in the case 
illustrated by Shape 2 in Fig. 2. In this case, the shape of the 
weight distribution is symmetric.  
Symmetry is an important feature of the generated shape, 
which occurs when the two shape parameters are equal, α = β. 
A symmetric shape indicates that a line can split the shape into 
two pieces that are each other’s mirror [15]. We use the 
symmetric shape for the beta distribution at all times to ensure 
fairness and the equal contribution of low and high ratings. In 
general, constantly using symmetric shapes in the proposed 
method is considered crucial for it to fulfil its purpose. 
Symmetric shapes ensure a stable and unbiased reputation 
model. 
E. The Beta Distribution Shapes 
Fig. 3 shows an example of the three different symmetric 
shapes of the beta distribution PDF. The U shape of the beta 
distribution is generated when shape parameters α = β < 1. 
The figure indicates that the extreme ratings—the first indexed 
rating (lowest rating value) and the last indexed rating (highest 
rating value)—are assigned the highest weights. The weights of 
the extreme ratings depend on the depth of the U shape. The 
lower the values of α and β, the deeper the curve will be, 
indicating higher weights for the extreme ratings. When 
α and β approach 1, the curve takes on a more flattened shape, 
thereby increasing the weights assigned to the middle ratings 
and decreasing those allocated to the extreme ratings.  
In the case wherein shape parameters α = β = 1, the beta 
distribution PDF produces a uniform distribution [0,1]. All the 
ratings have the same weights wi =
1
n
 . Fig. 3 depicts the 
uniform distribution as a straight line. This case illustrates the 
naïve method, wherein the weights of all the ratings are 
unified.  
The last shape illustrated in Fig. 3 is the bell shape, which 
is generated when the values of shape parameters α = β > 1. 
The middle value in this shape represents the median, in which 
the shape is symmetric. In the bell shape case, the median 
rating and the ratings close to it are assigned weights higher 
than those provided for the ratings far from the median. Under 
 
Fig. 2. The effect of using different values of α and β on PDF shape of 
the beta distribution using Table I example. 
 
Fig. 3.    Different symmetric PDF shapes of the beta distribution using 
20 ratings 
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TABLE I.  EXAMPLE OF LOW RATINGS COUNT AND VARIANT 
RATINGS 
Rating level 1 2 3 4 5 
Frequency 3 1 2 4 1 
1.  
Beta-Distribution Reputation Score MAE 
U Shape 𝛼 = 𝛽 = 0.5 2.90413 1.21217 
Bell Shape 𝛼 = 𝛽 = 5 3.12557 1.22511 
 
 
larger shape parameters, the bell shape becomes sharper, thus 
increasing the weight given to the median rating. 
F. Calculation of Shape Parameters  
The reputation score of an item is derived from the ratings 
assigned to this item. As previously stated, the number of 
ratings for an item is important to generate an accurate item 
reputation score. This requirement indicates that if an item has 
a small number of ratings, then the reputation score generated 
by these ratings may be less reliable than those generated by 
the use of a high number of ratings. The rating count for an 
item should therefore be taken into consideration in deriving 
the reputation score for this item. Conversely, the distribution 
of rating count over items can differ across various application 
domains. For example, on average, the movies featured in a 
movie review website may receive hundreds or thousands of 
ratings, whereas the cars in a car selling website may receive 
only a few ratings. Directly using absolute rating counts in 
deriving reputations would therefore generate bias from one 
domain to another. To address this problem, we propose 
adopting the ratio between the rating count of an item and the 
average rating count for all the items in a domain. This ratio, 
called the item rating relative count (IRRC), is used to measure 
the rating count of an item, as calculated in (5):    
𝐼𝑅𝑅𝐶 =
𝑛𝑖
?̅?
   , ?̅? =
∑ 𝑛𝑖𝑝𝑖∈𝑀
|𝑀|
                       (5) 
where ni is the rating count of an item pi, and n̅ denotes the 
average rating count of the items in a domain, assuming that M 
is the set of items in the domain.  
The most important issue in this study is our proposal to 
control the shape of the beta distribution for an item’s ratings 
on the basis of the item’s IRRC, as well as the basic statistics 
including mean and standard deviation of the item ratings. As 
mentioned earlier, the shape generated using the beta 
distribution is determined by the values of α and β. The 
proposed method for calculating the two shape parameters is  
α = β = {(
μ
σ
)
2
× 𝐼𝑅𝑅𝐶 , σ ≠ 0 
𝐼𝑅𝑅𝐶 ,                σ = 0 
                         (6) 
where μ  and σ denote  the mean and the standard deviation of 
the item’s ratings, respectively, and IRRC  represents the item 
relative ring count for this item. In (6), if  σ = 0, which can 
occur if all available ratings are of the same value, then 
α = IRRC.  
The U and bell shapes are the most common shapes in this 
model. By contrast, uniform distribution, in which shape 
parameters α = β = 1, rarely occurs. This variance is 
attributed to the use of the μ-to- σ ratio, which will be very 
difficult to return to 1 (i.e., μ = σ), especially after we multiply 
this ratio by the IRRC. A special case when this situation 
happens is when all the ratings given to an item have the same 
value, thereby yielding σ = 0. Under the same case with (6), 
α = β = IRRC; at the same time, IRRC = 1, which can occur if 
the ratings given for this item is equal to the average number of 
ratings in the item domain. This situation can commonly occur 
in domains with a fixed number of ratings per item. An 
example of such domain is the scoring by Olympic judges. 
Each player will have the same number of scores given by 
judges, in which case the IRRC is always equal to 1. In the next 
section, we explain how (6) is designed through an example 
that illustrates the process. 
G. Using Different Shapes 
This section is intended to determine which cases benefit 
from the use of either U or bell shape in the BetaDR model to 
generate more accurate aggregation. To answer this question, 
we first need to explain how we measure the accuracy of an 
aggregated reputation score in the case where there is no 
ground truth available to evaluate the accuracy. For reputation 
accuracy, the hypothesis is that the closer a reputation score of 
an item to users’ actual ratings for the same item, the more 
accurate the reputation score. The mean absolute error (MAE) 
metric can be used to measure the accuracy, for which 
reputation scores are compared with actual item ratings. The 
MAE calculated in (7) is the mean absolute error of the 
reputation score for one item:  
𝑀𝐴𝐸 =  
∑ |𝐵𝑒𝑡𝑎𝐷𝑅𝑝 − 𝑟𝑖|
𝑛
𝑖=1
𝑛
                         (7) 
where BetaDRp is the reputation score for item p, ri is the 
actual rating assigned by a user to the item, and n denotes the 
number of  ratings to the item in a dataset. The lower the MAE 
score, the higher the reputation model accuracy. 
In the following sub-sections, we use simple examples to 
illustrate which shape is more suitable to use. We calculate the 
reputation score using the beta distribution; one calculation 
with a U shape α = β = 0.5 and another with a bell shape 
α = β = 5. In general, we have three key different cases from 
which to determine the most appropriate shape to be used in 
each case. The first two cases feature a very low number of 
ratings available for an item, with variant or similar ratings. 
These cases indicate that the item is either recently added to the 
dataset or unpopular. The third case involves a high rating 
count. 
1) Low rating counts and variant ratings: Table I shows 
an example of 11 ratings covering all rating levels and the 
standard deviation is 𝜎 = 1.446. In this example, the MAE 
scores show higher accuracy when a U shape is used than when 
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TABLE II.           EXAMPLE OF LOW RATINGS COUNT AND SIMILAR 
RATINGS 
Rating level 1 2 3 4 5 
Frequency 0 0 3 7 1 
3  
Beta-Distribution Reputation Score MAE 
U Shape 𝛼 = 𝛽 = 0.5 1.89672 1.46197 
Bell Shape 𝛼 = 𝛽 = 5 1.95355 1.42206 
 
TABLE III.         EXAMPLE OF HIGH RATINGS COUNT 
Rating level 1 2 3 4 5 
Frequency 125 75 25 75 50 
 
Beta-Distribution Reputation Score MAE 
U Shape 𝛼 = 𝛽 = 0.5 2.85943 1.02008 
Bell Shape 𝛼 = 𝛽 = 5 3.02791 1.00797 
 
 
TABLE IV.           EXAMPLE OF WEIGHTS PER LEVEL GENERATED USING 
NAÏVE, NDR AND BETADR. 
 Rating level 1 2 3 4 5 
Case 1 
Frequency 5 1 1 1 1 
Naïve Weights 0.566 0.111 0.111 0.111 0.111 
NDR Weights 0.578 0.147 0.123 0.191 0.060 
BetaDR Weights 0.511 0.022 0.027 0.043 0.396 
Case 2 
Frequency 125 25 25 25 25 
Naïve Weights 0.566 0.111 0.111 0.111 0.111 
NDR Weights 0.573 0.140 0.122 0.096 0.069 
BetaDR Weights 0.0590 0.168 0.134 0.083 0.025 
 
 
a bell shape is adopted.  
2) Low rating counts and similar ratings: Table II shows 
an example of 11 ratings too, however, in this example, ratings 
are quite similar covering only 3 rating levels, which results in 
a lower   standard deviation 𝜎 = 0.603. In this case, the MAE 
scores show higher accuracy when a bell shape is used than 
when a U shape is employed.  
The rating count in the examples in Tables I and II is the 
same, but the U shape is more accurate in Table I, whereas the 
bell shape is more accurate in Table II. The main difference 
between the two examples, however, is the ratings deviation. In 
Table I, the standard deviation is higher than that in Table II; 
the best accuracy in Table I is derived at α = β = 0.5, whereas 
that in Table II is obtained with α = β = 5. This result 
indicates that the standard deviation and shape parameter 
values are inversely proportional. That is, the more variant the 
ratings, the lower the value generated for the shape parameters, 
indicating that the extreme ratings are more important than the 
middle ratings for this item. By contrast, the shape parameter 
values are larger under a low standard deviation. In this case, 
the ratings available for an item are close to each other, 
indicating that the middle ratings are reliable and should be 
given more weight than the extreme ratings. 
3) High rating counts: Table III shows an example with a 
large rating count of 350 and a standard deviation 𝜎 =  1.195. 
The first noticeable issue is that accuracy here is considerably 
higher than that achieved in the Tables I and II examples. This 
finding confirms that the larger the rating count, the more 
accurate the aggregated reputation score. In other words, the 
frequencies of rating levels more reliably produce an accurate 
estimation of reputation. The bell shape also produces more 
accurate reputations than does the U shape. The bell shape 
emphasizes the ratings in the middle, indicating that the 
frequencies of rating levels are reliable. The rating count is 
directly proportional to the shape parameters. 
The shape parameter equation, (6), consists of two parts: 
the first is the mean-to-standard deviation ratio, and the second 
is the IRRC. Standard deviation σ is inversely proportional to 
the shape parameters values. We use the mean with the 
standard deviation to ensure that this equation is suitable for 
any rating system, regardless of rating range. The second part 
is directly proportional to the shape parameter values. 
In the first two examples (Tables I and II), the rating count 
is of a moderate value. In this case, the IRRC value is less than 
1, and the standard deviation is important because it influences 
the shape parameters in the determination of distribution shape. 
When the IRRC is multiplied by (
μ
σ
)
2
, a result less than 1 
means that the Beta PDF will generate a U shape, whereas a 
result greater than 1 means that the Beta  PDF will generate a 
bell shape. If the ratings deviate from the mean (as in Table I), 
the standard deviation value will be large and the shape 
parameters will be low, thereby favoring the generations of the 
U shape. This result indicates that more ratings are needed for 
the derived frequencies of rating levels to be reliable. 
Conversely, if the ratings are close to the mean, then the 
standard deviation will be low and the shape parameter values 
will be high, thus generating the bell shape. The example in 
Table II demonstrates that the bell shape is more accurate in 
this case and that the frequencies of rating levels are reliable. 
If the IRRC is high, (as in Table III), then the shape 
parameters will be high as well. The shape produced will 
therefore almost always be the bell shape. As indicated in 
Table III, the bell shape produces more accurate reputations 
than does the U shape. A high IRRC occurs when the number 
of ratings available for an item is higher than the average 
number of ratings per item in a dataset. In this case, the 
frequency of ratings is reliable, and the bell shape is employed. 
The mean and standard deviation are involved in increasing or 
decreasing this value, depending on the extent to which ratings 
deviate from the mean value. Increasing this value produces a 
sharper shape, indicating that more weight is given to the 
median rating.  
H. Detailed Comparison with Naïve and NDR Methods via an 
Example 
Table IV shows an example of rating aggregation using the 
naïve method, the NDR model [13], and the proposed BetaDR 
model. The example demonstrates two cases of rating level 
frequencies, wherein the percentage of recurrence per rating 
level is the same, but the number of ratings differs. In both 
cases, the weight of each rating is fixed under the naive 
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TABLE V.           USED DATASETS STATISTICS. 
Dataset Users Items Ratings Rating Levels 
ML-100K 943 1682 100,000 5 
ML-1M 6,040 3,952 1,000,209 5 
ML-10M 71,567 10,681 10,000,054 10 
 
 
method.  
We use the value ?̅? = 200 in Table IV example. The 
proposed BetaDR method exhibits two different behaviours 
under the two cases shown in Table IV. In the first case, the 
BetaDR method generates a U-shaped curve because the 
number of ratings is considerably lower than the average 
number of ratings. The IRRC is very low, i. e. ,
9
200
 , thus 
resulting in values for α = β < 1 after it is multiplied by (
μ
σ
)
2
. 
In case 1, the BetaDR method assigns high weights to the 
extreme ratings and low weights to the middle ratings. In case 
2, it generates a bell shape, which ascribes high weights to the 
middle ratings.  
In case 2, the nonlinear increment in weights for repeated 
ratings of the same level result in a higher aggregated weight 
for that rating level. For example, rating level 1 is the most 
frequent level. In comparison, the aggregated weight generated 
by the naïve method for rating level 1 is  0.556, whereas that 
produced by the BetaDR model is 0.590. Rating levels 2 and 3 
also obtain high weights of 0.168 and 0.134, respectively, but 
not because they are more frequent. They acquire high weights 
because they are close to the median score. By contrast, the 
BetaDR method assigns weights to rating levels 4 and 5 that 
are lower than those provided by the naïve method. This result 
is attributed to the fact that these rating levels are far from the 
median and rarely occur in this example. 
To demonstrate the effect of having a high number of 
ratings per item, we compare the weights generated in cases 1 
and 2 by using the BetaDR and naïve methods. First, the 
weights generated using the naïve method are the same, 
whereas those generated by the NDR method slightly differ 
between the two cases. Nevertheless, the weights exhibit the 
same pattern as that observed in the naïve method. This finding 
shows that both aggregators deal with cases 1 and 2 in a similar 
manner, provided that they have the same rating distribution. 
We argue that the rating distributions in both cases are 
uncorrelated; that is, case 1 should not necessarily produce a 
case similar to case 2 in the future. Similarly, case 2 is not 
necessarily characterized by a similar distribution in the past. 
The stability of the reputation score in cases 1 and 2 is 
unjustifiable.  
The BetaDR method generates a lower weight for rating 
level 1 in case 1 (0.511) compared with the produced weight in 
case 2 (0.590) given that the confidence of rating level 
frequencies is directly proportional to the number of ratings. 
The BetaDR model acts in a manner opposite to the behavior 
of NDR in case 1 and in a similar manner to the behavior of 
NDR in case 2. This result indicates that the proposed BetaDR 
model is advantageous in its emphasis of the rating level 
frequencies similar to those used in NDR. At the same time, 
however, BetaDR performs a more accurate estimation of 
reputation than does NDR when the number of ratings 
available per item do not reflect a trustworthy distribution. 
IV. EXPERIMENT 
In the experiment, we assess the proposed model in terms 
of the accuracy of generated reputation scores. The experiment 
is inspired by several state-of-the-art works in the reputation 
domain [2, 3, 9]. The experiment is under an assumption that 
the more accurate the reputation model, the closer the 
generated scores to actual users’ ratings. 
A. Datasets 
We use three MovieLens (ML) datasets obtained from 
www.grouplens.org (see Table V). These datasets are publicly 
available and extensively used in research on recommender 
systems. In these datasets, each user has rated at least 20 
movies, and each movie has been rated by at least 1 user. We 
divide the datasets into training and testing datasets, with 80% 
of the users employed to build the training dataset and 20% 
used for testing. 
B. Reputation Accuracy 
We use the training dataset to calculate a reputation score 
for every movie and adopt the reputation scores of all the 
movies to calculate accuracy. We compare our model with 
state-of-the-art reputation methods that aggregate ratings 
without employing user- or time-related weighting factors. 
This decision is prompted by the fact that these factors can be 
added to baseline models to improve accuracy. The baseline 
method is the naïve method. This is the simplest method for 
aggregating ratings, which constitute the mean of all the 
ratings. We also choose the following state-of-the-art models in 
the evaluation: 
1. IMDB: The imdb.com website uses a true Bayesian 
estimation, (8), to calculate reputation for the top 250 
movies. 
𝑖𝑚𝑑𝑏 =
𝑛
(𝑛 + 𝑀𝑖𝑛𝑅)
× μ +
𝑀𝑖𝑛𝑅
(𝑛 + 𝑀𝑖𝑛𝑅)
× μ̅         (8) 
In (8), n is the rating count, μ is the mean of an item’s 
ratings, μ̅ denotes the mean of ratings across an entire dataset, 
and MinR represents the minimum number of ratings required 
to be listed in the top 250. Imdb.com uses MinR = 25000 to 
ensure that only the items with high rating counts appear on the 
top 250 list. Because we use this reputation method for the 
entire dataset, not only the top 250 items, and the ML datasets 
have a small average number of ratings per item in comparison 
to the Imdb.com dataset, we thus set MinR = 20. 
2. Dirichlet reputation model [12];  
3. Fuzzy reputation model [6];   
4. NDR and NDRU models [13]. 
The proposed models are: 
1. Beta-IRRC, the proposed model with α = β = 𝐼𝑅𝑅𝐶; 
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TABLE VI.           MAE REPUTATION ACCURACY RESULTS 
Method/Dataset ML-100K ML-1M ML-10M 
Naïve 0.796652 0.763668 1.437024 
IMDB 0.781558 0.748331 1.401215 
Fuzzy 0.795871 0.761167 1.430607 
Dirichlet 0.796720 0.764013 1.437291 
NDR 0.791346 0.756602 1.423804 
NDRU 0.790925 0.756756 1.424101 
Beta-IRRC 0.779513 0.740158 1.394875 
Beta-MuSD 0.791261 0.755247 1.411589 
BetaDR 0.770330 0.732876 1.372640 
 
 
2. Beta-MuSD, the proposed model with  α = β = (
μ
σ
)
2
; 
3. BetaDR, the complete proposed model. 
The experiment is conducted as a five-fold cross validation 
experiment, wherein in each instance, a different 20% of the 
dataset is used for testing. This method ensures that each user’s 
data have been used five times: four times in training and one 
time in testing. We record the MAE in each round for all the 
implemented methods and at the end; calculate the average of 
the five MAE values recorded for each reputation model. We 
validate reputation accuracy by using the three aforementioned 
datasets, and the results are shown in Table VI. 
Table VI shows the MAE results for the implemented 
reputation models over the three ML datasets. The range of the 
MAE scores derived using the 10-million rating dataset (ML-
10M) is higher than that obtained with the other two datasets. 
This difference is attributed to the use of 10 rating levels 
instead of five in the other datasets. The accuracy results show 
that the methods that consider rating count (i.e., IMDB, Beta-
IRRC) produce more accurate reputations than does the naïve 
method. Furthermore, the methods that consider the frequency 
of rating levels in the weighting process (i.e., NDR, NDRU, 
Beta-MuSD) also improve accuracy to a level higher than that 
achieved with the naïve method. Both the fuzzy and Dirichlet 
models register a slight improvement in accuracy because these 
models implicitly consider rating count in the aggregation 
process. 
The best reputation accuracy over all the datasets is 
produced by the complete BetaDR model. This model 
improves the results over the Naïve model because it considers 
both rating count and the frequency of rating levels.  
V. CONCLUSION AND FUTURE WORK 
We have proposed a new aggregation method for 
generating reputation scores for items on the basis of 
customers’ ratings. The proposed method is described as a 
weighted mean method that generates weights by using the 
beta distribution. The essential question we targeted is how to 
determine the appropriate beta distribution shape for different 
datasets. We incorporated two types of statistical data into the 
calculation of shape parameters: the mean-to-standard 
deviation ratio of an item’s ratings and the item’s IRRC. 
The experimental results show that the proposed method 
generates more accurate reputation scores than do the state-of-
the-art methods over several well-known datasets. However, 
the comparison in this paper covers only the aggregation 
methods that do not combine user- or time-related factors 
because these can be combined with our proposed model and 
baseline methods. Future plans include combining BetaDR 
with other weighted mean reputation models that use time-
related factors or user reputation to improve the accuracy of 
results. Also, we plan to test its effect on the accuracy of top-n 
recommender systems [16]. 
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