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The diffraction of a line source by an absorbing ﬁnite barrier, satisfying Myers’ impedance
condition [M.K. Myers, On the acoustic boundary condition in the presence of ﬂow, J. Sound
Vibration 71 (1980) 429–434] in the presence of a subsonic ﬂow is studied. The problem is
solved analytically by using Integral transforms, Wiener–Hopf technique and the asymptotic
methods. The expression for the diffracted ﬁeld is shown to be the sum of the ﬁelds
produced by the two edges of the strip and a ﬁeld due to the interaction of the two edges.
The diffracted ﬁeld in the far zone is determined by the method of steepest decent.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Noise reduction by barriers has become a common measure of environmental protection. A practical method for the
reduction of noise radiated from the aero-engines and inside of wind tunnels is to use absorbing linings. It is therefore
desirable to have theoretical work which attempts to determine how effectively the sound radiation is reduced by absorbing
lining in the presence of ﬂuid ﬂow. Clearly, the radiated sound will be a complicated function of the Mach number and
the absorptive properties of the surface scattering the sound waves and an analysis of this dependence is a problem of
some signiﬁcance. It is also worth mentioning that the use of absorbing barrier particularly for the reduction of traﬃc noise
has received much attention in recent years (see list of references in Butler [1]). The present work arose in connection with
noise reduction by means of barriers. It is hoped that the present work would have possible applications in noise abatement.
Rawlins [2] discussed the sound scattered by semi-inﬁnite absorbing plane due to a cylindrical acoustic wave, satisfying
Ingard’s condition [3] in a moving ﬂuid. Later on Asghar et al. [4] extended Rawlin’s idea to calculate the diffraction of
spherical acoustic wave from an absorbing plane. But there has been a considerable discussion in the literature regarding
the proper impedance boundary conditions on acoustic ﬁeld in the presence of ﬂuid ﬂow. Effects of moving medium was
ﬁrst correctly given by Miles [5] and Ribner [6] for a plane interface of relative motion. Ingard [3] discussed the effect
of ﬂow on boundary conditions at a plane impedance surface. Later on Myers [7] discussed the diffraction of cylindrical
acoustic waves, by a semi-inﬁnite absorbing plane, which was in fact generalization of the Ingard’s condition [3]. Now a
days, Myers’ condition [7] is the accepted form of the boundary condition for impedance walls with ﬂow.
Diffraction from a strip is a well-studied phenomenon. Many scientists worked on diffraction problems related to strip
geometry [8–11]. In this paper, we have investigated the diffraction of an acoustic wave from a ﬁnite absorbing barrier
by using Myers’ impedance boundary condition. The integral transforms, Wiener–Hopf technique [9,12] and asymptotic
methods [13] are used to calculate the diffracted ﬁeld. It is found that the two edges of the ﬁnite barrier give rise to two
diffracted ﬁelds (one from each edge) and to an interaction ﬁeld. The results for the half plane [14] can be recovered by
taking an appropriate limit.
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We consider the diffraction of an acoustic wave incident on the ﬁnite absorbing plane occupying a space y = 0,
−l  x  0. The line source is located at (x0, y0). The system is placed in a ﬂuid moving with subsonic velocity U par-
allel to the x-axis. The time dependence is taken to be of harmonic type e−iωt (ω is the angular frequency) and the plane
is assumed to be satisfying the Myers’ impedance condition [7]
un = −p
Za
+ U
iωZa
∂p
∂x
,
where un is the normal derivative of the perturbation velocity, p is the surface pressure, Za is the acoustic impedance of
the surface and −n a normal pointing from the ﬂuid into the surface. The perturbation velocity u of the irrotational sound
wave can be written in terms of the velocity potential Φ as u= ∇Φ . Then the resulting pressure p of the sound ﬁeld is
p = −ρ0
(
∂
∂t
+ U ∂
∂x
)
Φ,
where ρ0 is the density of the undisturbed stream.
Thus, we have to solve the following boundary value problem[(
1− M2) ∂2
∂x2
+ 2ikM ∂
∂x
+ ∂
2
∂ y2
+ k2
]
Φ(x, y) = δ(x− x0)δ(y − y0), (1)
subject to the following boundary conditions[
∂
∂ y
∓ 2βM ∂
∂x
± ikβ ∓ iβM
2
k
∂2
∂x2
]
Φ
(
x,0±
)= 0, −l < x< 0, (2)
∂
∂ y
Φ
(
x,0+
)= ∂
∂ y
Φ
(
x,0−
)
, −∞ < x< −l, x> 0,
Φ
(
x,0+
)= Φ(x,0−), −∞ < x< −l, x> 0. (3)
In above equations k = ωc , which is the wave number, β = ρ0cZa is the speciﬁc complex admittance and M = Uc where M
is the Mach number and c is the velocity of sound. It is assumed that the ﬂow is subsonic, i.e., |M| < 1, and Reβ > 0, a
necessary condition for an absorbing surface.
3. Wiener–Hopf equations
Since we are dealing with subsonic ﬂow, so we can make the following real substitutions
x =
√
1− M2X, x0 =
√
1− M2X0, y = Y , y0 = Y0, β =
√
1− M2B, k =
√
1− M2K , (4)
writing
Φ(x, y) = ψ(t)(X, Y )e−iKMX , (5)
and using the relation (4), Eqs. (1) to (3) can be written as(
∂2
∂ X2
+ ∂
2
∂Y 2
+ K 2
)
ψ(t)(X, Y ) = δ(X − X0)δ(Y − Y0)√
1− M2 e
−iKMX0 , (6)
[
∂
∂Y
∓ 2BM ∂
∂ X
± iK B(1+ M2)∓ iBM2
(1− M2)K
∂2
∂x2
]
ψ(t)
(
X,0±
)= 0, −l < X < 0, (7)
∂
∂Y
ψ(t)
(
X,0+
)= ∂
∂Y
ψ(t)
(
X,0−
)
, −∞ < X < −l, X > 0,
ψ(t)
(
X,0+
)= ψ(t)(X,0−), −∞ < X < −l, X > 0. (8)
The total velocity potential may be expressed as
ψ(t)(X, Y ) = Ψ (X, Y ) + Ψ0(X, Y ), (9)
where Ψ0(X, Y ) is the incident ﬁeld (corresponding to the inhomogeneous equation), Ψ (X, Y ) is the diffracted ﬁeld (corre-
sponding to the homogeneous equation). Thus Ψ0(X, Y ) and Ψ (X, Y ) satisfy the following equations(
∂2
∂ X2
+ ∂
2
∂Y 2
+ K 2
)
Ψ0(X, Y ) = δ(X − X0)δ(Y − Y0)√
1− M2 e
−iKMX0 , (10)
(
∂2
2
+ ∂
2
2
+ K 2
)
Ψ (X, Y ) = 0. (11)∂ X ∂Y
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Ψ0(X, Y ) = a
4i
H10(K R) =
a
4π i
∞∫
−∞
1
κ
ei[α(X−X0)+κ |Y−Y0|] dα, (12)
where a = eiKMX0√
1−M2 , R =
√
(X − X0)2 + (Y − Y0)2, κ =
√
K 2 − α2, K is the wave number, and α is the Fourier transform
variable. Now we introduce the spatial Fourier transform over the variable X by
Ψ¯ (α, Y ) = 1√
2π
∞∫
−∞
Ψ (X, Y )e−iαX dX = Ψ¯+(α, Y ) + e−iαlΨ¯−(α, Y ) + Ψ¯1(α, Y ), (13)
where
Ψ¯+(α, Y ) = 1√
2π
∞∫
0
Ψ (X, Y )eiαX dX,
Ψ¯−(α, Y ) = 1√
2π
−l∫
−∞
Ψ (X, Y )eiα(X+l) dX,
Ψ¯1(α, Y ) = 1√
2π
0∫
−l
Ψ (X, Y )eiαX dX, (14)
where Ψ¯−(α, Y ) is regular for Imα < Im K , and Ψ¯+(α, Y ) is regular for Imα > − Im K while Ψ¯1(α, Y ) is an integral function
and therefore Ψ¯1(α, Y ) is analytic in the common region − Im K <α < Im K .
On taking the Fourier transform of Eq. (11), we obtain(
d2
dY 2
+ κ2
)
Ψ¯ (α, Y ) = 0, (15)
where κ = √K 2 − α2. Thus, the Fourier transform of Eqs. (7) and (8) gives
Ψ¯−
(
α,0+
)= Ψ¯−(α,0−)= Ψ¯−(α,0),
Ψ¯+
(
α,0+
)= Ψ¯+(α,0−)= Ψ¯+(α,0),
Ψ¯ ′−
(
α,0+
)= Ψ¯ ′−(α,0−)= Ψ¯ ′−(α,0),
Ψ¯ ′+
(
α,0+
)= Ψ¯ ′+(α,0−)= Ψ¯ ′+(α,0), (16)
and
Ψ¯ ′1
(
α,0+
)= −2iαMB[Ψ¯1(α,0+)+ Ψ¯0(α,0)]− iK B(1+ M2)[Ψ¯1(α,0+)+ Ψ¯0(α,0)]
− iBM
2α2
(1− M2)K
[
Ψ¯1
(
α,0+
)+ Ψ¯0(α,0)]− Ψ¯ ′0(α,0), (17)
Ψ¯ ′1
(
α,0−
)= 2iαMB[Ψ¯1(α,0) + Ψ¯0(α,0)]+ iK B(1+ M2)[Ψ¯1(α,0−)+ Ψ¯0(α,0)]
+ iBM
2α2
(1− M2)K
[
Ψ¯1
(
α,0−
)+ Ψ¯0(α,0)]− Ψ¯ ′0(α,0). (18)
The solution of Eq. (15) satisfying radiation condition is given by
Ψ¯ (α, Y ) =
{
A1(α)eiκY if Y  0,
A2(α)e−iκY if Y < 0.
(19)
Using Eqs. (13) and (16) in Eq. (19), we get
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1
(
α,0+
)= A1(α), (20a)
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1
(
α,0−
)= A2(α), (20b)
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + Ψ¯ ′1
(
α,0+
)= iκ A1(α), (20c)
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + Ψ¯ ′1
(
α,0−
)= −iκ A2(α). (20d)
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A1(α) − A2(α) = Ψ¯1
(
α,0+
)− Ψ¯1(α,0−)= 2 J1(α,0), (21)
and
A1(α) + A2(α) = 1
iκ
[
Ψ¯ ′1
(
α,0+
)− Ψ¯ ′1(α,0−)]= 2 J ′1(α,0)iκ , (22)
where
J1(α,0) = 1
2
[
Ψ¯1
(
α,0+
)− Ψ¯1(α,0−)], (23)
and
J ′1(α,0) =
1
2
[
Ψ¯ ′1
(
α,0+
)− Ψ¯ ′1(α,0−)]. (24)
By adding and subtracting Eqs. (21) and (22), we get
A1(α) = J1(α,0) + J
′
1(α,0)
iκ
, (25)
and
A2(α) = − J1(α,0) + J
′
1(α,0)
iκ
. (26)
Making use of (20a) in (20c) and (20b) in (20d), we can write
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + Ψ¯ ′1
(
α,0+
)= iκ[Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1(α,0+)], (27a)
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + Ψ¯ ′1
(
α,0−
)= −iκ[Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1(α,0−)]. (27b)
By eliminating Ψ¯ ′1(α,0+) from (27a) and (17) and Ψ¯ ′1(α,0−) from (27b) and (18), we get
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) − 2iαMB
[
Ψ¯1
(
α,0+
)+ Ψ¯0(α,0)]− iK B(1+ M2)[Ψ¯1(α,0+)+ Ψ¯0(α,0)]
− iBM
2α2
(1− M2)K
[
Ψ¯1
(
α,0+
)+ Ψ¯0(α,0)]− Ψ¯ ′0(α,0)
= iκ[Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1(α,0+)], (28a)
and
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + 2iαMB
[
Ψ¯1(α,0) + Ψ¯0(α,0)
]+ iK B(1+ M2)[Ψ¯1(α,0−)+ Ψ¯0(α,0)]
+ iBM
2α2
(1− M2)K
[
Ψ¯1
(
α,0−
)+ Ψ¯0(α,0)]− Ψ¯ ′0(α,0)
= −iκ[Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + Ψ¯1(α,0−)]. (28b)
By adding Eqs. (28a) and (28b), we get
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) − iκ L(α) J1(α) = Ψ¯ ′0(α,0). (29)
Similarly, by eliminating Ψ¯1(α,0+) from (27a) and (17) and Ψ¯1(α,0−) from (27b) and (18), and then subtracting the
resulting equations, we get
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + iL(α) J
′
1(α,0)
[(2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
= Ψ¯0(α,0), (30)
where
L(α) = 1+ B
κ
[(
2αM + K (1+ M2)+ M2α2
(1− M2)K
)]
. (31)
Eqs. (29) and (30) are the Wiener–Hopf equations. We proceed to ﬁnd the solutions for these equations.
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For the solution of the Wiener–Hopf equations (29) and (30), one can use the following factorizations [14]
L(α) = 1+ B
κ
[(
2αM + K (1+ M2)+ M2α2
(1− M2)K
)]
= L+(α)L−(α) (32a)
and
κ(α) = κ+(α)κ−(α), (32b)
where L+(α) and κ+(α) are regular for Imα > − Im K , i.e., for upper half plane and L−(α) and κ−(α) are regular for
Imα < Im K , i.e., lower half plane. Putting the value of J1(α,0) and J ′1(α,0) from Eqs. (29) and (30) into (25) and (26), we
get
A1(α) = 1
iκ L(α)
(
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) − Ψ¯ ′0(α,0)
)
+
B[(2αM + K (1+ M2) + M2α2
(1−M2)K )]
κ L(α)
{
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) − Ψ¯0(α,0)
}
, (33)
and
A2(α) = − 1
iκ L(α)
(
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) − Ψ¯ ′0(α,0)
)
+
B[(2αM + K (1+ M2) + M2α2
(1−M2)K )]
κ L(α)
{
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) − Ψ¯0(α,0)
}
. (34)
For a plane wave incidence, one can assume that
Ψ0(X, Y ) = e−iK X cos θ0−iK Y sin θ0 .
Then after taking the Fourier transform, we get
Ψ¯0(α,0) = 1√
2π
[
1− e−il(α−K cos θ0)
i(α − K cos θ0)
]
, (35)
and
Ψ¯ ′0(α,0) =
b√
2π
[
1− e−il(α−K cos θ0)
(α − K cos θ0)
]
, (36)
where b = −iK sin θ0. Making use of Eqs. (32a), (32b), (35) and (36) in Eqs. (29) and (30), we obtain
Ψ¯ ′+(α,0) + e−iαlΨ¯ ′−(α,0) + S+(α)S−(α) J1(α) =
b√
2π
[
1− e−il(α−K cos θ0)
(α − K cos θ0)
]
, (37)
and
Ψ¯+(α,0) + e−iαlΨ¯−(α,0) + iL+(α)L−(α) J
′
1(α,0)
[{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
= 1√
2π
[
1− e−il(α−K cos θ0)
i(α − K cos θ0)
]
, (38)
where
S(α) = −iκ(α)L(α) = S+(α)S−(α), (39)
and S+(α) and S−(α) are regular in upper and lower half planes, respectively. Equations of type (37) and (38) have been
considered by Noble [9] and a similar analysis may be employed to obtain an approximate solution for large K . Thus, we
follow the procedure given in [9, Section 5.5, p. 196].
Dividing Eq. (37) by S+(α) on both the sides, we get
Ψ¯ ′+(α,0)
S+(α)
+ e−iαl Ψ¯
′−(α,0)
S+(α)
+ S−(α) J1(α) = b√
2π
[
1− e−il(α−K cos θ0)
S+(α)(α − K cos θ0)
]
. (40)
The ﬁrst term on the left-hand side of above equation is regular in the upper half plane. Hence, we can write
e−iαlΨ¯ ′−(α,0) = U+(α) + U−(α), (41)
S+(α)
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b√
2π S+(α)
[
e−il(α−K cos θ0)
(α − K cos θ0)
]
= V+(α) + V−(α). (42)
Using Eqs. (41) and (42) in Eq. (37) and also adding the pole contribution on both sides of the resulting equation, we get
Ψ¯ ′+(α,0)
S+(α)
+ U+(α) + V+(α) − b√
2π S+(α)(α − K cos θ0)
[
1
S+(α)
− 1
S+(K cos θ0)
]
= b√
2π S+(K cos θ0)(α − K cos θ0)
− i S−(α) J1(α) − U−(α) − V−(α). (43)
Similarly, dividing Eq. (37) by S−(α)e−iαl on both sides, we have
eiαlΨ¯ ′+(α,0)
S−(α)
+ Ψ¯
′−(α,0)
S−(α)
+ ieiαl S+(α) J1(α) = be
iαl
√
2π S−(α)
[
1− e−il(α−K cos θ0)
(α − K cos θ0)
]
. (44)
The second term on the left-hand side of above equation is regular in lower half plane. Therefore, we can write
eiαlΨ¯ ′+(α,0)
S−(α)
= R+(α) + R−(α), (45)
and
beiαl√
2π S−(α)(α − K cos θ0)
= N+(α) + N−(α). (46)
Using Eqs. (45) and (46) in Eq. (44), we obtain
Ψ¯ ′−(α,0)
S−(α)
+ be
ilK cos θ0
√
2π S−(α)(α − K cos θ0)
+ R−(α) − N−(α) = ieiαl S+(α) J1(α) − R+(α) + N+(α). (47)
The LHS of Eq. (43) and RHS of Eq. (47) are regular in τ > −K2 and the RHS of Eq. (43) and the LHS of Eq. (47) are regular
in τ < K2 cos θ0. Hence using the extended form of Liouville’s theorem, each side of Eqs. (43) and (47) is equal to zero, i.e.,
Ψ¯ ′+(α,0)
S+(α)
+ U+(α) + V+(α) − b√
2π S+(α)(α − K cos θ0)
[
1
S+(α)
− 1
S+(K cos θ0)
]
= 0, (48)
and
Ψ¯ ′−(α,0)
S−(α)
+ be
ilK cos θ0
√
2π S−(α)(α − K cos θ0)
+ R−(α) − N−(α) = 0. (49)
Using the general decomposition theorem [9], explicit expressions for U+(α), V+(α), R−(α) and N−(α) are given by
U+(α) = 1
2π i
∞+ic∫
−∞+ic
e−iζ lΨ¯ ′−(ζ,0)
S+(ζ )(ζ − α) dζ, (50)
V+(α) = 1
2π i
∞+ic∫
−∞+ic
be−il(ζ−K cos θ0)√
2π(ζ − K cos θ0)S+(ζ )(ζ − α)
dζ, (51)
R−(α) = − 1
2π i
∞+id∫
−∞+id
eiζ lΨ¯ ′+(ζ,0)
S−(ζ )(ζ − α) dζ, (52)
and
N−(α) = − 1
2π i
∞+id∫
−∞+id
beiζ l√
2π(ζ − K cos θ0)S−(ζ )(ζ − α)
dζ, (53)
where −K2 < c < K2 cos θ0 and −K2 < d < K2 cos θ0, also τ > c and τ < d.
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1
S+(α)
[
Ψ¯ ′+(α,0) −
b√
2π(α − K cos θ0)
]
+ b√
2π S+(K cos θ0)(α − K cos θ0)
+ 1
2π i
∞+ic∫
−∞+ic
e−iζ l
S+(ζ )(ζ − α)
[
Ψ¯ ′−(ζ,0) +
beilK cos θ0√
2π(ζ − K cos θ0)
]
dζ = 0. (54)
Using Eqs. (52) and (53) in Eq. (49), we get
1
S−(α)
[
Ψ¯ ′−(α,0) +
beiαK cos θ0√
2π(α − K cos θ0)
]
− 1
2π i
∞+id∫
−∞+id
e−iζ l
S−(ζ )(ζ − α)
[
Ψ¯ ′+(ζ,0) −
b√
2π(ζ − K cos θ0)
]
dζ = 0. (55)
Let us introduce the following notations
Ψ¯ ′+(α,0) −
b√
2π(α − K cos θ0)
= Ψ¯ ∗+(α,0), (56)
and
Ψ¯ ′−(α,0) +
beiαK cos θ0√
2π(α − K cos θ0)
= Ψ¯ ∗−(α,0). (57)
Using Eqs. (56) and (57) in Eqs. (54) and (55), we get
Ψ¯ ∗+(α,0)
S+(α)
+ 1
2π i
∞+ic∫
−∞+ic
e−iζ lΨ¯ ∗−(ζ,0)
S+(ζ )(ζ − α) dζ +
b√
2π S+(K cos θ0)(α − K cos θ0)
= 0, (58)
and
Ψ¯ ∗−(α,0)
S−(α)
− 1
2π i
∞+id∫
−∞+id
e−iζ lΨ¯ ∗−(ζ,0)
S−(ζ )(ζ − α) dζ = 0. (59)
From the assumption that 0< θ0 <π , we can choose a so that −K2 cos θ0 < a < K2 cos θ0 and take c = d = a.
In Eq. (58) replacing ζ by −ζ and in Eq. (59) replacing α by −α and noting that S+(−α) = S−(+α), we obtain
Ψ¯ ∗+(α,0)
S+(α)
− 1
2π i
∞+ia∫
−∞+ia
eiζ lΨ¯ ∗−(−ζ,0)
S−(ζ )(ζ + α) dζ +
b√
2π S+(K cos θ0)(α − K cos θ0)
= 0, (60)
and
Ψ¯ ∗−(−α,0)
S+(α)
− 1
2π i
∞+ia∫
−∞+ia
e−iζ lΨ¯ ∗−(ζ,0)
S−(ζ )(ζ + α) dζ = 0. (61)
Adding and subtracting Eqs. (60) and (61), we get
S∗+(α,0)
S+(α)
− 1
2π i
∞+ia∫
−∞+ia
eiζ l S∗+(ζ,0)
S−(ζ )(ζ + α) dζ +
b√
2π S+(K cos θ0)(α − K cos θ0)
= 0, (62)
and
D∗+(α,0)
S+(α)
+ 1
2π i
∞+ia∫
−∞+ia
eiζ l D∗+(ζ,0)
S−(ζ )(ζ + α) dζ +
b√
2π S+(K cos θ0)(α − K cos θ0)
= 0, (63)
where[
Ψ¯ ∗+(α,0) + Ψ¯ ∗−(−α,0)
]= S∗+(α,0), (64)
and
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Ψ¯ ∗+(α,0) − Ψ¯ ∗−(−α,0)
]= D∗+(α,0). (65)
Now Eqs. (62) and (63) are of the same type and we obtain an approximate solution by a method due to Jones [12]. Setting
S∗+(α,0) = D∗+(α,0) = F ∗+(α,0), (66)
Eqs. (62) and (63) take the form
F ∗+(α,0)
S+(α)
+ λ
2π i
∞+ia∫
−∞+ia
eiζ l F ∗+(ζ,0)
S−(ζ )(ζ + α) dζ +
b√
2π S+(K cos θ0)(α − K cos θ0)
= 0, (67)
where λ = ±1. Calculating F ∗+(α,0) with the help of Eqs. (56), (57), (64) and (65) and combining the resulting equations,
we get
F ∗+(α,0) = F+(α,0) −
b√
2π(α − K cos θ0)
+ λ be
ilK cos θ0
√
2π(α + K cos θ0)
, (68)
where
F+(α,0) = Ψ¯ ′+(α,0) − λΨ¯ ′−(−α,0). (69)
Using Eq. (68) in Eq. (67), we obtain
1
S+(α)
[
F+(α,0) − b√
2π(α − K cos θ0)
+ λ be
iαK cos θ0
√
2π(α + K cos θ0)
]
+ b√
2π S+(K cos θ0)(α − K cos θ0)
+ λ
2π i
I, (70)
where
I =
∞+ia∫
−∞+ia
eiζ l
S−(ζ )(ζ + α)
[
F+(ζ,0) − b√
2π(ζ − K cos θ0)
+ λ be
ilK cos θ0
√
2π(ζ + K cos θ0)
]
dζ,
or
I = I1 − b√
2π
I2 + λbe
ilK cos θ0
√
2π
I3, (71)
where
I1 =
∞+ia∫
−∞+ia
eiζ l F+(ζ,0)
S−(ζ )(ζ + α) dζ,
I2 =
∞+ia∫
−∞+ia
eiζ l
S−(ζ )(ζ + α)(ζ − K cos θ0) dζ,
I3 =
∞+ia∫
−∞+ia
eiζ l
S−(ζ )(ζ + α)(ζ + K cos θ0) dζ.
We note that F+(α,0) is regular in τ > −K2. Thus, we should expect that F+(α,0) will have a branch point at α = −K
but for large l this is suﬃciently far from the point α = K to enable us to evaluate the above integrals in the asymptotic
expansion as
I1 = 2π iT (α)F+(K ), (72)
where
T (α) = 1
2π i
E−1W−1
{−i(K + α)l}, (73)
E−1 = 2ei π4 eiKl(l)−1(i)−12 h−1, (74)
where h−1 = ei π4 ,
Wn− 12 (z) =
∞∫
une−u
u + z du = Γ (n + 1)e
z
2 z
n
2− 12 W− 12 (n+1), n2 (z), (75)0
M. Ayub et al. / J. Math. Anal. Appl. 349 (2009) 245–258 253where z = −i(K + α)l, Wm,n is known as a Whittaker function. Similarly, the other integrals may be evaluated easily by
giving
I2 = 2π i
[
eilK cos θ0√
2π S−(K cos)(α + K cos θ0)
+ R2(α)
]
, (76)
I3 = 2π iR1(α), (77)
where
R1,2(α) = E−1[W−1{−i(K ± K cos θ0)l} − W−1{−i(K + α)l}]
2π i(α ∓ K cos θ0) . (78)
Substituting Eqs. (72), (76) and (77) in (71), we obtain
I = 2π iT (α)F+(K ) − b√
2π
2π i
[
eilK cos θ0√
2π S−(K cos θ0)(α + K cos θ0)
+ R2(α)
]
+ λbe
ilK cos θ0
√
2π
2π iR1(α).
Using above equation in Eq. (70), we get
F+(α,0)
S+(α)
= b√
2π
[
G1(α) − λG2(α)
]− iλbT (α)F+(K ), (79)
where
P1(α) − eilK cos θ0 R1(α) = G1(α), (80a)
eilK cos θ0 P2(α) − R2(α) = G2(α), (80b)
and
1
(α − K cos θ0)
[
1
S+(α)
− 1
S+(K cos θ0)
]
= P1(α), (81a)
1
(α + K cos θ0)
[
1
S+(α)
− 1
S−(K cos θ0)
]
= P2(α). (81b)
Now, we can ﬁnd out F+(K ) by setting α = K in Eq. (79), we get
F+(K ) = b√
2π
[
G1(K ) − λG2(K )
1
S+(K ) + λT (K )
]
. (82)
Using Eq. (82) in Eq. (79), we get
F+(α,0) = bS+(α)√
2π
[
G1(α) − λG2(α)
]− λbT (α)S+(α)√
2π
[
G1(K ) − λG2(K )
1
S+(K ) + λT (K )
]
. (83)
For λ = −1, Eq. (83) becomes
Ψ¯ ′+(α,0) + Ψ¯ ′−(−α,0) =
bS+(α)√
2π
[
G1(α) + G2(α)
]+ bT (α)S+(α)√
2π
[
G1(K ) + G2(K )
1
S+(K ) − T (K )
]
. (84)
For λ = 1, Eq. (83) becomes
Ψ¯ ′+(α,0) − Ψ¯ ′−(−α,0) =
bS+(α)√
2π
[
G1(α) − G2(α)
]− bT (α)S+(α)√
2π
[
G1(K ) − G2(K )
1
S+(K ) + T (K )
]
. (85)
By adding and subtracting Eqs. (84) and (85), we get
Ψ¯ ′+(α,0) =
bS+(α)G1(α)√
2π
+ bT (α)S+(α)C1√
2π
, (86)
and
Ψ¯ ′−(α,0) =
bS−(α)G2(−α)√
2π
+ bT (−α)S−(α)C2√
2π
, (87)
where
S+(α) = L+(α)κ+(α),
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S−(α) = L−(α)κ−(α),
while κ±(α) =
√
K ± α,
C1 = S+(K )
[
G2(K ) + S+(K )G1(K )T (K )
1− S2+(K )T 2(K )
]
, (88)
and
C2 = S+(K )
[
G1(K ) + S+(K )G2(K )T (K )
1− S2+(K )T 2(K )
]
. (89)
In a similar way, the solution for the second Wiener–Hopf equation, namely (38) is presented as
Ψ¯+(α,0) = −iL+(α)G
′
1(α)√
2π [{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
+ −iT (α)L+(α)C
′
1√
2π [{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
, (90)
and
Ψ¯−(α,0) = −iL−(α)G
′
2(−α)√
2π [{−2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
− −iT (−α)L−(α)C
′
2√
2π [(−2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
, (91)
where
G ′1(α) =
[{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
(α − K cos θ0)
[
1
L+(α)
− 1
L+(K cos θ0)
]
− eilK cos θ0 R1(α), (92)
G ′2(α) =
eilK cos θ0
(α + K cos θ0)
[ [{−2αMB + K B(1+ M2) + BM2α2
(1−M2)K }]
L+(α)
+
B[(2MK cos θ0) + K (1+ M2) + M2K 2 cos2 θ0(1−M2)K ]
L−(K cos θ0)
]
− R2(α), (93)
C ′1 = L+(K )
[
G ′2(K ) + L+(K )G ′1(K )T (K )
1− L2+(K )T 2(K )
]
, (94)
C ′2 = L+(K )
[
G ′1(K ) + L+(K )G ′2(K )T (K )
1− L2+(K )T 2(K )
]
. (95)
Substituting Eqs. (35), (36), (86), (87), (90) and (91) in Eqs. (33) and (34), we get
A1(α)
A2(α)
}
= b sgn(Y )
iκ L(α)
[(
S+(α)G1(α)√
2π
+ T (α)S+(α)C1√
2π
)
+ e−iαl
(
S−(α)G2(−α)√
2π
+ T (−α)S−(α)C2√
2π
)
− 1√
2π
[
1− e−il(α−K cos θ0)
(α − K cos θ0)
]]
−
B[(2αM + K (1+ M2) + M2α2
(1−M2)K )]
iκ L(α)
[
L+(α)G ′1(α)√
2π [(2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
+ T (α)L+(α)C
′
1√
2π [(2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
+ e−iαl
[
L−(α)G ′2(−α)√
2π [(−2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
+ T (−α)L−(α)C
′
2√
2π [(−2αMB + K B(1+ M2) + BM2α2
(1−M2)K )]
]
+ 1√
2π
[
1− e−il(α−K cos θ0)
(α − K cos θ0)
]]
, (96)
where
sgn(Y ) =
{
1 if Y  0,
−1 if Y < 0,
and A1(α) corresponds to Y  0 and A2(α) corresponds to Y < 0. Now Ψ (X, Y ) can be obtained by taking the inverse
Fourier transform of Eq. (19), thus
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2π
∞∫
−∞
A1(α)
A2(α)
}
eiκ |Y |−iαX dα, (97)
where A1(α) and A2(α) are given by Eq. (96).
Substituting the values of A1(α) and A2(α) from Eq. (96) into Eqs. (97) and using the approximations (80a), (80b), (92)
and (93), we can break up the ﬁeld Ψ (X, Y ) into two parts
Ψ (X, Y ) = Ψ sep(X, Y ) + Ψ int(X, Y ), (98)
where
Ψ sep(X, Y ) = b
2π i
∞∫
−∞
S+(α)eiκ |Y |−iαX
κ L(α)S+(K cos θ0)(α − K cos θ0) dα +
b
2π i
∞∫
−∞
e−il(α−K cos θ0)S−(α)eiκ |Y |−iαX
κ L(α)S−(K cos θ0)(α − K cos θ0) dα
− i
2π
∞∫
−∞
[2αMB + K B(1+ M2) + BM2α2
(1−M2)K ]L+(α)e−il(α−K cos θ0)eiκ |Y |−iαX
κ L(α)(α − K cos θ0)L+(K cos θ0) dα
− i
2π
∞∫
−∞
[ (2αM + K (1+ M2) + M2α2
(1−M2)K )(2BMK cos θ0 + BK (1+ M2) + BM
2K 2 cos2 θ0
(1−M2)K )
(−2αM + K (1+ M2) + M2α2
(1−M2)K )
]
× L−(α)e
iκ |Y |−iαX
κ L(α)(α − K cos θ0)L−(K cos θ0) dα +
A
2π
∞∫
−∞
[ {4αMB(2αM + K (1+ M2) + M2α2
(1−M2)K }
{−2αM + K (1+ M2) + M2α2
(1−M2)K }
]
× e
−il(α−K cos θ0)eiκ |Y |−iαX
κ L(α)(α − K cos θ0) dα, (99)
and
Ψ int(X, Y ) = b
2π i
∞∫
−∞
1
κ L(α)
[
T (α)S+(α)C1 + e−iαl T (−α)S−(α)C2
− S+(α)eilK cos θ0 R1(α) − S−(α)e−ilαR2(−α)
]
eiκ |Y |−iαX dα
+ i
2π
∞∫
−∞
{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }
κ L(α)
[
T (α)L+(α)C ′1
{2αMB + K B(1+ M2) + BM2α2
(1−M2)K }
+ e
−iαl T (−α)L−(α)C ′2
(−2αMB + K B(1+ M2) + BM2α2
(1−M2)K )
− e
ilK cos θ0 L+(α)R1(α)
(2αMB + K B(1+ M2) + BM2α2
(1−M2)K )
− e
−iαl L−(α)R2(−α)
(−2αMB + K B(1+ M2) + BM2α2
(1−M2)K )
]
eiκ |Y |−iαX dα. (100)
Here Ψ sep(X, Y ) consists of two parts each representing the diffracted ﬁeld produced by the edges at x = 0 and x = −l,
respectively, as though the other edge was absent while Ψ int(X, Y ) gives the interaction of one edge upon the other.
5. Far ﬁeld approximation
The far ﬁeld may now be calculated by evaluating the integral in Eq. (97) asymptotically [13]. For that we substitute
X = R cos θ, |Y | = R sin θ and deform the contour by the transformation α = −K cos(θ + iq3) (0< θ  π, −∞ < q3 < ∞).
Hence for large K R , Eqs. (97), (99) and (100), respectively, become
Ψ (X, Y ) = i√
2π
(
π
2K R
) 1
2
{
A1(−K cos θ)
A2(−K cos θ)
}
eiK R+i
π
4 , (101)
Ψ sep = [b sgn(Y ) f1(−K cos θ) + g1(−K cos θ)] i
4π K
(
1
K R
) 1
2
exp
(
iK R + iπ
4
)
, (102)
and
Ψ int = −[ib sgn(Y ) f2(−K cos θ) + g2(−K cos θ)] i
(
1
) 1
2
exp
(
iK R + iπ
)
, (103)4π K K R 4
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f1(−K cos θ) = S+(−K cos θ)
L(−K cos θ)S+(K cos θ0)(−K cos θ − K cos θ0)
− e
−il(−K cos θ−K cos θ0)S+(K cos θ)
L(−K cos θ)S+(−K cos θ0)(−K cos θ − K cos θ0) , (104)
g1(−K cos θ) = 1
K (cos θ + cos θ0)
[ B[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
L(−K cos θ)
L+(−K cos θ)e−il(−K cos θ−K cos θ0)
L+(K cos θ0)
−
[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]L−(−K cos θ)
[2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
[2BMK cos θ0 + BK (1+ M2) + BM2K 2 cos2 θ0(1−M2)K ]
L(−K cos θ)
+
4BMK cos θ[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]e−il(−K cos θ−K cos θ0)
L(−K cos θ)[2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
]
, (105)
f2(−K cos θ) = 1
L(−K cos θ)
[
T (−K cos θ)S+(−K cos θ)C1 + eilK cos θ T (K cos θ)S−(−K cos θ)C2
+ S+(−K cos θ)eilK cos θ0 R1(−K cos θ) + S−(−K cos θ)eilK cos θ R2(K cos θ)
]
, (106)
and
g2(−K cos θ) =
B[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
L(−K cos θ)
[
T (−K cos θ)L+(−K cos θ)C ′1
B[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
+ e
ilK cos θ T (K cos θ)S−(−K cos θ)C ′2
B[2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
− e
ilK cos θ0 L+(−K cos θ)R1(−K cos θ)
B[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
− e
ilK cos θ L−(−K cos θ)R2(K cos θ)
B[−2MK cos θ + K (1+ M2) + M2K cos2 θ
(1−M2) ]
]
. (107)
Thus from Eq. (9), we obtain
ψt(X, Y ) = a
4π i
H10(K R) +
i√
2π
(
π
2K R
) 1
2
{
A1(−K cos θ)
A2(−K cos θ)
}
eiK R+i
π
4 . (108)
Using Eq. (108) in Eq. (5), the total far ﬁeld is given by
Φ(x, y) ∼ e
iKMX0
4π i
√
1− M2 H
1
0(K R)e
−iKMX + i√
2π
(
π
2K R
) 1
2
eiK R+i
π
4 e−iKMX
{
A1(−K cos θ)
A2(−K cos θ)
}
. (109)
6. Graphical results
In this section, we will present some graphs showing the effects of sundry parameters on the separated ﬁeld produced
by the two edges of the barrier.
A computer program MATHEMATICA has been used for the numerical evaluation and graphical plotting of the separated
ﬁeld given by the expression (102). The absorbing parameter B is to be taken from 0.1 to 0.9 and the Mach number is
allowed to take the values from −1 to 1. Positive Mach number indicates that the stream ﬂow is from left to right and
negative Mach number indicates that the stream ﬂow is from right to left. The following situations are considered.
(i) Where the source is ﬁxed in one position (for all Mach numbers) relative to the ﬁnite barrier (θ0 = 45◦ , M and θ are
allowed to vary).
(ii) Where the source is ﬁxed in one position, relative to the ﬁnite barrier (θ0 = 45◦ , B and θ are allowed to vary).
For all the situations, θ0 = 45◦ , Figs. 1–4 show that the ﬁeld, in the region 0< θ  π , is most affected by the changes in
M , B and K . The main features of the graphical results, some of which can be seen in Figs. 1–4, are as follows:
(a) In Fig. 1, as the value of M increases, the amplitude of the separated ﬁeld decreases, i.e., the sound intensity reduces,
by ﬁxing all other parameters. For the same values of M , it can be seen from Figs. 1 and 2 that by increasing the wave
number K , the number of oscillations increases.
(b) In Fig. 3, by increasing the absorbing parameter B , again the amplitude of the separated ﬁeld decreases, i.e., the
sound intensity reduces. For the same values of B , it can be seen from Figs. 3 and 4 that by increasing the wave number K ,
the number of oscillations increases.
M. Ayub et al. / J. Math. Anal. Appl. 349 (2009) 245–258 257Fig. 1. Variation of separated ﬁeld with observation angle θ , for different values of M at θ0 = π4 , K = 1, B = 0.5.
Fig. 2. Variation of separated ﬁeld with observation angle θ , for different values of M at θ0 = π4 , K = 2, B = 0.5.
Fig. 3. Variation of separated ﬁeld with observation angle θ , for different values of B at θ0 = π4 , K = 1, M = 0.5.
Fig. 4. Variation of separated ﬁeld with observation angle θ , for different values of B at θ0 = π4 , K = 2, M = 0.5.
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The diffracted ﬁeld due to an absorbing ﬁnite barrier satisfying Myers’ condition [7] in a moving ﬂuid is obtained. The
total ﬁeld is shown to be the sum of the ﬁeld produced by the two edges of the ﬁnite barrier and a ﬁeld due to the
interaction of the two edges. Further the consideration of ﬁnite strip will help to understand the acoustic diffraction and
will go a step further to complete the discussion for the half plane by taking limit l → ∞ in the expression (109). Also the
results for the still ﬂuid can be found by putting M = 0.
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