Introduction
In this article, we are interested in studying optimality conditions for the following optimistic bilevel programming problem min The problem data are functions F, f : R n × R m → R, G : R n → R k , and g : R n × R m → S p where S p denotes the set of all real symmetric p × p matrices. The relation g(x, y) ∈ S p + means that g(x, y) is a positive semidefinite matrix.
Problem (SDBPP) can be viewed as an optimization problem called the upper level or leader's problem whose constraint region is determined implicitly by the graph of the solution set mapping of another mathematical optimization problem the so-called lower level problem. Bilevel problems are notoriously known as a difficult class of optimization problems because of their inherent nonconvexity and nondifferentiability [2] . Therefore, solving problem (SDBPP) is not an easy task. In the aim to derive optimality conditions for (SDBPP), the most often used attempt is to replace the original problem by a one level programming problem. Using the three main common approaches of substitution [22] , we state the corresponding single-level surrogate problems which are globally and locally equivalent (in some cases under some more assumptions) to the initial problem. The first approach called the optimal value reformulation means to replace problem (SDBPP) by This problem is fully equivalent to (SDBPP). The so-called optimal value reformulation can then be seen as an optimization problem with cone constraints. This type of problem has been the topic of [5, 20] where some necessary optimality conditions for nonsmooth conic programs are derived. Using the Clarke calmness introduced in [10] and the partial calmness in bilevel programs, we are able to obtain some optimality conditions for this particular transformation.
A second approach is to replace the lower level problem by its Karush-Kuhn-Tucker (KKT for short) conditions. The resulting problem which is globally equivalent to the original one as long as all the involved functions are convex and Robinson's condition w.r.t. the lower level problem holds is actually a particular case of the mathematical programs with semidefinite cone complementarity constraints. Such problem has been the subject of few articles [10, 24, 25] where some expressions for the strong-, Mordukhovich-, and Clarke-(S-, M-and C-for short) stationary conditions are given.
The third possibility is to replace the lower level problem by the following inequality
where N Y (·) s is some normal cone map induced by the feasible set mapping of the lower level defined below:
∀x ∈ R n : Y (x) := {y ∈ R m |g(x, y) ∈ S p + }. This approach can be understood as a generalization of the previous one (see [9] ). The arising problem is an optimization problem with generalized equation and cone constraint. The one without cone constraint has been studied for example in [17, 18, 21, 28] , usually under the name of optimization problem with variational inequality constraint. Recent results on the calculation of the regular and Mordukhovich normal cone to the graph of the mapping N S n + in [10, 23, 25] allows us to derive new optimality conditions of our challenging problem (SDBPP).
We organized this article as follows: In Section 2, we review some background material including the generalized differential calculus of Mordukhovich, variational analysis and preliminary results we are going to exploit later. Section 3 is devoted to the optimal value reformulation. We start by giving an approximation of the subdifferential of the optimal value function, then necessary optimality conditions are derived. This is done with and without additional convexity assumptions on the initial data. In Section 4, we study the relationship between the KKT reformulation and the initial problem, and some M-and S-stationarity conditions are obtained using the replacement of the lower level problem by its KKT-conditions.
Notation and prelimiaries

Basic notation
We begin by fixing notations, definitions, and preliminaries. Throughout this paper, N, R,
, and R n×m denote the natural numbers, the set of all real numbers, the set of all real vectors with n components, the set of all real vectors with n nonnegative components, the set of all real vectors with n nonpositive components, the set of all real orthogonal p × p matrices, the linear space of p × p symmetric matrices, the cone of p × p symmetric positive semidefinite matrices, the cone of p × p symmetric negative semidefinite matrices, the set of p × p symmetric positive definite matrices and the set of all real matrices with n rows and m columns, respectively. Especially, we use R + := R 1 + and R − := R 1 − . Additionally, for any nonempty set S ⊆ R, S n×m denotes the set of all n × m matrices whose entries come from S. Furthermore, we use O ∈ R n×m , I ∈ R n×n , and E ∈ R n×m to represent the zero matrix, the identity matrix, and the all-ones matrix of appropriate dimensions, respectively. For any matrix M ∈ R n×m , M T ∈ R m×n denotes its transpose. Let I ⊆ {1, . . . , n} and J ⊆ {1, . . . m} be nonempty. Then M IJ ∈ R |I|×|J| denotes the submatrix of M possessing the rows indexed by the elements of I and the columns indexed by the elements of J. For quadratic M ∈ R n×n and any Q ∈ O p , we set M Q := Q T M Q. Furthermore, if the index sets I, J ⊆ {1, . . . , n} are nonempty, then M Q IJ := (M Q ) IJ is welldefined. Choose A ∈ S p arbitrarily. Then there exist P ∈ O p and a diagonal matrix Λ ∈ R p×p whose diagonal elements are ordered nonincreasingly such that A = P ΛP T is satisfied. This representation of A is called an ordered eigenvalue decomposition of A. The real vector space S p is endowed with the Frobenius inner product defined by
This way, we can interpret S p as a finite-dimensional Hilbert space. The Hadamard product in S p , which is denoted by A • B for A, B ∈ S p , equals the matrix whose entries are given by ∀i, j ∈ {1, . . . , p} : (A • B) ij = A ij B ij .
Let X be a finite-dimensional Hilbert space with inner product ·, · X and let · X be the corresponding induced norm. Then B X and U X represent the closed and open unit ball of X , respectively, whereas S X is used to express the unit sphere of X . For any ε > 0 andx ∈ X , we set B ε X (x) := {x} + εB X and U ε X (x) := {x} + εU X . Let A ⊆ X be a nonempty set. Then convA, coneA, clA, intA, and spanA denote the convex hull, the conic hull, the closure, the interior, and the smallest subspace of X containing A, respectively. Furthermore, we define the polar cone and the annihilator of A as stated below:
Observe that A • is a closed, convex cone, whereas A ⊥ is a subspace of X . Clearly, we obtain
For a ∈ A, we define the Bouligand tangent cone (or contingent cone) to A at a as stated below:
Furthermore, let us introduce the regular (or Fréchet) normal cone and the limiting (sometimes referred to as Mordukhovich or basic) normal cone to A at a, respectively, as follows:
In contrast to the regular normal cone, which is always convex, the limiting normal cone is generally nonconvex. Note that the relation N A (a) = T A (a) • is obtained from [17, Corollary 1.11 ]. In the case where A is convex, it is well-known that the regular and the limiting normal cone to A at a coincide with the normal cone of convex analysis. Additionally, we obtain T A (a) = cl cone(A − {a}) in this situation. Finally, if A is a closed, convex cone, the relation T A (a) = cl(A + span{a}) is obvious and
follows from [5, Section 2.1.4]. Let ψ : X → R be a functional which is locally Lipschitz continuous at some pointx. We define its limiting subdifferential atx to be the set
where epiψ := {(x, α) ∈ X × R | α ≥ ψ(x)} denotes the epigraph of ψ. It is well-known that ∂ψ(x) is a nonempty and bounded set. Moreover, for any α ≥ 0, ∂(αψ)(x) = α∂ψ(x) is satisfied. It is well-known that ∂ψ(x) equals the subdifferential of convex analysis if the function ψ is convex. On the other hand, if ψ is continuously differentiable in a neighborhood ofx, we obtain ∂ψ(x) = {∇ψ(x)}. Let Y be another finite-dimensional Hilbert space, let H : X → Y be an arbitrary mapping, and let K ⊆ Y be a nonempty, closed, convex cone. We call H K-convex if it satisfies
∈ K} is convex. Now, let H be a locally Lipschitz continuous mapping. For any y * ∈ Y, we define its scalarization map with respect to (w.r.t.) y * as stated below:
Obviously, this mapping is locally Lipschitz continuous, too. If H is continuously differentiable atx ∈ X , the same holds true for its scalarization map w.r.t. any y * ∈ Y and Example 2.1. For i, j = 1, . . . , p, let H i,j : R n → R be a continuously differentiable function such that H i,j = H j,i holds true. Then the map H : R n → S p given by
is continuously differentiable and for anyx ∈ R n , we obtain
For any Ω ∈ S p , the scalarization map Ω, H S p : R n → R is continuously differentiable and
is obtained from the definition of the Frobenius inner product for anyx ∈ R n . On the other hand, from the definition of the adjoint operator, we have
for anyx, d ∈ R n which yields the same result.
We exploit the notation Γ : X ⇒ Y to represent a set-valued mapping, i.e. a function which assigns to any x ∈ X a subset of Y. The sets gphΓ := {(x, y) ∈ X × Y | y ∈ Γ(x)} and domΓ = {x ∈ X | Γ(x) = ∅} are called graph of Γ and domain of Γ, respectively. Fix some pointx ∈ domΓ. Then Γ is called closed atx, if for any sequences {x k } ⊆ domΓ and {y k } ⊆ Y converging tox and someỹ ∈ Y, respectively, we haveỹ ∈ Γ(x). Furthermore, Γ is said to be locally bounded atx if there exist a constant ε > 0 and a bounded set B ⊆ Y such that Γ(x) ⊆ B holds for all x ∈ U ε X (x). The mapping Γ is inner semicompact atx if for every sequence {x k } converging tox there is a sequence {y k } that satisfies y k ∈ Γ(x k ) for sufficiently larke k ∈ N and contains a convergent subsequence. It is well known that any nonempty-valued mapping that is locally bounded aroundx is inner semicompact at this point. We call Γ locally Lipschitz like at (x,ỹ) ∈ gphΓ if there are neighborhoods U ofx and V ofỹ as well as a constant L > 0 which satisfiy
We also define the coderivative D * Γ(x,ỹ) : Y ⇒ X of Γ at (x,ỹ) ∈ gphΓ to be the set-valued map given below:
If the graph of Γ is closed around (x,ỹ), then it is locally Lipschitz like there if and only if D * Γ(x,ỹ)(0) = {0} is satisfied, see [17, Theorem 4.10] . This observation is called Mordukhovich's criterion.
Variational geometry of the complementarity set induced by the positive semidefinite cone
Here, we are going to present some results on the variational geometry of the graph of the normal cone mapping induced by the positive semidefinite cone S p + obtained in [10] and [25] , recently. This will be important in order to state necessary optimality conditions for (SDBPP) via its KKT reformulation. Since S p + is a nonempty, closed, convex cone, we obtain is a geometric representation of the complementarity set in semidefinite complementarity programming, see [10, 24, 25] . Choose (Ā,B) ∈ gphN S p + arbitrarily and let P ΛP T an ordered eigenvalue decomposition ofĀ +B ∈ S p . Furthermore, let α, β, and γ denote the index sets corresponding to the positive, zero, and negative diagonal elements of Λ, respectively. Let us define a matrix Σ ∈ S p ∩ [0, 1] p×p elementwise as stated below:
Then we obtain the following representation of the regular normal cone to gphN S p + at (Ā,B) from [25, Corollary 3.2] :
Let P(β) be the set of all partitions of β. Then
holds due to [10, Proposition 3.3] . Note that for |β| = 1, we obtain the well-known result
Using the above representation, the formula
Choosing the partition (∅, β, ∅) ∈ P(β) and Q = I, we easily see
. This relation obviously follows from the general definition of the regular and the limiting normal cone as well.
Constrained optimization and constraint qualifications
In this section, we study the abstract optimization problem
under the following standing assumption.
Assumption 2.2. Let ψ : X → R and H : X → Y be mappings between finite-dimensional Hilbert spaces X and Y. The set K ⊆ Y is assumed to be nonempty and closed. We denote the feasible set of (P) by M := {x ∈ X | H(x) ∈ K}. Finally, we assume that there is a neighborhood of M where ψ and H are locally Lipschitz continuous.
Especially, we are interested in the case, where the constraints can be splitted into two parts such that we can handle both parts using different types of constraint qualifications. That is why we formulate the following assumption which will be invoked as soon as we need it.
Assumption 2.3. There exist two finite-dimensional Hilbert spaces Y i , i = 1, 2 as well as maps
Below, we define a version of Clarke's calmness concept, see [6, 10] , which respects the product structure of the feasible set described in Assumption 2.3.
Definition 2.4. Let Assumption 2.3 be satisfied and letx ∈ M be a local optimal solution of (P). We consider the perturbation map Υ :
Problem (P) is said to be Clarke calm w.r.t. the constraint
is satisfied. We say that (P) is Clarke calm atx if it is Clarke calm w.r.t. the constraint
We obtain the following result which generalizes [29, Proposition 3.3] and [10, Proposition 2.1]. It shows that Clarke calmness w.r.t. a certain subset of constraints allows us a partial exact penalization of these constraints.
Proposition 2.5. Let Assumption 2.3 be satisfied and letx ∈ M be a local optimal solution of (P). Then (P) is Clarke calm w.r.t. the constraint H 1 (x) ∈ K 1 atx if and only if there is a constantν > 0 such that for any ν ≥ν, (x, H 1 (x)) is a local optimal solution of
Proof. Suppose that (P) is Clarke calm w.r.t. H 1 (x) ∈ K 1 atx, whereas there is no finiteν > 0 such that (x, H 1 (x)) solves (P(ν)) for any ν ≥ν. First, we find constants ε > 0 andμ > 0 such that (2.3) holds. On the other hand, there are sequences
for sufficiently large k from the triangle inequality, observing that H 1 is Lipschitz continuous on U ε X (x) with Lipschitz modulus L for sufficiently small ε. Thus, we have
for sufficiently large k ∈ N is obtained from (2.3). However, this is a contradiction. Now, assume that there existsμ > 0 such that for any ν ≥ν, (x, H 1 (x)) solves (P(ν)) locally. Then there exists > 0 such that
is satisfied and H 1 is Lipschitz continuous on U X (x) with Lipschitz modulus L. Define the constants ε := min{ 2 ; 2L } andμ :=ν. Fix an arbitrary point (y 1 , x) ∈ U ε Y 1 ×X (0,x) ∩ gphΥ and set z := H 1 (x) − y 1 ∈ K 1 . Then the triangle inequality yields
Thus, the local optimality of (x, H 1 (x)) for (P(ν)) with ν =ν leads to
Consequently, (P) is Clarke calm w.r.t.
Later, we will use the above concept to derive necessary optimality conditions. First, however, we are going to recall some constraint qualifications from differentiable optimization. Letx ∈ M be arbitrarily chosen and assume that H is continuously differentiable in a neighborhood ofx. We say that NNAMCQ, the no nonzero abnormal multiplier constraint qualification, holds atx, provided the condition
is satisfied. It follows from [10, Proposition 2.3] that NNAMCQ implies that (P) is Clarke calm atx provided the latter point is a local minimizer of (P). Furthermore, NNAMCQ yields [17, Theorem 3.8] . Note that we even get equality in the latter equation if ∇H(x) is surjective. In the latter case, we have 
is satisfied. Note that this is equivalent to In the following result, we interrelate the generalized version of Clarke's calmness concept from Definition 2.4 and the above constraint qualifications in order to obtain necessary optimality conditions for (P).
Proposition 2.6. Let Assumption 2.3 be satisfied and letx ∈ M be a local optimal solution of (P) where the latter problem is Clarke calm w.r.t. the constraint H 1 (x) ∈ K 1 and H 2 is continuously differentiable. Finally, let the constraint qualification
, such that the following condition holds:
Proof. From Proposition (2.5) we know that there exists ν > 0 such that (x, H 1 (x)) is a local optimal solution of (P(ν) 
whereψ : X ×Y 1 → R denotes the objective of (P(ν)). Now, we exploit [17, Theorems 3.36, 3.41, Corollary 1.96] to obtain
Recalling (2.4), we find
Setting y * 1 := νy * and observing z * ∈ ∂ y * 1 , H 1 Y 1 (x), the desired result follows.
It is easily seen that the assumptions of Proposition 2.6 imply that (P) is Clarke calm at the reference point.
Lemma 2.7. Let Assumption 2.3 be satisfied and letx ∈ M be a local optimal solution of (P) where the latter problem is Clarke calm w.r.t. the constraint H 1 (x) ∈ K 1 and H 2 is continuously differentiable. Finally, let the constraint qualification
hold. Then (P) is Clarke calm atx.
Proof. Due to Proposition 2.5, there is someν > 0 such that, (x, H 1 (x)) is a local optimal solution of (P(ν)) with ν :=ν. Revoking [10, Proposition 2.3], the postulated constraint qualification implies that the latter problem is Clarke calm at (x, H 1 (x)). Thus, applying Proposition 2.5 once more, we findη > 0 such that for any η ≥η, (x,
Let us setζ := max{ν;η}. Then it is easily seen that (x, H 1 (x), H 2 (x)) is a local optimal solution of min
for all ζ ≥ζ. Consequently, (P) is Clarke calm atx by means of Proposition 2.5.
Optimality conditions using the optimal value reformulation
The optimal value reformulation of problem (SDBPP) which is given by
with ϕ(x) := inf y f (x, y) | g(x, y) ∈ S p + for any x ∈ R n is a nonlinear programming problem whose constraints include the optimal value function ϕ which is likely to be nonsmooth. In this section, we are going to derive necessary optimality conditions for (SDBPP) via the program (OV). Therefore, we distinguish two different situations. First, we consider the case where ϕ is convex. Afterwards, we generalize the results to the situation where ϕ is only Lipschitz continuous around the reference point.
The case where ϕ is convex
Before we start our analysis let us fix the standing assumptions of this section.
Assumption 3.1. The functions F , G, f , and g are continuously differentiable, f is convex, and g is −S p + -convex. Furthermore, there is an open neighborhood of the convex hull of the nonempty set Q := {x ∈ R n | G(x) ≤ 0} such that the infimum of f (x, y) w.r.t. y is attained on the lower level feasible set Y (x) := {y ∈ R m | g(x, y) ∈ S p + } for any x from this neighborhood.
Let us see which properties the function ϕ actually possesses. Proposition 3.2. The optimal value function ϕ is convex on R n and finite on convQ. If, in addition, there exists (x,ȳ) such that g(x,ȳ) ∈ S p ++ is satisfied, then, for anyx ∈ convQ and y ∈ Y (x) satisfying ϕ(x) = f (x,ỹ), we have
Proof. Although the convexity of the mapping ϕ can be easily derived using a similar strategy as exploited to validate [12, Proposition 2.1], we formulate another proof here. From the assumptions, ϕ(x) = min y {f (x, y) | y ∈ Y (x)} exists for all x ∈ convQ. Let x i ∈ convQ and y i ∈ Y (x i ) be chosen such that ϕ(
Furthermore, choose an arbitrary scalar α ∈ (0, 1). Since g is −S p + -convex, we have
Thus, we obtain,
+ is a convex cone containing ξ, g(x 1 , y 1 ), and g(x 2 , y 2 ). Hence, we have
and this leads to
since f is convex. Consequently, the mapping ϕ is convex and finite on convQ and, thus, subdifferentiable there. Actually, due to the postulated assumptions, this holds true on a neighborhood of convQ. Note that we can recall the above argumentation for any x 1 , x 2 ∈ R n distinguishing two cases: If w.l.o.g. Y (x 1 ) is empty, we have nothing to show since ϕ(x 1 ) = +∞ is satisfied. Otherwise, the images Y (x i ) need to be nonempty and the scalars ϕ(x i ) need to be finite for i = 1, 2. If this would not be the case, we could simply construct a contradiction to the finiteness of ϕ on the neighborhood of convQ. Thus, in the latter case, a similar proof technique as presented above applies. Without additional assumptions, we only can choose ε-optimal solutions and need to consider the limit ε 0. Working along the proof of [9, Theorem 3.4], we have
Since ϕ(x) = f (x,ỹ) holds, we have
Therefore, (x,ỹ) solves the problem 
holds. This shows the inclusion ⊆ of the subdifferential formula. For the proof of the converse inclusion, choose Ω ∈ S p − which satisfies
Since ϕ is convex, we find x ∈ R n such that ϕ(x) < ϕ(x) + w, x −x R n is satisfied. Due to the convexity of f , this leads to the existence of some y ∈ Y (x) which satisfies
where the last inequality follows from
see [14, Theorem 2.20] . However, this inequality is a contradiction. Hence, the proof is completed. Now, we are able to state some optimality conditions of problem (OV). Using Proposition 2.6, the following theorem holds. Theorem 3.3. Let (x,ỹ) be an optimal solution of problem (SDBPP) where (OV) is Clarke calm. Furthermore, assume that there exist (x,ȳ) ∈ R n × R m such that g(x,ȳ) ∈ S p ++ holds. Then there exist multipliers µ ≥ 0, ν ∈ R k , and Ω,Ω ∈ S p which solve the following system:
Proof. Obviously, (x,ỹ) is a local optimal solution of (OV) as well which satisfies f (x,ỹ) − ϕ(x) = 0. Since problem (OV) is Clarke calm at (x,ỹ), we have from Proposition 2.6 the existence of µ ∈ R, ν ∈ R k , and Ω ∈ S p such that
Clearly, the second conditions yields µ ≥ 0. Noting that R k − and S p + are closed, convex cones, we obtain (3.2d) and (3.2e). Further, since −ϕ is locally Lipschitz, whereas f is continuously differentiable, we can apply [17, Proposition 1.107] to obtain
Although the limiting subdifferential is not homogeneous, we obtain the following from [17, Theorem 3.57], [6, Proposition 2.3.1], and the convexity of ϕ:
Combining (3.3), (3.4), and (3.5), we derive the existence of w ∈ ∂ϕ(x) which satisfies
Now, we only need to apply Proposition 3.2 in order to find someΩ ∈ S p satisfying (3.2c), (3.2f), and w = ∇ x f (x,ỹ) + ∇ x Ω , g S p (x,ỹ). Putting the latter representation in (3.6), we obtain (3.2a) and (3.2b ). This completes the proof.
It has been mentioned in several papers dealing with the optimal value reformulation of the bilevel programming problem, see [8, 9, 29] , that any nonsmooth version of NNAMCQ, which would imply the Clarke calmness condition postulated in Theorem 3.3, fails to hold at the feasible points of (OV). However, we can use Lemma 2.7 in order to state constraint qualifications which are easier to check.
Theorem 3.4. Let (x,ỹ) be an optimal solution of problem (SDBPP) and suppose that problem (OV) is Clarke calm w.r.t. the constraint f (x, y) − ϕ(x) ≤ 0 at (x,ỹ). Furthermore, assume that there isȳ ∈ R m satisfying g(x,ȳ) ∈ S p ++ , and let the constraint qualification
hold. Then there are multipliers µ ≥ 0, ν ∈ R k , and Ω,Ω ∈ S p which solve the system (3.2).
Proof. The only thing we need to show is that NNAMCQ holds true at (x,ỹ) w.r.t. the set
Then, the statement of the theorem follows from Lemma 2.7 and Theorem 3.3.
Recalling the statements of Section 2.3, the interior point assumption of the theorem is equiv-
On the other hand, NNAMCQ at (x,ỹ) w.r.t. M is equivalent to
Clearly, the constraint qualifications (3.7) and (3.8) imply this condition. Thus, the proof is completed.
Remark 3.5. In the context of bilevel programming, the Clarke calmness of (OV) w.r.t. the constraint f (x, y) − ϕ(x) ≤ 0 is called partial calmness as well. This concept was introduced for standard nonlinear bilevel programming problems in [29] but made its way into more general classes of bilevel programming such as semi-infinite bilevel optimization problems, see [11] , or bilevel optimal control problems, see [3, 16, 26, 27] .
Remark 3.6. Adapting the proof technique of [13, Proposition 3.8], we can easily show that (OV) is Clarke calm w.r.t. the constraint f (x, y) − ϕ(x) ≤ 0 at any local optimal solution of (SDBPP) provided there is some α > 0 which satisfies
If the latter condition holds, the lower level problem of (SDBPP) is said to possess a uniformly weak sharp minimum, see [29] .
Example 3.7. We consider the bilevel programming problem
where Ψ : R ⇒ R 2 denotes the solution map of the following linear parametric semidefinite program: min
We easily see Ψ(x) = {(|x|, |x|)} and ϕ(x) = 2|x| for any x ∈ R and, thus, the point (x,ỹ 1 ,ỹ 2 ) = (−1, 1, 1) is a local optimal solution of the bilevel programming problem. There does not exist a global optimal solution. Note that Assumption 3.1 holds. Now, we consider the partially penalized optimal value reformulation min x,y
x − y 1 − y 2 + µ(y 1 + y 2 − 2|x|)
for some scalar µ ≥ 0. Note that for any feasible point (x, y 1 , y 2 ) ∈ R 3 of this program, we have y 1 + y 2 ≥ ϕ(x) = 2|x| ≥ x. Hence, for µ ≥ 1, we obtain
whereas the corresponding objective value at (x,ỹ 1 ,ỹ 2 ) is −3. Consequently, for any µ ≥ 1, (x,ỹ 1 ,ỹ 2 ) is a local optimal solution of the partially penalized problem. Following Proposition 2.5, the optimal value reformulation of the original bilevel programming problem is Clarke calm w.r.t. the constraint
It is easily seen that the lower level feasible set possesses interior points for x =x. Thus, all the assumptions of Theorem 3.4 hold. Thus, there need to exist a numbers µ ≥ 0, ν ≥ 0 and matrices Ω,Ω ∈ S 2 which solve the following system
From (3.9c) and (3.9f), we obtainΩ = −I. Choosing µ = 2, ν = 1, and Ω = −I satisfies all the other conditions.
The case where ϕ is locally Lipschitz continuous
In this section, we still consider the optimal value transformation (OV) of (SDBPP) and want to find some necessary optimality conditions without any hypothesis of convexity. However, we make the following standing assumption.
Assumption 3.8. The functions F , G, f , and g are continuously differentiable.
In the following lemma, we present a situation where the optimal value function ϕ of the lower level problem is locally Lipschitz continuous around some reference point and state an approximation formula for its basic subdifferential.
Lemma 3.9. Fix some pointx ∈ domΨ where Ψ is inner semicompact, let Ψ(x) be bounded, and assume that for any y ∈ Ψ(x), the constraint qualification
is satisfied which equals Robinson's constraint qualification for the lower level problem at (x, y). Then ϕ is locally Lipschitz continuous atx and the following formula holds:
Proof. Due to the continuity of the mapping g, the set-valued map Y possesses a closed graph. Moreover, recalling the inner semicompactness of Ψ atx and the boundedness of Ψ(x), [1, Theorem 4.2.1] implies that ϕ is lower semicontinuous atx. The postulated constraint qualifications (3.10) are equivalent to NNAMCQ at the points (x, y) with y ∈ Ψ(x), which yields that Y is locally Lipschitz like at all of these points, see [17, 
Using the preimage rule, see [17, Theorem 3.8] , and the definition of the coderivative, we obtain
for any y ∈ Ψ(x) due to the validity of NNAMCQ. This, however, yields the approximation formula for the subdifferential since we have
Having the local Lipschitz continuity of the optimal value function at hand, we now can provide necessary optimality conditions for (SDBPP).
Theorem 3.10. Let (x,ỹ) be a local optimal solution of problem (SDBPP) and suppose that problem (OV) is Clarke calm w.r.t. the constraint f (x, y) − ϕ(x) ≤ 0 at (x,ỹ). Assume that the solution set mapping Ψ is inner semicompact atx. Finally, let the constraint qualification (3.7) and (3.10) for all y ∈ Ψ(x) be satisfied. Then there are y 1 , . . . , y n+1 ∈ Ψ(x) and multipliers µ ≥ 0, ν ∈ R k , γ 1 , . . . , γ n+1 ≥ 0, and Ω,Ω 1 , . . . ,Ω n+1 ∈ S p which satisfy the conditions (3.2b), (3.2d), (3.2e), as well as
Proof. The proof is obtained similarly as the proofs of Theorems 3.3 and 3.4. Here, we use Lemma 3.9 and Carathéodory's theorem in order to approximate the (nonempty) set −conv∂ϕ(x) (which is not necessarily the same as −∂ϕ(x) since ϕ is not necessarily convex under the assumptions of this section) from above.
Using an idea from [20] , it is possible to replace the conic constraint g(x, y) ∈ S p + in (OV) by a single inequality constraints. Therefore, define λ : R n × R m → R by means of ∀x ∈ R n ∀y ∈ R m : λ(x, y) := sup
Then [20, Proposition 3.1] yields that (OV) is equivalent to
which now is a standard nonlinear program with two nonsmooth constraints determined by the marginal functions ϕ and λ. We may also interpret λ(x, y) ≤ 0 as a semi-infinite constraint. Since S p − ∩ S S p is compact and g is continuous, the marginal function λ is well-defined, continuous and possesses nice subdifferentiablity properties, see [20] . However, combining the proof techniques of this section with the contributions in [20] and suitable constraint qualifications, we obtain the same necessary optimality conditions as presented in Theorem 3.10 from the new surrogate problem (3.11). However, from the computational point of view, the consideration of program (3.11) might be promissing.
4 Optimality conditions using the KKT reformulation
KKT reformulation
The lower level problem of (SDBPP) for fixed x ∈ R n is given by
We introduce the Lagrangian L : R n × R m × S p → R of (4.1) as stated below:
Moreover, we define the set of regular Lagrange multiplier matrices of (4.1) as follows:
Let us state the standing assumptions of this section.
Assumption 4.1. The functions F and G are continuously differentiable, whereas f and g are twice continuously differentiable. For any x ∈ Q, where Q is defined in Assumption 3.1, the map y → f (x, y) is convex, whereas y → g(x, y) is −S p + -convex. Moreover, we assume that the constraint qualification
which equals Robinson's qualification condition for (4.1), holds true at any point (x, y) ∈ gphY ∩ (Q × R m ).
Using [4, Proposition 3.2], we easily see
Moreover, for any (x, y) ∈ gphΨ∩(Q×R m ), the set Λ(x, y) is nonempty, convex, and compact. The above observation justifies the consideration of the KKT reformulation of (SDBPP) given by min
which is a so-called mathematical program with semidefinite cone complementarity constraints. Such problems were discussed in the papers [10, 24, 25] , recently. In [7] , the authors show that a classical bilevel programming problem and its KKT reformulation are equivalent w.r.t. global optimal solutions, whereas these problems do not need to coincide w.r.t. local optima. Here, we want to study the relationship of (SDBPP) and (KKT) in more detail. Therefore, we need the following lemma.
Lemma 4.2. The set-valued map Λ : R n × R m ⇒ S p is locally bounded and closed at any point from gphY ∩ (Q × R m ).
Proof. The boundedness of Λ follows from [5, Proposition 4.43] observing that Robinson's constraint qualification is satisfied at any point from gphY ∩ (Q × R m ) due to Assumption 4.1. On the other hand, the closedness of Λ follows from the continuity of the functions f , g, and their derivatives.
Let us start to deal with a comparison of (SDBPP) and (KKT) w.r. 1. if (x,ỹ) is global solution of (SDBPP), then (x,ỹ, Ω) is global solution of (KKT), for all Ω ∈ Λ(x,ỹ).
if (x,ỹ,Ω) global is solution of (KKT), then (x,ỹ) is global solution of (SDBPP).
In the upcoming example, we show that the assumption of Proposition 4.3 is indispensable. 
where, Ψ : R 2 ⇒ R 2 denotes the solution set mapping of the following lower problem which has been inspired by [5, Example 5.79] :
The feasible set of the lower level is {(y 1 , y 2 ) ∈ R 2 | y 1 ≤ 0, y 2 = 0}. Consequently, the unique global solution of the bilevel programming problem is (1, 0, 0, 0). The KKT conditions w.r.t. to the lower level problem are given by
Further, we can see that the points (0, x 2 , y 1 , 0, Ω) with In the next proposition, we analyze the relationship of (SDBPP) and (KKT) w.r.t. local optimal solution. It parallels the results in [7] .
Proposition 4.5. Under Assumption 4.1 the following relations hold:
2. if (x,ỹ, Ω) is a local optimal solution of (KKT) for all Ω ∈ Λ(x,ỹ), then (x,ỹ) is a local solution of (SDBPP).
Proof. The proof of the first statement is standard. Let us show the second assertion. Therefore, let (x,ỹ, Ω) be a local optimal solution of (KKT) for all Ω ∈ Λ(x,ỹ) and assume on the contrary that (x,ỹ) is no local solution of (SDBPP). Then there is a sequence
Due to Assumption 4.1, we find Ω k ∈ Λ(x k , y k ) for any k ∈ N, i.e. the point (x k , y k , Ω k ) is feasible for (KKT). By Lemma 4.2, the sequence {Ω k } is bounded. Consequently, {(x k , y k , Ω k )} possesses an accumulation point (x,ỹ,Ω) which is, by the closedness of Λ obtained from Lemma 4.2, again a feasible point of (KKT). This, however, contradicts the assumption that (x,ỹ,Ω) is a local solution of (KKT).
Optimality conditions via KKT reformulation
By introducing a slack variable Z ∈ S p , we can transfer problem (KKT) into the equivalent form min Theorem 4.6. Let (x,ỹ) be a local optimal solution for problem (SDBPP). For Ω ∈ Λ(x,ỹ), let P ΛP be an ordered eigenvalue decomposition of g(x,ỹ) + Ω, and let α, β, and γ be the index sets corresponding to the positive, zero, and negative diagonal entries of Λ. Furthermore, assume that the following constraint qualification is satisfied:
Then there exist vectors ν ∈ R k , δ ∈ R m , and matrices M, N ∈ S p such that the following M-stationarity conditions hold:
Therein, the matrix Σ ∈ S p is defined in (2.2) and the formula for the normal cone in (4.5h) can be found in Section 2.2.
Proof. The optimization problem (4.3) is a program with equalities, inequalities, and a nonconvex abstract constraint with (x,ỹ, g(x,ỹ), Ω) as a local solution, see Proposition 4.5. From [18, Theorem 5.21] we have the existence of a number µ ∈ R + , vectors ν ∈ R k , δ ∈ R m and matrices K, M, N ∈ S p such that (µ, ν, δ, K, M, N ) does not vanish and
is satisfied. Postulating µ = 0 contradicts (4.4). Thus, we have µ > 0. Dividing the above system by µ yields the desired optimality conditions in (4.5), see Section 2.2 as well.
It is worth to mention that the constraint qualification (4.4) is implied by SDPMPCC-MFCQ, see [25, Definition 3.5] . On the other hand, it is easy to see from Proposition 2.6 that whenever (4.3) is Clarke calm at (x,ỹ, g(x,ỹ), Ω), then the M-stationarity conditions (4.5) hold. Other ways to derive the M-stationarity conditions at local solutions of (4.3) are presented in [10, Theorem 6.1].
In the following theorem, we present some optimality conditions of strong stationarity type, see [10, Section 5] and [24, Section 5] .
Theorem 4.7. Let (x,ỹ) be a local optimal solution for problem (SDBPP). For Ω ∈ Λ(x,ỹ), let P ΛP be an ordered eigenvalue decomposition of g(x,ỹ) + Ω, and let α, β, and γ be the index sets corresponding to the positive, zero, and negative diagonal entries of Λ. Assume that the operator 
is surjective. Then there exist vectors ν ∈ R k , δ ∈ R m , and matrices M, N ∈ S p which satisfy (4.5a) -(4.5g) and M Proof. First, we notice that (x,ỹ, g(x,ỹ), Ω) is a local optimal solution of (4. . Then the feasible set F of (4.3) is modelled by the constraint H(x, y, Z, Ω) ∈ K. Due to the surjectivity assumption on the operator (4.6), the operator ∇H(x,ỹ, g(x,ỹ), Ω) is surjective. Thus, we obtain is surjective. Then there exist vectors ν ∈ R k , δ ∈ R m , and matrices M, N ∈ S p which satisfy (4.5a) -(4.5g) and (4.7). One can easily check that for any x 1 , x 2 > 0, the lower level problem possesses the unique solution
Assume that (x,ỹ) is a local optimal solution of the overall bilevel programming problem. Then the constraint qualification in Theorem 4.7 and Remark 4.8 are equivalent and hold at (x,ỹ). Note that these conditions do not depend on the lower level multiplier Ω since the lower level constraints are affine. Hence, (x,ỹ) satisfies the S-stationarity conditions. Observe that we have n = 3 and p = 2 in this example, see Remark 4.9.
