In microarray experiments, the dimension p of the data is very large but there are only few observations N on the subjects/patients. In this article, the problem of classifying a subject into one of the two groups, when p is large, is considered. Three procedures based on Moore-Penrose inverse of the sample covariance matrix and an empirical Bayes estimate of the precision matrix are proposed and compared with the DLDA procedure.
Introduction
compares several discrimination methods for the classification of tumors using gene expression data. The comparison includes the Fisher (1936)'s linear discrimination analysis methods (FLDA), classification and regression tree (CART) method of Breiman, Friedman, Olshen, and Stone (1984) , aggregating classifiers of Breiman (1996) and Breiman (1998) which include "bagging" methods of Friedman(1998) and "boosting" method of Freund and Schapire (1997) . The comparison also included two more methods called DQDA method and DLDA method respectively. In DQDA method, it is assumed that the population covariances are diagonal matrices, but unequal for different groups. The likelihood ratio rule is obtained assuming that the parameters are known, and then estimates are substituted in the 1 Professor, Department of Statistics, University of Toronto, 100 St George Street, Toronto, Ontario, CANADA M5S
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tatsuya@e.u-tokyo.ac.jpFaculty phone:+81-3-5841-5656, fax:+81-3-5841-5521 1 likelihood ratio rule. On the other hand, in DLDA method, it is assumed that the population covariance are not only diagonal matrices but they are all equal and the rule is obtained in the same manner as in DQDA. However, among all the preceding methods considered by Dudoit, Fridlyand, and Speed (2002) , only DLDA did well. While it is not possible to give reasons as to why other methods did not perform well, the poor performance of the FLDA method may be due to the large dimension p of the data even when the degrees of freedom associated with the sample covariance n > p. In large dimensions, the sample covariance may become near singular with very small eigenvalues.
For this reason, it may be reasonable to consider a version of the principal component method which is applicable even when p > n. Using the Moore-Penrose inverse, a general method based on minimum distance rule is proposed. Another method which uses an empirical Bayes estimate of the inverse of the covariance matrix along with a variation of this method are also proposed. We compare these three new methods with DLDA method of Dudoit, Fridlyand, and Speed (2002) .
The organization of the paper is as follows. In Section 2 we describe the three procedures, along with DLDA, and in Section 3, we show that the estimate of Σ −1 , used in the two procedures, is an empirical Bayes estimate. Section 4 presents some simulation studies while Section 5 analyzes two microarray datasets which were considered by Dudoit, Fridlyand, and Speed (2002) and Dettling and Buhlmann (2002) . The paper concludes in Section 6.
Methods of Classification
Let x 0 be an observation vector on an individual belonging to the group C 0 . It is known that x 0 belongs to either to group C 1 or to group C 2 . Independent observation vectors x 11 , · · · , x 1N 1 and x 21 , · · · , x 2N 1 are obtained from the two groups C 1 and C 2 respectively. We shall assume that
where N p (θ, Λ) denotes the p-dimensional multivariate normal distribution with mean vector θ and covariance matrix Λ. We estimate µ 1 , µ 2
and s ii ,i = 1, · · · , p are the diagonal elements of S.
Although no suitable criterion is yet available to select an optimum value ofp,
we demonstrate the performance of our discrimination procedures for several selected values ofp.
Next, we describe the three new discrimination methods, along with DLDA method.
Minimum Distance Rule using Moore-Penrose Inverse(MDMP)
For any matrix A, the Moore-Penrose inverse of A is defined by A + satisfying the following four conditions:
The Moore-Penrose inverse is unique and if A is a square nonsingular matrix, A + = A −1 . Thus, we shall consider the Moore-Penrose inverse of the symmetric and at least 3 positive semi-definite sample covariance matrix S. When n > p, then theoretically S is positive definite with probability one and S + becomes S −1 . However, when p is large, then even when n > p, S behaves like a near singular matrix. Let us first consider the case when n > p, the p × p sample covariance matrix S can be written as
where
is a diagonal matrix with l 1 > · · · > l p as the ordered eigenvalues of the sample covariance matrix S. We partition L and H as follows:
and H 1 is a p×r matrix such that
L 2 will consist of approximately 5% of the smaller eigenvalues. We shall approximate
The Moore-Penrose inverse of S a is given by
When n < p, then H is an n × p semi-orthogonal matrix HH = I n , and
where L : n × n, H : n × p. We partition H and L in the same manner as above and approximate S by S a as given above. Note that now L 2 : (n − r) × (n − r) and H 2 is (n − r) × p matrix. We define the sample distance between the observation vector x 0 that is to be classified, to the group C i by
then x 0 is classified into group C 1 , otherwise into group C 2 .This is our proposed minimum distance rule. We shall refer to this rule as minimum distance 4 tance defined in (10) can be written as
Minimum Distance Rule using Empirical Bayes Estimate of Σ
In Section 3 we show that an empirical Bayes estimator of Σ −1 is given bŷ
where c is a constant whose value is not important in our investigation. It may be noted thatΣ
λ exists irrespecture of whether n < p or n > p. Thus we define a sample distance between x 0 and the group C i by
We shall refer to this rule as Minimum Distance Empirical Bayes Rule(MDEB).
Minimum Distance Rule Using Modified Empirical Bayes Estimate of

Σ
In this section we consider the distance function defined in equation (13) using the modified values of L. That is, we define the sample distance between x 0 and group
We shall refer to this rule as Minimum Distance Modified Empirical Bayes Rule(MDMEB).
Diagonal Linear discrimination Analysis Method
Finally, we describe the DLDA method of Dudoit, Fridlyand, and Speed (2002) in terms of our notations defined in above equations. In DLDA method, the distance function is defined by
− 1 In this section we derive an empirical Bayes estimate of Σ −1 . Let
where n = N 1 + N 2 − 2. Then it can be shown by using an orthogonal transformation (see,e.g. Page 78 of Srivastava and Khatri (1979) ) that
where etr(A) stands for the exponential of the trace of the matrix A. For the prior distribution of Σ −1 , we assume that Σ −1 has a Wishart distribution with mean λ −1 I, λ > 0, and degree of freedom l ≥ p, i.e.
Thus, the joint p.d.f. of Y and Σ −1 is given by
Hence, the marginal distribution of Y is given by
Thus the conditional distribution of Σ −1 given Y is given by
6 which is the p.d.f. of a Wishart distribution with mean (λI + Y Y ) −1 and degree of freedom n + l. From this the Bayes estimator is obtained as
To obtain an empirical Bayes estimator, we need an estimator of λ which can be obtained from the marginal distribution of Y given in (22). We may use any resonable method to obtain an estimate of λ, such as the maximum likelihood method, and the method of moments. 
Hence, from page 92 of Srivastava and Khatri (1979) , we get
which is equal to one if l = n + 2. In any case, its exact value is not important in our investigation and we choose it equal to one. Thus, using the method of moments, we can estimate λ byλ
that is, by the geometric mean of the eigenvalues of nS. For convenience, however, we use the arithmetic mean of the non-zero eigenvalues of nS, which can be written as
Thus, when n > p, an empirical Bayes estimator of Σ −1 is given bŷ
where c is a constant which depends on (n, l). When n < p, from the marginal distribution of Y given in (22), we obtain the p.d.f. of W = Y Y . This is given by
Hence,
where D 2 is a constant whose exact evaluation is not necessary in our investigation.
Thus λ can be estimated byλ
that is, by the geometric mean of the eigenvalue of Y Y (equivalently of Y Y ). For simplicity, however, we consider the arithmetic mean of the non-zero eigenvalues of nS, which is written as
Thus, when n < p, an empirical Bayes estimator of Σ −1 is given bŷ
Putting them together,λ
Thus, an empirical Bayes estimate of Σ −1 is given bŷ
Simulation Studies
In this section we use the simulated datasets to compare the performance of our three proposed discrimination methods with DLDA of Dudoit, Fridlyand, and Speed (2002) who have shown that the DLDA method is simple and performs better than most 8 other procedures considered in the literature. The simulation results show that MDEB performs better than DLDA in all cases. When the correlation between variables are not negligible , all the three proposed methods are superior over DLDA.
Generation of Datasets
In order to include the correlation between variables into the dataset, we generate the datasets as follows:
. . .
We chose The square root of the diagonal elements of Σ, (σ 1 , · · · , σ 2000 ), were generated from Uniform(2,3), which may be visualized as follows: 
Simulation Results
For ρ = 0.0, 0.2, 0.5, we generated three datasets as described above. Each dataset consists of a training set which comprises of 50 cases from each group, and a testing 9 set which comprises of 300 cases from each group. The classifiers are built with the parameters estimated with the training dataset with 100 cases. We then perform the classification procedure on the testing set with 600 cases. The methods are compared in terms of the correct classification rates. We test the performance of the four discrimination procedures on several selected values ofp. The correct classification rates are presented in Table 1 . Several conclusions can be drawn from this table.
First, MDEB performs consistently better than all the other methods considered in this paper. It works better even when the variables are independent. Thus, it is the most worthy method we have seen in the literature. Secondly, MDEB and DLDA are more stable with respect to the choice ofp than MDMP and MDMEB. That is, with the increase in the number of selected variables which may include noise variables, the performance of MDEB and DLDA methods remain unaffected.
Secondly, when the correlation between variables becomes stronger, DLDA gets worse substantially. This is reasonable since DLDA assumes the variables are completely independent, and therefore it has worse performance when the correlation is not negligible. All of the three proposed methods which accounts for the correlation are superior over DLDA when ρ = 0.5 consistently and substantially.
Two examples of microarray datasets
In this section we test the performance of all the four discrimination methods on two publicly available datasets with Leave-One-Out cross validation. We analyze only these two datasets because we concentrate in this paper only on two samples problems.
Method of Comparison
In the context of microarray data, the number of observations are usually very small.
Therefore it is not appropriate to extract a subset from the original dataset to form a testing dataset. Instead, a widely used way to test a discrimination method is the Leave-One-Out cross validation. For i = 1, 2, · · · , N, the x i is treated as the testing case Table 1 : Correct Classification Rates for DLDA, MDEB, MDMEB and MDMP given by predicting 600 testing cases with 300 from each group based on 100 training cases with 50 from each group.
The standard deviation of each value in this table is estimated to be 0.0145, by taking 0.85 as the approximate correct classification rates for all cells and the remaining cases are used as training set, i.e. used to estimate the parameters µ 1 , µ 2 , Σ. The discrimination methods are compared in terms of correct classification rate.
It is worth mentioning that we need to perform the variable selection each time with the remaining cases other than x i , rather than pre-select the variables with the complete dataset then perform the cross validation with the subset. This is because that the variable selection should be based on only the training set and should not use any information from the testing cases. Performing the cross validation with the preselected subset may lead to misleading results. An extreme example is when µ 1 = µ 2 ,
i.e. all variables are actually indistinguishable across the two groups. If we pre-selectp variables based on the complete dataset by some methods, for example, the t 2 -statistic as described earlier, the selectedp variables may show difference across the two groups, even though there is no actual difference. Later when we use Leave-One-Out cross validation to test the discrimination method a high correct classification rate may be obtained. This is avoided by selecting variables again when we change the testing case.
Description of the Datasets
Colon
In this dataset, expression levels of 40 tumor and 22 normal colon tissues for 6500
human genes are measured using the Affymetrix technology. A selection of 2000 genes with highest minimal intensity across the samples has been made by Alon, Barkai, Motterman, Gish, Mack, and Levine (1999) . Thus p = 2000, and the degrees of freedom available to estimate the covariance matrix is only 60.
These data are publicly available at "http://www.molbio.princeton.edu/ colondata".
A base 10 logarithmic transformation is applied.
Leukemia
This dataset contains gene expression levels of 72 patients either suffering from acute lymphoblastic leukemia(ALL, 47 cases) or acute myeloid leukemia(AML 25 cases) and was obtained from Affymetrix oligonucleotide microarrays. More information can be 12 found in Golub, Slonim, Tamayo, Huard, Gaasenbeek, Mesirov, Coller, Loh, and Downing (1999) ; Following the protocol in Dudoit, Fridlyand, and Speed (2002) , we preprocess them by thresholding, filtering, a logarithmic transformation and standardization, so that the data finally comprise the expression values of p = 3571 genes, and the degrees of freedom available for estimating the covariance is only 70.
The description of the above datasets and preprocessing are due to Dettling and Buhlmann (2002) , except that we do not process the datasets such that each tissue sample has zero mean and unit variance across genes, which is not explainable in our framework. We roughly check the normality assumption by QQ-plotting around 50 genes selected randomly. The results are nearly satisfactory.
For the Colon dataset, the first 10 elements of the mean vectors for the two groups and the corresponding pooled estimate of the variances that are placed in descending order w.r.t t 2 -statistics are listed in Table 2 . We may note that N 1 + N 2 − 2 = n = 60.
The same simple analysis was done on Leukemia dataset. The first 10 elements of the mean vectors and the variances are listed in Table 3 . show superiority may be due to the fact that the two groups are far apart in terms of Mahalanobis squared distance. It is surprising that "boosting","bagging" and "CART" methods did not do well despite the fact that the two groups are far apart. When the two groups are far apart it makes little difference whether correlation between variables are taken into account or not. The classification results reported in Table 4 for the Colon data are better substantially than most of those reported by Dettling and Buhlmann (2002) . For the Leukemia data, our results are also better, though not by as much as in the Colon data, than most of those given by Dettling and Buhlmann (2002) .
Concluding Remarks
In this paper we propose three discrimination methods, namely MDEB,MDMEB and MDMP. Our simulation results show that MDEB performs better than all the other methods under all circumstances, and all of the proposed methods, are superior to DLDA when the correlation between variables are not negligible. These methods work well in two microarray datasets.
