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Abstract
Consider the Lie group of n × n complex unitary matrices U(n) endowed with the bi-
invariant Finsler metric given by the spectral norm,
‖X‖
U
= ‖U∗X‖∞ = ‖X‖∞
for any X tangent to a unitary operator U . Given two points in U(n), in general there exists
infinitely many curves of minimal length. The aim of this paper is to provide a complete
description of such curves. As a consequence of this description, we conclude that there is
a unique curve of minimal length between U and V if and only if the spectrum of U∗V is
contained in a set of the form {eiθ, e−iθ} for some θ ∈ [0, pi). Similar studies are done for the
Grassmann manifolds.
Now consider the cone of n × n positive invertible matrices Gl (n)+ endowed with the
bi-invariant Finsler metric given by the trace norm,
‖X‖
1, A
= ‖A−1/2XA−1/2‖1
for any X tangent to A ∈ Gl (n)+. In this context, given two points A,B ∈ Gl (n)+ there
exists infinitely many curves of minimal length. In order to provide a complete description
of such curves, we provide a characterization of the minimal curves joining two Hermitian
matrices X,Y ∈ H(n). As a consequence of the last description, we provide a way to
construct minimal paths in the group of unitary matrices U(n) endowed with the bi-invariant
Finsler metric
‖X‖1, U = ‖U∗X‖1 = ‖X‖1
for any X tangent to U ∈ U(n).
We also study the set of intermediate points in all the previous contexts. Between two
given unitary matrices U and V we prove that this set is geodesically convex provided
‖U − V ‖∞ < 1. In Gl (n)+ this set is geodesically convex for every unitarily invariant norm.
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1 Introduction
Let Gl (n) denote the Lie group of invertible n × n matrices, U(n) the Lie subgroup of unitary
matrices, and Gl (n)+ the cone of positive invertible matrices. Given T ∈ Gl (n), it can be
decomposed as
T = U |T |,
where U is a unitary matrix, and |T | is the positive matrix given by (T ∗T )1/2. This is the
usual polar decomposition, and a particular case of the so called Cartan decomposition for more
general Lie groups. This decomposition allows to understand the metric and geometric properties
of Gl (n) through the study of geometric and metric properties of U(n) and Gl (n)+.
In the case of U(n), as in any Lie group, it has a canonical torsion-free connection defined on
left-invariant vector fields X,Y by ∇XY = 12 [X,Y ]. The geodesics associated to this connection
are the one-parameter groups t 7→ UetZ (here U is a unitary matrix and Z an anti-hermitian
matrix). We can also introduce a Riemannian metric on the unitary group in a standard way
〈X,Y 〉U = Tr(U∗X(U∗Y )∗) = Tr(XY ∗),
for U∗X,U∗Y in the Lie algebra of the group, that is, for U∗X,U∗Y anti-Hermitian matrices.
It is well-known that the aforementioned connection is the Levi-Civita connection of the metric
induced by the trace, and that geodesics are minimal curves for t ∈ [0, 1] provided the spectrum
of iZ is contained in (−pi, pi).
With respect to Gl (n)+, it is an open subset of the space of hermitian matrices H(n). Therefore,
it inheres a geometric structure where the tangent spaces can be identified with H(n). Also,
there exists a natural transitive action of Gl (n) by conjugation. The properties of this action
make Gl (n)+ become an homogeneous space. Moreover, using this action it is possible to define
a covariant derivative that leads to the following differential equation for the geodesics
γ′′ = γ′γ−1γ′,
(see [11], [14] and [19]). Given A,B ∈ Gl (n)+, the solution of the corresponding Dirichlet
problem gives the following expression for the geodesic joining A with B
γGl (n)+(t) = A
1/2(A−1/2BA−1/2)tA1/2.
Note that if one of the end points is the identity, also in this case the geodesic is a one-parameter
subgroup of Gl (n).
It is also possible to define a (canonical) Riemannian structure on Gl (n)+. Indeed, consider the
inner product associated to the trace in the tangent space of Gl (n)+ at the identity. Then, using
the homogeneous structure, we can define the following inner product
〈X,Y 〉A = tr
(
(A−1/2XA−1/2)(A−1/2Y A−1/2)∗
)
= tr(A−1/2XA−1Y ∗A−1/2),
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in the tangent space corresponding to another point A ∈ Gl (n)+. Endowed with this structure,
the action by conjugations becomes isometric, and Gl (n)+ becomes a complete Riemannian
manifold with non-positive sectional curvature. As before, these geodesics are minimal curves.
However, in this case, they are short not only for t ∈ [0, 1], but also for every t ∈ R (see [10],
[25]).
Now, let ‖ · ‖p denote the Schatten norm defined by
‖A‖p = tr(|A|p)1/p if 1 ≤ p <∞,
‖A‖∞ = sup
x∈Cn\{0}
‖Ax‖
‖x‖ .
Using these norms, we can define the bi-invariant Finsler metric such that
‖X‖
p, U
= ‖U∗X‖p = ‖X‖p
in the tangent space at U ∈ U(n) and
‖X‖
p,A
= ‖A−1/2XA−1/2‖p
in the tangent space at A ∈ Gl (n)+. With respect to any of these Finsler metrics, the length of
a curve α parametrized by the interval [a, b] is computed by
L(α) =
∫ b
a
‖α˙‖p,α dt.
The induced rectifiable distance, denoted by dp(·, ·), is computed as in the Riemannian setting
as the infimum of the length of piecewise smooth curves joining given endpoints (see [7] and the
references therein). Some applications of these metrics to control theory have been found in [7].
A remarkable fact is that the aforementioned geodesics remain minimal curves with respect to
all these new metric structures. Moreover, if 1 < p < ∞, they are the unique minimal curves
joining two elements (see [1] [3], [4], [5], [7] for the unitary case and [9], [16], [17], [20], [22] for
the positive case). As in the Riemannian case, in the case of the group of unitary matrices, the
uniqueness holds for t ∈ [0, 1] only if ‖Z‖∞ < pi.
If p =∞ or p = 1, the situation is different, and there exist infinitely many minimal curves joining
two points either in U(n) or in Gl (n)+. In [23] Yongdo Lim study the set of minimal curves in
Gl (n)+ endowed with the Finsler structure associated to ‖ · ‖∞. He completely characterized all
the minimal curves. Moreover, he also studied the sets of midpoints
M1/2(A,B) =
{
C ∈ Gl (n)+ : d∞(A,C) = d∞(C,B) = 12 d∞(A,B)
}
,
or more generally for t ∈ (0, 1) the set of intermediate points
Mt(A,B) =
{
C ∈ Gl (n)+ : d∞(A,C) = t d∞(A,B), d∞(C,B) = (1− t) d∞(A,B)
}
.
The main aim of this work is to continue Lim’s study in the remaining cases, that is, to charac-
terize the minimal curves in the following cases:
• The space Gl (n)+ with the Finsler structure associated to ‖ · ‖1;
• The Lie group U(n) with the Finsler structures associated to ‖ · ‖∞ and ‖ · ‖1.
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The strategies to get a characterization of the minimal curves is different in each case. In the case
of unitary matrices with p =∞, the key results are Lemma 2.4 and Lemma 2.6 which are based
on a beautiful trick used by Porta and Recht in [25]. As a consequence of our characterization,
we get a description of those pairs for which there exists a unique minimal curve. In this case
there is a unique minimal curve connecting U, V ∈ U(n) if and only if the spectrum of U∗V
is contained in {eiθ, e−iθ} for some θ ∈ [0, pi). This is similar to the result obtained by Lim in
[23] in the case of positive operators. On the other hand, the Grassmannian can be modeled
as a submanifold of the unitary group (identifying a subspace with the associated orthogonal
symmetry). Using this idea we also describe all minimal curves connecting two projections P
and Q such that ‖P −Q‖∞ < 1.
In the case of Gl (n)+ and p = 1, we get the characterization by lifting the problem to the space of
hermitian matrices H(n). So, firstly we provide a characterization of the minimal paths joining
X,Y ∈ H(n), if the length of a curve α : [a, b]→ H(n) is measure by
L(α) =
∫ b
a
‖α˙‖1 dt.
For the best of our knowledge, this characterization is not known. Our argument is based in a
trick that reduces the problem to the 2 × 2 case (see Lemma 4.6 and Theorem 4.7). Once the
characterization of the minimal curves is given for H(n), the characterization in Gl (n)+ can be
obtained using the so called Exponential Metric Increasing property (see [10], and also [13]).
Finally, in the case of U(n) and p = 1 the above lifting argument also works in one direction.
Indeed, using the same idea as in the case of Gl (n)+, we prove that a minimal curve in H(n)
leads to a minimal curve in U(n) by means of the exponential map. However, the corresponding
EMI property can not be used in this case to prove the converse. Roughly speaking, the reason is
that in this case the space has positive curvature, and the corresponding exponential inequality
reverses its direction. However, our characterization inH(n) allow us to construct minimal curves
in U(n).
Also, to continue Lim’s study [23] we prove that the set of intermediate points is geodesically
convex in all the previous contexts. Actually, we will use the same idea for all this cases. First
we prove that the function
s 7→ d(I, γ(s)),
where γ(s) is the geodesic joining two matrices (in some of this spaces for some metric), is convex.
Then we will use this fact to prove that the set of intermediate points is geodesically convex.
Indeed, between two given unitary matrices U and V we prove that it is geodesically convex
provided ‖U − V ‖∞ < 1. In Gl (n)+ it’s geodesically convex for every unitarily invariant norm.
We note that the set of intermediate points in Gl (n)+ was already proved to be geodesically
convex for every unitarily invariant norm in [23] but using a different technique.
The paper is organized as follows: in section 2 we describe all the possible short paths connecting
two points in U(n). In section 3 we describe all the possible short paths connecting two points
in the Grassmannian, and in section 4 the case of the trace norm is studied. First we get the
characterization of minimal curves in the space of Hermitian matrices H(n) and after that we
study the space Gl (n)+. Finally, in section 5 we study the geometry of intermediate points.
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Notation
Throughout this note,Mn(C) denotes the algebra of complex n× n matrices, Gl (n) ⊆ Mn(C)
the group of all invertible matrices, U(n) the group of unitary n×n matrices, and H(n) the real
subspace of Hermitian matrices. Sometimes we will write Gl(S) (resp. U(S), H(S)) to indicate
that the operators are acting on some specific subspace S.
If T ∈ Mn(C), then ‖T‖∞ stands for the usual spectral norm, |T | indicates the modulus of T ,
i.e. |T | = √T ∗T , and tr(T ) denotes the trace of T . By means of σ (T ) we denote the set of
eigenvalues of T , while ρ(T ) denotes the spectral radius of T .
Given A ∈ H(n), λ1 (A) ≥ . . . ≥ λn (A) denotes the eigenvalues of A arranged in non-increasing
way and counted with multiplicity. Analogously, given an arbitrary matrix T ∈Mn(C), s1 (T ) ≥
. . . ≥ sn (T ) denotes the singular values of T (also counted with multiplicity), i.e. the eigenvalues
of |T |. Finally, given A,B ∈ H(n), by means of A ≤ B we denote that A is less that or equal to
B with respect to the Löwner order.
2 The spectral norm
In this section, we will study the structure of minimal curves joining two given unitary matrices
U and V , where the minimality is with respect to the Finsler metric structure given by the
spectral norm.
Convention: From now on, we assume that the curves are parametrized by the interval [0, 1],
and in such a way that t 7→ ‖α˙(t)‖ is constant.
2.1 Structure of minimal curves
Recall that, in the case of hermitian matrices, the spectral norm coincides with the spectral
radius. Thus, roughly speaking, we can change an hermitian matrix inside the eigenspace cor-
responding to the “small eigenvalues” and it will still have the same spectral norm. This simple
observation gives an easy strategy to construct many minimal curves by perturbing the unipara-
metric groups.
The following result says that precisely these are all the possible minimal curves. For the sake of
simplicity, and without lost of generality, we will assume that one of the endpoints is the identity.
Theorem 2.1. Given U ∈ U(n), let X ∈ H(n) such that U = eiX and ‖X‖∞ ≤ pi. Then:
a) If σ (|X|) ⊆ [0, pi) and it has more than one element, then the minimal curves joining I
with U have the following structure:
α(t) =
(
eitXS 0
0 α1(t)
) S
S⊥ ,
where S = ker(‖X‖∞I − |X|), XS = X|S ∈ H(S), and α1 : [0, 1] → U(S⊥) is any curve
joining IS⊥ and US⊥ = U |S⊥ such that ‖α˙1‖∞ ≤ ‖X‖∞.
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b) If pi ∈ σ (|X|), then the minimal curves joining I with U have the following structure:
α(t) =
(
eitYS 0
0 α1(t)
) S
S⊥ ,
where S = ker(piI − |X|), YS ∈ H(S) and it satisfies that σ (YS) ⊆ {pi,−pi}, and α1 :
[0, 1]→ U(S⊥) is any curve joining IS⊥ and US⊥ = U |S⊥ such that ‖α˙1‖∞ ≤ pi.
A direct consequence of the first item of this result is the following corollary about the uniqueness
of minimal curves:
Corollary 2.2. Given U, V ∈ U(n), the exists a unique minimal curve between them if and only
if σ (U∗V ) ⊆ {eiθ, e−iθ} for some |θ| < pi.
Another consequence of this theorem is the following result:
Corollary 2.3. Given a minimal curve α : [0, 1] → U(n), it is also minimal between any two
points of its trace, and
d∞(U,α(r)) = rd∞(U, V ).
2.2 Proof of Theorem 2.1
To begin with, we will prove the following lemma, which is a modification of a beautiful trick
used by Porta and Recht in [25] (see also [7]):
Lemma 2.4. Let α : [0, 1] → U(n) be a (smooth) minimal curve joining I with U = eiX ,
where ‖X‖∞ < pi. If ξ is a unitary eigenvector of X corresponding to an eigenvalue λ such that
ρ(X) = |λ|. Then
α(t) =
(
eitλ 0
0 α1(t)
) S
S⊥ ,
where S = span{ξ}, and α1 : [0, 1]→ U(S⊥) is any curve joining IS⊥ and US⊥ = U |S⊥ such that
‖α˙1‖∞ ≤ ‖X‖∞.
Proof. Let γ : [0, 1]→ U(n) be the curve defined by γ(t) = eitX , and let S2n−1 denote the sphere:
S2n−1 = {η ∈ Cn : ‖η‖2 = 1}.
Define the curves γ˜ : [0, 1]→ S2n−1 and α˜ : [0, 1]→ S2n−1 in the following way:
γ˜(t) = γ(t)ξ and α˜(t) = α(t)ξ.
A simple computation shows that L(γ˜) = L(α˜), where the length here is computed with respect
to the Riemannian structure of the sphere. Since ‖X‖∞ < pi, γ˜ is the unique geodesic in S2n−1
joining ξ with Uξ = eiXξ. Hence, γ˜ = α˜. In particular, ξ is an eigenvector of α(t) associated to
eitλ for every t ∈ [0, 1]. The rest of the statement is a consequence of the block decomposition of
α, induced by the decomposition of the space Cn = S ⊕ S⊥. 
Iterating this lemma we get the first part of Theorem 2.1.
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Corollary 2.5. Let α : [0, 1] → U(n) be a (smooth) minimal curve joining I with U = eiX ,
where ‖X‖∞ < pi. Then
α(t) =
(
eitXS 0
0 α1(t)
) S
S⊥ ,
where S = ker(‖X‖∞I − |X|), XS = X|S , and α1 : [0, 1] → U(S⊥) is a curve joining IS⊥ and
US⊥ = U |S⊥ such that ‖α˙1‖∞ ≤ ‖X‖∞.
For the second part, we will use an approximation argument.
Lemma 2.6. Let α : [0, 1]→ U(n) be a (smooth) minimal curve joining I with U = eiX , where
‖X‖∞ = pi. There exists Y ∈ H(n) with ‖Y ‖∞ = pi such that U = eiY and a unitary eigenvector
ξ of Y corresponding to an eigenvalue λ with |λ| = pi such that
α(t) =
(
eitλ 0
0 α1(t)
) S
S⊥ ,
where S = span{ξ}, and α1 : [0, 1]→ U(S⊥) is any curve joining IS⊥ and US⊥ = U |S⊥ such that
‖α˙1‖∞ ≤ ‖X‖∞.
Proof. For each m ∈ N we will consider the curve
αm(t) = α
((
m
m+ 1
)
t
)
, for every t ∈ [0, 1] .
In other words, αm(t) is the part of the curve α(t), joining I with αm(1) = eiXm for some
Xm ∈ H(n) with ‖Xm‖∞ < pi. As α(t) has constant speed, it holds that
‖Xm‖∞ = d∞(I, eiXm) =
m
m+ 1
L(α) < pi.
Therefore, αm(t) is a minimal curve joining I with eiXm . Moreover,
eiXm = α
(
m
m+ 1
)
−−−−→
m→∞ α(1) = e
iX .
For {Xm}m∈N there is a convergent subsequence, which we denote Xm with some abuse of
notation, i.e,
Xm −−−−→
m→∞ Y ∈ H(n) =⇒ U = e
iX = eiY . (1)
Denote by Um = eiXm for m ∈ N, and
η := min {|λj(U)− λk(U)| : where λj(U) 6= λk(U)} > 0 .
For each j consider the disc Dj with center λj(U) and radius η/3. By (1) and the fact that
σ(U) ⊆ ⋃j Dj , there is an N1 ≥ 1 such that
σ(Um) ⊆
⋃
j
Dj for every m ≥ N1 .
Let D0 = D(−1, η/3) and take a continuous map f : T→ [0, 1] such that f |D0 = 1 and f |Dk = 0
for k 6= 0. Then f(Um) −−−−→
m→∞ f(U) by the Spectral Theorem. In other words
PTm −−−−→m→∞ PT , (2)
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where PT = f(U) is the projection onto the subspace T = ker(U + I) and PTm = f(Um) is the
projection onto the subspace
Tm = Span {v ∈ Cn : Umv = λk(Um)v for some λk(Um) ∈ D0} .
For each m ∈ N, let λm ∈ σ(Xm) such that |λm| = ‖Xm‖∞. As λm ∈ [−pi, pi] there is a
convergent subsequence, which we denote λm with some abuse of notation again, i.e,
λm −−−−→
m→∞ λ,
where |λ| = pi. As ‖Xm‖∞ < pi we can apply the Lemma 2.4 for the curve αm(t). For each
m ∈ N, let ξm ∈ ker(Xm − λm I) be a unit vector, and denote by Sm = span{ξm}. Then
αm(t) =
(
eitλm 0
0 αm,1(t)
) Sm
S⊥m ,
where αm,1 : [0, 1]→ U(S⊥m) is a curve joining IS⊥m and Um,S⊥m such that ‖α˙m,1‖∞ ≤ ‖Xm‖∞ . As
ξm ∈ Sm ⊆ Tm and PTm −−−−→m→∞ PT , we conclude that there exists a unitary eigenvector ξ ∈ T
and a convergent subsequence such that
ξjm −−−−→m→∞ ξ =⇒ PSjm −−−−→m→∞ PS ,
where S = span{ξ}. Since Xjm −−−−→m→∞ Y and λjm −−−−→m→∞ λ, then Y ξ = λ ξ. Therefore〈
eitλjm ξjm , ξjm
〉
−−−−→
m→∞
〈
eitλξ, ξ
〉
for every t ∈ [0 , 1] .
Since also αjm(t) −−−−→m→∞ α(t) for every t ∈ [0 , 1], it follows that
αjm(t) =
(
eitλjm 0
0 αjm,1(t)
) Sjm
S⊥jm
−−−−→
m→∞ α(t) =
(
eitλ 0
0 α1(t)
) S
S⊥ ,
where α1 = PS⊥ αPS⊥
∣∣
S⊥ : [0, 1] → U(S⊥) is a curve joining IS⊥ and US⊥ = U |S⊥ such that‖α˙1‖∞ ≤ ‖α˙‖∞ = ‖X‖∞. 
To complete the proof of Theorem 2.1 part b) we will iterate this lemma and, in every step,
we will get a new Y which could be different from X. The reason of this is that there isn’t
uniqueness in the geodesics joining two antipodal points in the sphere.
Proof of Theorem 2.1. The first part has been already proved in Corollary 2.5. The second part
is a consequence of Lemma 2.6: Let α : [0, 1] → U(n) be a (smooth) minimal curve joining I
with U = eiX , where ‖X‖∞ = pi. By Lemma 2.6 there exists Y1 with ‖Y1‖∞ = pi and a unitary
eigenvector ξ1 of Y1 corresponding to an eigenvalue λ1 such that |λ1| = pi, such that,
α(t) =
(
eitλ1 0
0 α1(t)
) S1
S⊥1
,
where S1 = span{ξ1}, and α1 : [0, 1] → U(S⊥1 ) is any curve joining IS⊥1 and US⊥1 = U |S⊥1 such
that ‖α˙1‖∞ ≤ ‖X‖∞.
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If α1(1) = eiX1 is such that ‖X1‖∞ = pi, we apply Lemma 2.6 to the curve α1(t): there exists
Y2 with ‖Y2‖∞ = pi and a unitary eigenvector ξ2 of Y2 corresponding to an eigenvalue λ2 with
|λ2| = pi, such that,
α1(t) =
(
eitλ2 0
0 α2(t)
) S2
S⊥2
,
where S2 = span{ξ2}, and α2 : [0, 1] → U(S⊥2 ) is any curve joining IS⊥2 and US⊥2 = U |S⊥2 such
that ‖α˙2‖∞ ≤ ‖X‖∞.
If α2(1) = eiX2 is such that ‖X2‖∞ = pi, we continue iterating this Lemma. At some point it
will finish because we are in finite dimension. In this way we construct YS . 
3 The Grassmannian
The Grassmannian Gn is the set of subspaces of Cn, which can be identified with the set of
orthogonal projections in Mn(C). If we consider in Mn(C) the topology defined by any of all
the equivalent norms, the Grassmann space endowed with the inherited topology becomes a
compact set. However, it is not connected. Indeed, it is enough to consider the trace tr, which
is a continuous map defined on the whole spaceMn(C), and restricted to Gn takes only positive
integer values. In particular, this shows that the connected components of Gn are the subsets
Gm,n defined as:
Gm,n := {P ∈ Gn : tr(P ) = m} .
Each of these components is a submanifold of Mn(C) [18, p. 129], and connected components
are given by the unitary orbit of a given projection P such that tr(P ) = rkP = m:
Gm,n = {UPU∗ : U ∈ U(n)} .
The tangent space at a point P ∈ Gm,n can be identified with the subspace of P -codiagonal
Hermitian matrices, i.e.
TPGn = {X ∈ H(n) : X = PX +XP} .
Denote by S = R(P ). So each X ∈ TPGn has a block decomposition
X =
(
0 A
A∗ 0
) S
S⊥ for some A ∈ L(S
⊥ , S) .
In particular note that TPGn has a natural complement NP , which is the space of Hermitian
matrices that commute with P , that is, the P -diagonal Hermitian matrices. The decomposition
in diagonal and codiagonal matrices defines a normal bundle, and leads to a covariant derivative
∇V Γ(P ) = ΠTP ||NP
d
dt
Γ(α(t))|t=0,
where Γ is a vector field along the curve α : (−ε, ε)→ Gm,n that satisfies α(0) = P and α˙(0) = V .
So, we have a notion of parallelism, and the geodesics in this sense are described by the following
theorem:
Theorem 3.1. (See Porta-Recht [25, (2) and (4)], also Davis-Kahan [15] or Halmos [18])
• The unique geodesic at P with direction X ∈ TPGn is:
γ(t) = eitXPe−itX .
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• If P,Q ∈ Gn are such that ‖P −Q‖∞ < 1, there exists a unique X ∈ TPGn with
‖X‖∞ < pi/2 such that
X = PX +XP ∈ TPGn and Q = eiXPe−iX . (3)
Therefore they can be join by the geodesic γ(t) = eitXPe−itX .
Finsler metrics on the Grassmannian: For a given symmetric norm ‖ · ‖ in Mn(C), the
Grassmann space carries the Finsler structure given by
‖X‖P = ‖X‖∞ for X ∈ TPGn .
With this structure, the Grassmann component {UPU∗ : U ∈ U(n)} is isometric (modulo a fac-
tor 2) to the orbit {USPU∗ : U ∈ U(n)} of the symmetry SP = 2P − I. A straightforward
computation shows that, if X = XP + PX, then
eiXSP = SP e
−iX .
Therefore, our previous results about the unitary group can by applied to the Grassmann mani-
folds. As the unitary group acts transitively in these components via U ·P = UPU∗, they are also
homogeneous spaces of U(n). They can be distinguished from other homogeneous submanifolds
of U(n), because the map
P 7→ SP = 2P − 1
embeds them in U(n), and the map S is two times an isometry. The images SP are symmetries,
i.e. matrices that satisfy S∗P = SP = S
−1
P .
Notation 3.2. Let P ∈ Gm,n and X ∈ TPGn and A ∈ L(S⊥,S) such that
X =
(
0 A
A∗ 0
) S
S⊥ . Then |X| =
(|A∗| 0
0 |A|
) S
S⊥ . (4)
1. If σ(A) = (σ1 , . . . , σk) are the (non zero) singular values of A, then
λ(X) = (σ1 , . . . , σk , 01n−2k , −σk , . . . , −σ1) ∈ (Rn)↓ ,
and the singular values of X come in pares.
2. We will call PX ∈Mn(C) the orthogonal projection onto the subspace
SX
def
= ker(‖X‖I − |X|) (4)= Ω1 ⊕ Ω2 , (5)
where
Ω1 = {v ∈ S : |A∗| v = ‖A‖ v} and Ω2 =
{
w ∈ S⊥ : |A|w = ‖A‖ w
}
.
3. We will call γX : R→ L(SX) the curve given by
γX(t) = PX
(
eitXPe−itX
)
PX
∣∣∣
SX
for t ∈ R .
By Eq. (5), P PX = PX P and X PX = PX X. Then also
PX e
itXPe−itX = eitXPe−itX PX ,
and γX(t) ∈ G(SX) for every t ∈ R (as well as the compression to S⊥X). N
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In the following statement we shall use the Notation 3.2.
Theorem 3.3. Let P,Q ∈ Gn with ‖P −Q‖∞ < 1. Let X ∈ TPGn as in Eq. (3). Then
‖X‖∞ < pi/2 so that σ (|X|) ⊆ [0, pi/2). If σ (|X|) has more than one element, then the minimal
curves joining P with Q have the following structure:
δ(t) =
(
γX(t) 0
0 α1(t)
) SX
S⊥X
,
where α1 : [0, 1]→ G(S⊥X) is any curve joining P
∣∣
S⊥X
and Q
∣∣
S⊥X
such that ‖α˙1‖∞ ≤ ‖X‖∞.
Proof. Let’s take δ(t) a minimal curve joining P and Q in Gn (in this case L(δ) = ‖X‖∞). Note
that if γ(t) = eitXPe−itX then
Sγ(t) = 2γ(t)− 1 = eitXSP e−itX = e2itXSP = SP e−2itX ,
and this curve is the geodesic joining SP with SQ and has length 2 ‖X‖∞. Now consider the
curve α(t) = Sδ(t) joining Sp and SQ in U(n) and note that it is a minimal curve as
L(α(t)) =
∫ 1
0
‖α˙(t)‖∞ =
∫ 1
0
∥∥∥2δ˙(t)∥∥∥
∞
= 2 ‖X‖∞ .
So from Theorem 2.1, since σ (|X|) ⊆ [0, pi/2) and it has more than one element, then the minimal
curves joining SP with SQ have the following structure:
α(t) =
(
SP e
−2itXS 0
0 α1(t)
) S
S⊥ ,
where S = ker(‖X‖∞I − |X|), XS = X|S , and α1 : [0, 1] → U(S⊥) is any curve joining SP
∣∣
S⊥
and SQ
∣∣
S⊥ such that ‖α˙1‖∞ ≤ 2‖X‖∞ . It is easy to prove that actually S = SX .
As the map Φ : Gn → U(n) given by Φ(P ) = SP = 2P − I is two times an isometry and it
satisfies that Φ(P )2 = I for every P ∈ Gn , the given structure follows. 
As before, a direct consequence of this result is the following corollary about the uniqueness of
minimal curves:
Corollary 3.4. Given P,Q ∈ Gn with ‖P −Q‖∞ < 1, there exists a unique minimal curve
between them if and only if σ (SQSP ) ⊆ {eiθ, e−iθ} for some |θ| < pi/2.
Remark 3.5. The previous corollary tells us some cases where uniqueness is impossible. As we
mention before the singular values of X comes in pares, for every real positive eigenvalues there
is a real negative eigenvalue, besides of the possibly zero eigenvalues. If the dimension n is odd
then zero is also an eigenvalue and the condition σ (SQSP ) ⊆ {eiθ, e−iθ} couldn’t be satisfied. If
the dimension n is even a necessary condition for uniqueness is that dim(R(P )) = dim(N(P )).
4 Minimal curves for the trace norm
The aim of this section is to study the structure of minimal curves joining two matrices, but now
where the length is measured with respect to the trace norm. The spaces that we are interest
are the unitary group U(n), to complete the study of the previous sections, and the space of all
positive invertible matrices Gl (n)+, studied by Lim [23] for the spectral norm.
In order to study properties of minimal curves in this spaces we will focus on the study of the
(real vector-)space of Hermitian matrices H(n), because every positive matrix P ∈ Gl (n)+ can
be written on the form P = eA, where A ∈ H(n) and similarly, because every unitary matrix
U ∈ U(n) can be written on the form U = eiB where B ∈ H(n).
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4.1 Study of minimal curves in H(n) for the trace norm
In this section we shall give a characterization of the minimal curves measured with the trace
norm in the space H(n). To achieve this it will be useful to recall a fact that is surely known:
which are the minimal curves in Rn?
Proposition 4.1. Let α : [0, 1] → Rn be a smooth curve joining the vector O = (0, . . . , 0) with
V = (v1, . . . , vn) in Rn. The following conditions are equivalent
(a) The curve α : [0, 1]→ Rn is minimal.
(b) The curves αj : [0, 1]→ R joining 0 with vj are minimal.
(c) The curves αj : [0, 1]→ R joining 0 with vj are such that α˙j(t) > 0, if vj is strictly positive,
or α˙j(t) < 0, if vj is strictly negative, for all t ∈ [0, 1]. If vj = 0 then αj(t) = 0 for all
t ∈ [0, 1].
The next result also should be known and says that the segment joining two Hermitian matrix is
shorter than any smooth curve joining them, when measured with the trace norm. In particular,
d1(A,B) = ‖A−B‖1 .
We give a simple proof of this fact.
Lemma 4.2. The segments are minimal curves in H(n) with respect to the trace norm.
Proof. Since every curve can be approximated by polygonals, it suffices to prove that the segment
joining the matrices 0 and A ∈ H(n) is shorter than any polygonal path joining them. And this
fact follows inductively from the following statement. The argument can be seen in this picture:
0 = α(t0)
A = α(tn)
α(t1)
α(t2)
α(t3)
α(tn−2)
α(tn−1)
αn(t)
γ(t)
γ1(t)
γ2(t)
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Let γ(t) = tA the segment joining 0 with A and take any B ∈ H(n). Then the polygonal
γ1(t) =
{
2tB t ∈ [ 0 , 12 ]
(2− 2t)B + (2t− 1)A t ∈ [ 12 , 1 ]
satisfies that
L(γ1) =
∫ 1
0
‖γ˙1(t)‖1 dt = ‖B‖1 + ‖A−B‖1 ≥ ‖A‖1 = L(γ).

We shall see that a necessary condition for a curve in H(n) to be minimal is that the entries of
the diagonal of the curve should be minimal too. In order to state properly this condition we
recall the definition of the pinching operator.
Definition 4.3. Let P = (P1 , . . . , Pk) ∈ Mn(C)k be a system of projectors in Mn(C). This
means that the entries Pi are mutually orthogonal projections such that
k∑
i=1
Pi = I. The associated
pinching operator CP :Mn(C)→Mn(C) is given by
CP(A) =
k∑
j=1
Pj APj , for every A ∈Mn(C) .
One known property of this operator is that, if |||·||| is a unitarily invariant norm, then
|||C(A)||| ≤ |||A||| , for every A ∈Mn(C) . (6)
Actually, with respect to the trace norm, we will prove a stronger result which in some sense
asserts that the pinching operator preserves minimality of curves:
Lemma 4.4. Let X : [0, 1]→ H(n) be a smooth curve which is minimal for the trace norm ‖·‖1 .
Assume further that X(0) = 0. Let D = X(1) ∈ H(n) and P a system of projectors, all of them
commuting with D. Then the pinched curve CP(X(t)) is also a minimal curve joining 0 with
D ∈ H(n).
Proof. It’s an immediate consequence of (6) and the fact that
d
dt
CP(X(t)) = CP(X˙(t)) (6)=⇒
∥∥∥CP(X˙(t))∥∥∥
1
≤
∥∥∥X˙(t)∥∥∥
1
for t ∈ [0 , 1] . (7)
Therefore L(CP(X(t))) ≤ L((X(t)) = ‖D‖1 . On the other hand, CP(X(1)) = CP(D) = D by
the commutativity hypothesis. 
A particular case is the following: Let P0 be the system of projectors associated to the canonical
basis of Cn, so that the image of CP0 is the set of usual diagonal matrices.
Corollary 4.5. Let X : [0, 1] → H(n) be curve as in Lemma 4.4. Assume further that D =
X(1) = diag ( d1 , . . . , dn ) is a diagonal matrix. Then, for every t ∈ [0 , 1],
CP0(X(t) ) = diag (x1(t)d1 , . . . , xn(t)dn ) ,
where xi : [0, 1]→ R is such that xi(0) = 0, xi(1) = 1 and x˙i(t) > 0 if di is positive, or x˙i(t) < 0
if di is negative and xi(t) = 0 for all t ∈ [0, 1] if di = 0. In other words, the curves in the diagonal
of the matrix are also minimal.
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We are almost ready for the characterization of the minimal curves in H(n) but, before that, we
prove a lemma on which is based mainly the result.
Lemma 4.6. Let X : [0, 1] → H(2) be a (smooth) minimal curve, measure with the trace norm
‖·‖1, joining 0 with D ∈ H(2),
D =
(
α 0
0 β
)
.
(a) If α, β ≥ 0, then X˙(t) ≥ 0.
(b) If α, β < 0, then X˙(t) ≤ 0.
(c) If α > 0, β < 0, then X(t) is a diagonal matrix.
Proof. (a) Note that, by Lemma 4.4, the diagonal curve
C(X(t)) =
(
x11(t) 0
0 x22(t)
)
is minimal. Using Eq. (7), we get that
tr |C(X˙(t))| = tr |X˙(t)|, (8)
as the curve is smooth and L(C(X(t))) = L(X(t)). On the other hand, by Corollary 4.5 we
know that x˙11(t) ≥ 0 and x˙22(t) ≥ 0 =⇒ C(X˙(t)) ≥ 0. If we combine
tr |C(X˙(t))| = tr C(X˙(t)) = tr X˙(t) ≤ tr |X˙(t)|,
with (8) we have tr X˙(t) = tr |X˙(t)|, which implies that X˙(t) =
∣∣∣X˙(t)∣∣∣ ≥ 0.
(b) It follows from the previous case taking Y (t) = −X(t).
(c) Let
X(t) =
(
a(t) b(t)
b(t) c(t)
)
,
and let λ1(t), λ2(t) be the eigenvalues of X˙(t) arranged in decreasing order. As
(a˙(t), c˙(t)) ≺ (λ1(t), λ2(t)),
and a˙(t) ≥ 0, c˙(t) ≤ 0 (by Corollary 4.5) then
λ2(t) ≤ c˙(t) ≤ 0 ≤ a˙(t) ≤ λ1(t) and |c˙(t)|+ |a˙(t)| ≤ |λ1(t)|+ |λ2(t)| (9)
for every t ∈ [0 , 1]. On the other hand, using Lemma 4.4 we get that∫ 1
0
|c˙(t)|+ |a˙(t)| dt =
∫ 1
0
tr(|C(X˙(t))|)dt =
∫ 1
0
tr(|X˙(t)|)dt =
=
∫ 1
0
∥∥∥X˙(t)∥∥∥
1
dt =
∫ 1
0
|λ1(t)|+ |λ2(t)| dt,
As the curve is smooth, by Eq. (9)
|c˙(t)|+ |a˙(t)| = |λ1(t)|+ |λ2(t)| =⇒ a˙(t) = λ1(t), c˙(t) = λ2(t).
Applying the Frobenius norm to the matrix X˙(t) we conclude that b˙(t) = 0 for every t ∈
[0 , 1]. Since b(1) = 0 we conclude that b(t) = 0 for every t ∈ [0 , 1]. 
All minimal curves should have the following structure:
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Theorem 4.7. Let X : [0, 1] → H(n) be a smooth curve such that X(0) = 0 and D = X(1) =
diag ( d1 , . . . , dn ) is a diagonal matrix such that its diagonal entries dj are arranged in decreasing
order. Then, X is a minimal curve joining 0 with D with respect to the trace norm if and only
if it has the form:
1. If S1 = span {ej : dj > 0} , S2 = span {ej : dj = 0} and S3 = span {ej : dj < 0}, then
X(t) =
P (t) 0 00 0 0
0 0 N(t)
 S1S2
S3
,
2. P : [0, 1] → H(S1) is a minimal curve measure with the trace norm joining 0S1 with DS1
such that P˙ (t) ≥ 0 for all t ∈ [0, 1].
3. Also N : [0, 1] → H(S3) is a minimal curve measure with the trace norm joining 0S3 and
DS3 such that N˙(t) ≤ 0 for all t ∈ [0, 1].
Proof. It’s easy to check that if X(t) has the given form then
L(X) =
∫ 1
0
∥∥∥X˙(t)∥∥∥
1
dt =
∫ 1
0
∥∥∥N˙(t)∥∥∥
1
dt+
∫ 1
0
∥∥∥P˙ (t)∥∥∥
1
dt
= tr
∫ 1
0
P˙ (t)− N˙(t) dt = tr (P (1)−N(1) ) = ‖D‖1 = L(tD),
so it’s a minimal curve. To see the converse the key is the previous Lemma 4.6. Let
X(t) =
X11(t) X12(t) X13(t)X21(t) X22(t) X23(t)
X31(t) X32(t) X33(t)
 S1S2
S3
,
then
(a) Claim: X˙11(t) ≥ 0, X22(t) = 0 and X˙33(t) ≤ 0. Indeed if
C(X(t)) =
3∑
j=1
PjX(t)Pj ,
where Pj is the projection over Sj , by Lemma 4.4, the block X22(t) = 0 (because it has to be
minimal joining 0 with 0). A consequence of Lemma 4.6(a) is that X˙11(t) ≥ 0 because is a
minimal curve joining 0S1 withDS1 (the positive entries). It’s natural to call itX11(t) = P (t).
Analogously X˙33(t) ≤ 0 so it’s natural to call it X33(t) = N(t).
(b) Claim: X12(t) = X21(t) = 0. Let’s take an appropriate pinching operator in this way: choose
a diagonal entry of the block matrix P (t) and call it p11(t). This entry is associate to an
eigenvalue di > 0. Now choose a diagonal entry of the block matrix 0. This entry is associate
to an eigenvalue dj = 0. Let Mi = span {ei}, Mj = span {ej} and P be the projection
ontoMi ⊕Mj . This projection together with the orthogonal projection onto (Mi ⊕Mj)⊥
will produce the desired pinching operator (which commutes with D because it is diagonal).
Using a permutation matrix we can have in the first block the following matrix:
Y (t) =
(
p11(t) y12(t)
y21(t) 0
) Mi
Mj ,
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which is minimal joining 0 and diag (di , 0) in H(2), by Lemma 4.4. But Y˙ (t) ≥ 0 by Lemma
4.6(a), so y˙12(t) = y˙21(t) = 0 and therefore y12(t) = y21(t) = 0. Using this trick we can put
a zero in every entry of X12(t) and every entry of X21(t).
(c) Claim: X23(t) = X32(t) = 0. It’s deduce from the previous case as before, take
Y (t) = −
(
0 y23(t)
y32(t) n22(t)
) Mi
Mj .
(d) Claim: X13(t) = X31(t) = 0. It follows by a restriction similar as before, using in this case
Lemma 4.6(c). Choosing ei ∈ S1 and ej ∈ S3 one can get a block of the form
Y (t) =
(
p(t) y12(t)
y21(t) n(t)
) Mi
Mj , with p(t) > 0 and n(t) < 0 ,
which is minimal by Lemma 4.4. In this case y12(t) = y21(t) = 0 by Lemma 4.6(c). In this
way we find a zero in every entry of X13(t) and every entry of X31(t). 
Remark 4.8. Using the hypothesis and notations of Theorem 4.7, since P (0) = 0 and P˙ (t) ≥ 0
for every t ∈ [0 , 1], then the curve P (t) is increasing in H(n), and in particular every P (t) ≥ 0.
Similarly, the curve N(t) is decreasing and N(t) ≤ 0. N
A consequence of this characterization is the following necessary condition about the curves of
eigenvalues.
Corollary 4.9. Let X : [0, 1] → H(n) be a (smooth) minimal curve, measure with the trace
norm, joining 0 with A ∈ H(n). Assume that the (continuous) curves λj(X(t)) joining 0 with
λj(A) are piecewise smooth. Then they are minimal curves (in R) with respect to the trace norm.
By Theorem 4.7 this means that they are monotone maps.
Proof. By a unitary conjugation (which preserve all eigenvalues), we can assume that A = D =
diag ( d1 , . . . , dn ), a diagonal matrix as in Theorem 4.7. As X(t) is a minimal curve it must
have the form given in the previous Theorem 4.7, so the positive eigenvalues correspond to P (t)
and the negatives to N(t). Suppose that dim(S1) = k and fix j ≤ k.
Note that L(λj(P (t))) ≥ dj because the curve joins 0 with dj and L(t dj) = L(pjj(t)) = dj ,
which are minimal by Corollary 4.5. On the other hand, as d(P (t)) ≺ λ(P (t)),
k∑
j=1
pjj(t) =
k∑
j=1
λj(P (t)).
If we take derivative and then integrate, we have
k∑
j=1
dj =
k∑
j=1
L(λj(P (t))),
i.e. L(λj(P (t))) = dj , so they are minimal curves. With minor changes it can be prove that
L(λj(N(t))) = −dj if ej ∈ S3 . 
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4.2 The space Gl (n)+ of positive invertible matrices
Recall that Gl (n)+ is an open subset of the space of hermitian matrices H(n). Therefore, it
inheres a geometric structure where the tangent spaces can be identified with H(n). Also, there
exists a natural transitive action of Gl (n) by conjugation. The properties of this action make
Gl (n)+ become an homogeneous space. Moreover, using this action it is possible to define a
covariant derivative that leads to the following differential equation for the geodesics
γ′′ = γ′γ−1γ′,
(see [11], [14] and [19]). Given A,B ∈ Gl (n)+, the solution of the corresponding Dirichlet
problem gives the following expression for the geodesic joining A with B
γGl (n)+(t) = A
1/2(A−1/2BA−1/2)tA1/2. (10)
Note that if one of the end points is the identity, also in this case the geodesic is a one-parameter
subgroup of Gl (n).
It is also possible to define a (canonical) Riemannian structure on Gl (n)+. Indeed, consider the
inner product associated to the trace in the tangent space of Gl (n)+ at the identity. Then, using
the homogeneous structure, we can define the following inner product
〈X,Y 〉A = tr
(
(A−1/2XA−1/2)(A−1/2Y A−1/2)∗
)
= tr(A−1/2XA−1Y ∗A−1/2),
in the tangent space corresponding to another point A ∈ Gl (n)+. Endowed with this structure,
the action by conjugations becomes isometric, and Gl (n)+ becomes a complete Riemannian
manifold with non-positive sectional curvature. As before, these geodesics are minimal curves.
However, in this case, they are short not only for t ∈ [0, 1], but also for every t ∈ R (see [10],
[25]).
Simlarly, we have defined the invariant Finsler metric associated to the trace norm, by
‖X‖
1
= ‖A−1/2XA−1/2‖1 = tr |A−1/2XA−1/2| ,
for any X ∈ H(n) thought as a tangent vector at A ∈ Gl (n)+. So, given an interval [a, b] ⊂ R
and a smooth curve α : [a, b]→ Gl (n)+, the length of this curve is defined as
L(α) =
∫ b
a
∥∥∥α−1/2(t)α˙(t)α−1/2(t)∥∥∥
1
dt .
Here the geodesics given in Eq. (10) are still minimal, but they are not unique. Remember
that the space Gl (n)+ of positive invertible matrices is a nonpositive curvature space so the
exponential map increases distances in general. Hence it’s natural to think that the logarithm
of a minimal curve in Gl (n)+ could be a minimal curve in H(n). What is more surprising is
that, for the metric induced by the trace norm, if we take a minimal curve in H(n), then its
exponential gives a minimal curve in Gl (n)+.
Let’s recall the following formula for the derivative (attributed to Duhamel, Dyson, Feynman,
and Schwingerof) of the exponential map:
DeX(Y ) =
∫ 1
0
etXY e(1−t)Xdt , for X , Y ∈Mn(C) . (11)
We also recall a simple proof of the generalized infinitesimal exponential metric increasing prop-
erty (IEMI). In order to prove this result we will use the following theorem, which is stated, for
example, in Bhatia’s book [10, Thm. 5.4.7].
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Theorem 4.10. Let X ∈ Mn(C) and A , B ∈ Mn(C)+. Then, for every unitarily invariant
norm, ∣∣∣∣∣∣∣∣∣A1/2XB1/2∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣∣∣∣∫ 1
0
AtXB1−tdt
∣∣∣∣∣∣∣∣∣∣∣∣ .
Proposition 4.11. (Generalized IEMI) Given H , K in H(n), they satisfies that∣∣∣∣∣∣∣∣∣e−H/2DeH(K)e−H/2∣∣∣∣∣∣∣∣∣ ≥ |||K|||
for every unitarily invariant norm.
Proof. As K = eH/2(e−H/2Ke−H/2)eH/2, then
|||K||| =
∣∣∣∣∣∣∣∣∣eH/2(e−H/2Ke−H/2)eH/2∣∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣∣∣∣∫ 1
0
etH(e−H/2Ke−H/2)e(1−t)Hdt
∣∣∣∣∣∣∣∣∣∣∣∣ =
=
∣∣∣∣∣∣∣∣∣∣∣∣e−H/2(∫ 1
0
etHKe(1−t)Hdt
)
e−H/2
∣∣∣∣∣∣∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣∣e−H/2DeH(K)e−H/2∣∣∣∣∣∣∣∣∣ .

An immediate consequence of the generalized EMI for the particular case of the trace norm
implies that:
Corollary 4.12. Let α : [0, 1]→ Gl (n)+ be a smooth curve such that α(0) = I. Let X : [0, 1]→
H(n) be smooth and such that α(t) = eX(t) for t ∈ [0 , 1] and X(0) = 0. Then
1. We have that L(α) (in Gl (n)+) ≥ L(X) (in H(n)).
2. If α(t) were minimal, then X(t) is also minimal, with respect to any fixed UIN.
Proof. By the chain rule α˙(t) = DeX(t)(X˙(t)). So that
L(α) =
∫ 1
0
∣∣∣∣∣∣∣∣∣ e−X(t)/2(t)DeX(t)(X˙(t)) e−X(t)/2(t) ∣∣∣∣∣∣∣∣∣ dt ≥ ∫ 1
0
∣∣∣∣∣∣∣∣∣ X˙(t) ∣∣∣∣∣∣∣∣∣ dt = L(X)
by the Generalized IEMI. If α were minimal, let A = α(1) and Y = log A ∈ H(n). Hence A = eY
and |||Y ||| = L(et Y ) = L(α), since both curves are minimal joining the same points. Note that
X(1) = Y (in Gl (n)+ the log is unique), so that
|||Y ||| = L(et Y ) = L(α) ≥ L(X) ≥ L(tY ) = |||Y ||| ,
since t Y is minimal joining 0 and Y . This fact also show that X must be minimal. 
Surprisingly, when restricted to the trace norm, a converse result also holds: if X(t) is a minimal
curve then α(t) = eX(t) is also minimal. The proof is based on the characterization given in the
previous section. We recall the notations P (t), N(t), and Si from Theorem 4.7, which we shall
use in the following proofs. We need also to recall some technical results.
Remark 4.13. Let I ⊂ R be an open interval and let C1(I) be the space of continuously
differentiable real functions on I. Denote by Hn(I) = {A ∈ H(n) : σ(A) ⊆ I}. Fix f ∈ C1(I)
and consider the smooth map f : Hn(I)→ H(n), acting by functional calculus.
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Given A ∈ Hn(I), the derivative Df(A) of f at A is a linear map from H(n) into itself. If
A = diag (λ1 , . . . , λn ) a diagonal matrix, there is a formula for Df(A):
Df(A)(B) = f [1](A) ◦B , for every B ∈ H(n) , (12)
where ◦ denotes the Hadamard product and f [1](A) ∈ H(n) is defined as
f [1](A)ij =
f(λi)− f(λj)
λi − λj if λi 6= λj
f [1](A)ii = f
′
(λi) if λi = λj .
This is called the first divided difference of f at A. It is well known (see [9]) that if f = exp,
then f [1](A) ∈Mn(C)+ for every (diagonal) A ∈ H(n). N
Theorem 4.14. Let α(t) = eY (t) where Y : [0, 1] → H(n). Then, if Y (t) is a minimal curve
then α(t) is minimal in Gl (n)+.
Proof. Let X : [0, 1]→ H(n) be any smooth curve. By the chain rule α˙(t) = DeX(t)(X˙(t)). For
any fixed t ∈ [0, 1], choose an orthonormal basis such that X(t) = diag (λ1(t) , . . . , λn(t)). By
the formula (12), in this basis,
DeX(t)(X˙(t)) = exp[1](X(t) ) ◦ X˙(t) .
In particular, its diagonal entries are eλi(t) X˙ii(t). Therefore, the diagonal entries of
M
def
= α−1/2(t)α˙(t)α−1/2(t) = e−X(t)/2DeX(t)(X˙(t))e−X(t)/2
are Mii = e−λi(t)/2(eλi(t) X˙ii(t) )e−λi(t)/2 = X˙ii(t). In particular,
tr
(
e−X(t)/2DeX(t)(X˙(t))e−X(t)/2
)
=
n∑
j=1
X˙jj(t) = tr X˙(t) , (13)
(and we can forget the change of basis at any t). Consider now the diagonal decomposition of
Y (t) of Theorem 4.7 in terms of P (t) and N(t). Note that, by Remark 4.13,
P˙ (t) , exp[1](P (t)) , exp[1](N(t)) and − N˙(t) ∈Mn(C)+
(changing basis to get diagonal representations if necessary). Then, by Hadamard theorem
DeN(t)(P˙ (t)) ≥ 0 and DeN(t)(N˙(t)) ≤ 0 . (14)
Finally
L(α) =
∫ 1
0
∥∥∥α−1/2(t)α˙(t)α−1/2(t)∥∥∥
1
dt
=
∫ 1
0
∥∥∥e−Y (t)/2DeY (t)(Y˙ (t))e−Y (t)/2∥∥∥
1
dt =
∫ 1
0
tr
∣∣∣e−Y (t)/2DeY (t)(Y˙ (t))e−Y (t)/2∣∣∣ dt
=
∫ 1
0
tr
∣∣∣e−P (t)/2DeP (t)(P˙ (t))e−P (t)/2∣∣∣ dt+ tr ∣∣∣e−N(t)/2DeN(t)(N˙(t))e−N(t)/2∣∣∣ dt
(14)
=
∫ 1
0
tr
(
e−P (t)/2DeP (t)(P˙ (t))e−P (t)/2
)
dt− tr
(
e−N(t)/2DeN(t)(N˙(t))e−N(t)/2
)
dt
(13)
=
∫ 1
0
tr P˙ (t)− tr N˙(t) dt =
∫ 1
0
tr
∣∣∣Y˙ (t)∣∣∣ dt = L(Y ) .
This equality jointly with item 1. of Corollary 4.12 easily implies the minimality of α. 
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Corollary 4.15. Let α : [0, 1]→ Gl (n)+ be a (smooth) minimal curve joining I with D ∈ Gl (n)+.
Denote by Y (t) = logα(t) ∈ H(n) for t ∈ [0, 1]. Then α is a minimal curve for the trace norm
⇐⇒ Y is minimal in H(n) ⇐⇒ Y has the block diagonal form given in Theorem 4.7 (modulo
a change of basis which diagonalizes D).
Proof. It is a consequence ot Corollary 4.12 and Theorem 4.14 
Another necessary condition for a curve to be minimal in this space is that the curves that joins
the eigenvalues are also minimal.
Corollary 4.16. Let α : [0, 1] → Gl (n)+ be a (smooth) minimal curve, measure with the trace
norm, joining I with P ∈ Gl (n)+. Assume that the (continuous) curves λj(α(t)) joining 0 with
λj(P ) are piecewise smooth. Then they are minimal curves (in R) with respect to the trace norm.
By Theorem 4.7 this means that they are monotone increasing.
Proof. Let X : [0, 1]→ H(n) be the smooth curve given by X(t) = log α(t) (so that α(t) = eX(t))
for t ∈ [0 , 1]. Note that α(t) is minimal ⇐⇒ X(t) is minimal. If X(t) is minimal then the
curves λj(X(t)) = log λj(α(t)) are also piecewise smooth and therefore minimal, by Corollary
4.9. Thus the curves eλj(X(t)) = λj(α(t)) are minimal (by the n = 1 case ot Corollary 4.15). 
4.3 The unitary group U(n).
The space U(n) has positive curvature, so that the exponential map decreases distances in general.
Hence it’s natural to think that the exponential of a minimal curve in iH(n) could be a minimal
curve in U(n).
When considering the trace norm both in H(n) and in U(n), we can use the characterization of
minimal curves in H(n) to construct several examples of minimal curves in the space U(n). In
other words, we have a sufficient condition for a curve in U(n) to be minimal for the trace norm:
Being the exponential of a minimal curve in iH(n).
Theorem 4.17. Let X : [0, 1] → H(n) be a smooth curve. Let β : [0, 1] → U(n) be the smooth
curve given by β(t) = eiX(t) for t ∈ [0, 1]. Then
1. L(β) ≤ L(X) (both measured with the trace norm).
2. If Y : [0, 1] → H(n) is smooth, minimal in H(n), Y (0) = 0 and ‖Y (1)‖∞ ≤ pi, then its
exponential α(t) = eiY (t) is a minimal curve in U(n).
Proof. The first inequality follows because
L(β) =
∫ 1
0
∥∥∥β˙(t)∥∥∥
1
dt
(11)
=
∫ 1
0
∥∥∥∥∫ 1
0
eisX(t)X˙(t)ei(1−s)X(t)ds
∥∥∥∥
1
dt
≤
∫ 1
0
∫ 1
0
∥∥∥eisX(t)X˙(t)ei(1−s)X(t)∥∥∥
1
dsdt =
∫ 1
0
∥∥∥X˙(t)∥∥∥
1
dt = L(X) .
Denote by Z = Y (1) and U = eitZ = α(1). Since ‖Z‖∞ ≤ pi, the curve γ(t) = eitZ for t ∈ [0, 1]
is minimal in U(n), joining I = α(0) with U = α(1), and L(γ) = ‖Z‖1 .
On the other hand, the curve t 7→ tZ is minimal in H(n), and it joins 0 = Y (0) with Z = Y (1).
Hence ‖Z‖1 = L(tZ) = L(Y ), because Y also is minimal. Then, by item 1,
L(α) ≤ L(Y ) = ‖Z‖1 = L(γ) .
This proves that α(t) is another minimal curve joining I with U . 
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On the other hand, a necessary condition for a curve in U(n) to be minimal for the trace norm
is that all its curves of eigenvalues are minimal curves in T = U(1).
Proposition 4.18. Let α : [0, 1]→ U(n) be a (smooth) minimal curve for the trace norm, joining
I with U = eiX , where ‖X‖∞ < pi. Let Y : [0, 1] → H(n) be the unique smooth curve such that
α(t) = eiY (t) and ‖Y (t)‖∞ < pi for every t ∈ [0, 1]. Assume that the curves λj(α(t) ) def= ei λj(Y (t) )
for t ∈ [0 , 1] are piecewise smooth. Then
1. The curves λj(Y (t) ) are monotone, so they are minimals in R for the trace norm.
2. The curves λj(α(t)) are minimal in C for trace norm.
Proof. Fix t ∈ [0, 1) and denote Yt = Y (t). Since the curve α is minimal and ‖Yt‖∞ < pi,
‖X‖1 = d1(I, eiX) = d1(I, eiYt) + d1(eiYt , eiX)
= ‖Yt‖1 + d1(I, e−iYteiX) = ‖Yt‖1 + d1
(
I, ei(UtXU
∗
t −VtYtV ∗t )
)
= ‖Yt‖1 + ‖UtXU∗t − VtYtV ∗t ‖1
≥ ‖Yt‖1 +
n∑
j=1
∣∣∣λ↓j (UtXU∗t )− λ↓j (VtYtV ∗t )∣∣∣
= ‖Yt‖1 +
n∑
j=1
∣∣∣λ↓j (X)− λ↓j (Yt)∣∣∣
≥ ‖Yt‖1 +
n∑
j=1
∣∣∣λ↓j (X)∣∣∣− ∣∣∣λ↓j (Yt)∣∣∣ = ‖X‖1 .
For the equality between the distance and the trace norm see for example [7]. Besides the first
inequality follows from Lidskii’s Theorem and the convexity of taking moduli (see [8, III.4.4]).
In conclusion, ∣∣∣λ↓j (X)− λ↓j (Yt)∣∣∣ = ∣∣∣λ↓j (X)∣∣∣− ∣∣∣λ↓j (Yt)∣∣∣ for every 1 ≤ j ≤ n .
Making the same computation by replacing X by Ys for any s ∈ (t , 1] (by the minimality of
α and the fact that ‖Ys‖∞ < pi, it follows that d(I , α(s) ) = ‖Ys‖1), we deduce that the maps
t 7→
∣∣∣λ↓j (Yt)∣∣∣ are increasing and that λj(X), λj(Yt) ≥ 0 (they have the same sign) for every
1 ≤ j ≤ n and every t ∈ [0, 1]. Therefore the maps t 7→ λ↓j (Yt) are monotone and minimal in R
and also the curves λj(α(t)) = ei λ
↓
j (Yt ) are minimal in C for trace norm (the second part follows
using Theorem 4.17 for n = 1). 
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5 Intermediate curves and geometry of midpoints
In this section we will prove that the set of midpoints is geodesically convex in all the previous
contexts. Actually, we will use the same idea for all this cases. First we prove that the function
s 7→ d(I, γ(s)),
where γ(s) is the geodesic joining two matrices (in some of this spaces for some metric), is convex.
Then we will use this fact to prove that the set of midpoints is geodesically convex.
The unitary group
Let U, V ∈ U(n) and t ∈ (0, 1). In this section we will study the sets of intermediate points for
the spectral norm:
Mt(U, V ) = {W ∈ U(n) : d∞(U,W ) = t d∞(U, V ) and d∞(W,V ) = (1− t) d∞(U, V )}.
In the case of positive matrices, the corresponding sets of intermediate points were proved to
be geodesically convex (see [23]). We can not expect a similar result with full generality in our
setting. Indeed, for instance, in the one dimensional case, the set of intermediate points may
be even disconnected. In the case of dimension greater than one, there is also a particular case,
where the geodesic convexity is not true:
Example 5.1. Take U = I and V = −I, and consider the set of intermediate pointsMt(I,−I)
for some t ∈ (0, 1/2) (for t ∈ (1/2, 1) is similar). Then
W+ =
(
eitpi 0
0 eitpi
)
and W− =
(
e−itpi 0
0 e−itpi
)
.
belongs to Mt(I,−I). However, it is not difficult to see that I is the midpoint of the geodesic
(and unique minimal curve) that joints W+ with W−. N
First of all, we will give a proof of the following characterization of the setsMt(U, V ).
Lemma 5.2. Given U,W ∈ U(n) and t ∈ (0, 1), then
Mt(U, V ) = {V ∈ Un : exists γ : [0, 1]→ U(n) a minimal curve : γ(t) = V } .
Proof. If there exist a minimal curve γ such that γ(t) = W then, by Corollary 2.3
d∞(U,W ) = d∞(γ(0), γ(t)) = td∞(U, V )
d∞(W,V ) = d∞(γ(t), γ(1)) = (1− t)d∞(U, V ).
This proves one inclusion. Conversely, ifW ∈Mt(U,W ), take a minimal curve β1 joining U with
W and β2 a minimal curve joining W with V . Then
L(γ) = L(β1) + L(β2)
= d∞(U,W ) + d∞(W,V )
= td∞(U,W ) + (1− t)d∞(W,V ) = d∞(U, V ).
If γ = β1 ∗β2 is the concatenation of these two curves parametrized with constant speed in [0, 1],
then W = γ(t). 
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We are going to prove that if W0,W1 ∈Mt(U, V ) then β(s) ∈Mt(U, V ), for all s ∈ [0, 1], where
β(s) is a geodesic with the condition d∞(U, V ) < pi/2. For that propose we will use the following
theorem.
Theorem 5.3 (See [2], Thm 2.8). If d∞(W,β(s)) < pi/2 for all s ∈ [0, 1], where β(s) is a
geodesic, then
s 7→ d∞(W,β(s))
is convex.
If d∞(U, V ) < pi/2, given W0,W1 ∈Mt(U, V ),
d∞(U, β(s)) ≤ d∞(U,Wj) + d∞(W0,W1)
2
≤ d∞(U,Wj) + d∞(W0, V )
2
+
d∞(W1, V )
2
= td∞(U, V ) +
(1− t)d∞(U, V )
2
+
(1− t)d∞(U, V )
2
= d∞(U, V ) <
pi
2
taking a j = 0, 1 convenient.
W1
W0
U
d(U,W1) ≤ pi/4
d(U,W0) ≤ pi/4
β(s)
Proposition 5.4. Given U, V ∈ U(n) such that d∞(U, V ) < pi/2, and t ∈ (0, 1), the set
Mt(U, V ) = {W ∈ U(n) : d∞(U,W ) = t d∞(U, V ) and d∞(W,V ) = (1− t) d∞(U, V )}
is geodesically convex.
Proof. Note that, if β(s) is the geodesic joining Wo,W1 ∈Mt(U, V ), i.e. W0 = β(0),W1 = β(1),
then
d∞(U, β(s)) ≤ sd∞(U,W1) + (1− s)d∞(U,W0)
= std∞(U, V ) + (1− s)td∞(U, V ) = td∞(U, V );
d∞(V, β(s)) ≤ sd∞(V,W1) + (1− s)d∞(V,W0)
= s(1− t)d∞(U, V ) + (1− s)(1− t)d∞(U, V ) = (1− t)d∞(U, V )
Therefore
d∞(U, V ) ≤ d∞(U, β(s)) + d∞(V, β(s)) ≤ d∞(U, V ).
That is,
d∞(U, β(s)) = td∞(U, V )
d∞(V, β(s)) = (1− t)d∞(U, V ).
Then β(s) ∈Mt(U, V ). 
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The Grassmannian
As before, our previous results about the unitary group can by applied to the Grassmann mani-
folds.
Proposition 5.5. Given P,Q ∈ Gn such that ‖P −Q‖∞ < 1/
√
2, and t ∈ (0, 1), the set
Mt(P,Q) = {R ∈ U(n) : d∞(P,R) = t d∞(P,Q) and d∞(R,Q) = (1− t) d∞(P,Q)}
is geodesically convex.
Proof. By Proposition 5.4, if d(SP , SQ) < pi/2 then the set Mt(SP , SQ) is geodesically convex.
As d(SP , SQ) < pi/2 is equivalently to ‖SP − SQ‖∞ <
√
2 then
‖P −Q‖∞ =
1
2
‖2P − 2Q‖∞ =
1
2
‖(2P − 1)− (2Q− 1)‖∞ =
1
2
‖SP − SQ‖∞ <
1
2
√
2.
implies that Mt(P,Q) is geodesically convex. 
The spaces of positive invertible matrices and of Hermitian matrices
Let P ∈ Gl (n)+ and t ∈ (0, 1). In what follows we fix N a UIN onMn(C) and we study the sets
of intermediate points
Mt(I, P ) = {W ∈ Gl (n)+ : dN (I,W ) = t dN (I, P ) and dN (W,P ) = (1− t) dN (I, P )}.
If N is the trace norm, the corresponding sets of intermediate points were proved to be geodesi-
cally convex (see [23]). Here we present a proof which is much simpler and is valid for every
UIN. It is based in the same idea as the one given for U(n), and the fact that the map
s 7→ dN (I, γ(s)),
where γ(s) is the geodesic joining two positive matrices, is convex. This fact is known, but we
present a short proof for completeness.
Theorem 5.6. Fix N a UIN inMn(C). If γ(s) = A1/2(A−1/2BA−1/2)sA1/2 denote the geodesic
joining A,B ∈ Gl (n)+, then the map
[0 , 1] 3 s 7−→ dN (I, γ(s))
is convex.
Proof. By Araki inequality (see [6]), it is easy to see that
dN (C
t , Dt) = N
(
log (Ct/2D−tCt/2)
) ≤ tN( log (C1/2D−1C1/2) ) = t dN (C , D) ,
for every t ∈ [0 , 1] and every pair C , D ∈ Gl (n)+. Then, for s ∈ [0 , 1],
dN (I, γ(s)) ≤ dN (I, A1−s) + dN (A1−s, γ(s))
= dN (I, A
1−s) + dN (A−s, (A−1/2BA−1/2)s)
≤ (1− s) dN (I, A) + s dN (A−1, A−1/2BA−1/2)
= (1− s) dN (I, A) + s dN (I,B).
It is easy to see that this fact implies the convexity of our map. 
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Proposition 5.7. Let P ∈ Gl (n)+ and t ∈ (0, 1). Then the set
Mt(I, P ) = {W ∈ Gl (n)+ : dN (I,W ) = t dN (I, P ) and dN (W,P ) = (1− t) dN (I, P )}
is geodesically convex.
Proof. Let γ(s) = W 1/20 (W
−1/2
0 W1W
−1/2
0 )
sW
1/2
0 be the geodesic joiningW0 andW1 ∈Mt(U, V ).
Then
dN (I, γ(s)) ≤ (1− s)dN (I,W0) + sdN (I,W1)
= (1− s)tdN (I, P ) + stdN (I, P ) = tdN (I, P );
dN (P, γ(s)) ≤ (1− s)dN (P,W0) + sdN (P,W1)
= (1− s)(1− t)dN (I, P ) + s(1− t)dN (I, P ) = (1− t)dN (I, P ).
Hence dN (I, P ) ≤ dN (I, γ(s)) + dN (P, γ(s)) ≤ dN (I, P ), so that
dN (I, γ(s)) = tdN (I, P ) and dN (P, γ(s)) = (1− t)dN (I, P ).
Then γ(s) ∈Mt(I, P ) for all s ∈ [0, 1]. 
Remark 5.8. If the norm N is strictly convex then the geodesic joining two matrices in Gl (n)+
or H(n) is unique, and the set Mt(I, P ) is a single point. Nevertheless, Proposition 5.7 is
interesting for several important UIN’s, such as the trace, spectral and other Ky Fan norms. N
Acknowledgements:
This work was supported by Consejo Nacional de Investigaciones Científicas y Técnicas-Argentina
(PIP-152), Agencia Nacional de Promoción de Ciencia y Tecnología-Argentina (PICT 2015-1505),
Universidad Nacional de La Plata-Argentina (UNLP-11X585) and Ministerio de Economía y
Competitividad-España (MTM2016-75196-P).
References
[1] Andruchow E.: Short geodesics of unitaries in the L2 metric. Canad. Math. Bull. 48 (2005),
no. 3, 340-354.
[2] Andruchow E., Larotonda G.: The rectifiable distance in the unitary Fredholm group.
Studia Math. 196 (2010) 151-178.
[3] Andruchow E., Larotonda G., Recht L.: Finsler geometry and actions of the p-Schatten
unitary groups. Trans. Amer. Math. Soc. 62 (2010), 319-344.
[4] Andruchow E., Recht L.: Grassmannians of a finite algebra in the strong operator topology,
Internat. J. Math. 17 (2006), no. 4, 477-491.
[5] Andruchow E., Recht L.: Geometry of unitaries in a finite algebra: variation formulas and
convexity, Internat. J. Math. 19 (2008), no. 10, 1223-1246.
[6] Araki H.: On an inequality of Lieb and Thirring, Lett. Math. Phys. 19 (1990), no. 2,
167-170.
25
[7] Antezana J., Larotonda G., Varela A.: Optimal paths for symmetric actions in the unitary
group, Comm. Math. Phys. 328 (2014), no. 2, 481-497.
[8] Bhatia R.: Matrix Analysis. New York: Springer, 1997.
[9] Bhatia R.: On the exponential metric increasing property, Linear Algebra Appl. 375 (2003)
211-220.
[10] Bhatia R.: Positive Definite Matrices, Princeton Series in Applied Mathematics, 2009.
[11] Corach, G.; Maestripieri, A. L.: Differential and metrical structure of positive operators.
Positivity 3 (1999), no. 4, 297–315.
[12] Corach, G.; Porta, H.; Recht, L.: A geometric interpretation of Segal’s inequality ‖eX+Y ‖ ≤
‖eX/2eY eX/2‖. Proc. Amer. Math. Soc. 115 (1992), no. 1, 229–231.
[13] Corach G., Porta H. and Recht L.: Geodesics and operator means in the space of positive
operators, Int. J. Math., 4 (1993)
[14] Corach G., Porta H. and Recht L.: The geometry of the space of selfadjoint invertible
elements in a C∗-algebra. Integral Equations Operator Theory 16 (1993), no. 3, 333–359.
[15] Davis C., Kahan W.M.: The rotation of eigenvectors by a perturbation. III. SIAM J.
Numer. Anal. 7, 1-46 (1970).
[16] Durán C., Mata-Lorenzo L., Recht L.: Metric geometry in homogeneous spaces of the
unitary group of a C∗-algebra. Part I: Minimal curves, Adv. Math. 184 (2004), no. 2,
342-366.
[17] Durán C., Mata-Lorenzo L., Recht L.: Metric geometry in homogeneous spaces of the uni-
tary group of a C∗-algebra. Part II: geodesiscs joining fixed end points, Integral Equations
Operator Theory 53 (2005), no. 1, 33-50.
[18] Halmos P.R.: Two subspaces. Trans. Am. Math. Soc. 144, 381-389 (1969).
[19] Kobayashi M. and Nomizu K.: Foundations of differential geometry, Interscience, New
York, London, and Sydney, 1969.
[20] Lang S.: Fundamentals of Differential Geometry, Graduate Texts in Mathematics,
Springer-Verlag, 1999.
[21] Larotonda G.: The metric geometry of infinite dimensional Lie groups and their homoge-
neous spaces preprint arXiv:1805.02631
[22] Lawson J.D., Lim Y.: The geometric mean, matrices, metrics, and more, Am. Math. Mon.
108 (2001) 797-812.
[23] Lim Y.: Geometry of midpoint sets for Thompson’s metric, Linear Algebra Appl. 439
(2013), 211-227.
[24] Nussbaum R.D.: Finsler structures for the part metric and Hilbert’s projective metric and
applications to ordinary differential equations, Differ. Integral Equ. 7 (1994) 1649-1707.
[25] Porta H., Recht L.: Minimality of geodesics in Grassmann manifolds, Proc. Amer. Math.
Soc. 100 (1987), 464-466.
26
