We study the computation of canonical bases of sets of univariate relations (p 1 , . . . , p m ) ∈ K[x] m such that p 1 f 1 + · · · + p m f m = 0; here, the input elements f 1 , . . . , f m are from a quotient K[x] n /M, where M is a K[x]-module of rank n given by a basis M ∈ K[x] n×n in Hermite form. We exploit the triangular shape of M to generalize a divide-and-conquer approach which originates from fast minimal approximant basis algorithms. Besides recent techniques for this approach, we rely on high-order li ing to perform fast modular products of polynomial matrices of the form PF mod M.
INTRODUCTION
In what follows, K is a eld, K[x] denotes the set of univariate polynomials in x over K, and K[x] m×n denotes the set of m × n (univariate) polynomial matrices.
Univariate relations. Let us consider a (free) K[x]-submodule M ⊆ K[x] n of rank n, speci ed by one of its bases, represented as the rows of a nonsingular matrix M ∈ K[x] n×n . Besides, let some elements f 1 , . . . , f m ∈ K[x] n /M be represented as a matrix F ∈ K[x] m×n . en, the kernel of the module morphism φ M, f :
K[x] m → K[x] n /M (p 1 , . . . , p m ) → p 1 f 1 + · · · + p m f m consists of relations between the f i 's, and is known as a syzygy module [10] . From the matrix viewpoint above, we write it as R (M, F) = {p ∈ K[x] 1×m | pF = 0 mod M}, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. ISSAC '17, July 25-28, 2017, Kaiserslautern, Germany © 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM. 978-1-4503-5064-8/17/07. . . $15.00 DOI: h p://dx.doi.org/10.1145/3087604. 3087656 where the notation A = 0 mod M stands for "A = QM for some Q", which means that the rows of A are in the module M. Herea er, the elements of R (M, F) are called relations of R (M, F).
Examples of such relations are the following.
• Hermite-Padé approximants are relations for n = 1 and
. at is, given polynomials f 1 , . . . , f m , the corresponding approximants are all (p 1 , . . . , p m ) ∈ K[x] m such that p 1 f 1 + · · · + p m f m = 0 mod x D . Fast algorithms for nding such approximants include [3, 15, 19, 31, 37] . • Multipoint Padé approximants: the fast computation of relations when M is a product of ideals, corresponding to a diagonal basis M = diag(M 1 , . . . , M n ), was studied in [2, 4, 19, 20, 26, 32] . Many of these references focus on M 1 , . . . , M n which split over K with known roots and multiplicities; then, relations are known as multipoint Padé approximants [1] , or also interpolants [4, 20] . In this case, a relation can be thought of as a solution to a linear system over K [x] in which the jth equation is modulo M j . Here, we are interested in computing relation bases in shi ed Popov form [5, 27] . Such bases are canonical in terms of the module R (M, F) and of a shi , the la er being a tuple s ∈ Z n used as column weights in the notion of degree for row vectors. Furthermore, the degrees in shi ed Popov bases are well controlled, which helps to compute them faster than less constrained types of bases (see [19] and [25, Sec. 1.2.2] ) and then, once obtained, to exploit them for other purposes (see for example [28, m. 12] For a shi s = (s 1 , . . . , s n ) ∈ Z n , the s-degree of a row vector p = [p 1 , . . . , p n ] ∈ K[x] 1×n is max 1 j n (deg(p j ) + s j ); the s-row degree of a matrix P ∈ K[x] m×n is rdeg s (P) = (d 1 , . . . , d m ) with d i the s-degree of the ith row of P. en, the s-leading matrix of P = [p i, j ] i j is the matrix lm s (P) ∈ K m×n whose entry (i, j) is the coe cient of degree d i − s j of p i, j . Similarly, the list of column degrees of a matrix P is denoted by cdeg (P).
De nition 1.1 ( [5, 21] ). Let P ∈ K[x] m×m be nonsingular, and let s ∈ Z m . en, P is said to be in • s-reduced form if lm s (P) is invertible;
• s-Popov form if lm s (P) is unit lower triangular and lm 0 (P T ) is the identity matrix.
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Herea er, when we introduce a matrix by saying that it is reduced, it is understood that it is nonsingular. Similar forms can be de ned for modules generated by the columns of a matrix rather than by its rows; in the context of polynomial matrix division with remainder, we will use the notion of P in column reduced form, meaning that lm 0 (P T ) is invertible. In particular, we remark that any matrix in shi ed Popov form is also column reduced.
Considering relation bases P for R (M, F) in shi ed Popov form o ers a strong control over the degrees of their entries. As shi ed (row) reduced bases, they satisfy the predictable degree property [12] , which is at the core of the correctness of a divide-and-conquer approach behind most algorithms for the two speci c situations described above, for example [3, 15, 16, 20] . Furthermore, as column reduced matrices they have small average column degree, which is central in the e ciency of fast algorithms for non-uniform shi s [19, 26] . Indeed, we will see in Corollary 2.4 that
where | · | denotes the sum of the entries of a tuple. Below, triangular canonical bases will play an important role. A matrix M ∈ K[x] n×n is in Hermite form if M is upper triangular and lm 0 (M T ) is the identity matrix; or, equivalently, if M is in (dn, d (n − 1), . . . , d )-Popov form for any d deg(det(M)).
Relations modulo Hermite forms. Our main focus is on the case where M is in Hermite form and F is already reduced modulo M. In this article, all comparisons of tuples are componentwise. Here, the exponent ω is so that we can multiply m × m matrices over K in O (m ω ) operations in K, the best known bound being ω < 2.38 [7, 23] . e notation O˜(·) means that we have omi ed the logarithmic factors in the asymptotic bound.
To put this cost bound in perspective, we note that the representation of the input F and M requires at most (m + n)D eld elements, while that of the output basis uses at most mD elements. In many applications we have n ∈ O (m), in which case the cost bound becomes O˜(m ω−1 D), which is satisfactory.
To the best of our knowledge, previous algorithms with a comparable cost bound focus on the case of a diagonal matrix M. e case of minimal approximant bases M = x d I n has concentrated a lot of a ention. A rst algorithm with cost quasi-linear in d was given [3] . It was then improved in [15, 30, 37] , obtaining the cost bound O˜(m ω−1 nd ) = O˜(m ω−1 D) under assumptions on the dimensions m and n or on the shi .
In [20] , the divide-and-conquer approach of [3] was carried over and made e cient in the more general case M = diag(M 1 , . . . , M n ), where the polynomials M i split over K with known linear factors.
is approach was then augmented in [19] with a strategy focusing on degree information to e ciently compute the shi ed Popov bases for arbitrary shi s, achieving the cost bound O˜(m ω−1 D).
en, the case of a diagonal matrix M, with no assumption on the diagonal entries, was solved within O˜(m ω−1 D + n ω D/m) [26] . e main new ingredient developed in [26] was an e cient algorithm for the case n = 1, that is, when solving a single linear equation modulo a polynomial; we will also make use of this algorithm here.
In this paper we obtain the same cost bound as [26] for any matrix M in Hermite form. For a more detailed comparison with earlier algorithms focusing on diagonal matrices M, we refer the reader to [26, Sec. 1.2] and in particular Table 2 therein.
Our algorithm essentially follows the approach of [26] . In particular, it uses the algorithm developed there for n = 1. However, working modulo Hermite forms instead of diagonal matrices makes the computation of residuals much more involved. e residual is a modular product PF mod M which is computed a er the rst recursive call and is to be used as an input replacing F for the second recursive call. When M is diagonal, its computation boils down to the multiplication of P and F, although care has to be taken to account for their possibly unbalanced column degrees. However, when M is triangular, computing PF mod M becomes a much greater challenge: we want to compute a matrix remainder instead of simply taking polynomial remainders for each column separately. We handle this, while still taking unbalanced degrees into account, by resorting to high-order li ing [29] . To compute this relation basis e ciently, we start by computing the Hermite form H of M, which can be done deterministically in O˜(n ω D M /n ) operations [22] . Here, D M is the generic determinant bound [17] ; writing M = [a i j ], it is de ned as
where S n is the set of permutations of {1, . . . , n}. In particular, D M /n is bounded from above by both the average of the degrees of the columns of M and that of its rows. For more details about this quantity, we refer to [17, Sec. 6] and [22, Sec. 2.3] .
Since the rows of H generate the same module as M, we have
en, applying our algorithm for relations modulo H has a cost of O˜(n ω−1 deg(det(H))) operations, according to eorem 1.2. is yields the next result. A similar cost bound was obtained in [26] , yet with a randomized algorithm. e la er follows the approach of [18] for computing Hermite forms, whose rst step determines the Smith form S of M Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany along with a matrix F such that the sought matrix is the s-Popov relation basis for R (S, F), with S being therefore a diagonal matrix.
Here, relying on the deterministic computation of the Hermite form of M, our algorithm for relation bases modulo Hermite forms allows us to circumvent the computation of S, for which the currently fastest known algorithm is Las Vegas randomized [29] . For a more detailed comparison with earlier row reduction and Popov forms algorithms, we refer to [26, Sec. 1.1] and Table 1 therein.
General relation bases. To solve the general case of Problem 1, one can proceed as follows:
• nd the Hermite form H of M, using [22, Algo. 1 and 3];
• reduce F modulo H, for example using Algorithm 1;
• apply Algorithm 5 for relations modulo a Hermite form.
Outline. We rst give basic properties about matrix division and relation bases (Section 2). We then focus on the fast computation of residuals (Section 3). A er that, we discuss three situations which have already been solved e ciently in the literature (Section 4): when n = 1, when information on the output degrees is available, and when D m. Finally, we present our algorithm for relations modulo Hermite forms (Section 5).
PRELIMINARIES ON POLYNOMIAL MATRIX DIVISION AND MODULES OF RELATIONS
Division with remainder. Polynomial matrix division is a central notion in this paper, since we aim at solving equations modulo M. Herea er, we write o(F, M) and Rem(F, M) for the quotient Q and the remainder R. We have the following properties. Rem
Degree control for relation bases. We rst relate the vector space dimension of quotients and the degree of determinant of bases.
n×n whose rows form a basis of M.
P
. Since the degree of the determinant is the same for all bases of M, we may assume that M is column reduced. en, eorem 2.1 implies that there is a K-vector space isomorphism 
Properties of relation bases. We now formalize the facts that R (M, F) is not changed if M is replaced by another basis of the module generated by its rows; or if F and M are right-multiplied by the same nonsingular matrix; or yet if F is considered modulo M. 
A rst consequence is that we may discard identity columns in M.
n×n be nonsingular. Suppose that M has at least k ∈ Z >0 identity columns, and that the corresponding columns of F are zero. en, let π 1 , π 2 be n × n permutation matrices such that 
. Let P ∈ K[x] n×n be a relation basis for R (M, I n ). en, PI n = QM for some Q ∈ K[x] n×n ; since the rows of M belong to R (M, I n ), we also have M = RP for some R ∈ K[x] n×n . Since P is nonsingular, P = QRP implies that QR = I n , and therefore R is unimodular. us, M = RP is a relation basis for R (M, I n ).
Divide and conquer approach. Here we give properties in the case of a block triangular matrix M. ey imply, if M is in Hermite form, that Problem 1 can be solved recursively by spli ing the instance in dimension n into two instances in dimension n/2.
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en, the rst identity in Lemma 2.2 implies both that R (M, [0 G]) = R (M 2 , G) and that the rows of P 2 P 1 are in R (M, [F 1 F 2 ]). Now let p ∈ R (M, [F 1 F 2 ]). Lemma 2.8 implies that p ∈ R (M 1 , F 1 ), hence p = λP 1 for some λ. en, the rst identity in Lemma 2.2 shows that 0 = Rem(λP 1 [F 1 F 2 ], M) = Rem(λ[0 G], M), and therefore λ ∈ R (M 2 , G). us λ = µP 2 for some µ, and p = µP 2 P 1 .
COMPUTING MODULAR PRODUCTS
In this section, we aim at designing a fast algorithm for the modular products that arise in our relation basis algorithm.
Fast division with remainder
For univariate polynomials, fast Euclidean division can be achieved by rst computing the reversed quotient via Newton iteration, and then deducing the remainder [14, Chap. 9] . is directly translates into the context of polynomial matrices, as was noted for example in the proof of [15, Lem. 3.4] or in [36, Chap. 10] .
In the la er reference, it is showed how to e ciently compute remainders Rem(E, M) for a matrix E as in Eq. (1) below; this is not general enough for our purpose. Algorithms for the general case have been studied [6, 11, [33] [34] [35] , but we are not aware of any that achieves the speed we desire. us, as a preliminary to the computation of residuals in Section 3.2, we now detail this extension of fast polynomial division to fast polynomial matrix division.
As mentioned above, we will start by computing the quotient. e degrees of its entries are controlled thanks to the reducedness of the divisor, which ensures that no high-degree cancellation can occur when multiplying the quotient and the divisor. where δ = deg(P). en, the general case k ∈ Z >0 follows by considering separately each row of P.
Going back to the division F = QM + R, to obtain the reversed quotient we will right-multiply the reversed F by an expansion of the inverse of the reversed M.
is operation is performed eciently by means of high-order li ing; we will use the next result. en, de ning F = [F 0] ∈ K[x] m×n , we have that FM −1 is the submatrix of F M −1 formed by its rst n columns. us, the sought truncated expansion is obtained by computing F M −1 mod x kd , which is done e ciently by [29, Alg. 4] with the choice X = x d ; this is valid since this polynomial is coprime to det(M) = det(M) and its degree is at least the degree of M. 
for which the same degree bounds hold. en, right-multiplying both sides of the identity F(x −1 ) = Q(x −1 )M(x −1 ) + R(x −1 ) by diag(x δ +d 1 −1 , . . . , x δ +d n −1 ), we obtain F rev = Q rev M rev + x δ R rev . Now, note that the constant term M rev (0) ∈ K n×n is equal to the column leading matrix of M, which is invertible since M is column Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany reduced, hence M rev is invertible (over the fractions). us, since deg(Q rev ) < δ , this reversed quotient matrix can be determined as the truncated expansion Q rev = F rev M −1 rev mod x δ . is proves the correctness of the algorithm.
Concerning the cost bound, Step 2 uses O˜( (mδ )/(nd ) n ω d ) operations according to Lemma 3.3, where d = D/n . We have by assumption d ∈ Θ(D/n) as well as mδ/(nd ) ∈ O (1), so that this cost bound is in O˜(n ω−1 D).
In Step 3, we multiply the m × n matrix Q of degree less than δ with the n ×n matrix M such that |cdeg (M)| = D. First consider the case m n. To perform this product e ciently, we expand the rows of Q so as to obtain a O (n) × n matrix Q of degree in O ( mδ/n ) and such that QM is easily retrieved from QM (see Section 3.2 for more details about how such row expansions are carried out). us, this product is done in O˜(n ω−1 D), since mδ/n ∈ O (D/n). On the other hand, if m > n, we have δ ∈ O (D/m) ⊆ O (D/n). en, we can compute the product QM via m/n products of n × n matrices of degree O (D/n), which cost each O˜(n ω−1 D) operations; hence the total cost O˜(mn ω−2 D) when m > n.
Fast residual computation
Here, we focus on performing modular products Rem(PF, M), where F ∈ K[x] m×n and P ∈ K[x] m×m are such that cdeg (F) < cdeg (M) and |cdeg (P)| |cdeg (M)|, and M ∈ K[x] n×n is column reduced. e di culty in designing a fast algorithm for this operation comes from the non-uniformity of cdeg (P): in particular, the product PF cannot be computed within the target cost bound.
To start with, we use the same strategy as in [19, 26] : we make the column degrees of P uniform, at the price of introducing another, simpler matrix E for which we want to compute Rem(EF, M).
Let (δ 1 , . . . , δ m ) = cdeg (P), δ = (δ 1 + · · · + δ m )/m 1, and for i ∈ {1, . . . , m} write δ i = (α i − 1)δ + β i with α i = δ i /δ and 1 β i δ if δ i > 0, and with α i = 1 and β i = 0 if δ i = 0. en, let m = α 1 + · · · + α m , and de ne E ∈ K[x] m×m as the transpose of
De ne also the expanded column degrees δ ∈ Z m 0 as
en, we expand the columns of P by considering P ∈ K[x] m×m such that P = PE and deg(P)
δ . (Note that P can be made unique by specifying more constraints on cdeg (P).) e aim of this construction is that the dimension is at most doubled while the degree of the expanded matrix becomes the average column degree • M ∈ K[x] n×n column reduced, 
α i j ×n ← stack the rows j of (R r ) 0 r <α i j 
P
. Let us consider E ∈ K[x] m×m de ned as in Eq. (1) from the parameters δ and α 1 , . . . , α m in Step 1. We claim that the matrix F computed at Step 2 is equal to Rem(EF, M). en, having cdeg (P F) < cdeg (M) + (δ, . . . , δ ), the correctness of PM R implies R = Rem(P F, M), which is Rem(PF, M) by Lemma 2.2.
To prove our claim, it is enough to show that, for 1 i m, the ith block F i of F is the matrix formed by stacking the remainders involving the row i of F, that is, (Rem(x r δ F i, * , M)) 0 r <α i . is is clear from the rst For loop if α i = 1. Otherwise, let k ∈ Z >0 be such that 2 k −1 < α i 2 k . en, at the kth iteration of the second loop, we have i j = i for some 1 j . us, the correctness of R O S implies that, for 0 r < 2 k , the row j of R r is Rem(x r δ G j, * , M) = Rem(x r δ F i, * , M). Since 2 k α i , this contains the wanted remainders and the claim follows.
Let us show the cost bound, assuming that |cdeg (P)|, m, and n are in O (D). Note that this implies mδ ∈ O (D).
We rst study the cost of the iteration k of the second loop of Step 2. We have that 2 k −1 α 1 + · · · + α m = m 2m, the row dimension of G is , and k log(max i (α i )) ∈ O (log(m)). us, the call to R O S costs O˜((mn ω−2 + n ω−1 )D) operations according to Proposition 3.5, and the same cost bound holds for the whole Step 2. Concerning Step 4, the cost bound O˜( m/n n ω−1 D) follows directly from Proposition 3.4. e product at Step 3 involves the m×m matrix P whose degree is at most δ and the m × n matrix F such that cdeg (F) < cdeg (M); we recall that m 2m. If n m, we expand the columns of F similarly to how P was obtained from P: this yields a m × ( 2n) matrix of degree at most D/n , whose le -multiplication by P directly yields P F by compressing back the columns. us, this product is done in O˜(m ω−2 nD) operations since both δ and D/n are in O (D/m) when n m. If m n, we do a similar column expansion of F, yet into a matrix with O (m) columns and degree O (D/m); thus, the product can be performed in O˜(m ω−1 D) operations in this case.
FAST ALGORITHMS IN SPECIFIC CASES
Here, we discuss fast solutions to speci c instances of Problem 1.
is will be important ingredients of our main algorithm for relations modulo Hermite forms (Algorithm 5).
When the input module is an ideal
We rst focus on Problem 1 when n = 1; this is one of the two base cases of the recursion in Algorithm 5 (Step 2). In this case, the input matrix M is a nonzero polynomial M ∈ K[x]. In other words, the input module is the ideal (M ) of K[x], and we are looking for the s-Popov basis for the set of relations between m elements of K[x]/(M ). A fast algorithm for this task was given in [26, Sec. 2.2] ; precisely, the following result is achieved by running [26, Alg. 2] on input M, F, s, 2D. 
When the s-minimal degree is known
Now, we consider Problem 1 with an additional input: the s-minimal degree of R (M, F), which is the column degree of its s-Popov basis.
is is motivated by a technique from [19] and used in Algorithm 5 to control the degrees of all the bases computed in the process. Namely, we nd this s-minimal degree recursively, and then we compute the s-Popov relation basis using this knowledge. e same question was tackled in [18, Sec. 3] 
P
. e correctness follows from the material in [26, Sec. 2.1] and [19, Sec. 4] . Concerning the cost bound, we rst note that we have δ 1 +· · ·+δ m D according to Corollary 2.4. us, the cost analysis in Proposition 3.6 shows that Step 2 uses O˜((mn ω−2 +n ω−1 )D) operations. [19, m. 1.4] states that the approximant basis computation at Step 3 uses O˜((m + n) ω−1 (1 + n/m)D) operations, since the row dimension of the input matrix is m + n 2m + n and the sum of the orders is |τ | = |cdeg (M)| + n(δ + 1) (1 + n/m)D.
Solution based on fast linear algebra
Here, we detail how previous work can be used to handle a base case of the recursion in Algorithm 5 (Step 1): when the vector space dimension deg(det(M)) of the input module is small compared to the number m of input elements. en, we rely on an interpretation of Problem 1 as a question of dense linear algebra over K, which is solved e ciently by [20, Alg. 9] . is yields the following result. We now describe how to translate our problem into the K-linear algebra framework in [20] . Let M denote the row space of M; we assume that M has no identity column. In order to compute in the quotient K[x] n /M, which has nite dimension D, it is customary to make use of the multiplication matrix of x with respect to a given monomial basis. Here, since the basis M of M is in shi ed Popov form with column degree (d 1 , . . . , d n ) ∈ Z n >0 , Lemma 2.3 suggests to use the monomial basis
Above, we have represented an element in K[x] n /M by a polynomial vector f ∈ K[x] 1×n such that cdeg (f ) < (d 1 , . . . , d n ). In the linear algebra viewpoint, we rather represent it by a constant vector e ∈ K 1×D , which is formed by the concatenations of the coe cient vectors of the entries of f. Applying this to each row of the input matrix F yields a constant matrix E ∈ K m×D , which is another representation of the same m elements in the quotient.
Besides, the multiplication matrix X ∈ K D×D is the matrix such that eX ∈ K 1×D corresponds to the remainder in the division of xf by M. Since the basis M is in shi ed Popov form, the computation of X is straightforward. Indeed, writing M = diag(x d 1 , . . . , x d n ) −A where A ∈ K[x] n×n is such that cdeg (A) < (d 1 , . . . , d n ), then
• the row d 1 + · · · + d i−1 + j of X is the unit vector with 1 at index d 1 + · · · + d i−1 + j + 1, for 1 j < d i and 1 i n, • the row d 1 + · · · + d i of X is the concatenation of the coe cient vectors of the row i of A, for 1 i n.
at is, writing A = [a i j ] 1 i, j n and denoting by {a (k ) i j , 0 k < d j } the coe cients of a i j , the multiplication matrix X ∈ K D×D is
. . .
a
(0) 11 a (1) 11 · · · a (d 1 −1) 11 · · · a (0) 1n a (1) 1n · · · a (d n −1) 1n . . .
1
a
(0) n1 a (1) n1 · · · a (d 1 −1) n1 · · · a (0) nn a (1) nn · · · a (d n −1) nn                                .
RELATIONS MODULO HERMITE FORMS
In this section, we give a fast algorithm for solving Problem 1 when M is in Hermite form; this matrix is denoted by H in what follows. e cost bound is given under the assumption that H has no identity column; how to reduce to this case by discarding columns of H and F was discussed in Corollary 2.6. We recall that Steps 1, 2, and 3.i have been discussed in Section 4. 
P
. Following the recursion in the algorithm, our proof is by induction on n, with two base cases (Steps 1 and 2). e correctness and the cost bound for Step 1 follows from the discussion in Section 4.3, as summarized in Proposition 4.4. From Section 4.1, Step 2 correctly computes the s-Popov relation basis and uses O˜(m ω−1 D) operations in K. Now, we focus on the correctness of Step 3, assuming that the two recursive calls at Steps 3.d and 3.g correctly compute the shi ed Popov relation bases. Since K D R is correct, it is enough to prove that the s-minimal degree of R (H, F) is δ 1 + δ 2 ; for this, we will show that P 2 P 1 is a relation basis for R (H, F) whose s-Popov form has column degree δ 1 + δ 2 .
From eorem 2.9, P 2 P 1 is a relation basis for R (H, F). Furthermore, the fact that the s-Popov form of P 2 P 1 has column degree δ 1 + δ 2 follows from [19, Sec. 3], since P 1 is in s-Popov form and P 2 is in t-Popov form, where t = s + δ 1 = rdeg s (P 1 ).
Concerning the cost of Step 3, we remark that m < D, that n D is ensured by cdeg (H) > 0, and that δ 1 +δ 2 = deg(det(P 2 P 1 )) D according to Corollary 2.4. Furthermore, there are two recursive calls with dimension about n/2, and with H 1 and H 2 that are in Hermite form and have determinant degrees D 1 = deg(det(H 1 )) and D 2 = deg(det(H 2 )) such that D = D 1 + D 2 . Besides, the entries of both cdeg (H 1 ) and cdeg (H 2 ) are all positive.
In particular, the assumptions on the parameters in Propositions 3.6 and 4.3, concerning the computation of the residual at
