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Abstract
In this paper we devise a separation principle for the H2 optimal control problem of continuous-time
Markov jump linear systems with partial observations and the Markov process taking values in an infinite
countable set S. We consider that only an output and the jump parameters are available to the controller.
It is desired to design a dynamic Markov jump controller such that the closed loop system is stochastically
stable and minimizes the H2-norm of the system. As in the case with no jumps, we show that an optimal
controller can be obtained from two sets of infinite coupled algebraic Riccati equations, one associated
with the optimal control problem when the state variable is available, and the other one associated with the
optimal filtering problem. An important feature of our approach, not previously found in the literature, is to
introduce an adjoint operator of the continuous-time Markov jump linear system to derive our results.
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Linear systems with Markov jump parameters have been intensively studied in the literature
in recent years. The availability of fundamental basic results as those provided by the stability
theory have unleashed a wave of activity across a broad range of topics. In addition, many appli-
cations have come out as a natural consequence of the substantial body of results that have been
developed (see, for instance, [7] for a historical account).
There exists by now an extensive literature dealing with the H2-control problem (see, e.g., [19]
and references therein). Regarding continuous-time Markov jump linear systems (MJLS), in [5]
the adequate H2-norm is introduced and the optimal quadratic state-feedback case is analyzed via
convex analysis. The output-feedback case is studied in [10], also via convex analysis. In [11] it
is considered the H2-control problem of a continuous-time MJLS with also multiplicative white
noise in the control and state variables. It follows an approach based on an algebraic system of
coupled Riccati equations whose solution is iteratively computed by a convergent algorithm.
Regarding control problems with partial observations, it is a well-known fact that the LQG
problem with partial observations is one of the rather rare problems in which we can solve explic-
itly the optimal control problem and where the separation principle, proposed in [22], applies.
This principle describes, essentially, a situation in which it is possible to separate the estimation
problem from the control problem, i.e., the control does not need to have the full dual charac-
teristic (see, for instance, [1,2]). In the MJLS case, the discrete-time H2-control problem with
partial observations is considered in [6], where a separation principle is derived and the optimal
control obtained from a set of control and filtering coupled algebraic Riccati equations. It is per-
haps noteworthy here that, in this case, and all the papers previously mentioned, it is considered
the situation in which the state space of the Markov chain is finite.
In this paper we deal with the H2 optimal control problem of continuous-time Markov jump
linear systems with partial observations and the Markov process taking values in an infinite
countable set S . It is shown that a separation principle also applies in this case. When reduced
to the case in which the state space of the Markov chain is finite, the results here are, to some
extent, the continuous-time counterpart of those in [6] (for a discussion on some differences in
the treatment of the infinite case the readers are referred, e.g., to [12–15]).
The optimal control is obtained from two sets of infinite coupled algebraic Riccati equations,
one set associated with the optimal control problem when the state variable is available, and
the other set associated with the optimal filtering problem. It is worth pointing out that, unlike
in [5,10,11], we follow an approach which is closely related to the classical H2-control theory
presented, for instance, in [19–21], and in some sense extend their results to the infinite countable
MJLS case (see, e.g., [12–15]). Notice that, due to the fact that we are dealing with Markov
jump systems, all the results derived here are in the time domain framework, instead of the
frequency domain approach adopted in [19–21]. In addition, since the control problem here is
with partial observations, we do need to develop some tools which allow us to separate the
control and estimation problems. This is achieved by introducing a certain adjoint operator for
MJLS. Besides the interest on its own, an important feature of this operator is that it allows us
to separate, in a clear way, the H2 cost in terms of a cost associated to the control problem and
another one associated to the estimation problem. To the best of the author’s knowledge, this
is the first time that this operator is characterized for continuous-time Markovian jump linear
systems.
This paper is organized in the following way. In Sections 2 and 3 we present some notations,
definitions, and results related to stochastic stability. In Section 4 we define the H2-control prob-
O.L.V. Costa, M.D. Fragoso / J. Math. Anal. Appl. 331 (2007) 97–120 99lem for continuous-time Markov jump linear systems with partial observations. In Section 5 we
present the infinite coupled algebraic Riccati equations for MJLS. In Section 6 we solve the
filtering problem. Section 7 characterizes the adjoint operator for MJLS, and derive several re-
sults that will be useful in the sequel. The separation principle is presented in Section 8. The
paper is concluded in Section 9 with some final remarks. Some auxiliary results are presented in
Appendix A.
2. Notation
For X and Y complex Banach spaces we set B(X,Y) for the Banach space of all bounded
linear operators of X into Y, with the uniform induced norm represented by ‖.‖. For simplicity
we shall set B(X) := B(X,X). For T ∈ B(X) we denote σ(T ) the spectrum of T . If X is a Hilbert
space then 〈.;.〉 will stand for the inner product, and for T ∈ B(X), T ∗ will indicate the adjoint
operator of T . As usual, T  0 (T > 0) will mean that the operator T ∈ B(X) is positive semi-
definite (positive definite), respectively. In particular, we shall denote by Cn the n-dimensional
complex Euclidean spaces and by B(Cn,Cm) the normed bounded linear space of all m×n com-
plex matrices, with B(Cn) := B(Cn,Cn) and B(Cn)+ := {L ∈ B(Cn); L = L∗0}. In this case,
the superscripts -, ′, and * will denote complex conjugate, transpose and conjugate transpose,
respectively. Either the uniform induced norm in B(Cn) or the standard Euclidean norm in Cn
is represented by ‖.‖. We also use R+ to denote the interval [0,∞) and R to denote the inter-
val (−∞,∞). We define S := {1,2, . . .}. We refer to I as the identity matrix with appropriate
dimension and to Ln2(R+) as the space of functions f : [0,∞) → Cn such that each compo-
nent f i(.) is in the standard L2(R+) space of Lebesgue square integrable functions. Similarly,
Ln2(Ω,F ,P) is the space of square integrable stochastic processes. E[.] denotes mathematical
expectation, and we set for a second order random variable x(t), ‖x(t)‖22 := E[‖x(t)‖2], and
for x = {x(t); t ∈ R+} ∈ Ln2(Ω,F ,P), ‖x‖22 :=
∫∞
0 E[‖x(t)‖2]dt . We denote by Re{λ} the real
part of a complex number λ. We set Re{λ(L)} := sup{Re{λ}; λ ∈ σ(L)}.
Set Hn,m1 (respectively Hn,msup ), the linear space made up of all sequence of complex matrices
V = (V1,V2, . . .) with Vi ∈ B(Cn,Cm), such that ∑∞i=1 ‖Vi‖ < ∞ (sup{‖Vi‖; i = 1,2, . . .} <∞). For simplicity, set Hnι := Hn,nι , ι = 1, sup. For V = (V1, . . .) ∈ Hn,mι , we consider the fol-
lowing norms ‖.‖ι in Hn,mι , ι= 1, sup:
‖V ‖1 :=
∑
i∈S
‖Vi‖, (1)
‖V ‖sup := sup
{‖Vi‖; i ∈ S}. (2)
It is easy to verify that (Hn,mι ,‖.‖ι) are Banach spaces. For V = (V1, . . .) ∈ Hn,mι we shall write
V ∗ = (V ∗1 , . . .) ∈ Hm,nι and say that V ∈ Hnι is Hermitian if V = V ∗. We define Hn∗ι := {V =
(V1, . . .) ∈ Hnι ;Vi = V ∗i , i = 1, . . .} and Hn+ι := {V = (V1, . . .) ∈ Hn∗ι ;Vi  0, i = 1, . . .} and
shall write, for V = (V1, . . .) ∈ Hnι and S = (S1, . . .) ∈ Hnι , that V  S if V −S = (V1 −S1, . . .) ∈
H
n+
ι , and that V > S if Vi − Si > 0 for each i ∈ S .
3. Auxiliary results
Let (Ω,F ,P) be a complete probability space equipped with a filtration {Ft }, t ∈ T, where
T = R+ or T = R, satisfying the usual hypothesis, that is, a right continuous filtration augmented
by all null sets in the P-completion of F , and carrying the following statistically mutually inde-
pendent objects:
100 O.L.V. Costa, M.D. Fragoso / J. Math. Anal. Appl. 331 (2007) 97–120(0.1) A homogeneous Markov process θ = {(θ(t),Ft )}, with right continuous trajectories and
taking values on the set S . We assume also that
P
(
θ(t + h) = j | θ(t)= i)= {λijh+ o(h), i 
= j,
1 + λiih+ o(h), i = j, (3)
where [(λij )] is the stationary infinite-dimensional transition rate matrix of {θ} with
0  λij , i 
= j , and 0  λi := −λii = ∑{j : j 
=i} λij  , with  a positive number, for
all i ∈ S , i.e., the process is supposed to be conservative (see, e.g., [17]). The nota-
tion o(h) denotes an infinitesimal of higher order than h, i.e., limh↓0 o(h)h = 0. We de-
fine pij (t) := P(θ(t + s) = j | θ(s) = i), i, j ∈ S , and denote pi(t) := P(θ(t) = i), for
any i ∈ S . Notice that, in this setting, p(t) := (p1(t), . . .)′ satisfies the Kolmogorov for-
ward differential equation dp(t)/dt =Θp(t), where Θ := [(λij )]′.
(0.2) θ = {(θ(t),Ft )} is a Markov process such that there exist limiting probabilities {πi > 0;
i ∈ S}, which do not depend on the initial distribution, with {∑i∈S πi = 1}, satisfying
limt→∞ pj (t) = πj for each j ∈ S .
(0.3) A random variable x0 :Ω → Cn with E[‖x0‖2] <∞.
We shall say that x = {x(t); t ∈ T} ∈ Cn if x ∈ Ln2(Ω,F ,P), and x(t) is Ft -measurable for
each t ∈ T. For a set A ∈F the indicator function IA is defined in the usual way.
We consider next the class of dynamical systems modelled by the following differential equa-
tion:
x˙(t) =Aθ(t)x(t), x(0) = x0, θ(0) = θ0, t ∈ R+, (4)
where A = (A1, . . .) ∈ Hnsup. Let Tn denote the nth jump time of the Markov process {θ(t);
t ∈ R+} and define Υ := {ω ∈ Ω; Tn(ω) → ∞}. For each realization of the Markov process
{θ(t); t ∈ R+} in Υ we have that {Aθ(t); t ∈ R+} are matrix-valued functions on R+ of the class
PC (piecewise continuous, see [4, p. 411]) and therefore, according to [4, p. 11]), there exists
a unique continuous solution Φ(., t0) from [t0,∞) to B(Cn) of the homogeneous linear matrix
differential equation
∂Φ(t, t0)
∂t
=Aθ(t)Φ(t, t0),
Φ(t0, t0) = I
for almost all t ∈ [t0,∞). Moreover the solution of (4) is given by
x(t) =Φ(t, t0)x0. (5)
Following the nomenclature for MJLS, we define the following notion of L2-stability.
Definition 3.1. System (4) is stochastically stable (SS) if, for arbitrary initial conditions x0
and θ0, we have
‖x‖22 =
∞∫
0
E
∥∥Φ(t, t0)x0∥∥2 dt <∞.
Remark 3.1. From now on, SS refer to what is commonly known in the literature as internal
stability, i.e., SS of the associated homogeneous equation.
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(T1(.), . . .). For P = (P1, . . .) ∈ Hn1 and S = (S1, . . .) ∈ Hnsup and i ∈ S ,
Ei (P ) :=
∑
j∈S
λijPj , (6)
Li (P ) :=AiPi + PiA∗i +
∑
j∈S
λjiPj , (7)
Ti (S) :=A∗i Si + SiAi +
∑
j∈S
λijSj . (8)
It was shown in [12] that E ∈ B(Hn1), L ∈ B(Hn1), T ∈ B(Hnsup), and that:
Proposition 3.1. The following assertions are equivalent:
(i) Re{λ(L)}< 0.
(ii) System (4) is SS.
We shall also need the following result:
Proposition 3.2. Suppose that Re{λ(L)}< 0 and consider V = (V1, . . .) ∈ Hn+1 , R = (R1, . . .) ∈
H
n+
sup. The following assertions hold:
(i) There exists a unique P = (P1, . . .) ∈ Hn1 such that L(P )+ V = 0. Moreover P  0.
(ii) There exists a unique S = (S1, . . .) ∈ Hnsup such that T (S)+R = 0. Moreover S  0.
Proof. See Appendix A. 
4. The H2-control problem with partial observations
On the stochastic basis (Ω, {Ft }t∈T,F ,P), with T = R+, we will consider throughout this
paper the following MJLS GG:
GG =
⎧⎨⎩
x˙(t) =Aθ(t)x(t)+Bθ(t)u(t)+Gθ(t)w(t),
y(t)= Lθ(t)x(t)+Hθ(t)w(t),
z(t) = Cθ(t)x(t)+Dθ(t)u(t),
(9)
where {x(t); t ∈ T} represents the unobservable state vector in Cn, {u(t); t ∈ T} the control
sequence in Cm, {w(t); t ∈ T} the input sequence in Cq , {y(t); t ∈ T} the sequence of measur-
able variables in Cp , {z(t); t ∈ T} the output sequence in Cr , and that the output and “operation
modes” (y(t), θ(t), respectively) are known at each time t . We consider A ∈ Hnsup, B ∈ Hm,nsup ,
G ∈ Hq,nsup , L ∈ Hn,psup , H ∈ Hq,psup , C ∈ Hn,rsup, D ∈ Hm,rsup , with C∗i Di = 0, D∗i Di  a0I , GiH ∗i = 0,
HiH
∗
i  a0I for some a0 > 0 and for each i ∈ S .
We will consider dynamic Markov jump controllers GK for system (9) given by
GK =
{ ˙ˆx(t) = Âθ(t)xˆ(t)+ B̂θ(t)y(t),
u(t) = Ĉθ(t)xˆ(t)
(10)
with Â= (Â1, . . . , ) ∈ Hnxsup, B̂ = (B̂1, . . . , ) ∈ Hp,nxsup , Ĉ = (Ĉ1, . . . , ) ∈ Hnx,msup . From (9) and (10)
we have that the closed loop system is
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x˙(t)
˙ˆx(t)
]
=
[
Aθ(t) Bθ(t)Ĉθ(t)
B̂θ(t)Lθ(t) Âθ(t)
][
x(t)
xˆ(t)
]
+
[
Gθ(t)
B̂θ(t)Hθ(t)
]
w(t),
z(t) = [Cθ(t) Dθ(t)Ĉθ(t) ]
[
x(t)
xˆ(t)
]
. (11)
Setting for each i ∈ S ,
Γi =
[
Ai BiĈi
B̂iLi Âi
]
, Ψi =
[
Gi
B̂iHi
]
, Λi = [Ci DiĈi], v(t) =
[
x(t)
xˆ(t)
]
(12)
we have from (11) that the Markovian jump closed loop system Gcl is given by
Gcl =
{
v˙(t) = Γθ(t)v(t)+Ψθ(t)w(t),
z(t) =Λθ(t)v(t) (13)
with v(t) of dimension ncl = n+ nx .
Definition 4.1. We say that (Â, B̂, Ĉ) in the definition of the controller GK given by (10) is
admissible if the closed loop MJLS Gcl (13) is SS according to Definition 3.1.
For the class of admissible controllers, the H2-norm of the closed loop system Gcl (given by
Eq. (13) with v(0) = 0), denoted by ‖GG‖2, is defined as
‖GG‖22 =
q∑
k=1
‖zk‖22, (14)
where
‖zk‖22 =
∞∫
0
E
(∥∥zk(t)∥∥2)dt (15)
and zk = {zk(t); t ∈ T} represents the output of (13) when the input wk is defined as follows:
(a) wk = {δ(t)ek; t ∈ T}, with ek ∈ Rq the unitary vector formed by 1 at the kth position,
0 elsewhere, δ(t) the delta of Dirac, and,
(b) θ0 = i with probability πi .
Since the system (13) is SS we have from Theorem 5.6 in [12] that the norms ‖GG‖22 and ‖zk‖22 in
(14) and (15) are finite. For the case with no jumps, the definition above coincides with the usual
H2-norm. As for the case with no jumps, the H2-norm can be computed from the unique solution
of the coupled observability and controllability grammians. In what follows notice that, defining
V = (V1, . . . , ), Vi = πiΨiΨ ∗i , i ∈ S , we have that V ∈ Hn+1 since ‖V ‖1 =
∑
i∈S πi‖Ψi‖2 
(
∑
i∈S πi)‖Ψ ‖2sup = ‖Ψ ‖2sup.
Let S = (S1, . . .) ∈ Hn+sup and P = (P1, . . .) ∈ Hn+1 be the unique solution (see Proposition 3.2)
of the observability and controllability grammians
Γ ∗i Si + SiΓi + Ei (S)+Λ∗i Λi = 0, i ∈ S (Observability Grammian), (16)
ΓjPj + PjΓ ∗j +
∑
λijPi + πjΨjΨ ∗j = 0, j ∈ S (Controllability Grammian). (17)i∈S
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controllability grammians:
Theorem 4.1. For the class of admissible controllers, we have that
‖GG‖22 =
∑
i∈S
πi tr
(
Ψ ∗i SiΨi
)=∑
i∈S
tr
(
ΛiPiΛ
∗
i
)
. (18)
Proof. See Appendix A. 
The optimal H2-control (OC for short) problem with partial observations we want to study is
defined as follows:
Definition 4.2. Find (Â, B̂, Ĉ) in (10), where Â = (Â1, . . .) ∈ Hnxsup, B̂ = (B̂1, . . .) ∈ Hp,nxsup , Ĉ =
(Ĉ1, . . .) ∈ Hnx,msup , such that the closed loop MJLS Gcl (13) is SS and minimizes ‖GG‖22.
We present next an alternative definition for the H2-control problem with partial observations,
which shows that it is possible to rephrase the problem in the same manner as in the classical
way. Suppose that in model (9), W = {(w(t),Ft ), t ∈ T} is an q-dimensional Wiener process
with incremental covariance operator Idt , and independent of the initial condition x0 and the
Markov process θ(t). Suppose also that the initial distribution for the Markov chain is given
by πi , so that pi(t) = πi for all t . Let GK be an admissible controller given by (10), v(t) be as
in (13) and
Pi(t) =E
(
v(t)v(t)∗I{θ(t)=i}
)
, i ∈ S. (19)
From [12], P(t) = (P1(t), . . .) ∈ Hn+1 satisfies
P˙j (t) = ΓjPj (t)+ Pj (t)Γ ∗j +
∑
i∈S
λijPi(t)+ πjΨjΨ ∗j .
Moreover, since the closed loop system is SS, we have that P(t) t↑∞−−−→ P , where P = (P1, . . .) ∈
H
n+
1 is the unique solution of the controllability grammian (17). Notice that
E
(∥∥z(t)∥∥2)=E(tr(z(t)z(t)∗))
= tr(E(Λθ(t)v(t)v(t)∗Λ∗θ(t)))
=
∑
i∈S
tr
(
E
(
Λi
[
v(t)v(t)∗I{θ(t)=i}
]
Λ∗i
))
=
∑
i∈S
tr
(
ΛiPi(t)Λ
∗
i
) t↑∞−−−→∑
i∈S
tr
(
ΛiPiΛ
∗
i
)= ‖GG‖22 (20)
and thus from Theorem 4.1 an alternative definition for the H2-control problem is as follows.
Definition 4.3. Find (Â, B̂, Ĉ) in (10), where Â = (Â1, . . .) ∈ Hnxsup, B̂ = (B̂1, . . .) ∈ Hp,nxsup ,
Ĉ = (Ĉ1, . . .) ∈ Hnx,msup , such that the closed loop MJLS Gcl (13) is SS and minimizes
limt→∞ E(‖z(t)‖2).
Remark 4.1. Note that limt→∞ E(‖z(t)‖2) does not depend on the initial condition x0 for sys-
tem (9).
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Algebraic Riccati equations (ARE) constitute an important tool for solving filtering, control
and optimization problems, and the literature on this subject is quite extensive (see, for instance,
[3]). In particular for MJLS it has been shown that the solution of the quadratic optimal control
problem for this class of system can be obtained from a set of coupled algebraic Riccati equations
(CARE) (see, for instance, [13]).
We define next the stochastically stabilizing solution of the CARE for the filtering and control
problems.
Definition 5.1 (Control case). We say that X = (X1, . . .) ∈ Hn+sup is the stochastically stabilizing
solution of the control CARE if it satisfies for each i ∈ S ,
A∗i Xi +XiAi −XiBi
(
D∗i Di
)−1
B∗i Xi +
∑
j∈S
λijXj +C∗i Ci = 0 (21)
and Re{λ(L)} < 0 where L(.) = (L1(.), . . .) is defined as in (7) replacing Ai by Ai − BiFi(X)
and Fi(X) is as in
Fi(X)=
(
D∗i Di
)−1
B∗i Xi (22)
for each i ∈ S .
Definition 5.2 (Filtering case). We say that Y = (Y1, . . .) ∈ Hn+1 is the stochastically stabilizing
solution of the filtering CARE if for some positive number a1 > 0, sup{ ‖Yi‖πi ; i ∈ S}  a1, it
satisfies for each j ∈ S ,
AjYj + YjA∗j − YjL∗j
(
πjHjH
∗
j
)−1
LjYj +
∑
i∈S
λijYi + πjGjG∗j = 0 (23)
and Re{λ(L)} < 0 where L(.) = (L1(.), . . .) is defined as in (7) replacing Ai by Ai − Mi(Y )Li
and Mi(Y ) is as in
Mi(Y ) = YiL∗i
(
HiH
∗
i πi
)−1 (24)
for each i ∈ S .
Remark 5.1. From the hypothesis made it follows that F(X) = (F1(X), . . .) ∈ Hn,msup and M(Y) =
(M1(Y ), . . .) ∈ Hp,nsup (since ‖Mi(Y )‖ a1a0 ‖L‖sup).
Remark 5.2. Notice that there is at most one stochastically stabilizing solution for the control
CARE and for the filtering CARE. Indeed let us consider the filtering CARE (23) case. Suppose
there are two stochastically stabilizing solutions Y and Y¯ , and write for simplicity M = M(Y),
M¯ =M(Y¯ ). After some algebraic manipulation we get that
(Aj − M¯Lj )(Y¯j − Yj )+ (Y¯j − Yj )(Aj − M¯Lj )∗
+ (Mj − M¯j )
(
πjHjH
∗
j
)
(Mj − M¯j )∗ = 0. (25)
Setting Vj = (Mj − M¯j )(πjHjH ∗)(Mj − M¯j )∗, and V = (V1, . . .) we have that V ∈ Hn+ sincej 1
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∑
i∈S
‖Vi‖ ‖H‖2sup
(‖M‖sup + ‖M¯‖sup)2∑
i∈S
πi
= ‖H‖2sup
(‖M‖sup + ‖M¯‖sup)2.
Therefore we have the equation L¯(Y¯ −Y)+V = 0 and from Proposition 3.2, Y¯ −Y  0. Inverting
the roles of Y and Y¯ , we obtain the equation L(Y − Y¯ ) + V = 0, so that from Proposition 3.2
again, Y − Y¯  0, showing that Y¯ = Y . The same reasoning applies for the control CARE (21).
Remark 5.3. For the case in which the state space of the Markov chain is finite, the condition
sup{ ‖Yi‖
πi
; i ∈ S} a1 in Definition 5.2 is trivially satisfied.
As for the deterministic case (see [3,8,19,20]), conditions for existence of stabilizing solutions
for the control CARE can be obtained in terms of the concepts of stochastically stabilizability and
stochastically detectability (see [13]). Conditions for the filtering CARE are being analyzed at
the moment. For the case in which S is finite, say S = {1, . . . ,N} we have from [18] that under
mean square (in this case equivalent to stochastic) stabilizability and detectability conditions
the maximal solutions of (21) and (23) can be obtained from the following LMI optimization
problems: for (21),
max tr(X1 + · · · +XN)
subject to
(
A∗i Xi +XiAi +
∑
j∈S λijXj +C∗i Ci XiBi
B∗i Xi D∗i Di
)
 0,
Xi  0, i = 1, . . . ,N,
and for (23),
max tr(Y1 + · · · + YN)
subject to
(
AjYj + YjA∗j +
∑
i∈S λijYi + πjGjG∗j YjL∗j
LjYj πjHjH
∗
j
)
 0,
Yj  0, j = 1, . . . ,N.
6. Filtering problem
Since our problem is with partial observations, the following optimal filtering (OF for short)
problem will be crucial for the results of Section 8. On the stochastic basis (Ω, {Ft }t∈T,F ,P),
with T = R+, consider the following MJLS
Gv =
⎧⎪⎨⎪⎩
dx(t)= (Aθ(t)x(t)+Bθ(t)u(t)) dt +Gθ(t) dw(t),
dy(t) = Lθ(t)x(t) dt +Hθ(t) dw(t),
v(t) =R1/2θ(t)(Fθ(t)x(t)+ u(t)),
(26)
where we assume, as before, that W = {(w(t),Ft ), t ∈ T} is an q-dimensional Wiener process
with incremental covariance operator Idt , and independent of the initial condition x0 and the
Markov process θ(t), and that the initial distribution for the Markov chain is given by πi , so that
pi(t) = πi for all t . We also assume that F = (F1, . . .) ∈ Hn,msup stochastically stabilizes (A,B)
(that is, (4) is SS when replacing Ai by Ai − BiFi ) and R = (R1, . . .) ∈ Hn+sup. It is desired
to minimize limt→∞ E(‖v(t)‖2) by considering stochastically stabilizing Markov jump linear
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to choosing u(t) which best approximates (weighted by Rθ(t)) the term Fθ(t)x(t).
The definition of this filtering problem traces a close parallel with the Output Estimation
problem in the classical H2 optimal control literature (see, for instance, [20]). In Section 8 we
will present the separation of the cost function in two components, one of which will have to do
with the filtering problem posed here.
Suppose that there exists Y = (Y1, . . .) ∈ Hn+1 the stochastically stabilizing solution (see Def-
inition 5.2) of the filtering CARE (23) and let M = (M1, . . .) ∈ Hp,nsup be as in (24) (for simplicity
we drop from now on the dependence on Y ).
As mentioned in Remark 4.1, limt→∞ E(‖v(t)‖2) does not depend on the initial conditions
xˆ(0), x0. Therefore we shall make convenient choices for these initial conditions. We shall as-
sume that
x0 = 1
π
1/2
θ0
Y
1/2
θ0
η, xˆ(0) = 0, (27)
where η is a null mean n-dimensional random vector independent of θ0 and with identity co-
variance matrix. Notice that with this choice, E(x0) = 0, E(x0x∗0 I{θ0=i}) = Yi , and E(‖x0‖2) =
tr(
∑
i∈S E(x0x∗0I{θ0=i})) n‖Y‖1.
Consider now the MJLS Gv given by (26) and{
dxˆe(t) =
(
Aθ(t)xˆe(t)+Bθ(t)u(t)
)
dt +Mθ(t)
(
dy(t)−Lθ(t)xˆe(t) dt
)
,
xˆe(0) = 0,
(28)
where u(t) is given by (10). The associated error related with the estimator given in (28) is
defined by x˜e(t) = x(t)− xˆe(t) and from (26) and (28) we have that
dx˜e(t) = [Aθ(t) −Mθ(t)Lθ(t)]x˜e(t) dt +
[
Gθ(t) −Mθ(t)Hθ(t)
]
dw(t),
x˜e(0) = x0. (29)
Set Y(t) = (Y1(t), . . .) ∈ Hn+1 as Yi(t) = E(x˜e(t)x˜e(t)∗I{θ(t)=i}). From Proposition 5.3 in [12]
we have that Y(t) satisfies the equation
Y˙ (t) = L(Y(t))+ V, (30)
where L is defined as in (7) replacing Ai by Ai − MiLi and V = (V1, . . .) ∈ Hn+1 is defined as
Vi = πi(MiHiH ∗i M∗i +GiG∗i ). But notice that from the CARE (23), (24),
0 = (Aj −MjLj )Yj + Yj (Aj −MjLj )∗ +
∑
i∈S
λijYi + πj
(
GjG
∗
j +MjHjH ∗j M∗j
)
,
that is,
0 = L(Y )+ V. (31)
From the initial conditions (27) we get that Y(0) = Y since
Yi(0) =E
(
x˜e(0)x˜e(0)∗I{θ0=i}
)=E(x0x∗0 I{θ0=i})= Yi. (32)
From (30)–(32) it follows that Y(t) = Y for all t ∈ Rn+. We have the following propositions.
Proposition 6.1. For xˆ(t), xˆe(t), x˜e(t) given by (10), (28) and (29), respectively, and each i ∈ S ,
t ∈ R+, we have that
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(
x˜e(t)xˆe(t)
∗I{θ(t)=i}
)= 0,
E
(
x˜e(t)xˆ(t)
∗I{θ(t)=i}
)= 0.
Proof. See Appendix A. 
Proposition 6.2. Let v(t), P(t) = (P1(t), . . .) and Y(t) = (Y1(t), . . .) = Y be as in (26), (19) and
(30), respectively. Then for every t ∈ R+,
E
(∥∥v(t)∥∥2)=∑
i∈S
tr
(
ΛiPi(t)Λ
∗
i
)

∑
i∈S
tr
(
R
1/2
i FiYiF
∗
i R
1/2
i
)
, (33)
where Λi =R1/2i [Fi Ĉi].
Proof. See Appendix A. 
Set Âop = (Âop1 , . . .) ∈ Hnsup, B̂ op = (B̂ op1 , . . .) ∈ Hp,nsup , Ĉ op = (Ĉ op1 , . . .) ∈ Hn,msup as follows:
Â
op
i =Ai −MiLi −BiFi, B̂ opi =Mi, and Ĉ opi = −Fi. (34)
We have the following proposition.
Proposition 6.3. The controller (Âop, B̂ op, Ĉ op) is admissible according to Definition 4.1.
Proof. See Appendix A. 
By combining the previous propositions we have the following result, which provides a solu-
tion for the filtering problem.
Theorem 6.1. An optimal solution for the OF problem posed above is given by the admissible
controller (Âop, B̂ op, Ĉ op). The associated optimal cost is
min
GK
‖Gv‖22 =
∥∥G opv ∥∥22 =∑
i∈S
tr
(
R
1/2
i FiYiF
∗
i R
1/2
i
)
. (35)
Proof. See Appendix A. 
7. The adjoint operator
As mentioned before, all the results derived here are based on some adjoint operators for the
Markovian jump linear system. We derive in this section these results. We set here T = R. On
the probabilistic space (Ω, {Ft }t∈T,F ,P) consider the system
G =
{
x˙(t) =Aθ(t)x(t)+Bθ(t)u(t),
z(t) = Cθ(t)x(t)+Dθ(t)u(t) (36)
with the input u(t) of dimension q and the output z(t) of dimension r . We can write x(t) as
x(t) =
t∫
Φ(t, s)Bθ(s)u(s) ds.−∞
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z(t) = Cθ(t)
{ t∫
∞
Φ(t, s)Bθ(s)u(s) ds
}
+Dθ(t)u(t). (37)
Let the operator G from Cq to Cr be defined as G(u) = {z(t); t ∈ T}, so that G(u)(t) = z(t).
Proposition 7.1. Suppose that the system (36) is SS. Then G ∈ B[Cq,Cr ].
Proof. See Theorem 5.2 in [12]. 
We define next the adjoint operator G∗ of G, which is such that for any u ∈ Cq and any v ∈ Cr
we have that 〈G(u);v〉 = 〈u;G∗(v)〉. Thus
〈G(u);v〉= ∞∫
−∞
E
(
z(t)∗v(t)
)
dt
=E
( ∞∫
−∞
{
Cθ(t)
{ ∞∫
−∞
Φ(t, s)Bθ(s)u(s)I{st} ds
}
+Dθ(t)u(t)
}∗
v(t) dt
)
=E
( ∞∫
−∞
∞∫
s
E
({
Cθ(t)Φ(t, s)Bθ(s)u(s)
}∗
v(t)|Fs
)
dt ds
)
+E
( ∞∫
−∞
{
Dθ(t)u(t)
}∗
v(t) dt
)
=E
( ∞∫
−∞
u(s)∗
{
B∗θ(s)
∞∫
s
E
(
Φ(t, s)∗C∗θ(t)v(t)|Fs
)
dt +D∗θ(s)v(s)
}
ds
)
= 〈u;G∗(v)〉
and therefore,
G∗(v)(s) = B∗θ(s)
∞∫
s
E
(
Φ(t, s)∗C∗θ(t)v(t)|Fs
)
dt +D∗θ(s)v(s). (38)
Proposition 7.2. Suppose that the system (36) is SS, and that X = (X1, . . .) ∈ Hnsup,Xi = X∗i
satisfies for each i ∈ S ,
A∗i Xi +XiAi +C∗i Ci + Ei (X)= 0, (39)
D∗i Ci +B∗i Xi = 0. (40)
Then
G∗G(u)(t) =D∗θ(t)Dθ(t)u(t). (41)
Proof. See Appendix A. 
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finition 5.1) of the optimal control CARE (21), and let F = (F1, . . .) be as in (22). Set also
R = (R1, . . .), Ri =D∗i Di for i ∈ S . We introduce a change of variable in (9) for the control law
in the following form:
u(t) = ν(t)− Fθ(t)x(t), (42)
where ν(t) represents the new control variable. By making this change, (9) can be rewritten as⎧⎨⎩
x˙(t) = A˜θ(t)x(t)+Bθ(t)ν(t)+Gθ(t)w(t),
z(t) = C˜θ(t)x(t)+Dθ(t)ν(t),
y(t) = Lθ(t)x(t)+Hθ(t)w(t),
where A˜i = Ai −BiFi , C˜i = Ci −DiFi . We can decompose the above system such that x(t) =
x1(t)+ x2(t), z(t) = z1(t)+ z2(t) where
Gc =
{
x˙1(t) = A˜θ(t)x1(t)+Gθ(t)w(t),
z1(t) = C˜θ(t)x1(t) (43)
will be associated to the cost of control, and
GU =
{
x˙2(t) = A˜θ(t)x2(t)+Bθ(t)R−1/2θ(t) v(t),
z2(t) = C˜θ(t)x2(t)+Dθ(t)R−1/2θ(t) v(t)
(44)
with v(t) = R1/2θ(t)ν(t), v = {v(t); t ∈ T}, will be associated to the separation of the cost of esti-
mation with the cost of control. Notice that system Gc does not depend on the control u(t), and
that
z(t) = Gc(w)(t)+ GU(v)(t).
In what follows, Φ˜(s, t) will be as in (5) with A˜θ(t) replacing Aθ(t). We can now prove the
following result.
Proposition 7.3. Let Gc and GU be as in (43) and (44), respectively. Then for any w ∈ Cq ,
(a) G∗UGU = I,
(b) G∗UGc(w)(t) =R−1/2θ(t) B∗θ(t)
∞∫
t
E
[
Φ˜(s, t)∗Xθ(s)Gθ(s)w(s)|Ft
]
ds. (45)
Proof. See Appendix A. 
8. The separation principle
We present next our main theorem, which establishes the principle of separation for H2-
control of MJLS with partial observations, by using the previous results on the filtering problem
and on the adjoint operator for the MJLS. In what follows we recall that ‖GG‖2 represents the
H2-norm of (9) under a control law of the form (10).
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as in (10). Suppose that there exist the stochastically stabilizing solutions Y = (Y1, . . .) and
X = (X1, . . .) for the filtering and control CARE as in (23) and (21), respectively, and let
M = (M1, . . .) and F = (F1, . . .) be as in (24) and (22), respectively. Then an optimal solu-
tion for the H2-control problem with partial observations is given by Âop = (Âop1 , . . .), B̂ op =
(B̂
op
1 , . . .), Ĉ
op = (Ĉ op1 , . . .) as in equations of (34), that is, a Markovian optimal controller GopK
is given by
GopK =
{ ˙ˆxop(t) = (Aθ(t) −Mθ(t)Lθ(t) −Bθ(t)Fθ(t))xˆop(t)+Mθ(t)y(t),
u(t) = −Fθ(t)xˆop(t).
Moreover the value of the H2-norm for this control is
min
GK
‖GG‖22 =
∑
i∈S
πi tr
(
G∗i XiGi
)+∑
i∈S
tr
(
DiFiYiF
∗
i D
∗
i
)
.
Proof. From (10), (26), and (42), we have that
Gv =
{
v˙ = Γθ(t)v(t)+Ψθ(t)w(t),
v(t) =R1/2θ(t)[Fθ(t) Ĉθ(t)]
[ x(t)
xˆ(t)
]=Λθ(t)v(t),
where Γ = (Γ1, . . .) and Ψ = (Ψ1, . . .) are as in (12) and Λ = (Λ1, . . .), Λi = R1/2i [Fi Ĉi ],
i ∈ S . We have from (43) and (44) that
z(t) = GG(w)(t) = Gc(w)(t)+ GU
(Gv(w))(t).
The norm of the operator GG applied to w can be written as∥∥GG(w)∥∥22 = 〈Gc(w)+ GU (Gv(w));Gc(w)+ GU (Gv(w))〉
= ∥∥Gc(w)∥∥22 + 〈G∗UGc(w);Gv(w)〉+ 〈Gv(w);G∗UGc(w)〉
+ 〈G∗UGUGv(w);Gv(w)〉.
We recall from (14) and (15) that
‖GG‖22 =
q∑
k=1
∥∥GG(wk)∥∥22,
where wk(t) = δ(t)ek and ek is a vector with 1 at the kth position and zero elsewhere. Notice
now that from (45) in Proposition 7.3,
G∗UGc(wk)(t) =
{
R
−1/2
θ(t) B
∗
θ(t)E[Φ˜(0, t)∗Xθ0Gθ0ek|Ft ], t  0,
0, t > 0,
and since
Gv(w)(t) =Λθ(t)
t∫
−∞
Φ(t, s)Ψθ(s)w(s) ds
we have that
Gv(wk)(t) =
{
Λθ(t)Φ(t,0)Ψθ0ek, t  0,
0, t < 0.
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Furthermore from Proposition 7.3, G∗UGU = I , and thus,〈G∗UGUGv(w);Gv(w)〉= ∥∥Gv(w)∥∥22.
This leads to
‖GG‖22 =
∑
k
∥∥GG(wk)∥∥22 = ‖Gc‖22 + ‖Gv‖22
and since Gc does not depends on u,
min
GK
‖GG‖22 = ‖Gc‖22 + min
GK
‖Gv‖22, (46)
where Gc , Gv , and GK are as in (10), (26) and (43), respectively. But the solution of minGK‖Gv‖22
is as in Theorem 6.1. Therefore, from Theorems 4.1 and 6.1,
‖Gc‖22 =
∑
i∈S
πi tr
(
G∗i XiGi
) (47)
and
min
GK
‖Gv‖22 =
∑
i∈S
tr
(
R
1/2
i FiYiF
∗
i R
1/2
i
) (48)
completing the proof of the theorem. 
Remark 8.1. Notice that as for the deterministic case [19,20] we have from Eq. (46) that the H2-
norm can be written as the sum of two H2-norms, the first one does not depend on the control u
and has value given by (47), and the second one is equivalent to problem OF, and has optimal
value given by (48).
9. Final remarks
In this paper we have presented the separation principle for the H2-control of continuous-time
Markovian jump linear systems (MJLS) with partial observations. Tracing a parallel with the H2-
control of continuous-time linear systems (see [19,20]) we have shown that an optimal dynamic
MJLS controller for the problem can be obtained from the stochastically stabilizing solution
for the CARE associated with the filtering problem (23), and from the stochastically stabilizing
solution for the CARE associated with the optimal control (21). The controller equations are
as in (34), and the optimal cost given by the sum of the terms in (47), (48). The advantage of
considering Markovian jump controllers as in (10) is that they are not sample path dependent,
which allows us to obtain stochastic stability of the closed loop system.
Appendix A
We present in this appendix some auxiliary results that are needed throughout the paper.
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Let us initially recall some definitions and results adapted from [13] (see also [16]), where
further details can be found. Set X = ([s, T ] ×Cn × S) and let B(X ,R) be the Banach space of
all bounded real-valued measurable functions g, defined on X , equipped with the norm ‖g‖ =
sup{|g(z)|: z ∈ X }. Let L: D(L) B(X ,R) be the infinitesimal generator of the family of
transition probabilities of the Markov processes {x(t), θ(t)}t∈[s,T ], where x(t) is given by
x˙(t) =Aθ(t)x(t)+Bθ(t)w(t), x(0) = x0, t ∈ R+, (A.1)
with {w(t); t ∈ R+} a suitable deterministic input sequence in Cq , and D(L) representing the
domain of the infinitesimal generator L. Furthermore, for g ∈D(L), Dynkin’s formula (see, for
instance, [9]) reads as follows:
E
(
g
(
t, x(t), θ(t)
)|x(s), θ(s))
= g(s, x(s), θ(s))+E( t∫
s
Lg
(
, x(), θ()
)
d|x(s), θ(s)
)
. (A.2)
For S ∈ Hn+sup and h(t) a bounded continuously differentiable random function for t ∈ (s, T ),
taking values in Cn, define g ∈ B(X ,C) as
g
(
t, x(t), θ(t)
)= x(t)∗Sθ(t)h(t). (A.3)
Then, as in Proposition 5.2 in [13], we can show that for suitable w, g ∈D(L),
Lg
(
t, x(t), θ(t)
)= x(t)∗A∗θ(t)Sθ(t)h(t)+ x(t)∗Sθ(t)h˙(t)+ x(t)∗Eθ(t)(S)h(t)
+w(t)∗B∗θ(t)Sθ(t)h(t). (A.4)
Now, for x0 = 0 and w(t) = δ(t)e, where e ∈ Rq and δ(t) is the usual delta of Dirac, we have
from (A.1) that x(t) =Φ(t,0)Bθ0e, for t > 0. It follows then from (A.2)–(A.4) that,
E
(
e∗B∗θ0Φ(t,0)
∗Sθ(t)h(t)|x(s), θ(s)
)
= x(s)∗Sθ(s)h(s)+E
{ t∫
s
e∗B∗θ0Φ(,0)
∗(A∗θ(t)Sθ()h()+ Sθ()h˙()
+ Eθ()(S)h()
)
d+ e∗B∗θ0Sθ0h(0)|x(s), θ(s)
}
, (A.5)
or yet, for t > 0, we have
E
(
e∗B∗θ0Φ(t,0)
∗Sθ(t)h(t)|x0 = 0, θ0
)
= e∗B∗θ0Sθ0h(0)+E
{ t∫
0
e∗B∗θ0Φ(,0)
∗(A∗θ(t)Sθ()h()+ Sθ()h˙()
+ Eθ()(S)h()
)
d|x0 = 0, θ0
}
. (A.6)
O.L.V. Costa, M.D. Fragoso / J. Math. Anal. Appl. 331 (2007) 97–120 113If we assume now that θ0 is a random variable such that θ0 = i with probability πi , then we have∑
i∈S
πi
{
E
(
e∗B∗i Φ(t,0)∗Sθ(t)h(t)|x0 = 0, θ0 = i
)− e∗B∗i Sih(0)}
=
∑
i∈S
πiE
{ t∫
0
e∗B∗i Φ(,0)∗
(
A∗θ(t)Sθ()h()+ Sθ()h˙()
+ Eθ()(S)h()
)
d|x0 = 0, θ0 = i
}
. (A.7)
Auxiliary results for the grammian equations
Let us prove Proposition 3.2.
Proof. For (i), consider the differential equation P˙ (t) = L(P (t))+V , P(0) ∈ Hn1 . From Propo-
sition 2.4 in [12] we have that P(t) → P ∈ Hn1 as t → ∞, where P = −L−1(V ), an thus
L(P ) + V = 0. If we had another solution L(P¯ ) + V = 0, P¯ ∈ Hn1 then with P(0) = P¯ , we
would have P(t) = P¯ → P showing uniqueness. Finally, considering P(0) = 0 we would have
that P(t) = ∫ t0 eL(t−s)(V )ds  0 since eL(t−s)(V ) 0 for each s. The proof of (ii) follows the
same steps as the proof of Theorem 8 in [15]. 
Let us prove now Theorem 4.1.
Proof. Notice that for wk(t) = δ(t)ek , θ0 = i with probability πi , we have that
zk(t) =Λθ(t)
t∫
−∞
Φ(t, s)Ψθ(s)wk(s) ds =Λθ(t)Φ(t,0)Ψθ0ek
and from the observability grammian (16) that,
E
(
zk(t)
∗zk(t)
)
= e∗kE
(
Ψ ∗θ0Φ(t,0)
∗Λ∗θ(t)Λθ(t)Φ(t,0)Ψθ0
)
ek
= −e∗kE
(
Ψ ∗θ0Φ(t,0)
∗(Γ ∗θ(t)Sθ(t) + Sθ(t)Γθ(t) + Eθ(t)(S))Φ(t,0)Ψθ0)ek
= −
∑
i∈S
πie
∗
kE
(
Ψ ∗i Φ(t,0)∗
(
Γ ∗θ(t)Sθ(t) + Sθ(t)Γθ(t)
+ Eθ(t)(S)
)
Φ(t,0)Ψi |v(0) = 0, θ0 = i
)
ek.
Now, from (A.7) by making h(t) =Φ(t,0)Ψθ0ek and the appropriate changes, we get
τ∫
0
E
(
zk(t)
∗zk(t)
)
dt = −
∑
i∈S
πi
{
E
(
e∗kΨ ∗i Φ(τ,0)∗Sθ(τ)Φ(τ,0)Ψiek|v(0) = 0, θ0 = i
)
− e∗kΨ ∗i SiΨiek
}
.
In addition, from SS, we have that
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(
e∗kΨ ∗i Φ(τ,0)∗Sθ(τ)Φ(τ,0)Ψiek|v(0) = 0, θ0 = i
)
 ‖S‖supE
(∥∥Φ(τ,0)Ψiek∥∥2|v(0) = 0, θ0 = i)→ 0
as τ → ∞ (see [12, Theorem 5.6]). Thus ‖zk‖22 =
∑
i∈S πiekΨ ∗i SiΨiek and
‖GG‖22 =
∑
i∈S
(
q∑
k=1
e∗kΨ ∗i SiΨiek
)
πi =
∑
i∈S
tr
(
Ψ ∗i SiΨi
)
πi.
Notice that∑
i∈S
Pi
∑
j∈S
λijSj =
∑
j∈S
∑
i∈S
λijPiSj . (A.8)
From (16), (17) and (A.8),∑
i∈S
tr
(
Ψ ∗i SiΨi
)
πi =
∑
i∈S
tr
[
πiΨiΨ
∗
i Si + Pi
(
Λ∗i Λi +
∑
j∈S
λijSj + Γ ∗i Si + SiΓi
)]
=
∑
j∈S
((
πjΨjΨ
∗
j +
∑
i∈S
λijPi + PjΓ ∗j + ΓjPj
)
Sj
)
+
∑
i∈S
tr
(
ΛiPiΛ
∗
i
)
=
∑
i∈S
tr
(
ΛiPiΛ
∗
i
)
completing the proof of the theorem. 
Auxiliary results for the filtering problem
Next we prove Proposition 6.1.
Proof. For i ∈ S , let us define Vi(t) = E(x˜e(t)xˆ(t)∗I{θ(t)=i}) and Ui(t) = E(x˜e(t)xˆe(t)∗ ×
I{θ(t)=i}). From (10), (28) and (29) we have that
V˙i (t) = (Ai −MiLi)Vi(t)+ Vi(t)Â∗i +Ui(t)L∗i B̂∗i +
∑
∈S
λiV(t)
+ Yi(t)L∗i B̂∗i + (Gi −MiHi)H ∗i B̂∗i πi,
U˙i(t) = (Ai −MiLi)Ui(t)+Ui(t)A∗i + Vi(t)Ĉ∗i Bi +
∑
∈S
λiU(t)
+ Yi(t)L∗i M∗i + (Gi −MiHi)H ∗i M∗i πi .
Since GiH ∗i = 0 by hypothesis and Mi(HiH ∗i πi) = Yi(t)L∗i we have that
V˙i (t) = (Ai −MiLi)Vi(t)+ Vi(t)Â∗i +Ui(t)L∗i B̂∗i +
∑
∈S
λiV(t),
U˙i(t) = (Ai −MiLi)Ui(t)+Ui(t)A∗i + Vi(t)Ĉ∗i Bi +
∑
∈S
λiU(t).
For t = 0 we have from the fact that xˆ(0) = 0 that Vi(0) = E(x˜e(0)xˆ(0)∗I{θ0=i}) = 0, and simi-
larly Ui(0) =E(x˜e(0)xˆe(0)∗I{θ0=i}) = 0. Therefore the solution of the above system is Vi(t) = 0
and Ui(t)= 0, showing the desired result. 
O.L.V. Costa, M.D. Fragoso / J. Math. Anal. Appl. 331 (2007) 97–120 115Next we prove Proposition 6.2.
Proof. Set F¯i =R1/2i Fi . We have from Proposition 6.1 that
E
(∥∥v(t)∥∥2)=E(∥∥F¯θ(t)(x(t)− xˆe(t))+ F¯θ(t)xˆe(t)+ Ĉθ(t)xˆ(t)∥∥2)
=
∑
i∈S
E
(∥∥F¯θ(t)x˜e(t)I{θ(t)=i} + (F¯θ(t)xˆe(t)+ Ĉθ(t)xˆ(t))I{θ(t)=i}∥∥2)
=
∑
i∈S
tr
(
F¯iYi F¯
∗
i
)+E(∥∥F¯θ(t)xˆe(t)+ Ĉθ(t)xˆ(t)∥∥2)
+
∑
i∈S
tr
(
F¯i
[
E
(
x˜e(t)xˆe(t)
∗I{θ(t)=i}
)
F¯ ∗i +E
(
x˜e(t)xˆ(t)
∗I{θ(t)=i}
)
Ĉi
])

∑
i∈S
tr
(
F¯iYi F¯
∗
i
)
since E(‖F¯θ(t)xˆe(t)+ Ĉθ(t)xˆ(t)‖2) 0, completing the proof of the proposition. 
We prove next Proposition 6.3.
Proof. Consider the MJLS[
x˙op(t)
e˙op(t)
]
=
[
Aθ(t) −Bθ(t)Fθ(t) Bθ(t)Fθ(t)
0 Aθ(t) −Mθ(t)Lθ(t)
][
xop(t)
eop(t)
]
.
Since Y is the stochastically stabilizing solution of (23), we have that the subsystem
e˙op(t) = (Aθ(t) −Mθ(t)Lθ(t))eop(t)
is SS, and thus eop = {eop(t); t ∈ R+} ∈ Cn. By hypothesis F stochastically stabilizes (A,B),
and thus from the fact that eop ∈ Cn and
x˙op(t) = (Aθ(t) −Bθ(t)Fθ(t))xop(t)+Bθ(t)Fθ(t)eop(t)
we have from Theorem 5.2 in [12] that xop = {xop(t); t ∈ R+} ∈ Cn. Setting xˆop(t) =
xop(t)− eop(t), xˆop = {xˆop(t); t ∈ R+}, it follows that xˆop ∈ Cn and that[
x˙op(t)˙ˆxop(t)
]
=
[
Aθ(t) Bθ(t)Ĉ
op
θ(t)
B̂
op
θ(t)Lθ(t) Â
op
θ(t)
][
xop(t)
xˆop(t)
]
proving the desired result. 
Let us prove Theorem 6.1.
Proof. Let us denote by xˆop(t), uop(t) the sequence generated by (10) when (Âop, B̂ op, Ĉ op) is
as in (34), by xop(t) the sequence generated by (26) when we apply the control sequence uop(t),
and eop(t) = xop(t)− xˆop(t). This leads to the following equations:
dxop(t)= (Aθ(t)xop(t)−Bθ(t)Fθ(t)xˆop(t))dt +Gθ(t) dw(t),
dxˆop(t)= (Aθ(t) −Mθ(t)Lθ(t))xˆop(t) dt +Mθ(t)
(
Lθ(t)x
op(t) dt +Hθ(t) dw(t)
)
−Bθ(t)Fθ(t)xˆop(t) dt
=Aθ(t)xˆop(t) dt +Mθ(t)Lθ(t)eop(t) dt +Mθ(t)Hθ(t) dw(t)−Bθ(t)Fθ(t)xˆop(t) dt
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dxop(t) = [Aθ(t) −Bθ(t)Fθ(t)]xop(t) dt +Bθ(t)Fθ(t)eop(t) dt +Gθ(t) dw(t),
deop(t) = [Aθ(t) −Mθ(t)Lθ(t)]eop(t) dt + [Gθ(t) −Mθ(t)Hθ(t)]dw(t),
that is,[
dxop(t)
deop(t)
]
=
[
Aθ(t) −Bθ(t)Fθ(t) Bθ(t)Fθ(t)
0 Aθ(t) −Mθ(t)Lθ(t)
][
xop(t)
eop(t)
]
dt
+
[
Gθ(t)
Gθ(t) −Mθ(t)Hθ(t)
]
dw(t).
From Proposition 6.3 the closed loop system for (Âop, B̂ op, Ĉ op) is SS. We also have that
vop(t) = F¯θ(t)
(
xop(t)− xˆop(t))= F¯θ(t)eop(t).
Writing Y op(t) = (Y op1 (t), . . .),
Y
op
i (t) =E
(
eop(t)eop(t)∗I{θ(t)=i}
)
it follows from the same arguments as in (30)–(32) that Y op(t) = Y for all t ∈ Rn+. Thus,∥∥Gopv ∥∥22 = limt→∞ tr(E(vop(t)vop(t)∗))
= lim
t→∞
∑
i∈S
tr
(
F¯iE
(
eop(t)eop(t)∗I{θ(t)=i}
)
F¯i
)
=
∑
i∈S
tr(F¯iYiF¯i).
Consider any (Â, B̂, Ĉ), Â ∈ Hnxsup, B̂ ∈ Hp,nxsup , Ĉ ∈ Hnx,msup , such that the closed loop system (10)
is SS. From Proposition 6.2,
E
(∥∥v(t)∥∥2)=∑
i∈S
tr
(
ΛiPi(t)Λ
∗
i
)

∑
i∈S
tr
(
F¯iYi F¯
∗
i
)
, (A.9)
where P(t) = (P1(t), . . .) ∈ Hn+1 is as in (19), and P(t)
t↑∞−−−→ P with P = (P1, . . .) ∈ Hn+1 the
unique solution of the controllability grammian (17) (see Proposition 3.2), so that
lim
t→∞E
(∥∥v(t)∥∥2)=∑
i∈S
tr
(
ΛiPiΛ
∗
i
)

∑
i∈S
tr
(
F¯iYiF¯
∗
i
)
proving the desired result. 
Auxiliary results on the adjoint operator
We prove next Proposition 7.2.
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G∗G(u)(s) =
∞∫
s
E
(
B∗θ(s)Φ(t, s)
∗C∗θ(t)Gu(t)|Fs
)
dt +D∗θ(s)Gu(s)
=
∞∫
s
E
(
B∗θ(s)Φ(t, s)
∗C∗θ(t)
(
Cθ(t)
t∫
−∞
Φ(t, )Bθ()u() d+Dθ(t)u(t)
)∣∣∣Fs)dt
+D∗θ(s)
(
Cθ(s)
s∫
−∞
Φ(s, )Bθ()u() d
)
+D∗θ(s)Dθ(s)u(s).
Let us write
h(t) =
t∫
−∞
Φ(t, )Bθ()u() d.
From (39) and (40) we have
G∗G(u)(s) = −B∗θ(s)
{ ∞∫
s
E
(
Φ(t, s)∗
[{
A∗θ(t)Xθ(t) +Xθ(t)Aθ(t) + Eθ(t)(X)
}
h(t)
+Xθ(t)Bθ(t)u(t)
]|Fs)dt +Xθ(s)h(s)}+D∗θ(s)Dθ(s)u(s).
Noticing that
h˙(t) =Aθ(t)h(t)+Bθ(t)u(t)
it follows that
G∗G(u)(s) = −B∗θ(s)
{ ∞∫
s
E
(
Φ(t, s)∗
[
A∗θ(t)Xθ(t)h(t)+Xθ(t)h˙(t)+ Eθ(t)(X)h(t)
]|Fs)dt
+Xθ(s)h(s)
}
+D∗θ(s)Dθ(s)u(s).
If we show that
E
(
Φ(τ, s)∗Xθ(τ)h(τ )|Fs
)→ 0
as τ → ∞ then, from (A.6),
∞∫
s
E
(
Φ(t, s)∗
[
A∗θ(t)Xθ(t)h(t)+Xθ(t)h˙(t)+ Eθ(t)(X)h(t)
]|Fs)dt = −Xθ(s)h(s)
showing the desired result. As shown in Lemma 5.1 of [12], ‖h(t)‖2 → 0 as t → ∞. Writing
ξ(t) = Φ(t, s)ξ for any ξ ∈ Cn we have from Lemma 4.7 in [12] that ‖ξ(t)‖2 → 0 as t → ∞.
Therefore,
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 ‖X‖supE
(∥∥ξ(τ )∥∥∥∥h(τ)∥∥|Fs)
 ‖X‖supE
(∥∥ξ(τ )∥∥2|Fs)1/2E(∥∥h(τ)∥∥2|Fs)1/2 → 0
as τ → ∞ completing the proof of the proposition. 
We prove next Proposition 7.3.
Proof. (a) From the control CARE (21) we have that
A˜∗i Xi +XiA˜i + C˜∗i C˜i + Ei (X)= 0 (A.10)
and since RiFi =D∗i DiFi = B∗i Xi , we have that
R
−1/2
i
(
D∗i C˜i +B∗i Xi
)=R−1/2i (D∗i (Ci −DiFi)+B∗i Xi)
=R−1/2i
(−D∗i DiFi +B∗i Xi)= 0. (A.11)
Thus from (A.10), (A.11), and Proposition 7.2 we have that
G∗UGU(v)(t) =
(
R
−1/2
θ(t) D
∗
θ(t)Dθ(t)R
−1/2
θ(t)
)
v(t) = (R−1/2θ(t) Rθ(t)R−1/2θ(t) )v(t) = v(t)
completing the proof of (a) of the proposition.
(b) Let us calculate now G∗UGc(w)(t). We set B˜i = BiR−1/2i , D˜i =DiR−1/2i . We have that
Gc(w)(t) = C˜θ(t)
{ t∫
−∞
Φ˜(t, s)Gθ(s)w(s) ds
}
,
G∗U(v)(s) = B˜∗θ(s)
∞∫
s
E
(
Φ˜(t, s)∗C˜∗θ(t)v(t)|Fs
)
dt + D˜∗θ(s)v(s)
and thus,
G∗UGc(w)(s) = B˜∗θ(s)
∞∫
s
E
(
Φ˜(t, s)∗C˜∗θ(t)
(
C˜θ(t)
{ t∫
−∞
Φ˜(t, s)Gθ(s)w(s) ds
})∣∣∣Fs)dt
+ D˜∗θ(s)
(
C˜θ(s)
{ s∫
−∞
Φ˜(t, )Gθ()w() d
})
.
From (A.10), (A.11), and writing
h˜(t)=
t∫
−∞
Φ˜(t, s)Gθ(s)w(s) ds
we have
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{ ∞∫
s
E
(
Φ˜(t, s)∗
(
A˜∗θ(t)Xθ(t) +Xθ(t)A˜θ(t) + Eθ(t)(X)
)
h˜(t)|Fs
)
dt
+Xθ(s)h˜(s)+
∞∫
s
E
(
Φ˜(t, s)∗Xθ(t)Gθ(t)w(t)|Fs
)
dt
−
∞∫
s
E
(
Φ˜(t, s)∗Xθ(t)Gθ(t)w(t)|Fs
)
dt
}
= −B˜∗θ(s)
{ ∞∫
s
E
(
Φ˜(t, s)∗
(
A˜∗θ(t)Xθ(t)h˜(t)+Xθ(t) ˙˜h(t)+ Eθ(t)(X)h˜(t)
)|Fs)dt
+Xθ(s)h˜(s)−
∞∫
s
E
(
Φ˜(t, s)∗Xθ(t)Gθ(t)w(t)|Fs
)
dt
}
since
˙˜
h(t) = A˜θ(t)h˜(t)+Gθ(t)w(t).
From (A.6),
∞∫
s
E
(
Φ˜(t, s)∗
[
A˜∗θ(t)Xθ(t)h˜(t)+Xθ(t) ˙˜h(t)+ Eθ(t)(X)h˜(t)
]|Fs)dt = −Xθ(s)h˜(s)
since from SS (see proof of Proposition 7.2),
E
(
Φ˜(τ, s)∗Xθ(τ)h˜(τ )|Fs
)→ 0
as τ → ∞. Therefore,
G∗UGc(w)(s) = B˜∗θ(s)
∞∫
s
E
(
Φ˜(t, s)∗Xθ(t)Gθ(t)w(t)|Fs
)
dt
completing the proof of (b) of the proposition. 
References
[1] M. Aoki, Optimization of Stochastic Systems, Academic Press, New York, 1967.
[2] Y. Bar-Shalom, E. Tse, Dual effect, certainty equivalence, and separation in stochastic control, IEEE Trans. Au-
tomat. Control 19 (1974) 494–500.
[3] S. Bittanti, A.J. Laub, J.C. Willems, The Riccati Equation, Springer-Verlag, New York, 1991.
[4] F.M. Callier, C.A. Desoer, Linear Systems Theory, Springer-Verlag, New York, 1991.
[5] O.L.V. Costa, J.B.R. Do Val, J.C. Geromel, Continuous-time state feedback H2-control of Markovian jump linear
systems via convex analysis, Automatica 35 (1999) 259–268.
[6] O.L.V. Costa, E.F. Tuesta, H2-control and the separation principle for discrete-time Markovian jump linear systems,
Math. Control Signals Systems 16 (2004) 320–350.
[7] O.L.V. Costa, M.D. Fragoso, R.P. Marques, Discrete-Time Markov Jump Linear Systems, Probab. Appl., Springer-
Verlag, New York, 2005.
[8] M.H.A. Davis, R.B. Vinter, Stochastic Modelling and Control, Chapman and Hall, London, 1985.
120 O.L.V. Costa, M.D. Fragoso / J. Math. Anal. Appl. 331 (2007) 97–120[9] M.H.A. Davis, Markov Models and Optimization, Chapman and Hall, London, 1993.
[10] D.P. De Farias, J.C. Geromel, J.B.R. Do Val, O.L.V. Costa, Output feedback control of Markov jump linear systems
in continuous-time, IEEE Trans. Automat. Control 45 (2000) 944–949.
[11] V. Dragan, T. Morozan, A. Stoica, H 2 optimal control for linear stochastic systems, Automatica 40 (2004) 1103–
1113.
[12] M.D. Fragoso, O.L.V. Costa, A unified approach for stochastic and mean square stability of continuous-time linear
systems with Markovian jumping parameters and additive disturbances, SIAM J. Control Optim. 44 (2005) 1165–
1191.
[13] M.D. Fragoso, J. Baczynski, Optimal control for continuous-time linear quadratic problems with infinite Markov
jump parameters, SIAM J. Control Optim. 40 (2001) 270–297.
[14] M.D. Fragoso, J. Baczynski, Stochastic versus mean square stability in continuous time linear infinite Markov jump
parameter systems, Stoch. Anal. Appl. 20 (2002) 347–356.
[15] M.D. Fragoso, J. Baczynski, Lyapunov coupled equations for continuous-time infinite Markov jump linear systems,
J. Math. Anal. Appl. 274 (2002) 319–335.
[16] M.D. Fragoso, E.M. Hemerly, Optimal control for a class of noisy linear systems with Markovian jumping parame-
ters and quadratic cost, Internat. J. Systems Sci. 22 (1991) 2553–2561.
[17] S. Karlin, H.M. Taylor, A Second Course on Stochastic Processes, Academic Press, New York, 1981.
[18] M.A. Rami, L. El Ghaoui, LMI optimization for nonstandard Riccati equations arising in stochastic control, IEEE
Trans. Automat. Control 41 (1996) 1666–1671.
[19] A. Saberi, P. Sannuti, B.M. Chen, H2 Optimal Control, Prentice Hall International, 1995.
[20] K. Zhou, J.C. Doyle, K. Glover, Robust and Optimal Control, Prentice Hall, New York, 1996.
[21] J.C. Doyle, K. Glover, K. Khargonekar, B.A. Francis, State-space solutions to standard H2 and H∞ control prob-
lems, IEEE Trans. Automat. Control 34 (1989) 831–847.
[22] W.M. Wonham, On the separation theorem of stochastic control, SIAM J. Contr. 6 (1968) 312–326.
