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SUMS OF FINITE SETS OF INTEGERS, II
MELVYN B. NATHANSON
Abstract. Let A be a finite set of integers, and let hA denote the h-fold
sumset of A. Let (hA)(t) be subset of hA consisting of all integers that have
at least t representations as a sum of h elements of A. The structure of the
set (hA)(t) is completely determined for all h ≥ ht.
1. Structural stability of sumsets
Let A and B be sets of integers, and let c and d be integers. Define the sumset
A+ B = {a+ b : a ∈ A and b ∈ B},
the dilation
d ∗ A = {da : a ∈ A}
and the translations
A+ c = A+ {c} = {a+ c : a ∈ A}
and
A− c = A+ {−c} = {a− c : a ∈ A}.
For real numbers a and b, there is the interval of integers
[a, b] = {n ∈ Z : a ≤ n ≤ b}.
Let N0 be the set of nonnegative integers. For every positive integer h, the h-fold
sumset of A is the set
hA =
{
ai1 + · · ·+ aih : aij ∈ A for all j ∈ [1, h]
}
=
{∑
a∈A
uaa : ua ∈ N0 and
∑
a∈A
ua = h
}
.
The finite set A of integers with |A| ≥ 2 is normalized if min(A) = 0 and
gcd(A) = 1. If A is normalized, then the sumset hA is normalized for all h ≥ 2. If
A is normalized and |A| = 2, then A = {0, 1} and hA = [0, h].
Let B be a finite set of integers with |B| ≥ 2 and min(B) = b0. If d = gcd(B−b0),
then the set
(1) A =
1
d
∗ (B − b0)
is normalized. Conversely, if x ∗ B + y is a normalized set of integers, then x =
1/ gcd(B − b0) and y = −b0/ gcd(B − b0). It follows that from (1) that
B = d ∗ A+min(B)
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and
hB = d ∗ hA+ hmin(B).
Thus, the sumset hB is affinely equivalent to the sumset hA.
The following result, published 50 years ago in theMonthly [2, 3] and often called
the “fundamental theorem of additive number theory”[4], describes, for every finite
set A of integers, the structural stability of the sumset hA as h→∞.
Theorem 1. Let k ≥ 2. Let A = {a0, a1, . . . , ak} be a normalized finite set of
integers with
0 = a0 < a1 < · · · < ak.
Let
h1 = (k − 1)(ak − 1)ak + 1.
There exist integers C1 and D1 and finite sets C1 and D1 such that
C1 ⊆ [0, C1 − 2] and D1 ⊆ [0, D1 − 2]
and
hA = C1 ∪ [C1, hak −D1] ∪ (hak −D1)
for all h ≥ h1.
Smaller values for the number h1 have been obtained by Wu, Chen, and Chen [4]
and Granville and Shakan [1].
2. Representation functions and sumsets
Let A be a set of integers. Define the representation function
rA,h(n) = card
{
(ai1 , . . . , aih) ∈ A
h : n = ai1 + · · ·+ aih and ai1 ≤ · · · ≤ aih
}
= card
{
(ua)a∈A ∈ N
A
0 :
∑
a∈A
uaa = n and
∑
a∈A
ua = h
}
.
If 0 ∈ A, then
rA,h(n) = card

(ua)a∈A\{0} ∈ NA\{0}0 :
∑
a∈A\{0}
uaa = n and
∑
a∈A\{0}
ua ≤ h

 .
For every positive integer t, let (hA)(t) be the set of all integers n that have at
least t representations as the sum of h elements of A, that is,
(hA)(t) = {n ∈ hA : rA,h(n) ≥ t}.
Lemma 1. Let A be a set of integers. For all positive integers h and t,
(hA)(t) +A ⊆ ((h+ 1)A)
(t)
.
Proof. Let n ∈ (hA)(t). Because rA,h(n) ≥ t, for j ∈ [1, t] there are distinct
sequences (ua,j)a∈A of nonnegative integers that satisfy∑
a∈A
ua,ja = n and
∑
a∈A
ua,j = h.
For a′ ∈ A, let
u′a,j =
{
ua,j if a 6= a
′
ua,j + 1 if a = a
′.
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The sequences (u′a,j)a∈A are also distinct for j ∈ [1, t], and satisfy∑
a∈A\{0}
u′a,ja = n+ a
′ and
∑
a∈A\{0}
u′a,j = h+ 1.
It follows that rA,h+1(n+a
′) ≥ t, and so (hA)(t)+a′ ⊆ ((h+1)A)(t) for all a′ ∈ A.
This completes the proof. 
Corollary 1. If A is a set of integers with 0 ∈ A, then
(hA)(t) ⊆ ((h+ 1)A)(t)
for all positive integers h and t.
The following result shows that, for every finite set A of integers, the sumsets
(hA)(t) have the same structural stability as the sumset hA as h→∞.
Theorem 2. Let k ≥ 2 and let A = {a0, a1, . . . , ak} be a normalized finite set of
integers with
0 = a0 < a1 < · · · < ak.
Let t be a positive integer, and let
(2) ht = (k − 1)(tak − 1)ak + 1.
There exist nonnegative integers Ct and Dt and finite sets of integers
Ct ⊆ [0, Ct − 2] and Dt ⊆ [0, Dt − 2]
such that
(hA)(t) = Ct ∪ [Ct, hak −Dt] ∪ (hak −Dt)
for all h ≥ ht.
The proof uses the following lemma.
Lemma 2. Let k ≥ 2 and let A = {a0, a1, . . . , ak} be a normalized finite set of
integers with
0 = a0 < a1 < · · · < ak.
For every positive integer t, let
(3) C′t = (tak − 1)
k−1∑
i=1
ai
and
(4) D′t = (k − 1)(tak − 1)ak.
For every positive integer h,
(5) [C′t, hak −D
′
t] ⊆ (hA)
(t).
Proof. If hak < C
′
t +D
′
t, then the interval [C
′
t, hak −D
′
t] is empty and (5) is true.
Let hak ≥ C
′
t +D
′
t and
n ∈ [C′t, hak −D
′
t].
Because gcd(A) = gcd(a1, . . . , ak) = 1, there exist integers x1, . . . , xk such that
n =
k∑
i=1
xiai
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and so
n ≡
k−1∑
i=1
xiai (mod ak).
For all integers j, the interval [(j−1)ak, jak−1] is a complete set of representatives
for the congruence classes modulo ak. It follows that, for all i ∈ [1, k − 1] and
j ∈ [1, t], there exist unique integers
(6) ui,j ∈ [(j − 1)ak, jak − 1]
such that
xi ≡ ui,j (mod ak).
Therefore,
n ≡
k−1∑
i=1
ui,jai (mod ak).
There is a unique integer uk,j such that
(7) n =
k∑
i=1
ui,jai.
We have
k−1∑
i=1
ui,jai ≤
k−1∑
i=1
(jak − 1)ai ≤ (tak − 1)
k−1∑
i=1
ai = C
′
t
and so
uk,jak = n−
k−1∑
i=1
ui,jai ≥ n− C
′
t ≥ 0.
Thus, for all j ∈ [1, t], we have uk,j ≥ 0 and (7) is a nonnegative integral linear
combination of elements of A.
Moreover,
uk,jak ≤ n ≤ hak −D
′
t = hak − (k − 1)(tak − 1)ak
and so
uk,j ≤ h− (k − 1)(tak − 1).
Therefore,
k∑
i=1
ui,j =
k−1∑
i=1
ui,j + uk,j ≤ (k − 1)(tak − 1) + uk,j ≤ h
and n ∈ hA.
It follows from (6) that, for j ∈ [1, t], the k-tuples
(u1,j, u2,j , . . . , uk−1,j , uk,j)
are distinct, and so the representations (7) are distinct. Therefore, rA,h(n) ≥ t.
This proves (5). 
We now prove Theorem 2.
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Proof. Let t be a positive integer. By Lemma 2,
[C′t, htak −D
′
t] ⊆ (htA)
(t)
where C′t is defined by (3) and D
′
t by (4). Let Ct and Dt be the smallest integers
such that
[C′t, htak −D
′
t] ⊆ [Ct, htak −Dt] ⊆ (htA)
(t).
It follows that
Ct − 1 /∈ (htA)
(t) and htak −Dt + 1 /∈ (htA)
(t).
Defining the finite sets Ct and Dt by
Ct = [0, Ct − 2] ∩ (htA)
(t)
and
htak −Dt = [htak −Dt + 2, htak] ∩ (htA)
(t)
gives
(htA)
(t) = Ct ∪ [Ct, htak −Dt] ∪ (htak −Dt).
We shall prove that
(8) (hA)(t) = Ct ∪ [Ct, hak −Dt] ∪ (hak −Dt)
for all h ≥ ht.
The proof is by induction on h. Assume that (8) is true for some h ≥ ht. Because
{0, ak} ⊆ A, Lemma 1 gives
(9) (hA)(t) ∪
(
(hA)(t) + ak
)
⊆ (hA)(t) +A ⊆ ((h+ 1)A)
(t)
and so
Ct ⊆ (hA)
(t) ⊆ ((h+ 1)A)
(t)
.
It follows from (3) and (4) that
C′t = (tak − 1)
k−1∑
i=1
ai ≤ (k − 1)(tak − 1)ak−1
≤ (k − 1)(tak − 1)(ak − 1) = D
′
t − (k − 1)(tak − 1)
< D′t
and so
Ct +Dt + ak ≤ C
′
t +D
′
t + ak < 2D
′
t + ak
≤ (D′t + 1)ak = htak.
Therefore,
[Ct, Ct + ak − 1] ⊆ [Ct, hak −Dt] ⊆ (hA)
(t) ⊆ ((h+ 1)A)
(t)
.
By (9),
[Ct + ak, (h+ 1)ak −Dt] = [Ct, hak −Dt] + ak
⊆ (hA)(t) + ak
⊆ ((h+ 1)A)(t)
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and
(h+ 1)ak −Dt = (hak −Dt) + ak
⊆ (hA)(t) + ak
⊆ ((h+ 1)A)(t).
Therefore,
B = Ct ∪ [Ct, (h+ 1)ak −Dt] ∪ ((h+ 1)ak −Dt) ⊆ ((h+ 1)A)
(t).
We must prove that ((h+ 1)A)(t) = B.
If n ∈ ((h+ 1)A)(t) \ B, then n ≤ Ct − 1 or n ≥ (h+ 1)ak −Dt + 1.
If n ∈ ((h+ 1)A)(t) \ B and n ≤ Ct − 1, then
n /∈ Ct = [0, Dt − 1] ∩ (hA)
(t)
and so rA,h(n) ≤ t−1. However, n ∈ ((h+1)A)
(t) means rA,h+1(n) ≥ t. Therefore,
n has at least t representations as the sum of h+1 elements of A, but at most t− 1
representations as the sum of h elements of A. It follows that n has at least one
representation as the sum of h+ 1 positive elements of A, and so
n ≤ Ct − 1 ≤ C
′
t − 1 < ht ≤ h < (h+ 1)a1 ≤ n
which is absurd. Therefore, if n ∈ ((h+ 1)A)(t) and n < Ct, then n ∈ Ct ⊆ B.
If n ∈ ((h+ 1)A)(t) \ B and n ≥ (h+ 1)ak −Dt + 1, then
n /∈ (h+ 1)ak −Dt
and so
n− ak /∈ hak −Dt = [hak −Dt + 1, hak] ∩ (hA)
(t).
Therefore, rA,h(n−ak) ≤ t−1. However, n ∈ ((h+1)A)
(t) implies that rA,h+1(n) ≥
t, and so there is at least one representation of n = ai1 + · · ·+aih+1 with aij ≤ ak−1
for all j ∈ [1, h+ 1]. It follows that
(h+ 1)ak −Dt + 1 ≤ n ≤ (h+ 1)ak−1 ≤ (h+ 1)(ak − 1)
and so
h ≤ Dt − 2 ≤ D
′
t − 2 ≤ ht − 1 < h
which is absurd. Therefore,
n ∈ (h+ 1)ak −Dt ⊆ B.
It follows that (h+ 1)A)(t) = B. This completes the proof. 
3. Symmetry
Let A be a finite set of integers with min(A) = 0. Define the symmetric set
A∗ = max(A) −A = {max(A)− a : a ∈ A}.
Lemma 3. If A is a normalized finite set of integers, then
(a) (A∗)
∗
= A,
(b) the symmetric set A∗ is normalized,
(c) hA∗ = (hA)
∗
for all h ≥ 1,
(d) For all positive integers h and t,
(hA∗)
(t)
=
(
(hA)
(t)
)∗
.
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Proof. (a) We have max(A∗) = max(A) − 0 = max(A) and min(A∗) = max(A) −
max(A) = 0. Therefore,
(A∗)
∗
= max(A∗)−A∗ = max(A∗)− (max(A) −A) = A.
(b) The integer d divides max(A)−a for all a ∈ A if and only if d divides max(A)
and max(A) − a for all a ∈ A if and only if d divides a for all a ∈ A. Therefore,
gcd(A∗) = gcd(A) = 1, and the symmetric set A∗ is normalized.
(c) Note that
max(hA) = hmax(A) = hmax(A∗) = max(hA∗).
We have n ∈ hA∗ if and only if there exist ai1 , . . . , aih ∈ A such that
n =
h∑
j=1
(
max(A) − aij
)
= hmax(A)−
h∑
j=1
aij = max(hA)−
h∑
j=1
aij
if and only if n ∈ (hA)∗.
(d) Let A = {a0, a1, . . . , ak}, with
0 = a0 < a1 < · · · < ak.
For every (k + 1)-tuple (ui,j)
k
i=0 ∈ N
k+1
0 with
∑k
i=0 ui,j = h, we have
n =
h∑
i=0
ui,jai,j ∈ hA
if and only if
hak − n = hak −
h∑
i=0
ui,jai,j =
h∑
i=0
ui,j(ak − ai,j) ∈ hA
∗.
It follows that
rA,h(n) = rA∗,h(hak − n)
and so n ∈ (hA)
(t)
if and only if hak − n ∈ (hA
∗)
(t)
. Therefore,
(
(hA)
(t)
)∗
=
(hA∗)
(t)
. This completes the proof. 
Theorem 3. Let t be a positive integer. Let k ≥ 2 and let A = {a0, a1, . . . , ak} be
a normalized finite set of integers with
0 = a0 < a1 < · · · < ak.
Let Ct and Dt be nonnegative integers and let Ct and Dt be finite sets of integers
such that
Ct ⊆ [0, Ct − 2] and Dt ⊆ [0, Dt − 2]
and
(hA)(t) = Ct ∪ [Ct, hak −Dt] ∪ (hak −Dt)
for all h ≥ ht.
Let C∗t and D
∗
t be nonnegative integers and let C
∗
t and D
∗
t be finite sets of integers
such that
C∗t ⊆ [0, C
∗
t − 2] and D
∗
t ⊆ [0, D
∗
t − 2]
and
(hA∗)(t) = C∗t ∪ [C
∗
t , hak −D
∗
t ] ∪ (hak −D
∗
t )
for all h ≥ h∗t .
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Then
C∗t = Dt, D
∗
t = Ct, C
∗
t = Dt, D
∗
t = Ct.
Proof. By Lemma 3(d), for h ≥ max(ht, h
∗
t ),
C∗t ∪ [C
∗
t , hak −D
∗
t ] ∪ (hak −D
∗
t )
= (hA∗)(t)
=
(
(hA)
(t)
)∗
= hak − (hA)
(t)
= hak − (Ct ∪ [Ct, hak −Dt] ∪ (hak −Dt))
= Dt ∪ [Dt, hak − Ct] ∪ (hak − Ct)
and so
C∗t = Dt, D
∗
t = Ct, C
∗
t = Dt, D
∗
t = Ct,
This completes the proof. 
Corollary 2. If A = A∗, then Ct(A) = Dt(A) and Ct(A) = Dt(A).
LetA be a normalized finite set of nonnegative integers. The number FN(A, t) =
Ct − 1 is the largest integer n such that rA,h(n) < t for all h ≥ 1. The usual
Frobenius number of the set A is FN(A, 1). We have
FN(A, 1) ≤ · · · ≤ FN(A, t) ≤ FN(A, t+ 1) ≤ · · · .
Essentially nothing is known about the numbers FN(A, t).
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