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ASYMPTOTIC REPRESENTATION THEORY AND THE SPECTRUM OF A
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ABSTRACT. Let G be a compact Lie group, N ≥ 1 and L > 0. The random geometric graph
on G is the random graph Γgeom(N, L) whose vertices are N random points g1, . . . , gN chosen
under the Haar measure of G, and whose edges are the pairs {gi, gj}with d(gi, gj) ≤ L, d being
the distance associated to the standard Riemannian structure on G. In this paper, we describe
the asymptotic behavior of the spectrum of the adjacency matrix of Γgeom(N, L), when N goes
to infinity.
(1) If L is fixed and N → +∞ (Gaussian regime), then the largest eigenvalues of Γgeom(N, L)
converge after an appropriate renormalisation towards certain explicit linear combina-
tions of values of Bessel functions.
(2) If L = O(N−
1
dim G ) and N → +∞ (Poissonian regime), then the geometric graph Γgeom(N, L)
converges in the local Benjamini–Schramm sense, which implies the weak convergence
in probability of the spectral measure of Γgeom(N, L).
In both situations, the representation theory of the group G provides us with informations on
the limit of the spectrum, and conversely, the computation of this limiting spectrum involves
many classical tools from representation theory: Weyl’s character formula and the weight lat-
tice in the Gaussian regime, and a degeneration of these objects in the Poissonian regime. The
representation theoretic approach allows one to understand precisely how the degeneration
from the Gaussian to the Poissonian regime occurs, and the article is written so as to high-
light this degeneration phenomenon. In the Poissonian regime, this approach leads us to an
algebraic conjecture on certain functionals of the irreducible representations of G.
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1. RANDOM GEOMETRIC GRAPHS ON COMPACT LIE GROUPS
In this paper,Z,R, C = R⊕ iR andH = R⊕ iR⊕ jR⊕ kR = C⊕ jC denote respectively
the set of integers, the field of real numbers, the field of complex numbers, and the division
algebra of quaternionic numbers.
1.1. Spectrum of large random graphs. We call graph a pair Γ = (V, E) with V finite set,
and E finite subset of the set of pairs {v, w} with v 6= w in V. In particular, the random
graphs that we shall consider in this paper will always be unoriented and simple, that is
without loop or multiple edge. Our computations will also involve (deterministic) oriented
or labeled graphs, possibly with loops or with multiple edges, but this will be recalled each
time by using in particular the terminologies of circuits and reduced circuits (Section 5). The
size of a graph is the cardinality N = |V| of its vertex set.
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AΓ =

0 1 0 0 0 0 0 0
1 0 1 0 1 1 0 0
0 1 0 1 0 0 0 0
0 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
0 1 0 0 1 0 1 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 0

-3 -2 -1 0 1 2 3
FIGURE 1. A (simple, unoriented) graph, its adjacency matrix and its spectrum.
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The adjacency matrix of a graph Γ of size N is the matrix AΓ of size N × N, with rows and
columns labeled by the vertices of Γ, and with coefficients
AΓ(v, w) =
{
1 if {v, w} ∈ E,
0 otherwise.
In particular, the diagonal coefficients of the adjacency matrix of a simple graph are all
equal to zero. The adjacency matrix of a graph Γ being a real symmetric matrix, its spectrum
Spec(Γ) consists of N real eigenvalues c1 ≥ c2 ≥ · · · ≥ cN (see Figure 1). The knowledge of
the spectrum yields many informations on the geometry of the graph: mean and maximal
number of neighbors of a vertex; chromatic number; number of edges, triangles, spanning
trees; expansion properties, Cheeger constant; etc. We refer to [Chu97, GR01] for an intro-
duction to this algebraic graph theory. The purpose of this paper is to study the spectrum of
a class of random graphs drawn on certain Riemannian manifolds X, by using the represen-
tation theory of the isometry group of X. The simplest example of random graphs that one
can think of is when each possible edge {i, j} between points of V = [[1, N]] = {1, 2, . . . , N}
is kept at random, according to a Bernoulli law of parameter p, independently for each
pair. One obtains the Erdös–Rényi random graphs ([ER59]), and if p is not too small (e.g.
larger than N−1/3), the eigenvalue distribution 1N ∑
N
i=1 δci of ΓER(N, p) admits after appro-
priate renormalisation a deterministic continuous limit, which is the Wigner semicircle law
1
2pi
√
4− x2 1−2<x<2 dx; see Figure 2. We refer to the recent papers [EKYY13, EKYY12] for
a detailed study of this model, including results on the spacing of eigenvalues and on the
edge of the spectrum.
1
−3 −2 −1 0 1 2 3
Spec(ΓER(N, p))
semicircle law
FIGURE 2. The cumulative distribution function of a renormalisation of the
spectrum of a random Erdös–Rényi graph of parameter p = 0.1, with N = 50
vertices; and the limiting semicircle distribution.
1.2. Random geometric graphs. A more complicated model consists in geometric graphs,
that can be defined on any measured metric space. Let (X, d) be a metric space, and m be a
Borel probability measure on X. Given a positive real number L > 0, the random geometric
graph with N points and level L is the random graph Γ = (V, E) with
• the N vertices v1, . . . , vN of V chosen randomly in X according to the probability
measure m⊗N on XN.
• an edge between vi and vj if and only if d(vi, vj) ≤ L.
For the Euclidian case, when X = Rp, d(x, y) = ‖x− y‖ is the Euclidian distance and m is
a measure on Rp, we refer to the monograph [Pen03], where most of the classical questions
on random graphs (subgraph counts, threshold for connectivity, existence of a giant con-
nected component, etc.) are answered. In this setting, the spectrum of the adjacency matrix
has been studied in [BEJJ06], see also [Bor08, DGK16] for the case where Rp is replaced by
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the torus Tp = (R/Z)p. In [DGK16], the distance between points of the torus is the Eu-
clidean distance, whereas in [Bor08] this is the `∞-distance (which does not correspond to
a Riemannian structure). The goal of this article is to extend this work to a general setting
of compact Riemannian manifolds that satisfy a certain symmetry property. An important
point is that in the regime where L is fixed and N goes to infinity, the asymptotics of the
spectrum are discrete instead of continuous. We only get a continuous limiting distribution
in the thermodynamic limit where L = LN → 0 is chosen so that the mean number of
neighbors of a given vertex is a O(1).
Example 1.1. In Figure 3, we have drawn in stereographic projection a random geometric
graph on the real sphere RS2, with m equal to Lebesgue’s spherical measure, N = 100
points, and L = pi8 (one eighth of the diameter of the space).
FIGURE 3. A random geometric graph on RS2, with N = 100 and L = pi8 (the
blue circle is the equator).
1.3. Compact symmetric spaces. Let us now explain which measured metric spaces (X, d, m)
will be allowed in this paper. We want (X, d) to be a Riemannian manifold (cf. [Jos11]), that
is a smooth manifold X endowed with scalar products 〈· | ·〉TxX on each tangent space TxX,
these scalar products varying smoothly with x. The Riemannian structure allows one to
measure the distance between two points:
d(x, y) = inf
γ:[0,1]→X smooth path
γ(0)=x, γ(1)=y
(∫ 1
0
√〈
γ′(t)
∣∣ γ′(t)〉Tγ(t)X dt
)
.
A geodesic on a Riemannian manifold X is a (smooth) path that minimises locally the dis-
tances; it is the solution of an order 2 differential equation, the Euler–Lagrange equation
([Jos11, Lemma 1.4.4]). If X is a compact Riemannian manifold, then for any x ∈ X and
any vector v of norm 1 in TxX, there is a unique geodesic γx,v : R → X with γx,v(0) = x,
γ′x,v(0) = v and ‖γ′x,v(t)‖Tγx,v(t)X = 1 for any t ∈ R.
The computation of the spectrum of a random geometric graph on a Riemannian mani-
fold X relies on the harmonic analysis of this space. If X has some symmetry properties, then
this harmonic analysis turns into algebraic combinatorics, which allow exact calculations.
Thus, in the sequel, we shall restrict ourselves to the more convenient setting of compact
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symmetric Riemannian manifolds. A compact Riemannian manifold X is called a (globally)
symmetric space if, for any x ∈ X, there exists a (unique) involutive isometry sx ∈ Isom(X)
that reverses the geodesics, that is to say that it sends γx,v(t) to γx,v(−t) for any v ∈ S(TxX).
Intuitively, this means that the geodesics meeting at a point x ∈ X are arranged in a nice
symmetric way around their starting point, see Figure 4. There is a complete classification
non-symmetric space
γ2(t2)γ1(t1)
γ1(−t1)γ2(−t2)
γ2(t2)
γ1(t1)
γ1(−t1)
γ2(−t2)
symmetric space
FIGURE 4. Geodesics on a symmetric space.
of the (compact) symmetric spaces due to Cartan, see [Hel78, Chapter X]. To simplify a bit
the discussion, we shall assume X to be simply connected. In the general case, a connected
but non simply connected compact symmetric space X admits a universal cover X˜ which is
still a compact symmetric space, and whose covering map pi : X˜ → X has finite degree. This
allows one to transfer most results and techniques from X˜ to X. Later, we shall for instance
explain how to deal with the case of the special orthogonal groups SO(n ≥ 3), which are
symmetric spaces with fundamental group pi1(SO(n)) = Z/2Z, and which are covered by
the simply connected spin groups Spin(n).
If X is a simply connected compact symmetric space, then it is isometric to a unique
product X1 × X2 × · · · × Xr of such spaces, with each Xi that cannot be split further. The
Xi’s are called irreducible or simple simply connected compact symmetric spaces. Then, the
classification of simple and simply connected compact symmetric spaces (in short, ssccss) is the
following:
(1) either X = G is one of the classical simple and simply connected compact Lie groups,
associated to the root systems of type An≥1, Bn≥2, Cn≥3, Dn≥4, G2, F4, E6, E7 or E8. In
this case, (Isom(X))0 = G× G.
(2) or, X = G/K, with G simple and simply connected compact Lie group, and K closed
subgroup with Gθ,0 ⊂ K ⊂ Gθ, where Gθ denotes the set of fixed points of an invo-
lutive automorphism θ : G → G, and Gθ,0 is the connected component of the neutral
element in Gθ. In this case, (Isom(X))0 = G.
We call a ssccss of group type or of non-group type according to the aforementioned classifi-
cation. The Riemannian structure on each ssccss X = G or X = G/K is unique up to a scalar
multiple, and we shall explain in a moment how to construct it. Moreover, this Riemannian
structure on X yields a natural volume form dω with finite mass. After renormalisation, this
volume form produces a probability measure m = dω/(
∫
X dω) on X that is invariant by the
group of isometries of X. Therefore, every ssccss is naturally endowed with a distance d
and a probability measure m.
Our objective is to study random geometric graphs in the general setting of ssccss. The
harmonic analysis of the two types (group and non-group) is in theory quite similar, and
in each case there is an explicit description of the spherical functions of the space (see the
works of Helgason [Hel70, Hel78, Hel84]). However, the manipulation of the spherical
6 PIERRE-LOÏC MÉLIOT
functions in the non-group case (which includes Grassmannian manifolds and Lagrangian
Grassmannian manifolds) is in practice more difficult. Therefore, in this paper, we shall in many
cases restrict our study to the group type, hence to the classical sscc Lie groups. We shall only treat
the non-group type when the results extend almost immediately to this case. More precisely, the
non-group type ssccss will appear in the following sections:
• Section 3.4: when studying the Gaussian regime in the symmetric spaces with rank
one, the irreducible characters are replaced by the zonal spherical functions, which
are in this case the orthogonal Laguerre or Jacobi polynomials, hence explicit and
easy to manipulate.
• Section 4: the Benjamini–Schramm local convergence holds for all the symmetric
spaces, and the argument is exactly the same in the group and non-group case.
1.4. Compact Lie groups and normalisation of the Riemannian structure. In the following
we fix a simple simply connected compact (in short sscc) Lie group G. Given a compact Lie
group G, the tangent space g = TeG G at the neutral element eG is endowed with a structure
of Lie algebra; we denote [X, Y] = (ad X)(Y). The opposite of the Killing form
〈X | Y〉g = − tr(ad X ◦ ad Y). (1)
is a symmetric and positive-definite bilinear form on g which is invariant by the adjoint
action of G on g. We transport this scalar product to any tangent space TgG by the rule
〈V |W〉TgG =
〈
dgLg−1(V)
∣∣∣ dgLg−1(W)〉TeG G
where Lg−1 : G → G is the multiplication on the left by g−1, and dgLg−1 is the differential
of this map at g. By construction, the Riemannian structure thus obtained is G-invariant
on the left, and it is also G-invariant on the right since 〈· | ·〉g is Ad(G)-invariant. In the
sequel, the Riemannian structure on a classical sscc Lie group will always be the one associated to
the bilinear form of Equation (1). The corresponding balls B(x,L) = {y ∈ G | d(x, y) ≤ L} for
the geodesic distance d will be described in Section 3.1. We shall recall in a moment that
almost all the sscc Lie groups are classical groups of matrices over the real, the complex or
the quaternionic numbers. The Killing form writes then as tr(ad X ◦ ad Y) = c Re(tr(XY)),
with c = n− 2 when g = so(n); c = 2n when g = su(n); and c = 4n + 4 when g = sp(n)
(the real part of the trace is only needed in this last case).
Example 1.2. Consider the group of special unitary matrices
SU(2) = {M ∈ M(2,C) | MM∗ = M∗M = I2, det M = 1}.
It is a sscc Lie group with real dimension 3, and it is diffeomorphic to the unit sphere
S3. Its Lie algebra is the space of anti-hermitian matrices su(2) = {M ∈ M(2,C) | M∗ =
−M, tr(M) = 0}, and the opposite Killing form is equal to 〈M | N〉su(2) = −4 tr(MN) =
4 tr(M∗N). For the corresponding Riemannian structure, the distance in SU(2) between two
unitary matrices U1 and U2 is
d(U1, U2) = 2
√
2 |θ(U1U−12 )|,
where e±iθ(M) are the two eigenvalues of a unitary matrix M ∈ SU(2), with θ(M) ∈ [0,pi].
Indeed, d(U1, U2) = d(U1U−12 , I2) = d(diag(e
iθ(U1U−12 ), e−iθ(U1U
−1
2 )), I2), and a geodesic con-
necting I2 to the diagonal matrix diag(eiθ, e−iθ) is
γ : t ∈ [0, 1] 7→ exp
(
tiθ 0
0 −tiθ
)
,
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which has constant speed ‖γ′(t)‖ = 2√2 θ. In particular, the diameter of SU(2) with this
normalisation is 2
√
2pi.
If X = G/K is a ssccss of non-group type, we denote piX : G → X the canonical projection,
and o = piX(eG) = K. The tangent space ToX identifies through TeGpiX with the Killing
orthogonal complement p of the Lie subalgebra k of K in g. The restriction of the scalar
product from Equation (1) to p can be transported to any tangent space TxX by using the
action of G:
〈V |W〉TxX =
〈
dx Ag−1(V)
∣∣∣ dx Ag−1(W)〉ToX ,
where x = g · o and Ag : X → X is the action of g on X. By construction, the Riemann-
ian structure thus obtained makes G act on X by isometries. In the sequel, the Riemannian
structure on a ssccss of non-group type will be the one obtained by this construction. However, in
the specific case of ssccss of rank one (Section 3.4), we shall multiply this Riemannian metric by a
multiplicative constant so as to fit the classical definitions. The following example explains why
this modification is natural.
Example 1.3. Suppose that X = CPn = SU(n+ 1)/S(U(n)×U(1)) is the complex projective
space. If Z = (z0, . . . , zn) belongs to Cn+1 \ {0}, we denote [Z] = [z0, z1, . . . , zn] the corre-
sponding line in CPn. The reference point in X is o = [0, . . . , 0, 1]. The standard Riemannian
metric on CPn is the Fubini–Study metric, defined by
〈V |W〉[Z] =
‖Z‖2 (V, W)− (V, Z) (Z, W)
‖Z‖4 ,
where ‖Z‖2 = ∑ni=0 |zi|2 and (Y, Z) is the real scalar product on Cn corresponding to this
norm. In this formula, a vector V ∈ Cn+1 is sent to the element of T[Z]CPn which is the
derivative at t = 0 of the smooth curve ([Z + tV] = [z0 + tv0, . . . , zn + tvn])t∈R; the kernel
of the linear map Cn+1 → T[Z]CPn is the line [Z]. In particular, if [Z] = o, then we have
the identification Cn = ToCPn, and the scalar product on Cn inherited from the Fubini–
Study metric is simply 〈V | V〉 = ∑n−1i=0 |Vi|2. Now, the Riemannian structure obtained by
SU(n + 1)-transport of the restriction to p = ToCPn of the opposite Killing form is a scalar
multiple of this metric. Indeed, we have
p =


0 · · · 0 z0
...
...
...
0 · · · 0 zn−1
−z0 · · · −zn−1 0
 , (z0, . . . , zn−1) ∈ Cn
 ,
and the tangent map TIn+1piCPn sends the skew-Hermitian matrix M(z0, . . . , zn−1) to the
vector (z0, . . . , zn−1) in Cn = ToCPn. As the Killing form of SU(n + 1) is (A, B) 7→ (2n +
2) tr(AB), we conclude that the scalar product on Cn given by the structure of symmetric
space is 〈V | V〉 = (4n + 4)∑n−1i=0 |Vi|2, hence (4n + 4) times the "standard" scalar product.
To conclude this section, let us detail a bit more the classification of sscc Lie groups. They
are:
• the special unitary groups SU(n) with n ≥ 2:
SU(n) = {M ∈ M(n,C) | M∗M = MM∗ = In, det M = 1};
• the compact symplectic groups USp(n) with n ≥ 2:
USp(n) = {M ∈ M(n,H) | M†M = MM† = In},
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where (M†)ij = Mji, the conjugate of a quaternionic number a + ib + jc + kd being
a− ib− jc− kd;
• the spin groups Spin(n) with n ≥ 7, which are double covers of the special orthogo-
nal groups
SO(n) = {M ∈ M(n,R) | MtM = MMt = In, det M = 1},
and which are simply connected (whereas pi1(SO(n)) = Z/2Z for any n ≥ 3).
There are also 5 exceptional cases which are associated to the root systems G2, F4, E6, E7 and
E8, and which all related to the geometry of the algebra of octonions (see [Bae02]). For in-
stance, consider the exceptional Jordan algebra A(3,O) (the so-called Albert algebra), which
is the algebra of real dimension 27 that consists in Hermitian 3× 3 octonionic matrices, en-
dowed with the Jordan product
A ◦ B = AB + BA
2
.
One can show that the automorphism group of this algebra is a simply connected simple
compact Lie group of real dimension 52, associated to the root system F4. As the exceptional
Lie groups do not possess adequate systems of (matrix) coordinates, it is quite difficult to
express distances on them. Thus, in these cases, our theoretical results will remain mainly
abstract. On the other hand, for the "classical" sscc groups
SU(n ≥ 2), USp(n ≥ 2), Spin(n ≥ 7),
all our results will be explicit; see the appendix (Section 6) for explanations and compu-
tations on these groups. Note that one can extend many of our results to a slightly more
general setting, with reductive connected Lie groups instead of sscc Lie groups. The case
of the special orthogonal groups SO(n), which are not simply connected, is for instance
explained in Remark 6.1.
1.5. Main results and outline of the paper. When studying the random geometric graphs
Γ = Γgeom(N, L) on a compact Riemannian manifold X, there are two interesting asymptotic
regimes which one can consider:
(1) the Gaussian regime, where L is fixed but N goes to infinity; in this setting the adja-
cency matrix AΓ is dense.
(2) the Poissonian regime, where L = LN decreases to zero in such a way that each vertex
of Γ has a O(1) number of vertices; in this setting the adjacency matrix AΓ is sparse.
Gaussian regime. The adjacency matrix AΓ can be considered as a finite-dimensional (ran-
dom) approximation of the operator of convolution by the kernel h(x, y) = 1d(x,y)≤L. In
particular, a result due to Giné and Koltchinskii [GK00] relates the asymptotics of the spec-
trum of AΓ to the eigenvalues of the operator of convolution by h (Section 2.1). Suppose that
X = G is a ssccss of group type. By using the representation theory of compact Lie groups,
one can compute these eigenvalues, which drive the highest frequencies of the random geo-
metric graph, that is the asymptotic behavior of the largest eigenvalues of AΓgeom(N,L). In
Sections 2.2 and 2.3, we present the arguments from representation theory that show that
there is one limiting eigenvalue cλ of
1
N
Spec(AΓgeom(N,L)) =
(
c1(N)
N
≥ c2(N)
N
≥ · · · ≥ cN(N)
N
)
for each dominant weight λ of the group G. This eigenvalue cλ has a multiplicity related
to the dimension of the corresponding irreducible representation of G. In Section 3, we
complete this theoretical result by an explicit calculation of cλ (Theorem 3.1). Thus, each
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limiting eigenvalue cλ is given by a finite linear combination of values of Bessel functions
of the first kind Jβ, see Section 3.2. In Section 3.3, we deduce from this result an estimate
of the spectral radius and of the spectral gap of the matrix AΓgeom(N,L) when L is fixed and
N goes to infinity. If instead of a group G we consider a ssccss of non-group type G/K,
the same techniques apply in theory, but with the irreducible representations replaced by
the spherical representations of the pair (G, K), and the irreducible characters by the zonal
spherical functions. These functions can be cumbersome to deal with in the general case,
but if G/K has rank one (meaning that there are no totally geodesic flat submanifold of
dimension strictly larger than 1), then they are simply the Laguerre or Jacobi polynomials,
and the computations can be explicitly performed; we explain this in Section 3.4.
Poissonian regime. We consider again a general ssccss X. The connection distance LN is
normalised as follows:
LN =
(
`
N
) 1
dim X
,
with ` > 0 fixed. Then, the number of neighbors of any vertex vi of Γgeom(N, LN) follows a
binomial law
B
(
N − 1 , pLN =
vol(B(vi, LN))
vol(X)
)
,
where vol(X) is the volume of the symmetric space X for the volume form associated to the
Riemannian structure given by Equation (1), and vol(B(vi, LN)) is the volume of the ball in
X with center vi and radius LN. As N goes to infinity, this volume behaves like the volume
of a Euclidean ball with the same dimension, which is
pi
dim X
2
Γ(1+ dim X2 )
(LN)dim X = c(dim X)
`
N
, with c(dim X) =
pi
dim X
2
Γ(1+ dim X2 )
Therefore, in the limit N → ∞, the number of neighbors of any vertex vi of Γgeom(N, LN) has
a law close to a Poisson law of parameter c(dim X)vol(X) `; in particular it is a O(1). More generally,
for any n ≥ 1 and any fixed vertex vi, one can show that the subgraph of Γgeom(N, LN)
which consists in vertices at distance smaller than n from vi has a limit in law in the set
of rooted finite graphs. This is the convergence in the local Benjamini–Schramm sense [BS01],
and the limit only depends on the dimension dim X and on the parameter `/vol(X); see
Sections 4.1–4.3, and in particular our Theorem 4.6. We prove this result by developing
a general theory relating the convergence of pointed metric spaces to the local Benjamini–
Schramm convergence of the random geometric graphs drawn on such spaces; see Theorem
4.11.
It is then known from [BL10, ATV11, BLS11, Bor16] that under appropriate assumptions,
the local convergence of random graphs implies the convergence in law of the spectral mea-
sures
νN =
1
N
N
∑
i=1
δci(N)
of the graphs Γgeom(N, LN) towards a limiting probability measure µ. We check the con-
ditions to apply this result in Section 4.4; one has in particular to verify that two random
roots in Γgeom(N, LN) give rise to two independent local limits, and this is a consequence of
the structure of group or homogeneous (symmetric) space. We also prove that the limiting
measure µ of the spectral measures νN is determined by its moments, and that we have
convergence in probability of the moments.
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From random graphs to a conjecture in representation theory. Moving on from there, one
can try to obtain more information on the limiting distribution µ. For instance, one ex-
pects it to be compactly supported, but this result does not follow from the abstract link
between local Benjamini–Schramm convergence and convergence of the spectral measure.
The crude upper bounds proving that µ is determined by its moments also do not imply the
compactness of the support. This leads one to try to improve these bounds, and to develop
techniques that enable one to compute all the moments Ms =
∫
R
xs µ(dx). In the sequel, we
focus on the case where X = G is a sscc Lie group.
(1) In Section 5.1, we start by giving a circuit expansion of the expected moments, which
is a combinatorial expansion of E[
∫
R
xs νN(dx)] involving certain labeled graphs.
This expansion implies that each moment Ms is a polynomial with degree s − 1 in
the parameter ` (see Theorem 5.4).
(2) Since the graph limit in the local sense does not depend on the group G and only
depends on dim G and `/vol(G), the same is true for the limiting spectral measure
µ, and therefore one can replace G by a simpler group, namely, the torus Tdim G. We
plan to pursue this approach in a forthcoming paper; even with this simplification,
it is not easy to obtain good bounds on the moments Ms, as it amounts to count
(reduced) circuits with certain weights (see Remark 5.10).
Aside from the search for good upper bounds on the moments Ms, there is actually an
interest in keeping the base model G instead of the flat model Tdim G. It turns out that
the Poissonian regime of random geometric graphs, which we approach in Section 4 with
the geometric notion of local Benjamini–Schramm convergence, can also be studied with
representation theoretic tools (Section 5). In this setting, the computation of the moments
sheds a different light on the degeneration from the Gaussian to the Poissonian regime, and
it eventually leads to an algebraic conjecture which we state below, and which concerns
certain joint integrals of characters of G. Let us explain briefly how one is led to it:
(1) The formulas in the Gaussian regime (Section 3) rely mainly on the Weyl formula for
the characters of the irreducible representations of G. When going from the Gaussian
to the Poissonian regime and trying to compute the first moments Ms in the model
G (specifically, for s ≤ 5), the Weyl formula degenerates into a product of partial
derivatives, and the sums over dominant weights become integrals over Weyl cham-
bers and products thereof; see Section 5.2. This is a typical result from asymptotic
representation theory, and as far as we know this explicit degeneration has not been
pointed at previously in a study of random objects associated to groups.
(2) The previous degeneration concerns the terms of the circuit expansion of a moment
Ms which corresponds to a reduced circuit with one vertex. When s ∈ {6, 7}, one
starts to see contributions from reduced circuits with two vertices, and their asymp-
totics is related to asymptotic formulas for the Littlewood–Richardson coefficients as-
sociated to large dominant weights. In the general case, these asymptotic formu-
las come from the Kashiwara–Lusztig theory of crystal bases and the Berenstein–
Zelevinsky theory of string polytopes; they involve positive measures with piece-
wise polynomial densities, against which one integrates partial derivatives of Bessel
functions in order to compute the contributions of the reduced circuits on two ver-
tices; see Section 5.3. A similar kind of degeneration has been observed when study-
ing Brownian motions in Weyl chambers, see [BBO05].
(3) Starting with s ≥ 8, the circuit expansion of Ms involves some reduced circuits with
more than 3 vertices. These contributions are limits of certain series whose terms
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involve graph functionals of the irreducible characters of G (Section 5.4). If we sup-
pose that the limiting process happens in the same way as for 2-vertices reduced
circuits, then we obtain the following conjecture. Suppose that G is a sscc Lie group
and that S = (V(S), E(S)) is a finite graph, possibly with multiple edges or loops
and with an arbitrary orientation a → b of each edge {a, b} ∈ E(S). We associate to
each edge e ∈ E(S) a dominant weight λe, which parametrises an irreducible finite-
dimensional representation of G; see Section 2.3 for a reminder on this theory. The
graph functional associated to G, S and to this choice of dominant weights is:
GFS((λe)e∈E(S)) =
∫
Gk
 ∏
(a→b)∈E(S)
chλe(ga(gb)−1)
 dg1 · · · dgk, (2)
where V(S) = {1, 2, . . . , k}, dg is the Haar measure on G, and chλe is the character
of the irreducible representation Vλe with highest weight λe. When S has one or
two vertices and several edges or loops, one recovers classical quantities such as
the dimensions dim Vλ or the Littlewood–Richardson coefficients cλ,µν . The graph
functionals defined by Equation (2) are generalisations of these quantities, and thus
it is natural to try to compute them. Our study of random geometric graphs in the
Poissonian regime led us to the following conjecture, which seems important:
Conjecture 1.4. Fix a sscc Lie group G and a connected graph S as above, with k vertices and r
edges. We denoteZΩ the weight lattice of G, see Section 2.3. There exists a sublattice AS ⊂ (ZΩ)r
with maximal rank rd and such that:
• If the integrality condition (λe)e∈E(S) ∈ AS is not satisfied, then GFS((λe)e∈E(S)) vanishes.
• If the integrality condition (λe)e∈E(S) ∈ AS is satisfied, then GFS((λe)e∈E(S)) equals the
number of integer points in a polytopeP((λe)e∈E(S)) whose generic dimension is
dimP((λe)e∈E(S)) = lr− (2l + d)(k− 1),
with d = rank(G) and l = dim(G)−rank(G)2 . Here by generic we mean that the dimension
of the polytope is equal to the right-hand side as soon as the dominant weights λe are in the
interior of the Weyl chamber. The equations that determine the polytope P((λe)e∈E(S)) are
affine functions of the weights, and P((λe)e∈E(S)) is a part of the string cone SC (Gr) of
the sscc Lie group Gr.
This conjecture implies some vanishing results which do not seem trivial at all; see Re-
mark 5.9. We probably would never have obtained this conjecture without examining this
concrete problem of computation of the moments Ms; it is a typical example of the interplay
between random objects considered on spaces which admit a group of symmetry, and the
asymptotic representation theory of these groups. Note that the conjecture is interesting in
itself, but not at all for the original problem stated at the beginning of the paragraph (com-
puting bounds on Ms), which is more of a combinatorial nature and which we do not intend
to solve here (it is then required to consider the flat model Tdim G). Our last Section 5 is de-
voted to the presentation of this conjecture, following the arguments that we have briefly
exposed above. We also found it essential to explain how the degeneration from the Gauss-
ian to the Poissonian regime of geometric graphs can be followed in representation theo-
retic terms, with degenerations of the Weyl formula, of sums over dominant weights and of
Littlewood–Richardson coefficients; these results will certainly be interesting for specialists
of asymptotic representation theory. A reader with a probabilistic background might not be
familiar with the arguments from representation theory. He will find in this case:
12 PIERRE-LOÏC MÉLIOT
• in Section 2, a reminder of the classical Cartan–Weyl representation theory of sscc Lie
groups; we also use this section to fix notations.
• an appendix (Section 6) with a list of conventions and results (choice of the maxi-
mal tori, description of the root systems and of the weight lattices, computation of
the volumes of the groups, etc.); it allows one to apply concretely our results to the
classical sscc Lie groups (SU(n), USp(n), SO(n) and Spin(n)).
• a second appendix (Section 7) with an explanation of the theory of crystals of repre-
sentations and string polytopes; one can skip these explanations if one is not inter-
ested in the algebraic details that leads to Conjecture 1.4.
The reader with a more advanced knowledge of these algebraic results can safely skip these
sections.
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2. INGREDIENTS FROM REPRESENTATION THEORY
In this section, G is a fixed sscc Lie group, and L > 0 is a fixed level. The uniform
probability measure m on this space (Haar measure) will be denoted dg or dx. By combining
a result of Giné and Koltchinskii and the representation theory of compact groups, we relate
the spectrum of the random adjacency matrix A(N, L) of Γgeom(N, L) to the spectrum of
an integral operator on L 2(G, dg). This integral operator will be explicitly diagonalised
in Section 3. The present section will also allow us to introduce many ingredients from
representation theory that we shall use throughout the paper.
2.1. The Giné–Koltchinskii law of large numbers. We denoteL 2(G, dg) the set of complex-
valued measurable and square-integrable functions on G. Let h(x, y) be a real symmetric
function on G, such that
∫∫
G2(h(x, y))
2 dx dy < +∞. The convolution by h induces a inte-
gral operator Th onL 2(G, dg):
Th : L 2(G, dg)→ L 2(G, dg)
f 7→
(
Th( f ) : x 7→
∫
G
h(x, y) f (y) dy
)
.
This operator is auto-adjoint and of Hilbert–Schmidt class: given any (countable) orthonor-
mal basis (ei)i∈I of L 2(G, dg), (‖Th‖HS)2 = ∑i∈I(‖Th(ei)‖L 2(G))2 = (‖h‖L 2(G2))2. There-
fore, Th is a compact operator, and it admits a discrete real spectrum, which we label by
integers:
Spec(Th) = (c−1 ≤ c−2 ≤ · · · ≤ 0 ≤ · · · ≤ c2 ≤ c1 ≤ c0),
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with lim|k|→∞ ck = 0 (here, we add an infinity of zeroes to the sequence (ck)k∈Z if needed,
for instance when Th is of finite rank). The Hilbert–Schmidt class ensures that ∑k∈Z(ck)2 <
+∞. Now, a general result due to Giné and Kolchinskii (see [GK00]) ensures that one can
approximate the operator Th by the random matrices
Th(N) =
1
N
((1− δij) h(vi, vj))1≤i,j≤N,
where the vi’s are independent random variables chosen according to the Haar measure dg
on G. The spectrum of Th(N) is a random set
Spec(Th(N)) = (c−1(N) ≤ c−2(N) ≤ · · · ≤ 0 ≤ · · · ≤ c2(N) ≤ c1(N) ≤ c0(N)),
which approximates Spec(Th) in the following sense:
Theorem 2.1 (Giné–Koltchinskii, Theorem 3.1 in [GK00]). Under the previous assumptions,
δ (Spec(Th(N)), Spec(Th)) =
√
∑
k∈Z
(ck(N)− ck)2 → 0 almost surely.
This result yields readily the asymptotics of the spectrum of A(N, L) when L is fixed and N
goes to infinity. Indeed,
A(N, L)
N
= Th(N) with h(x, y) = 1d(x,y)≤L.
Now, notice that the operator Th is in fact an operator of convolution by a function of one
variable: for f ∈ L 2(G, dg),
(Th( f ))(g) =
∫
G
1d(g,u)≤L f (u) du =
∫
G
1d(gu−1,eG)≤L f (u) du = (ZL ∗ f )(g),
where ZL(g) = 1d(g,eG)≤L. Here we used the invariance of the distance d by the action
of the group G. Hence, Th is an operator of convolution on L 2(G, dg) by a function in
L 2(G, dg) which is invariant by conjugation. The next paragraphs explain how to use the
representation theory of G in order to compute the eigenvalues of such a convolution op-
erator (and therefore, the asymptotics of Spec(Γgeom(N, L)) in the regime where L is fixed
and N → +∞).
2.2. Convolution on a compact Lie group. Let G be a compact topological group endowed
with its Haar measure dg. We denote Ĝ the set of classes of isomorphism of irreducible
finite-dimensional complex representations of G; it is always countable, and for any ele-
ment λ ∈ Ĝ corresponding to a representation (Vλ, ρλ : G → GL(Vλ)), one can find an
Hermitian scalar product 〈· | ·〉Vλ on Vλ which is invariant by G. This scalar product in-
duces an adjunction u 7→ u∗ on End(Vλ), and we then endow End(Vλ) with the scalar
product 〈u | v〉End(Vλ) = dλ tr(u∗v), where dλ is the complex dimension of Vλ. The basic
theorem which allows to understand convolution inL 2(G, dg) is:
Theorem 2.2 (Peter–Weyl, 1927). For λ ∈ Ĝ and f ∈ L 2(G, dg), denote
f̂ (λ) =
(∫
G
f (g) ρλ(g) dg
)
∈ End(Vλ)
the Fourier transform of f . The map f 7→ f̂ fromL 2(G) toL 2(Ĝ) = ⊕⊥
λ∈Ĝ End(V
λ) is an isome-
try of Hilbert spaces and an isomorphism of algebras (withL 2(G, dg) endowed with the convolution
product).
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We refer to [Bum13, Chapter 4] for a proof of this important result. It implies that the
eigenspaces for the convolution on the left by ZL correspond via the Fourier transform to
subspaces of the endomorphism spaces End(Vλ), that are eigenspaces for the multiplication
on the left by ẐL(λ). Moreover, as ZL is invariant by conjugation, the convolution on the
left by ZL is the same as the convolution on the right by ZL. In the Fourier world, this
means that each endomorphism ẐL(λ) is in the center of End(Vλ), hence a scalar matrix
cλ idVλ . Therefore, the eigenspaces for the convolution on the left by ZL are exactly the
spaces End(Vλ), and the corresponding eigenvalues are the
cλ =
tr(ẐL(λ))
dλ
=
∫
G
ZL(g) χλ(g) dg,
where χλ(g) = tr(ρ
λ(g))
dλ
is the normalised character of the irreducible representation λ. Thus,
to summarise:
Proposition 2.3. Denote ZL(g) = 1d(g,eG)≤L with G sscc Lie group. The eigenvalues of the operator
on L 2(G) of convolution on the left or on the right by ZL are in bijection with the irreducible
representations λ ∈ Ĝ. Each eigenvalue cλ has multiplicity (dλ)2 and is given by the formula
cλ =
∫
G ZL(g) χ
λ(g) dg.
The next paragraph will allow us to identify the set Ĝ, and to compute the dimensions dλ.
Proposition 2.3 extends readily to the case of symmetric spaces X = G/K, see Section 3.4.
Remark 2.4. In the following, we denote chλ the non-normalised character tr ρλ. A direct
consequence of the Peter–Weyl theorem 2.2 is that the collection of non-normalised charac-
ters (chλ)λ∈Ĝ forms an orthonormal basis of L
2(G)G, the space of square-integrable and
conjugacy-invariant functions on G. Moreover, one has the convolution rule chλ ∗ chµ =
δλ,µ
dλ
chλ.
2.3. Weight lattice and combinatorics of the highest frequencies. When G is a (semi)simple
simply connected compact Lie group, the set Ĝ is classically described by Weyl’s highest
weight theorem, see for instance [GW09, Theorems 3.2.5 and 3.2.6]. Let T be a maximal
torus in G, and ZΩ be the lattice of weights, a weight of G being a character ω : T → U(1) =
{z ∈ C | |z| = 1} such that there exists a unitary representation (V, ρ) of G with
Vω = {v ∈ V | ∀t ∈ T, (ρ(t))(v) = ω(t) v} 6= {0}.
The weights form a free module overZ for the operation of pointwise product. A standard
convention is to denote additively the composition law in ZΩ, and to write evaluations of
weights as t 7→ eω(t) (instead of ω(t)). Let gC be the complexification of the Lie algebra g of
G, and tC the complexification of the Lie algebra t of T. The map ω 7→ TeG(eω) allows one to
see the weights as elements of t∗C. The dual of the Killing form restricted toRΩ = R⊗ZZΩ
is positive-definite. Hence, one has a natural scalar product 〈· | ·〉 on the lattice of weights,
which can be shown to be W-invariant, where W = Norm(T)/T is the Weyl group. We
decompose the roots of G (non-zero weights of the adjoint representation of G on gC) in two
disjoint sets Φ+ and Φ− = −Φ+ of positive and negative roots; then,
ZΩ =
{
ω ∈ RΩ | ∀α ∈ Φ+, 2 〈α | ω〉〈α | α〉 ∈ Z
}
,
and on the other hand, the positive roots determine a cone
C = {ω ∈ RΩ | ∀α ∈ Φ+, 〈α | ω〉 ≥ 0}
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inRΩ which is a fundamental domain for the action of the Weyl group (the Weyl chamber).
The intersection of the two aforementioned sets is then in bijection with Ĝ:
Theorem 2.5 (Weyl, 1925). An irreducible unitary representation (V, ρ) of G admits a unique
highest weight λ, which is maximal with respect to the partial order on weights induced by the
cone C. This highest weight has multiplicity one and enables one to reconstruct the irreducible
representation (V, ρ). Moreover, λ is an arbitrary dominant weight in C ∩ZΩ, so
Ĝ = C ∩ZΩ.
The dimension of the representation Vλ with highest weight λ is given by the formula
dλ =
∏α∈Φ+ 〈α | ρ+ λ〉
∏α∈Φ+ 〈α | ρ〉
, with ρ =
1
2 ∑α∈Φ+
α.
Example 2.6. Suppose G = SU(3). A maximal torus is
T = {diag(t1, t2, t3) | t1t2t3 = 1, |t1| = |t2| = |t3| = 1}.
The lattice of weights ZΩ is spanned by the two fundamental weights eω1(t) = t1 and
eω2(t) = (t3)−1. The positive roots are eα1(t) = t1(t2)−1, eα2(t) = t2(t3)−1 and eα1+α2(t) =
t1(t3)−1. The dominant weights, which label the irreducible representations of SU(3), are
the linear combinations n1ω1 + n2ω2 with n1, n2 ∈ N; on Figure 5, they correspond to the
dots that are included in the cone C.
C
0
α1
α2
ω1
ω2
FIGURE 5. The lattice of weights of the group SU(3).
The dimension of Vλ with λ = n1ω1 + n2ω2 is dλ =
(n1+1)(n2+1)(n1+n2+2)
2 . For instance, the
adjoint representation of SU(3) on sl(3,C) has highest weight λ = ω1 +ω2, and dimension
8. If one replaces the coordinates (n1, n2) by the integer partition λ = (λ1 ≥ λ2 ≥ λ3) with
λ1 = n1 + n2, λ2 = n2 and λ3 = 0, one gets the classical formula
dλ = ∏
1≤i<j≤3
λi − λj + j− i
j− i
which generalises to higher dimensions.
Corollary 2.7. Let Γ = Γgeom(N, L) be a random geometric graph of fixed level L on a sscc Lie
group G, and A(N, L) be its adjacency matrix. In the sense of Theorem 2.1, the limit of Spec(A(N,L)N )
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consists of one limiting eigenvalue cλ for each dominant weight λ ∈ C ∩ZΩ. The multiplicity of cλ
is
mλ =
(
∏α∈Φ+ 〈α | ρ+ λ〉
∏α∈Φ+ 〈α | ρ〉
)2
,
and the value of cλ =
∫
G ZL(g) χ
λ(g) dg will be given in Theorem 3.1.
In the appendix (Section 6), we give for each classical case (unitary groups, compact sym-
plectic groups, spin groups):
• a maximal torus T;
• the corresponding weight lattice ZΩ and the root system Φ;
• the dimension dλ of an irreducible representation Vλ with λ ∈ Ĝ = C ∩ZΩ.
This allows one to make explicit Corollary 2.7 and all the forthcoming theorems. In the
examples hereafter, we shall focus on the groups SU(2) and SU(3). For SU(2), the weight
lattice is drawn in Figure 6, and it is one-dimensional; many intuitions come from a detailed
study of this toy-model.
0
C
αω
FIGURE 6. The lattice of weights of the group SU(2).
Remark 2.8. Corollary 2.7 generalises readily to more general compact Lie groups, by re-
placing the set of dominant weights C ∩ZΩ by an adequate sublattice of it. In particular,
one can treat without additional work the case of the unitary groups U(n), which are not
simple, since they have a non-trivial center; and the case of the special orthogonal groups
SO(n), which are simple Lie groups but are not simply connected. In the appendix we de-
tail this last case, where ZΩ is replaced by an index 2 sublattice (see Remark 6.1). Thus,
though we shall not mention it again hereafter, every result obtained in the sequel whose
statement starts by "Given a sscc Lie group. . . " also holds mutatis mutandis for the non-sscc
but classical Lie groups U(n) and SO(n).
3. ASYMPTOTICS OF THE SPECTRUM IN THE GAUSSIAN REGIME
In this section, we compute the limiting eigenvalues cλ introduced in Corollary 2.7. We
obtain a formula which involves Bessel functions of the first kind and an alternate sum over
elements of the Weyl group, see Theorem 3.1. These computations allow one for instance to
estimate the spectral radius and the spectral gap of a random geometric graph Γgeom(N, L)
with fixed level L; see Section 3.3. On the other hand, we shall see in Section 5 that the alter-
nate sums involved in the formula for cλ degenerate in the Poissonian regime into certain
partial derivatives. Therefore, the calculation of the eigenvalues cλ will be useful for study-
ing both asymptotic regimes (Gaussian and Poissonian). In Section 3.4, we also explain how
to extend our results to ssccss of non-group type; the computations become explicit in rank
one and they involve Laguerre of Jacobi orthogonal polynomials.
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3.1. Distances on a compact Lie group. Since cλ =
∫
G 1d(g,eG)≤L χ
λ(g) dg, we need to ex-
plain how to deal with distances on a sscc compact Lie group G. We fix as before a maximal
torus T ⊂ G, and we denote t ⊂ g the corresponding Lie subalgebra. Every element g ∈ G
is conjugated to an element t ∈ T, which is unique up to action of the Weyl group W. Con-
sequently, as ZL is a function invariant by conjugation, in order to compute the function
ZL(g) = 1d(g,eG)≤L, it suffices to know its values on T. Now, the maximal torus is a totally
geodesic flat submanifold of G, and the exponential map exp : t → T is locally isometric
from a neighborhood of 0 to a neighborhood of eG. In all the classical cases, the injectivity
radius of the exponential map is at least equal to pi (this is clear from the description of
the maximal tori given in Section 6). This enables one to reduce the calculation of cλ to an
integration over a ball in the Euclidean space t. Indeed, by Weyl’s integration formula (see
[Bum13, Chapters 17 and 22]), since ZL is invariant by conjugation,
cλ =
∫
G
1d(g,eG)≤L
chλ(g)
dλ
dg =
1
dλ |W|
∫
T
1d(t,eG)≤L ch
λ(t) |∆(t)|2 dt
where
• dt is the uniform probability over the torus T;
• ∆(t) = ∑w∈W ε(w) eρ(w(t));
• for any w ∈W viewed as an element of SO(RΩ), ε(w) = (−1)`(w) is the determinant
of the transformation w, or equivalently the parity of the number of reflections with
respect to the walls of the Weyl chamber that are needed to write w.
Suppose L < pi. Then, the integral can be taken over t instead of T:
cλ =
1
dλ |W| vol(t/tZ) (2pi)dim t
∫
t
1‖X‖g≤L ch
λ(eX) |∆(eX)|2 dX. (3)
Indeed, the probability measure dt corresponds via the exponential map to the rescaled
Lebesgue measure
1
vol(t/2pitZ)
dX =
1
vol(t/tZ) (2pi)dim t
dX,
where dX is the volume form on t which is associated to the Riemannian structure given
by 〈· | ·〉g; and 2pitZ is the kernel of the exponential map exp : t → T, and a lattice with
maximal rank in t. In the classical cases, the volumes vol(t/tZ) are computed in Section 6.6.
3.2. Asymptotics of the largest eigenvalues. In the sequel we always denote d = dim T =
rank G the rank of the group G; in geometric terms, it is the dimension of a totally geodesic
flat submanifold, and for a compact Lie group this is the dimension of a maximal torus. In
the classical cases, we have rank(SU(n)) = n− 1, and rank(Spin(2n)) = rank(Spin(2n +
1)) = rank(USp(n)) = n. If λ is the highest weight of an irreducible representation Vλ,
then the restriction of the corresponding character to the torus T is given by Weyl’s formula
chλ(t) = ∑w∈W ε(w) e
ρ+λ(w(t))
∑w∈W ε(w) eρ(w(t))
.
Notice that the denominator in Weyl’s character formula is the quantity ∆(t) previously
introduced. Therefore, in Equation (3), writing |∆(t)|2 = ∆(t)∆(t) makes ∆(t) appear in
the numerator and the denominator. We can simplify it to get:
cλ =
1
dλ |W| vol(t/tZ) (2pi)d
∫
X∈t, ‖X‖g≤L
(
∑
w1,w2∈W
ε(w1) ε(w2) e(w1(λ+ρ)−w2(ρ))(X)
)
dX,
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As the measure dX is invariant by W, one can gather the terms of the double sum according
to the value w = w2w−11 , and one obtains:
cλ =
1
dλ vol(t/tZ) (2pi)d
∑
w∈W
ε(w)
∫
X∈t, ‖X‖g≤L
e(λ+ρ−w(ρ))(X) dX.
Each integral is a value of the Fourier transform of the unit ball in Rd, that is a value of a
Bessel function of the first kind. Indeed, recall that if Bd is the unit ball in Rd, we have∫
Bd
ei〈x | ξ〉dx =
(
2pi
‖ξ‖
)d/2
Jd/2(‖ξ‖),
where Jβ is the Bessel function of the first kind of index β, defined by the power series
Jβ(z) =
∞
∑
m=0
(−1)m
m! Γ(m + β+ 1)
( z
2
)2m+β
;
see Figure 7 for the case β = 1.
5 10 15 20
−0.2
0.2
0.4
0.6
FIGURE 7. The Bessel function J1(x).
Given a weight lattice RΩ of a sscc Lie group with rank d = rank(G), it is convenient to
introduce the modified Bessel function
J˜RΩ(x) =
Jd/2(‖x‖)
(‖x‖)d/2 =
1
2d/2
∞
∑
m=0
(−1)m
m! Γ(m + d2 + 1)
(‖x‖2
4
)m
,
which is a W-invariant analytic function on RΩ. Then,
1
(2pi)d
∫
X∈t, ‖X‖g≤L
e(λ+ρ−w(ρ))(X) dX =
(
L√
2pi
)d
J˜RΩ(L (λ+ ρ− w(ρ))).
In this formula, the modified Bessel function involves the norm ‖λ+ ρ−w(ρ)‖, which is the
norm of the weight lattice introduced in Section 2.3, and which is computed in the appendix
for the classical cases. We have finally shown:
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Theorem 3.1. Suppose that the level L is smaller than pi. Let λ be a highest weight in Ĝ. The
eigenvalue cλ is given by the following formula:
cλ =
1
dλ vol(t/tZ)
(
L√
2pi
)d
∑
w∈W
ε(w) J˜RΩ(L (λ+ ρ− w(ρ))),
where d = rank(G) is the dimension of a maximal torus T ⊂ G, and J˜RΩ is the modified Bessel
function on the weight space RΩ.
Example 3.2. Consider G = SU(2). Its weight lattice ZΩ is spanned by the fundamental
weight eω(diag(eiθ, e−iθ)) = eiθ. The norm of a weight kω is |k|
2
√
2
, and on the other hand,
ρ = ω, and W = S(2) = {±1}. The volume vol(t/tZ) is 2
√
2. Therefore, for k ≥ 1 and
L < pi,
ck =
1
4(k + 1)
(
L√
pi
)(
J˜RΩ(kLω)− J˜RΩ((k + 2)Lω)
)
=
1
pi(k + 1)
(
1
k
sin
(
kL
2
√
2
)
− 1
(k + 2)
sin
(
(k + 2)L
2
√
2
))
since J1
2
(x) =
√
2
pix sin x and J˜RΩ(xω) =
4
x
√
pi
sin( x
2
√
2
). For k = 0, the formula specialises
to
c0 =
1
2pi
(
L√
2
− sin
(
L√
2
))
.
The multiplicity of the eigenvalue ck is equal to (k + 1)2 for any k ≥ 0.
Example 3.3. Suppose G = SU(3). The formula for cλ with λ = n1ω1 + n2ω2 dominant
weight in the Weyl chamber involves 6 weights close to λ, namely, all the weights λ + µ
with µ ∈ {0, 3ω1, 3ω2, 2ω2 −ω1, 2ω1 −ω2, 2ω1 + 2ω2}, see Figure 8. Thus,
cn1,n2 =
L2
6pi
√
3(n1 + 1)(n2 + 1)(n1 + n2 + 2)
 ∑
w∈S(3)
ε(w)
J1(L ‖λ+ ρ− w(ρ)‖)
L ‖λ+ ρ− w(ρ)‖

and each eigenvalue cn1,n2 has multiplicity mn1,n2 = (
(n1+1)(n2+1)(n1+n2+2)
2 )
2. In this formula,
the norm of a weight k1ω1 + k2ω2 is
‖k1ω1 + k2ω2‖ = 13
√
(k1)2 + k1k2 + (k2)2.
3.3. Spectral radius and spectral gap. One thing that is not entirely clear from Theorem 3.1
is that the largest eigenvalues cλ correspond roughly to the smallest dominant weights λ in the
Weyl chamber C. This is not a perfect correspondence: for instance, when G = SU(2), the
dominant weights kω with k ≥ 0 yields constants ck = ckω whose modules are not strictly
decreasing with k. However, the two largest eigenvalues in this case are always c0 and c1,
see the discussion later in this paragraph. One thing that is always true and easy to prove is
that the largest eigenvalue corresponds to the zero weight:
Proposition 3.4. For any L < pi, the eigenvalue cλ with the largest absolute value is obtained when
λ = 0 is the trivial weight. Hence, the spectral radius of the graph Γgeom(N, L) is asymptotically
equivalent to
N
vol(t/tZ)
(
L√
2pi
)rank(G)(
∑
w∈W
ε(w) J˜RΩ(L (ρ− w(ρ)))
)
.
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FIGURE 8. The weights involved in the computation of cλ for G = SU(3).
Proof. The eigenvalue cλ is given by the integral cλ =
∫
G ZL(g) χ
λ(g) dg, with ZL(g) non-
negative function, and χλ renormalised character that has always its module smaller than
1. The maximum value is obtained when χλ(g) = 1 for every g, that is for the trivial
representation of G. 
Example 3.5. When G = SU(2), it is easy to prove that the two largest eigenvalues ck are
always
c0 =
1
2pi
L√
2
(
1− sinc
(
L√
2
))
;
c1 =
1
2pi
L
2
√
2
(
sinc
(
L
2
√
2
)
− sinc
(
3L
2
√
2
))
,
where sinc(x) = sin xx . Indeed, L being fixed, the eigenvalue ck is proportional to the function
gL = k 7→ sinc(k`)− sinc((k + 2)`)(k + 1)`
with ` = L
2
√
2
. For any value of L ∈ (0,pi), the function gL looks like the one of Figure 9,
and the two values of gL at k = 0 and k = 1 always fall on the first decreasing section of the
curve. Hence, they yield the asymptotic spectral gap
∆N = c0(N)− c1(N) ' NL
2
√
2pi
(
1− sinc
(
L√
2
)
− 1
2
(
sinc
(
L
2
√
2
)
− sinc
(
3L
2
√
2
)))
of a random geometric graph Γgeom(N, L) on SU(2), with L fixed and N going to infinity. In
general, a level L being fixed, the map λ 7→ cλ is proportional to
gL(λ) =
1
∏α∈Φ+ 〈L(λ+ ρ) | α〉 ∑w∈W
ε(w) J˜RΩ (L(λ+ ρ− w(ρ))) .
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In the definition of gL, the alternate sum of modified Bessel functions is a discretisation of
the partial derivative ((∏α∈Φ+ ∂α) J˜β)(Lx); see Section 5.2, where this argument will be made
rigorous for the Poisson regime. The discrete partial derivative gL can be extended to the
whole Weyl chamber C, and it is then an oscillating function that goes to 0 as the norm of its
parameter grows to infinity, in a fashion very similar to what happens for SU(2). We have
drawn in Figure 10 a function gL for L > 0 and the group G = SU(3); here the oscillations
are very small and barely visible. In this case, it is clear that the non-zero weights that yield
the largest eigenvalues are ω1 and ω2, which correspond to the fundamental representations
of the group.
5 10 15 20
−0.2
0.2
0.4
0.6
FIGURE 9. The function gL(x) for the group G = SU(2), with L = pi2 ; and the
two largest integer values.
1
FIGURE 10. A function gL for the group G = SU(3).
The only thing that might prevent one of the fundamental representations of the group
to provide the second largest eigenvalue is if L is too large, forcing the points of the lattice
L(ZΩ) that are neighbors of the weight 0 to be at the bottom of the first oscillation of gL.
This forbids us to state a universal theorem for the spectral gap, though we are also unable
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to provide a counterexample. In practice, a level L being fixed, one can use the asymptotic
behavior of the Bessel functions to get rid of the points of the lattice L(ZΩ) that are too far
from 0, and then there is only a finite number of values of gL to examine in order to deter-
mine the spectral gap. Thus, in most cases, the spectral gap of Γgeom(N, L) is asymptotically
equivalent to
N
vol(t/tZ)
(
L√
2pi
)rank(G)(
∑
w∈W
ε(w)
(
J˜RΩ(L (ρ− w(ρ)))− 1dimω1 J˜RΩ(L (ω1 + ρ− w(ρ)))
))
,
where ω1 is the fundamental weight:
• that corresponds in the classical cases to the geometric representation of the group of
matrices,
• and that maximises gL most of the time.
3.4. Extension to symmetric spaces with rank one. In this paragraph, we explain how to
adapt the arguments of the two previous sections to the case of a ssccss X = G/K of non-
group type. Roughly speaking, all the theoretical arguments from Section 2 adapt readily
by replacing the irreducible representations of G by the spherical representations of the pair
(G, K); on the other hand, the concrete computations from this section can be performed
without too much additional work if the space G/K has rank one, because in this case the
zonal spherical functions are polynomials of one parameter.
Spherical representations and zonal functions. In the sequel, we fix a compact symmetric
space X = G/K, and we denote dx the unique G-invariant probability measure on X, which
is the image of the Haar measure by the canonical projection from G to X. We call spherical
an irreducible representation Vλ of G which admits a non-zero K-fixed vector, so
(Vλ)K = {v ∈ Vλ | ∀k ∈ K, (ρλ(k))(v) = v}
is not reduced to {0}. It can be shown that (Vλ)K has then dimension 1, and also that
the subset ĜK ⊂ Ĝ of spherical representations is the intersection of the Weyl chamber C
with a sublattice of the lattice of weights ZΩ; this is the Cartan–Helgason theorem, see
[Hel84, Chapter V, Theorem 4.1], as well as [Sug62] and [GW09, Section 12.3]. Later, we
shall only be interested in the case of compact symmetric spaces with rank one, in which
case this sublattice has also rank one and will be explicitly described by Proposition 3.8.
Given a spherical representation Vλ with λ ∈ ĜK, we fix a spherical vector eλ in (Vλ)K
with
〈
eλ
∣∣ eλ〉Vλ = 1. The vector eλ is unique up to multiplication by a complex number
with modulus 1. The (normalised) zonal spherical function on X associated to the spherical
representation Vλ is
zonλ(g) =
〈
eλ
∣∣∣ (ρλ(g))(eλ)〉
Vλ
;
this function is bi-K-invariant on G, and it yields a K-invariant function on X. We have∫
G
|zonλ(g)|2 dg =
∫
X
|zonλ(x)|2 dx = 1
dλ
.
The spherical transform of a bi-K-invariant function is defined for f bi-K-invariant and λ ∈
ĜK by
f sph(λ) =
〈
eλ
∣∣∣ ( f̂ (λ))(eλ)〉
Vλ
=
∫
G
f (g) zonλ(g) dg.
We endow the spaceL 2(ĜK, d•) =
⊕⊥
λ∈ĜK Cwith the coordinatewise product and with the
Hilbert structure coming from the scalar product
〈a | b〉 = ∑
λ∈ĜK
dλ 〈a(λ) | b(λ)〉 ,
SPECTRUM OF A RANDOM GEOMETRIC GRAPH ON A COMPACT LIE GROUP 23
where on the right-hand side we have the usual scalar product on C. The analogue of
Theorem 2.2 in this setting is:
Theorem 3.6 (Cartan). The map f 7→ f sph from L 2(K\G/K, dg) to L 2(ĜK, d•) is an isometry
of Hilbert spaces and an isomorphism of commutative algebras. Moreover, if c ∈ L 2(K\G/K, dg),
then the convolution on the right
Rc : L 2(G/K, dg)→ L 2(G/K, dg)
f 7→ f ∗ c
is a Hilbert–Schmidt operator; its eigenvalues csph(λ) are in correspondence with the spherical
weights λ ∈ ĜK, each csph(λ) having multiplicity dλ.
A reformulation of the first part of this theorem is that the zonal spherical functions form an
orthogonal basis ofL 2(K\G/K, dg), with the convolution rule zonλ ∗ zonµ = δλ,µdλ zonλ. We
refer to [Hel84, Chapter V] for a proof of this result and a study of the spherical functions
of a compact symmetric space; an analogous treatment for finite Gelfand pairs is provided
by [CSST08, Chapter 4], and the whole discussion from loc. cit. adapts readily to compact
symmetric spaces by replacing the finite sums by integrals against Haar measures. Now,
in the setting of random geometric graphs with fixed level L on a symmetric space of non-
group type, the Giné–Koltchinskii theorem still applies, so the limit in the sense of Theorem
2.1 of the spectrum of A(N,L)N is the spectrum of the integral operator
Th : L 2(X, dx)→ L 2(X, dx)
f 7→
(
Th( f ) : x 7→
∫
X
h(x, y) f (y) dy
)
with h(x, y) = 1d(x,y)≤L. This operator writes as the right-convolution Rc with c(g) =
ZL(g) = 1d(gK,K)≤L bi-K-invariant function on G. Consequently, the analogue in the set-
ting of ssccss of non-group type of Proposition 2.3 is:
Proposition 3.7. Denote ZL(g) = 1d(gK,K)≤L with X = G/K ssccss of non-group type. The
eigenvalues of the operator on L 2(X) of convolution on the right by ZL are in bijection with the
spherical representations λ ∈ ĜK. Each eigenvalue cλ has multiplicity dλ and is given by the
formula cλ =
∫
G ZL(g) zon
λ(g) dg.
Symmetric spaces with rank one. The abstract result from Proposition 3.7 still holds if X
is connected but not necessarily simply connected, so in the sequel of this subsection we
remove this assumption. Then, the zonal integrals from the previous proposition can be
computed when X has rank one, which is equivalent to one of the following assertions:
• X is a compact symmetric space with rank one, meaning that X does not contain a
totally geodesic flat submanifold with dimension at least 2;
• X is a 2-point homogeneous compact connected Riemannian manifold: if x1, y1, x2, y2 ∈
X satisfy d(x1, y1) = d(x2, y2), then there exists an isometry i : X → X such that
i(x1) = x2 and i(y1) = y2;
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• X is one of the following spaces: the real spheres RSn≥1 = SO(n + 1)/SO(n); the
real, complex and quaternionic projective spaces
RPn≥2 = SO(n + 1)/O(n);
CPn≥2 = SU(n + 1)/U(n);
HPn≥2 = USp(n + 1)/(USp(n)×USp(1));
and the exceptional octonionic projective plane OP2 = F4/Spin(9).
We refer to [Wol67, Chapter 8] for a proof of the equivalence between the two first assertions;
the classification and the harmonic analysis of these spaces can be found in [Gri83, AH10]
and [VV09, Chapter 3]. All these spaces are simply connected but the one-dimensional
sphere RS1 = T and the real projective spaces RPn≥2, which are twofold-covered by the
real spheres RSn. In the following, we endow RSn (respectively,KPn withK ∈ {R,C,H})
with its usual Euclidean coordinates (x1, x2, . . . , xn+1) with ∑n+1i=1 (xi)
2 = 1 (respectively,
with its usual homogeneous coordinates [x1 : x2 : · · · : xn+1]). For the exceptional space
OP2, we have to be careful because of the non-associativity of the product of octonions, but
there is a dense affine chart of OP2 whose points [θ1 : θ2 : 1] are labeled by pairs (θ1, θ2)
of octonions, such that one can manipulate these homogeneous coordinates in exactly the
same way as for the other projective spaces. In this affine chart, we set θ3 = 1; in general,
a set of homogeneous coordinates [θ1 : θ2 : θ3] is allowed for a point in OP2 if the algebra
spanned by the three octonions θ1, θ2, θ3 is associative, see [Joh76, Ada96, Bae02] for details.
With these choices of coordinates, the group K stabilises the base point b = (0, 0, . . . , 1) or
b = [0 : 0 : · · · : 1], and the distance from x = (x1, x2, . . . , xn+1) or x = [x1 : x2 : · · · : xn+1]
to the base point is given by
d(x, b) =
arccos(xn+1) in the case of spheres,arccos( |xn+1|√|x1|2+|x2|2+···+|xn+1|2
)
in the case of projective spaces.
This formula differs by a multiplicative constant from the canonical Riemannian metric on
the symmetric space G/K which we detailed in Section 1.4. On the other hand, with the
same choice of coordinates, a bi-K-invariant function on the group G, which is a K-invariant
function on the symmetric space X, is also a function of this single parameter
x = xn+1 or s =
|xn+1|2
|x1|2 + · · ·+ |xn+1|2 .
Consequently, the integrals from Proposition 3.7 are integrals over one single real parameter
in [−1, 1] (real spheres) or in [0, 1] (projective spaces), whose distribution under the Haar
measure is:
X spherical coordinate law of the spherical coordinate
RSn x = xn+1
Γ( n+12 )
Γ( 12 ) Γ(
n
2 )
(1− x2) n2−1 1x∈[−1,1] dx
RPn s = |xn+1|
2
|x1|2+···+|xn+1|2
Γ( n+12 )
Γ( 12 ) Γ(
n
2 )
s− 12 (1− s) n2−1 1s∈[0,1] ds (β(
1
2 ,
n
2 ))
CPn s = |xn+1|
2
|x1|2+···+|xn+1|2 n (1− s)
n−1 1s∈[0,1] ds (β(1,n))
HPn s = |xn+1|
2
|x1|2+···+|xn+1|2 2n(2n + 1) s(1− s)
2n−1 1s∈[0,1] ds (β(2,2n))
OP2 s = |θ3|
2
|θ1|2+|θ2|2+|θ3|2 1320 s
3(1− s)7 1s∈[0,1] ds (β(4,8))
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In the case of a projective spaceKPn, one obtains a β-distribution
β(a,b)(ds) =
Γ(a + b)
Γ(a) Γ(b)
sa−1 (1− s)b−1 ds
with parameters a and b which depends on the field K of the projective space and on the
rank n. The distribution of the spherical coordinate x on the real sphereRSn will be denoted
θn(dx); its image by the map x 7→ x2 is the distribution β( 12 , n2 ).
By the remark stated just after the Cartan analogue 3.6 of the Peter–Weyl theorem, the
zonal spherical functions zonλ with λ ∈ ĜK form an orthogonal basis of the space of K-
invariant functions on X, with the normalisation condition zonλ(eG) = 1. On the other
hand, the orthogonal polynomials with respect to the distribution θn(ds) or βa,b(dx) form
an orthogonal basis of the space of functions of the parameter x or s which are square-
integrable. Since the bi-K-invariant functions are functions of this single parameter, the two
orthogonal bases correspond, and the following proposition describes these functions and
the associated spherical representations.
Proposition 3.8. Consider a symmetric space X = G/K with rank one. There is in each case a
dominant weight ω0 ∈ C ∩ZΩ such that ĜK =Nω0:
X Vω0 dkω0
RSn geometric representation on Cn+1 2k+n−1k+n−1 (
k+n−1
n−1 )
RPn so⊥(n + 1,C) ⊂ sl(n + 1,C) 4k+n−12k+n−1(2k+n−1n−1 )
CPn adjoint representation sl(n + 1,C) 2k+nn (
k+n−1
n−1 )
2
HPn sp⊥(2n + 2,C) ⊂ sl(2n + 2,C) 2k+2n+1
(2n+1)(k+1) (
k+2n
2n )(
k+2n−1
2n−1 )
OP2 tracefree part of the 27-dimensional Albert algebra A(3,O) 2k+11385 (
k+7
4 )(
k+10
10 )
The corresponding zonal spherical functions are the Legendre polynomials in the case of real
spheres
Pn,k(x) =
(−1)k Γ(n2 )
2k Γ(n2 + k)
1
(1− x2) n2−1
dk
dxk
(1− x2) n2+k−1, k ≥ 0,
and the Jacobi polynomials
J(a,b),k(s) =
(−1)k Γ(b)
Γ(b + k)
1
sa−1(1− s)b−1
dk
dsk
(sa+k−1(1− s)b+k−1), k ≥ 0,
both formulas being instances of Rodrigues’ formula for orthogonal polynomials.
The first part of the proposition is an immediate application of the Cartan–Helgason the-
orem which identifies the spherical dominant weights; the second part is treated in [AH10,
Chapter 2] in the case of spheres, and in [VV09] for the other spaces.
Asymptotics of the largest eigenvalues. By combining Proposition 3.7 and the explicit for-
mula for zonal spherical functions from Proposition 3.8, we can now compute the limiting
eigenvalues of A(N,L)N . Let us for instance treat the case of projective spaces. We have for
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k ≥ 1:
ckω0 =
∫ 1
0
1arccos(√s)≤L J
(a,b),k(s) β(a,b)(ds)
=
∫ 1
cos2 L
(−1)k Γ(a + b)
Γ(a) Γ(b + k)
dk
dsk
(sa+k−1(1− s)b+k−1) ds
=
(−1)k−1 Γ(a + b)
Γ(a) Γ(b + k)
dk−1
dsk−1
∣∣∣∣∣
s=cos2 L
(sa+k−1(1− s)b+k−1)
=
Γ(a + b)
Γ(a) Γ(b + 1)
(
sa(1− s)b J(a+1,b+1),k−1(s)
)∣∣∣
s=cos2 L
=
Γ(a + b)
Γ(a) Γ(b + 1)
(cos L)2a(sin L)2b J(a+1,b+1),k−1(cos2 L).
For k = 0, the spherical representation is the trivial one and c0 is the mean of the function
1d(x,b)≤L, hence the normalised volume in X of this ball. The computations are analogous
in the case of real spheres, with Laguerre polynomials instead of Jacobi polynomials. We
conclude:
Theorem 3.9. Let X be a sscc with rank one, and L a level in (0, pi2 ). In the sense of Theorem 2.1,
the limit of Spec(A(N,L)N ) consists of one eigenvalue ck for each k ≥ 0, the multiplicity of ck being
the dimension dkω0 computed in Proposition 3.8. The eigenvalues ck are provided by the following
table:
X eigenvalue c0 eigenvalue ck≥1
RSn
∫ L
0 sin
n−1 θ dθ∫ pi
0 sin
n−1 θ dθ
(sin L)n
n
∫ pi
0 sin
n−1 θ dθ P
n+2,k−1(cos L)
RPn
∫ L
0 sin
n−1 θ dθ∫ pi
2
0 sin
n−1 θ dθ
Γ( n+12 )
Γ( 12 ) Γ(
n+2
2 )
cos L (sin L)n J(
3
2 ,
n
2+1),k−1(cos2 L)
CPn (sin L)2n (cos L)2 (sin L)2n J(2,n+1),k−1(cos2 L)
HPn (sin L)4n (1+ 2n cos2 L) (2n + 1) (cos L)4 (sin L)4n J(3,2n+1),k−1(cos2 L)
OP2 (sin L)16 (1+8 cos
2 L
+36 cos4 L+120 cos6 L
) 165 (cos L)8 (sin L)16 J(5,9),k−1(cos2 L)
In particular, one can as in Section 3.3 use these formulas in order to compute the asymp-
totic spectral radius and spectral gap of Γgeom(N, L) in these cases.
Example 3.10. Let us treat the example from Figure 3. The spherical representations for the
real sphere RS2 have dimension 2k + 1, k ≥ 0; the corresponding zonal spherical functions
are the classical Legendre polynomials P2,k(x) = 12k k!
dk
dxk (x
2 − 1)k. The limiting eigenvalues
of the rescaled adjacency matrix A(N,L)N of a random geometric graph with level L on the
sphere are
c0 =
1− cos L
2
=
sin2 L
4
2
1+ cos L
;
ck =
sin2 L
4
P4,k−1(cos L), with P4,k−1(x) = 1
2k−1 k!
1
x2 − 1
dk−1
dxk−1
(x2 − 1)k.
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Thus, up to the multiplicative factor sin
2 L
4 , all the limiting eigenvalues of the random geo-
metric graph of level L can be obtained by looking at the values at x = cos L of the family
of functions {
f (x) =
2
1+ x
}
unionsq {P4,k(x), k ≥ 0}
see Figure 11.
f
P4,0
P4,1
P4,2
P4,3
P4,4
1
−1
1−1
cos L
FIGURE 11. The limiting eigenvalues of a random geometric graph on the 2-
dimensional real sphere in the Gaussian regime.
4. ASYMPTOTICS OF THE GRAPH AND OF ITS SPECTRUM IN THE POISSONIAN REGIME
In this section, we fix a ssccss X (of group or non-group type), and we are interested in
the asymptotic behavior of the spectrum of Γgeom(N, LN) when N goes to infinity and LN
goes to 0 in the following prescribed way:
LN =
(
`
N
) 1
dim X
, (4)
with ` > 0 fixed. As explained in the introduction, with this normalisation of LN, the ex-
pected number of neighbors of a fixed vertex of Γgeom(N, LN) (for instance v1) is asymptotic
to
c(dim X)
vol(X)
`,
where vol(X) is the volume of the space X, and c(dim X) is the volume of a Euclidean unit
ball in Rdim X. When X = G is a Lie group, its volume vol(G) is computed in Section 6.6;
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for the other cases, we refer to [AY97]. We now set
νN =
1
N
N
∑
i=1
δci(N),
where c1(N) ≥ c2(N) ≥ · · · ≥ cN(N) are the eigenvalues of the adjacency matrix of
Γgeom(N, LN). For each N, νN is a random element of M 1(R), the set of Borel probability
measures on the real line. The remainder of this article focuses on studying the asymptotic
behavior of the random spectral measures νN. We shall in particular prove that there exists
a probability measure µ ∈ M 1(R) which depends only on `, vol(X) and dim X, and such
that
νN ⇀N→+∞ µ, (5)
where ⇀ denotes the convergence in law; see Theorem 4.20. In Equation (5), the conver-
gence occurs in probability; this makes sense sinceM 1(R) is a polish space for the topology
of weak convergence, so in particular it is metrisable; see [Bil99, Chapter 1].
There are at least two possible approaches in order to prove the convergence in law (5):
• Local Benjamini–Schramm convergence of the graphs (this section). The notion of
local convergence of graphs has been introduced formally in [BS01] and [AS04, Sec-
tion 2]; the idea appeared in several previous works for specific examples, see for
instance [Ald91]. More recently, a connection between this notion of convergence
and the weak convergence of the spectral measures of the adjacency matrices has
been established. We refer to [BL10, ATV11, BLS11], and to [Bor16, Proposition 2.2]
for the most general result, which relies on arguments from the theory of von Neu-
mann algebras. We recall briefly this theory in Section 4.1. In the setting of Poissonian
random geometric graphs:
(i) We have a random point process (vn)n∈N (the random vertices) which takes
place on a space which is locally almost isometric to an Euclidean vector space.
(ii) As n goes to infinity, this random point process has locally almost the same sta-
tistics as a Poisson point process.
(iii) The geometric graph built from this random point process converges then in the
local Benjamini–Schramm sense, and this implies the weak convergence of the
spectral measures.
In the almost correspondences listed above, the geometric graphs can be locally mod-
ified with a positive probability, so we have to be very careful if we want to prove
rigorously the local convergence of our random geometric graphs. To this purpose,
we solve a more general problem by giving a sufficient condition for a convergent
random point process on a convergent sequence of metric spaces to give rise to a se-
quence of random graphs which is locally convergent (Theorem 4.11). In Section 4.2,
we recall the notion of pointed Lipschitz convergence for proper metric spaces, and
we present a similar notion of convergence for proper metric spaces endowed with
a random point process. In Section 4.3, we relate these notions of convergence to the
local convergence of random geometric graphs under a mild regularity hypothesis.
Our result implies in particular the Benjamini–Schramm convergence of the Pois-
sonian random geometric graphs on a compact connected symmetric space X, the
limit being the geometric graph drawn from a Poisson point process onRdim X (The-
orem 4.6). This geometric argument combined with the aforementioned result from
[Bor16] implies the convergence of the spectral measures νN towards some prob-
ability measure µ (see Theorem 4.20). For this result, we shall use in addition to
the previous argument the fact that in a Poissonian random geometric graph, the
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neighborhoods of two vertices which are at macroscopic distance are asymptotically
independent when N goes to infinity.
• Method of moments (Section 5). Another more naive approach is to try to compute
the moments of the measure νN, and to prove that they all converge in probability
towards the moments of a measure which is determined by its moments. We shall
prove at the end of Section 4.4 that the limiting measure µ is indeed determined by
its moments. Section 5 proposes then a combinatorial method in order to compute
these limiting moments, and it explains how the computation of these moments is
related to the asymptotic representation theory of the Lie group G. As detailed in
the introduction, we do not solve entirely the problem of the computation of the
moments of µ, but this alternative approach leads quite surprisingly to a general
conjecture on certain functionals of the irreducible representations of the group.
4.1. Benjamini–Schramm local convergence and continuity of the spectral map. The no-
tion of local convergence of random graphs concerns random rooted graphs. Since all the
vertices of a random geometric graph play the same role, looking at rooted graphs (Γ, r)
instead of simple graphs Γ will not be a problem hereafter. We denote G• the set of all
connected locally finite rooted graphs (Γ, r) = (V, E, r):
• Γ = (V, E) is a simple graph, with V possibly infinite but countable;
• r ∈ V is a distinguished vertex and all the vertices of Γ are connected to v by a finite
path;
• any vertex v ∈ V has finite degree: deg v = |{w ∈ V | v ∼ w}| < +∞.
We identify two connected locally finite rooted graphs (Γ1, r1) and (Γ2, r2) if there exists a
bijective map φ : V1 → V2 such that φ(r1) = r2 and such that (v, w) ∈ E1 if and only if
(φ(v), φ(w)) ∈ E2. On the other hand, for n ∈ N, we denote G•(n) the subset of G• that
consists in rooted graphs ((V, E), r) where all the vertices v ∈ V satisfy dΓ(v, r) ≤ n. Here
and in the sequel, the distance dΓ is the graph distance dΓ(v, w) = min{r ≥ 0 | v = v0 ∼
v1 ∼ v2 ∼ · · · ∼ vr = w}. It should not be confused with the geodesic distance d if the
vertices of Γ are points in a Riemannian manifold X. We have a natural homomorphism of
rooted graphs
pin : G• → G•(n)
(Γ, r) 7→ (Γ(r, n), r),
where Γ(r, n) is the subgraph of Γ whose vertices are the v’s in V such that dΓ(r, v) ≤ n, and
whose edges are those of Γ that connect vertices v, w such that dΓ(r, v) ≤ n and dΓ(r, w) ≤ n.
For instance, if (Γ, r) is the lattice Z2 rooted at the origin r = (0, 0), then
pi3(Z
2, (0, 0)) = .
We endow G• with the following distance:
d•((Γ, r), (Γ′, r′)) =
1
1+min{n ∈N | pin(Γ, r) = pin(Γ′, r′)} .
It is known that (G•, d•) is a complete separable metric space. Moreover, the topology
corresponding to d• is the projective limit of the discrete topologies on the sets G•(n):(
(ΓN, rN)→d•, N→∞ (Γ, r)
) ⇐⇒ (∀n ∈N, ∃Nn such that ∀N ≥ Nn, pin(ΓN, rN) = pin(Γ, r)).
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Let us now introduce randomness in this framework. Since G• is a polish space, the space
M 1(G•) of Borel probability measures on the space of rooted graphs is again a polish
space. We say that a sequence of random rooted graphs (ΓN, rN)N∈N converges in the local
Benjamini–Schramm sense towards a random rooted graph (Γ, r) if the probability distribu-
tions L(ΓN ,rN) and L(Γ,r) of these random rooted graphs satisfy
L(ΓN ,rN) ⇀N→∞ L(Γ,r).
We have the following characterisation of the local Benjamini–Schramm convergence:
Proposition 4.1. A sequence of random rooted graphs (ΓN, rN)N∈N converges in the local sense if
and only if, for any n ∈N and any rooted finite graph γn ∈ G•(n),
lim
N→+∞
P[pin(ΓN, rN) = γn] = P[pin(Γ, r) = γn].
This equivalence is stated without proof at the beginning of [BS01]; it is relatively easy to
prove once one remarks that any open subset of G• is a finite or countable disjoint union of
open balls.
If Γ is a finite graph on N vertices, its spectral measure νΓ is 1N ∑
N
i=1 δci , where the ci’s
are the eigenvalues of the symmetric adjacency matrix AΓ; thus, νN = νΓgeom(N,LN). This
definition can be extended to certain infinite (random) rooted graphs as follows. Given
(Γ, r) = (V, E, r) ∈ G•, we can consider the adjacency operator
AΓ : `2c(V)→ `2c(V)
f 7→
AΓ f : w 7→ ∑
(v,w)∈E
f (v)

where `2c(V) is the space of finitely supported functions on V, which is dense in `2(V). This
operator is self-adjoint, and it admits at least one self-adjoint extension to `2(V). If Γ has a
uniformly bounded degree, then the self-adjoint extension is unique and it is a continuous
linear operator `2(V) → `2(V). However, in general, there might be several different self-
adjoint extensions of AΓ, and these extensions can be unbounded operators. We say that
the graph Γ or its adjacency operator AΓ is essentially self-adjoint if the self-adjoint extension
AΓ : `2(V) → `2(V) is unique. In this case, given a root r of Γ, we define the spectral
measure µ(Γ,r) of the rooted graph by the following formula:
∀z ∈ C+,
〈
1r
∣∣∣ (AΓ − z)−1(1r)〉
`2(V)
=
∫
R
1
x− z µ(Γ,r)(dx),
where C+ denotes the upper half-plane. The measure µ(Γ,r) is a Borel probability measure
inM 1(R), and its existence and unicity is obtained by using Herglotz’s representation the-
orem of holomorphic functions on the upper half-plane, and the standard properties of the
resolvent of a self-adjoint (possibly unbounded) linear operator. We refer to [Sch12] for the
spectral theory of unbounded operators.
Remark 4.2. In this general setting, we cannot a priori use the moments Ms≥1 = 〈1r | (AΓ)s(1r)〉
in order to define µ(Γ,r). Indeed, without additional assumptions, these quantities might
correspond to several different probability measures; see however the end of Section 4.4.
Given a distribution L ∈ M 1ess(G•) ⊂ M 1(G•) supported by essentially self-adjoint
rooted graphs, we can finally define its spectral measure µL by µL = EL[µ(Γ,r)]. The pro-
cess of taking the expectation of a random probability measure is what one expects: for any
bounded continuous function f onR, µL( f ) = EL[µ(Γ,r)( f )]. This formula defines a positive
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linear functional µL on Cb(R), and by [Lan93, Chapter IX, §2, Theorem 2.3] this functional
is uniquely determined by a Borel probability measure µL inM 1(R). We have thus defined
a spectral map
M 1ess(G•)→M 1(R)
L 7→ µL.
This construction extends the notion of spectral measure of a finite graph. Indeed, given a
finite graph Γ, let us denote U(Γ) the uniformly pointed graph constructed from Γ: it is the
random connected finite graph (Γ, r) with r uniformly chosen among the vertices of Γ, and
where we only keep the connected component of the root r. This measure is supported by
connected finite graphs, which are of course essentially self-adjoint. An easy computation
shows then that the measure µU(Γ) defined above is simply equal to νΓ; see e.g. [Bor16,
beginning of Section 2.3].
Remark 4.3. Above and also in the sequel, the spectral measures of finite graphs are denoted
by the letter ν, whereas the expected spectral measures of random essentially self-adjoint
rooted graphs are denoted by the letter µ. The reader should pay attention to the fact that
in the first case the spectral measure ν can be random if the graph is random, whereas the
notation µ is always used for deterministic measures.
As far as we know, it is unknown whether the spectral map µ is continuous on the whole
space M 1ess(G•) of essentially self-adjoint random rooted graphs, but the restriction to a
smaller subspace is known to be continuous. A distribution L ∈M 1(G•) is said unimodular
if, for any positive measurable function f : G•• → R+ on the set of locally finite bi-rooted
graphs (Γ, r1, r2), one has
EL
 ∑
v∈V(Γ,r)
f (Γ, r, v)
 = EL
 ∑
v∈V(Γ,r)
f (Γ, v, r)
 .
Here,G•• is endowed with the smallest topology which makes the two projections (Γ, r1, r2)→
(Γ, r1) and (Γ, r1, r2) → (Γ, r2) continuous towards G•. For any finite graph Γ, U(Γ) is uni-
modular, and conversely, a unimodular distribution L of random rooted graphs which is
supported by connected finite graphs is necessarily a mixture of uniformly pointed graphs
U(Γ). It was shown by Benjamini and Schramm that the unimodular distributions form
a closed subset M 1uni(G•) ⊂ M 1(G•) for the local convergence; see [BS01, Section 3.2] or
[Bor16, Lemma 2.1].
Theorem 4.4. If (Γ, r) is a random rooted graph chosen according to a unimodular distribution L,
then Γ is L-almost surely essentially self-adjoint. In other words,M 1uni(G•) ⊂M 1ess(G•). Then, the
restriction of the spectral map µ toM 1uni(G•) is continuous with respect to the Benjamini–Schramm
local convergence and to the weak convergence of measures.
These facts are proven in [Bor16, Proposition 2.2]. They imply in particular that if (ΓN)N∈N
is a sequence of random graphs such that U(ΓN)→ L for some L inM 1(G•) (and in fact in
M 1uni(G•)), then we have E[νΓN ] ⇀N→∞ µL. Then, there is a simple criterion which allows
one to get rid of the expectation and to obtain the convergence in probability of the spectral
measures:
Proposition 4.5. Given a finite graph Γ, we denote U2(Γ) the law in M 1(G••) of a random bi-
rooted graph (Γ, r1, r2) with (r1, r2) chosen uniformly among the pairs of vertices of Γ. Let (ΓN)N∈N
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be a sequence of random finite graphs such that U2(ΓN) → L⊗ L, with L ∈ M 1(G•). Note that
this implies in particular the local convergence U(ΓN)→ L. Then, νΓN ⇀N→∞ µL in probability.
Proof. See [BL10, Theorem 1] or [BLS11, Corollary 12]; the arguments in loc. cit. are used in
a less general setting, but they hold without modification. 
4.2. Pointed Lipschitz and random pointed Lipschitz convergence. In the remainder of
this section, we fix a ssccss X, a parameter ` > 0, we consider the sequence of random
geometric graphs ΓN = Γgeom(N, LN), with LN as in Equation (4). We denote U(ΓN) =
(ΓN, rN) with rN uniformly chosen among the vertices of ΓN, and where it is understood
that we then only look at the connected component of this root rN. We recall that νN is the
(random) spectral measure of the random geometric graph Γgeom(N, LN), and we shall also
denote µN = E[νN]; with the notations previously introduced, µN = µU(Γgeom(N,LN)). The
discussion of the previous section shows that the convergence in probability νN ⇀ µ and
the deterministic convergence µN ⇀ µ are quite close results, and that the second (weaker)
result is an immediate consequence of:
Theorem 4.6 (Local convergence).
(1) The sequence (ΓN, rN)N∈N converges in the local Benjamini–Schramm sense towards an
infinite random rooted graph (Γ∞, r). As a consequence, there exists a Borel probability
measure µ on R such that µN ⇀N→∞ µ.
(2) The limit (Γ∞, r) has the following distribution. We consider a Poisson point process P on
Rdim X with intensity `vol(X) Leb, where Leb is the standard Lebesgue measure. We take
r = 0 and we connect points of P unionsq {0} when their Euclidean distance is smaller than
1. Then, Γ∞ has the distribution of the connected component of the root vertex {0}. In
particular, the local limit depends only on dim X and on the parameter `vol(X) .
Remark 4.7. The arguments used hereafter adapt readily to any connected compact homo-
geneous Riemannian manifold X = G/H; in particular, since we do not use any argument
from representation theory in this section, the assumption of simple connectedness on the
symmetric spaces is here superfluous.
Let us give an intuitive explanation of Theorem 4.6. When looking at the s-neighborhood
(in the sense of graph distance) of a random root rN in Γgeom(N, LN), this s-neighborhood
only depends on what happens in a small ball of radius O(sLN) around rN, and this ball
is almost isometric to its Euclidean counterpart in Rdim X. Then, the restriction of the point
process {v1, . . . , vN} to the small ball converges towards a Poisson point process, since each
vi has a probability O( 1N ) to be in the small ball, and since there are N independent random
points v1, . . . , vN. Theorem 4.6 is therefore a natural result, but let us insist on the fact that its
rigorous proof cannot be made short, for the following reason. Since we only have a quasi-
isometry between the small ball BX in X and its tangent projection BEuclidean in Rdim X:
The projection in BEuclidean of a geometric graph with level LN in BX is not a geo-
metric graph with level LN in BEuclidean.
Therefore, we need to be very careful with the various approximations involved in the pre-
vious intuitive explanation. To overcome the aforementioned difficulties, we shall see The-
orem 4.6 as a particular case of a more general result, which states roughly that if a sequence
of pointed metric spaces converges in a suitable way, and if one chooses random points on
SPECTRUM OF A RANDOM GEOMETRIC GRAPH ON A COMPACT LIE GROUP 33
these spaces in a way that is also convergent, then the corresponding geometric graphs con-
verge under adequate assumptions in the local Benjamini–Schramm sense. The existence of
such a result is not really surprising, but we could not find in the literature a set of sufficient
conditions for the local convergence of graphs in this setting. The remainder of this subsec-
tion is devoted to the introduction of all the required hypotheses. In Section 4.3, we shall
then show that these hypotheses lead to the aforementioned connection between conver-
gence of metric spaces and convergence of random geometric graphs (Theorem 4.11). We
shall also prove in this paragraph and in the next one that all the required hypotheses for
Theorem 4.11 are fulfilled in the Poissonian regime of random geometric graphs on a ssccss,
leading to a proof of Theorem 4.6.
We start by recalling the notion of pointed Lipschitz convergence [Gro07]. Given two
compact metric spaces (X, d) and (X′, d′), we say that they are Lipschitz equivalent if there
exists an homeomorphism f : X → X′ such that
∀x 6= y ∈ X, c ≤ d
′( f (x), f (y))
d(x, y)
≤ C,
with c and C strictly positive constants. The Lipschitz distance between two compact metric
spaces is then defined by
dL((X, d), (X′, d′)) = inf
f :X→X′ homeomorphism
(
| log dil( f )|+ | log dil( f−1)|
)
,
where dil( f ) denotes the dilation constant of an homeomorphism, defined by
dil( f ) = sup
x 6=y∈X
d′( f (x), f (y))
d(x, y)
.
We convene that dL((X, d), (X′, d′)) = +∞ if the two spaces (X, d) and (X′, d′) are not Lips-
chitz equivalent. Obviously, dL((X, d), (X′, d′)) = 0 if and only if the two spaces (X, d) and
(X′, d′) are isometric, so dL is well defined on the set CMS of isometry classes of compact
metric spaces. The topology associated to this notion of convergence does not have nice
properties (polish space, etc.), and it is much finer than the Gromov–Hausdorff topology (cf.
[Gro07, Section 3.11] and [Pet06, Chapter 10]). However, it is adequate in order to compare
random point processes on metric spaces, and the corresponding random geometric graphs.
It is easy to adapt the definition of the Lipschitz distance to pointed compact metric spaces:
if (X, x, d) and (X′, x′, d′) are two pointed compact metric spaces (compact metric spaces
with a distinguished point), we define their pointed Lipschitz distance by
dL,•((X, x, d), (X′, x′, d′))
= inf
f :X→X′ homeomorphism
(
| log dil( f )|+ | log dil( f−1)|+ d′( f (x), x′) + d(x, f−1(x′))
)
.
This metric yields a topology on the set CMS• of pointed isometry classes of pointed com-
pact metric spaces. Next, we consider pointed proper metric spaces, that is to say metric
spaces (X, d) with a distinguished point x and such that every closed ball BX(x, R) with
R ≥ 0 is compact. Note that these hypotheses imply that every closed ball in X is compact.
We denote PMS• the set of pointed isometry classes of such spaces. For every R ≥ 0, we
have a natural map
piR : PMS• → CMS•
(X, x, d) 7→ (BX(x, R), x, d|BX(x,R)),
and these maps allow one to endow PMS• with the topology of pointed Lipschitz convergence:
a sequence of pointed proper metric spaces (XN, xN, dN)N∈N converges to (X, x, d) if and
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only if piR((XN, xN, dN)) →dL,• piR((X, x, d)) for any R ≥ 0. This is the adequate definition
that we shall use hereafter for convergence of metric spaces.
Example 4.8 (Proposition 3.15 in [Gro07]). Let (X, o) be a Riemannian manifold with a dis-
tinguished point o. Let (tN)N∈N be a sequence growing to infinity, and dN = tNd, d being
the geodesic distance on X. When N → ∞, (X, o, dN)N∈N converges in the pointed Lips-
chitz topology towards (ToX, 0, dToX), where dToX is the Euclidean distance associated to the
scalar product 〈· | ·〉ToX.
Let (XN, xN, dN)N∈N be a sequence of pointed proper metric spaces, and (MN)N∈N be
a sequence of random point processes on these spaces. We now want to define a notion
of convergence for the whole sequence (XN, xN, dN, MN)N∈N. Let us first recall briefly the
general theory of point processes; see [Kal02, Chapter 12] for more details. We warn the
reader that in the following, all the measures considered will be positive measures; and all
the results claimed hold only for proper metric spaces. If (X, d) is a proper metric space,
then:
• It is locally compact, therefore, the positive Radon measures (Borel measures that are
locally finite and regular) are exactly the positive linear forms on the space of com-
pactly supported continuous functions Cc(X) (see again [Lan93, Chapter IX]).
• It is also σ-compact, hence polish, and in particular a Radon space. Thus, any locally
finite measure on X is regular, so the space MRadon(X) of Radon measures on X is
simply the space of locally finite positive Borel measures.
In this setting, we endow MRadon(X) with the ∗-weak topology: a sequence of positive
Radon measures (µn)n∈N converges towards a Radon measure µ if, for any φ ∈ Cc(X),
µn(φ) → µ(φ). This topology is also called the vague topology, and we refer to [Bou81,
Chapter 3] for a detailed study of it. With respect to the σ-field spanned by the vague
topology, for any Borel subset A ⊂ X, the map
MRadon(X)→ R+ unionsq {+∞}
µ 7→ µ(A)
is measurable. On the other hand, if X is a proper metric space, then one can show that the
vague topology onMRadon(X) makes it a polish space (see [Bou81, Chapter 3, ex. 1.14.a] for
the metrisability, and [loc. cit., Chapter 3, Proposition 14] for the completeness). A random
point process is a random element of the measurable subset Matomic(X) ⊂ MRadon(X) of
atomic measures, which are the locally finite sums of Dirac measures
(M ∈Matomic(X)) ⇐⇒
(
M =∑
i∈I
δxi , with µ(K) < +∞ for any compact subset K ⊂ X
)
.
A Poisson point process P associated to an intensity µ ∈ MRadon(X) is an example of ran-
dom point process, with E[P(φ)] = µ(φ) for any φ ∈ Cc(X); see again [Kal02, Chapter 12].
We denote PMS•,? the set of pointed proper metric spaces (X, x, d) endowed with a ran-
dom point process M. We identify two such objects (X, x, d, M) and (X′, x′, d′, M′) if there
exists a bijective isometry i : X → X′ such that i(x) = x′ and i?M =(law) M′. We say that
a sequence (XN, xN, dN, MN)N∈N in PMS•,? converges in the random pointed Lipschitz sense
towards an element (X, x, d, M) if, for any R > 0, there exists an integer N0(R) such that
for N ≥ N0(R), one can find homeomorphisms fN,R : BXN(xN, R) → BX(x, R) with the
following properties:
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(1) We have
lim
N→∞
(
| log dil( fN,R)|+ | log dil( f−1N,R)|+ d′( fN,R(xN), x) + d(xN, f−1N,R(x))
)
= 0.
In particular, this implies that (XN, xN, dN) → (X, x, d) in the pointed Lipschitz
topology.
(2) Consider a continuous function φ : X → R which is compactly supported on a ball
BX(x, R). If (MN)|BXN (xN ,R) = ∑i∈IN,R δxN,R,i and M|BX(x,R) = ∑i∈IR δxR,i , then we have
the convergence in law
∑
i∈IN,R
φ( fN,R(xN,R,i))⇀N→∞ ∑
i∈IR
φ(xR,i).
Beware that the second condition is weaker than the statement ( fN,R)?((MN)|BXN (xN ,R)) ⇀
M|BX(x,R) (in law and for the vague topology), because we only allow test functions φ that
vanish on the boundary (and outside) of BX(x, R).
Proposition 4.9. Let X be a ssccss. We denote d the geodesic distance on X with the normalisation
given by Equation (1); tN = N
1
dim X and dN = tN d; o = eG the neutral element if X = G is a
group, and o = piX(eG) the reference point if X = G/K is not a group. We denote MN the point
process on X obtained by taking N independent points at random according to the Haar measure. As
N goes to infinity,
(X, o, dN, MN)→
(
ToX, 0, dToX,P
(
1
vol(X)
))
, (6)
where dToX is the Euclidean distance on ToX associated to the opposite Killing form or its restriction,
and P(λ) is the Poisson point process on ToX whose intensity is λLeb, Leb being the Lebesgue
measure associated to the distance dToX. The convergence in Equation (6) is in the random pointed
Lipschitz sense.
Proof. In the sequel, since we shall consider families of distances on X, in order to avoid
any ambiguity, we shall indicate the distance d of a ball B(x, r) = B(X,d)(x, r) in X. We
also denote x = ToX, which is the Lie algebra of X if X is a group, and a subspace of the Lie
algebra of G if X = G/K is of non-group type. Fix R > 0. By the aforementioned result from
[Gro07, Proposition 3.15], there exist some bijective maps fN,R : B(X,tNd)(o, R) → Bx(0, R)
which are smooth, which send the reference point o to 0, and such that
lim
N→∞
(| log dil( fN,R)|+ | log dil( f−1N,R)|) = 0.
Let φ be a bounded measurable function compactly supported on Bx(0, R). If P = P( 1vol(X))
is the Poisson process on x with intensity 1vol(X) Leb =
dt
vol(X) , then the Laplace transform of
P(φ) is given by the Campbell formula:
E[ez P(φ)] = exp
(
1
vol(X)
∫
Bx(0,R)
(ez φ(t) − 1) dt
)
.
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On the other hand, the Laplace transform of (( fN,R)?(MN)|B(X,dN )(o,R))(φ) is
E
[
exp
(
z (( fN,R)?(MN)|B(X,dN )(o,R))(φ)
)]
= E
[
exp
(
z
N
∑
i=1
1dN(o,vi)≤R φ( fN,R(vi))
)]
=
(∫
X
exp
(
z 1dN(o,x)≤R φ( fN,R(x))
)
dx
)N
=
(
1+
∫
B(X,dN )(o,R)
(ez φ( fN,R)(x) − 1) dx
)N
.
Since fN,R is a smooth quasi-isometry, by the change of variables formula, the image by the
map fN,R of the restriction of the Haar measure to the ball B(X,dN)(o, R) = B(X,d)(o, R(tN)−1)
is a measure
mN,R(t) 1‖t‖x≤R
1
N vol(X)
dt,
where mN,R(t) is a smooth positive function that converges uniformly to 1 on Bx(0, R). Then,
the change of variables t = fN,R(x) yields
E
[
exp
(
z (( fN,R)?(MN)|B(X,dN )(o,R))(φ)
)]
=
(
1+
1
N vol(X)
∫
Bx(0,R)
mN,R(t) (ez φ(t) − 1) dt
)N
= exp
(
1
vol(X)
∫
Bx(0,R)
(ez φ(t) − 1) dt
)
(1+ o(1)).
This ensures the convergence in law of the restricted point processes, hence the convergence
in the random pointed Lipschitz sense. Notice that, since the previous convergence holds
for any bounded measurable function φ, given a family (φ1, . . . , φs) of bounded measurable
functions compactly supported on Bx(0, R), we also have
E
[
exp
(
s
∑
i=1
zi(( fN,R)?(MN)|B(X,dN )(o,R))(φi)
)]
= E
[
exp
(
s
∑
i=1
zi P(φi)
)]
(1+ o(1)),
hence the convergence in law of the whole vector of observables of the random point process
( fN,R)?(MN)|B(X,dN )(o,R) towards the vector of observables of the Poisson point process. 
4.3. Convergence of metric spaces and convergence of random geometric graphs. Given a
pointed proper metric space (X, x, d) endowed with a random point process M, for any L >
0, we can consider the geometric graph Γgeom(X, x, d, M, L) whose vertices are the points of
{x} ∪ {atoms of M}, and whose edges are the pairs of points (y, z) ∈ {x} ∪ {atoms of M}
such that d(y, z) ≤ L. Here and in the sequel, we assume that M is a simple random point
process (with probability 1, M does not involve atoms with multiplicity greater than 1),
and that M(x) = 0 almost surely. This assumption ensures that Γgeom(X, x, d, M, L) is
a simple graph without multiple edge. The geometric graph Γgeom(X, x, d, M, L) is natu-
rally rooted at x. Since M is almost surely locally finite and (X, d) is proper, it is easy
to see that (the connected component of x in) Γgeom(X, x, d, M, L) is almost surely locally
finite, hence an element of G•. Now, given a sequence (XN, xN, dN, MN)N∈N in PMS•,?
that converges in the random pointed Lipschitz sense towards (X, x, d, M), it is natural to
ask whether this ensures the local Benjamini–Schramm convergence of the random rooted
graphs Γgeom(XN, xN, dN, MN, L) towards Γgeom(X, x, d, M, L). Under an additional hypoth-
esis of regularity on the limiting point process M, the answer is yes.
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Definition 4.10. A family (X, x, d, M) ∈ PMS•,? consisting in a pointed proper metric space and
a random point process on it is said regular if, for any fixed L > 0, the increasing map
R+ → G•
l 7→ Γgeom(X, x, d, M, l)
is almost surely continuous at l = L with respect to the local Benjamini–Schramm topology on G•.
Theorem 4.11. Let (XN, xN, dN, MN)N∈N be a sequence in PMS•,? that converges in the ran-
dom pointed Lipschitz sense towards (X, x, d, M). We assume that the pointed proper metric space
(X, x, d) and its point process M are regular. Then, for any L > 0 fixed, the sequence of random
graphs (Γgeom(XN, xN, dN, MN, L))N∈N converges in the local Benjamini–Schramm sense towards
Γgeom(X, x, d, M, L).
Note that the regularity assumption is equivalent to the fact that almost surely, no pair of
points (y, z) of {x} unionsq {atoms of M} are exactly at distance L for a fixed positive real number
L. Let us first see why this general result implies Theorem 4.6:
Proof of Theorem 4.6. With tN = N
1
dim X , we already know that (X, rN, tNd, MN)N∈N con-
verges in PMS•,? towards(
Rdim X, 0, dEuclidean, δ0 + P
(
1
vol(X)
))
.
The differences between this statement and Proposition 4.9 are the following:
• We have replaced the reference point o by a random atom rN of MN, which is added
to MN−1.
• We place ourselves on (Rdim X, 0, dEuclidean) instead of (ToX, 0, dToX).
However, the second modification amounts to an isometry between x = ToX and Rdim X,
whereas the first point is clearly solved by using the transitive action of the compact Lie
group G associated to X. Now, the limiting space is obviously regular with respect to ran-
dom geometric graphs, because given L > 0, there is almost surely no atom of the Poisson
point process exactly at distance L from another atom, or at distance L from 0. Therefore,
we have the local convergence
Γgeom(X, rN, tNd, MN, `
1
dim X )→ Γgeom
(
Rdim X, 0, dEuclidean, δ0 + P
(
1
vol(X)
)
, `
1
dim X
)
.
By scaling, the left-hand side is also Γgeom(X, rN, d, MN, LN) = (ΓN, rN), whereas the right-
hand side has the same law as Γgeom
(
Rdim X, 0, dEuclidean, δ0 + P
(
`
vol(X)
)
, 1
)
. 
We now turn to the proof of Theorem 4.11, which we split in several lemmas. A first con-
sequence of the regularity assumption is that the random increasing map r 7→ M(BX(x, r))
is almost surely continuous at r = R, for any fixed radius R. Indeed, this amounts to the
almost sure continuity of the map l 7→ card(pi1(Γgeom(X, x, d, M, l))) at l = R. A gener-
alisation of this property will be stated in Lemma 4.13. A less trivial consequence of the
assumptions of Theorem 4.11 is the following:
Lemma 4.12. Suppose that the atoms of M + δx are simple, and consider (XN, xN, dN, MN)N∈N
sequence in PMS•,? that converges in the random pointed Lipschitz sense to (X, x, d, M). Then,
each of the random point processes MN + δxN and M + δx is uniformly separated: for any R > 0
38 PIERRE-LOÏC MÉLIOT
and any ε > 0, there exists η > 0 and an integer N0 = N0 such that
∀N ≥ N0, P[MN + δxN has two atoms in BXN(xN, R) at distance smaller than η] ≤ ε;
P[M + δx has two atoms in BX(x, R) at distance smaller than η] ≤ ε.
Proof. In BX(x, R), we fix a finite sequence (yk)1≤k≤K that is η-dense: BX(x, R) ⊂ ⋃Kk=1 BX(yk, η).
This is possible since BX(x, R) is compact. We set φk(t) = (1− d(yk,t)4η )+. Note then that if
two points p1 and p2 are at distance smaller than
3η
2 , then there is at least one yk such that
d(p1, yk) ≤ η and d(p2, yk) ≤ 5η2 , and therefore such that
(δp1 + δp2)(φk) ≥
3
4
+
3
8
=
9
8
.
Conversely, if an atomic measure P satisfies P(φk) ≥ 98 , then there are at least two atoms
p1 and p2 of P in the support of φk, and therefore at distance d(p1, p2) ≤ 8η. We have thus
shown, for any atomic measure P:(
the minimal distance between atoms of P|BX(x,R) is less than
3η
2
)
⇒
(
(P(φ1), . . . , P(φK)) belongs to the closed set
K⋃
k=1
(R+)
k−1 ×
[
9
8
,+∞
)
× (R+)K−k
)
⇒ (the minimal distance between atoms of P|BX(x,R+4η) is less than 8η).
The parameters R and ε being fixed, the probability that M+ δx has two atoms in BX(x, R+
4η) at distance smaller than 8η goes to 0 as η goes to 0, because M+ δx is supposed without
multiplicity (we also use the fact that the random point processes that we are studying are
assumed to be locally finite). So, one can find η such that
P
[
the minimal distance between atoms of (M + δx)|BX(x,R+4η) is less than 8η
]
≤ ε
2
.
A fortiori,
P
[
((M + δx)(φ1), . . . , (M + δx)(φK)) belongs to
K⋃
k=1
(R+)
k−1 ×
[
9
8
,+∞
)
× (R+)K−k
]
≤ ε
2
.
We introduce the maps fN,R+4η which are almost isometries between the balls BXN(xN, R +
4η) and BX(x, R + 4η). By assumption, ((MN + δxN)(φ1 ◦ fN,R+4η), . . . , (MN + δxN)(φK ◦
fN,R+4η)) converges in law towards ((M + δx)(φ1), . . . , (M + δx)(φK)), so by Portmanteau
theorem,
lim sup
N→∞
(
P
[
((MN + δxN)(φ1 ◦ fN,R+4η), . . .) ∈
K⋃
k=1
(R+)
k−1 ×
[
9
8
,+∞
)
× (R+)K−k
])
≤ ε
2
.
Therefore, for N large enough, these probabilities are smaller than ε, and this implies:
P
[
there are two atoms of ( fN,R+4η)?((MN + δxN)|BXN (xN ,R+4η)) at distance less than
3η
2
]
≤ ε.
However, for N large enough, fN,R+4η modifies the distances by a factor smaller than 32 ,
therefore,
P
[
there are two atoms of (MN + δxN)|BXN (xN ,R+4η) at distance less than η
]
≤ ε.
This clearly implies the result. 
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A similar result that we shall use later is a property of uniform continuity of the maps
R 7→ M(BX(x, R)) and R 7→ M(BXN(xN, R)):
Lemma 4.13. For any R > 0 and ε > 0, there exists η > 0 and an integer N0 such that
∀N ≥ N0, P[(MN + δxN)(BXN(xN, R + η) \ BXN(xN, R− η)) ≥ 1] ≤ ε;
P[(M + δx)(BX(x, R + η) \ BX(x, R− η)) ≥ 1] ≤ ε.
The proof of this second lemma is entirely similar to the one of Lemma 4.12, and relies on the
use of adequate test functions. In the sequel, we fix a rooted finite graph γn ∈ G•(n), and
ε > 0. The symbols ΓN and Γ stand for Γgeom(XN, xN, dN, MN, L) and Γgeom(X, x, d, M, L); in
the sequel we shall deal with numerous approximations of these random graphs. Note that
if R ≥ nL, then the structure of pin(Γ, x) only depends on the restriction of the point process
M to the ball BX(x, R). We fix R ≥ nL + 4, and then η < min (1, L4 ) sufficiently small such
that with probability at least 1− ε,
• the random rooted graphs pin(Γgeom(X, x, d, M, L+ cη), x) with c ∈ [−4, 4] are all the
same (regularity condition);
• the atoms of (M + δx)|BX(x,R+η) are all separated by strictly more than 2η (Lemma
4.12);
• the cardinality (M+ δx)(BX(x, R− η)) is the same as (M+ δx)(BX(x, R+ η)) (Lemma
4.13).
We denote Aε the event corresponding to these three conditions; P[Aε] ≥ 1− ε. If η is suffi-
ciently small and N0 is sufficiently large, then for N ≥ N0, on an event AN,ε with probability
larger than 1− ε, we also have the same two last conditions satisfied by MN in XN:
• the atoms of (MN + δxN)|BXN (xN ,R+η) are all separated by strictly more than 2η;
• the cardinality (MN + δxN)(BXN(xN, R− η)) is the same as (MN + δxN)(BXN(xN, R+
η)).
We now proceed to a kind of discretisation of the random geometric graph ΓN. We fix a
set partition Ψ = Ψ1 unionsq Ψ2 unionsq · · · unionsq Ψ` of the ball BX(x, R) such that diam(Ψl) ≤ η2 for any
l ∈ [[1, `]], and we set ΠN,l = f−1N,R+η(Ψl), where fN,R+η : BXN(xN, R + η) → BX(x, R + η) is
almost an isometry. If N is taken large enough, then fN,R+η modifies the distance between
two points p1 and p2 by a factor c = c(p1, p2) with
max
(
2
3
,
R− η
R
)
≤ c ≤ min
(
3
2
,
R + η
R
)
.
Therefore, ΠN is a set partition with
BXN(xN, nL) ⊂ BXN(xN, R− η) ⊂
(⊔`
l=1
ΠN,l
)
⊂ BXN(xN, R + η)
and such that diam(ΠN,l) ≤ η for any l ∈ [[1, `]]. If we place ourselves on the event AN,ε,
then (MN + δxN)(ΠN,l) ≤ 1 for any l ∈ [[1, `]], because otherwise (MN + δxN)|BXN (xN ,R+η)
would have two atoms at distance smaller than η. Hence, we have fixed for any N ≥ N0
a grid ΠN with arbitrary small size and such that, with very high probability, the atoms of
(MN + δxN)|ΠN fall into the cases of this grid with at most one atom in each case. In the
following, we use the same notation ΠN for the set partition (ΠN,1, . . . ,ΠN,`) and for the
disjoint union of its parts.
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We call configuration associated to the random point process MN the subset
C(ΠN, MN) = {l ∈ [[1, `]] | (MN + δxN)(ΠN,l) ≥ 1}
of the set [[1, `]] of parts ofΠN that indicates in which cases of the grid the points of MN + δxN
fall. This configuration is well-defined on the whole probability space (Ω,F ,P) on which
the random point process MN is constructed, and it is a measurable function of it. Besides,
on the event AN,ε, C(ΠN, MN) = {l ∈ [[1, `]] | (MN + δxN)(ΠN,l) = 1}. We can associate to
the discrete configuration the random rooted graph Γgrid(ΠN, MN, L)
• whose vertices are the l’s in C(ΠN, MN),
• whose edges connect two indices l and m if dN(ΠN,l,ΠN,m) ≤ L,
• whose root is the index l = l(xN) such that δxN(ΠN,l) = 1, that is to say that xN falls
in ΠN,l.
We refer to Figure 12 for a drawing of the configuration C(ΠN, MN) and of the two random
rooted graphs Γgrid(ΠN, MN, L) and Γgeom(XN, xN, dN, MN, L). On this drawing, the space
XN is a part of the plane R2, the distance comes from the norm ‖ · ‖∞, the cases of the grid
are of size η × η, and L = 3η.
×
×
×
×
×
×
×
××
×
xN
Grid ΠN and point process MN + δxN . Discrete configuration C(ΠN, MN).
Graph Γgrid(ΠN, MN, L). Graph Γgeom(XN, xN, dN, MN, L).
FIGURE 12. The grid ΠN, the discrete configuration C(ΠN, MN) and the two
random graphs Γgrid(ΠN, MN, L) and Γgeom(XN, xN, dN, MN, L).
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Remark 4.14. In all the proofs hereafter, we shall manipulate atoms of the point processes
MN + δxN or M + δx, and indices of configurations C(ΠN, MN) or C(Ψ, M); and we shall
discuss whether they are connected in a graph Γgeom or Γgrid. When discussing the property
of being connected, implicitly, we shall only consider the atoms and the indices that are at graph
distance smaller than n from the root of the graph. We ask the reader to keep this convention
in mind, which we shall not recall each time and which if omitted might lead to imprecise
arguments.
Lemma 4.15. On the event AN,ε, for any L > 0, we have a sequence of inclusions
pin(Γgeom(XN, xN, dN, MN, L), xN) ⊂ pin(Γgrid(ΠN, MN, L), l(xN))
⊂ pin(Γgeom(XN, xN, dN, MN, L + 2η), xN).
Proof. Let a and b be two atoms of (MN + δxN)|ΠN , and l and m be the indices of the parts
ΠN,l and ΠN,m such that a ∈ ΠN,l and b ∈ ΠN,m. We say that l and m are the elements of
the configuration C(ΠN, MN) associated to a and b; this correspondence is well-defined on
AN,ε. Now, if a and b are connected in Γgeom(XN, xN, dN, MN, L), then we have two points
of ΠN,l and ΠN,m at distance smaller than L, so l and m are connected in Γgrid(ΠN, MN, L).
On the other hand, if l is connected to m in Γgrid(ΠN, MN, L), then sinceΠN,l andΠN,m have
diameter smaller than η, a and b are connected in Γgeom(XN, xN, dN, MN, L+ 2η). Therefore,
on the event AN,ε, we have indeed the two inclusions stated, being understood that on
this event we can identify the atoms of (MN + δxN)|ΠN and the integers in C(ΠN, MN) ⊂
[[1, `]]. 
As a consequence of this lemma, if the two discretisationspin(Γgrid(ΠN, MN, L− 2η), l(xN))
and pin(Γgrid(ΠN, MN, L), l(xN)) are the same and are equal to γn, then on AN,ε, we also
have pin(ΓN, xN) = γn. This leads to the inequality
P[pin(ΓN, xN) = γn]
≥ P[AN,ε ∩ (pin(Γgrid(ΠN, MN, L− 2η), l(xN)) = pin(Γgrid(ΠN, MN, L), l(xN)) = γn)]− ε
(7)
for any N ≥ N0. From now on, we shall work on XN with the discretised random graphs
Γgrid, and the next step of the proof of Theorem 4.11 consists in relating their distribution to
events that can be expressed in terms of observables (MN + δXN)(θN,l), where the θN,l’s are
compactly supported continuous functions on XN. To construct these functions, we start
from functions compactly supported on BX(x, R + η):
φ0(t) =
(
1− d(t, B
X(x, R− η))
2η
)
+
;
∀l ∈ [[1, `]] , φl(t) =
(
1− d(t,Ψl)
η
)
+
We then set
θN,l(t ∈ XN) =
{
φl ◦ fN,R+η(t) if t ∈ BXN(xN, R + η),
0 otherwise.
Given a configuration C ⊂ [[1, `]], we denote Il(C) = (23 ,+∞) if l ∈ C, and Il(C) = R if
l ∈ [[1, `]] \ C. We set
UC =
((
card(C)− 1
2
, card(C) +
1
2
)
×
`
∏
l=1
Il(C)
)
⊂ R`+1.
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The set UC is open inR`+1. On the other hand, for any L > 0, there is a finite set C(γn,ΠN, L)
of configurations C ⊂ [[1, `]] such that Γgrid(ΠN, MN, L) = γn if and only if C ∈ C(γn,ΠN, L).
The following lemma relates the event AN,ε ∩ (pin(Γgrid(ΠN, MN, L), l(xN)) = γn) to the
values of the random vector of observables
(MN + δxN)(θN) = ((MN + δxN)(θN,0), (MN + δxN)(θN,1), . . . , (MN + δxN)(θN,`))
and to its belonging to certain unions of open sets UC.
Lemma 4.16. We then have the following inclusions of events:AN,ε ∩
(MN + δxN)(θN) ∈ ⋃
C∈C(γn,ΠN ,L−η)
and C∈C(γn,ΠN ,L+η)
UC


⊂ (AN,ε ∩ (pin(Γgrid(ΠN, MN, L), l(xN)) = γn))
⊂
AN,ε ∩
(MN + δxN)(θN) ∈ ⋃
C∈C(γn,ΠN ,L)
UC
 .
Proof. On AN,ε, suppose first that there exists a configuration C0 such that (MN + δxN)(θN) ∈
UC0 , with C0 ∈ C(γn,ΠN, L − η) ∩ C(γn,ΠN, L + η). For any l ∈ C0, (MN + δxN)(θN,l) ∈
(23 , 1), so ( fN,R+η)?((MN + δxN)|ΠN) has at least one atom at distance smaller than
η
3 from
Ψl. Since fN,R+η cannot modify the distances by a factor larger than 32 , this implies that
MN + δxN has at least one atom at distance strictly smaller than
η
2 fromΠN,l, and in fact there
is exactly one such atom with this property: otherwise, sinceΠN,l has diameter smaller than
η, we would have two distinct atoms at distance smaller than 2η, and this is not allowed on
AN,ε. We thus have an injection from C0 to {atoms of (MN + δxN)|ΠN}, and this is actually a
bijection, because if there were other atoms, then one would have
(MN + δxN)(θN,0) = (MN + δxN)(ΠN) ≥ card(C0) + 1,
which contradicts the assumption (MN + δxN)(θN) ∈ UC0 . So, on AN,ε we have a per-
fect correspondence C0 ↔ {atoms of (MN + δxN)|ΠN}. Beware that this does not imply
C(ΠN, MN) = C0 (the two configurations might have occupied cases in the grid ΠN that
are adjacent but distinct). Let l and m two indices in C0, a and b the corresponding atoms,
and l′ and m′ the indices in C(ΠN, MN) such that a ∈ ΠN,l′ and b ∈ ΠN,m′ . If l is con-
nected to m by γn, then dN(Πl,Πm) ≤ L− η since C0 ∈ C(γn,ΠN, L− η), so dN(a, b) ≤ L
and dN(ΠN,l′ ,ΠN,m′) ≤ L. Conversely, if dN(ΠN,l′ ,ΠN,m′) ≤ L, then dN(Πl,Πm) ≤ L + η,
and as C0 ∈ C(γn,ΠN, L + η), this implies that l and m are connected by γn. We conclude
that the assumption made at the beginning implies that pin(Γgrid(ΠN, MN, L), l(xN)) = γn,
whence the first inclusion of events.
The second inclusion is much simpler. On AN,ε, if pin(Γgrid(ΠN, MN, L), l(xN)) = γn, then
C(ΠN, MN) ∈ C(γn,ΠN, L), and
(MN + δxN)(θN) ∈ UC(ΠN ,MN) ⊂
⋃
C∈C(γn,ΠN ,L)
UC. 
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By adapting the previous lemma to the events that appear in Inequality (7), we obtain the
following:
lim inf
N→∞
(P[pin(ΓN, xN) = γn]) ≥ lim inf
N→∞
P
(MN + δxN)(θN) ∈
⋃
C∈C(γn,ΠN ,L−3η)
and C∈C(γn,ΠN ,L−η)
and C∈C(γn,ΠN ,L+η)
UC

− ε.
Since we assume the convergence in the random pointed Lipschitz sense, and since the UC’s
are open sets, by the Portmanteau theorem, the right-hand side is larger than the analogue
probability involving the limiting point process M + δx, so
lim inf
N→∞
(P[pin(ΓN, xN) = γn]) ≥ lim inf
N→∞
P
(M + δx)(φ) ∈
⋃
C∈C(γn,ΠN ,L−3η)
and C∈C(γn,ΠN ,L−η)
and C∈C(γn,ΠN ,L+η)
UC

− ε.
The following final lemma relates the event on the right-hand side to properties of the dis-
cretised random geometric graphs on (X, x, d, M):
Lemma 4.17. We place ourselves on the event Aε specified before the introduction of the discretised
graphs Γgrid. If pin(Γgrid(Ψ, M, L − 4η), l(x)) and pin(Γgrid(Ψ, M, L + 2η), l(x)) are the same
graph and are equal to γn, then (M + δx)(φ) belongs to⋃
C∈C(γn,ΠN ,L−3η)
and C∈C(γn,ΠN ,L−η)
and C∈C(γn,ΠN ,L+η)
UC.
Proof. We suppose that
pin(Γgrid(Ψ, M, L− 4η), l(x)) = pin(Γgrid(Ψ, M, L + 2η), l(x)) = γn,
and we are going to prove that C0 = C(Ψ, M) belongs to C(γn,ΠN, L− 3η), to C(γn,ΠN, L−
η) and C(γn,ΠN, L + η). This will imply the result, since by the same argument as in the
proof of the previous lemma, (M + δx)(φ) ∈ UC(Ψ,M). Let l and m be two indices of C0 such
that ΠN,l and Πl,m are at distance smaller than L− 3η. Then, as fN,R+η does not modify the
distances by a factor larger than L−2ηL−3η , Ψl and Ψm are at distance smaller than L− 2η, so l
and m are connected in γn. Conversely, if Ψl and Ψm are at distance smaller than L − 4η,
then since f−1N,R+η does not modify the distances by a factor larger than
L−3η
L−4η , ΠN,l and ΠN,m
are at distance smaller than L− 3η. We conclude that C0 ∈ C(γn,ΠN, L− 3η), and the two
other sets of configurations are treated with similar arguments. 
Proof of Theorem 4.11. The previous lemma ensures that
lim inf
N→∞
(P[pin(ΓN, xN) = γn])
≥ P[Aε ∩ (pin(Γgrid(Ψ, M, L− 4η), l(x)) = pin(Γgrid(Ψ, M, L + 2η), l(x)) = γn)]− ε.
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However, we have on Aε the inclusion
pin(Γgeom(X, x, d, M, L− 4η), x) ⊂ pin(Γgrid(Π, M, L− 4η), l(x))
⊂ pin(Γgrid(Π, M, L + 2η), l(x))
⊂ pin(Γgeom(X, x, d, M, L + 4η), x),
for the same reasons as in Lemma 4.15. Since the two bounds given by geometric graphs
are the same on Aε and are equal to pin(Γgeom(X, x, d, M, L), x), we have thus shown:
lim inf
N→∞
(P[pin(ΓN, xN) = γn]) ≥ P[pin(Γ, x) = γn]− 2ε.
As this is true for any ε > 0, and as both sides are probability measures onG•(n), this proves
that there is no mass of the distributions of the graphs pin(ΓN, xN) that escapes at infinity,
and that we have in fact limN→∞(P[pin(ΓN, xN) = γn]) = P[pin(Γ, x) = γn]. This amounts
to the local Benjamini–Schramm convergence by Proposition 4.1. 
The limiting random graph that appears in Theorem 4.6 is called the (rooted) Poisson
Boolean model in [MR96], and it is studied from the point of view of continuous percolation
in Chapters 3-5 of loc. cit., as well as in [Pen03, Section 9.6]. The most important result is the
existence of a critical parameter λc(dim G) > 0 for the Poisson point process P = P(λ), such
that the resulting random geometric graph with connection distance 1 has no unbounded
connected component almost surely if λ < λc(dim X), and has exactly one unbounded
connected component if λ > λc(dim X); see e.g. [Pen03, Theorem 9.19]. As the random
geometric graphs Γgeom(N, LN) on X converge locally towards the Poisson Boolean model,
this implies the following result:
Corollary 4.18. Consider a random geometric graph Γgeom(N, LN) on a ssccss X, with as usual
LN = (`/N)
1
dim X . There exists a critical parameter `c(dim X) > 0 such that, if ` < `c(dim X),
then
lim
n→∞
(
lim sup
N→∞
P[diam(connected component of the vertex v1 in Γgeom(N, LN)) ≥ n]
)
= 0.
4.4. Convergence in probability of the spectral measures. By Theorem 4.4, the local con-
vergence U(Γgeom(N, LN)) = (ΓN, rN) → (Γ∞, r) implies the weak convergence of the ex-
pected spectral measures µN = E[νN] towards a probability measure µ on R. If we want
instead to prove the convergence in probability of the spectral measures νN (without taking
the expectation), then taking into account Proposition 4.5, we need to prove the following
extension of our Theorem 4.6:
Proposition 4.19. Let X be a ssccss, MN the point process on X obtained by taking N independent
points v1, . . . , vN according to the Haar measure, and rN and r′N two independent random vertices
in the set of atoms of MN. We denote as before tN = N
1
dim X and dN = tNd, d being the geodesic
distance. As N goes to infinity,
• the pair of random pointed proper metric spaces ((X, rN, dN, MN), (X, r′N, dN, MN)) con-
verges in the Lipschitz sense towards two independent copies of (Rdim X, 0, dEuclidean, δ0 +
P( 1vol(X)));
• the pair of random rooted graphs ((ΓN, rN), (ΓN, r′N)) converges in the Benjamini–Schramm
sense towards two independent copies of the random graph (Γ∞, r) from Theorem 4.6.
Proof. In order to lighten a bit the notations, we shall prove the first item of the proposition
when X = G is a Lie group; the proof adapts readily to the non-group case by using the
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transitive action of the isometry group of X. Fix R > 0, and denote hN,R : B(G,dN)(eG, R) →
Bg(0, R) a bijective map which is a quasi-isometry (its dilation constant goes to 1 as N goes to
infinity). We then set fN,R(g) = hN,R(g (rN)−1) and f ′N,R(g) = hN,R(g (r
′
N)
−1); these maps
are quasi-isometries from B(G,dN)(rN, R) and B(G,dN)(r′N, R) to B
g(0, R). We also consider
two continuous and compactly supported functions φ and φ′ on Bg(0, R). We have to show
that
E
[
exp
(
z1 (( fN,R)?(MN)|B(G,dN )(rN ,R))(φ) + z2 (( f
′
N,R)?(MN)|B(G,dN )(r′N ,R))(φ
′)
)]
(8)
→N→∞ exp
(
z1φ(0) + z2φ′(0) +
1
vol(G)
∫
Bg(0,R)
(ez1φ(t) − 1) + (ez2φ′(t) − 1) dt
)
for any complex numbers z1 and z2; by replacing φ and φ′ by z1φ and z2φ′, we can take them
equal to 1 in the following. The expectation in Equation (8) is
1
N2
∫
GN
N
∑
i,j=1
exp
(
n
∑
k=1
φ(hN,R(vk(vi)−1)) + φ′(hN,R(vk(vj)−1))
)
dv1 dv2 · · · dvN
=
1
N
∫
GN
exp
(
n
∑
k=1
φ(hN,R(vk(v1)−1)) + φ′(hN,R(vk(v1)−1))
)
dv1 dv2 · · · dvN (9)
+
N − 1
N
∫
GN
exp
(
n
∑
k=1
φ(hN,R(vk(v1)−1)) + φ′(hN,R(vk(v2)−1))
)
dv1 dv2 · · · dvN (10)
by using the symmetry of the roles played by the variables v1, . . . , vN. Here, we convene
that φ(hN,R(g)) = 0 if g does not belong to B(G,dN)(eG, R).
• The first term (9) corresponding to the case where rN = r′N yields a contribution
which is a O( 1N ), hence negligeable in the limit N → +∞. Indeed, it rewrites as
exp(φ(0) + φ′(0))
N
∫
GN−1
exp
(
n
∑
k=2
φ(hN,R(wk)) + φ′(hN,R(wk))
)
dw2 · · · dwN
=
exp(φ(0) + φ′(0))
N
(∫
G
exp(φ(hN,R(g)) + φ′(hN,R(g))) dg
)N−1
=
exp(φ(0) + φ′(0))
N
exp
(
1
vol(G)
∫
Bg(0,R)
(eφ(t)+φ
′(t) − 1) dt
)
(1+ o(1)),
by using on the third line the same arguments as in the proof of Proposition 4.9.
• The second term (10) is asymptotically equivalent to
exp(φ(0) + φ′(0))
∫
G2
exp(φ(hN,R(v2(v1)−1)) + φ′(hN,R(v1(v2)−1))) fN(v1(v2)−1) dv1 dv2
where
fN(v1(v2)−1) =
∫
GN−2
exp
(
n
∑
k=3
φ(hN,R(vk(v1)−1)) + φ′(hN,R(vk(v2)−1))
)
dv3 · · · dvN
=
(∫
G
exp(φ(hN,R(g) + φ′(hN,R(gv1(v2)−1))) dg
)N−2
;
we have only removed the multiplicative factor N−1N . Setting v = v1(v2)
−1, we see
that the expectation in Equation (8) is equivalent to
exp(φ(0) + φ′(0))
∫
G
exp(φ(hN,R(v−1)) + φ′(hN,R(v))) fN(v) dv.
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If v does not belong to B(G,dN)(eG, 2R), then the triangular inequality shows that we cannot
have at the same time g ∈ B(G,dN)(eG, R) and gv ∈ B(G,dN)(eG, R). Therefore, under the
condition dN(eG, v) > 2R, we have
fN(v) =
(
1+
∫
B(G,dN )(eG,R)
(exp(φ(hN,R(g)))− 1) + (exp(φ′(hN,R(g)))− 1) dg
)N−2
= exp
(
1
vol(G)
∫
Bg(0,R)
(eφ(t) − 1) + (eφ′(t) − 1) dt
)
(1+ o(1))
and the multiplicative factor exp(φ(hN,R(v−1)) + φ′(hN,R(v))) is equal to 1 under this con-
dition. On the other hand, the contribution of the v’s such that dN(eG, v) ≤ 2R is asymptot-
ically negligeable, since we are looking at a small ball of volume O( 1N ). This ends the proof
of the first part.
For the second part of the proposition, by using test functions as in the proof of Theorem
4.11, one gets the following easy generalisation of this theorem. Suppose given (X, x1, x2, d)
a bi-pointed proper metric space, and M a random point process on it such that
(R+)
2 → (G•)2
(l1, l2) 7→ (Γgeom(X, x1, d, M, l1), Γgeom(X, x2, d, M, l2))
is almost surely continuous at any fixed pair (l1, l2). Then, for any pair of positive pa-
rameters (L1, L2), the map (Γgeom(·, L1) ◦ pi1, Γgeom(·, L2) ◦ pi2) is continuous with respect
to the Benjamini–Schramm topology at the point (X, x1, x2, d, M), where pi1 and pi2 are the
two projections on PMS•,? of the space PMS••,? of bi-pointed proper spaces endowed with
a random point process. The second item of the proposition follows now from the first
item, by using the aforementioned generalisation of Theorem 4.11 with the bi-pointed space
(X, x1, x2, d, M) given by two disjoint and independent copies of a Poisson point process on
Rd. 
By applying Proposition 4.5, we finally obtain:
Theorem 4.20. Fix a ssccss X and ` > 0, and consider the random spectral measures νN of the
random geometric graphs Γgeom(N, LN) on X, with LN = (`/N)
1
dim X . There exists a probability
measure µ = µ(dim X, `vol(X)) on R such that we have the weak convergence in probability
νN ⇀N→∞ µ.
To close this section, let us propose a slight improvement of this convergence result, which
does not seem to be implied by the results from [BL10, BLS11, Bor16] that we presented in
Section 4.1.
Proposition 4.21. In the same setting as Theorem 4.20, the measure µ has moments of all order, and
it is determined by its moments. We have for any s ≥ 1
Ms,N =
∫
R
xs νN(dx)→N→∞ Ms =
∫
R
xs µ(dx),
where the convergence occurs inL 2 (and therefore also in probability).
Proof. We start by examining the moments Ms,N =
∫
R
xs µN(dx) of the expected spectral
measures µN. By design, the adjacency matrices of our graphs have zeroes on their diagonal,
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so M1,N = M1,N = 0. Suppose now that s ≥ 2. We can rewrite Ms,N as follows:
Ms,N =
1
N
E
[
tr
(
(AΓgeom(N,LN))
s
)]
=
1
N
E
 ∑
1≤i1,...,is≤N
no consecutive indices are equal
1(i1,...,is) is a cycle in Γgeom(N,LN)
 , (11)
and we have the following inequalities:
∑
1≤i1,...,is≤N
no consecutive indices are equal
1(i1,...,is) is a cycle in Γgeom(N,LN)
≤ ∑
1≤i1 6=i2 6=···6=is≤N
1i1↔i21i2↔i3 · · · 1is−1↔is
≤ (s− 2) ∑
1≤i1 6=i2 6=···6=is−1≤N
1i1↔i21i2↔i3 · · · 1is−2↔is−1 + ∑
1≤i1 6=i2 6=···6=is−1≤N
is /∈{i1,...,is−1}
1i1↔i21i2↔i3 · · · 1is−1↔is .
Therefore, if M˜s,N = 1N E[∑1≤i1 6=i2 6=···6=is≤N 1i1↔i2 · · · 1is−1↔is ], then Ms,N ≤ M˜s,N, and by us-
ing the independence of the vectors vi and the inequality volX(B(vi, L)) ≤ volRdim X(B(0, L))
which holds since a sscc symmetric space has (constant) positive curvature, we obtain:
M˜s,N ≤
(
(s− 2) + c(dim X) `
vol(X)
)
M˜s−1,N.
By induction and since M˜2,N ≤ c(dim X) `vol(X) , we conclude that for any s ≥ 2,
Ms,N ≤ M˜s,N ≤
s−2
∏
t=0
(
t +
c(dim X) `
vol(X)
)
.
By Fatou’s lemma, since µN ⇀ µ, the same upper bound holds for the even moments of µ:
M2s ≤ lim inf
N→∞
M2s,N ≤
2s−2
∏
t=0
(
t +
c(dim X) `
vol(X)
)
= O((2s)2s),
where the implied constant in the O(·) only depends on the space X and `. By Carleman’s
criterion (see for instance [Bil95, Chapter 30]), µ is therefore determined by its moments.
Fix s ≥ 2. We want to prove that Ms,N = E[Ms,N]→ Ms and E[(Ms,N)2]→ (Ms)2; this is
equivalent to the convergence inL 2. By Equation (11),
Ms,N = E[number of cycles of length s starting from a random root rN ∈ {v1, . . . , vN}]
= ∑
γs∈G•(s)
P[pis(ΓN, rN) = γs] (number of s-cycles in γs that starts and ends at the root);
Ms = ∑
γs∈G•(s)
P[pis(Γ, r∞) = γs] (number of s-cycles in γs that starts and ends at the root),
where (Γ∞, r) is the rooted Poisson Boolean model appearing as the limit in Theorem 4.6.
The Benjamini–Schramm convergence ensures that each term of the series for Ms,N con-
verges towards the corresponding term for Ms, therefore, to prove that Ms,N → Ms, we
only need a uniform domination on the terms of these series Ms,N. If γs is an element of
G•(s) with k + 1 vertices, then the number of rooted s-cycles in γs is smaller than ks−1. On
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the other hand, the probability that pis(ΓN, rN) has k + 1 vertices is smaller than the proba-
bility that at least k vertices vi fall in BX(o, s LN), that is
P
[
B
(
N − 1, vol(B
X(o, s LN))
vol(X)
)
≥ k
]
≤ P
[
B
(
N,
` sdim X c(dim X)
N vol(X)
)
≥ k
]
≤
∞
∑
l=k
1
l!
(
` sdim X c(dim X)
vol(X)
)l
.
Therefore, if t = ` s
dim X c(dim X)
vol(X) , then
∑
γs∈G•(s)
|γs|=k+1
P[pis(ΓN, rN) = γs] (number of s-cycles in γs that starts and ends at the root)
≤ ks−1
∞
∑
l=k
tl
l!
≤ k
s−1 tk et
k!
,
and these bounds are summable with k. This shows the desired domination of the terms of
the series Ms,N. The proof of the convergence E[(Ms,N)2] → (Ms)2 follows the same lines,
using this time the asymptotic independence from Proposition 4.19 and the identity
E[(Ms,N)2] = ∑
γs,γ′s∈G•(s)
P[pis(ΓN, rN) = γs and pis(ΓN, r′N) = γ
′
s]C(s,γs)C(s,γ
′
s),
where C(s,γ) is the number of s-cycles starting and ending at the root in a finite rooted
graph γ. Thus, Ms,N →L 2,N→∞ Ms. 
Remark 4.22. Standard arguments from the theory of convergence of measures show that
the convergence in probability of all the moments Ms,N → Ms is stronger than the con-
vergence in probability νN ⇀ µ. In particular, the proof above can be used to bypass the
general arguments from Section 4.1 that connect the local convergence of graphs to the weak
convergence of their spectral measures.
5. FROM POISSON GEOMETRIC GRAPHS TO GRAPH FUNCTIONALS OF IRREDUCIBLE
CHARACTERS
In this last section before the appendices, we focus on the case of a sscc Lie group G, and
we investigate the connections between:
• its representation theory and the formulas obtained in Section 3 for the asymptotics
of the Gaussian regime;
• the limiting measure µ = µ(dim G, `vol(G)) exhibited in Section 4 and that drives the
asymptotics of the Poissonian regime.
An important objective is to obtain more information on the limiting measure µ, thereby
answering the following questions:
• Is µ compactly supported? What is the growth rate of the moments Ms of the mea-
sure µ?
• Does the measure µ admit atoms, or is it absolutely continuous with respect to the
Lebesgue measure?
In the proof of Proposition 4.21, one can try to make Equation (11) more precise, and to
gather the cycles that one needs to count according to the identities of indices i1, . . . , is that
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might occur. This theory leads to a combinatorial circuit expansion of the moments Ms,N
and of their limit Ms, which we develop in Section 5.1. This combinatorial expansion of
the moments involves directed graphs endowed with a distinguished traversal, and these
circuits can be reduced to yield non-directed graphs possibly with loops and with labels on
their edges. For instance, we shall prove that we have an expansion
M5 = e
(`)
5
+ 5 e(`)
3
2
+ 5 e(`)
3
,
each term of this expansion being a monomial in the parameter `, and corresponding to the
limit of a certain observable of the random geometric graph Γgeom(N, LN). As explained
in the introduction, the actual computation of each of these terms should be performed
by using the flat model Tdim G, where representation theory is encoded by classical Fourier
series. However, if one stays with the non-flat sscc Lie group G, then the same computations
shed light on several important phenomena from asymptotic representation theory, and
this approach allows one to understand clearly the degeneration from the Gaussian to the
Poissonian regime (see Sections 5.2 and 5.3). Even more importantly, it leads to Conjecture
1.4, which we detail in Section 5.4. Although we do not see yet how to solve it, we consider
it to be one of the main result of our study, which is why we devoted this section to its
presentation.
Before presenting the combinatorial expansion of the moments Ms, we should warn the
reader of two things:
(1) We do not plan to compute here explicitly all the moments Ms (or at least to ob-
tain some precise upper bounds on them). The arguments of Section 5.1 and the
replacement of the space G by its flat model mostly reduce these calculations to a
combinatorial problem of counting graphs with certain weights, but even with these
reductions, these enumerations are by no means easy to perform. We hope to address
this problem in a forthcoming work.
(2) Secondly, the phenomena from asymptotic representation theory in Sections 5.2-
5.4 quickly rely on certain algebraic arguments which are more advanced than be-
fore, namely, the theory of crystals and string polytopes of Lusztig–Kashiwara and
Berenstein–Zelevinsky. The precise form of our Conjecture 1.4 also relies on this the-
ory. In order to ease the reading of this section, we shall try to present our arguments
without insisting too much on these algebraic prerequisites; they can be found in an
appendix at the end of this article (Section 7), which is a short survey of some results
regarding the crystals of representations of Lie groups.
5.1. Circuit expansion of the expected moments. Until the end of Section 5, G is a con-
nected compact Lie group endowed with a bi-invariant Riemannian structure, and starting
from Subsection 5.2 we shall assume it to be simple and simply connected. We consider
the Poissonian geometric graph on G with parameters N and LN given by Equation (4); in
particular, the parameter ` is fixed from now on, and most of the quantities manipulated
hereafter implicitly depend on it (for instance, the expectations EH,T,N defined below). In
this paragraph, we give a combinatorial expansion of Ms,N = E[νN(xs)] = µN(xs) and
of Ms = limN→∞ Ms,N in terms of circuits; this is the first step towards the calculation of
the moments Ms of the limiting measure µ. We assume s ≥ 2 since M1,N = M1 = 0. If
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hN(x, y) = 1d(x,y)≤LN , then
Ms,N =
1
N ∑i1,i2,...,is
E
[
hN(vi1 , vi2) hN(vi2 , vi3) · · · hN(vis , vi1)
]
,
where the vi’s are independent Haar distributed random variables on G, and the sums run
over indices ij ∈ [[1, N]] such that two consecutive indices ij and ij+1 are never equal (by con-
vention, the index following is is i1). Now, an expectation Ei1,i2,...,is = E[hN(vi1 , vi2) hN(vi2 , vi3) · · · hN(vis , vi1)]
only depends on the possible equalities of indices. For instance, when computing M4,N, we
have:
M4,N = (N − 1)(N − 2)(N − 3)E[hN(v1, v2) hN(v2, v3) hN(v3, v4) hN(v4, v1)]
+ 2 (N − 1)(N − 2)E[hN(v1, v2) hN(v2, v1) hN(v1, v3) hN(v3, v1)]
+ (N − 1)E[hN(v1, v2) hN(v2, v1) hN(v1, v2) hN(v2, v1)] .
The first term corresponds to the case where all the indices i1, i2, i3, i4 are distinct; the second
term corresponds to the identities i1 = i3 or i2 = i4; and the last term is when i1 = i3 and
i2 = i4 simultaneously. We associate to these four cases the circuits of Figure 13.
1
2 3
4
1
2 3
4
4
1 2
3
1 2 3 4
FIGURE 13. The circuits for the calculation of M4,N.
By circuit, we mean a directed graph H, possibly with multiple edges but without loops,
endowed with a distinguished traversal T that goes through each directed edge exactly
once, and that is cyclic (the starting point is the same as the end point of the traversal). We
identify two circuits (H1, T1) and (H2, T2) if there exists a graph isomorphism ψ : C1 → C2
that is compatible with the traversals, that is ψ(T1) = T2. Given a circuit (H, T) with s edges
and k ≤ s vertices, we associate to it the expectation of a function of k independent points
v1, . . . , vk on G:
EH,T,N = E
 ∏
(i,j)∈T
hN(vi, vj)
 .
Notice that EH,T,N only depends on H, and not on the particular traversal T, because each
directed edge of H appears exactly once in T.
Lemma 5.1. For any s ≥ 0, Ms,N = ∑(H,T)(N − 1) · · · (N − |H| + 1) EH,T,N, where the sum
runs over the finite set of circuits with s edges, and k = |H| denotes the number of vertices in H.
Proof. We gather the terms of the sum Ms,N = ∑i1,i2,...,is ∗ according to the identities between
the indices i1, . . . , is. Given a set of identities I = {ij = ik}, one can associate to it a circuit
with s edges by starting from the s-gon
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i1
i2
i3
i4
i5
i6
i7 i8
i9
i10
i11
i12
and by identifying the vertices ij and ik if the identity ij = ik belong to the set I. For instance,
the identities i2 = i5 = i7, i3 = i11 and i6 = i12 give the circuit of Figure 14.
12
3 4 5 6
7
89
10
11 12
FIGURE 14. Circuit of length s = 12 and with k = 8 vertices, associated the
set of identities {i2 = i5 = i7, i3 = i11, i6 = i12}.
One can recover the identities from the corresponding circuit, and any circuit of length
s corresponds to a set of identities of indices, without identities ij = ij+1 since we do not
allow loops. Moreover, the number of terms in the sum Ms,N corresponding to a circuit
with k vertices is N(N − 1) · · · (N − k + 1); and each term corresponding to a circuit (H, T)
is equal to 1N EH,T,N. This ends the proof of the expansion of Ms,N over circuits. 
The calculation of the quantities EH,T,N involves the operation of reduction of circuit. Let
(H, T) be a circuit of length s. Its reduction is the labeled undirected graph which is allowed
to be disconnected and to have loops, and which is obtained by performing the following
operations:
• forgetting the orientation of the edges of H;
• replacing any multiple edge by a single edge;
• putting a label 1 on each of the (single) edges;
• cutting the graph at each of its cut vertices (also called articulation points), replacing
a configuration
L1 L2
with L1 6= ∅ and L2 6= ∅ by
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L1 L2
• in the resulting connected components, removing recursively each vertex of degree
2, replacing a configuration
a b
by
a + b .
• finally, replacing the connected components 1 by loops 2 .
The fourth operation in the algorithm of reduction splits the graph in its so-called biconnected
components: they are connected components which remain connected if one removes one
vertex. Notice that the operation of reduction:
• can send many distinct circuits to the same reduction;
• can create two kinds of connected components:
– labeled loops based at one single vertex and with a label greater than 2;
– and connected loopless graphs on at least two vertices, all of them being at least
of degree 3.
Example 5.2. The reduction of the circuit of Figure 14 appears in Figure 15. Similarly, the
reductions of the four circuits of length 4 are drawn in Figure 16, with the middle one that
has multiplicity 2 (as well as two connected components).
2
4
1
1
1
2
FIGURE 15. Reduction of the circuit of Figure 14.
4 2
2
2
FIGURE 16. Reductions of the circuits of length 4.
If R is the reduction of a circuit (H, T) with |H| = k vertices, then one has the identity:
k− 1 = k′ − c + ∑
e labeled edge of R
(le − 1), (12)
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where le is the label of an edge e in R; k′ is the number of vertices of R; and c is the number
of connected components of R. Equation (12) shows readily that R 7→ k− 1 is an additive
map with respect to connected components of reduced circuits.
Lemma 5.3. The expectation EH,T,N only depends on the reduction of the circuit (H, T).
Proof. Consider the expectation EH,T,N = E[∏(i,j)∈T hN(vi, vj)].
• Since hN is a symmetric kernel, it does not depend on the orientation of the edges in
H; this allows the first step in the reduction of the circuit.
• Since hN(x, y) ∈ {0, 1}, (hN(x, y))m = (hN(x, y)) for any m ≥ 1, so one can replace
multiple edges by simple edges in the graph.
• The factorisation of EH,T,N on the biconnected components of the graph is a conse-
quence of the independence of the vertices vi, and of the invariance of the function
hN by action of the group G on its two variables. Indeed, suppose that the labeled
graph L obtained after the three first steps of the reduction has two components L1
and L2 which only share one cut vertex vc. Then, there are two disjoint sets of vertices
{vi1 , . . . , vir} and {vj1 , . . . , vjs} and two functions f1 and f2 such that
EH,T,N = E[ f1(vi1 , . . . , vir , vc) f2(vc, vj1 , . . . , vjs)].
Moreover, the two functions f1 and f2 are products of functions hN(x, y), with x and y
in the set of variables of f1 or f2. This implies that for any g ∈ G, f2(vc, vj1 , . . . , vjs) =
f2(gvc, gvj1 , . . . , gvjs). We take g uniform under the Haar measure, and we set v
′
c =
gvc and v′jk = gvjk . Then,
EH,T,N =
∫
G
E[ f1(vi1 , . . . , vir , vc) f2(gvc, gvj1 , . . . , gvjs)] dg
= E[ f1(vi1 , . . . , vir , vc)]E[ f2(v
′
c, v
′
j1 , . . . , v
′
js)]
with two set of variables that are now independent.
• Take now a connected component after the factorisation in biconnected components.
If one has in such a graph a sequence of r edges
· · · · · · ,
then it corresponds to a product hN(va, vb1) hN(vb1 , vb2) · · · hN(vbr−1 , vc) in the expec-
tation, with the independent random variables vb1 , . . . , vbr−1 that do not appear any-
where else in the product in the expectation EH,T,N; clearly one can encode this term
by a labeled edge r . This is equivalent to the second last rule of reduction.
• The last step is a convention that will allow us to have only two kinds of connected
components, namely, the labeled loops, and the labeled loopless graphs on at least
two vertices which all have degree larger than 3. It amounts to the obvious identity
E[hN(vi, vj)] = E[hN(vi, vj) hN(vj, vi)]. 
In the following, we denote R(H, T) the reduction of a circuit (H, T). Note that R(H, T)
depends only on H (and even the underlying undirected graph). However, since we shall
consider sums over circuits, it is more convenient to recall each time the pair (H, T). The
previous discussion leads to:
Theorem 5.4 (Circuit expansion). (1) Combinatorial expansion: for any s ≥ 0, we have
Ms,N = ∑
(H,T)
(N − 1) · · · (N − |H|+ 1) ER(H,T),N,
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where the sum runs over the finite set of circuits with s edges, and where ER(H,T),N = EH,T,N
only depends on the circuit reduction of (H, T).
(2) Factorisation: if R = R1 unionsq R2 unionsq · · · unionsq Rc, then ER,N = ∏ci=1 ERi,N.
(3) Asymptotics: for any reduced circuit R with parameter k given by Equation (12), there exists
a positive real number eR depending only on dim G such that
lim
N→∞
Nk−1 ER,N = eR
(
`
vol(G)
)k−1
.
Therefore,
Ms = ∑
(H,T)
eR(H,T)
(
`
vol(G)
)k−1
.
Proof. The first part of the theorem comes from the combination of Lemmas 5.1 and 5.3,
and the second part corresponds to the fourth step of the algorithm of reduction of circuits.
It remains to examine the asymptotics of ER,N as N goes to infinity. We denote N↓k =
N(N − 1) · · · (N − k + 1) a falling factorial. Given a reduced circuit R = R(H, T) and a
rooted graph γ ∈ G•, we call embedding of the circuit (H, T) into γ an injective morphism
of graphs e : V(H) → V(γ) which sends the starting and ending point of the traversal T to
the root of γ. We then have:
(N − 1)↓k−1 EH,T,N = E[number of embeddings of (H, T) in the random rooted graph (ΓN, rN)]
= ∑
γd∈G•(d)
P[pid(ΓN, rN) = γd] card{embeddings of (H, T) into γd},
where d is a sufficiently large integer, namely, larger than the diameter of the circuit (H, T).
By Theorem 4.6, all the terms of this series converge, and the same kind of domination as in
the proof of Proposition 4.21 enables one to exchange the series and the limits. Hence,
lim
N→∞
Nk−1 ER(H,T),N = limN→∞
(N − 1)↓k−1 EH,T,N
= ∑
γd∈G•(d)
P[pid(Γ∞, r) = γd] card{embeddings of (H, T) into γd}
= E[number of embeddings of (H, T) in the random rooted graph (Γ∞, r)],
where (Γ∞, r) is the rooted Poisson Boolean model described in Theorem 4.6. Denote e
(`)
(H,T)
the limit that we have obtained; the last thing that remains to be shown is that e(`)
(H,T) de-
pends polynomially on the intensity `vol(G) of the Poisson point process underlying (Γ∞, r).
However, the expected number of embeddings can be rewritten as the integral of the (k− 1)-
th factorial moment measure M(k−1) of the Poisson point process P( `volG ) against a certain
Borel measurable subset in (Rdim G)k−1:
e(`)
(H,T) =
∫
(Rdim G)k−1
 ∏
(a→b)∈T
1d(xa,xb)≤1
Mk−1(dx1 · · · dxk−1)
where we convene that the vertices in H are labelled by the integers in [[0, k− 1]], and that
x0 = 0 in Rdim G. We refer to [DVJ03, Chapter 5] for details on the notion of factorial mo-
ment measure; it is well known that for the Poisson point process with intensity µ, the r-th
factorial moment measure is simply µ⊗r. This proves the dependence stated in the theorem,
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since we have here
M(k−1) =
(
`
vol(G)
Leb
)⊗(k−1)
. 
5.2. Asymptotic contribution of a reduced circuit which is a loop. The remainder of this
section is devoted to the study of the connection between:
• the coefficients e(`)
(H,T), which we sometimes also index by the corresponding reduced
circuits R = R(H, T) and denote e(`)R ;
• the representation theory of the group G, which from now on will be assumed to be
sscc.
Although we know that e(`)R = e
(1)
R `
k−1, in the following it will be convenient to keep the
coefficient `: it will enable one to keep track of the dimensions of various rescalings that we
shall perform. The existence of the limits e(`)R is strongly related to some interesting results
or conjectures in asymptotic representation theory. To understand how the representation
theory of G drives the degeneration from the Gaussian to the Poissonian regime, we start
by examining the case of a circuit (H, T) which is a simple cycle of length k ≥ 2, and thus
has reduction
R = R(H, T) = .
k
We have EH,T,N = E[hN(v1, v2) hN(v2, v3) · · · hN(vk, v1)], where the vi’s are independent
Haar distributed random variables on G. If ZLN(x) = hN(eG, x), then by using the invari-
ance of distances by the action of G, we can rewrite
EH,T,N = E
[
ZLN(v1(v2)
−1) ZLN(v2(v3)
−1) · · · ZLN(vk−1(vk)−1) ZLN(vk(v1)−1)
]
= E
[
(ZLN)
∗(k−1)(v1(vk)−1) ZLN(vk(v1)
−1)
]
=
〈
(ZLN)
∗(k−1)
∣∣∣ ZLN〉 ,
where the scalar product is taken in the convolution algebra L 2(G, dg) (and even in the
subalgebraL 2(G)G). In this Hilbert space, we have the decompositions
ZLN = ∑
λ∈Ĝ
〈
chλ
∣∣∣ ZLN〉 chλ ; (ZLN)∗(k−1) = ∑
λ∈Ĝ
(
〈
chλ
∣∣∣ ZLN〉)k−1
(dλ)k−2
chλ
since chλ ∗ chµ = δλ,µdλ ch
λ for any irreducible representations λ, µ ∈ Ĝ. Therefore,
EH,T,N = ∑
λ∈Ĝ
(
〈
chλ
∣∣∣ ZLN〉)k
(dλ)k−2
= ∑
λ∈Ĝ
(dλ)2 (cλ)k
since
〈
chλ
∣∣∣ ZLN〉 = ∫G chλ(g) ZLN(g) dg = dλ cλ = dλ cλ. Set
Cλ,N = dλ cλ =
1
vol(t/tZ)
(
LN√
2pi
)d
∑
w∈W
ε(w) J˜RΩ(LN (λ+ ρ− w(ρ))) (13)
where d = rank(G) denotes as in Section 3 the rank of G. We put an index N on Cλ,N to
insist on the dependence on N of the Fourier coefficients of ZLN . We have thus shown:
EH,T,N = ∑
λ∈Ĝ
(Cλ,N)k
(dλ)k−2
.
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As N goes to infinity, this series will transform into a Riemann sum and converge towards
an integral involving Bessel functions. Let us start by evaluating the asymptotics of Cλ,N
when N grows and the parameter x = LN (λ+ ρ) is fixed in the Weyl chamber C. We shall
use the following properties of the function J˜RΩ:
• it is a smooth function on RΩ with maximum value
J˜RΩ(0) =
1
2
rank(G)
2 Γ(1+ rank(G)2 )
;
• it is invariant by rotations;
• its asymptotics are (see [Coh07, Proposition 9.8.7])
J˜RΩ(x) '‖x‖→∞
√
2
pi
1
‖x‖ rank(G)+12
cos
(
‖x‖ − (rank(G) + 1)pi
4
)
.
In particular, any power k ≥ 2 of the function J˜RΩ is integrable on RΩ. For x ∈ C, set
∆LN(x) = ∑
w∈W
ε(w) J˜RΩ(x− LN w(ρ)).
On the other hand, for any (positive) root α and any smooth function f on RΩ, we define
the partial derivative
(∂α f )(x) = lim
η→0
(
f (x + ηα)− f (x)
η
)
= lim
η→0
(
f (x + ηα2 )− f (x− ηα2 )
η
)
.
Lemma 5.5. Set ∂Φ+ = ∏α∈Φ+ ∂α, and denote |Φ+| = cardΦ+. For x ∈ C+ LN |Φ+| ρ, we have
the estimate
∆LN(x) = (−LN)|Φ+|
(
(∂Φ+ J˜RΩ)(x) + LN KRΩ(LN, x)
)
,
where KRΩ(LN, x) is a function on the translated Weyl chamber C+ LN |Φ+| ρ such that, uniformly
for LN small enough,
|KRΩ(LN, x)| ≤ K min
(
1,
1
‖x‖ rank(G)+12
)
.
Proof. Recall that in the group algebra of the space of weights RΩ, we have the identity
∏
α∈Φ+
(e
α
2 − e− α2 ) = ∑
w∈W
ε(w) ew(ρ),
see [Bum13, Proposition 22.7]. Therefore, if an element ω ∈ RΩ acts on smooth functions f
by the operator (eω f )(x) = f (x−ω), then we can write:
∆LN(x) =
((
∏
α∈Φ+
(e
LNα
2 − e− LNα2 )
)
J˜RΩ
)
(x).
For k ≥ 0, let F (C + kρ) be the set of smooth functions f on the translated Weyl chamber
C + kρ, such that any partial derivative ((∏ri=1 ∂δi) f )(x) is bounded by
K(δ1, . . . , δr) min
(
1,
1
‖x‖ rank(G)+12
)
.
We claim that:
(1) The modified Bessel function J˜RΩ belongs to the classF (C).
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(2) If f belongs toF (C + kρ), then for any positive root α, and any x ∈ C + (k + 1)ρ((
e
LNα
2 − e− LNα2 )
)
f
)
(x) = −LN ((∂α f )(x) + LN g(LN, x)),
where g(LN, x) belongs to F (C + (k + 1)ρ), and where the bounds on the partial
derivatives ((∏ri=1 ∂δi)g(LN, ·)) are uniform in LN (for LN small enough).
The first claim follows from the asymptotic estimate of Bessel functions
Jβ(x)
xβ
= J˜β(x) 'x→+∞
√
2
pi
1
xβ+
1
2
cos
(
x− (1+ 2β)pi
4
)
and from the recurrence relation ( J˜β)′(x) = −x J˜β+1(x). The second claim is obtained by
a Taylor expansion of the function f around x. To ensure that one can use it, one needs
to translate x a bit further inside the Weyl chamber, which is why the estimate holds only
in C + (k + 1)ρ if f ∈ F (C + kρ). By combining the two claims and taking |Φ+| discrete
derivatives of J˜RΩ, one gets the result of the lemma. 
We set
e(`)
k
, N
= Nk−1 EH,T,N = ∑
λ∈Ĝ
Nk−1 (Cλ,N)k
(dλ)k−2
and for x ∈ C, δ(x) = ∏α∈Φ+ 〈x |α〉〈ρ |α〉 . Weyl’s dimension formula proves that if x = LN (λ+ ρ),
then dλ = (LN)|Φ+| δ(x). Therefore, by using also the relation d + 2 |Φ+| = dim G which
follows from the decomposition of the adjoint representation of G in root subspaces, we
obtain
Nk−1 (Cλ,N)k
(dλ)k−2
=
(−1)k |Φ+|
(2pi)
kd
2 (vol(t/tZ))k (δ(x))k−2
Nk−1 (LN)k d+(2k−2) |Φ+|
(
(∂Φ+ J˜RΩ)(x) + LN KRΩ(LN, x)
)k
=
(−1)k |Φ+| `k−1
(2pi)
kd
2 (vol(t/tZ))k (δ(x))k−2
(
(∂Φ+ J˜RΩ)(x) + LN KRΩ(LN, x)
)k
(LN)d
for any x = LN (λ+ ρ) falling into the translated Weyl chamber C + LN |φ+| ρ. Therefore,
e(`)
k
, N
=
(−1)k |Φ+| `k−1
(2pi)
kd
2 (vol(t/tZ))k
∑
x∈C
x=LN(λ+ρ)
((∂Φ+ J˜RΩ)(x))
k
(δ(x))k−2
(LN)d + remainder,
with a remainder that is a O(LN), because it consists of:
• the contribution of the weights λ that are in the boundary C \ (C + |Φ+|ρ) of the
Weyl chamber;
• and terms proportional to (LN)t KRΩ(LN, x)t ((∂Φ+ J˜RΩ)(x))k−t, with t ≥ 1.
We leave the reader to check that these contributions can indeed be summed and yield a
O(LN); this relies on estimates of Bessel functions similar to those previously given. Then,
we are left with a standard Riemann sum over the lattice LN(C ∩ZΩ), whose points corre-
spond to domains of volume (LN)d vol(RΩ/ZΩ). We have a duality of lattices and
vol(RΩ/ZΩ) =
1
vol(t/tZ)
.
We conclude:
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Theorem 5.6. For any k ≥ 2, we have
e(`)
k
= lim
N→∞
e(`)
k
, N
=
(
`
vol(t/tZ)
)k−1 ∫
C
(
(−1)|Φ+| (∂Φ+ J˜RΩ)(x)
(2pi)d/2
)k
dx
(δ(x))k−2
,
where dx is the Lebesgue measure onRΩ associated to the scalar product of weights defined in Section
2.3; d = rank(G); and δ(x) = ∏α∈Φ+
〈x |α〉
〈ρ |α〉 .
More precisely, the difference between Nk−1 EH,T,N and its limit is a O(LN), with a constant
in the O(·) that only depends on G and s. In the following, since we shall always deal
with the partial derivative (−1)|Φ+| ∂Φ+ = ∂Φ− = ∏α∈Φ− ∂α, it will be convenient to use
the latter notation ∂Φ− . As an application of Theorem 5.6, we can compute the limits Ms =
limN→∞E[νN(xs)] for any s ∈ {2, 3, 4, 5}. Indeed, we can enumerate all the circuits of length
s ≤ 5, and all their reductions have connected components which are loops:
M2 = e
(`)
2
; M3 = e
(`)
3
; M4 = e
(`)
4
+ 2 e(`)
2
2
+ e(`)
2
; M5 = e
(`)
5
+ 5 e(`)
3
2
+ 5 e(`)
3
.
Therefore, given a sscc Lie group G, if we set for k ≥ 2
Ik =
∫
C
(
(∂Φ− J˜RΩ)(x)
(2pi)d/2
)k
dx
(δ(x))k−2
then, the five first asymptotic moments of the spectral measure of Γgeom(N, LN) with LN =
(`/N)
1
dim G are given by:
M2 = I2 `′;
M3 = I3 (`′)2;
M4 = I4 (`′)3 + 2 (I2)2 (`′)2 + I2 `′;
M5 = I5 (`′)4 + 5 I3 I2 (`′)3 + 5 I3 (`′)2,
where `′ = `vol(t/tZ) .
5.3. Asymptotic contribution of a connected reduced circuit with two vertices. What is
important in the previous paragraph is not the explicit formula that one obtains for the five
first moments, but the method that leads to it: indeed, if one tries to extend it to higher
moments, then one is led to new results in representation theory. These results and conjec-
tures are related to the theory of crystals, and in order to understand this, one can try to
compute the sixth moment of µ with the same method as above. The the enumeration of all
the circuits of length 6 yields
M6 = e
(`)
6
+ 6 e(`)
4
2
+ 3 e(`)
3
3
+ 6 e(`)
4
+ 6 e(`)
22
2
+ 9 e(`)
22 1
+ 6 e(`)
2
2
+ 4 e(`)
3
+ e(`)
2
,
the terms being order by decreasing parameter k. Among these terms, there is one reduced
circuit with two vertices instead of one, which is for instance obtained with the identities of
indices i1 = i4 and i2 = i5. Indeed, these identities correspond to the circuit (H, T)
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12
3
4 5
6
and thus to the reduced circuit R(H, T) of Figure 17.
22 1
FIGURE 17. The reduced circuit corresponding to the identities i1 = i4 and
i2 = i5.
The asymptotics of ER,N with R as in Figure 17 are related to the asymptotics of tensor
products Vλ ⊗Vµ when x = LN λ and y = LN µ are fixed points in the interior of the Weyl
chamber, and LN goes to 0; thus, λ and µ are very large dominant weights. Indeed, we have
e(`)R,N = N
3 ER,N = N3E[hN(v1, v2) hN(v2, v3) hN(v1, v3) hN(v1, v4) hN(v4, v1)]
= N3E
[
(Z∗2LN(v1(v3)
−1))2 ZLN(v3(v1)
−1)
]
= N3
〈
((ZLN)
∗2)2
∣∣∣ ZLN〉 .
The functions above decompose inL 2(G) as:
ZLN = ∑
λ∈Ĝ
Cλ,N ch
λ ; (ZLN)
∗2 = ∑
λ∈Ĝ
(Cλ,N)2
dλ
chλ.
Therefore, we have
N3 ER,N = ∑
λ,µ,ν
N3 (Cλ,N)2 (Cµ,N)2 Cν,N
dλ dµ
〈
chλ × chµ
∣∣∣ chν〉 .
As before, the idea is to consider the sum above as a Riemann sum, and we will of course use
Lemma 5.5 in order to approximate the coefficients Cλ,N, Cµ,N and Cν,N by partial deriva-
tives of Bessel functions. However, we also need to deal with cλ,µν =
〈
chλ × chµ
∣∣∣ chν〉, and
the product of characters chλ × chµ is the character of the tensor product of representations
Vλ ⊗ Vµ. Therefore, we need to understand the asymptotics of the Littlewood–Richardson
coefficients cλ,µν such that
Vλ ⊗Vµ = ⊕
ν∈Ĝ
cλ,µν Vν,
when λ and µ are very large. More generally, if we are interested in the computations of the
terms eR where R is a general reduced circuit on two vertices, then we need to understand
the asymptotic behavior of the Littlewood–Richardson coefficients of tensor products with
more than 2 irreducible representations. Given dominant weights λ1, . . . ,λr−1≥2, we write
Vλ1 ⊗Vλ2 ⊗ · · · ⊗Vλr−1 = ∑
λr∈Ĝ
cλ1,...,λr−1λr V
λr .
These generalised Littlewood–Richardson coefficients are connected to the usual one by the
convolution rule:
cλ1,...,λr−1λr = ∑
ν1,...,νr−3∈Ĝ
cλ1,λ2ν1 c
ν1,λ3
ν2 · · · cνr−3,λr−1λr .
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Proposition 5.7. We denote d the rank of the sscc Lie group G, and l = |Φ+| its number of
positive roots. We fix directions x1, . . . , xr−1≥2 in the interior C′ of the Weyl chamber. There exists
a compactly supported piecewise polynomial function qx1,...,xr−1(z) on C such that:
• This function is non-negative and symmetric in x1, . . . , xr−1.
• For any bounded continuous function f on C,
lim
t→∞
tx1,...,txr−1∈Ĝ
(
1
t(r−2)l ∑
ν∈Ĝ
ctx1,...,txr−1ν f
(ν
t
))
=
∫
C
f (z) qx1,...,xr−1(z) dz.
• The function qx1,...,xr−1(z) is related to the functions qx,y(z) by the convolution rule:
qx1,...,xr−1(z) =
∫
Cr−3
qx1,x2(z1) qx3,z1(z2) · · · qxr−2,zr−4(zr−3) qxr−1,zr−3(z) dz1 · · · dzr−3.
• The function (x1, . . . , xr−1, z) 7→ qx1,...,xr−1(z) is locally a homogeneous polynomial function
of total degree (r − 2)l − d. The domains of polynomiality of this function are polyhedral
cones in Cr.
• The total mass of the positive measure qx1,...,xr−1(z) dz is smaller than
1
maxi∈[[1,r−1]] δ(xi)
r−1
∏
i=1
δ(xi).
This proposition is proved in the second appendix of this paper; the proof relies deeply
on the theory of crystal bases and string polytopes. Let us give an intuitive explanation of it
which does not go too much into the algebraic details. Given three dominant weights λ, µ
and ν, one can construct a polytopeP(λ, µ) (the relative Berenstein–Zelevinsky polytope) in a
vector space of dimension l = |Φ+| which is determined by hyperplanes whose equations
depend on λ and µ in an affine way. Then, the Littlewood–Richardson coefficient cλ,µν is
the number of integer points which lie in the intersection of this polytope and of a vector
subspace determined by d = rank(G) equations, these equations depending on λ and ν
again in an affine way (see Theorem 7.8). When we consider a sum
∑
ν∈Ĝ
ctx,tyν f
(ν
t
)
with x, y ∈ C′, tx, ty ∈ Ĝ and t going to infinity, the polytopeP(tx, ty) scales linearly with
the parameter t, and the counting measure of the integer points of this polytope becomes
after scaling the uniform Lebesgue measure on P(x, y), which is of dimension l. The Rie-
mann sum over the dominant weights ν becomes after scaling an integral against the affine
projection of this uniform measure on a polytope of smaller dimension d. Since an affine
projection of a uniform measure on a polytope is a piecewise polynomial function also sup-
ported by a polytope, this essentially proves Proposition 5.7 in the case r = 3, by using also
the linearity of the various polytopes in the parameters λ, µ, ν. The general case r ≥ 3 fol-
lows by using the convolution rule for multiple Littlewood–Richardson coefficients. In the
sequel of this section, we use Proposition 5.7 without insisting on its algebraic origin. The
knowledge of these algebraic beginnings will only be useful in order to understand fully
our conjecture on graph functionals, and why it involves the enumeration of integer points
in polytopes; again, we refer to Section 7 for more details.
We now come back to the asymptotics of ER,N when R is a connected reduced circuit with
two vertices. An arbitrary connected reduced circuit on k′ = 2 vertices writes as
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a1 a2 a3 · · · arR = .
with a1 ≥ a2 ≥ · · · ≥ ar ≥ 1, at most one index ar = 1, and r larger than 3. In this setting,
k = (a1 + · · ·+ ar)− (r− 2). The contribution corresponding to such a reduced circuit is:
ER,N =
〈
Z∗a1LN Z
∗a2
LN
· · · Z∗ar−1LN
∣∣∣ Z∗arLN 〉
= ∑
λ1,...,λr
(Cλ1,N)
a1(Cλ2,N)
a2 · · · (Cλr,N)ar
(dλ1)
a1−1(dλ2)a2−1 · · · (dλr)ar−1
〈
chλ1 × chλ2 × · · · × chλr−1
∣∣∣ chλr〉
the sum running over r-tuples of dominant weights. With tN = (LN)−1, by combining
Proposition 5.7 and the estimates of the coefficients Cλ,N given by Lemma 5.5, we obtain:
(2pi)
d
2 (a1+···+ar) ER,N
' (LN)
(dim G)(a1+···+ar)−lr
(vol(t/tZ))a1+···+ar ∑x1,...,xr
r
∏
i=1
(∂Φ− J˜RΩ(xi))
ai
(δ(xi))ai−1
ctN x1,...,tN xr−1tN xr
' 1
(vol(t/tZ))a1+···+ar
(
`
N
)k−1
∑
x1,...,xr−1
(LN)d(r−1)
∫
C
(
r
∏
i=1
(∂Φ− J˜RΩ(xi))
ai
(δ(xi))ai−1
)
qx1,...,xr−1(xr) dxr
'
(
`
N vol(t/tZ)
)k−1 ∫
Cr
(
r
∏
i=1
(∂Φ− J˜RΩ(xi))
ai
(δ(xi))ai−1
)
qx1,...,xr−1(xr) dx1 · · · dxr,
the sums running over elements x1, . . . , xr which are in the Weyl chamber C, and which are
multiple by LN of some dominant weights. The convergence of the integral on Cr follows
from the following argument. By using the bounds on the partial derivatives of J˜RΩ, and the
scaling properties of the functions δ(xi) and qx1,...,xr−1(xr), one sees that it suffices to prove
the convergence at infinity of the integral
∫ ∞ t(r−2)l−d−(a1+···+ar) d+12 −(a1+···+ar−r)l tr(d+1)−1 dt.
Indeed, qx1,...,xr−1(xr) is homogeneous with total degree (r − 2)l − d; we have the upper
bound ∣∣∣∣∣ r∏i=1
(
∂Φ− J˜RΩ(xi)
)ai ∣∣∣∣∣ ≤ K r∏i=1
(
1
1+ ‖xi‖
)ai(d+1)
2
;
and ∏ri=1(δ(xi))
ai−1 is homogeneous with total degree (a1 + · · · + ar − r)l. Therefore, we
have to prove that
(r− 2)l − d− (a1 + · · ·+ ar) d + 12 − (a1 + · · ·+ ar − r)l + r(d + 1) < 0.
However, the worst case is when the ai’s are minimal, that is a1 = a2 = · · · = ar−1 = 2 and
ar = 1. The left-hand side of the inequality above is then equal to
(r− 2)l − d− (2r− 1) d + 1
2
− (r− 1)l + r(d + 1) = −d− 1
2
− l,
which is clearly negative. On the other hand, the validity of the approximation of the Rie-
mann sum by an integral follows from the smoothness of the functions considered, and
from the fact that the functions qx1,...,xr−1(xr) are compactly supported. We have therefore
proved:
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Theorem 5.8. Let r ≥ 3, a1 ≥ a2 ≥ · · · ≥ ar−1 ≥ 2 and ar ∈ [[1, ar−1]]. We set
e(l)
a1 a2 · · · ar , N
= Nk−1 EH,T,N,
where (H, T) is a circuit whose reduction is a connected component on two vertices with parameters
(a1, . . . , ar). Here, k = (a1 + · · ·+ ar)− (r− 2). Then,
e(l)
a1 a2 · · · ar
= lim
N→∞
e(l)
a1 a2 · · · ar , N
=
(
`
vol(t/tZ)
)k−1 ∫
Cr
r
∏
i=1
(
(∂Φ− J˜RΩ)(xi)
(2pi)d/2
)ai qx1,...,xr−1(xr)
∏ri=1(δ(xi))ai−1
dx1 · · · dxr,
the function qx1,...,xr−1(xr) being related to the asymptotics of (multi-)Littlewood–Richardson coeffi-
cients by Proposition 5.7.
As an application, if we set
I(2,2,1) =
∫
C3
(
∂Φ− J˜RΩ(x)
)2 (
∂Φ− J˜RΩ(y)
)2 (
∂Φ− J˜RΩ(z)
)
(2pi)5d/2 δ(x) δ(y)
qx,y(z) dx dy dz
then this quantity is related to the term e(`)R with R as in Figure 17, and by using the circuit
expansion of M6 previous computed, we obtain
M6 = I6 (`′)5 + (6 I4 I2 + 3 (I3)2) (`′)4 + (6 I4 + 6 (I2)3 + 9 I(2,2,1)) (`′)3
+ (6 (I2)2 + 4 I3) (`′)2 + I2 `′,
where `′ = `vol(t/tZ) . Again, the important point is not this exact formula, but the fact that its
computation sheds light on the asymptotic properties of large representations of the group
G. This idea culminates in the computation of the higher moments Ms≥8, as we shall now
explain — for s = 7, one can check that the circuit expansion is
M7 = e
(`)
7
+ 7 e(`)
5
2
+ 7 e(`)
4
3
+ 7 e(`)
5
+ 21 e(`)
32
2
+ 21 e(`)
23 1
+ 7 e(`)
22 2 1
+ 28 e(`)
22 1
+ 35 e(`)
3
2
+ 21 e(`)
3
and it only involves reduced circuits on one or two vertices.
5.4. The conjecture on graph functionals. Starting with s = 8, the circuit expansion from
Theorem 5.4 yields connected reduced circuits on 3 vertices, the smallest case being when
s = 8 and we have for instance the identities of indices i1 = i6, i3 = i7 and i4 = i8. The
corresponding reduced circuit is drawn in Figure 18.
Let us explain how one should deal with the contribution ER,N of such a circuit. We label
the k′ ≥ 2 vertices of a connected reduced circuit which is not a loop in an arbitrary order
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1
11
2 2
FIGURE 18. The smallest connected reduced circuit on 3 vertices, correspond-
ing to the identities i1 = i6, i3 = i7 and i4 = i8 in a circuit of length 8.
from 1 to k′, and we convene to orientate each labeled edge lea b in the direction
a→ b if the index a is smaller than b. Then,
ER,N =
∫
Gk′
 ∏
a→le b labeled edge of R
(ZLN)
∗le(ga(gb)−1)
 dg1 · · · dgk′
= ∑
(λe)e∈E(R) family
of dominant weights
 ∏
e∈E(R)
(Cλe,N)
le
(dλe)le−1
 ∫
Gk′
 ∏
(a→le b)∈E(R)
chλe(ga(gb)−1)
 dg1 · · · dgk′ ,
where E(R) is the set of labeled edges of R. Note that the integral on the second line only
depends on the unlabeled oriented graph S underlying the reduced connected circuit R. In
the following we always use the letter S or the notation S(H, T) for this unlabeled oriented
graph, and we call graph functional the integral
GFS((λe)e∈E(S)) =
∫
Gk′
 ∏
(a→b)∈E(S)
chλe(ga(gb)−1)
 dg1 · · · dgk′ ;
this is a function on the k′-tuples of dominant weights indexed by the edges of S. This
definition actually makes sense for any finite graph S with ordered vertices and possibly
with loops; moreover, the definition immediately implies that GFS((λe)e∈E(S)) factorises
over the biconnected components of the graph S. We recover classical quantities when the
graph S has k′ = 1 or k′ = 2 vertices:
• If the graph S has k′ = 1 vertex, then it is a collection of loops, and we have
GF (λ) =
∫
G
chλ(eG) dg = dim Vλ.
• If the graph S has k′ = 2 vertices and r ≥ 3 edges between them, then its graph
functional is a multiple Littlewood–Richardson coefficients:
GFS(λ1, . . . ,λr) =
∫
G
chλ1(g) chλ2(g) · · · chλr(g) dg = cλ1,...,λr−1λ∗r ,
where λ∗ denotes the highest weight of the irreducible representation which is the
conjugate of Vλ (i.e., (Vλ)∗ = Vλ∗ and ρλ∗(g) = (ρλ(g−1))t).
Hence, the graph functionals can be considered as generalisations of the Littlewood–Richardson
coefficients. For any circuit (H, T), we have
EH,T,N = ∑
(λe)e∈E(S(H,T))
 ∏
e∈E(S(H,T))
(Cλe,N)
le
(dλe)le−1
GFS(H,T)((λe)e∈E(S(H,T))). (14)
Now, let us do a little bit of dimension analysis in order to explain how the mere existence
of the limits e(`)R suggests our Conjecture 1.4. To simplify a bit the discussion, we suppose
in the sequel that R(H, T) and S(H, T) are connected. The idea is to interpret Equation (14)
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as a Riemann sum, which should be asymptotically of order O(N−(k−1)), k being as usual
the number of distinct indices in the circuit (H, T). If xe = λeLN, then we should be able to
approximate
∏
e∈E(R)
(Cλe,N)
le
(dλe)le−1
'N→∞
(
`
N
)k−k′
(LN)(d+l)r
(
1
(2pi)d/2 vol(t/tZ)
)∑e∈E(R) le
∏
e∈E(R)
(∂Φ− J˜RΩ(xe))
le
(δ(xe))le−1
where r = |E(R)| and k′ = |V(R)|. Assuming that this approximation is valid, we then
have:
Nk−1 EH,T,N
(`′)k−1 (vol(t/tZ))k
′−1 (LN)
(2l+d)(k′−1)
'N→∞ ∑
(xe)e∈E(R)
 ∏
e∈E(R)
((∂Φ− J˜RΩ)(xe))
le
(2pi)
le
2 (δ(xe))le−1
 (LN)lr GFS
((
xe
LN
)
e∈E(S)
)
((LN)d vol(RΩ/ZΩ))r
with `′ = `vol(t/tZ) , and where the sum runs over elements of the lattice (LN (C ∩ZΩ))
r.
If we want the convergence of this Riemann sum as N goes to infinity, then taking into
account our Proposition 5.7 and our Theorems 5.6 and 5.8, it is natural to make the following
assumption:
If r is the number of edges of S and k, k′ are as in Equation (12), then there exists a
function qS : Cr → R+ which is locally polynomial, with domains of polynomiality
that are polyhedral cones and with total degree lr− (2l + d)(k′ − 1) in these cones,
such that we have the asymptotics
GFS((txe)e∈E(S)) 't→∞ tlr−(2l+d)(k
′−1) qS((xe)e∈E(S))
if the txe’s are dominant weights in the interior of the Weyl chamber.
Actually, this estimate cannot be true for any family of dominant weights (txe)e∈E(S), be-
cause a graph functional GFS((λe)e∈E(S)) usually vanishes outside a full rank sublattice of
(ZΩ)r. For instance, with the Littlewood–Richardson coefficients, cλ,µν = 0 if λ+ µ− ν does
not belong to the root lattice, which is smaller than the weight lattice. Thus, the correct
estimate should rather be
GFS((txe)e∈E(S)) 't→∞
{
tlr−(2l+d)(k′−1) qS((xe)e∈E(S)) if (txe)e∈E(S) ∈ AS,
0 otherwise,
where AS ⊂ (ZΩ)r is a sublattice with maximal rank rd. Assuming that this is true, we
would then obtain the analogue of Theorems 5.6 and 5.8 for any connected reduced circuit
R(H, T), with
e(`)R = limN→∞
Nk−1 EH,T,N
= (`′)k−1 (vol(t/tZ))
k′−1
[(ZΩ)r : AS]
∫
Cr
 ∏
e∈E(R)
((∂Φ− J˜RΩ)(xe))
le
(2pi)
le
2 (δ(xe))le−1
 qS(x1, . . . , xr) dx1 · · · dxr.
Finally, our assumption on the asymptotic behavior of the graph functionals would follow
immediately from the fact that these functionals GFS count the integer points in certain
polytopes P((λe)e∈E(S)) whose equations are determined by affine functions of the domi-
nant weights; as explained just after the statement of Proposition 5.7 and in more details in
Section 7, this is the case when S consists of two vertices. We now have fully explained our
Conjecture 1.4, except for the belonging of the polytopes to the so-called string cone of the
group Gr; this is also expained in the appendix at the end of the paper. We hope to be able
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to prove the conjecture by interpreting the graph functionals in the theory of crystal bases,
and by describing them in terms of string parametrisations. We close this section by two
remarks.
Remark 5.9. The formula lr− (2l + d)(k′ − 1) does not give a non-negative number for any
connected graph S; for instance, if G = SU(2) and S is the connected oriented graph as-
sociated to the reduced circuit from Figure 18, then l = d = 1, r = 5 and k′ = 3, there-
fore lr − (2l + d)(k′ − 1) = 5 − 6 = −1. In this situation, the corresponding polytope
should be empty, and our conjecture should imply some vanishing results, which can be
stated informally as follows: if one takes a graph functional of irreducible representations
with too many Haar distributed random variables g1, . . . , gk′ in comparison to the num-
ber r of characters appearing, then this integral vanishes. This is not very surprising since∫
G ch
λ(g) dg = 0 for any non trivial representation, but our conjecture would make this
much more precise.
Remark 5.10. In the general case, it is certainly hopeless to have a beautiful closed formula
for the functions qS introduced above. It should however be noticed that the analogue of
Conjecture 1.4 is trivially true when G is a torus Td (this is not a semisimple Lie group, but
the whole theory adapts mutatis mutandis). In this case, the weights of irreducible repre-
sentations are elements of Zd, and one can check that the graph functionals are indicator
functions of sublattices of (Zd)r. This means that Ms can always be written as a sum over
reduced circuits of certain weights which are integrals of combinations of Bessel functions,
but this time without a complicated locally polynomial function as the measure of integra-
tion. This seems a promising approach for the problem of computing a precise upper bound
on Ms; note however that we need a good control of these weights if we want to improve
substantially the arguments from Proposition 4.21.
6. APPENDIX: GEOMETRY OF THE CLASSICAL SSCC LIE GROUPS
In this appendix, we describe for each classical case: the maximal torus T; the Weyl group
W; the corresponding weight lattice ZΩ and root system Φ; the set of dominant weights
Ĝ; the dimensions of the corresponding irreducible representations. We also compute the
volumes of the classical sscc Lie groups with respect to the Riemannian structure given by
Equation (1) and the opposite of the Killing form. Most of these results can be found in
the classical text books [Hel78, FH91], and we stick to the conventions of a previous paper
[Mél14]. Since Spin(n) is not easily described in terms of matrices, in the following we shall
use numerous times the two-fold covering map pi : Spin(n)→ SO(n).
6.1. Maximal tori and their characters. The maximal tori are chosen as follows:
type An : G = SU(n + 1)
T = {diag(eiθ1 , eiθ2 , . . . , eiθn+1) | θi ∈ [0, 2pi], θ1 + θ2 + · · ·+ θn+1 ∈ 2piZ};
type Bn : G = Spin(2n + 1)
T = pi−1
({diag(Rθ1 , Rθ2 , . . . , Rθn , 1) | θi ∈ [0, 2pi]}) ;
type Cn : G = USp(n)
T = {diag(eiθ1 , eiθ2 , . . . , eiθn) | θi ∈ [0, 2pi]};
type Dn : G = Spin(2n)
T = pi−1
({diag(Rθ1 , Rθ2 , . . . , Rθn) | θi ∈ [0, 2pi]}) ,
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where Rθ =
( cos θ − sin θ
sin θ cos θ
)
. In each case, we denote ei the morphism T → C× which sends
an element of the torus of parameters (θi)i to eiθi (in type Bn and Dn, ei factors through pi).
Notice that in type An, by definition of the torus, e1 + · · ·+ en+1 = 0. In type Bn, one can
also define a morphism
ωn : T → C×
which is the highest weight of the so-called spin representation of Spin(2n + 1), and which
has the property that 2ωn = e1 + e2 + · · ·+ en; thus, formally, ωn = 12(e1 + · · ·+ en). Notice
that ωn does not factor through the covering map pi. Similarly, in type Dn, one can define
two morphisms
ωn−1 : T → C×;
ωn : T → C×,
which are the highest weights of the even and odd half-spin representations of Spin(2n),
and which are formally equal to 12(e1 + · · · + en−1 + en) and 12(e1 + · · · + en−1 − en). We
refer to [FH91, Chapter 20] and to [Jos11, §1.8] for the constructions with spins.
6.2. Weyl groups. The Weyl groups W = Norm(T)/T corresponding to the previous choices
of maximal tori are:
type An : W = S(n + 1), acting by permutation of the angles;
type Bn : W = (Z/2Z) oS(n), acting by permutation and inversion of the angles;
type Cn : W = (Z/2Z) oS(n), acting by permutation and inversion of the angles;
type Dn : W = ((Z/2Z) oS(n))even, acting by permutation and inversion of the angles.
In the last case, the signed permutations, which can be represented as pairs ((ε1, . . . , εn), σ)
with εi = ±1 and σ ∈ S(n), are allowed only when ε1ε2 · · · εn = +1.
6.3. Weight lattices and root systems. We denote RΩ = SpanR(e1, . . . , en) in type Bn, Cn
and Dn, and RΩ = SpanR(e1, . . . , en+1)/R(e1 + · · · + en+1) in type An. The vector space
RΩ has dimension n in type An, Bn, Cn and Dn. The weight lattice ZΩ is the Z-lattice of
maximal rank n spanned by the fundamental weights ω1, . . . ,ωn:
type An : ωi = (e1 + · · ·+ ei)− in + 1 (e1 + · · ·+ en+1);
type Bn : ωi≤n−1 = e1 + · · ·+ ei; ωn = 12(e1 + · · ·+ en);
type Cn : ωi = e1 + · · ·+ ei;
type Dn : ωi≤n−2 = e1 + · · ·+ ei; ωn−1,n = 12(e1 + · · ·+ en−1 ± en).
The dominant weights in Ĝ are the positive integer combinations of these fundamental
weights. They have positive scalar products with the positive roots:
type An : Φ+ = {ei − ej, 1 ≤ i < j ≤ n + 1};
type Bn : Φ+ = {ei, 1 ≤ i ≤ n} unionsq {ei − ej, 1 ≤ i < j ≤ n} unionsq {ei + ej, 1 ≤ i < j ≤ n};
type Cn : Φ+ = {2ei, 1 ≤ i ≤ n} unionsq {ei − ej, 1 ≤ i < j ≤ n} unionsq {ei + ej, 1 ≤ i < j ≤ n};
type Dn : Φ+ = {ei − ej, 1 ≤ i < j ≤ n} unionsq {ei + ej, 1 ≤ i < j ≤ n}.
We have drawn in Figure 19 the weight lattices, the root systems and the Weyl chambers in
rank 2.
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A2 B2
C2 D2
FIGURE 19. The weight lattices in type A2, B2, C2 and D2.
6.4. Scalar product on the weight lattice. Let us compute for each case the scalar product
〈· | ·〉 on RΩ which is dual to the Killing form. As explained in Section 1.4, the Killing form
is given by:
type An : B(X, Y) = (2n + 2) tr(XY), X, Y ∈ su(n + 1);
type Bn : B(X, Y) = (2n− 1) tr(XY), X, Y ∈ so(2n + 1);
type Cn : B(X, Y) = (4n + 4)Re(tr(XY)), X, Y ∈ sp(n);
type Dn : B(X, Y) = (2n− 2) tr(XY), X, Y ∈ so(2n).
For each (simple) root α, there is a unique vector Tα ∈ tC such that α(t) = B(t, Tα). The
scalar product on RΩ is then given by 〈α | β〉 = B(Tα, Tβ). One thus obtains the following
scalar products:
• Each time, the vectors ei form an orthogonal basis, with the following square norms:
type An : ‖ei‖2 = 12n + 2;
type Bn : ‖ei‖2 = 14n− 2;
type Cn : ‖ei‖2 = 14n + 4;
type Dn : ‖ei‖2 = 14n− 4.
• In type An, the weight space RΩ is embedded in SpanR(e1, . . . , en+1) as the hyper-
plane RΩ = SpanR(α1, . . . , αn) with αi = ei − ei+1 (the αi’s are the simple roots).
• In type Bn, Cn and Dn, the weight space RΩ is SpanR(e1, . . . , en).
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Note that in many representation theoretic formulas, one does not need to know exactly
the normalisation of the vectors ei, because one deals with quotients of scalar products (for
instance, in Weyl’s dimension formula). However, the knowledge of the normalisation is
required for instance in Theorem 3.1, and in several other theorems stated in this paper.
6.5. Dominant weights and dimensions of the irreducible representations. It is conve-
nient to describe a dominant weight λ ∈ Ĝ by means of its coordinates λ1,λ2, . . . ,λn in the
basis (e1, . . . , en) or (e1, . . . , en+1). Thus, we have the following descriptions of the sets Ĝ
(see [Mél14, §2.3]):
type An : Ĝ = {integer partitions (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0) | ∀i, λi ∈N};
type Bn : Ĝ =
{
half-integer partitions (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0)
∣∣ ∀i, λi∈N
or ∀i, λi− 12∈N
}
;
type Cn : Ĝ = {integer partitions (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0) | ∀i, λi ∈N};
type Dn : Ĝ =
{
signed half-integer partitions (λ1 ≥ λ2 ≥ · · · ≥ εnλn ≥ 0)
∣∣ ∀i, |λi|∈N
or ∀i, |λi|− 12∈N
}
,
where in the last case the sign εn of λn is allowed to be ±1 (unless λn = 0).
• In type An, the integer partition λ corresponds to the highest weight
λ1e1 + · · ·+ λnen − |λ|n + 1(e1 + · · ·+ en+1),
where |λ| = ∑ni=1 λi. It is then convenient to denote λn+1 = 0.
• In type Bn, Cn and Dn, the integer or half-integer partition λ corresponds to the high-
est weight λ1e1 + · · ·+ λnen.
With these conventions, the Weyl formula yields the following explicit values for the di-
mensions dλ:
type An : dλ = ∏
1≤i<j≤n+1
λi − λj + j− i
j− i ;
type Bn : dλ = ∏
1≤i<j≤n
λi − λj + j− i
j− i ∏1≤i≤j≤n
λi + λj + 2n + 1− i− j
2n + 1− i− j ;
type Cn : dλ = ∏
1≤i<j≤n
λi − λj + j− i
j− i ∏1≤i≤j≤n
λi + λj + 2n + 2− i− j
2n + 2− i− j ;
type Dn : dλ = ∏
1≤i<j≤n
λi − λj + j− i
j− i
λi + λj + 2n− i− j
2n− i− j .
Remark 6.1. In type Bn and Dn, a sublattice of Ĝ corresponds to the irreducible represen-
tations that factor through the covering map Spin(d) → SO(d), hence are irreducible rep-
resentations of the special orthogonal group. Thus, integer partitions of length n label the
irreducible representations of SO(2n + 1), whereas signed integer partitions of length n la-
bel the irreducible representations of SO(2n). This connection between representations of
Spin(d) and representations of SO(d) is detailed in [Bum13, Chapter 31]. For studying ran-
dom geometric graphs, everything that can be said for a random geometric graph of fixed
level L drawn on Spin(d) stays true for SO(d), but with the eigenvalues indexed by the
dominant weights in the integral sublattice ŜO(d) of ̂Spin(d).
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6.6. Volume of a sscc Lie group. Let us finally explain how to use the weight lattices and
the root systems in order to compute the volume of a sscc Lie group G with respect to the
volume form associated to opposite Killing form. This volume is involved in the renormal-
isation parameters of the Poissonian regime of random geometric graphs, and it is given
by
vol(G) = (2
√
2pi)dim G ∏
α∈Φ+
sinc (2pi 〈ρ | α〉) ,
see [KP84, Formula 4.32.1]. Alternatively, if (mi)i∈[[1,d]] is the collection of the Chevalley
exponents of the Weyl group of G (see for instance [Col58]), and if 2pitZ is the kernel of
exp : t→ T (T being the fixed maximal torus), then
vol(G) = vol(t/tZ)
(
∏
α∈Φ+
B(α∨, α∨)
)
d
∏
i=1
2pimi+1
mi!
,
the last product being the volume of the cartesian product of unit spheres ∏di=1 S
2mi+1; see
[Mac80, Has97]. In this formula, α∨ is the coroot of the root α, that is the vector in tC such
that 2 B(t,α
∨)
B(α∨,α∨) = α(t). In other words, Tα =
2 α∨
B(α∨,α∨) . As a consequence,
vol(G) = vol(t/tZ) 4|Φ+|
(
∏
α∈Φ+
1
‖α‖2
)
d
∏
i=1
2pimi+1
mi!
= vol(t/tZ) 2dim G
(
∏
α∈Φ+
1
‖α‖2
)
d
∏
i=1
pimi+1
mi!
.
The terms of this formula are:
type vol(t/tZ) dim G ∏α∈Φ+
1
‖α‖2 m1, . . . , mn
An 2
n
2 (n + 1)
n+1
2 n(n + 2) (n + 1)
n(n+1)
2 1, 2, 3, . . . , n
Bn 2
n
2+1 (2n− 1) n2 n(2n + 1) 2n (2n− 1)n2 1, 3, 5, . . . , 2n− 1
Cn 2n (n + 1)
n
2 n(2n + 1) 2n(n−1) (n + 1)n2 1, 3, 5, . . . , 2n− 1
Dn 2n+1 (n− 1) n2 n(2n− 1) 2n(n−1) (n− 1)n(n−1) 1, 3, 5, . . . , 2n− 3, n− 1
The term vol(t/tZ) appears in many asymptotic formulas in Section 5. As a consequence of
the computations above,
vol(SU(n)) =
(
22n+3 pin+2
) n−1
2 n
n2
2
1! 2! · · · (n− 1)! ;
vol(USp(n)) =
(
23n+1 pin+1 (n + 1)
2n+1
2
)n
1! 3! · · · (2n− 1)! ;
vol(Spin(2n)) = 2
(
23n−1 pin (n− 1) 2n−12
)n
1! 3! · · · (2n− 3)! (n− 1)! ;
vol(Spin(2n + 1)) = 2
(
22n+
5
2 pin+1 (2n− 1) 2n+12
)n
1! 3! · · · (2n− 1)! .
Of course, for n ≥ 3, vol(SO(n)) = 12 vol(Spin(n)).
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7. APPENDIX: CRYSTALS OF REPRESENTATIONS AND STRING POLYTOPES
This second appendix proves Proposition 5.7 and gives a survey of the theory of crystals
of representations. We have tried to explain it in the most pedagogical way that we were
able to, and in particular we start with the path model, although it is not really required in
our study. Until the end, G is a fixed sscc Lie group, g is its Lie algebra, and d is the rank of
G. The set of simple roots of G is denoted (αi)i∈[[1,d]]. This is a linear basis of RΩ, and we
denote (α∨i )i∈[[1,d]] the basis of simple coroots in (RΩ)
∗, defined by the relations
∀i, j ∈ [[1, d]] , αi(α∨j ) = 2
〈
αi
∣∣ αj〉〈
αj
∣∣ αj〉 .
The dual basis (ωi)i∈[[1,d]] of the basis of coroots (α∨i )i∈[[1,d]] consists in the fundamental
weights, such that ZΩ = SpanZ(ω1, . . . ,ωd). Fix a dominant weight λ ∈ Ĝ, and for
ω ∈ ZΩ, denote Vλ(ω) the weight subspace of Vλ associated to the weight ω:
Vλ(ω) = {v ∈ Vλ | ∀t ∈ T, t · v = ω(t) v}.
An element of the weight subspace Vλ(ω) is called a weight vector of Vλ, and the irreducible
representation Vλ is the direct sum of its weight subspaces:
Vλ =
⊕
ω |Vλ(ω) 6=0
Vλ(ω).
The set of weights with positive multiplicity in Vλ will be denoted Ω(λ); it is a finite subset
of λ+ R, where R is the root lattice of G, that is the sublattice ofZΩ spanned by the (simple)
roots.
7.1. Crystals and the path model. The theory of crystal bases and the path model allow
one to compute the multiplicities Kλ,ω = dimC(Vλ(ω)) for ω ∈ Ω(λ) (they are also called
the Kostka numbers). Let Uq(gC) be the quantum group of the complexification gC of the Lie
algebra g; it is a deformation with a complex parameter q of the universal enveloping alge-
bra U(gC), see [Jim85, Jim86]. There is a corresponding deformation Vλq of the irreducible
module Vλ, and a notion of weight vectors in Vλq , such that if
Vλq =
⊕
ω |Vλq (ω) 6=0
Vλq (ω),
then the weights and the multiplicities are the same for Vλ and for Vλq :
∀ω ∈ ZΩ, dimC
(
Vλq (ω)
)
= dimC
(
Vλ(ω)
)
.
This is the Lusztig–Rosso correspondence, see the original papers [Lus88, Ros88, Ros90],
and [Mél17, Chapter 5] for a detailed exposition of the case g = gl(n). The correspondence
holds for any q which is not 0 or a root of unity. Now, a crystal basis of the irreducible
representation Vλq is a linear basis C(λ) of Vλq that consists of weight vectors, and such that
if (ei, fi, qhi)i∈[[1,d]] are the Chevalley generators of Uq(gC), then for any vector v of the crystal
basis, ei · v is either 0 or another vector v′ of the crystal basis; and similarly for fi · v. Notice
that if v ∈ C(λ) has weight ω and v′ = ei · v (respectively, v′ = fi · v) does not vanish, then
v′ has weight ω+ αi (respectively, ω− αi). The crystal of Vλq is given by a crystal basis C(λ),
and by the weighted labeled oriented graph:
• with vertices v ∈ C(λ),
• with labeled oriented edges v→ fi v′ if v′ = fi · v,
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• with a weight map wt(·) which associates to v ∈ C(λ) the corresponding weight in
ZΩ.
It has been shown independently by Lusztig and Kashiwara that crystal bases of irreducible
representations of semisimple Lie algebras always exist, and that their combinatorial struc-
ture does not depend on q; see [Lus90, Kas90]. In the sequel, we shall only work with the
combinatorial object (weighted labeled oriented graph). Indeed, if one knows the crystal of
an irreducible representation Vλ, then one recovers immediately the highest weight of the
representation, and all the multiplicities of the weights: for any ω ∈ Ω(λ),
dimC
(
Vλ(ω)
)
= card{v ∈ C(λ) | v has weight ω}.
As a consequence, we can now forget the underlying quantum groups Uq(gC).
There is a concrete description of the crystal C(λ) due to Littelmann, see [Lit95, Lit98b],
and [BBO05, BBO09] for applications of this path model in probability. We call path on the
weight space RΩ a piecewise linear map pi : [0, 1] → RΩ which starts at 0, and such that
pi(1) belongs to the weight lattice ZΩ. We identify two paths if they differ by a continuous
reparametrisation. The set of paths is a semigroup for the operation of concatenation:
(pi1 ∗ pi2)(t) =
{
pi1(2t) if t ∈ [0, 12 ],
pi1(1) + pi2(2t− 1) if t ∈ [12 , 1].
Fix a simple root α. Given a path pi, we set gα(pi, t) = pi(t)(α∨) = 2 〈pi(t) |α〉〈α |α〉 ; this is a
piecewise linear function on [0, 1]. Suppose
mα = min
t∈[0,1]
gα(pi, t) ≤ −1.
0
α1
pi0
pi1
pi2
pi3
pi4
mα
1
FIGURE 20. The decomposition of a path in the weight lattice of SU(3).
We cut the path pi in parts pi0,pi1, . . . ,pi`,pi`+1 such that pi = pi0 ∗ pi1 ∗ · · · ∗ pi` ∗ pi`+1 and:
(0) pi0 ∗ pi1 ∗ · · · ∗ pi` ends at a point with a value of gα minimal, and it is the smallest
part of the whole path pi with this property; and then pi0 is the largest part of the
path pi0 ∗ pi1 ∗ · · · ∗ pi` that ends with a value of gα equal to mα + 1.
(1) either gα(pi) is strictly decreasing on the interval [ti−1, ti] corresponding to the part
pii, and gα(pi, s) ≥ gα(pi, ti−1) for s ≤ ti−1; in other words, gα(pi) is minimal on the
segment [ti−1, ti].
(2) or, gα(pi, ti−1) = gα(pi, ti) and gα(pi, s) ≥ gα(pi, ti−1) for s ∈ [ti−1, ti].
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This decomposition is better understood in a picture, see Figure 20 for an example on the
weight lattice of type A2. Denote sα the reflection with respect to the root α, that is the map
x 7→ x− 2 〈x |α〉〈α |α〉 α. For j ∈ [[1, `]], we define
pi′j =
{
sα(pij) if pij is of type (1),
pij if pij is of type (2).
We then set
eα(pi) =
{
∅ if mα > −1,
pi0 ∗ (pi′1 ∗ pi′2 ∗ · · · ∗ pi′`) ∗ pi`+1 if mα ≤ −1,
and fα(pi) = c ◦ eα ◦ c(pi), where c is the involution on paths defined by (c(pi))(t) = pi(1−
t)− pi(1). In this definition, ∅ is a "ghost" path. An example of action of a root operator eα
is in Figure 21.
0
α1
pi0
pi′1
pi′2
pi′3
pi4
FIGURE 21. The action of e1 = eα1 on the path of Figure 20.
Notice that if pi is a path such that eα(pi) 6= ∅, then fα(eα(pi)) = pi. Similarly, if pi is a path
such that fα(pi) 6= ∅, then eα( fα(pi)) = pi. On the other hand, if pi is a path and eα(pi) 6= 0
(respectively, fα(pi) 6= 0), then (eα(pi))(1) = pi(1) + α (respectively, ( fα(pi))(1) = pi(1)− α).
Therefore, paths in the weight space and root operators are a natural model for crystals. The
following theorem ensures that this model is indeed adequate:
Theorem 7.1 (Littelmann). Let λ be a dominant weight in Ĝ, and piλ be the segment that connects
0 to λ, considered as a path. We introduce the weighted labeled oriented graph:
• with vertices the paths pi = fαi1 fαi2 · · · fαir (piλ) that are not the ghost path ∅, and that are
obtained from piλ by applying operators fαi ;
• with an oriented labeled edge pi → fi pi′ if pi′ = fαi(pi);
• with the weight map wt : pi 7→ pi(1).
The crystal C(piλ) that one obtains is finite, and it is isomorphic to the crystal C(λ) of the irreducible
representation Vλ. In particular,
dimC
(
Vλ(ω)
)
= card{paths in the crystal C(piλ) with endpoint ω},
and the character chλ is given by the formula chλ = ∑pi∈C(piλ) e
wt(pi).
Actually, one can take instead of piλ any path from 0 to λ that stays in the Weyl chamber; all
these paths generate the same crystal C(λ).
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Example 7.2. Consider the adjoint representation of SU(3) on su(3), which has dimension
8. The dominant weight is λ = ρ = ω1 + ω2, and the crystal C(λ) is drawn in Figure 22.
In particular, each of the six roots of SU(3) has multiplicity 1 in the adjoint representation,
C
λ f1
f2f1f1f2
f2
f2
f1
FIGURE 22. The crystal of the adjoint representation of SU(3), viewed as a set
of paths.
whereas the weight 0 has multiplicity 2 = rank(SU(3)).
Let us now explain the use of the path model in order to compute tensor products. If
Vλ ⊗ Vµ = ∑ν∈Ĝ c
λ,µ
ν Vν, then the concatenation product of crystals C(piλ) ∗ C(piµ) is a set
of paths such that the action of the root operators on these paths generate a crystal whose
connected components are isomorphic to the elements of the multiset {(C(piν))mν , ν ∈ Ĝ}.
Therefore, cλ,µν is equal to the number of paths pi ∈ C(piµ) such that piλ ∗ pi always stays in
the Weyl chamber C, and piλ ∗ pi ends at the dominant weight ν; see [Lit98b, Proposition 2
and Corollary 1]. In a moment, we shall reinterpret this rule in the string polytope of Vµ,
see Theorem 7.8.
Remark 7.3. This link between the tensor product of representations and the concatenation
product of crystals proves that the set of dominant weights ν such that cλ,µν > 0 is included
in R + λ + µ, where R is the root lattice. Indeed, the crystal C(piµ) consists of paths with
weights in µ+ R, and if cλ,µν > 0, then there is a path in this crystal that connects 0 to ν− λ.
7.2. The cone and the polytopes of string parametrisations. In this paragraph, we fix a
dominant weight λ, and a decomposition of the longest element w0 of the Weyl group as a
product of reflections sαi along the walls of the Weyl chamber C:
w0 = sαi1 sαi2 · · · sαil .
Notice that l = |Φ+| is equal to the number of positive roots of G. If v is an element of the
crystal C(λ), we call string parametrisation of v the vector of integers (n1, n2, . . . , nl) ∈ Nr
such that:
• n1 is the maximal integer such that en1αi1 (v) 6= 0;
• if n1, . . . , ns−1 are known, then ns is the maximal integer such that ensαis · · · e
n2
αi2
en1αi1 (v) 6=
0.
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Example 7.4. For SU(3), we fix the decomposition s1s2s1 of the longest element w0 of the
Weyl group W = S(3). Then, the string parametrisation of the crystal graph of the adjoint
representation appears in Figure 23.
(0,0,0)
(0,1,0)
(1,0,0)
(1,1,0)
(0,1,1)
(2,1,0)
(0,2,1)
(1,2,1)
f1
f2f1
f1
f2
f2
f2
f1
FIGURE 23. String parametrisation of the elements of the crystal of the adjoint
representation of SU(3).
The string parametrisation is a natural way to label the vertices of the crystal graph: given a
vertex v, one looks for the maximal size n1 of a path in the direction αi1 starting from v; then,
for the maximal size n2 of a path in the direction αi2 starting from e
n1
αi1
(v); and so on. Given
a vertex v ∈ C(λ) with string parametrisation (n1, . . . , nl), one has v = f n1αi1 f
n2
αi2
· · · f nlαil (vλ),
where vλ is the unique element of the crystal with weight λ. As a consequence, in this
setting,
wt(v) = λ−
l
∑
j=1
njαij .
We denote S (λ) the set of all string parametrisations of elements of the crystal C(λ), and
S (G) =
⋃
λ∈ĜS (λ). We also denoteSC (G) the string cone of G, which is the real cone (set
of non-negative linear combinations) spanned by the elements ofS (G). Finally, for λ ∈ Ĝ,
let P(λ) be the string polytope of λ, which is the set of elements (u1, . . . , ul) in the string
cone and such that:
ul ≤ λ(α∨il );
ul−1 ≤ (λ− ulαil)(α∨il−1);
ul−2 ≤ (λ− ulαil − ul−1αil−1)(α∨il−2);
...
...
u1 ≤ (λ− ulαil − · · · − u2αi2)(α∨i1).
Proposition 7.5 (Littelmann). The string cone SC (G) is a rational convex cone delimited by a
finite number of hyperplanes in Rl. The string parametrisations in S (G) are the integer points of
the string coneSC (G), and the string parametrisations inS (λ) are the integer points of the string
polytopeP(λ).
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An explicit description of the string cone is given in [Lit98a, BZ01]; see also the remark after
Theorem 7.8. On the other hand, the string polytopeP(λ) has maximal dimension l as long
as λ does not belong to the walls of the Weyl chamber.
Example 7.6. For G = SU(3), one can show that the string cone is the set of triples (x, y, z) ∈
(R+)3 such that y ≥ z; see [Lit98a, Corollary 2]. The string polytope of the adjoint represen-
tation with highest weight λ = ω1 +ω2 is then the subset of the string cone:
P(ω1 +ω2) = {(x, y, z) ∈ (R+)3 | z ≤ 1, z ≤ y ≤ 1+ z, x ≤ 1− 2z + y}.
This polytope is drawn in Figure 24, and one can check that it contains eight integer points.
2
x
y
z
FIGURE 24. String polytope of the adjoint representation of SU(3).
We extend the weight wt(·) : C(λ) → RΩ to a map Ψλ on the whole space of string
parametrisations Rl, by using the same definition for real points as for integer points:
Ψλ(u1, . . . , ur) = λ−
l
∑
j=1
ujαij .
Later we shall also consider maps Ψx with x arbitrary in C; the definition is the same as
above, with x = λ. For any dominant weight λ, the map Ψλ is affine, and (Ψλ)|C(λ) = wt.
The image of the string polytopeP(λ) by Ψλ is a polytope inRΩ, and one can show that it
is the convex hull of the points in W(λ); see for instance [AB04, Definition 1.3]. Moreover,
the image by Ψλ of the Lebesgue measure onP(λ)
1(u1,u2,...,ul)∈P(λ) du1 du2 · · · dul
is compactly supported by Conv(W(λ)), and piecewise polynomial (this is a general prop-
erty of affine images of Lebesgue measures on polytopes); see [BBO09, §5.3]. We can then
state a result of asymptotic polynomiality of the Kostka numbers Kλ,ω = dimC(Vλ(ω))
(instead of the Littlewood–Richarson coefficients):
Proposition 7.7. Fix a direction x in the Weyl chamber C ⊂ RΩ, and a continuous bounded
function f on RΩ. We assume that x does not belong to the walls of the Weyl chamber. Then, there
exists a probability measure mx(y) dy on RΩ that is supported by Conv({w(x) |w ∈ W}), that
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has a piecewise polynomial density mx, and such that
lim
t→∞
tx∈Ĝ
(
∏α∈Φ+ 〈ρ | α〉
tl ∏α∈Φ+ 〈x | α〉 ∑ω∈ZΩ
Ktx,ω f
(ω
t
))
=
∫
Conv(W(x))
f (y)mx(y) dy. (15)
The local degree of y 7→ mx(y) is bounded by l − d = |Φ+| − rank(G), and one has the scaling
property mγx(γy) =
mx(y)
γd
.
The probability measure mx(y) dy is a version of the Duistermaat–Heckman measure, see in
particular [BBO09, §5.3].
Proof. Set λ = tx. The left-hand side L( f , x, t) of Equation (15) approximates
∫
RΩ f (
ω
t ) µλ(ω),
where µλ is the spectral probability measure of the representation λ, supported on weights
and defined by
µλ =
1
dimC(Vλ)
∑
ω∈Ω(λ)
(dimC(Vλ(ω))) δω.
Indeed, the only difference is that we approximated dimC(Vλ) by t|Φ+|∏α∈Φ+
〈x |α〉
〈ρ |α〉 , and
this is valid in the limit t → ∞. Now, by the previous discussion, µλ is the image of the
probability measure
νλ =
1
dimC(Vλ)
∑
(n1,...,nl) integer points inP(λ)
δ(n1,...,nl)
on Rl by the affine map Ψλ. Therefore,
L( f , x, t) '
∫
Rl
f
(
Ψλ(u)
t
)
νtx(du) =
∫
Rl
f
(
Ψx
(u
t
))
νtx(du).
As t goes to infinity, the discrete measure νx,t(u) = νtx(tu) converges in law to the uniform
probability mesure υx on the polytope P(x), which is defined as the set of points of the
string coneS (G) which satisfy the inequalities
ul ≤ x(α∨il );
ul−1 ≤ (x− ulαil)(α∨il−1);
...
...
u1 ≤ (x− ulαil − · · · − u2αi2)(α∨i1).
Therefore, limt→∞ L( f , x, t) =
∫
Rl
f (Ψx(u)) υx( du). Finally, the image measure mx = (Ψx)∗(υx)
is given by a compactly supported piecewise polynomial function, of local degree smaller
than l − d; and the obvious identities Ψγx(γu) = γΨx(u) and γl υγx(γu) du = υx(u) du
imply the scaling property. 
7.3. From the string polytope to the Littlewood–Richardson coefficients. The theory which
enables one to understand the asymptotics of Kostka numbers can be adapted to the same
problem with the Littlewood–Richardson coefficients. From the discussion at the end of
Section 7.1, and the description of cλ,µν as a number of paths in C(piµ) satisfying certain con-
ditions, one can expect that there is a notion of string polytope of Vµ relatively to another
dominant weight λ that allows to calculate these coefficients. These relative string polytopes
have been constructed by Berenstein and Zelevinsky, see [BZ88, BZ01]. A trail from a weight
φ to another weight pi of an irreducible representation Vµ of gC is a sequence of weights
φ = φ0, φ1, . . . , φl = pi of Vµ such that:
(1) φj−1 − φj = k j αij for any j ∈ [[1, l]], with the k j’s non-negative integers;
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(2) there exist in the crystal C(µ) vertices vφ and vpi with respective weights φ and pi,
and a sequence of edges
vφ →k1 fαi1 vφ1 →k2 fαi2 · · · →kl−1 fαil−1 vφl−1 →kl fαil vpi,
where→kj fαij stands for k j edges of label fαij .
In other words, the trails are the images by the weight map of directed paths on the crystal
graph. For instance, in the crystal of the adjoint representation of SU(3), there is a trail from
ω1 +ω2 to ω1 − 2ω2, since one can find the sequence of edges
(0, 0, 0)→ fα1 (1, 0, 0)→ fα2 (0, 1, 1)→ fα2 (0, 2, 1)
in the crystal graph. We refer to [BZ01, Theorem 2.3] for a proof of the following result, in
which we shall consider irreducible representations of the dual Langlands Lie algebra LgC,
which is the Lie algebra obtained from gC by exchanging roots and coroots, respectively
weights and coweights.
Theorem 7.8 (Berenstein–Zelevinsky). Let S (λ, µ) be the subset of the set of string parametri-
sations S (µ) that consists of strings (n1, n2, . . . , nl) such that, for any i ∈ [[1, d]] and any trail
(φ∨0 , φ∨1 , . . . , φ
∨
l ) from si(ω
∨
i ) to w0(ω
∨
i ) in the fundamental representation V
ω∨i of LgC,
l
∑
j=1
nj αij
(
φ∨j−1 + φ
∨
j
2
)
≥ −λ(α∨i ) = −li.
Then, cλ,µν is the number of elements with weight ν− λ in S (λ, µ). Therefore, it is the number of
integer points in a slice of the Berenstein–Zelevinsky relative string polytopeP(λ, µ), which is the
intersection ofP(µ) with the half-spaces determined by the inequalities above.
Remark 7.9. In [BZ01, Theorem 3.10], a similar trail characterisation of the string coneSC (G)
is provided: it consists in all the sequences (x1, x2, . . . , xl) ∈ (R+)l such that, for any
i ∈ [[1, d]] and any trail (φ∨0 , φ∨1 , . . . , φ∨l ) from ω∨i to w0si(ω∨i ) in the fundamental repre-
sentation Vω
∨
i of LgC,
l
∑
j=1
xj αij
(
φ∨j−1 + φ
∨
j
2
)
≥ 0.
Example 7.10. In the Weyl chamber of SU(3), fix the two directions x = ω1 + ω2 and y =
2ω1 +ω2. We have drawn in Figure 25 the Littlewood–Richardson coefficients for Vλ ⊗Vµ,
with λ = 10x and µ = 10y. Consider for instance the weight ν = 10(2ω1 + ω2); the
multiplicity of Vν in Vλ ⊗Vµ is equal to 11. On the other hand, the string polytopeP(µ) is
the set of triplets (x, y, z) ∈ (R+)3 with
z ≤ 20, z ≤ y ≤ 10+ z, x ≤ 20− 2z + y.
For the relative string polytopeP(λ, µ), we need to add the inequalities:
x ≤ 10, y ≤ 10+ x, z ≤ 10.
Consequently, to compute the multiplicity cλ,µν , we need to find all the integer triplets satis-
fying the previous inequalities, and with
(x + z)α1 + yα2 = λ+ µ− ν = λ = 10(α1 + α2).
It is easily seen that the 11 solutions are the triplets (k, 10, 10− k) with k ∈ [[0, 10]].
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FIGURE 25. The multiplicities cλ,µν with λ = 10(ω1 +ω2) and µ = 10(2ω1 +ω2).
On Figure 25, one sees that the Littlewood–Richardson coefficients for a tensor product of
two large irreducible representations are almost given by a piecewise polynomial function
(and even piecewise affine for this example). This is the analogue of Proposition 7.7 for
Littlewood–Richardson coefficients.
Theorem 7.11. Fix two directions x and y in the Weyl chamber C. We assume that x and y do not
belong to the walls of C. There exists a finite positive measure px,y(z) dz on C:
• compactly supported by a polytopeP(x, y)whose boundary is determined by affine functions
of x, y, z;
• with a mass smaller than 1, and a density given by a piecewise polynomial function in z of
local degree bounded by l − d = |Φ+| − rank(G);
• such that, for any function f that is continuous and bounded on C,
lim
t→∞
tx,ty∈Ĝ
(
∏α∈Φ+ 〈ρ | α〉
tl ∏α∈Φ+ 〈y | α〉 ∑ν∈Ĝ
ctx,tyν f
(ν
t
))
=
∫
P(x,y)
f (z) px,y(z) dz.
Moreover, one has the scaling property pγx,γy(γz) =
px,y(z)
γd
.
Proof. We set λ = tx and µ = ty, and we introduce the discrete measure
ρλ,µ =
1
dimC(Vµ)
∑
(n1,...,nl) integer points inP(λ,µ)
δ(n1,...,nl);
it has mass smaller than 1. We have
∑
ν∈Ĝ
cλ,µν f
(ν
t
)
= (dimC(Vµ))
∫
Rl
f
(
ψλ+µ(u)
t
)
ρλ,µ(du)
' t
l ∏α∈Φ+ 〈y | α〉
∏α∈Φ+ 〈ρ | α〉
∫
Rl
f
(
ψx+y
(u
t
))
ρtx,ty(du).
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As t goes to infinity, the discrete measure ρtx,ty(tu) converges in law to the measure
$x,y(du) =
1u∈P(x,y) du
vol(P(y))
on the relative polytopeP(x, y), which is the subset ofP(y) that consists in parameters u
such that
l
∑
j=1
uj αij
(
φ∨j−1 + φ
∨
j
2
)
≥ −x(α∨i )
for any trail (φ∨0 , φ∨1 , . . . , φ
∨
l ) as in Theorem 7.8. Therefore,
lim
t→∞
tx,ty∈Ĝ
(
∏α∈Φ+ 〈ρ | α〉
tl ∏α∈Φ+ 〈y | α〉 ∑ν∈Ĝ
ctx,tyν f
(ν
t
))
=
∫
Rl
f (ψx+y(u)) ρx,y(du).
The piecewise polynomial measure px,y of the statement of the theorem is the image mea-
sure (ψx+y)∗$x,y, and it is indeed piecewise polynomial since $x,y is proportional to the
Lebesgue measure on a polytope, and ψx+y is a affine map. The scaling property is proven
in the same way as in Proposition 7.7. 
Remark 7.12. The hypothesis that x and y do not belong to the walls of C are used in order to
ensure that the relative polytopeP(x, y) has maximal dimension l, and that the dimension
dimC(Vty) is of order O(tl). Otherwise, one might need to consider a different renormal-
isation of the Littlewood–Richardson coefficients, but the asymptotic polynomiality stays
true.
In the sequel, it will be convenient to have a more symmetric version of Theorem 7.11.
We set qx,y(z) = δ(y) px,y(z), where as before δ(y) = ∏α∈Φ+
〈y |α〉
〈ρ |α〉 . The function qx,y(z) is:
• a compactly supported piecewise polynomial function in z, of total integral smaller
than min(δ(x), δ(y)),
• symmetric in x and y,
• such that for any bounded continuous function f on C,
lim
t→∞
tx,ty∈Ĝ
(
1
tl ∑
ν∈Ĝ
ctx,tyν f
(ν
t
))
=
∫
C
f (z) qx,y(z) dz.
The symmetry in x and y comes from the symmetry of the Littlewood–Richardson coef-
ficients cλ,µν in λ and µ. On the other hand, since y 7→ δ(y) is an homogeneous poly-
nomial in the coordinates of y with degree l, the function q satisfies the scaling property
qγx,γy(γz) = γl−d qx,y(z). Actually, a bit more is true:
Proposition 7.13. Let C′ denote the interior of the Weyl chamber. The function of three variables
(x, y, z) ∈ (C′)3 7→ qx,y(z) ∈ R+ is:
• piecewise polynomial and locally homogeneous of total degree l − d in (x, y, z),
• with domains of polynomiality that are polyhedral cones in (C′)3 (subsets that are stable by
(x, y, z) 7→ (γx,γy,γz) and that are bounded by a finite number of affine hyperplanes).
Proof. From Theorem 7.8, we know that the equations that determine P(x, y) are affine
maps of x and y. Therefore, the (local) coefficients of the polynomial function z 7→ qx,y(z)
are polynomials in x, y. In other words, for any sufficiently small open subset U ⊂ (C′)3, the
restriction of the map (x, y, z) 7→ qx,y(z) to U is given by a polynomial in (the coordinates
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of) x, y, z. The scaling property of this map forces then the polynomials to be homogeneous
of degree l− d. Finally, the form of the domains of polynomiality comes from the following
fact. If one projects by an affine map pi a compact polytope P in dimension l to a space of
dimension d ≤ l, then the non-empty intersections of images of the faces of the polytope
P partition the image pi(P) into a finite number of polytopes. On each of these non-empty
intersections, the image of the uniform measure on P is polynomial, hence the second part
of the proposition. 
Proposition 5.7 is the immediate generalisation of Proposition 7.13, and it is proved by ap-
plying it recursively and by using the convolution rule for multiple Littlewood–Richardson
coefficients, which turns into a convolution rule for the functions qx1,...,xr−1(z).
Example 7.14. Consider the trivial example where G = SU(2). In this case, a tensor product
Vkω ⊗V lω is given by the Clebsch–Gordan rules:
Vkω ⊗V lω = V(k+l)ω ⊕V(k+l−2)ω ⊕V(k+l−4)ω ⊕ · · · ⊕V|k−l|ω = ⊕
m≡k+l mod 2
|k−l|≤m≤k+l
Vmω.
The limit when k = tx, l = ty and t → +∞ of this rule is obviously given by the locally
constant function
qxω,yω(zω) d(zω) =
1
2
1|x−y|≤z≤x+y dz.
This agrees with the previous discussion, since l = d = 1 and thus l − d = 0. The domain
where qx,y(z) 6= 0 is drawn in Figure 26 hereafter, and it is indeed a polyhedral cone.
4
x
y
z
FIGURE 26. The domains of polynomiality of the functions (x, y, z) 7→ qx,y(z)
are polyhedral cones in (C′)3.
Example 7.15. Let us detail the case G = SU(3). If y = y1ω1 + y2ω2, then the polytopeP(y)
is the set of real triplets (u1, u2, u3) with
0 ≤ u1 ≤ y1 − 2u3 + u2 ; 0 ≤ u3 ≤ y1 ; u3 ≤ u2 ≤ u3 + y2.
If x = x1ω1 + x2ω2, then the relative polytopeP(x, y) is the subset ofP(y) that consists in
triplets such that
u1 ≤ x1 ; u2 ≤ u1 + x2 ; u3 ≤ x2.
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The measure qx,y(z) dz is the image of the non-normalised Lebesgue measure 1u∈P(x,y) du
by the affine map u 7→ ψx+y(u) = x + y− (u1 + u3)α1 − u2α2. Set v = u1 + u3, w = u2. We
have: ∫
C
f (z) qx,y(z) dz =
∫
(R+)3
1u∈P(x,y) f (ψx+y(u)) du1 du2 du3
=
∫
(R+)3
1m≤u1≤M f (x + y− vα1 − wα2) du1 dv dw
where
m = max(0, v− y1, v− w, v− x2, w− x2, 2v− w− y1);
M = min(x1, v, v− w + y2).
Integrating the variable u1 and making the change of variables z = z1ω1 + z2ω2 = ψx+y(u)
yields: ∫
C
f (z) qx,y(z) dz =
1
3
∫
(R+)2
f (z) (M(x, y, z)−m(x, y, z))+ dz1 dz2
with
m(x, y, z) = max
(
0, x1 − z1, 2(x1 − z1) + x2 + y2 − z2 − y13 ,
x1 + y1 + z2 − x2 − y2 − z1
3
,
2(x1 + y1 − z1 − x2) + y2 − z2
3
,
x1 + y1 − z1 − x2 + 2(y2 − z2)
3
)
;
M(x, y, z) = min
(
x1,
2(x1 + y1 − z1) + x2 + y2 − z2
3
,
2y2 + x1 + y1 + z2 − x2 − z1
3
)
.
On each subset of (C′)3 where m(x, y, z) and M(x, y, z) are affine maps, the non-negative
part (M(x, y, z)−m(x, y, z))+ is either 0, or an homogeneous polynomial function in x, y, z
of degree l − d = 3− 2 = 1. This agrees with the general statement of Proposition 7.13.
One thing that is absolutely not obvious with this expression of qx,y(z) is the symmetry in
x and y. As far as we know, there is no way to write a symmetric relative string polytope
P(λ, µ), and one gets back the symmetry only after projection of this polytope to the space
of weights.
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