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I would like to thank the organizers of the conference for the opportunity 
for us to be here and share with you some of our ideas on interactive pattern 
analysis and recognition. Dr. Foley is on your schedule but couldn't be 
here today; I'm substituting for him. I will try to include in my discussion 
some of the points that he would have made, particularly those in regard to 
some of the pitfalls of pattern recognition. 
I want to stress the procedural aspects of solving pattern recognition 
problems. What are the tools, what are the thought processes, and what are 
the algorithms that you may need to do an efficient job of creating your pattern 
recognition design? I hope after this presentation you'll appreciate why we 
have spent many years in developing tools for creating pattern recognition 
and their designs. These are mainly computer-based, display oriented, large 
systems that have a comprehensive assortment of algorithms that can be easily 
accessed by experimenters. 
I'm not going to suggest specific ways that pattern recognition can 
help with your NDE problems. However, I will describe in rather general terms 
what one goes through in solving pattern recognition problems in an interactive 
manner, and I think perhaps from this you can make some parallels in NDE 
applications. 
First, let me explain a few terms so that we can understand some of the jargon that may creep in now and then (see Table I). I'm not going to be 
referring to theoretical aspects of pattern recognition but more to the 
practical side, i.e., how one designs systems utilizing decision logic to 
produce the appropriate responses to observed events. 
"Interactive pattern analysis" is the theme of my discussion. It can be 
used as a design aid, as I mentioned, or in a production or test environment 
where neither the human nor the machine can independently do the whole job, 
but working together in a symbiotic way they can. My remarks will stress design 
aid aspects. 
A few more definitions may be helpful. An event is described by many 
measurements. Thus an event can be represented by a vector in a multidimensional 
vector space. The measurement values associated with that event are then the 
magnitudes of vector components. 
A decision boundary would then be some sort of separating function, 
which separates the space into subvo 1 umes. Hopefully, the vectors contained in 
each subvolume belong to one and only one class. 
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Table I. Tenns 
PATTER~! RECOGNITION: 
PRACTICAL: UsE OF DECISION-MAKING LOGIC TO PRODUCE 
AN APPROPRIATE RESPONSE TO AN OBSERVED EVENT, 
THEORET ICAL: THE STUDY OF FORMAL DESCRIPTIONS OF 
PROCESSES AND ALGORITHMS WHICH EXHIBIT DECISION-
MAKING CAPABILITY, 
INTERACTIVE PATTERN RECOGNITION: 
DESI GN AID: INVOLVEMENT OF HUMAN DES IGNER IN EACH 
STAGE OF THE DECISION-LOG IC DES IGN, TEST, AND 
REDESIGN, 
PRODUCTION AID: SEMI - AUTOMATIC ON-LINE DECISION-
MAKING INVOLVING HUMAN JUDGMENT AND CONTROL , 
VECTOR SPACE: A l, 2, OR N-DIMENSIONAL SET OF MEASUREMENTS 
IN WHICH EVENT IS REPRESENTED BY A SINGLE 
VECTOR WHOSE COMPONENTS ARE THE MEASUREMENT 
VALUES DESCRIB ING THAT EVENT. 
DECISION BOUNDARY: A SEPARATING FUNCTION (SURFACE) IN THE 
VECTOR SPACE (VOLUME) WHICH PARTITIONS THE 
SPACE INTO TWO OR MORE SUB-VOLUMES. EACH 
SUB-VOLUME IDEALLY CONTAINS VECTORS REPRE-
SENTING ONE AND ONLY ONE CLASS OF EVENTS. 
DECISION LOGIC: HARDWARE OR COMPUTER SOFTWARE IMPLEMENTATION 
OF DECISION BOUNDARI ES IN N- DJMENSIONAL VECTOR 
(MEASUREMENT) SPACE, WHICH OUTPUTS THE APPRO-
PRIATE CLASS CODE (OR VALUE) ASSOCIATED WITH 
THE SUB-VOLUME OF ANY INPUT VECTOR. 
386 
  
The decision logic,. therefore, is the processor, either hardware or 
computer software implementation, that outputs the appropriate class response 
for each of the vectors that are in a particular volume. 
I would like to briefly mention some of the pitfalls that one can find. 
We have been at it long enough to recognize a few of them. First of all, one 
has to be careful about being too enamored with any particular algorithm. We 
have found that one cannot necessarily match one algorithm to all applications . 
Also, your design data is, of course, extremely important. One must make sure 
that the range of variabilities is covered . One must make sure that the choice 
of classes is made properly. One of the problems that happens too often is that 
the design data is incorrectly label ed. Of cour se, this points up the strong 
need for having the people doing analysis and design very closely associated 
with the people collecting the data. Often, physical principles are ignored , 
which can l ead to rather disastrous results, especially when you're talking 
about designing and testing on different sets of data. The physical principles 
don't change. 
Early promoters of pattern recognition were, perhaps, overzealous in 
their claims. I want to dispel any notions that pattern recognition is a 
panacea for solving otherwise impossible design problems. Much hard work 
and study of any particular problem that you're applying the techniques to, is 
usually required. Experimental design methods require detailed analysis of (usually ) large amounts of data. 
One of the most common pitfalls involves sample size (see Fig. 1). There 
are 10 samples which are labeled, ~n ~ and 10 samples which are labeled ''s" . 
Their apparent grouping or clustering suggests two populations. The vectors 
are projected on what we ca l l an optimum discriminate plane which tends to 
separate in the projection in such a way that the interclass distances between 
the mean are maximized at the same time the interclass scatter is minimi zed. 
It tends to suggest that the separation there is between two classes. If 
classes are separable in the measurement space it is possible for design logic 
to place effective decision boundaries between classes. Note, that while 
there are 10 samples from each class, there are 28 features or dimensions to 
the original vectors. So, the ratio of samples to features is 0.36. 
Figure 2 shows some additional samples drawn f rom the same parent populati on. 
As you add more and more samples onto t he same discriminate plane, you see that 
this big void that occurred between the two clusters just entirely disappears. 
And I think it would be only fair to tell you now, after you've seen the 
difference, that the s.'s and the n's were drawn from one single population 
and were arbitrarily labeled initially. The point here is that one has to be 
extremely careful about overfitting to a small sample size, and especially 
with a large number of dimensions.l 
I would like now to discuss some reasons why we think an interactive 
facility is useful, and dwell upon some of the aspects of some examples of 
these, and then go through in more detail some of the questions that you have 
to answer in the solution of these problems . The reasons for an interactive 
pattern recognition facility are several. First, the data usually are measured 
samples of some physical process . Often there is no formula or closed form 
expression available. 
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We have data t hat,s quite variable in exper imental situations and 
must be viewed in many different ways. So, you have to give the designer/ 
analyst the opportunity to look at these data from many different points of 
view. 
A choice of algorithm, as I mentioned, is really problem dependent. 
You try to make a best fit between your choice of algorithm and the particular 
problem that you're dea ling with. So, you need a repertoire of algorithms that 
can be available in a convenient manner. 
Also, you don't know necessarily what to expect in terms of the performance. 
Typical ly there is no performance level given at the outset. You really have 
to do, in a sense, ''the best you can~. You have to have both an understanding 
of the experiment, i .e., the physics and the engineering involved, and hope-
fully, the measurement artifacts that may be involved. It's a process of 
continual refinement of the design as you obtain more and more data, iterating 
between design and test modes. 
Success usually depends on being able to divide a large problem into a 
number of small problems, perhaps, to which the designer can apply more 
directly some of his judgments and a priori knowledge of physics. 
So, you need a system where one can guide at every level of the design effort 
the explicit details of the intimate parts or subparts of the process. Also , 
people are very good at visualizing order in two or three dimensions, i .e., 
very good at organizing and detecting structure in the data. To get quick 
results, one needs an efficient method of utilizing the designer' s time. To 
maintain a line of reasoning you need a quick turnaround time from the computer. 
The designer needs to know, not only that he got results, and what the 
results were, but how the errors are tied back to the original input data. 
If you can see this at one sitting, on one dedicated system (or a system that 
appears to be dedicated to the user) the results are more meaningful. So, 
turnaround time is quite important , and that's why we tend to prefer use of 
an interactive system as opposed to operating on a batch-oriented computer 
facility. 
I would like to give you an example now of one such interactive system 
(see Fig. 3). The CPU happens to be in this case a POP-11 . This example 
happens to be an image processing system. We also have built for the Air Force 
a waveform processing system which is dedicated to solving problems in one 
dimensional data. This particular system, called OICIFER* , is dedicated to 
solving problems in the image processing domain. Some of the key features that 
orient th i s system towards image processing are the peripherals: The CRT's , 
the graphics , the TV cameras, video controls. the necessary storaqe. et c. The 
main thinq I'd like to stress, though, is the software that goes with it. 
Figure 4 is a three-dimensional block diagram of the software. The 
executive si ts on top and controls the communications between the user ana the 
system programs. Behind all this there is a filing system which is a crucial 
element when dealing with large amounts of data. You have to have it well 
organized, quickly and easily accessible. 
* Digital Interactive Complex for Image Feature Extraction and Recognition 
{Ref. 2). 
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The four other blocks are applications routines for "preprocessing," 
"measurement extraction and evaluation," "structure analysis and logic design", 
and auxiliary routines. The preprocessing block here involves a large 
repertoire of smoothing, noise removal, edge detection, and a variety of 
routines which one may have to utilize in order to enhance the data, to restore 
the data, to perhaps make i~ easier to extract the features , etc. 
As I mentioned before, the feature extraction process is really the key 
part, and it's usually the one that's closest to the particular problem at 
hand. The structure analysis and logic design block allows you to eva luate 
these design features and to design the logic that utlimately will be used. 
Of course, there are auxiliary routines that go along "lith thi s. There are 
stat i stics routines, display routines, general 1/0 routines , utility routines, 
etc. 
Consider now Fig. 5. Imagine, if you will, that you are a pattern 
recognition designer and your job is to come up with a logic design that's 
going to extrapolate and generalize over a "lider set of data and have a useful 
lifetime. I'd like to liken the job of making this design to a game of chess, 
which has a beginning game, middle game , and an end game, which are quite 
different in their approach. Similarly, we have a beginning process, a middle 
process, and an end process in a pattern recognition design. The middle 
process is the iterative one. It involves continually refining your design 
until you get a satisfactory performance and are satisfied with the basic 
structure of the logic. The end process involves optimization of this 
chosen structure. The beginning process , al though obvious, is extremely 
important and worth going through in a little more detail. Typical ly, in 
your beginning process, your problem definition is the first t hing you have 
to attack. Your sets of classes, what it is you're trying to recognize, are 
usually wel l known. You usually have a certain amount of data. You know 
ahead of time, somewhat, the cost of making certain mistakes, but this isn't 
always given to you . . One of the most costly aspects is correctly labeling 
the data. This is costly from the point of view that it's usually time 
consuming and done by hand. 
A priori class possibilities are usually no t known. The class conditional 
probability density functions are usually unknown until one gets sufficient 
data. Not even their modality is initially known. It may be biornodal indi-
cating subclasses. In general, you don't necessarily know what functional 
description to use. 
The choice of design system will now be considered. If you have your 
own system the choice is usually made for you. If you don't have a system and 
are going to get one, then you choose the system at that time. If such design 
work is to be performed on a regular basis , considerable care should be made 
to insure flexibility and room for growth. 
Data preparation is perhaps a mundane but significant logistics problem. 
You have to determine what transducing mechanism, if needed, is going to be 
used, and \"/hat storage is required. You have to identify the potential measure-
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ment artifacts. Of course, there is a digitization that has to take place if 
you're going to do digital processing, and I sympathize with those reporting 
work in this conference who are doing it by hand. The lack of sufficient data 
can limit otherwise valid results to conjecture. 
The initial choice of design, of course, is somewhat complex to answer. 
If you have an algorithm which you are trying to fit to a problem, then that's 
one approach. If you're looking at it from the point of view of solv ing the 
problem, you may not have a priori choice. The questions that have to be 
answered are the fol lowing: Is it a cl assification job? Are you trying 
merely to enhance the data? Are you trying to restore, in this case, either 
waveform or imagery? Do you have a response out of a system for a single 
event or collection of events? Is i t a search process or a response process? 
Are the class descriptive features easily identifiable? What is the 
variability i n the data. Are you going to divide the logic into its usual parts 
of preprocessi ng, feature extraction, and then classification? These 
decisions have to be made very early in the game. 
There is something called substitu tion/reject tradeoff, which is usually 
found in classification systems . If you insist on the machine making a 
response for every input (in other words, if you force it to make an answer) 
then you typically will increase the subst itution error rate; e.g., where it 
says class A when it's actually class B or vice-versa. Also, if you i ns ist 
that it make no mistakes, then, of course, one way to do that is to have 
the machine say, "I don't know" all the time, which is also an equally unuseful 
end of the tradeoff curve. But there is usually a point of minimum cost 
between maki ng substitutions and allowing rejects. So, there is this 
tradeoff question to be answered. Then, an equally important aspect of the 
problem is how do you determine how you're going to verify the results? And 
this is sometimes overlooked. 
I'd like to discuss the middle process now, which, as I discussed before, 
is iterat ive. You have to evaluate your design for the effectivity in 
terms of removing the artifacts, preprocessing to remove noise, or to enhance 
the particular features you're trying to bring out. You have to ask the 
question, "Are these vectors clustered by class?" Of course, there are 
many ways of answering this with the techniques of all the structure analysis 
routines on the systems that we're involved in. Are the subclasses evident? 
Do the classifier boundaries make sense? If there are any negative responses 
to these questions, you, of course, modify your design accordingly and then 
use your available data for the trial runs. Typically, you will be using 
increasing amounts of data as it is made available to you. That ' s another 
reason why the process is iterative. 
If you want to get out that loop and get on to the end process, you've 
made the decision to fix on a structural design. Of course, t here are some 
other reasons that often complicate the situation and determine that you're 
going to get out of the loop. First of all, you may discover that the 
complexity of the solution if getting too high; you could never build it. Or 
your funds are depleted, or the performance specs are lowered. But in the 
meantime, if you haven't gotten out of that loop, you need a very good error 
analysis to improve the chances of getting out of the loop for valid reasons. 
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The substitution matrix which shows how many Class A's were called 
class A's, and class B's and vice versa, allows you to identify the most 
frequent and costly error group. Of course, this is the one you want to 
attack first. It allows you to identify particular input signals or images, 
as the case may be, that are causing you these errors. It allo~1s you to 
search for mislabeled data, and, of course, to home in on your design weaknesses. 
To really have an effective error analysis, the output must be linked 
back to the input. This is one of the reasons why, as I mentioned before, 
one needs an interactive system, to be able to see the output and the input 
at one sitting while the results are fresh in your mind. 
The end process assumes you've got your structure, and now it's a 
question of optimization. You have certain parameters associated with the 
design; you vary these parameters to get the best results you can. Of 
course, you're goi ng to be using, at this time, your total data set if you 
can. You will want to optimze the substitution/reject tradeoffs. You 
probably have to add special logic to take care of problem cases. There 
are certain situations where ambiguous data must be forced to be a reject; 
you cannot al low an ambiguous situation to come up with a positive 
response. 
Then, all through this, you would have to be thinking in terms of the 
ultimate implementation. Is it going to be implemented, if you're successful, 
in hardware, or a combination of hardware and software? And you have to 
be conscious of the cost of doing this, the speed that's required, the facility 
that it's going to be operated in. and of course. the requirements of the 
user. I should really end on that note--that we should always be conscious 
of the user's requirements. 
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DISCUSSION 
DR. STEVE CRIST: Well, we have 20 minutes for questions? Can you handle 
that many? 
MR. FORSEN: Sure. I also have some other material I could talk about, some 
samples of image processing performed on an interactive system. 
DR. CRIST: I guess we could do two things. I guess we could go ahead and 
ask questions here, as appropriate, and then some of the other speakers 
who came before who didn't have much time for questions, they could also 
speak out. 
DR. HENRY BERTONI (Po lytechnical Institute of New York): I don't know 
much about pattern recognition. I have a sort of simple minded question. 
Is the idea of the system that you need more samples of data than the 
number of things you look at--the parameter s you look at? 
MR. FORSEN: Well, we're talking about features. Typically, you should have--
of course, this is a general statement for which there are obvious 
except ions--you need many more samples of data than you have features 
for a given vector per class. If you have more classes , then it mult iplies 
by the number of classes. 
PROF. KRUMHANSL (Cornel l University}: After the general discussion I see you 
have some more material . Are there some applications in there, just 
a few? 
MR . FORSEN: Well, it's an image processing application. I'm not sure how 
apropos it is, but it 's an example of some of the thought processes 
that we'd be going through on such a facility. It doesn't describe a 
complete front to back situation. It is essentially a situation that 
describes when you have an image from which you want to get certain 
information about, say, the volume of a certain structure. You have 
to enhance this in a certain way to get its boundary and through, you 
might say, an educated trial and error process of examining the results 
of certain techniques, one comes up with an approach that works for 
that application. This happens to be an x-ray of, let us say, some 
"simulated" fuel rod. 
PROF . KRUMHANSL: It's up to the chairman. Can \'le see it? 
DR. CRIST: Would you like to see it? Are there any other questions at 
this point before we go to the board on that? 
DR. SY FRIEDHAN (NSRD) I have, but let hi m show that first. Then I'll ask 
him questions. 
MR. FORSEN: We're dealing with the original image here, an x-ray photograph 
of what could be steel rods in a tensile strength test. The problem 
was to find the volume, and of course, to do that because they're 
cylindrically symmetrical in this particular case, one needs simply to 
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get an outline of the two dimensional projection in the image. But 
as you notice, the sharpness of the edges is quite different at 
different points along the boundary. 
To illustrate this a little more colorfully, we've gone to a psuedo-
color representation*, and, unfortunately, it's not that bright. 
Can you distinguish the different colors? Now, the color here is 
essentially a very straight-forward ::>ne where dark blue re~resents 
the highest density of the original photograph or transparency, and 
bright red represents the maximum transmittance or smallest density. It's 
a linear relationship between 64 different colors, and 64 levels of 
gray. To give you a feeling for just exactly where the gray level s would 
lie, I have generated density contours by simply making all but three 
specific gray levels to turn to blue. 
At first, you might think in terms of using a thresholding technique, 
a simple level slicing, but you can see any particular one choice 
of threshold is not going to give you an outline. You are faced with 
either slicing the object in hal f or picking up some of the artifacts 
in the background. Because the simple level slice is not going to work, 
you'd have to go through some sort of gradient technique looking for 
the edges. Now, there are various gradient techniques available. Here's 
the results of one that's simple-minded. It essentially looks for the 
difference in gray level between a point and its neighbors. But again, 
in certain areas here it tends to wash out. there just isn't enouah 
aradient there. Furthermore. it oives vou a rather thick line. and 
vou orefer to have a thin line which is a more accurate reoresentation 
of the true boundary. 
Now, this shows the results of the t hinning procedure that we use. It 
looks for the locally maximum gradient. In some areas however, where 
there was insuffi cient gradient, there would also be no distinquishable 
maximum gradient. We then wen t to a process where we did a directional 
local averaging. It's a process whereby you can create your own special 
function to operate locally. This produced a nice smooth outline, 
but included extra lines not on the outside boundary. 
The next step was thresholding high and low to get rid of gradients in 
the interior of the object and also in the background, leaving only the 
gray scale just along the border edges. Now applying the weighted gradient 
routine and looking for the location of the maximum gradient gave a 
continuous gradient or edge all the way through in the weak gradient areas 
as well as the strong areas. \~e then superimposed that result on the 
original. The blac~ lines, then, are the edge detection boundary, and 
they line up fairly closely where you would hope they would. 
* These supplementary figures were in color and are not reproduced her·e. 
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 I gave this just as an example. You don't know necessarily ahead of 
time which techniques are going to be useful in a particular problem. 
Except for the processing of the color film, this work was done in a 
matter of about a half an hour on DICIFER. This time included figuring 
out what to do. 
DR. SY FRIEDMAN: In the general approach to pattern recognition design, 
if you will, do you consider a hierarchy of recognition where the fi r st 
step in the recognition just tells you that something is wrong rather 
than just tell you what it is? Because that's usually the case in NDE. 
Right now we really don't use that approach. We look for the ultimate 
in each little exami nation, but if one could just look at something 
wrong here without knowing exactly what i s wrong, then you can examine 
it in more detail. 
MR. FORSEN: The answer to your question is briefly, yes , and this is equival ent 
to what we call object detection, or in your case flaw detection as 
opposed to flaw recognition. Quite often, for a large number of 
examples or applications that we ' re involved in, this is simply just 
the first process. If you're dealing with a reconna i ssance situation, 
for example, if you're tal king about target cueing, you 're not saying 
what i t is, you're j ust saying that it's there. 
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