In this paper, we propose a distributed Newton method for decenteralized optimization of large sums of convex functions. Our proposed method is based on creating a set of separable finite sum minimization problems by utilizing a decomposition technique known as Global Consensus that distributes the computation across nodes of a graph and enforces a consensus constraint among the separated variables. The key idea is to exploit the sparsity of the dual Hessian and recast the computation of the Newton step as one of the efficiently solving symmetric diagonally dominant linear equations. We show that our method outperforms the state-of-the-art algorithms, including ADMM. We validate our algorithm both theoretically and empirically. On the theory side, we demonstrate that our algorithm exhibits superlinear convergence within a neighborhood of optimality. Empirically, we show the superiority of this new method on a variety of large-scale optimization problems. The proposed approach is scalable to large problems and has a low communication overhead.
I. INTRODUCTION
D ATA analysis through machine and statistical learning has become an important tool in a variety of fields including artificial intelligence, biology, medicine, finance, and marketing. Though arising in diverse applications, these problems share key characteristics, such as an extremely large number (in the order of tens of millions) of training examples typically residing in high-dimensional spaces. With this unprecedented growth in data, the need for distributed computation across multiple processing units is ever-pressing. This direction holds the promise for algorithms that are both rich enough to capture the complexity of modern data, and scalable enough to handle "Big Data" efficiently. In the distributed setting, central A. Jadbabaie is with the Institute for Data, System, and Society, Massachusetts Institute of Technology, Cambridge, MA 02139 USA (e-mail:, jadbabai@mit.edu).
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Digital Object Identifier 10.1109/TAC. 2019.2907711 problems are split across multiple processors each having access to local objectives. We are interested in cases when the global objective is nonseparable. Therefore, when attempting to distribute the optimization of the objective, multiple copies of the minimizer have to be created. Then, our goal is not only to minimize a sum of local costs, but also to ensure consensus (agreement) on the minimizer across all processors [3] . To clarify, consider the example of linear regression in which the goal is to find a latent model for a given dataset. Rather than searching for a centralized solution, one can distribute the optimization across multiple processors each having access to local costs defined over random subsets of the full dataset. In such a case, each processor learns a separate "chunk" of the latent model, which is then unified by incorporating consensus constraints. Among many approaches (e.g., distributed averaging [6] , coordinate descent [19] , and incremental methods [20] ), two popular classes of algorithms for distributed optimization can be differentiated. The first is subgradient based, while the second relies on a decomposition-coordination procedure. Subgradient algorithms proceed by taking a gradient-related step then followed by an averaging with neighbors at each iteration. The computation of each step is relatively cheap and can be implemented in a distributed fashion [3] . Though cheap to compute, the best known convergence rate of subgradient methods is relatively slow given by O( 1 √ t ) with t being the total number of iterations [1] , [2] . The second class of algorithms solve constrained problems by relying on dual methods. One of the well-known methods (state-of-the-art) from this class is the Alternating Direction Method of Multipliers (ADMM) [12] . ADMM decomposes the original problem to two subproblems which are then solved sequentially leading to updates of dual variables. In [1] , the authors show that ADMM can be fully distributed over a network leading to improved convergence rates in the order of O( 1 t ). Apart from accuracy problems inherent to ADMM-based methods [14] , much rate improvements can be gained from adopting second-order (Newton) methods. Though a variety of techniques have been proposed [15] - [17] , less progress has been made at leveraging ADMM's accuracy and convergence rate issues. In a recent attempt [4] , [5] , the authors propose a distributed second-order method for general consensus by using the approach in [7] to compute the Newton direction. As detailed in our experiments, this method suffers from two problems. First, it fails to outperform ADMM and second, faces storage and computational defficiencies for large datasets, thus ADMM retains the state-of-the-art status. 1
Contributions:
In this paper, we propose a distributed Newton method for distributed optimization based on consensus. We show that our method can approximate the exact Newton direction upto any arbitrary > 0. Furthermore, we demonstrate that it exhibits super-linear convergence within a neighborhood of the optimal solution similar to centralized Newton. Finally, we extensively validate our method on different optimization benchmarks and show that it outperforms ADMM and others in terms of iteration count, running times, and total message complexity on a set of benchmark datasets, including one on a real-world application of functional Magnetic Resonance Imaging (fMRI) imaging. While it might appear that our improvements are achieved at increased communication costs compared to other techniques, in a set of experiments, we show that such an increase is relatively small for low accuracy requirements and demonstrate a growth proportional to the condition number of the network structure as accuracy demands improve.
II. SDD LINEAR SYSTEMS
Symmetric diagonally dominant matrices (SDD), e.g., graph Laplacians, play a vital role in the computation of the Newton direction in a distributed fashion. In this section, we briefly review SDD systems and present a summary of efficient methods for solving them. SDD systems are linear equations of the form M x 0 = b 0 (1) with M being an SDD Matrix. Namely, M is symmetric positive semidefinite with nonpositive offdiagonal elements, such that for all i = 1, . . . , n:
The goal is to determine an -approximate solution,x, to the exact solution x of (1) (bounded under the M norm), which is defined as follows.
Definition 1: [13] Let x be the solution to M x 0 = b 0 . A vectorx is called an -approximate solution to x , if ||x −x|| M ≤ ||x || M , with ||u|| 2 M = u T M u. Given the above definition, the goal now is to devise a distributed algorithm capable of attaining an -approximate solution to the SDD system of equations. In other words, the aim is to devise a method, that approximates the exact inverse M −1 . This is achieved with the help of standard splittings and inverse approximated chains, which are detailed next.
A. Standard Splittings and Approximations
The story of computing an approximation to the exact inverse, M −1 , starts from standard splittings of symmetric matrices. Here, M is decomposed as 
(2) Algorithm 1: "Crude" SDD Solver [13] . Inputs: Inverse approximated chain C, vector b 0
x i+1 end for Return: "Crude" approximation, x 0 , to x . Algorithm 2: "Exact" SDD Solver [13] . [13] Proposition 5.3), we recurse the above for a length of d = O(log n) to arrive at the inverse approximated chain,
(3) Please note that the collection of matrices introduced above satisfies the three properties, introduced in [13] , of being an inverse approximated chain, which we briefly state next. Definition 2: [11] , [13] Let C = {M 0 , . . . , M d } be a collection of SDD matrices such that M i = D i − A i . Then, C is an inverse approximated chain if there exists positive real numbers 0 , . . . , d , such that for i = 1, . . . , d, we have 1)
Rewriting (2) in terms of the approximated chain, an -close solution to x can be determined using a two-step procedure. In the first, a "crude" solution to x is returned (Algorithm 1). The procedure operates in two loops, both running to an order d = O(log n). In the forward loop, intermediate vectors are constructed which are then used in the backward loop to determine the solution
Since Z 0 incurs an d = 1 3 ln 2 error (i.e., a constant error) to the real inverse M −1 , Spielman and Peng introduce a Richardson preconditioning scheme, detailed in Algorithm 2, to arrive at any arbitrary precision.
In the recent work [11] , we distributed the SDD solver across multiple processors. To do so, we interpreted the system in (1) as being represented by an undirected weighted graph, G, with M being its Laplacian. Thus, each node, v i , acquires only the ith row of M and the ith component of b, and aims to compute the ith component of the -approximate solutionx.
Since the chain introduced in (3) can be computed using only local information exchange between the processors, both the "crude" and exact solvers can also be determined using local communication between nodes on the undirected graph G. As such, the -approximate solution can be arrived at in a distributed fashion. Hence, if the SDD system represents the computation of the Newton direction, one can compute such a direction (upto any arbitrary precision) without the need for any central information. It is for this reason that we adapt the distributed solver for general consensus as detailed in Section IV.
III. GLOBAL CONSENSUS OPTIMIZATION
Much of distributed machine learning can be interpreted within the framework of global consensus. Global consensus considers a network of n agents represented by a connected undirected graph G = (V, E) with |V| = n and |E| = m. Each agent, i, corresponding to a node, can exchange information among its first-hop neighborhood denoted by N (i) = {j ∈ V : (i, j) ∈ E}. The size of such N (i) is referred to as the degree of node i, i.e., d(i) = |N (i)|. In the general form, the goal is for each agent to determine an unknown vector
with f i : R p → R distributed over the network while abiding by consensus constraints: 3 min
(4)
A. Distributed Global Consensus
Though multiple attempts have been made at distributing the global consensus problem, the majority of these works suffer from the following drawbacks. The first line of work is that introduced in [1]. This paper mostly focuses on the univariate and separable settings. Though generalized to the multivariate case [22] , these methods still suffer from scalability problems. The second, on the other hand, is that of [12] , where the focus is mainly on a parallelized setting and not a distributed one. 4 Parallel methods assume shared memory that can become restrictive for problems with large datasets. In this paper, we focus on the "true" distributed setting where each processor abides by its own memory constraints and the framework does not invoke any central node. We start by introducing a set of vectors y 1 , . . . , y p , each in R n . Each vector y j acts as a collector for every dimension of the solution across all nodes. In other words, each vector y i contains the ith components of x 1 , . . . , x n :
Clearly, each vector of the collection of y 1 , . . . , y p is locally distributed among the nodes of graph G, since each node i ∈ V needs only to have access to the ith components of such vectors. Consequently, we can rewrite the problem of (4) in an equivalent distributed form min
s.t. Ly 1 = 0, Ly 2 = 0, . . . Ly p = 0 (5) with L ∈ R n ×n being the unweighted graph Laplacian of G defined as follows:
and 0 otherwise. To finalize the definition, we write the problem in (5) in a vectorized format as
where M = I p×p ⊗ L is a block-diagonal matrix with Laplacian diagonal entries, and y is a vector concatenating y 1 : y p . At this stage, our aim is to solve the problem in (6) using dual techniques. Before presenting properties of the dual problem, we next introduce a standard assumption [7] , [12] on the associated functions f i 's. Assumption 1: We make the following assumptions on the cost functions, {f i } n i=1 considered. 5 1) We assume that each f i to be twice continuously differentiable with γI p ∇ 2 f i ΓI p , where I p is the identity matrix and γ, Γ > 0. 6 2) We further assume the cost functions to be Lipschitz-Hessian invertible, i.e.,
. . , n}. Please note that though these assumptions seem quite restrictive, in our empirical evaluation (Section VI), we assess our method on a broader class of functions (e.g., nonsmooth L 1 regularized least squares) and demonstrate its successful operation in outperforming the state-of-the-art methods.
B. Dual Problem
To acquire the dual formulation of distributed general consensus, we first introduce a vector of dual variables λ = λ T 1 , . . . , λ T p T ∈ R np , where each λ i ∈ R n are Lagrange multipliers, one for each dimension of the unknown vector. For distributed computations, we assume that each node, v i , needs only to store its corresponding components λ 1 (i), . . . , λ p (i).
Consequently, the Lagrangian of (6) can be written as follows:
Hence, the dual has the following form:
Having determined the dual variables, we still require a procedure which allows us to infer the primal, i.e., y(λ). Using the 5 When it comes to practical applications, it is easy to verify the invertibility by adopting techniques that measure the largest and smallest eigenvalues. Checking for Lipschitz continuity, on the other hand, is more difficult and can be computationally expensive as noted in [24] . 6 Parameters γ, Γ establishes the lower and upper bounds on the spectrum of the local Hessian ∇ 2 f i (·), respectively. above, the primal variables are determined as the solution to the following system of differential equations: 7 ∂f i (·) ∂y 1 
Clearly, (7) is locally defined for each node i ∈ V, where for each r = 1, . . . , p.
Hence, each node i can construct its own system of equations by collecting {λ 1 (j), . . . , λ p (j)} from its neighbors j ∈ N (i) without the need for full communication.
Due to the separable property, the Lagrangian can be easily distributed among the nodes of the network. Recovering primal solutions, however, can become difficult depending on the type of the cost function considered. For instance, if the minimization objective is quadratic (e.g., linear regression and the likes), determining primal solutions from dual variables can be performed in closed form as illustrated in our linear regression results. When considering more complex objectives, e.g., logistic losses, determining primal solutions cannot be determined in closed form. To handle these settings, we assume that each node is equipped with a minimization algorithm (e.g., stochastic gradients, ADMM, or Newton method). Equipped with such an algorithm, each node can then locally compute primal solutions by minimizing the local Lagrangians given fixed dual values.
Denoting the solution of the partial differential equations as y 1 
, we can show the following essential theoretical guarantee on the partial derivatives.
Lemma 1: Let z 1 = (Lλ 1 ) i , z 2 = (Lλ 2 ) i , ..., z p = (Lλ p ) i . Under Assumption 1, the functions φ (i) 1 , ..., φ (i) p exhibit bounded partial derivatives with respect to z 1 , ..., z p . In other words, for any r = 1, . . . , p,
The above result is crucial in our analysis, as an obvious corollary is that each function, φ (i) r , is Lipschitz continuous, i.e., for any two vectorsz = (z 1 , . . . ,z p ) and z = (z 1 , . . . , z p ),
1) Dual Function Properties:
Our method for computing the Newton direction relies on the fact that the system of equations described by the Hessian of the dual problem can be solved using SDD solvers. We prove this property in the following lemma:
Lemma 2: Let q(λ) = q(λ 1 , . . . , λ p ) be the dual function, then the following conditions hold:
1) The dual Hessian H(λ) and gradient ∇q(λ) are given by M y(λ) . 7 Please notice that (7) is invariant with respect to null space of matrix M. Indeed, if v ∈ ker(M), then (λ + v) T = [(λ 1 + α 1 1) T , . . . , (λ p + α p 1) T ], and using L1 = 0 we have
2) The dual Hessian is Lipschitz continuous with respect to M -weighted norm, where for anyλ and λ:
is the largest eigenvalue of L and the constants γ and δ are these given in Assumption 1. The results in Lemma 2 demonstrate that the Hessian of q(λ) relates to SDD systems. Next, we introduce a method that exploits this property to determine a solution to general consensus in an efficient and accurate manner.
IV. DISTRIBUTED NEWTON FOR GLOBAL CONSENSUS
We solve the consensus problem using approximate Newton's method, where our technique follows the approximate Newton direction in the dual: 
(8) we notice that (8) (right-hand side) can be split to two SDD linear systems of the form M z [k ] = M y [k ] , M d [k ] = ∇ 2 f y [k ] z [k ] 
with z [k ] = H −1 k M d [k ] . The first equation is by itself SDD which can be split into p-SDD systems and solved in a distributed fashion using the approach in [11] . Having attained that solution, we map the second system to p-SDD systems by introducing d [k ] 
r ∈ R n . It is easy to see that this can be split to the following collection of p linear systems:
where b
for r = 1, . . . , n. Interestingly, the above computations can be performed completely locally by noting that each node r ∈ V can compute the rth component of each vector b
p . This is true as such a node stores f r as well as the variables z Before commencing to the convergence analysis, the final step needed is to establish the connection between the approximate solutions. 8 Above, we used the following notation: y [k ] = y λ [k ] , H [k ] 
−1 M, and g [k ] = ∇q λ [k ] = My [k ] to denote the primal variables, dual Hessian, and gradient, respectively. 
. . .
15: end for 16: Return: θ r = [y 1 (r), . . . , y p (r)] T . Having devised our algorithm and studied crucial relations between the determined solutions, now we are ready to analyze its convergence guarantees. In the coming section, we show that our method exhibits three phases of convergence. The first two (i.e., strict decrease and quadratic phases) are similar to these derived for centralized Newton, see [12] , while the terminal phase is specific to our technique due to the peculiarities of the distributed setting.
Lemma 3: Letd

V. CONVERGENCE GUARANTEES
We next analyze the convergence properties of our approximate Newton method showing similar three convergence phases to approximate Newton methods. Our results are based on the fact that the Hessian and the gradient of the dual exist, see [21] (Lemmas 1 and 2, pp. 449). We start with the following lemma:
Lemma 4: Let g [k ] = ∇q λ [k ] be the dual gradient at the kth iteration. Then,
Interestingly, the above lemma shows resemblance to exact Newton. In the centralized case, the gradient norm is studied only in the quadratic phase and does not exhibit any linear terms. In the distributed setting, on the other hand, the obtained inequality is true in all stages, and contains a linear part defined in terms of the graph topology. As such, our technique exhibits three rather than two convergence phases as summarized in the following theorem:
Theorem 1: Let Γ, γ, be the constants defined in Assumption 1, μ n (L), μ 2 (L) be the largest and the second smallest eigenvalues of L, respectively, and ∈ (0, μ 2 (L)
Consider the following iteration scheme: λ [k +1] = λ [k ] + α d [k ] , where α = ( γ Γ ) 2 ( μ 2 (L) μ n (L) ) 4 1− (1+ ) 2 . 9 Then, the distributed Newton algorithm exhibits the following convergence phases:
.
Remark:
We now comment on a few points related to the above theorem. The above choice of the step size is conservative and requires global information. To abide by the distributed setting and avoid the need for global network information, one can bound the step size by using lower and upper bounds for μ 2 (L) and μ n (L), which can be written in terms of the number of nodes of the network (i.e., μ 2 (L) > 4/n 2 and μ n (L) < 2n). Though successful, in our experiment, we show that such an exact choice is actually not crucial. We assess a variety of step sizes and demonstrate robustness of our method against these changes. Moreover, we note that the difference to exact Newton manifests itself in the terminal phase of convergence. Here, we again demonstrate that this phase occurs when our solution is already accurate and achieves low consensus error, see Section VI.
A. Iteration Complexity
In this section, we provide the overall iteration complexity needed by our algorithm. We commence by studying the complexity for each of the three phases in Theorem 1 separately. Starting with the strict decrease phase, we have
As for the quadratic decrease phase, the iteration complexity can be derived as N q-decrease ≈ log 2 (
where k denotes the starting iteration for the quadratic phase, andˆ the required threshold for the norm of the dual gradient. Finally, for the terminal phase, we have
Consequently, the overall iteration complexity is given by N total ≤ N s-decrease + N q-decrease + N terminal . Please note that due to the nested logarithmic structure in the above bound, the main contribution in the iteration count is given by the strict and terminal phases.
VI. EVALUATION
We evaluate our method against five other approaches as follows:
1) distributed Newton ADD, an adaptation of ADD [7] that we introduce to compute the Newton direction of general consensus; 2) distributed ADMM [1] ; 3) distributed averaging [6] , an algorithm solving general consensus using local averaging; 4) Network Newton 1 and 2 [4] , [5] ; 5) distributed gradients [3] . We are chiefly interested in the convergence speeds of both the objective value and the consensus error. The objective value plots demonstrate whether our method is capable of reducing the value of the objective/cost function, while consensus plots allow us to comprehend the violation of the constraints. Furthermore, comparison against ADMM positions us with respect to the state-of-the-art, while comparisons against ADD and network Newton demonstrate the accuracy of our Newton's direction approximation.
To simulate a real-world distributed environment, we used the Matlab parallel pool running on an eight core server. After generating the processors' graph structure with random edge assignment (see below for specifics on the node-edge configuration), we split nodes equally across the eight cores. Hence, each processor was assigned a collection of nodes for performing computations.
A. Benchmark Datasets
We performed three sets of experiments on standard machine learning problems as follows: 1) linear regression; 2) logistic regression; 3) reinforcement learning.
We transformed centralized problems to fit within the distributed consensus framework. We considered both synthetic as well as real-world datasets.
Synthetic regression task: We created a dataset for regression with 10 8 data points each being an 80-dimensional vector. The task parameter vector θ was generated as a linear combination of these features. The training dataset X was generated from a standard normal distribution in 80 dimensions. The training labels were given as y = Xθ + ζ, where each element in ζ was an independent univariate Gaussian noise.
MNIST data: The MNIST dataset is a large database of handwritten digits which has been used as a benchmark for classification algorithms [8] . The goal is to classify among ten different digits amounting from 0 to 9. After reading each image, we perform dimensionality reduction to reduce the number of features of each instance image to 150 features using principle component analysis and follow a one-versus-all classification scheme.
London schools data: The London schools dataset consists of examination scores from 15 362 students in 139 schools. This is a benchmark regression task with a goal of predicting examination scores of each student. We use the same feature encoding used in [9] , where four school-specific categorical variables along with three student-specific categorical variables are encoded as a collection of binary features. In addition, we use the examination year and a bias term as additional features, giving each data instance 27 features.
Reinforcement learning: We considered the policy search framework to control a double cart-pole system (DCP). As detailed in [10] , the DCP adds a second inverted pendulum to the standard cart-pole system, with six parameters and six state features. The goal is to balance both poles upright. We generated 20 000 rollouts each with a length of 150 time steps.
B. Benchmark Results
1) Linear Regression Results:
In this section, we report regression results on the synthetic, and London school datasets.
Synthetic data: We randomly distributed the regression objective over a network of 100 nodes and 250 edges. The edges were chosen uniformly at random. An of 1/10 was provided to the SDD solver for determining the approximate Newton direction.
Step sizes were determined separately for each algorithm using a grid-search-like-technique over {0.01, 0.1, 0.2, 0.3, 0.5, 0.6, 0.9, 1} to ensure best operating conditions. We used the local objective and the consensus error as performance metrics. Results shown in Fig. 1(a) and (b) demonstrate that our method (titled distributed SDD Newton) outperforms all other techniques in both objective value and consensus error. Namely, distributed SDD Newton converges to the optimal value in about 40 iterations compared to about 200 for the second-best performing algorithm.
London schools data: We repeated the above experiments on the London schools dataset. The same parametric setting for the SDD solver and for the step sizes were used. The graph topology, however, was set to 50 nodes and 150 edges generated uniformly at random. Results depicted in Fig. 1(g) and (h) confirm previous conclusions showing the SDDM-Newton outperforms other techniques by a significant margin (in the order of 1000 iterations).
2) Logistic Regression Results:
We chose the most successful algorithms from previous experiments to perform image classification. We considered both smooth (L 2 norms) and nonsmooth (L 1 norms) regularization forms on latent parameters. The processor graph was set to 10 nodes and 20 edges generated uniformly at random. Results depicted in Fig. 1(e ) and (f) demonstrate that our algorithm is again capable of outperforming the state-of-the-art methods.
3) Reinforcement Learning Results: Finally, the above were repeated for controlling the DCP task. We split 20 000 trajectories across a graph of 120 processors and 250 edges. Results shown in Fig. 1(i) and (j) demonstrate the our method again outperforms the state-of-the-art where it is capable of achieving low consensus error after couple of iterations.
C. fMRI Experiment
Having shown that our approach outperforms others on relatively dense benchmark datasets, we are now interested in the performance on sparse datasets where the number of features is much larger than the number of inputs. To do so, we used the fMRI dataset from [18] . The goal in these experiments is to classify the cognitive state (i.e., wether looking at a picture or a sentence) of a subject based on fMRI data. Six subjects were considered in total. Each had 40 trials that lasted for 27 s attaining in total 54 images per subject. After preprocessing as described in [18] , we acquired a sparse dataset with 240 input data points, each having 43 720 features. We then performed logistic regression with an L 1 regularization and reported objective values and consensus errors. Fig. 1(k) and (l) demonstrate the objective value and consensus errors on the fMRI dataset. First, it is clear that our approach outperforms others on both criteria. It is worth noting that the second-best performing algorithm to ours is distributed ADD Newton, an alternative approach we propose in this paper for computing the Newton direction. Distributed ADMM and distributed averaging perform the worst on such a sparse problem. Second, Fig. 2(b) clearly manifests the drawback of ADMM which requires substantial number of iterations for converging to the optimal feasible point. Due to the size of the feature set (i.e., 43 720), even small deviations from the optimal model can lead to significant errors in the value of the objective function. This motivates the need for the accurate solutions as acquired by our method.
D. Communication Overhead and Running Times
One might argue that the speed and accuracy of the proposed approach comes at the expense of higher communication overhead, since our approach utilizes a solver, while other approaches allow only few iterations. To test this, we conducted a final experiment measuring local communication exchange with respect to accuracy requirements. For that, we chose the London schools dataset as all algorithms performed relatively well. Results reported in Fig. 2(a) demonstrate that this increase is negligible compared to other methods. Clearly, as accuracy improves so does the communication overhead of all other algorithms. Distributed SDD-Newton has a growth rate proportional to the condition number of the graph being much slower compared to the exponential growth observed by other techniques. Finally, Fig. 2(b) reports running times till convergence on the same dataset. Clearly, our method is the fastest when compared with others.
VII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a distributed Newton method for solving general consensus optimization. Our method exploits the SDD property of the dual Hessian leading to an accurate computation of the Newton direction up-to-any arbitrary > 0. We showed that our method exhibits three phases of convergence with a quadratic phase in the neighborhood of optimal solution. In a set of experiments on standard machine learning benchmarks (including nonsmooth cost functions), we demonstrated that our algorithm is capable of outperforming the stateof-the-art methods, including ADMM. Finally, we empirically demonstrated that such an improvement arrives at a negligible increase in communication overhead between processors. Our next step is to develop incremental versions of this algorithm, and use generalized Hessians to allow for nondifferentiable cost functions. We also plan on taking such a framework to the lifelong machine learning setting.
gives ∇q(λ) = M y(λ). The dual Hessian is given by
In the next step, we target matrix F (y + ). From the above, we can write ∇f (y + ) = −M λ. Taking the partial derivative ∂ ∂ λ 1 from the both sides of the above equation gives the following for the left and right-hand sides. 
for anyλ, λ ∈ R p . Proof: First, notice that for any j = i and any r = 1 . . . , p, we have . Note that W (λ) preserves the important properties of ∇ 2 f (λ). Particularly, the spectrum of these two matrices are the same. That can be easily seen by considering a matrix A and letting T ij to be the operator that swaps ith and jth rows of A. Now, consider the matrixĀ resultant of the swapping of the ith and jth row and column of A. Then,Ā = T ij AT ij , and det(Ā − μI) = det(A − μI). Since W (λ) is constructed from ∇ 2 f (y(λ)) by a symmetric reordering of rows and columns, we deduce that Spectrum(W (λ)) = Spectrum(∇ 2 f (y(λ))). Therefore, we can write γ W (λ) Γ. To prove the property in (15) , we notice that ifĀ = T ij AT ij and A is invertible, then so isĀ and det(Ā −1 − μI) = det(A −1 − μI).
Denote {T 1 , . . . , T l } to be a collection of operators that swap the rows of ∇ 2 f (y(λ)) to transform it to W (λ). Then, [∇ 2 f (y(λ))] −1 = T l · · · T 1 W −1 (λ)T 1 · · · T l , and
The above proves the property in (15) . Now, consider the term y k (i)(λ) − y k (i)(λ) . Using the result of Lipschitzness on the solution of the partial differential equations, we can write y k (i)(λ) − y k (i)(λ) = μ n (L)
Hence, y k (i)(λ) − y k (i)(λ) 2 ≤ μ n (L) p γ 2 ||λ − λ|| 2 M . Applying the previous equation to that in (14) gives ||H(λ) − H(λ)|| M ≤ B||λ − λ|| M .
we can write ||∇q(λ) − ∇q(λ) − H(λ)(λ − λ)|| M ≤
