Abstract-We propose a novel neural network structure called CrossNets, which considers architectures on directed acyclic graphs. This structure builds on previous generalization of sequential feed-forward models, such as ResNets, by allowing for all forward cross-connections between both adjacent and non-adjacent layers. The addition of cross-connections within the network increases the information flow across the whole network, leading to better training and testing performances. The superior performance of the network is tested against both image classification and compression tasks using various datasets, such as MNIST, FER, CIFAR-10, CIFAR-100, and SVHN. We conclude with a proof of convergence for CrossNets to a local minimum for error, where weights for connections are chosen through backpropagation with momentum.
I. INTRODUCTION
N EURAL networks have recently enjoyed an acceleration in popularity, with new research adding to several decades of foundational work. From multilayer perceptron (MLP) networks to the more prominent recurrent neural networks (RNN) and convolutional neural networks (CNN), neural networks have become a dominant force in the fields of computer vision, speech recognition, and machine translation [1] . Increases in computational speed and data have legitimized the training of deep networks, which consists of multiple layers of neurons with activation units usually interconnected in a feed-forward fashion. One exception, Arbitrary Connected (AC) networks, have been shown to train and perform better than the commonly used sequential architectures [2] , [3] . Neural networks with lateral connections (a special case of AC networks) between hidden layer neurons are also found to be more efficient than MLP networks [4] , [5] .
Even after achieving state of the art performance, high dimensional neural networks may still suffer from several problems such as herd effect [6] , vanishing gradients [7] , [8] , and diminishing feature reuse. Although most of the works in neural networks have been restricted to a strictly sequential network, recent works like Deep Residual Networks (ResNet) [9] , Highway Networks [10] , and FractalNets [11] broke the general sequential architecture to allow for "short connections" between non-consecutive layers. All sequential neural network architecture take the form of directed acyclic graphs (DAG). Motivated from a completely connected DAG, we propose an architecture in which all layers are connected among themselves in a feed-forward framework. In this paper, we present a theoretical understanding of the proposed network with crossconnections between two non-adjacent layers, by considering convergence over DAGs for backpropagation with momentum. This is first shown with a toy example containing two singlenode hidden layers with one "cross-connection" between them. We then consider convergence in the general case of a DAG, which can always be decomposed into ordered layers.
The purpose for adopting cross-connections is that they enable efficient reuse of features throughout the network. This aids in better training of the network. We believe that deep neural networks tend to learn more global and middlelevel features rather than the local structure of the respective images. Cross-connections in a feed-forward network, however, marries the local and global features in determining output, leading to efficient and robust learning. We show that the superior performance of cross-connected architectures in both image classification and compression tasks. Furthermore, we validate the efficiency of our proposed architecture on various competitive datasets, such as MNIST, FER, CIFAR-10, CIFAR-100, and SVHN.
A. Related Works
Increasingly complex versions of DAG architectures have been explored in previous works. Kothari and Agyepong [4] , for instance, introduced simple lateral connections in the form of a chain, where each unit in a hidden layer is connected to the next. The problem of vanishing gradients was addressed in [12] , [13] by connecting some hidden layers directly to the classifier layer. ResNets incorporated additional "short connection" paths, and thus increased the connections within a given network. ResNets are built from dense blocks and pooling operations, and they combine features through summation before passing them to subsequent layers. In general, these architectures may be seen as special cases of a DAG, and thus our general proof of convergence, under our boundedness assumptions for hidden weights and activations functions, is applicable to all of these models. Many different architectures like Maxout Networks [14] , Network In Network (NIN) [15] , Deeply Supervised Networks (DSN) [12] , and FractalNets are being proposed which give competitive results on the image classification task. Maxout Networks are sequential feed-forward networks, using a maxout activation function which returns the maximum of a set of inputs. NINs use micro-neural networks to abstract data within a receptive field. These micro-networks (multilayer perceptron) aid in extracting more complex features. DSNs introduced the idea that the supervision of layers should not be constrained to just the output layer but should be propagated to the early hidden layers as well. FractalNets proposed combining several sequences of a number of convolutional blocks. They obtained a large depth in their network model used drop-paths to prevent co-adaptation of parallel paths. It is well known that feed-forward architectures converge to local minima under backpropagation, which is essentially gradient descent applied to an error function (see [16] , for instance). Updates for weights in backpropagation may be generalized to include a momentum term, which can help with increasing the convergence rate [17] . For linear activation function, Bhaya [18] and Torii [19] studied the convergence with backpropagation using momentum. Zhang et al. [20] and Wu et al. [21] generalized convergence for a class of common nonlinear activation functions, including sigmoids, for zero and one hidden layer networks. This is done through demonstrating that error is monotonically decreasing under backpropagation iterations for sufficiently small momentum terms. The use of hidden layers requires the additional assumption of bounded weights during the iteration procedure. We follow the methods of [21] in generalizing convergence for general multilayer architectures.
B. Contribution
In this paper, we propose an architecture that is a combination of the traditional sequential feed-forward network, along with higher order cross-layer connections among the neurons in different layers. This enables the local features learned in the early layers to be preserved in the later layers. We concatenate feature maps from early layers by using pooling layers between them. One of the problems mentioned by [22] was that Deep Neural Networks (DNN) tend to learn low and middlelevel features rather than the global structure of objects due to which the network was easily fooled on showing only subcomponents of an object. Using our architecture, the final classification decision incorporates all low, middle, and global level features. Another aim of this paper is to extend the concept of skip-connections in [9] to a more general case, that is, cross-connected neural networks. Besides the experimental evaluations, we show the convergence of our proposed network using back-propagation with a momentum term. We show the convergence of the proposed neural network in which every layer has connections with all its subsequent layers.
Another advantage of our architecture is seen in terms of training accuracy and loss. Experimental results show that any architecture (MLP or CNN) with any number of layers and neurons is trained better (faster training and lower training loss) with cross-connections. We believe this is due to information sharing among different layers leading to efficient learning. The contributions of this paper can be summarized as follows:
• We present a unified and generalized theory of CrossNets, which encompasses previous work on networks with connections that skip layers. We also give a proof of backpropagation convergence with momentum under generic feed-forward architecture and a large class of nonlinear activation functions.
• We show that the optimal architecture of crossconnected neural networks perform no worse and often better than other sequential feed-forward architectures through a series of experiments.
• We extend CrossEncoders [23] , an image compression framework, to a CNN framework and validate the results on different datasets.
II. ARCHITECTURE: FEED-FORWARD NETWORK WITH CROSS-LAYER CONNECTIVITY
In this section we formally explain a backpropogation algorithm with momentum, and state a theorem of convergence of error for both a single lateral connection and the generalized DAG case. Figure 1 shows one of the special case of our proposed architecture when applied to deep neural networks in multiple layered architecture.
A. Convergence under a single lateral weight
For a simplified example, we demonstrate convergence of error to a local minimum working with the architecture type shown in Figure 2 . Layers consist of n input nodes, two hidden nodes, and a single output node. Weight values consist of a matrix V = (v i,j ) n×2 of weights from inputs to hidden nodes, a vector (w 1 , w 2 ) of weights from the hidden layer to the output, and a lateral weight z from the first hidden node to the second. In the given architectural framework, we have two hidden layers each having a node. Let g : R → R denote an activation function. For an initial input x = (x 1 , . . . , x n ), the input values of each node is
Output values are then
Over a collection of observations x 1 , . . . , x J ∈ R n , with corresponding desired output d i and actual output of y i as determined by the architecture above, we will use the total quadratic error
For the proof, we will need gradients of the error with respects to weights. They are
The iteration of weights is done through gradient descent with momentum. Here and in the future, a superscript k is used as an iteration variable, and ∆x k = x k − x k−1 for any quantity x. For η ∈ (0, 1), weights will be updated according to,
Here, for a fixed τ ∈ (0, 1), and the Euclidean metric · , adaptive momentum is selected to normalize with respect to iteration differences in weights, given by
This choice of momentum was also used in [20] . Our major theorem is then a statement of convergence under this iteration method, the proof of which is provided in the Supplemental Information. This proof requires some regularity and boundedness assumptions [21] .
Assumptions 1.
1) The function g, and its first two derivatives g and g are bounded in R. 2) Hidden weights w k and r k are uniformly bounded over all iterations k = 1, 2, . . . .
3) The gradient ∇E(v 1 , v 2 , z, w) vanishes only at a finite set of points.
This set of assumptions is equivalent to that used in [21] , and may also be found in other nonlinear optimization problems such as [24] . Theorem 1. Under assumptions (1) and (2), for any s ∈ (0, 1) and τ = sη, there exists C > 0 such that if
then for k = 1, 2, . . . ,
If part (3) of Assumptions 1 is also satisfied, then
The constant C used is dependent only on the uniform bounds from Assumptions 1.
B. Convergence for a DAG architecture
We generalize the proof for our simple case to show the convergence of the gradient method with momentum for any multilayer neural network with an architecture defined by a DAG. Nodes of a DAG can always be ordered into layers 0, . . . , L, in which directed edges always point to larger layers. Layer 0, having l 0 nodes, accepts the input training values x p ∈ R l0 , over p = 1, . . . , J. For each layer i from 1 through L − 1, there have l i nodes, and layer L contains a single output node. Under this ordering, lets define v l,m (i,j) as the weight between node l in layer i and node m in layer j, where i < j. Let v (i,j) denote the matrix of weights from layer i to j. Over all nodes, we use a single activation function g : R → R for the determination of output values.
The explicit output values of node i in layer j, H i j , and final output H L = y, are defined recursively as
Node inputs are defined as
Error is again given by (5). Gradients for weights are then defined as ∂E
As in the last section, a superscript x k for any variable x (now sometimes placed after a semicolon to distinguish between node indices) denotes its value after the k th iteration. Iteration through gradient descent with momentum is defined as
where for a predetermined τ ∈ (0, 1), the adaptive momentum
The norm v denotes the usual Euclidean norm for a vector v. When the norm acts on a matrix A = (a i,j ) n×m , it is treated as a length nm vector, with A 2 = i,j a 2 i,j . Our major theorem is then a statement of convergence under this iteration method. This will require some regularity and boundedness assumptions similar to Assumptions 1:
1) The function g, and its first two derivatives g and g are bounded in R.
2) The weights v k (i,j) are uniformly bounded over layers 1 ≤ i < j and iterations k = 1, 2, . . . .
3) The gradient ∇E vanishes only at a finite set of points.
It readily follows from these two assumptions that we may also uniformly bound q k (i,j) , H k i , g p , g p , and g p . Note that, like the two-node case, we do not assume boundedness of weights connected to the input layer Theorem 2. Under assumptions (1) and (2), for any s ∈ (0, 1) and τ = sη, there exists C > 0 such that if
If part (3) of Assumptions 2 is satisfied, weights v
) is a local minimum. The constant C used is dependent only on the uniform bounds from Assumptions 1. A complete proof for Theorems 1 and 2 are provided in Appendix A.
C. CrossNets Implementation
From equation (18), each hidden layer is recursively computed using the activated outputs from all previous layers neurons plus the weighted sum of the input from the input layer. The outputs of all the previous layers are stacked together and then are fed as an input to the subsequent layer. Traditional convolutional neural networks connect the output feature map of j th convolutional layer to the input of (j + 1) th convolutional layer. For a convolutional network version of CrossNets, we connect the output feature map of the j th convolutional layer to all inputs of the i th convolutional layers, for all i > j. These cross-connections between non-adjacent layers lead to Cross Network (CrossNet), architecture. Rather than using simple convolutional layers, we used a combination of three consecutive operations: Batch Normalization, Rectified Linear Unit (ReLU), and finally a 3 × 3 convolutional layer. Pooling layers are also used to reduce the dimensions within the network. We followed the same configuration in our experiments as [25] and define each stack of these three layers as a composite unit. We use a 2 × 2 average-pooling layer after each N composite units. Implementation details specific to individual experiments are provided in Section III.
III. EXPERIMENTS
We evaluate the effectiveness of our proposed architecture by implementing the cross-connections on different MLP and CNN frameworks. The main purpose of the following experiments was not to design the architecture which gives state-of-theart performance, but to introduce the idea of using crossconnections to existing sequential architectures. We compare the result of cross-connected architectures with their sequential counterparts, and with other previously proposed architectures for both image classification and compression tasks.
A. Image Classification 1) Dataset 1: MNIST: We performed experiments on handwritten digit classification problem [26] where input patterns are digits. The samples are 28 × 28 binary pixel images. The train and test sets contain 60k and 10k images respectively, and we hold out 10k training images as a validation set. The task is to classify the images into 10 digit classes. Table I compares the performance of adding cross-connections to different MLP and convolutional architectures. The best performing neural networks for the permutation invariant setting achieved an error of about 1.60% [27] . With the addition of two crossconnections, one between the input and later hidden layer and the second between the early hidden layer and the output, we achieve an error of about 1.26%. A neural net (3 layers and 1024 neurons without max-constraints) with cross-connections achieves an error of about 1.10% as compared to a 1.25% error for a sequential network with same architecture using dropouts [28] . A 2-Convolutional layer network gave an error rate of 1.41%, whereas a CrossNet version of the same achieved a large improvement by reducing the error to 1.15%. Table II illustrates a comprehensive result on the MNIST dataset without data augmentation. In Table I , our main focus was to analyze the performance of adding cross-connections to various sequential feed-forward architectures, whereas in Table  II , we designed a CrossNet architecture in order to achieve state-of-the-art performances. Training such big networks with MNIST commonly gives generalization error. An error rate of 0.53% was achieved in [29] using a 2-layer CNN+2-layer NN configuration (0.11M trainable parameters). Network in Network [15] surpassed this result by achieving an error of 0.47%. By using maxout activation function [14] reduced the error to 0.45%. As per our knowledge the current state-of-theart result for MNIST classification without data augmentation is 0.39% achieved by [12] . We used a 12-layer (≈ 0.12M trainable parameters) CrossNet to reach an error rate of 0.36%.
Experimental details:
All the different networks were tuned on the validation dataset. This tuned network was then used to evaluate the performance on the test images. The performance of our proposed architecture was evaluated using an overall of six architectures. Stochastic Gradient Descent (SGD) with momentum of 0.95 was used for training all the architectures. For the shallow networks (25 and 50 neurons case), we used a learning rate of 0.1. For all other MLP architectures we used an initial learning rate of 0.01. In regards to CrossNet version of the MLP network, the input layer was connected to all the subsequent hidden layers (excluding the output layer), and the hidden layers were connected to all the subsequent hidden layers (including the output layer). For the 2-layer CNN architecture we used a standard network. Both convolutional layers use 5 × 5 filter size with 16 and 32 channels, respectively. A dropout of 0.5 is used after the second convolutional layer. All the layers used ReLU activations. For the CrossNet version of this architecture the activated outputs of both the convolutional layers were stacked together and fed to the output softmax classifier. The 2-CNN-2-fully connected architecture was designed as per [29] . The first convolutional produces 32 feature maps, and the second convolutional layer produces 64 feature maps, each using 5 × 5 filters followed by 2 × 2 pooling. The classifier comprises of 2-layer fully-connected neural network with 200 hidden units, and 10 outputs. A 12-layer CrossNet was designed for the experiment, consisting of 12 composite units (defined in Section II-C). A 2 × 2 average pooling layer was used after every 4 composite units. The number of kernels used in each convolution layer was 12. We used a step wise learning rate for training, starting from an initial learning rate of 0.1. We trained the network for 30 epochs.
These experiments were mainly to demonstrate the effectiveness of cross-connections. Exhaustive exploration using common tricks, such as weight constraints, hidden unit sparsity, and adding noise, were not done. All the experiments on MNIST were performed without data augmentation. In Figure  3 , we see the superior training performance of CrossNet MLP architectures as compared to a sequential MLP architectures.
2) Dataset 2: CIFAR-10 and CIFAR-100: The CIFAR datasets [30] consist of 32 × 32 RGB color images taken from various classes. CIFAR-10 and CIFAR-100 comprise of images taken from 10 and 100 classes respectively. Both the dataset consists of 60k images split into 50k training and 10k testing images. Of the 50k training images, 5k were kept for cross-validation to optimize hyper-parameters. As we see, each class has 6000 and 600 images in CIFAR-10 and CIFAR-100 datasets respectively. The input images were normalized and experiments were performed with and without augmentation. Table IV shows the classification error of different methods on the CIFAR-10 and CIFAR-100 datasets. We see that CrossNets performance is superior to most of the previously proposed architectures. It is clearly observed that CrossNets v2 (64 layers) (6.59%) outperforms both ResNet (13.63%) and Stochastic depth (11.66%) [31] without any data augmentation by a large margin for CIFAR-10 dataset. A similar performance was observed for CIFAR-100 dataset where CrossNets v2 (28.10%) outperformed both ResNets(44.76%) and Stochastic depth (37.80%). With data augmentation we see similar performances for the above architectures. Results from other notable methods are also mentioned in Table IV . CrossNet v3 outperforms the earlier versions. The primary difference between CrossNet v3 with the prior versions are that it preserves the global structure more. Due to computational limitations, we were not able to test with larger architectures, and hence, we experimented with relatively shallow CrossNets to showcase the effectiveness of the architecture. It is to be noted that networks like FractalNets use 22.9M and 38.6M trainable parameters for achieving low misclassification rates, whereas CrossNets only use 1.2M, 4.9M, and 2.7M trainable parameters for achieving the results stated in Table IV . Architectural details for the different versions of CrossNets are described in the following section and in Table III .
Both CIFAR-10 and CIFAR-100 consists of images belonging to 10 and 100 classes respectively. The raw input images pre-processed using global contrast normalization and ZCA whitening. ZCA whitening means that we center the data around its mean, rotate it onto its principle components, normalize individual components and then rotate them back. We held out 5,000 random training images for validation. The network was tuned to give the best performance on this validation dataset. The presented results are obtained from this tuned network. We use three different versions of CrossNets in our experiments. In Table III , further details are provided with respect to each version. CrossNet v1, CrossNet v2, and CrossNet v3 consisted of 32, 64, and 48 composite units respectively. The pre-processed images were pre-activated using a convolutional layer with 16 filters of 3 × 3 kernel size each. A 2 × 2 average pooling layer was used after every 8, 16, and 16 composite units in each of the above mentioned CrossNets respectively. Finally, a global averaging pooling layer and a softmax classifier was used at the end. We use a step wise learning rate schedule for training, where we start with an initial learning rate of 0.1 and reduced 10 times after each quarter of the total number of epochs. We train the network for 300 epochs. No dropouts or drop-connects were used in the training. Standard data augmentation scheme in the form of translation and horizontal flips were used.
3) Dataset 3: Street View House Numbers: The Street View House Numbers (SVHN) dataset [32] consists of 32 × 32 color RGB images. The dataset comes with 73,257 samples for training, 26,032 samples for testing, and an extra 531,131 samples for training. It comprises of 10 digit classes from 0-9. We take out 6000 samples (600 from each class consisting of 400 from the training set and 200 from the extra training set) and used it as validation dataset. Preprocessing was done on the samples in terms of global contrast normalization. As in the CIFAR dataset, we chose the best hyper-parameters by monitoring the validation performance. The performance of DropConnect was a result of their voting scheme. ResNets and FractalNets comparatively did not perform well with SVHN dataset, reaching a 2.01% and 1.87% error rate respectively. Table IV shows recent comparable results using no data augmentation.
As in the case for MNIST and CIFAR datasets, the hyperparameters for the training were tuned on the validation set, and the tuned network was used to evaluate the performance on the test dataset. The SVHN dataset is a relatively easier task as compared to CIFAR. Pre-processing was only done in terms of global contrast normalization. The same three network architectures for CrossNets were used as that for CIFAR. The only difference is in terms of the total number of epochs. We train the network for 40 epochs. The learning rate schedule starts with an initial learning rate of 0.1 and is reduced 10 times after every 10 epochs. No dropouts or drop-connects were used in the training. No data augmentation was performed.
B. Image Compression using CrossEncoders
We extend the success of CrossNets to CrossEncoders, an image compression framework [23] . The proposed architecture follows a traditional AutoEncoder architecture, plus the additional cross-connections. Hence, the name CrossEncoders. Given some input data, the network will try to reconstruct it as best as it can on the output. The input image is transformed into a lower dimensional representation using the transition code layer. The whole network supports an end to end training using back-propagation. In [23] , we implemented CrossEncoder in a MLP framework. We extend CrossEncoders to CNN framework, and validate the results on Olivetti face dataset [37] , MNIST, and Facial Expression Recognition [38] datasets. Different metrics such as, Peak Signal to Noise Ratio(PSNR), Structural SIMilarity(SSIM) index, and Normalized Root Mean Square Error(NRMSE), were chosen to evaluate the performance of the different networks. More architectural details, and results are provided in the following sections.
1) Olivetti faces dataset: This dataset [39] contains a set of 400 grayscale face images consisting of ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses / no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). The images are 64 × 64 in size and are quantized to 8-bit [0-255] scale. A 4096 − 500 − 500 − code − 500 − 500 − 4096 MLP network was used for training the face dataset. As one would observe, the dataset is too small to be used for training a CNN. Again, two versions of the previously mentioned MLP were trained. For the CrossEncoder version of the MLP, we concatenated the output of the two 500 neuron hidden layers. A completely cross-connected architecture was not needed for the given task. Experimental evaluation support the superior performance of adding only one cross-connection in the encoder and decoder stage respectively.
Experimental details: The original 64 × 64 images were transformed to a 1 × 4096 vector respectively. 350 of such images were used for training and 50 for testing. The MLP and cross-connected MLP were trained for 300 epochs using Adam optimizer and the learning rate set to 0.001. For the given task, we used several lower dimension representations, such as 1 × 600, 1 × 300, and 1 × 30, respectively. Table V illustrates the performance of both MLP and its cross-connected counterpart for different code size using PSNR, SSIM, and NRMSE metrics. 2) MNIST: An extensive detail of MNIST was provided in Section III-A1. Using MNIST, we validate the application of CrossEncoders to CNN's. We use 60k images for training the CrossEncoder and the remaining 10k images for testing. A shallow CrossEncoder comprising of a pre-activation convolutional layer, followed by 2 composite units, as defined in Section II-C, was designed for the same purpose. An architectural description of the network is provided in Table  VI . The code layer represents lower dimension representation of the image. One would observe that each 28 × 28 image is reduced to a 72 element vector. Pooling layers were used to reduce the channel dimensions. Each composite unit was followed by a pooling layer with 4 kernel size. Accordingly, upsampling was done in the decoder stage to increase the dimensions. The output from each layer in the convolutional block were concatenated before forwarding them to the code and convolution layer respectively. The main idea of these experiments was to observe the performance boost on introducing cross-connections to an AutoEncoder architectures.
Experimental Details:
We compared the reconstruction results of the convolutional 
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CrossEncoder with its AutoEncoder counterpart. In order to maintain uniform dimensions the MNIST input images were padded with 2 pixels (zero value) on all sides. Hence, we used input images of size 32 × 32. ReLU activations were used for all the layers except the output layer, which used Tanh activation. The network was trained end-to-end for 300 epochs using back-propagation. Adam optimizer with a learning rate of 0.001 and weight decay of 1e − 5 was used for training the network. From Table VII we observe the superior performance of CrossEncoders over AutoEncoders for different metrics.
3) Facial Expression Recognition:
The data consists of 48 × 48 pixel grayscale images of faces. The faces have been automatically registered so that the face is more or CrossEncoder comprising of a pre-activation convolutional layer, followed by 2 composite units, was used for the task.
Experimental details: The original 48×48 images were transformed to a 1 × 2304 vector. The convolutional AutoEncoders and CrossEncoders were trained for 300 epochs using Adam optimizer, the learning rate set to 0.001, and a SmoothL1 loss function. As mentioned in Section III-B3, all other architectural details were same as that of MNIST. Table VIII illustrates the performance of both AutoEncoders and its cross-connected counterpart for the given code size using PSNR, SSIM, and NRMSE metrics. 
IV. DISCUSSION
CrossNets give rise to larger networks using fewer network parameters. CrossNets enable cross-information flow between non-adjacent layers, enabling more efficient learning. Figure 4 illustrates the misclassification rate of CIFAR-10 dataset without data augmentation for different state-of-the-art architectures along with their respective number of trainable parameters. It is clearly observed that CrossNet v1(1.2M) performs better than ResNet(1.7M) and Stochastic Depth(1.7M) using lesser number of parameters. The performance difference between CrossNet v1 and CrossNet v2 validates the fact that increasing the size of CrossNets leads to better performance.
The motivation for CrossNets comes from completely connected Directed Acyclic Graphs. Sequential networks like MLP and CNN's come under the category of layered networks, which we believe limit the learning capabilities of individual neurons. By cross-connecting a layer to all its subsequent layers this learning barrier can be overcomed. The three different versions of CrossNets (v1, v2, and v3) presented in this paper are just specific cases of the proposed architecture. The difference between CrossNets version 1 and 2, with CrossNets version 3 was that the latter used two pooling layers. We believe that more number of pooling layers gives rise to smaller feature maps, which was not suitable for the experimented datasets. Using fewer pooling layers helped us preserve the local structure of the image. More experiments using bigger network size would substantiate the superior performance of CrossNets. Using our proposed CrossEncoder network, we increase the performance of AutoEncoders by introducing cross-connections in the framework. More experiments using bigger networks and diverse data sets would shed more light on the performance of our proposed architecture. Precisely, CrossNets and CrossEncoders are only some specific cases of completely connected DAG applied to different problem domains. We believe that instead of hard coding these connections (either cross or sequential connections), some criteria should be designed which would allow the breaking or making of these connections between different layers. This would give rise to adaptive neural network architectures.
V. CONCLUSION
In this paper, we introduced a feed-forward network architecture with cross-layer connections. We implemented crossconnections in both MLP and CNN frameworks. The network was trained using the traditional back-propagation algorithm. The cross-layer connections enable the neurons to learn more efficiently. This was validated in the performance results for both image classification and compression tasks. CrossNets can be considered as more of a complete network, with respect to inter-layer connections. The question remains as to whether we should cross-connect all layers, or cross-connect only some specific layers. We plan to explore this question in our future work. As mentioned in Section IV, this would give rise to adaptive neural networks which can make decisions pertaining to making or breaking different connections.
APPENDIX A CONVERGENCE PROOF

A. Proof of convergence for DAG architectures
In what follows, we will need some notation for tensor manipulation. For a real valued function f , and a vector v = (v 1 , . . . , v n ), we'll use the notation f (v) = (f (v 1 ), . . . , f (v n )). We'll also use the matrix inner product, which for two matrices A = (a i,j ) n×m , B = (b i,j ) n×m , is defined as 
B. Estimates on DAGs
Our major technical theorem shows that the difference operator ∆H k+1 is similar, up to first order, to Q k (H k ), where Q k denotes the differential operator
Note that when Q k acts on a vector, the matrix inner product in (26) is between a matrix and a tensor, and is vector valued.
The major utility of introducing Q k is that it provides a simple bound when acting on E k . Specifically, using (20) , (21) , and (22), it is straightforward to show
Theorem 3. There exists a universal constant C > 0 such that
Proof. We first note that since H k l only depends on layers 1 through l − 1, we may truncate the sum of Q k and write
Applying the chain rule to (5), using (18) , and rearranging sums,
Differentiating with respect to one entry of the matrix derivative in (32) gives 
Summing A k i,m over the second term in (32) gives
For
Calculations for the second part of the double sum in (32) for the case for j < L are similar to the case j = L, except that there is no corresponding B k i,m term. Indeed,
Combining (40) and (42),
This can be directly substituted into (32) to yield
From similar calculations, the formula over a node H k n , with n < L, is
We may also derive a recursive formula for ∆H k+1 n . This is done through Taylor's theorem, where there exists t p k between E k and E k+1 with
Similarly,there exist t 
To bound the quadratic terms, we use the first two parts of Assumptions 2, along with the simple bound 
for some constant C > 0. Taking differences of (52) and (47), for any l < L, we then obtain the recurrence inequality
Replacing H k l with E k in (54) produces the same type of inequality, with the sum in (55) now ranging from i = 1, . . . , L − 1. Repeated applications of (57), to the E k , and subsequently to H k l , for l = 1, . . . , L − 1, result in
To complete the proof, we note that the input data x does not change under iterations, so
We now bound the quadratic terms in (28) .
Lemma 1. For some constant C > 0,
1) ∆v
Proof. We may show (59) immediately from (21) and (22) . For the next inequality, note that from Taylor's theorem, and the boundedness of g and g :
From Assumptions 1 and 2, we may rewrite this, using (59)
The last inequality uses the fact that from Assumption 2, we may uniformly bound gradients. Now, combining Theorem 3, (27) , and Lemma 1, the iteration of error may then be estimated as
For some s ∈ (0, 1), assume η = sτ . Proof of convergence: We now use a Lemma found in [40] :
Lemma 2. Let f ∈ C 1 (R n , R), and suppose that ∇f vanishes at a finite set of points. Then, for a sequence {x k } if ∆x k → 0 and ∇f (x k ) → 0, then for some x * ∈ R n , x k → x * and ∇f (x * ) = 0.
Assuming η = sτ , it is straightforward to show that the term in front of the norms is negative when η < 1 − s C(s 2 + 1)
.
Under this constraint, E k is decreasing under each iteration. The summability for q 
