This paper is aimed at the presentation and simulation verification of a novel simple and fast delay dependent stability (DDS) testing algorithm for linear timeinvariant time delay systems (LTI TDS). The algorithm can be used for systems with multiple delays and/or those with many controller parameters. Value ranges of delays and tunable parameters decide about the (exponential) stability of LTI TDS and the goal is to determine such ranges that might not be convex. Our numerical gridding iterative DDS algorithm is based on the finite dimensional approximation of the characteristic quasipolynomial by means of the Taylor series expansion or a Padé-like approach followed by the Regula-Falsi result enhancement. Stability regions are sought through the determination of crossing delays (or parameters) which cause the system stability switching. Numerical simulation experiments performed in MATLAB ® environment prove a sufficient accuracy and the practical usability of the proposed DDS algorithm.
INTRODUCTION
Delays in system dynamics constitute one of decisive factors on system stability. They can appear as a natural consequence of plant internal retarded feedbacks (Pekař et al. 2009; Zítek 1983) , or more frequently, due to delayed control feedback systems. During recent decades, many approaches and methods on the decision about stability of linear time-invariant time delay systems (LTI TDS) with fixed parameters and delays and have been published, see e.g. (Gu et al. 2003; Michiels and Niculescu 2007; Richard 2003) . However, delays and/or controller parameters may vary or can be undetermined, therefore there it emerges the task of the decision about the possible parameters or delays ranges which keeps a LTI TDS stable. We decide between delay-independent stability (DIS) (Delice and Sipahi 2010; Ergenc 2010) which is satisfied if the system is stable for any delay values vector, and delay-dependent stability (DDS) investigating admissible ranges of delays inside which the system remains stable (Olgac et al. 2007; Shao et al. 2013) .
Both the problems are usually studied via heavy mathematical tools, such as Ljaponov-Krasovskii matrices. A powerful idea is the searching of crossing delays (or verifying their existence) that make the system switching to stability/instability due to root continuity property via, for instance, the so-called Rekasius transformation (Rekasius 1980 ) which represents one of practically applicable means for DDS.
The goal of this paper is to investigate and present a simple and computationally fast (by using an advanced polynomial-root finding computer program function) algorithm determining the crossing delays by using the iterative polynomial approximation of the characteristic quasipolynomial. The well-know Taylor series expansion constitutes the main tool for this task; furthermore, the Regula-Falsi principle, utilized consequently, makes the estimation more accurate. The methodology can also be applied for the determination of controller parameters which keeps the feedback system stable with fixed (nominal) delays.
A rather detailed simulation example performed in MATLAB ® and Simulink ® environment provides the reader with the demonstration and verification of the algorithm and it proves a very good accuracy.
LTI TDS AND ITS STABILITY
The aim of this section is to briefly introduce a LTI TDS model, its exponential stability and some spectral properties.
LTI TDS Model
Let the system be governed by transfer function
where
stands for independent delays.
Spectral Properties and Stability
The spectrum of a such system is infinite, and if there are no common zeros of the numerator and denominator, roots
agree with system poles (characteristic values). (1) 
has the same roots for some
Transformation (2) is called the exact Rekasius transformation (Rekasius 1980) and it is widely used to
, and, consequently, Ω , { } l τ for DDS; however, such algorithms are mostly computationally heavy (Ergenc 2010) .
DDS ALGORITHM
Now we intent to present our novel simple iterative gridding algorithm that estimates crossing delays by means of a rational approximation yet without the Rekasius transformation. The successive calculation of the well-known Taylor series expansion (in the neighborhood of the current leading root) followed by the (linear) Regula-Falsi zero point estimation is used to determine sets Ω , { } l τ . Polynomial roots then can be easily and quickly computed by means of a standard software tool, e.g. in MATLAB ® , for fixed delay values. The gridding procedure ensures a sufficiently fast yet accurate crossing delays approximation even if the number of polynomial zeros seeking calculations is high.
Preliminaries
For a given characteristic quasipolynomial ( ) τ , s a with fixed τ let us introduce the approximate polynomial ( ) ( )
of the appropriate order, for which it holds that
s , where 1 + = n μ holds for the Taylor series expansion, and n = μ with 1ˆ= n a is called the Padé-like approach for objectives of this paper. Note that the set (4) can also be expressed in a linear matrix form to find the solution directly by matrix operations. Since
The second leading idea stems from the successive computation of ( )
in its current leading zero 0 s to obtain a descending sequence
, where Once the imaginary axis is skipped, the value of the crossing delay is approximated via the Regula-Falsi linear interpolation form the last two eventual values of max k s .
The Algorithm
Input. For the given ( )
, initialize the counter 1 = i and choose the admissible error 0 > ε .
Step 1. Compute the initial leading pole
of the delay-free system exactly.
Step 2. For (
Steps 3-9 of this algorithm))). Hence, the number of L inner (nested) for-loops is performed.
Step 3. If not 0 ... Step 4. Compute ( )
Step 
When the loop is finished, go to Step 9.
Step 9. Compute the leading zero 1 s of ( ) 
new s sRe sgn Re sgn = ; however, it is no problem since both the roots are considered to be sufficiently close to the imaginary axis such that the Regula Falsi works well.
An attentive reader can notice that rearranging lops of
Step 8 can lead to different points on the stability border, but these cases have not been studied in this paper.
As mentioned above, although nested loops (in Step 2) may lead up to the number of N L leading pole calculations, the algorithm remains fast due to a rapid evaluation of polynomial roots e.g. in MATLAB ® .
SIMULATION EXAMPLE
Let the controlled plant be governed by the transfer function 
see (Pekař and Prokop 2013) . The values are quite large due to the complexity of delayed plant (5). Note that it is not possible to take a lower-degree controller due to the 4th-order unstable plant. Stabilizing properties of controller (6) on plant (5) with parameters (7) 
Since it is easy to show (e. 
, which indicates that the feedback control system might be DIS.
To verify or deny DIS by using another test, let us apply the methodology (Delice and Sipahi 2010) . The chain of signs of a specific discriminant is the conclusion of the algorithm. If the system is DIS, this chain does not include any sign change. For ( )
with both variable delays, it is possible to obtain the resulting chain as [1,1,1,1,1,...1,-1,1,-1,1 ] that clearly has some sign changes. Figure 1 : Step Response of the Feedback Loop with (5) Controlled by (6) with Parameters (7) The procedure can not be applied for variable 1 τ or 2 τ directly because of fixed exponential terms, see (Delice and Sipahi 2010) Figure 2 where the stable region is indicated by a light-coloured polygon, whereas the dark-coloured one means the unstable feedback system. As a conclusion, let us select two reduced disjunctive testing regions 55425 855262,3.8 .855271,3. 3.855271,3 5223, 55079,3.85 .85387,3.8 3.853869,3 3848, 53773,3.85 .85221,3.8 3.852201,3 52162, 850279,3.8 .850265,3. 3.848074 The estimation of crossing delays (11) calculated by using our DDS algorithm compared with the QPmR is displayed in Figure 4 . Note that the initial estimation of the leading root for nonzero delays has been made by the QPmR. can be subjected to the algorithm with variable Κ rather than delays, which is a more advanced and neglected task (Delice and Sipahi 2010) .
CONCLUSIONS
A simply implementable algorithm helping to decide about the exponential stability of time delay systems with respect to delay and/or controller parameters values has been provided to the reader in this paper. The leading idea stems from the gridding iterative rationalization of the characteristic quasipolynomial, the roots of which are computed simply by standard software tools. The accuracy is then enhanced by the use of the Regula-Falsi interpolation (extrapolation).
The decision about stability or the seeking of stable/unstable regions can be performed with respect to varying delays as well as (controller) tunable parameters.
A simulation example presented in the second part of the paper indicates a very good agreement of the algorithm results with those obtained from the quasipolynomial matrix rootfinder algorithm by which quasipolynomial roots in a selected region can be numerically calculated.
There are, naturally, still gaps and imperfections that can be improved and several ways how to extend the DDS algorithm. For instance, another (more accurate) rationalization can be used, faster software tools and hardware equipments may be implemented, a nonlinear zero seeking idea can be utilized rather then RegulaFalsi, etc. A challenging task is to derive the algorithm modification that can overcome the obstacles of neutral LTI-TDS.
