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Ce mémoire porte sur un lemme publié par I. S. Jack dans «functions starlike and
convex oforder a », J. London Math. Soc., 3, pp. 469-474, (1971), qui a beaucoup
d’applications dans le domaine de la théorie des fonctions. Le mémoire est composé
essentiellement de trois parties. La première partie porte sur la démonstration du lemme
de Jack. En 1979 Sanford S. Miller et Petru T. Mocanu ont affirmé dans un article intitulé
«Second order dfferential inequaÏities in the complex plane », J. Math. Anal. Appl., 65,
pp. 289-305, (1978), qu’il y avait une erreur dans la démonstration de Jack. Un autre but
de cette première partie est de trouver s’il existe vraiment une erreur dans cette
démonstration et de présenter plusieurs démonstrations comme par exemple celle due à
Sanford S. Miller et Petru T. Mocanu, qui utilise des arguments propres à l’analyse réelle,
ou celle basée sur un lemme énoncé par K. Uiwner et qui utilise des méthodes plus
géométriques. On montre aussi qu’au moment où Jack publiait son lemme, il existait dans
la littérature spécialisée des résultats plus faibles, comme par exemple la proposition anti-
calcul due à Erdôs (qui met en évidence les différences entre le calcul réel et l’analyse
complexe), des résultats qui contenaient implicitement le lemme dans un article de
Valiron et des lemmes plus généraux, par exemple St. Ruscheweyh a utilisé le lemme de
Julia pour la démonstration.
La deuxième partie traite de certaines applications du lemme de Jack: un théorème
publié par Jack dans lequel on trouve une relation entre la convexité d’une fonction
complexe et la propriété d’être étoilée, quatre théorèmes publiés par Miller et Mocanu, un
résultat dû à Richard Fournier sur le comportement des fonctions analytiques dans un
point ou elles atteignent leur valeur absolue minimale et un théorème portant sur la
relation de subordination dû à Hallenbeck et Ruscheweyh.
Finalement on présente une extension nouvelle du lemme de Jack pour les polynômes de
degré fixe.
Chapitre 1
Démonstrations du lemme de Jack
1. Le lemme de Jack
En 1979, Sanford S. Miller et Petru T. Mocanu ont affirmé dans un article intitulé
«Second order differential inequaflties in the complex plane» [11] qu’il y avait une
erreur dans la démonstration de Jack. Le but de cette section est de trouver s’il existe
vraiment une erreur dans cette démonstration. Pour ce faire, on commence par introduire
le lemme de Jack tel qu’il a été présenté et démontré en 1969 par Jack et publié
subséquemment dans [6]
Lemme. Soit w(z) une fonction holomorphe non constante dans le disque unité U telle
que w(O) = O. Alors, si w atteint sa valeur maximale sur le cercle I z r < 1 en un
point z0 avec z = r, on peut écrire
z0w’(z0) = kw(z0)
où k est un nombre réel et k 1.
Démonstration.
Jack commence la démonstration du lemme en définissant la fonction M(r, w) comme
étant la valeur maximale de I w(z) sur le cercle z r. Il affirme, en citant Valiron
[16], que logM(r,w) est une fonction continue, croissante et convexe de logr. Il




Alors, pour R O il obtient:
1 8]? 0 t 0 J trelaw?(relO)
— O = —(logR) = Re —(logw) I = —Imi
R86 06 L8O ] L w(re’°)





où k est réel et z0 est un des points sur le cercle z r où w(z) prend la valeur
maximale. Donc
z0w’(z0)
serait une fonction de z0 seulement et ne dépendrait pas de
w(z)
arg(z0). On montrera ici que cette dernière affirmation est fausse: en prenant une
fonction de la forme
w(z)z, ae(O,l),
1—z
l’on voit bien qu’elle est analytique dans le disque z < 1 et que w(O) = O. On calcule




Pour obtenir les points de maximum, on calcule la première dérivée par rapport à O
oR o /a2_2arcos0+r2 1 /_1—2rcos0+r2 0 a2—2arcos0+r2rq
1—2rcos0+r2 2’a2 —2arcosû+r2 00 1—2rcosû+r2
1 / l—2rcos0+r2 2arsin6(l_2rcos0+r2)_2rsin0(a2 _2arcos0+r2)
— r27
(l_2rcos0+r2)2




(l_a)sin0 2 / 1—2rcos0+r2 (a_r2)
2 ‘Va2 2arcos0+r2 t12
92)2
OR 2 1On obtient donc — = O pour O = kir, r = O et pour r = a. En prenant r = Ja, par




ce qui nous conduit à conclure que l’image du cercle de rayon centré à l’origine par
w(z) est un cercle de rayon a aussi centré à l’origine. Maintenant, si on calcule la valeur








- O—z2Xz2 —a) i+J
ç—a
et on en conclut que k = k(r, û). Plus généralement soit 3(ç) fl — un produit de
j=1
Blaschke fini non-constant. Il est clair que VØ e R, B(e ) = i axB(ç) = 1 et évidement
B e HtU). Par ailleurs
3’(ç)




Supposons que cette dernière expression ne dépende point de Ø, i.e.,
Re KKeR,KO.
j=1 i—e’
On considère une fonction
i-i l—aç




où les sont des entiers positifs non nuls avec 2
=
, aj distincts. On peut écrire
alors qu’une fonction de la forme
i+IJ
1 l—aç 1 1—aç
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où aj e U sont distincts et = 1, l > O, 1, e Q, a sa partie réelle constante sur
= 1; puisque cette fonction est holomorphe pour ç 1 + s, s > O, il suit du principe
du minimum (maximum) pour les fonctions harmoniques que
N 1+dç
G(ç) constante _ 1,
i1 l—aç
donc = O pour k = 1, 2, ...i.e.
a1 a2 aN l O
—2 —2 —2a1 a2 ... a, 12 0
—N —N —N
ci1 a2 ... ci\ 1N
Mais ceci est impossible car le déterminant de la matrice est non nul, les a étant
distincts. Il est donc impossible que même deux aj soient distincts et alors
ç—a B’(e’) 1—a2 — 1—a2
—
et e — , +n— +n.
1 —açj B(e’) 1 —e’ 1— 2Re(e)+a
Comme cette dernière expression ne dépend pas de Ø on déduit que cx = 0, donc tout
produit de Blaschke fini avec au moins un zéro non nul pourrait servir de contre-exemple.
Pour finir la démonstration, Jack obtient k n où n est la puissance du premier terme
non nul du développement de la fonction w(z) en série de Taylor autour de l’origine. Il
montre que la condition w(0) = O implique que le terme constant est nul et que n 1. De
ceci et du fait que k(r) = k(I z1 ) est une fonction convexe et croissante de logr, il en
découle le résultat cherché.
Puisque 10g M(r,w) est une fonction convexe et croissante de logr, il déduit que
d log IV(r, w) = rIvP (r, w)
dlogr M(r,w)
est une fonction croissante de log r et implicitement de r là où la dérivée
d log M(r, }t))
dlogr
6
existe. Aux points où la dérivée n’existe pas, en se basant sur le théorème de Hadamard
sur la croissance de la fonction M(r,w) (Valiron [16], [17]) qui dit que la dérivée à
gauche et la dérivée à droite existent et la dérivée à droite est supérieure ou égale à la
dérivée à gauche, il en déduit que
rA’I’(r,w)
M(r,w)
est une fonction croissante même si elle n’est pas continue. Mais, dit-il,
k(r)
= z1w’(z1)
= Ref ziw’(zi)Ï = rRet(logw) 1 = r ôlogR rôR1
w(z1) w(z1) ] t8r ôr R 8r
et alors le lemme est démontré puisque R I = M(r, w). On remarque que cette dernière








Pour conclure, l’idée essentielle de la démonstration étant incorrecte, on doit trouver une
autre façon de prouver ce lemme.
2. Démonstration de Miller et Mocanu
Ce sous-chapitre porte sur la démonstration du lemme de Jack due à Sanford S. Miller et
Petru T. Mocanu [11] et aussi sur un théorème qui généralise le lemme de Jack.
Lemme 1. Soit n 1 et
g(z) = g,z?3 + g,3÷1z’’ +
une fonction complexe régulière dans le disque unité U telle que g(z) n’est pas









a) On prend g(z)= Rfr0,O)e’” pour z = r0e’8. Alors
zg’(z) = aØ i ô]?
g(z) 89 R80
Comme z0 est un point de maximum de R on doit avoir - (z0) = O et on obtient que
z0g’(z0)








= g,z0z + g,÷1zQz + ... = 1
(g,,zz + g,11zg’z2 +...).
g(z0)z g(z0)
Puisque g(z) n’est pas identiquement nulle dans le disque unité, g(z0) O. Autrement,
si g(z0 ) = o, alors g(z) = O pour = r0 et par le principe de maximum g(z) = O pour
z r0 donc g,1 = g,,1 = ... = O, d’où g(z) O pour tout z E U, ce qui contredit
l’hypothèse.
Pour tout z e U on a que z0z e U et alors la série de Taylor g,, (z0 z)” + g1 (z0z)’’ +
converge. On en déduit que h(z) est analytique dans U. En appliquant le principe du
maximum on obtient
maxg(z0re’j pour z r <1.






En appliquant le lemme de Schwarz on obtient que h(z et que
g(z0z)
g(z)













drL g(zo)]1 r1 r—1 r1[ g(z0)]l—r
et aussi, puisque m est réel,
t g(zr) 1 1—r’1
m=hmIl—Re ° —hm =n
r_>IL g(z0) 1—r r-*1 l—r
b) En partant de
agRe’°(’
6z re’’ R00
et en dérivant encore une fois on obtient
t(±1 zg’-g(8ç9.l6Rg(8çi.18R
0z2 az[zao RoJ] z2 8O R8OJ z8z86 RO
= zg’_gg’zgfiô(aço.i8R
z2 g zL zOO RO
= z(g’)2 gg’
-




g g’ J g J 602 R 602 R2 60}
Puisque z0 est un point de maximum de R(î
,
nous avons que (z0) = O et aussi
OR




on en déduit que:
(z0g”(z0) I 62R
z ml +1 I—rn =—z )— —z0g’(z0) J 602
° R(z0) 602







Lemme 2. Soit cp(z) une application injective du disque unité fermé U dans Q telle que
(o) = O et telle que ço(z) soit régulière sur U à l’exception d’au plus un pôle sur OU.
On note par (w) l’argument de la normale extérieure à 60 en w e 60. Soit
w(z) = a + w,z’ + w,11z’1 +
telle que w(z) soit régulière dans U et w(z) a pour n 1. On suppose qu’il existe un
point z0 =ie’ e U tel quew0 = w(z0)e 60 et w(z <,)c o. Si ç0 = ço’(w0) alors:
a) arg(z0w’(z0))= arg(ç0qi’(ç0))= i(w0),
b) z0w’(z0)=mç0q’(ç0)>O et
c) Re z0w(zO) Ï R o”(0)+1 mn1.
w(zo) ] ç’(ç0) ]
Démonstration.
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a) Comme w0 est fini et (ç) est univalente on a que O et 17(w0 ) =
Puisque = o(6u) on peut écrire = ç(i, 8) et alors le vecteur tangent en w0 sera





g(z) = 991 (w(z)).
Alors g(z) est régulière dans z0 r0 et g(z0) = 1 . Aussi
g(O) = Ç91 (w(O)) = (a) = O
et
g(z)i pourtout zr.
On calcule ensuite les dérivées d’ordre k de g. En sachant que q(g(z)) = w(z) on obtient
que
g’(z0)’(g(z0))= w’(z0)= O
et, puisque ç2’(g(z0)) O, on en déduit que
g’(z0)=O.
Pour la deuxième dérivée on a
g”(z0 )p’(g(z0 ))+ [g’(z0
)j2
ç”(g(z0)) = g”(z0 »‘(g(z0)) = w”(z0) = O
d’où
g”(z0)=O.
On montre de la même manière que
g(k)(zo)=O pour tout 1kn—1.












arg(z0w’(z0 )) = arg(0’(ç0 )) =
b) En utilisant la même argumentation on vérifie directement que
z0w’(z0) = ii >0.
c) En calculant la dérivée de





,f — , g \Z)+ ,




g(z)ç”(g(z)) zg’(z) + zg”(z)
+ 1
w’(z) ‘(g(z)) g(z) g(z)
En utilisant le lemme 1 on a que
RetZ0W0) + 1 = m Re + + 1





Théorème. Soit W(z) = a + wz’1 + w,1z’1 + ... régulière dans le disque unité U telle que
















Pour = e’0 on a
a , a
e +== e +==
f i0” W0 W0
92e )W - -
a 10 —10 a1+—e e +—
W0 W0
Donc ç transforme le disque unité U en un disque de rayon w0. Donc si
alors













2 2 2 2 f —‘\2
w0 — a w0 — a w0 — a)
ç0)=w0
[wo






() = w0 ——------ = w0 —i —i—a wj —laI iwol —laI
et en utilisant le lemme 2 on obtient
arg{z0w’(z0)] = arg{ç0’(ç0 )j = arg(w0)
et on en déduit que
arg’0-)]t arg[w0]_arg[w0) o.
w(z)






z0) — w0 — 12 12
où k n, donc
zow’(zo)> iwo—i2
w(zo) iwo - w 12 wi+IaI
b) Pour démontrer la deuxième partie on calcule
= w0 w0 2




et en ç = on obtient












2 ——2’°,t \ — Ç0 7 7 — 7 7











= 02 +a2 —2 Re[0] = w0 —a2 _a)2 = w0 —a
wo2 wo2
- 2 w+a
On applique ensuite le lemme 2 et
RetZ0WtZ0)1+l kRe k0 m
t w’(z) ] Ç)’(ç0) j w +
où k n.
3. Le lemme de Liwner
Dans ce sous-chapitre on donne une démonstration du lemme de Jack à l’aide d’un
lemme énonce par K. Lôwner [13]. Ensuite on présente le cas d’égalité pour le lemme de
Jack, un résultat dû à Richard foumier [3].
Lemme. Soit f(z) une fonction régulière telle que f(z) <1 dans le disque unité U et
régulière en z = 1 avec f(O) = O et j(i) = 1. Alors f’(i) est nécessairement réelle et
f’(l)l.
Démonstration.
La fonction f(z) satisfait aux conditions du lemme de Schwarz et alors f(z) z pour










En prenant la limite z — 1 on obtient
hm1 =f’(1)1.
z-*1 1—z
Soit f un chemin analytique qui passe par 1 tel que f c: U. Alors le vecteur tangent à f




On considère f paramétrisé par
f={(x(s),y(s))Ise[a,b]},x(c)=Ï,y(c)=O,avec a<c<b
Alors le vecteur tangent à f en 1 sera
t(c) = (x’(c), y’(c))
où t a la direction 9. Aussi f(f) est aussi un chemin analytique, j(i) = 1 et f(f) est
entièrement contenu dans U. Le vecteur tangent à f(f) a la forme
=
ds ds J L ix ds ay ds J a ds 6y ds
[(‘8udx ôvdy” .(‘avdx 8udy
=






arg9(c) = argf’(l)+ argt(c) = a + 9.




pour tout 9 —,-— . On en deduit que a = O.
Remarque Soit w(z) une fonction régulière dans le disque unité U telle que w(O) = O.
Alors si w(z) atteint sa valeur maximale sur le cercle = r en un point z0,









° 1, f(0)=0, f(l)= =1.
wz0)







donc le lemme de Jack est une conséquence directe du lemme de L5wner.
Proposition. Soit f(z) régulière dans le disque unité U telle que f(z) ait un zéro





avec égalité si et seulement si
f(z)= Kz’.
Démonstration.
La première partie de cette proposition a déjà été démontrée. Pour démontrer la deuxième
partie on définit une fonction w(z) régulière dans U u {i} telle que w(z) = +
w(U) U et w(1) = 1. On a déjà démontré que w’(i) n et on veut démontrer que
w’(l) = n si et seulement si w(z) z
Soit
w(z) = ziv (z)
17
où w1 (z) est régulière dans U u {i}, w1 (u) ci U, w1 (i) = 1 et w, (o) = a. À cause de
cette dernière condition, si on suppose que w1(z) n’est pas constante dans U alors
<1. Ensuite on définit une autre fonction
w7(z)=
wi(z)—a 1—a,
1 — a,, w1 (z) 1 —
qui est régulière dans u, 14)7 u, w, (o) = O et w1 (i) = 1. On peut donc appliquer le
lemme de Lôwner et on obtient que w,(i) est réel et v (1) 1. Alors
w(z)= w(z)[1—w1(z)]+w(z)[w1(z)—a,3]
= i_ w(z)(1—a,j)
1 — 1 — aw1 (z)t 1 — a — anwi (z)]













En dérivant w(z) on obtient
w’(z) = [z” ii’1 (z)]’ = nz”1 w1 (z)+ z” 11 (z)
et alors
n = w’(l) = 1114)1 (i)+ 11)(l) n + —
an
>
ce qui est une contradiction, donc w1 (z) est constante et w(z) = z”. Autrement dit









et pour z = 1
w’(l) = 0 f’(z0)
f(z)
ce qui est équivalent a f(z) = Kz’, K e C.
4. Le lemme de Hayman
Dans ce sous-chapitre on introduit un résultat plus faible que le résultat du lemme de
Jack. Il s’agit d’un lemme énoncé par W. K. Hayman, [9].
Lemme. Soit f(z) régulière sur le disque z r telle que
en 0=00.





Alors u(z) est harmonique en z = z0, puisque 1(z0) O, et aussi
L(re10o )= O.80
On exprime, par la suite, u(z) en termes de x et y et on obtient
ô . ôu ô(rcos0) ôu 8(rsin0)
—ufrcoso,rsino)= + . =
80 ô(rcos0) 60 ô(rsin0) 60





En 0= 0 on a
19
(au ôu.
—ure )l= =rI —cosO———sinO 116=0 =0.x )
Par ailleurs on a que
(au •6u . f 8u •8u
re ——t-—— =(rcosO0 +trsinO0 ——t———
ax 8V) 8x ay
(au 8u. ‘i .(au au.
=ri —cosû0 +—srnO0 —tri —cos60 ———sinO0
8)) j 8y 8x
Il s’ensuit que
(au 8u’
Imre l ——i-—I =0.
8x 8y)
Maintenant si on écrit
f(z) = f(z)et
on a que
10g f(z) = 1ogf(z) + j arg[f(z)j = u(z) + j arg[f (z)] = u(z) + iv(z)
où u(z) et v(z) sont des fonctions réelles, donc en utilisant les relations de Cauchy —
Riemann on arrive à
a 8u •8v au •8u
—{f(z)] = + t — = — - t—.
8z 8x 8x 8x 8y
Alors on peut écrire
im{zo -- [iog f(z)]} =0




5. Raffinement de Foumier
Le but de ce sous-chapitre est de présenter un résultat dû à Richard foumier [3]. Le
théorème utilise le lemme de Jack pour obtenir plus d’information sur le comportement
des fonctions analytiques en un point où elles atteignent leur valeur absolue minimale.
20
Théorème. Soient n 1, r > 0, f(z) := akzk régulière dans le disque unité fermé U
k=n
et r a (o <a <1,1 = 1,2,..., N) les zéros non nuls de f(z) avec les multiplicités dans le














Il est évident que F(z) a un zéro d’ordre au moins 1 en origine et que
maxf(z) = maxF(z) = rhl+l max
r
z=r f(z)
On sait aussi que le produit de Blaschke a la propriété que pour = 1
b() iiti =j ç—a,
—a
=1,
j=1 l—ajÇ j=1 l—aç ç—ai
donc
1 1 n+1
n+1 +1 rmaxF(z)=r max =r’1 =
z=r f(z) minf(z) f(z0)
et autrement dit z0 est un point de maximum de F(z dans le disque z r. On peut

















°L z z b(1) f(z0)
= n + y + — 0
f’(z0)
b(1) f(z0)
et puisque pour = 1
t 1ç=i = [1nb() = ç-ln
2 2
‘ 1—a. ‘ 1—a=z _2z1











6. La proposition de Erd5s
Dans ce sous-chapitre on introduit un résultat plus faible que le résultat du lemme de
Jack. Il s’agit d’une proposition que Bak et Newman atribuent à Erdôs (« La proposition
anti-calcul », [2, p.73] ). Le cas d’égalité atribué plus haut à foumier est aussi une
conséquence de cette proposition.
Proposition. Soit f(z) régulière dans un disque fermé telle qu’elle atteigne son module
maximum en un point a sur la frontière du disque. Alors f’(a) O si f n’est pas
constante.
Démonstration.
On suppose que f(z) n’est pas constante dans le disque. La fonction f(z) étant
analytique dans le disque fermé, on peut la développer en une série de Taylor en a
f(z)= f(a)+f’(aXz-a)+f”(a)
Si on suppose que f’(a) = O alors




On suppose ensuite que f”(a) O et on prend à l’intérieur du disque un point
= a + 6e’8 tel que les premiers deux termes du développement en série de Taylor,
f(a) et f”(a)
2
respectivement, aient le même argument













f(a)+ f”(a»2e2’° — f”(a)6e’ + =
=
+ f”(62 - 33b8 +




ce qui contredit l’hypothèse.
Dans le cas ou O = arg[a]± le point a sera positionné à l’extérieur du disque z 1
pour tout ô positif. On peut alors, en modifiant légèrement O et en ajustant
convenablement 6, obtenir a à l’intérieur du disque. On définit 01 = O + et alors







+ cos £62 - 5m







f(o f(a)+ f”(a)c52e2’°’ + fFft(a):3e31&1 +
f(a)+ f”(a»2e2’°’ f’(a»e’ +
+ ffl)63
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et on arrive de nouveau à une contradiction puisque a est un point de maximum. On en
conclut que f’(a) O.
7. Démonstration de Ruscheweyh
Dans ce sous-chapitre on dome une version plus générale du lemme de Jack due à S.







est un disque dans le disque unité U tangent a en z = 1 appelé horocycle. Soit
f H(U) telle que j(u) c U. On suppose qu’il existe une suite {z,, } dans U telle que









pour z e U.
En particulier A > O.
Démonstration.








,) est défini à l’aide de la distance pseudo-hyperbolique:
z—zfl
1— zz
Donc K(z,, , ,,) = {z e U p(z, z,,) < i, }. K(z,, , ,) est un disque euclidien qui est obtenu à
partir de l’application inverse du disque <i, par la transformation de Môbius:
z—zfl
1— zz
Donc K(z,, , ,) est aussi un disque euclidien de rayon R,, et de centre C,,. On pose
z=x+iy, z,, =x +y













— 1—(x+iyXx,, —iy,,) — 1—(x+iyx,, —iy,,) —
(x — x,, )2 ± ( — )2
(1 — xx,, — yy,, ) + (y,,x —
r2 2\ t 2 2’
— I\X + y )+ x,, + y,, )— 2ixx,, + yy,,
— 1 + x2(x,,2 + y,,2 )+ y2tx2 + y,,2)_ 2(xx + yy,,)





z2 + z,j2 — 2(xx,, + yy,,) <
2
+ i,2z2z,j2 — 2,,2 (xx,, +
2 2’ 2 7














r2 — r2 —z,j2 +,2z,j4 —rz2 — r2t1_2z
2
)_z,j2t1_2,2 +r)

























(xx,, + yy,, ) + z,, <r2’ 21 2 “ / i2’ ‘1_i, z,j (i_, z,j )2
2 “ 2’2 I l—z,j )1—r,, 2
_ ___








7 2<’, 2’ 21_r,,jz,j 1 —1;,
On en conclut que
2
1— r2





l—î;, z,j 1—r,, z,j
Alors on peut calculer les points {a,, ,/3,, } de valeur absolue minimale et maximale
respectivement sur le cercle 8K(z,, , r) de rayon R,, et de centre C,,:
2 t 2N
_ __ _______ _ _ _ _ ___
2 1_z,j I1 — r2 1 — z,, z,, — z,,
________
J l—ra —î;, 1== C,, — R,, = z,, 2 2 — 21—r,, z,j 1—r,, z,j2 Zn 1 _r,,2z,j I z,j j
2 ‘ 2
z,, z,j—z,jî;, —î;, +î;jz,j z,, z,j—î;,X1+rz,j) = z,j —î;, z,,
1_î;,2z,j2 z,j 1_î;,2z,j2 z,j
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_
z 1—r — 1Hz z z , 1Hz I
— + R =
2 2
+
2 2 = 2
1 — , — + , “ =
Z,, 1 — r z,, 1 — r,, z,, Iz,, 1— r; z,, Iz,,
= z,, z,, — z,, r2 + , — , z,, 2 z,, z,, + , — , z,,) z,, + , z,,
1— i,21z,,12 z,,I 1— t,2z,, 2 z,, 1 + i’, z,, z,,
En calculant la limite pour n —> on obtient:
z,, — r,,
— i;, z Iz — i, i —•a = lima = lim —- = hm = 11m “ =









z,, + 1, z,,
fi = 11m fi,, = 11m — = 1.
1 + r, z,, z,,
Donc lim K(z,, , r,,) est un disque euclidien dont la frontière est un cercle de diamètre égal
,,-*
au segment de droite [,i1. De même limK(f(z,,),i;,) est un disque euclidien dont la1+k
frontière est un cercle de diamètre le segment de droite fi_— Ak
L1+Ak
On considère maintenant les deux horocycles
t 1_z Ï t I1_z12
Wk =zj <k,k>O et Wk =zJ , <Ak,k>
t 1—z J t 1—IzI
et on calcule l’équation de leur frontière. Alors pour W on a que:
1—zI2 (i_x)—iy2 (i—x)2 +y2
1—1z12 1_x+iy2 1—(x+y)2
d’où
1—2x+x2 +y2 <k(1_x2 _2),
x2(k+l)+y2(k+1)—2x <k—1,
2$
2 2x k—1x_+y ————<———,
k+1 k+1
2x 1 2 k—1 1x_————+ +y <—+
k+1 (k+1)2 k+1 (k+1)2
2 (k2Ix————I +y <I
k+1} k+1




. Il s’ensuit que le segment de droite est un diamètre du cercle
k+1 L1+k ]
euclidien Wk; même chose pour l’horocycle WA.k pour lequel on obtient comme diamètre
tl—Ak
le segment de droite I
L1+Ak
Puisque deux cercles avec le même diamètre sont identiques on déduit que
lim K(z , = Wk et lim K(f(z,, ), r,) W
fl-*D fl-
Par ailleurs on a que [6, lemme 1.2]
f(z) — f(z,,) z
,
1—f(z,,)f(z) 1—z,,z
ou autrement dit pour tout z e K(z,, , î,), p(f(z), f(z,, )) r,, donc pour tout z e K(z,, ,
f(z) e K(f(z,, ), ,) d’où on conclut que
f(K(z,, ,i )) c K(f(z,, ), r,,)
et par la suite
f(Wk)Œ WAk.


















Puisque f, converge ponctuellement pour tout z e f on applique le théorème de Vitali
et on obtient que f, converge uniformément sur tout compact de f et donc
lim f,(z)= lim f(x)=a.
zF ,n—* XE(O,L),X.-1
On en déduit que lim f(z) = a.
z€r
Remarque. Soit f e B et on suppose qu’il existe une suite {z,, } dans U telle que























1 — Iz,, I Il — z,,
On en conclut que
_______
l—f(z)
lim = lim =c
zEF,:—*1 1 — z :ET,z—)1 1 — z
b) si B <c’a alors B > O et par le lemme de Julia si
1—If(z,,)I
lim =A






On en conclut que
hm B.
z 1-zj
Ainsi si on prend z,, = x,, réel et x,, —> 1 on a que
IZ-*OD
l-f(x,,)12 B[1If(x,,21
x,) =B[1If(x,,211 et f(x)i
et alors
1— f(x,,)I i + x,, 1— f(x ) 1 —If(x)I 1— x,,2







Il découle que, pour z,, = x,, réel, A = B et ensuite on peut écrire
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B = lim1_Xh1 iimX •iim
1—ftx,,2 2
=







Il s’ensuit que arg[1 — f(x)] —÷ o et en conséquence
x-*1
1— 1— f(x) 1— f(X)Brhm =hm =hm =f(1).
x->1 1—X xl 1—X x-1 1—X
t 1—z
c)si B<co alorsdansunangle f=zeUI <a, a>1 ona
1—z J
_____
1-f(z) 1-z 1+f(z) 1z
3< 2a3
- (1+z1-f(z) 1-z 1+z 1-z -
Donc
1 —f(z)




=3 et lim f’(z) =3
zEf,z—*1 1 — z zEF,:—*1
pour tout angle f.
Corollaire. Soit w(z) analytique dans le disque unité U, telle que w(k)(O) = O pour tout




est réel et k n.
Démonstration.
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Le résultat est une conséquence directe du théorème de Julia. Soit q(z) analytique dans
U et dans un voisinage de z = 1. On suppose que q(z <1 dans U et que q(1) = 1.









et en calculant la première dérivée on obtient
q’(z)








Applications du lemme de Jack
1. Le théorème de Jack
Dans cette section on présente un théorème publié par I. S. Jack [10] dans lequel on
trouve une relation entre la convexité d’une fonction complexe et la propriété d’être
étoilée. Jack inventa son fameux lemme précisément pour obtenir ce résultat. La fonction
f(z)= z+az’
régulière dans le disque unité U est étoilée d’ordre a(0 a <1) si
f zf’(z)lRei ia, z<1
L f(z)]




On dit que f(z) est convexe d’ordre a si
Re l+ a, z<1
L f’(z)]
et si pour tout &> O il existe un point z0 e U tel que
Re[1+ z0f”(z0)1 < + .f(z0)
Le lecteur trouvera dans [12] des informations pertinentes concernant ces fonctions. Nous
reproduirons maintenant la preuve de Jack:









alors elle est étoilée d’ordre au moins





Si on écrit explicitement z = x + iy, on obtient pour z = 1
(z)=
l—a(x+iy) [i—a(x+iy)][(i—x)+iy](i—xXi+a)+iy(i—a)





on voit bien que ç(z) transforme le disque unité U en demi-plan à droite de la ligne
Re z
= 1 + a
Maintenant si on définit la fonction
2
h(z)
zf(z) = 1 — ciw(z)
1(z) Ï—w(z)
on obtient immédiatement le résultat si on peut démontrer que h(z) est subordonnée à la
fonction (z) ce qui est équivalent à dire que w(z <1, z <1. On écrit donc
h(z)f(z) = zf’(z)
et, en dérivant, on obtient















= 1— ai4’(z) + z w’(z){i
— aw(z)1— aii/(z)[1 — w(z)] =





1 — w(z) 1 — w(z) ï — aw(z)





z0f”(z0) — 1 — aw(z0) 0w’(z0) az0w’(z0) —





Si on suppose que pour un certain r <1 w(z0 = 1, w(z0) 1, alors
Ref1tZ0)Ï= a+1
L1—’(zo)] 2
Ret Ï = e[’ —1 + uiÏ = Re[k 1 + Re(— k) = — k = —
L1—w(zo)] L 1—w(z0) ] [ 1—w(z0)] 2 2
Ret
k(z0) Ï=Retk1_1+tZ0)Ï=Retk 1 Ï+Retk1+0)l
L’ — aw(z)] [ 1 — aw(z) J L 1 — aw(z)] [1 — aw(z)]
k kl—a
2 2H-a
On en déduit que
Reti
+ z0f”(z0 1 a +1 — + k — k 1—a a +1 — k 1— a a +1 — 11—a =
L [(z0) ] 2 2 2 2H-a 2 2H-a 2 2H-a
— a2 +2a+1—1+a — a2 +3a
— 2(1+a) — 2(1+a)
• a2+3a
ce qui contredit le fait que f(z) soit convexe d’ordre a = • Doncw(z) <1,
2(a+1)
z <1 et h(z) est subordonnée à la fonction (z).
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2. Applications de Miller et Mocanu
Dans ce sous-chapitre on présente quatre théorèmes publiés par Miller et Mocanu [11].
Plusieurs résultats similaires peuvent aussi être trouvés dans leur livre [12] plus récent.
Ces théorèmes sont des conséquences directes du lemme de Jack.
Définition. Soient r = + r2i, s = s + s2i, et t = t1 + t,i. On définit P(a), où n est un
nombre entier positif et a un nombre complexe tel que Re a > O, comme étant
l’ensemble de fonctions ,u(r, s, t): C3 —> C satisfaisant aux conditions suivantes:
a) u(r,s,t) est continue dans un domaine D de C3,
b) (a,O,O)eD et Reu(a,O,O)>O,
.2
n a — r2 t
c) Reu(r,i,s1 ,t1 +t2i) O lorsque yi(r7i,s1 ,t1 +t2i)e D, s — et s1 + t1 O
2 Re a
Théorème. Soit e P,7(a) continue dans D et soit p(z)= a + p,1z’3 + + ... une
fonction régulière dans U telle que p(z) a et n 1. Si (p(z), zp’(z), z2p(z)) e D
lorsque z e U et si Reçtf(p(z),zp!(z),z2p(z))> O lorsque z e U alors Rep(z)> O pour
tout z e U.
Démonstration.
On suppose qu’il existe un point
z0 =r0e°° eU, O<r0 <1
tel que
O = Rep(z)= minRep(z).







En utilisant la partie (c) de la définition de P,1 (a) on doit avoir
Reyj(p(z),zpI(z),z2pl(z)) o
ce qui contredit l’hypothèse, donc
Rep(z)>O pourtout zeU.
Théorème. Soit 1(z) = z + a7z2 + ... régulière dans U. Alors
a) inf Re
zf(z)
+1 O implique que inf Re
zf’(z) ‘
:eU t f’(z) ] z& [f(z)] 2
b) inf Ret zf’(z)Ï implique que inf RetLÏ I,
zU L 1(z)] 2 zU z ] 2







Alors p(z) est régulière dans U , p(o) =1, zf’(z) = p(z) +1 et1(z) 2




Si on prend n = 1 et D = (C\{—1})x C2 dans la définition de ‘+‘,,(a) alorsçu P et on a
Reçu(p(z), zp’(z))> O, pour tout z e U
et en utilisant le théorème précédent on doit avoir
Rep(z)>O,pourtout zeU.







Alors p(z) est régulière dans U , p(O) = 1 et
zf’(z) 1 1 zp’(z)
,
=yi(p(z),zp(z))





Si on prend n = 1 et D = (C\ {—1})x C2 dans la définition de P,1(a) alorsçu e P1 et on a
Reçtr(p(z),zp’(z))> O, pour tout z e U
et en utilisant le théorème précédent on doit avoir
Rep(z)>O,pourtout zeU.
On en conclut que
Re>1 zeU.
f(z) 2









on en déduit que la borne donnée est la meilleure possible.
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Théorème. Soient M(z) et N(z) régulières dans U telles que M(O) = N(O) = O, et soit
y réel. Si N(U) est étoilé par rapport à l’origine alors
M’(z) . . M(z)
a) Re > y, z e U, implique Re > y, z e U,
b) Re <y, z e U, implique Re <y, z e u.
Démonstration.







et il en découle que
Re p(O) = Re
—
y = Re — y > o.
Puisque N(z) est étoilé par rapport à z = O, z e U, et une fonction f est étoilée par
rapport a l’origine si et seulement si f(O)= O, f’(O) O et Re
zf’(z)
> o, u, on a
f(z)
que p(z) est une fonction entière.
Ensuite on définit a(z) telle que
1 = zN’(z)
a(z) N(z)
ayant la propriété que
Re_-f->O et Rea(z)>O, zeU,
et on écrit
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çu(r,s)= r + as.
Alors
Re u(p(O),O) = Re p(0)> o
et
Rep(r2i,s1) O lorsque s1 0,
puisque Re a > 0. Donc e P et en utilisant l’hypothèse Re > y, z e U, on
conclut que
Re yi(p(z), zp’(z))> 0.






b) La deuxième partie de ce théorème peut être démontrée de la même façon que la
première partie en remplaçant M(z) par — M(z).
Théorème. Si f(z) = z(1 + a,7z’1 + a,1÷1zh1+ +...), n 1, est régulière et univalente dans U






Alors p(z) est régulière dans U et en dérivant on obtient
2ff(z)J
,
n j] f’(z)z—f(z) = n zf’(z) p(z)+1 n p(z)+1





21(z) z 2 z
et on a
n zf’(z) zp’(z n
—____ = +—=çu(p(z),zp(z))
2 1(z) p(z)+l 2
où
Puisque u(i,O) = > O et
s n _nt1+r2) n
Reçu(r2i,s1)=Re ,‘ +—
12+1 2 2l+r,) 2
lorsque s1 —n
+r2
on a e P,3. Puisque f(z) est régulière et univalente dans U et
f(U) est étoilée par rapport à l’origine Re
zf’(z)
> O et alors Re (p(z), p’(z))> 0. En
f(z)
appliquant le premier théorème on a Re p(z)> 0, le résultat cherche.
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3. Application du lemme de Jack à la résolution partielle d’une conjecture de
S. Miller
Théorème. Soit w(z) = akzk une fonction analytique dans U et N O.
a) Si w(z)+ v’(z) 1, z e u, alors w(z)
N± 1’
z e U,




les bornes étant exactes.
Démonstration.
a)Si z0 =r0e”, r0 <1,tel que
w(zo) = maxw(z)












Pour montrer que la borne est optimale on considère la fonction
w(z)= +i e R
et on vérifie que







la borne est la meilleure possible.
b)Si z0 =r0e’, r, <1,telque
w(z ) = maxw(z)
on a par le lemme de Jack (version de Miller et Mocanu)





w(z )i + m Re[1 + ZW(Z)] w(z )(1 + m2)
et alors
w(z0)
= w(z0 ) + z0w’(z0 )÷ z02w”(z0)




















cette borne est la meilleure possible.
Ces deux résultats sont en fait des cas particuliers d’une conjecture due à Sanford Miller
et ensuite généralisée (et résolue!) par Goldstein, Hall, Sheil-Small et Smith [7]. Les
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moyens mis en oeuvre pour la résolution de cette conjecture impliquent cependant des
résultats plus profonds et généraux que le lemme de Jack.
4.Application de Hallenbeck et Ruscheweyh
Dans cette section on présente une application du lemme de Jack due à D. J. Hallenbeck
et Stephan Ruscheweyh [8]. On dit qu’une fonction f e H(U) est subordonnée à une
fonction univalente F e H(U), on écrit cela f(z) - F(z), si f(z) = F(w(z)) avec
weH(U) et w(z)z,zeU.
Lemme. Soit f(z) une fonction analytique, convexe et univalente dans le disque ouvert
unité U telle que F(O) 1. Soit f(z) une fonction analytique dans U telle que
f(O)=let f(z)-<F(z) dans U.Alorspourtout yO, ReyOona g(z)-.<f(z) où
g(z)= yz fr1f(r)dr
Démonstration.
f(z) étant analytique dans U on peut écrire:
f(z)=l+akzk,z eU
et ensuite
g(z)= yz_Y fr l+akrr =




= Ê * + az =o k=O k=I
= h(z)* f(z)
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h(O)= [îzr Îrk+71 = [z7
z=O
=




Alors w(z)sera analytique dans le disque DR ou R = minzk : h(zk) = o}. Soit z* un
point tel que = R et h(z ) = O. Alors z est un pôle de w(z)et donc il existe un
voisinage de z dans lequel w(z)> 1. Il suit que l’on peut trouver un point z0 tel que













1 zy 1 z w’(z)
1— z y z 1— w(z) y [i — w(z)]2
+±‘(z) w(z)
1—z — 1—w(z) y w(z) [1—w(z)]2
Puisque la fonction de K5be envoie le cercle unité 6U sur le segment de droite réelle




















y w(z0) [i — w(z0 )]2 —
et comme
1 1 1—cosO+isinO 1
Re =Re =Re
i—w(z0) 1—cosO—isin6 2—2cos9 2
on déduit que Re




_L_ envoie le disque unité U dans le demi-plan Re ç on a que
Re
1
z e U, donc Re h(z) . Par conséquence, en utilisant la formule
de Hcrglotz, il existe une mesure de probabilité p(O) telle que
h(z)
= du(O
et g(z) = jf(ze18 )dp(O),
ce qui implique le résultat.
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Chapitre 3
Extension du lemme de Jack
Dans ce chapitre on présente une extension nouvelle du lemme de Jack pour les
polynômes de degré fixe. Les résultats de ce chapitre sont nouveaux et feront
ultérieurement l’objet d’une publication.
Soit ] l’ensemble des polynômes de degré au plus n à coefficients complexes. Soit R
l’ensemble des fonctions holomorphes F dans le disque unité U telles que F(O) = 1 et
Re F(z)> si z e U. Pour q e n R, on pose (z) = z’(X) et on remarque que
e ï, q(o) = o et j’(z) = z’1 + a,,1z”’ +.... Dans ce qui suit on démontre le théorème
suivant:
Théorème. Soit O e R et z e 8U tels que, étant donnés p e F,, non constant et
q e n R,
p(ç) * {q(ç) + = maxp()
Alors
p(z)* (z) o et e’ p(z)* q(z) o.
p(z)* q(z)
L’égalité ne peut tenir que si p est un monôme de degré n.
Démonstration.
Il suit d’un théorème de Ruscheweyh [15, p.128] que
()* q( + p() * maxp(z), 1.
D’après les hypothèses énoncées plus haut
maxp() = p(z)* [q(z)+ e’(z)]





maxp(ç) = p(z)* q(z)+ e’p(z)* (z) = p()* q(z) + p(z)* f(z).
On suppose maintenant que p(z) * (z) 0. Alors
maxp(c)* q(ç) = p(z)* q(z) = maxp(ç)
çEU CEU
Mais un résultat de fournier et Lesage [5, Lemme 5] dit que cela est possible que si le












Si on suppose maintenant que “ ‘= 0, alors on obtient évidement que
p(z)* q(z)
p(z)*q(z)= 0 et ainsi
p(z)* (z) = maxp(ç)* (ç’) = maxp(ç).
çU ÇEU
Mais comme
[(z) * q(z)] = p(z) * (z) et maxj3(ç) = maxp() , p
ÇEU ÇEU
on a
maxp(ç)* (ç) = max3(ç)* q(ç) = max3(.
EtI CLI çeU
Il suit du même résultat de Fournier et Lesage que (c) est constant, c’est-à-dire que
p(ç) est un monôme de degré n.
Remarque. Ce théorème contient le lemme de Jack pour les polynômes. En effet il est







et on peut calculer
1)n—k1n—k1k




L’énoncé de notre théorème sera alors, avec = 0,






avec égalité si et seulement si respectivement p(ç) est constant ou p(ç) est un monôme
de degré n.
Remarque. Les polynômes de la forme
l+a k
appartiennent a n R pour —1 <a 4,567.... Ceci est un résultat dû à Young
Rogosinski-Szegô-Gasper [1]. Le théorème présenté plus haut peut dans ce cas être
énoncé de la façon suivante:
Soit p(ç) = e un polynôme non constant tel que
n_l( 1 e l+a k na0+I + I akz +anz =maxp(ç)
k=lk+a n—k+a) 2 çeU
pour certains z e ôU, O e R et a «admissible ». Alors
n—1 +a k n




a +L akz +aZ
b) e’° k1 2(k + a)
n





= = ... = a,,_1 O
Remarque. On peut montrer que le lemme de Jack «polynomial» implique le lemme de
Jack plus général pour les fonctions holomorphes et même une version légèrement
améliorée du lemme de Jack.
Soit d’abord f(ç) e H(U) dont on suppose que, pour un 0 e R,
f(ç) <f(eb0), Vç e U\ {e’°}.
n existe alors une suite {p,, } de polynômes tels que
p,, (ç) —> f(ç), uniformément sur 1+ ‘,
n->’D
pour un certain 8> 0. Soit en particulier
p,, (e’” ) = maxp,, (ç)ÇEU
où on suppose sans perte de généralité que O,, —> . Alors
n-*D
f(e’° ) = limp,, (e’° ) limp,, (e16 ) = f(e’ ).
Il suit de l’hypothèse sur f(ç) que e’° = e’ et par conséquent
,
p(et6) f’(e’)
p,, (e’’ )“— f(e28)
Soit maintenant f(ç) e H(U) et O e R tel que f(e ) = maxf(ç). On peut facilementçnU
montrer que ou bien f(ç) est un multiple d’un produit de Blaschke fini ou bien il
n’existe qu’un nombre fini de points sur ÔU où f(ç) atteint son module maximum. On
peut donc géométriquement considérer la situation suivante
Donc une fonction f () = f(Aç + B) est du type décrit plus haut avec
= rxf(ç) Ainsi
,, f(e’) — f’(Ae’ + 3)
—
f’(e18) Ae’’
f4(e’) f(Ae’’ +3) f(e) Ae’’ +3
On remarque maintenant que
Ae’
donc






















et f(A ç + B) est comme dans le cas précédent.
Remarque. En ce qui concerne l’extension du lemme de Jack, il conviendrait d’établir
qu’il existe «assez» de polynômes q e n R et de polynômes p non-triviaux tels que
= maxp(ç) car autrement cette extension n’aurait pas
vraiment de sens. Par «polynômes non-triviaux» on veut dire des polynômes p pour
lesquels l’égalité plus haut tient et qui ne sont pas de la forme p(ç) Aç’ + B (pour ces
polynômes-ci l’égalité tient pour tout choix de q e n R). Il est connu [4, Théorème
1] aussi que la représentation
n—I
+o(çhl)




(ici o(ç’) est une fonction du type çfl+lg(ç) avec g e H(U)) est valide avec w e,
2 i
j = O,1,...,n —1, et Ï = — Req W1e ,j = 0,1,...,n —1. On sait en particulier que
n j 2
si Ï. > 0,1 = O,1,...,n —1, les seuls polynômes p pour lesquels l’égalité peut tenir sont les
polynômes triviaux ; ceci est en particulier toujours le cas si inf Re q(z)> ),. On sait
aussi que si tous les l sont strictement positifs sauf possiblement un et n > 1, il en est de
même. On remarque aussi que dans le cas extrême où tous les l sont nuls, sauf un, tout
polynôme p est en quelque sorte extrémal (il s’agit du lemme de Jack usuel) et on peut
montrer que cela ne peut arriver essentiellement qu’en choisissant q(ç) 1 —
ii—1 1




où {wj } sont les racines d’ordre n de l’unité, Ï O et = 1. On voudrait savoir pour
quels polynômes q on a un seul terme dans la somme de droite, i.e.,
q(ç)+e q()=
l—e
pour j et ç5 fixes. On aura alors
q(wj)+e1(jç)= 1i +o(çh1)=q(1ç)+e1(q(1ç)),
1— e
donc on pourra supposer que w = 1 et
1
1 — ç
On vérifie aussi facilement que la condition précedente est maintenant équivalente à
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tk
ak + e afl_k = e
c’est-à-dire que
k n-k




et on pourra aussi supposer que = O. Soit donc q e n R avec q(ç) = 1 + ak et
q(ç)+ (ç) = +
1—ç
Ceci est en fait équivalent à n’importe laquelle des conditions suivantes:
q(ç)+(ç)=l+ç+...+ç,
akk—l,kn—l,











2 Re[e_hI70q(e27 )1 sin(n + 1»srn
Posons Q(ç) = È — k k e n R. On a
k=O
2 Re[eh11Q(e20 )1 = Sifl(fl + 1»5m q,
et en particulier
o.
Il suit de cela que
im{ie [q(e2 )— Q(e277 )j = o
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donc le polynôme trigonométrique de degré au plus n —2
ie”’ [q(e210 )Q(e2l )1
est réel et on peut l’écrire ake avec = O k n. Il suit que
qte2
)_ Qte21
et on obtient que
q()
— Q() = —iF(ç) avec P() =
Cette condition équivaut à la condition initiale car alors
(q
Z)
= = [ ]= H W] = = iF(ç)
et ainsi





cos(nçb)Re F(e )+ sin(nçb) ImP(e’0 ) = Re
sin(nØ)ImP(e’ ) = [i — cos(nØ)]ReP(e’),
2 sinfJcos-J 1m F(e’ ) = 2 sin2 Re
cos(’’ 1m P(e’0 ) = sin(’-’ Re P(e’).
Enparticuliersi k=1, 2,..., n—l,ona sin =0 et ainsi ImP(e’)=0.En
outre pour les mêmes valeurs de Ø,
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= Req(e’)—ReQ(e’)= ImP(e’)= o.
Donc le polynôme trigonométrique Re q(e )— 1 de degré au plus n —1 a des zéros
doubles distincts en = k = 1, 2, ..., n —1, (les zéros sont doubles car on sait que
q e R). Ainsi Re q e — — et Re Q e — — ont les mêmes zeros avec les memes
multiplicités. On peut en déduire que
Req(e1ø)=+c[ReQ(e1)_J où cO,
et
1= q(o) = Req(o) = 2Req(e’ )i = 1 +c{12ReQte )
=—+c ReQ(O)—— =—+—=l
2 L 2] 2 2
donc e = 1 et alors Req(e’)= ReQ(e’) et enfin q(ç)= Q(ç)+ Ki ou K e R, ç 1,
donc q()=Q(ç).
Remarque. Considérons maintenant des entiers positifs K et N assez grands et O e R
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eb0)]*(a + a + peK.
Il est donc évidement possible de choisir des nombres complexes A,B,a,,B tels que
[q(ç)+
eb0(ç)]* [tA + (1 —t)a + (1 —t)fi +tBK ]
= tA + (1 —t)a + (1 _t)pçK +tB’,
pour tout t e (0,1). Ceci montre que des polynômes extrémaux non triviaux existent
Il est possible de créer un exemple du même type mais avec une construction plus
directe. Posons pour n = 2T
I)’e ,
—i9




T + e’° ç2’
et si O = 2q il suit que
q(ç)+ e’8j(ç) = 1 + e’ç’ + e’°ç27’
d’où il découle que les polynômes du type
+ 3T
)+ (i — 4c + D2T)
seront extrémaux en satisfaisant à la condition
[q(ç)+ e10(ç)]* [%(A + B” )+ (i — %Ic + DÇ2K )]





Un but de ce mémoire était de trouver s’il existait une erreur dans la démonstration du
lemme de Jack, de présenter plusieurs démonstrations des résultats soit plus faibles, soit
équivalents, soit plus forts que celui du lemme de Jack et ensuite d’analyser quelques
applications de ce lemme. Nous avons prouvé qu’il y avait des erreurs dans la
démonstration de Jack et nous avons donné plusieurs démonstrations qui nous semblent
correctes. Dans le dernier chapitre, nous avons introduit un résultat nouveau qui
généralise le lemme de Jack aux polynômes de degré fixe.
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