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Abstract 
The present thesis provides an analysis of possible applications of the Laplace Trans- 
form (LT) technique to several pricing problems. In Finance this technique has received 
very little attention and for this reason, in the first chapter we illustrate with several ex- 
amples why the use of the LT can considerably simplify the pricing problem. Observed 
that the analytical inversion is very often difficult or requires the computation of very 
complicated expressions, we illustrate also how the numerical inversion is remarkably easy 
to understand and perform and can be done with high accuracy and at very low compu- 
tational cost. 
In the second and third chapter we investigate the problem of pricing corridor deriv- 
atives, i. e. exotic contracts for which the payoff at maturity depends on the time of 
permanence of an index inside a band (corridor) or below a given level (hurdle). The 
index is usually an exchange or interest rate. This kind of bonds has evidenced a good 
popularity in recent years as alternative instruments to common bonds for short term in- 
vestment and as opportunity for investors believing in stable markets (corridor bonds) or 
in non appreciating markets (hurdle bonds). In the second chapter, assuming a Geometric 
Brownian dynamics for the underlying asset and solving the relevant Feynman-Kac equa- 
tion, we obtain an expression for the Laplace transform of the characteristic function of 
the occupation time. We then show how to use a multidimensional numerical inversion for 
obtaining the density function. In the third chapter, we investigate the effect of discrete 
monitoring on the price of corridor derivatives and, as already observed in the literature 
for barrier options and for lookback options, we observe substantial differences between di- 
screte and continuous monitoring. The pricing problem with discrete monitoring is based 
on an appropriate numerical scheme of the system of PDE's. 
In the fourth chapter we propose a new approximation for pricing Asian options based 
on the logarithmic moments of the price average. In particular, using a Maximum Entropy 
approach, we can recover with great accuracy the density of the average. For a given 
number of moments, the approximated distribution will be: a) always positive, b) uniquely 
determined by the infinite sequence of logarithmic moments. Moreover c) the sequence of 
approximants is converging to the true distribution in some norm, d) a bound to the error 
made in pricing Asian options is provided. We remark that the above properties a), c) 
and d) are not satisfied when we approximate the true density with an Edgeworth series 
using the algebraic moments. 
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Introduction 
The present thesis, "Applications of the Laplace Transform for Evaluating Occupation 
Time Options and other Derivatives", is composed of four chapters. The first illustrates 
general applications of the Laplace transform in finance. The second one applies the 
Laplace transform technique to the evaluation of corridor derivatives. In the third chapter 
we discuss the importance of discrete monitoring on the evaluation of corridor deriva- 
tives. In the fourth chapter we examine the pricing problem for Asian options giving new 
approximations. 
The aim of this first chapter, The use of Laplace Transform in Finance, is to illustrate 
the importance of the Laplace transform for solving many pricing problems in finance. We 
do this applying the Laplace transform technique to several examples from option pricing 
theory: the classical Black-Scholes model and the CIR and Vasicek model (solving the pric- 
ing problem for plain vanilla options, double barriers options, Asian options, occupation 
time derivatives and other exotic options). Then, we discuss the problem of the numerical 
inversion, problem that is very rarely treated in the standard textbooks, in despite of the 
huge literature concerning this topic and of the fact that usually it is difficult to find an 
analytical expression for the Inverse Laplace Transform and if it is found it requires the 
computation of nonstandard functions. Very often the use of the numerical inversion is 
disbelieved generically referring to its "intrinsic instability" or for "its inefficiency from a 
computational point of view". So the aim of this chapter is also to illustrate with several 
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examples that the numerical inversion is feasible, is accurate and is not computational 
intensive. For these reasons, we believe that this instrument will gain greater importance 
in the finance field, because it is well suited to solve many familiar problems. 
In the second chapter', Corridor options and Arc-Sine Law, we obtain new results on 
a generalization of the Levy arc-sine law. Levy studied the density of the time spent by 
a Standard Brownian Motion (SBM) below a given level. We will provide results about 
the case of the Brownian Motion with drift below a given level and inside a given band. 
Akahori, Dassios, Takacs, Embrechts et al.. have solved the case of Brownian Motion with 
drift below a given level. So the main results are related to the case of the time spent by 
the Brownian motion (without drift and with drift) inside a band. 
The results have also financial applications to the pricing of corridor and hurdle options, 
contracts whose payoff depends on the time spent by an index below a given level (hurdle or 
switch derivatives) or inside a band (corridor, Parisian and range options). In particular, 
we examine the case of the corridor option, where the option payoff depends on the time 
spent inside a given band up to maturity and the digital corridor option, where at the 
expiry the holder of the option receives a fixed amount if the occupation time of the 
interval has been greater than a prefixed level. The structure of these payoffs is common 
to FX range floaters boost and step structures as described in Hull, Linetsky, Pechtl, 
Tucker et al., Turnbull, Chacko and Das. Other applications are, as suggested in Taleb, to 
the management of a portfolio for the computation of the expected amount of time a trader 
is expected to spend in the red. A similar problem for the Standard Brownian Excursion 
can be found in chemistry as well and in particular ip the theory of ring polymers as 
studied in Jansons. 
Starting with the Feynman-Kac equation, we will obtain the expression for the Laplace 
'On this chapter is based the paper "Corridor Options and Arc-Sine Law", published in l nnals of 
Applied Probability, vol. 10, n. 2, may 2000,634-663. 
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transform of the characteristic function of the occupation time. Then we discuss the riii- 
merical inversion problem using different techniques: Fast Fourier transform and multi- 
variate Laplace inversion. We provide also a numerical comparison with the Monte Carlo 
simulation method. We remark that this is the first work in Finance where the numerical 
inversion of a bidimensional Laplace transform is discussed. We show that this inversion, 
at least in the case studied in this paper, can be performed very quickly and wit ha great 
accuracy. Moreover the numerical methods adopted are remarkably easy to understand. 
In the third chapter2, Pricing of occupation time derivatives: continuous and discrete 
monitoring, the focus is on the differences between the price of the contract assuming 
continuous or, the more realistic, discrete time monitoring. Indeed, as observed in Broadie 
and Glasserman for barrier options, in Heynen and Kat for lookback options and as we 
confirm in the present case the consideration of discrete monitoring of the underlying can 
introduce significant price differences between contracts that are monitored discretely and 
those that are monitored continuously. 
In the case of continuous time monitoring and describing the evolution of the index 
by a Geometric Brownian Motion, we use the results of the previous chapter. In the case 
of discrete time monitoring we follow a Partial Differential Equation approach ä la Black 
and Scholes along the lines described in Wilmott et al.. In order to numerically solve 
the PDE, taking into account the actual performance of high-speed computers, we draw 
our attention toward a proper finite difference scheme that has to satisfy the following 
requirements: the numerical solution a) exists; b) is positive; c) converges to the exact one 
as the discretization steps tend to zero; d) is free of unwanted oscillations arising at the 
monitoring dates, due to the discontinuity introduced by the influx of new information. 
2This chapter is joint work with Aldo Tagliani, U. of Trento, Italy. It has been presented at the 
conference on Numerical Methods in Finance, may 1999, Venice. It has been accepted for publication in 
Journal of Computational Finance. 
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We believe that these are minimal properties because they respect the physical nature (i. e. 
financial) of the problem. For this reason, in the present work, we resort to an upwind 
finite-difference scheme for the first spatial derivative and we show through a numerical 
analysis that it guarantees all of these requirements independently from the discretization 
step and the parameter values, i. e. all properties are satisfied unconditionally. In the final 
section we show the remarkable differences in the price and in the Greeks of the contracts 
assuming continuous or discrete monitoring. 
In the fourth chapter3, Asian options: new insights, we compare different and easy-to- 
implement methods for evaluating Asian options with fixed strike. For an Asian option 
the payoff depends on the arithmetic average value of the asset price over some time 
period. This kind of options has had a very large success because it reduces the possibility 
of market manipulation near the expiry date and offers a better hedge for firms having 
a stream of positions. Actually there is no closed form solution for the price of this 
option because in the usual Black-Scholes framework, the arithmetic average is a sum 
of correlated lognormal distributions for which there is no recognizable density function, 
although several tentatives have been done (Geman and Yor, Turnbull and Wakeman, 
Levy, Kemna and Vorst, Milevsky and Posner, Barraquand and Pudet, Zvan et al., Rogers 
and Shi, Clelow and Carverhill, Hull and White). 
In this chapter, we show that the density law of the logarithm of the arithmetic average 
(henceforth logav) is uniquely determined by its moments. On the basis of this result and 
then using the logarithmic moments instead of the algebraic moments we try to recover 
completely the true density using the maximum entropy approach. The maximum entropy 
principle, Jaynes and Golan et al., is the most popular one in choosing the approximating 
3This chapter is joint work with Aldo Tagliani, U. of Trento, Italy. It has been presented at the 
conference on Computational Finance, June 2000, Auronzo di Cadore and published in the proceedings. 
It has been accepted for publication in International Journal of Theoretical and Applied Finance. 
action 
distribution and is well known and widely diffused in statistics. In Finance has been 
already used for estimating the implied risk neutral distribution from the option prices, 
Buchen and Kelly, Avellaneda. Assuming the given moments as known information, the 
maximum entropy (ME) principle chooses, out of the distributions consistent with the 
given partial information, the one having maximum entropy, or equivalently the most 
uncertain, accomplishing a principle of scientific honesty. 
For a given number of moments, the approximated distribution will be: a) always pos- 
itive, b) uniquely determined by the infinite sequence of logarithmic moments. Moreover 
c) the sequence of approximants is converging to the true distribution in some norm, d) a 
bound to the error made in pricing Asian options is provided. We remark that the above 
properties a), b) and d) are not satisfied when we approximate the true density with an 
Edgeworth series using the algebraic moments. 
We compare the proposed approximation with: a) the lognormal density and the 
Edgeworth series approximation proposed in Turnbull and Wakeman, in Levy and in 
Ritchken et al.; b) the reciprocal gamma density approximation as suggested in Milevsky 
and Posner; c) the approximation based on the Generalized Beta density of the second 
type with the same first four moments as the average; d) the lower and upper bounds given 
in Rogers and Shi and in Thompson, e) the numerical inversion of the Laplace transform 
given in Geman and Yor, using the inversion techniques discussed in the first chapter. 
Chapter 1. The Laplace transform and its use in 
finance 
1. Introduction 
Aim of this chapter is to illustrate the importance of the Laplace transform for solving 
many pricing problems in Finance. We do this with several examples from option pricing 
theory. We discuss also the problem of the numerical inversion, problem that is very rarely 
treated in the standard textbooks, despite the extensive literature concerning this topic 
and of the fact that usually is difficult to find analytical expression for the Inverse Laplace 
Transform and if they are found they are very difficult to implement. Very often the use of 
the numerical inversion is disbelieved generically referring to its "intrinsic instability" or 
for "its inefficiency from a computational point of view". So the aim of this chapter is also 
to illustrate that the numerical inversion is feasible, is accurate and is not computational 
intensive. For these reasons, we believe that this instrument will gain greater importance 
in the Finance field, because it is well suited to solve many familiar problems. Indeed in 
other fields such as engineering and physics the Laplace transform method is one of the 
most used techniques. 
In the following section we give the main properties of the Laplace transform, in the 
third we illustrate why this technique can be useful for solving many problems in Finance. 
Then we examine the problem of the numerical inversion with several examples from 
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Finance. Finally, we apply the numerical inversion to these examples. We give also the 
Mathematica code for the inversion. Once the expression for the Laplace transform is 
available, the programming code consists of few lines (less than ten). In Appendix F it 
can be found a detailed description, for each section, of the main contributions of the 
Author. 
2. The Laplace transform and its properties 
In this section we give the basic definition and the properties of the Laplace transform. 
A good introduction to this topic can be found in Dyke [33] 1, whilst a more advanced 
treatment in Doetsch [28]. 
Definition 2.1. The Laplace transform f (ly) of a function F (T) is defined by the follow- 
ing integral: 
+oo 
(2.1) e-ryTF(T)dt f (Y) =L (F(i)) =f0 
where F (T) is any function which, for some value of -y, gives the integral meaning, that is 
F (T) is of exponential order. The integral then exists for a whole interval of values of ry, 
so that the function f (ry) is defined. The integral converges in a right-plane -y > 'yo and 
diverges for -y < 'yo. The number 'yo, which may be +oo or -oo, is called the abscissa of 
convergence. 
Not every function of 'r has a Laplace transform, because the defining integral can 
fail to converge. For example, the functions 1/r, exp (T2), tan (r) do not possess Laplace 
transforms. A large class of functions that possess a Laplace transform are of exponential 
'The bibliography is after the conclusions in the present chapter. 
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order, i. e. there exist two constants M and k for which: 
IF (-r)l 5 Mek-r ,T>0 
Then the Laplace transform of F ('r ) surely exists if the real part of 'y is greater than k. 
In this case, k is the abscissa of convergence that we have called -yo. Also there are certain 
functions that cannot be Laplace transforms, because they do not satisfy the property 
f (+oo) = 0, e. g. f= 'y. An important fact is the uniqueness of the representation (2.1), 
i. e. a function f (-y) cannot be the transform of more than one continuous function F (T). 
We have indeed the following theorem: 
Theorem 2.2. Let F (T) be a continuous function, O<T < oc; and f (ry) - 0, for 'y0 < 
'y <oo. Then we have F(T) -0. 
The formula for the inverse Laplace transform is given by the following theorem that 
is based on complex integration together with residue calculus: 
Theorem 2.3. If the Laplace Transform of F (T) exists, then for 'r > 0: 
c+iR 
F (T) = G-1 (f ('Y)) = lim 
1f 
(Y) eTryd'Y R-*oo 27ri c-iR 
where IF (T) I< Me' for some positive real number k and c is another real number such 
that c>k. 
Sometimes, in order to be clear respect which variable we are considering the transform 
or the inverse, we will use the notation G (F (r) , r- > -y) and L-' (f 
(y) 
,-> T), or if 
no confusion is possible C (F (T)) and G-1 (f ('y)). 
In Table la we have the most important properties of the Laplace transform. We note 
the importance of the convolution property for which the convolution of two functions has 
The Laplace transform in finance 9 
as Laplace transform the product of the respective Laplace transforms. 
In Table 2b we have the analytical expression for the original function, given the 
Laplace transform. 
The Laplace transform in finance 10 
Table la: Basic Properties of the Laplace transform 
Function Laplace transform 
Definition 
Linearity 
Scale 
Shift 
Shift 
Time Derivative 
Differentiation 
Integral 
Multiplication 
by polynomials 
F (T) 
aFl (T) + bF2 (-r) 
aF (ar) 
earF (r) 
F(r-a) r>a 
0 T<a 
aF(T) 
aT 
8'F(T) 
8r 
fö F (s) ds 
Tn (T) 
f('Y) = fö 00 c--"F (T) 
dT 
afl('Y)+bf2('Y) 
f ('Y/a) 
1(`Y-a) 
, -°'7f ('Y) 
-y. f (-y) -F (T) 1 ,0 
'Yf'f ('Y) - -yam-'F (0) + 
-ly n-2 F'(0) -... - F(n-1) (0) 
f (_Y) 
y 
(-1)n f (ný (7 ) 
Convolution f0 F (s) G (T - s) ds f ('y) g ('y) 
Mean Value FT f°f (x) dx 
Ratio of Polyn. Q, eakT Q ýak) Q(-Y) 
k k_1 =1 
P(x ) polynomial of degree <n; Q(x)= (x-al)(x-a2) ... 
(x-a,,, ) 
where al al ... ate, 
Final Value lim F (-r) lim ry f (y) 
T->oo y->0 
Initial Value lim F (7-) lim ry f (7) 
T->0 y->oo 
Inversion C+ *k l im Zvi 
f, 
ik 
f (-y) eT rydy f (-y) 
where c is the real part of the rightmost singularity in the image function 
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The functior. 
Table lb: Some Laplace transforms and their inverses 
f ('y) = fo °O e-^'T F (T) dt F (T) 
1 1 S (T) 
2 e-d b (T - a) 
3 y 1 
4 1 
lye T 
5 n, ni0 
n-1 
r(n) 
6 (7 
la)n %Z %0 
n-1 ar T(n-1)I 
7 b 
l ear 1- beb2T Erfc (b. /)) a+ 
8 e-laIV e-a2/4T 
VIýY 1fT 
9 e-IQI 
ae-a2/4T 
2 7f 3 
10 eay 6 eb(br+a) Erfc 
(b\/ +2a ) ý( f+ 
11 7n+ (ä)nl2Jn(2 aT) 
ý5 (t) is the delta-Dirac function, whilst the function Jn 
(x) is the Bessel fu 
first kind and of order n. 
yp121ILe 
: fiction of the 
Figure 2.1: The Bromwich contour 
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yplane 
Figure 2.2: The cut Bromwich contour 
The inversion integral gives us the possibility of writing, as a contour integral, an 
expression for the original function, once its Laplace transform is known. 
The contour integral is usually transformed in a closed contour (Bromwich contour) as 
in Figure, consisting of a circle of radius R together with a straight line segment connecting 
the two points c-iR and c+iR. This transformation requires that the contribution around 
the infinite semicircle C to be zero. The real number c must be selected so that all the 
singularities of the image function f (-y) are to the left of this lines. The integral 
ffe 
where C is the Bromwich contour is evaluated using Cauchy's residue theorem. If the 
Laplace transform presents branch points the Bromwich contour has to be distorted with 
some cuts at the branch point, as shown in Figure 2. 
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Theorem 2.4. (Residue Theorem) If f ('y) is analytic inside C except at points ý. 1, 
72,... Y'YN where 
f (-y) has poles then 
LN 
f (-y) eT7d-y = 27ri E (sum of residues of e7T f (-y) at y= -yk) 
k=1 
For example, we will use this result in order to invert the Laplace transform for Barrier 
options. 
For the fact that sometimes it is difficult to find an analytical inverse formula, it 
is of interest to examine methods that yield approximate expressions for inverse Laplace 
transforms. In this sense, it can be useful to resort to the Abelian and Tauberian asymptotic 
theories for Laplace transforms, Zauderer [108] pag. 293. These theorems relate the values 
of the transform f (ly) as ry -+ 0 or as 'y -+ oc to the values of the function F ('r) as T, oo 
and T -> 0, respectively. If the original function is reasonably smooth and for the presence 
of the exponential in the definition of the transform, the main contributions to the integral 
for f (-y) come from small values of 'yr. Thus if 'y is large, T must be small and viceversa. 
An Abelian result states that if as T --> 0 we have: 
00 
F (T) N CYýTný T -ý 
0, (2.2) 
n=0 
then for the transform f ('y) we have, as ry -+ oo, 
00 n (2.3) EanZn+l' 00 ' 
n=0 
and the converse is also true, so that (2.3) implies (2.2). The series need not converge, 
but may have only asymptotic validity, i. e. for small r and large -ý, F ('r) and f ('y) are 
well approximated by the leading terms in the given series even if the series diverge. 
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For small values of ry, we have a Tauberian result. Let F (rr) be a real function. If f (-! ) 
is analytic for Re (-y) >c and it has isolated real and simple poles in the finite -y-plane 
located at the set of points 'y , 71 > 72 > ... and with corresponding residues /. 3i, then we 
have: 
00 
F' ýr) _ ýýe7nT 
n=l 
which is valid as T -* oo. 
3. The Laplace transform in Finance 
As we can see from the definition of the Laplace transform, the image function has also 
a financial interpretation as present value at rate y, of a deterministic cash flow F (t) . 
In this sense the properties of the Laplace transform such as linearity (present value of 
different cash flows is equal to the sum of the present values), shifting (reduction in the 
discount rate) and scaling (a modification in the time schedule of the original cash flows 
implies a multiplicative change in the discount factor) can be understood also from a 
financial point of view. At this regard compare the discussion in Buser [11]. However, 
this interpretation is useful only as an introductory step, because the real usefulness of 
the Laplace transform goes well beyond this point of view that can be useful only in a 
deterministic world. Indeed, in this section our intention is to exploit not the financial 
interpretation of the Laplace transform, but its utility as instrument for solving many 
pricing problems that arise quite naturally in Finance. 
In Finance usually we assume a (risk-neutral) dynamics for the price of an underlying 
asset St, (asset, interest rate, exchange rate) and then the problem is to price a derivative 
contract paying an amount 0 (ST) at the expiry T. 
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Suppose that the risk-neutral dynamics of St is given by: 
dS =p (S, t) dt+a(S, t)dWt, 
If r is the risk-free interest rate, following the standard Black-Scholes approach, the 
price C (S, t) of the derivative contract has to satisfy the partial differential equation: 
Ct+µ(S, t)Cs+ 
1a2(S, 
t)Css =rC (3.1) 
characterised by a terminal condition: 
C (S, T) =0 (S) 
and by boundary conditions expressing the behavior of the solution at the extremes of the 
domain of S. For example, in the case of a call option 0 (S) = (S - K)+ and assuming a 
Geometric Brownian motion for the underlying, µ (S, t) = rS and a (S, t) =oS, the asset 
price can assume values only in (0, +oo) so the boundary conditions, that arise from the 
financial aspects of the contract, are lims_., oC (S, t) =0 and the first derivative bounded 
as S goes to infinity, lims>oo JaC (S, t) /ÖSI < M. 
Also barrier options can enter in this framework, because if we consider a double knock- 
out barrier option paying a rebate R if the asset hits before maturity a lower barrier L or 
an upper barrier U, or the amount (S - K)+, L<K<U, at maturity, the price of the 
barrier option has to satisfy the PDE (3.1), but with different boundary conditions, given 
now by: 
C(L, t) = R, O<t<T 
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C(U, t) = R, O<t<T 
The PDE (3.1) is termed (second-order) parabolic equation: in Finance usually this 
is the type of PDE that we can encounter. On a practical point of view, we recognize a 
parabolic PDE when the two-variable function C (S, t) has to satisfy a PDE where there 
appears only the first partial derivative with respect to t, usually interpreted as time, and 
the first two partial derivatives with respect to S, the state variable. This fact is very 
important because Laplace transform is useful in solving parabolic and some hyperbolic 
PDE's, but not in general useful for solving elliptic PDE's. 
Many often, when we have to treat path-dependent derivative contracts it is useful to 
introduce a new state variable Y, in such a way that the augmented system (S, Y) is no 
more path-dependent. Two examples that fall in this case, and studied in this thesis, are 
the problem of pricing Asian options with arithmetic average, where Y is given by: 
and then it follows that: 
f 
Yt 
dY = Stdt 
and corridor derivatives, where Yt is the time spent by the asset inside a given interval, 
and then: 
t 
yt =f 1(L<sti<v)du 
0 
dY = l(L<St<v)dt 
Many other examples can be found in the book by Wilmott et al. [104], and in general 
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we have that: 
dYt =g (S, t) dt 
for some known function g (S, t). 
In this case the price of the derivative contract depends on three variables C (S, 1". t) 
and has to satisfy the PDE: 
Ct+µ(S, t)Cs+g(S, t)Cy +2a2(S, t)Css=rC (3.2) 
with the relevant terminal and boundary conditions for S and Y. This PDE is called a 
degenerate second-order parabolic equation, for the fact that the second derivative with 
respect to Y does not appear. 
Finally the third type of PDE's that usually we encounter in Finance is the multivariate 
second-order parabolic equation that arise when we have more than one state variable, 
such as when we assume stochastic volatility or when we have to price options on several 
assets, such as spread options. For example, in the case of stochastic volatility, we have: 
dS = µ(S, t)dt+a(S, e, t)dWl 
<=a (S, e, t) dt +0 (S, ý, t) dW2 
E (dW1dW2) = pdt 
and the PDE for the price of the derivative contract becomes: 
Ct+µ(S, t)C+a(S, t)Cý+ 20,2(5, t)Cs+ (3.3) 
Pa(S, , t)0(S, , t)C8Z+202(S, , t)Css=rC 
where we see the appearance of the derivative C. Also in this case we need to specify the 
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terminal condition and the boundary conditions that depend on the nature of the contract 
and on the assumed dynamics for the asset. 
Through the use of the Laplace transform we can solve linear parabolic equations, 
i. e. PDE where the different functions µ (S, t), .2 (S, t), a (S, ý, t) and 02 (S, ý, t) are only 
functions of the state variables S and ý (or Y) and do not depend on the time. Only in 
very particular cases, we can consider time dependent coefficients. 
Let us consider the PDE (3.1) and we assume that the drift and diffusion coefficients 
are functions of S only. Instead of considering the time t, t<T, it is convenient to 
consider the time to maturity T of the contract, r=T-t, so that 'r > 0. As consequence, 
in all above PDE's the term Ct has to be changed with -CT and the terminal condition 
becomes now the initial condition: 
-CT+µ(S)CS+ 
2a2(S)C5s 
= rC 
c(s, o) = 0(x) 
(3.4) 
(3.5) 
This change of perspective is very useful, because now the symbol r, for the fact that 
ranges from 0 to infinity, coincides with the range of the Laplace transform. 
Denoting with c (S, 'y) the Laplace transform of C (S, , r) with respect to r and remem- 
bering the properties: 
(C(S, T)) 
00 
0 
ac (s, T) 
- 
[00 
aT 0 
ac (s, T) °° F 
as J 0 
G a2c (s, T) 2 _ 
°° 
J as 0 
e--YT C (S, r) dT =c (S, -y) 
e_ryTaca(s, T)dT = ryc (S, -y) - C(s, o) 
ry) _ryT ac (s, T) ac (S, e as dT = as 
e--"T 
a'c (S' T) dr = 
a2c (S, -y) 
as2 as2 
we have the means of turning the PDE 
(3.1), for the linearity of the Laplace transform, 
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into the second order differential equation: 
2 
01 2 (S) css (S, ry) +µ (S) cs (S, -y) + (ry - r) c (S, ry) -C (S, 0) =0 (3.6) 
with boundary conditions that are given by the Laplace transform of the boundary condi- 
tions of the original PDE, whilst the initial condition of the PDE has been included inside 
the ODE by the term C (S, 0). So the resolution of the PDE has been reduced to the 
solution of a second order differential equation that usually is simpler to solve2. Then the 
problem will be to recover the solution of the PDE from the solution of the ODE, i. e. to 
find the inverse Laplace transform, as illustrated in Table 2. In many cases, unfortunately, 
it is not easy to find an analytical inversion formula for the Laplace transform, and so we 
have to resort to numerical inversion methods. These methods will be described in section 
4. 
Table 2: Laplace Transform and PDE 
PDE Solution 
Original 
+ IC 
Space 
+ BC's analytical numerical 
£-transform G-1-transform 
1T 
Image ODE 
Solution 
Space +BC's 
From the above procedure, we can also understand why it can be a problem to have 
time dependent coefficients. For the particular case of polynomial coefficients in t, from 
2A very useful technique in this case is the method of Green's functions. 
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the properties of the Laplace transform: 
£ ((-1)n TnC (S, T)) =äS, 
_Y 
-yn 
So if we take the Laplace transform wrt -r when p and cr2 are polynomials in T, instead 
of getting an ODE, we get a new (non-linear) PDE, with the partial derivatives respect 
to ly and S. 
Instead of solving the PDE using the Laplace transform, we can always use the trans- 
form technique but coupled with the martingale approach. For example, in the case of the 
GBM we know that the transition density of In St+T/St has a normal distribution with 
mean mT, m= (r - Q2/2) , and variance Q2Tand so the price of the 
derivative contract 
is obtained by integrating the payoff over the conditional distribution of St+T. However, 
it can happen that in much more complex cases, we do not know the transition density of 
the asset price, but we can obtain in some way its Laplace transform with respect to T, 
i. e. we know the function g ('y, s, S): 
+OO 
g (y, s, S) = 
Jo 
e-7T Pr (St+T E [S, S+ dS] I St = s) d-r 
From the expression of g ('y, s, S) we can then obtain an expression for the Laplace 
transform wrt T of the option price with residual life T and payoff co (St+T): 
£ [e-TTC (s, T)] = 
= f+00 
-')T -TT 
+00 
0eef cp(S)Pr 
(St+T E dSISt = s)dT 
e-(7+T)T Pr (St+T E dS I St = s) dr = f-' +00 BP (S) f 
+00 
= f±00 cp(S)g(ry+r, s, S)dS 
The Laplace transform g (ry, s, S) is also called resolvent kernel of the transition probability 
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density and turns out to be useful for computing quantities like the moment generating 
functions of the hitting times. We will discuss this aspect in the example related to 
the problem of pricing barrier options. Particularly important is the expression for t he 
resolvent kernel in the case of the Arithmetic Brownian motion with drift m and diffusion 
coefficient a: 
9 (-Y, s, S) _ 
e 
(rn In S/s- 2ryv2+rn2 lln S/sI) /0,2 
(3.7) 
2-ya2 + 7n2 
The derivation can be found in Karlin and Taylor [59] pag. 288, for the case of standard 
Brownian motion and the expression above for the general Brownian motion follows from 
that. Compare also the derivation based on a probabilistic argument in Feller [36], pagg. 
476-7. 
Note that the Laplace transform wrt 'r is equivalent, taken into account a division 
factor -y, to assume that the timer is a random variable independent on the Brownian 
process and with exponential distribution. This fact explains the affirmation found in 
Geman and Yor [42], pag. 368, that it can be easier to handle a functional of a Brownian 
motion taken at an independent exponential time rather than at a fixed time. 
A natural question at this point is the following. If we consider an asset price, this 
can assume only values in the range (0, oo) and this range coincides with the range of 
the Laplace transform as well, so why do not consider the Laplace transform wrt S? The 
reason is quite simple: for the fact that in the PDE there appear the terms p (S, t) C. and 
a2 (S, t) CSS, only for particular forms of the coefficients µ and a2 we are able to obtain 
the Laplace transforms of these terms wrt S. Indeed the Laplace transform respect to 
S can be used to solve linear parabolic equations where the coefficients of the partial 
derivatives Cs and Cs5 are polynomial in S. However, in general the application of the 
Laplace transform respect to S is useful if the degree of the polynomial is less than the 
maximum order of the derivative appearing in the PDE. In the case that the degree of the 
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polynomial is equal or greater of the order of the PDE the Laplace transform can be useful 
only in the case that the transformation leads to an equation with known solution. For 
parabolic equations the maximum order derivative is the second, so the Laplace transform 
respect to S can be useful only if µ (S, t) and u2 (S, t) are linear in S. A discussion of this 
fact can be found in the classical book by Doetsch [28], pag. 89. An example can be found 
in Feller [35], that for obtaining the density law of the square-root process, later on used 
by Cox, Ingersoll and Ross [20] for modelling the dynamics of the instantaneous interest 
rate, considered the forward Kolmogorov equation and then Laplace transformed wrt to 
S and not wrt time. In effect in this case: 
µ(S, t) = a-bS 
a2 (S, t) = 0' 25 
i. e. the drift and the variance coefficients are linear in S. This is not the case of the BS 
model where Q2 is quadratic in S and it is not possible to give a simple expression to the 
Laplace transform of SC, and S2CSS in terms of the Laplace transform of C and so we 
cannot transform the PDE in a simpler equation. 
The Laplace transform wrt to S is related to the determination of the moment gener- 
ating function of ST defined as: 
m (s, T; -Y) = Et,, 
(e- 1St+T ) 
I +00 
=J e-ryst+T Pr (St+T E [S, S+ dS] I St = s) dSt+T 
0 
Respect to the definition of Laplace transform, the existence of m (s, 'r; -y) is not always 
guaranteed because it is required that m (s, T; y) is defined in a complete neighborhood of 
the origin. For example, a lognormal random variable does not admits the mgf: its density 
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function decays slower than the exponential function and then the integral defining the 
mgf does not exist finite for -y E (-i, -). From the definition, it results that the mgf can 
be thought of as the (undiscounted) price of a derivative asset paying exp(- ; S) at the 
expiry. 
A famous property of the mgf is that the moments of the r. v. St+T, when they exist 
finite, can be determined differentiating the mgf: 
Et,, (S +T) = 
(-1)n 
anEt 
S 
(e-7St+T 
aryý 7-o 
We will exploit this property in the computation of the price of exotic contracts on in- 
terest rates. Another important use of the mgf is the computation of the Laplace transform 
wrt to the strike of the price of a call or put option. The call price is given by: 
IK 
+o o 
CK) = (St+T - K)Pr(St+T E [S, S+dS] ISt = s)dSt+. r 
If we consider the Laplace transform wrt to K, we have: 
f +O° e--"KC (s, r, K) dK = 
=f +°° e-ý'K f K°° (St+T - K) Pr (St+T E [S, S+ dS] I St = s) dSt+TdK 
and doing a change of integration, we have: 
=f +°° 
(jstýT 
e-ryK (St+T - K) dK) Pr (St+T E [S, S+ dS] I St = s) dSt+T 
_ 
+00 
= 
f0 ýr 1 
ýr7t+T 
-e-7St+T + e-ry_t+T ySt+T+e-ryst+T -11 Pr (S t+, [, 5 S+ dS] IS t s) d5 , y2 J 
t+T 7t t+T 
1) Pt (St+T E [S, S+ dS] St = s) dSt+T =0 +oo 
(St+r 
1. + 
e- 
- 
_ -ý Et,, (St+T) -+ 
-m (s, r; 7) " 
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1. e.. 
+oo f 
e-ryKC (s, T, K) dK = Et,, (St+T) -2+m (s, T; 7) (3. s) 
J 
'Y 
Note that if we need to invert numerically the above quantity it is convenient to invert 
only the term m (s, r; Y) /'y2, because the inverse of the first two terms is Et,, (St+T) - K. 
The mgf can be determined solving the Feynman-Kac equation. Let us consider a 
stochastic differential equation for the asset price: 
dS=µ(S, t)dt+a(S, t)dWt 
and consider the following expression: 
v (T, s; ry, µ) = Et, s 
[exp (_s+T 
-AJh (S (u)) du 
t 
it 
Then the Feynman-Kac equation, compare Karatzas and Shreve [58] pag. 267 and if.., 
says that the unique solution v (rr, s; -y, µ) , under regularity conditions on the coefficients 
of the sde, is solution of the following PDE: 
-v. r +µ(s, t)Vs + 
2cr2 (s, t)vss = Ah(s)v 
v (0, s; ry, A) = exp (-7s) 
In particular v (T, s; -ý, A )is the Laplace transform or moment generating function of the 
joint density (Si, fö h (S (u)) du). When 'y = 0, solving the above PDE we find the mgf of 
the r. v. fö h (S (u)) du, whilst when A=0 we find the mgf of the r. v. S. Quantities like 
fö h (S (u)) ds are very important in Finance, because they are related to the payoff of 
exotic contracts such as interest rate derivatives, arithmetic averages and occupation time 
derivatives. For example, if S represents the interest rate, and h (S) =S then v (ir, S; 0,1) 
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represents the price of a zero-coupon bond with residual life T. Similarly, in pricing fixed 
strike Asian options, we need the density of the time average, so h (S) = S, and if we 
solve for v (T, S; 0, A) we find the Laplace transform (mgf) of the arithmetic average. In 
pricing floating strike Asian options we are always interested in h (S) = St, but now we 
need the joint density of the terminal asset price and of its time average, and then t he 
problem is related to the knowledge of v (T, S; -y, A). v (r, S; -y, A) is also an example of a 
double Laplace transform. 
Multidimensional Laplace transforms arise also when we consider the Laplace trans- 
form wrt to time in the PDE above and we obtain a second order differential equation. 
An example will be given for pricing hurdle options. 
The Handbook by Borodin and Salminen[9] is a very useful source where to find ex- 
pressions for the resolvent kernel and for the moment generating functions. Let us consider 
now several examples where the Laplace transform method can be successfully applied. 
3.1. Example 1: Black-Scholes model 
We consider this problem for his instructive value. Note that the first reference where we 
have found the use of the Laplace transform for option pricing in the Black-Scholes world 
goes back to 1983 in an Appendix of the PH. D. thesis by M. Selby [86]. 
In this model we have y (S) = rS and a (S) = aS and payoff cp (S) at the expiry. We 
show in two different ways, solution of the PDE and martingale approach, how to get the 
Laplace transform of the price. First of all, it is convenient to transform the Black-Scholes 
PDE into a standard diffusion equation, Wilmott et al. [104], with the substitutions: 
C= e"+aTV (x, T) 
a 
= 1n S, r=2 (T - t) 
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kl = 
2r24(ki-1)2ýT 
U2 
and so we obtain the standard diffusion equation: 
with initial condition: 
av a2v 
-o OT 
+ 
-ax-2 = 
V (x, 0) = e-"V (ex) 
(3.9) 
We remark that the domain (0, oo) for the asset price has been now transformed into 
a domain (-oo, +oo) for x and we have to solve the heat equation in an infinite region. 
The solution can be found in several ways and is given by, compare Strauss [92] pag. 47: 
V (x, T) _1% 
+°° 
e-(X-ý)2 
14re` 
W (cý) d (3.10) 
47r-r 
,Joo 
and then: 
2 
C (S, T- t) = e"+ß' V 
(inS 
,2 
(T - t) 
In the case of the call option, cp (S) = (S - K)+ and with some algebraic manipulation 
we obtain the standard BS formula: 
C (S, T- t) = SN (di) - e-r(T-t)KN (d2) (3.11) 
. a. - 
In (S/K) + (r + 0,2/2) (T - t) 
Wl 
Q T-t 
d2 = dl - oT -t 
The use of the Laplace transform is one method for solving the BS PDE. We follow 
two methods: 
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a) consider the LT wrt r in (3.9) and solve the related 2nd order differential equation; 
b) use the expression for the resolvent kernel. 
a) If we take the Laplace transform of (3.9) wrt T=2 (T - t) we obtain the ODE: 
výý - yv + e-axcp (ex) =0 (3.12) 
in the region (-oo, +oo) requiring the consistent boundary values v (x, 7) - xl-ry as x -* oc 
and v (x, -y) ---> 0 as x -f -oo. The general solution of the equation is given by: 
+00 
v (x, Y) =fk (x, e; `Y) e-ýýo 
(ee) d4 (3.13) 
where the function k (x, y; A) is a bounded function satisfying the ODE: 
ýx--yk=6(x-y) 
and in the theory of ODE's is called the Green function of (3.12) and its inverse Laplace 
transform gives the Green function associated to the PDE (3.9). 
Solving separately the problem for x>y and for x<y, and imposing the continuity 
condition in x=y, the function k (x, y; -y) is given by: 
(x, y; 7)_ 
>y Cýe-/; ýx+2,,, 
fyy 
x 
cyeý' x<y 
and the constant c7 depends on 'y and can be found observing that if e-"W 
(ex) is equal 
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to 1a solution of the ODE (3.12) is given by v (x, -y) = 1/ry, so that: 
1 +ý 
=f k( y; ) lde 
00 
1_y 
eN/rýýdý + 
+00 
C-Y 
00 y 
f 
so that: 
e-Vy 
2/ 
and we obtain: 
x 
e-v7-Yýx-yl 
e-Y(y-x) 
x 
2/ 
The Laplace transform of the option price is then given by: 
e-VIA-ýI 
v (x, y) = 
+OO f2 
e-aZ(o 
(e) de (3.14) 
00 v/5 
b) A second way to obtain the above expression (3.14) is using the resolvent kernel for 
the ABM given in equation (3.7). Indeed, the Laplace transform of the option price wrt 
to time to maturity is exactly the integral of the payoff function wrt the resolvent kernel. 
The Inverse Laplace Transform can be found once we look up in the tables the following 
inversion formula: 
e-x2/4T G-1 = 7fT 
so, if the integral in the solution of the ODE can be changed with the G-1 transformation, 
we obtain: 
J 
+C)o e-(x-ý)z/4Tr V (. T, T) = e-any I eý I de \ 
00 v/-4-7r 7- 
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i. e. expression (3.10). 
In the case of a call option, where cp (ex) = (ex - K)+, we can take a more direct 
approach solving directly equation (3.12), that becomes v, x - -yv + e-ate (ex - K)+ = 0. 
We can solve separately for x> In K and for x< In K and then impose the smooth pasting 
conditions at x= In K. For x> In K, we obtain: 
e-(«-1)x e-ax 
K2 +BeTh v(x 2-a y-(a- 'y- 1) 
whilst for x< In K, we obtain v (x, ry) = Ae'x. Imposing the continuity and differen- 
tiability condition at x= In K, we find a linear system for the constants A and B. The 
expression for the option price is then given by: 
C (S, T- t) = eß 
2 (T-t)r-i (e1nsv(lflS); In -y 
2 (T - t) 
where: 
e-(, /; i+c'-1) ln K e(ý+a)x x< In K 2V/; ý(V/; i+a-1) (/+Q) 
e` v (x, -y) _ (3.15) 
e(f-a+1) 
lnK 
VI aJý K +S 2- x> In K 
with > max[I1 - aI ; kal] 
It is easy to obtain the Greeks of the contract. For the delta, we have: 
eß 
2 (T-t)G-1 
(e(')'nK 
e(v/ý+a-1) In SS<K 
2ý(f+a-1) 
eß z 
(T-t)G-1 
- 
e(ý-a+1) In K e(_ 
ý+a-1) In S+1S>K 
2f (f-a+1) Y-(a-1) 
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and for the gamma: 
82C(S, T-t) I(S T- t) = OS2 
eß 
2 (T-t)ý-1 2ý In K e(, /ý, +«-2)1n Sl S< K 
eß 2 
(T-t) L-1 ýe(7 2) 
In K (-Cr +2) In Sl S>K 
3.2. Example 2: Barrier options 
The Laplace transform method is well suited to price barrier options. Indeed this way 
has been followed by several authors. In general the different techniques used have been 
solution of the PDE, probabilistic method, Laplace transform and combination of them: 
a) probabilistic approach Kunitomo and Ikeda [60], Geman and Yor [42], Pelsser [78], 
Sbuelz [84], Jamshidian [56], with Sbuelz giving very interesting insights on the hedging 
problem; 
b) solution of the PDE using the method of separation of variables Hui [48] and Hui 
et al. [49] ; 
c) solution of the PDE with analytical, Linetsky [66], and numerical inversion of the 
Laplace transform, Davydov and Linetsky [26] and Fusai in the present thesis; 
d) binomial trees, compare the discussion in Heynen and Kat [45]. 
A double barrier option is characterized by a payoff cp (S, T) at the expiry date T if no 
barrier has been hit before, 'PL (T - t) if the asset price hits the lower barrier L at time 
t and before hitting the upper barrier, payoff cpr (T - t) if the asset price hits the upper 
barrier U before maturity and before hitting the lower barrier. 
Before proceeding, let us discuss which kind of solution we should expect and why the 
application of the Laplace transform can be useful. 
We will follow the following steps: 1) obtain an expression for the expected value of the 
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different components of the option payoff, 2) compute their Laplace transform, : 3) relate 
these LT's to the resolvent kernel of the process. 
Step 1: The payoff of the double barrier option has three components: 
a) the payoff 'PL (T - t) if the asset hits the lower barrier before hitting the upper one 
and before maturity; 
b) the payoff cpu (T - t) if the asset hits the upper barrier before hitting the lower one 
and before maturity; 
c) the payoff cp (S, T) if the asset does not hit either barriers before maturity. 
The price of the option will be given by sum of the expected value of these three 
components. 
Define x= In (S/L) and corresponding the barriers become 0 and In (U/L). We call 
H= HL, U the first exit time of the process xt out of the interval (0, In U/L) , 
i. e.: 
H= Ho, 1n(uIL) = min «: «e (0, In U/L)) 
If at time (, (<T, the asset touches the lower barrier without before having hit the 
upper barrier we will receive at time ( the amount CPL (T - (). The instantaneous payoff 
due to the lower barrier will be then this amount times the probability of hitting the lower 
barrier in the time interval ((, (+ do before hitting the upper barrier: 
cPL (T - () Prt,., (H E d(, XH = 0) d( 
and the expected discounted payoff over the time window (t, T) is given by: 
T 
= 0) 
it 
e-r«-t) VL (T - () Prt, x (H E d(, XH 
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Similarly for the upper barrier: if we hit in the time interval (ý (+ do) the upper 
barrier before hitting the lower one, we obtain the payoff 
ýpu (T - (). 
with probability: 
Prt, 
-- 
(H E d(, -"CH = In (U/L)) 
and so the payoff in the time interval ((, (+ do is: 
cpu (T - t) Prt, x 
(H E d(, XH = In (U/L)) 
and over the time interval (t, T) the expected discounted payoff is given by: 
T f 
e-T((-t)ýou (T - ý) Prt,., (H E d(, XH = 0) 
t 
There is also the possibility of not hitting both barriers before maturity. In this case, at 
the expiry, we obtain the payoff cp (Le'). This happens with probability Pr (H > T, XT E dx) 
and so the discounted terminal payoff in the case of not having touched both barriers and 
XT being at the level dx is given by: 
e-T(T-t)co (LesT) Prt,., (H > T, XT E dx) 
and the expected value of this amount is obtained integrating with respect to x. Note 
that the term Prt, x (H > T, XT E dx) can be expressed as: 
Prt, I inf xs > 
0, sup x8 < b, XT E dx 
t<s<T t<s<T 
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and this quantity has been used by He et al. [44] for pricing the so called Double Lookbacks. 
In conclusion, the expected payoff will be obtained summing the three components: 
T it 
e-r«-t) APL (T - () Prt, ý 
(H E d(, 1H = 0) 
t 
T 
+ 
it 
e-T (ý-t)(PU (T - () Prt, ý (H E d(, XH = In (U/L)) t 
ln(U/L) f 
co (Le') Prt,., (H > T, WT E dw) 
0 
and we can write it as exp(-r (T - t)) V (x, T- t) where V (x, T- t): 
T-t 
V (x, T- t) _1 er(T-t-()VL (T -t- ý) Pro,., (H E d(, xH = 0) 
0 
T-t 
+f 
0 
er(T-t-()VU (T -t- ý) Pro, 1(H E d(, XH =1n (U/L)) 
l i(U/L) 
+V (Le') Pro, (H >T-t, wE dw) 
0 
and we have assumed the strong Markov property of the process. 
Step 2: Now if we take the Laplace transform wrt T=T -t of these three components, 
exploiting the convolution property of the Laplace Transform so that the integrals are 
transformed in products, we obtain: 
v (x, 'Y) =£ (V (x, T)) = fo O"e- 'Te-r5V (x, s) ds 
=G (er(T-t) WL (T - t)) G (Pro,., (H Ed (T - t) , XH = 0)) 
ýG (e''(T-t)c°u (T - t)) ,C (Pro, -, 
(H Ed (T - t) 7 XH = 
In (U/L))) 
+ foln(U/L) W (Lew) G (Pro,., (H >T-t, wc dw)) 
and if we define: 
1 ('Y) = GGL(T -t)) 
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u('Y) = G(cou(T-t)) 
and 
h+ (x, y) =£ (Pro, (H Ed (T - t) , xH = 0)) 
h (x, yy) =G (Pro, (H Ed (T - t) , XH =1n (U/L))) 
hd (X, x, 'Y) =G (Pro, x (H >T-t, XT-t E dX)) 
then the Laplace transform of the price of the option with respect to T-t, is given by: 
(e-r(T-t)V (T - t)) 
=l ('Yý h (x )+u (1') h+ (x, 7) + 
. 
f0 (U/L) ýP (Lew) hd (X, x, dX 
and in the case of time-independent payoffs at the barrier, if we think to the Laplace 
transform as a discounting factor, we have: 
Laplace transform =E payoff at barrier x probability of discounted stopping times 
In the case of zero rebates, i. e. the case of the double knock-out option, the above 
Laplace simplifies in: 
£ (e_r(T_t)V (T - t)) 
ln(U/L) 
V (Lei") hd (X, x, 'y) dX J fo 
Step 3: The determination of these expressions requires the knowledge of the moment 
generating function of the hitting time. Specifying a particular model, i. e. Geometric 
Brownian motion or a mean-reverting process, where the drift and diffusion coefficient 
depend only on x, we can find an expression for the mgf solving a differential equation, 
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compare Karlin and Taylor [59], pag. 202-3 and Ito and McKean pag. 130. 
Indeed if we consider a process with barriers at a (lower barrier) and b (upper barrier) 
and define the mgf's of the hitting time densities: 
h+ (x, -y) = h+ (x, y; a, b) = 
h (x, -y) =h (x, ry; a, b) = 
+00 
e-rys Pro,., (H E ds, XH = b) 
0 
+00 
e-'Y' Pro, x (H E ds, XH = a) Jo 
r+oo 
h (X, x, -y) -h (X, x, "y; a, b) =J e--"s Pro,  (H > s, XT e dX) ds 0 
then these mgf's are continuous solutions of the differential equations: 
20,2 (x) h+ (x, 'y) +µ (x) h+ (x, 'y) - 'Yh+ (x, 'y) =0 (3.16) 
h+ (a, )=0; h+ (b, 'y) =1 
and 
2o, 2 (x) hxx (x, -y) +µ (x) hý (x, -y) - Yh (x, 'Y) =0 (3.17) 
h- (a, 'y) = 1; h- (b, 7) =0 
and hd (we omit the index d) is the unique continuous function in 
(a, b) with a jump in 
the first derivative at x=X: 
2 a2 (x) hx (X, x, 'Y) +µ (x) h., (X, x, -y) - 'Yh (X, x, 7) =6 (x - X) 
h (X, a, -y) = O; h (X, b, 7) =0 (3.18) 
h (X, X-, -() -h (X, X+, "y) =0 
h:, (X, X, -Y) - h., (X, X+, -y) = 012(X) 
Instead of solving these differential equations, Jamshidian 
[56], assuming the strong 
Markov property of the process, has shown that h+, 
h- and hd can be expressed in terms 
of the resolvent kernel of the process, i. e. in terms of the 
Laplace transform with respect 
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to time of the transition density. In particular, if we define the resolvent kernel of an 
arbitrary time homogenous Markov process with the strong Markov property: 
+oo 
g('y, x, X) =f e-7Tf (X, 7; x)dT 
0 
where: 
f (X, -r; x) dX = Pr (Xt+T E [X, X+ dX] IXt = x) 
then Jamshidian has shown that in the case of a single barrier b: 
h+ (x, -y; -oo, b) =9 
('Y, x, b) 1(x<b) (3.19) 
9 (-r b) 
h (x, 'y; b, +oo) =9 
('1', x, b)1(b<x) (3.20) 
g ('Y, b, b) 
hd(X, x, 'Y; -oo, b) = 9(' , 
b, X)h+(x, 'y; -oc, b)l(x<b) (3.21) 
hd(X, x, '; b, +oo) =g (' , 
b, X)h (x, 'y; -00, b)1(b<x) (3.22) 
whilst in the case of two barriers a and b, a<x<b: 
h+ (x, y; a, b) =9 
('y, x, b) 9 (7, a, a) -9 ('y, x, a) 9 ('y, a, b) 
ý 
(3.23) 
9(-y, b, b)g(' (-y, a-g('y, b, a)g(7, a, b) 
h (x, -y; a, b) = 
9(7, x, a)9(ý', b, b) -9("Y, x, b)9(7, b, a) (3.24) 
9('Y, b, b)9(-y, a, a) -9('Y, b, a)9('Y, a, b) 
and ifa<X<x<b, a<x<X <b: 
hd (X, x, ry; a, b) =g (-y, b, X) h+ (x, ry; a, b) +g (ry, a, X) h- (x, 'y; a, b) (3.25) 
The computation of the barrier option price is reduced to the determination of the re- 
solvent kernel. We investigate this aspect in the following subsection for different processes: 
Geometric Brownian motion, Square Root process, Ornstein-Uhlenbeck process and CEV 
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process. Table 3 gives the number of equation in the following sections relevant for the 
different processes: 
Table 3: The resolvent kernel for different processes 
GBM equation (3.7) 
Square Root equation (3.28) 
O. -U. equations (3.34) and (3.29) 
CEV equations (3.28) and (3.39) 
3.2.1. Geometric Brownian Motion 
If the asset price evolves according to a GBM, then the asset returns x= In S are described 
by an ABM with drift m= (r - a2/2) and diffusion coefficient a and h+ and h- solve: 
1 
a2h., x + mhx - ryh =0 
Substituting exp (8 (ry) x) in the equation, we find that 0 ('y) is solution of: 
201 
2e2+me-'y=0 
i. e. 
e± _ 
-m V/-, r-n2 + 2a2ry 
a2 
and the general solution is given by: 
(3.26) 
h (x, 7) = Aee+(7)' + Bee (7)' 
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Using the appropriate boundary conditions, we find for the functions3 h+: 
h+ lý y) =e 
(b-x) 
sinh 
(/m2+2a2 
a2 
(x - a) 
m2+2o27 
sink a2 
(b - a) 
rn. 2+2v2'Y 
sinh 012 
(b - x) 
(x, 7) = e- 
ö (ý-a) 
(m2+22 
'y 
Binh a2 
(b - a) 
i. e. the expressions used in Geman and Yor, Jamshidian and Pelsser. 
The function hd (X) x, ry) can be found or using the procedure shown in Appendix 
or removing the drift term in (3.26) using the substitution hd (X, x, 'y) = eßxz7 (X, x, -Y), 
0= -rn/Q2, and then using the results related to the case of BM with zero drift that can 
be found in Borodin and Salminen [9], pag. 147 eq. 1.15.6, where A has to be substituted 
by (m2 + 2a2'Y)/ (2a4) : 
m2+2a2 
cosh (b -a- IX -xl) ý2 -cosh 
((b 
+a-X -x) 
-fix hd(Xx, 'Y) e' 
m2+2Q27 
2µ sinh (b - a) 2 
that is valid for a< x/\X, x\/X < b. 
We obtain the same results substituting in (3.23) and (3.25) the expression for the 
resolvent kernel for the ABM given in (3.7). Setting b= +oo or a= -oo, depending on 
the initial level x, we obtain the solution for the single barrier case. Setting m=0, we 
are considering the case of BM with zero drift. 
In Appendix B. 1 we discuss the analytical inversion of the above quantities and we 
show that we can obtain two equivalent representations, one as Fourier sine series and 
the other in terms of the fundamental solutions or Green's function. Both solution forms 
3The expression for hd (X, x, y) can be found removing the drift term using the substitution 
hd (X, x, 'y) = ebxv (X, x, -y), b= -m/0,2, and then using the results related to the case of 
BM with zero 
drift, Borodin and Salminen [9], pag. 147 eq. 1.15.6. where A has to be substituted by (m2 +2o-2-y)/ 
(2a4) 
. 
Moreover in Borodin, we need to divide the expression by A. 
The Laplace transform in finance 39 
are useful in evaluating the solution for different ranges of values of T-t. Because of 
the rapid exponential decay of the terms in the Fourier series, the series converges very 
rapidly for large values of T-t. Indeed, if we truncate the Fourier series representation 
the boundary conditions are exactly satisfied for all times, but the initial condition will be 
described only approximately. Thus, the truncated Fourier series should provide a good 
approximation for T-t large. Instead, the series of fundamental solutions converges most 
rapidly for small values of T-t. In particular, the boundary conditions on the barriers are 
only approximately satisfied with the truncated series, and this approximation deteriorates 
as T-t gets large. Thus for the purposes of computation each of the series is useful. 
3.2.2. Square Root Process 
In this case, we can follow different ways: 
a) find the mgf of the hitting time densities solving the ODE's (3.17) and (3.16); 
b) find the resolvent kernel of the process and then use the results in Jamshidian. 
On a practical side the two approaches are equivalent, because in order to find the 
resolvent kernel we have always to solve the same ODE, although with different boundary 
conditions. 
If we assume that the asset price process evolves as a square-root process: 
dSt=(m-kSt)dt+QVdWt 
the kernel resolvent is solution of: 
2l a2sgSS+(m-ks)gs --yg=b(s-S) 
If we operate the change of variable y=2ks/Q2, we obtain the 
following ODE for the 
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function w (-y, 2ks/Q2,2kS/a2) =g (-y, s, S): 
ywyy+ 
0,2 
y wy- 
kw=S(y-Y) 
The solution of the homogeneous equation is given, compare Appendix A, by: 
7 
w('Y, y, Y)=AT 7 
2m 
22; y +BT- 
-y-y' 2rra22; 
y (3.27) 
where T and T are the confluent hypergeometric function and the confluent hypergeomet- 
ric function of the second kind, respectively. 
Then the Green's function is given by: 
w('Y, y, Y) _ 
AT(2,2m; Y) 0 <y<Y 
BT 
\kv2tiy) 
Y<y 
where we have used the fact that for small values of the arguments, the function 'r behaves 
l- a2 like y So if we assume that ä-2` > 1, the only bounded solution in (0, Y) is given by 
T (k 
, 
ä2 .2). For large arguments, only the function Ti' stays bounded. 
In order to find the constants A and B, the fundamental solution has to fulfill certain 
boundary conditions at y=Y: 
continuity w (ry, Y-, Y) -w (y, Y+, Y) =0 
JP öw 'y, y, Y I_ aw 'Y, y, Y 
- -1 ay 
y=y_ 
ay 
y_Y+ 
in the derivative 
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These two conditions amount to solve the following linear system: 
AT (7, ýZ ; Y) -BT (2,2111; kY) =0 
2m ( 2m 
A aT 
k, ;Y 
-B 
ar k 
ay ay 
y=Y- 
and we obtain: 
- 2m; Y 
A=-ýk'0,2i 
W (Y) 
T (2,72 
i 
Y) 
B=- 
W(Y) 
y=y+ 
= -1 
where W (Y), the Wronskian of the system, is, Lebedev pag. 265 eq. 9.10.10: 
(2ýn) 
(ký 
Finally, we obtain the kernel resolvent of the square root process: 
U2 a2 
9 (-Y' S, S) =w 2-s, 2S k 
-2 
2m 
, 
2kSl T( 1 2m , 
2ks 
k, ä ,; / \k, , 
W(2kS) 
sS 
a2 
J 
2 2m, 2kS 2 m', 2ks 
a; 
r(k'ý 
a 
e. 7 
<S 
W(2kS) 
a2 
(3.28) 
If we have a single barrier at the level a, we can use (3.19) and find the mgf of the 
hitting times and we obtain the same expression as in Leblanc and Scaillet [64], equation 
(9), although they consider only the case O< s<a: 
T (2 2m. 2ks 
h+ ýS ry; 0, a) =7 2m 2ka 
1(0<s<a) 
T (k-- ,, 
) 
ay- 
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and: 
h (s, y; a, +oo) = 
Moreover, we have: 
hd(S, S, 7iO, a) 
hd (S, S, -y; a, +oo) 
2rn. 2k9 T (k' T, 2) 
T( 2ra 
, 
2ka) 
1(a<s) 
k' 
Q2 i2 
=g ('Y'a, S)h+(s, ; 0, a) 1(s<a) 
9 ý7ý aý S) h- (s, 7; aý ý1(S<a)ý 1(a<S) 
-12 
For the double barrier case, a<s<b, we can use equations (3.19) and (3.23) or solve 
the ODE: 
1 01 2shs + (m - ks) hS - -yhlý =0 
h+ (a, 'y; a, b) = 0; h+ (b, 'y; a, b) =1 
h- (a, -y; a, b) = 1; h- (b, -y; a, b) =0 
The solution of the homogeneous equation is: 
hl s a, b) = AT 
7 2m 2ks 
+B 
2m 2ks 
ýýii k' 0,2 1 U2 k' 0,2' U2 
and choosing A and B in order to satisfy the above boundary conditions, we find: 
2m 2ka a 2m , 
2ks 
h+ (x, i'7 a, b) -T( 
k' a'oT k' 2' a2 
z 2m . 
2ka z 2m . 
2k6 (k'; 
'ä 
T(k'ö 
'ö 
2m 
, 
2k6 j 2m 2ks 
h- (x, ^/; a, b) -T 
k' ä'27 k' ä' or 
2m; 2ka -y 2m. 2kb 7( 
k' 'TT k1o2+Q2 
Z(- 2m. 2ka 
k2' 2-)T(. 
2m', 2ks) 
1 `' köö J 
T 2m; 2kb j 2m. 2ka -kaa ko 0 
)_t(2 2m; 2kb Z 2m 2ks 
kä2kä; 02 
l_T( 2m; 2kbl T(22m; 2ka 
l \k'v2ö / k'ö T 
With regard to the determination of the function hd (S, s, ry; a, b), it is convenient to 
use equation (3.25). 
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3.2.3. Ornstein-Uhlenbeck process 
In this case the asset returns are described by an Ornstein-Uhlenbeck process: 
dlnSt = (m-kInS)dt+crdWt 
and we fix the barriers at the levels a<b. It is convenient to define a new process 
Xt =a (in St - m/k), a2 = k/Q2, with dynamics: 
dx = -kxdt + 
Vk-dWt 
The resolvent kernel g (-y, s, S) of the process In St is then related to the resolvent kernel 
w (-y, a (In x- m/k) ,a 
(In x- m/k))of the new process by: 
g (ry, s, S) =w ('y, a (In x- m/k), a (In x- m/k)) (3.29) 
The resolvent kernel w (ry, x, X) is solution of: 
wxx-2xwx-2-Yw = 6(x-X) (3.30) 
lim w (-y, X, X) =0 (3.31) 
x-+ -oo 
lim w (-y, X, X) =0 (3.32) x- +oo 
We solve the ODE imposing the continuity and the jump condition for the first deri- 
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vative at x=X: 
continuity 
Jump 
in the derivative 
w ý7, x, X) I. =x- -w 
(-f, X) 1x-x+ =0 
öw 'y, x, X I_ öw 'y, x, X 
8x = -1 
=X- 
Ox 
lx=X+ 
44 
(3.33) 
We can recognize in (3.30) the differential equation for the Hermite polynomials, Lebe- 
dev pag. 284. The general solution is then given by, Lebedev pag. 286 eq. 10.2.17: 
01 
AH_-r/k (-x) + BH-7/k (x) x<X 
w(7ýx, X) = 
CH_, 
y/k 
(-x) + DH_, y/k 
(x) x>X 
where H, (z) is the Hermite polynomial related to the confluent hypergeometric function 
by, Lebedev pag. 285 footnote 4: 
H, (x)=2z''Y -2,2; x2 
Moreover, II (z) has the following integral representation, Lebedev pag. 290, eq. 10.5.2: 
00 
Hv (x) =1 e-s2-2sxs-v-ids 21'(-v) J 
Using this integral representation, in order to obtain a bounded solution as x-f foo, 
we need to set B=C=0. Then using the conditions (3.33), we find: 
A= 
H-7/k(X); 
D= 
H-rylk(-X) 
1l' (X) TV' (X) 
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where W (X) is the Wronskian of the system and is given by, Lebedev pag. 286 eq. 
10.2.11.: 
2v+1 Vl ' e2 W (z) =W (H, (-z) ; Hv (z)) =F () -v) 
z 
We find: 
w(ry, X, X) = 
H-'Y/k(X)H-Y/k(-x) 
x<A W(X) 
H-7Ik(-X)H-7Ik(x) 
x>X W(X) 
Exploiting the relationship between Hermite function and confluent function, we also 
obtain a different form of the solution: 
w (-yý xý X) =1 I' 
(2) 
e-x22-7/k-i .ýY'1; X2 7-1; x2 (3.34) k 2k 2 2k' 2 
In the case of only one barrier at the level b= a (b - rn/k), using (3.19) we have: 
h+ oo = 
H-rylk (-X) 
1 (3.35) 
H-7/k -b 
(<) 
_ 
H-7/k (x) 
h ý, 'Y; b, +oo 1 (>) (3.36) 
H-7/ 
(b) 
or, using the relationship with the confluent hypergeometric function: 
'1 kx2 
_2k, 
2 
h+ x, -y; -oo, b=h 
(x, 
7; b, +00 = . 
u--r 
)_ 
2 
1' kb 
2k ,2 a2 
i. e. the expression in Leblanc and Scaillet [641. 
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In the case of two barriers at the levels a= a (a - rn/k), and b= ct (b - rn/k), we find: 
H-'Y/k 
(b) 
H-7/k(-x)-H_ /k 1 -b) H_ /k(O) 
h+ x, a, b) = 
H-7/k 
(-a) 
H-7/k 
(b 
-H_7/k(a)H--, /k 
(-6) 
(3.37) 
H-7/k(x)H-7/k (-5a -H_. Y/k(-x)H-7/k a h+ x, 'Y; a, b = H-7/k 1 -a 1 H-7/k 16I -H-ry/k (a 1H7; k(-6 
Expression (3.35) is the same as in Borodin and Salminen [9], pag. 429, eq. 2.0.1. 
where the Laplace transform is expressed in terms of the Weber function D (x), related 
to the Hermite function, Lebedev [63] pag. 284 footnote 3: 
z Dv (x) = 2-v -v/2 e-' 
2/4HV 
2 
Expression (3.37) can be found in Borodin and Salminen [9], pag. 434, eq. 3.0.1. 
where the Laplace transform is expressed in terms of a two parameter function S (v, x, y) 
connected to the Weber function D, (x), v>0, by the relationship: 
(-y)) S (V, x, y) =F 
(v) 
e(x2+y2)/4 (D-z, (-x) D, (y) - D, (x) D, 
The function hd 
(X, 
x, , y; a, b, with eventually a= -oo or b= +cc, is obtained com- 
bining (3.35) and (3.37) with (3.34), using (3.19) and (3.25). 
Expressions (3.35) and (3.37) can be also obtained solving the appropriate ODE's. In 
the case of one barrier: 
h,, -2xhx-2ýh=0 
h b, Y =1 (3.38) 
h(r, 'y)=0as x-->+ooifx>b 
h(x, 1')=0as x- -ooifx<b 
and using as general solution AH_, ylk 
(-r)+BH_,, lk (. r) and then imposing the boundary 
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conditions, we find (3.35). Similarly for the two barriers case. 
3.2.4. Cev process 
This model has been introduced by Cox and Ross [21] and analysed in more detail in 
Cox [19]. The idea is to construct a model where the variance of the rate of return varies 
inversely with the stock price, a feature that Black noted as characterising the stock prices 
(leverage effect). The dynamics for the asset price assuming a CEV process is given by: 
dS = rSdt + TS'V2dWt 
where 0< A<2. In the limiting case where A=2, we obtain the lognormal models. 
Moreover, if A 0, the process has an absorbing barrier at zero. 
In order to obtain a solution to the option pricing problem, it is convenient to consider 
the following transformation: 
ý, = S2-A (3.39) 
and then using the Ito's lemma it is easy to show that Y follows a process with instanta- 
neous mean 
r(2-A)y+ 
20,2 (A2-3A+2) 
and instantaneous variance 
01 
2(2-A)2y. 
Note that the drift and the variance are linear in y, so that this process is given by the 
square root process seen in the previous section and then we can easily obtain the Laplace 
transform of the hitting time changing the barrier level from a and b to a2-A and b2-A 
respectively. 
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3.3. Example 3: Asian options 
In this case the problem is the pricing of a payoff: 
1 (fTs(u)du_K) 
for the fixed strike Asian option, and of the payoff: 
(11T)+ 
S(u)du - ST 
for the floating strike Asian option. Let us consider the fixed strike case. The other case 
can be treated in the same manner. 
3.3.1. The Geman-Yor approach 
The first possibility is to follow the approach in Geman Yor [41]: with advanced proba- 
bilistic techniques and exploiting the representation of the Geometric Brownian motion 
in terms of a random-time changed Bessel process they are able to obtain the Laplace 
transform of the price of the Asian options. Indeed Geman and Yor show that the Asian 
option price can be expressed as: 
4S 
Cgy 
T 0,2 
c (h, 4) (3.40) 
and they are able to obtain the Laplace transform wrt h =o, 2 (T - t) /4 of the function 
c (h, q): 
c ý7,9) =f 
+1 
e-ryhc (h, q) dh 
fol/(2) e-xx, (µ-v)-z(1-2gx)21(µ+v)+ldx 
- 7(7-2-2v)r(2 (p. -v)-1) 
(3.41) 
- 
fo e- w-2(µ-v-2(1-w)2 
(µ+v)+1 du, 
(2q) i (µ-v)-1 r(2 (µ-v)-1)7(7-2-2v) 
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where: 
v= 
2r 
1; q= 
42 
S, 
(K*T-t*a) (3.42) 
2ry + V2 
Instead of discussing their original approach, we report here a simple derivation found 
in Yor [100], pag. 82. The derivation is based on a remarkable expression of the law of 
the arithmetic average taken at an independent exponential time. 
Assuming for simplicity that t=0 and a=0 in (3.42), we define: 
h 
Dh =i e2(ws+vs)ds 
0 
Yor shows that Dh taken at an exponentially distributed random time Try, independent 
of W, with mean 1/-y, is characterized by: 
2DT L 
B1, 
, Gß 
where a= (v + µ) /2,0 =a-v, and the random variable Bi,,, - Beta (1, a) and GQ N 
Gamma (ß, 1) are independent. 
For pricing Asian options we are interested in the following quantity: 
t512 
Ae ds = 
L 
that is related to the expression of Dh by4: 
At = DQ2t Q24 
4The relationship is due to the time-scaling property of the Brownian motion. 
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In particular we need to compute: 
e-TTEo ýT AT - Ký+ = E. -rTE0 
T D, 2T -K 4 
= e-TT 4E D- a2T K T2 T0vz 4So 4 
=e-rTý 
TEO(Dh-q)+ 
and then if we compute the Laplace transform with respect to h of the above quantity, ex- 
ploiting the relationship between Laplace transform and expectation wrt to an exponential 
distributed random variable, we obtain: 
+00 
J e-ryhE (Dh - q)+ 
dh =2E (2DT, y - 
2q)+ 
07 
Now using the above result due to Yor, we have: 
E (2DT7 - 2q)+ =E 
(j 
- 2q) 
1 +oo ' 
= fo fo (- 2q) 
+ r(ß) e-xdxa (1 - u)'- du 
= fo fo 
/2q (- 2q) ( e-xdxa (1 - u)a-1 du 
= fo 
/2q 4e_xdx f 
qx 
(y - 2q) a (1 - u)a-1 
du 
= +1 ý 
fo /2q r(Q) e-x (1 _ 2qx)"+1 dx 
where we have used: 
(1 - 2gx)a+1 f1(u 
-2q/ a(1 ýu)ld(1+a)x 
x 
(ß - 1) r (, 3 - 1) and So using a= (µ + v) /2, 
ß=a-v= (µ - v) /2, and I' 
(ß) = 
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(1 + a) (ß - 1) = (-y -2- 2v) /2 we finally obtain 
fö +oo e ryhE (Dh - 4)+ dh 
_11 
1/2q xQ-2 x a+l - 2y (1+a)(ß-1) 
fo 
r(O_I)e (1 - 2qx) dx 
1 fl/2q x(µ-v)/2-2 ex-2x (µ+v)/2+1 dx - 7(7-2-4v)ß. o r((µ-v)/2-i) 
(1 4 
i. e. the expression (3.40). Obviously, this derivation is strongly based on the representation 
of the quantity DT7 as ratio of two independent r. v. 's. 
A long-term fixed-strike Asian option We now investigate the behavior of the quan- 
tity 
_t 
O'ws+(T- 2 ds 
)s 
At f 0e 
as t tends to infinity. We use the expression in (3.41) and the Abelian result that relates 
the behavior of the function in the h-domain as h -* oo to the behavior of its Laplace 
transform as ry -* 0. We do not take into account the discounting factor, otherwise the 
price of the Asian option tends to 0. We have: 
1/(29) 
e-xx 2 
(µ-v)-2 (1 
- 2qx) 
2 (µ+v)+1 dx f0 
l im (h, q) =y öry 
'Y(Y-2-2v)F(2(µ-v)-1) 
fo l/(2q) e-x 2 (µ-v)-2 (1 - 2qx) 
z 
lim 
(µ+v)+1 dx 
= 
7-40 -2(1+v)r 
(2 (µ-v) - 1) 
f1/(29) e-x 2 (µ-v)-2 (1 - 2qx) 2 
(µ+v)+1 dx 
l im 
2 1+v F1 (IL -v 
(12 (A -v -1 
where we have used the fact that IF (z - 1) =F (z) / (z - 1). Note that 
O 
ýG =Iv lim 
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and in order to chose the sign, we require the argument of the Gamma function to be 
positive. This implies that Jvj = -v and this can happen only when r< Q2/2. If r> cr2/2 
the limit does not exist. Then we have: 
lim c (h 
fo /(2g) e-Xx-v-2 (1 - 2qx) dx 
h--+oo q) = 2F (-v) 
If we operate the change of variable z= 2/(o2x), x=2/(Q2z), the price of the Asian 
option becomes: 
4S f4q/a2 e-2/(ýzx) (2 )-v-2 (1 - 2q 
2ý2 ý dz 
17 Zj 2-Z 
Q2T 2I' (-v) 
4S 2 -v-1 
4+o0 e(z)v-1 
(z 
- 
44) dz 
149/ 2 
0,2T T2 2F (-v) 
_2 
-v JKT/S e-2/(Q2z)zv-1 (Tz - K) dz (U2 
P (-v) 
2 -v fo+oo e-2/(Q2z)zv-1 (Tz - K)+ dz 
O'2 IF (-v) 
So we have found that when r< a2/2, the density law of the quantity 
Aoo = lim At = lim 
4- 
Dh 
t--aoo h-->oo U2 
is given by: 
2 -v e-2/(02a)av-1 Pr (A E (a, a+ da)) = 
0,2 F (-v) 
Then the stationary density for A,,,, is given by a reciprocal gamma density, i. e. 1/A,, 
has a gamma density, as it is easy to verify. The same result, using different techniques, 
have been also obtained by Dufresne [32], De Schepper et al. [27], Yor [99], Milevsky and 
Posner [73]. 
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3.3.2. The PDE approach 
53 
The solution given in Geman and Yor can be obtained using a PDE approach and ex- 
ploiting a self-similarity property of the solution, Lipton [67]. Indeed, for the two payoff 
structures, instead of considering directly the degenerate PDE with two state variables 
(asset price and average), Ingersoll [53] for the floating-strike case and Rogers and Shi 
([82]) for the fixed strike case find a self-similar solution that allows to represent the price 
of the Asian call in terms of a new Markovian state variable. 
Fixed strike Asian option. The PDE to be solved is given by: 
Ct +I a2S2CSS + rSC5 + SCA - rC =0 (3.43) 
with terminal condition: 
C(S, t=T)= T 
(1ftsdK)+ 
If fö S (u) du > KT, the option will be surely exercised at the maturity, so the current 
price will be given by: 
(It T 
(u) du +JS (u) du -K (3.44) C (S, T- t) = e-r(T-t)Et, s 7, 
ýSt 
1- e-r(T-t) 1 ft 
= Tr 
+S (u) du -K e-r(T-t) 
1- -r(T-t) 1 /'t e-r(T-t) 
=S7, r 
+iJS (u) du -KST0 
(1-e -r(T-t) 
ye -r(T-t» 
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It is useful to try the following representation: 
C (S, T- t) = Sý(Y, -r) 
where 'r = Q2 (T - t) and where Y is the new Markovian state variable and is given by: 
O'S 
(u) du -K 
S (t) 
In this way the two state variables, asset price and current average, are synthesized in a 
single state variable. This transformation is related to a change of numeraire: instead of 
considering the money account as numeraire, in this context it is convenient to use the 
asset price as numeraire. The prices of all contracts expressed in terms of the price of the 
underlying asset are martingales. 
Substituting the expression for C (S, T- t) in the Black-Scholes PDE, it can be shown 
that (P (Y, rr) satisfies the parabolic PDE: 
4), 
r -f ry-1/T 
(Dy-2y YY=O 
-00 yoo 
: (y, 0) = y+ 
(3.45) 
4) (y, -r)-f0 wheny -*-oo 
4) (y, T) -* e-TT when y -> +oc 
where r= r/a2 and T= T* a2. The PDE has to be solved on the entire real axis, but it is 
easy to realize that if y>0, i. e. fö S (u) du > KT the Asian option will be exercised and 
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the price C is given by (3.44) and then the function 4) (y, r) becomes: 
1- e-rT 
e-rry + ly>O 
r7' 
In order to solve the PDE in the case y<0, we can use the Laplace transform wrt 
T=a2(T-t): 
+oo 
IF 'Y) _ 
Je-''4) 
(y, r) dT, 
and we obtain the following second-order differential equation when -oc <y<0: 
P yy+ 
(I/T-ry 
Ty- 
(, 
y+ T q, =0 
T(y, 'Y)-*Oasy--ý-oo (3.46) 
'I' (y, 'y) -£ (ID (0, T)) = l- as y p- 
(ry+r) -YT 
The solution of this ODE is found in Appendix A and C and is given by: 
IF (y, -y) = 
(2 (r 
b) 
1_b 
T -b, 2 -b +l (3.47) 
I' 2 -b+ l -y+ r -y TTy 
2 
where T (a Q; z) is the confluent hypergeometric function and b= 1/2+ r- 2'y + 
(1/2+ 
r 
In order to find the same expression as found in Geman and Yor, equation (3.41) above, 
we can exploit the integral representation for the function T (a,, 3; x), Lebedev pag. 266 
eq. 9.11.1: 
1 
T (a, 0; x) =r( 
)r 
a 
extýha-1 (1 - h)ß-'-' dh IF ß 
Jo 
and to take into account that in Geman-Yor the Laplace transform is wrt cr2 (T - t) /4, 
whilst here is wrt a2 (T - t). Then the two results can be related by the scaling property 
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of the Laplace transform. Moreover, the quantity q in GY is related to the quantity y in 
Lipton through the relationship y= -4q/ 
(a2T), and r= (v + 1) /2. 
Floating strike Asian options In this case the payoff is given by: 
T+ it 
S(u)de - ST 
and no result is currently available. We are able to find the Laplace transform of the price. 
Following Ingersoll, pag. 377, we define the variable Y (t): 
Y (t) =tS 
(t) 
fo S (u) du 
and because of the linear homogeneity, we can write the price of the floating strike Asian 
option as: 
/ýt (fts(u)du)(yT) C SJ S (u) duT- t=0 
where T=T-t and where 1) (y, 'r)solves the following PDE for y>0: 
4 +2Q2y2ýyy+(ry-y2)ýy+(y-r)ý=0; 0<y 
(D (0, -r) =o 
(Dy (00, T) =I 
I(y, 0)= (y-T)+ 
Ingersoll does not solve the PDE. Instead if we consider the Laplace transform wrt 
T- t: 
+oo 
(y, y) =f e-ryT (y, T) dT 
0 
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we obtain the following second order differential equation for the function 'Y (y, ry) 
- 
(rye 
- 
(y 
T)+) 
+2 a2y2W yy 
+ (ry y2) qly + (y - T) _0 
1(y, y)-f0when y-*0 
Ty (oo, -y) y when y -* o0 
when y>0. We define a new function 4* (x, 7): 
'J (y, _Y) = ybW* (ay, -y) 
and we have: 
Ty = byb-Iqf* + ay W* 
x yy =b (b - lý yb-24 
*+ 2aby6-iýx + a2ybxPxx 
and then: 
o, 
a2yb+2xpxx -I (a (a2b + r) yb+l _ ayb+2) ix 
((-7-- 
20,2b(b- 1)+rb-r)yb+(1-b)yb+l), T`*+ 
(y- T)+ =0 
If we choose b such that: 
2 
01 2b2+r- Q2 b- (r + ry) =0 
we obtain the two roots: 
- 
(r 
- 
202) + 2-y + (r + zQ2)2 
bi =/0,2 (3.48) 
- 
(r 
-1 a2) - 
J2y+ (r 
-}- 
! 
a2)2 
b2 = 
Q2 
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We will see later on that we have to set b= b1. After dividing by 0,2ay6+1, and using the 
fact that x= ay, with a= 2/a2, we obtain: 
x -(b+1) x1 
xqf'*' +(cx-x), e* +, e'p* 
+ 
+ (al -=0. T (3.49) 
where we have set: 
a=a(cr2b+r); i3=1-b 
The solution of the homogenous equation is described in Appendix A and can be 
expressed in terms of hypergeometric functions: 
V (x, ry) = AT (-ß, a; x) + BT (-ß, a; x) 
where Ti(, ; x) is the confluent function of the second kind, Lebedev [63], pag. 263 eq. 9.10.3. 
Y (, ; x) admits the following integral representation, Lebedev [63], pag. 268 eq. 9.11.6, 
when Re(-ß) > 0, Re(x) > 0: 
1 °° 
7' (-ß, a; x) =r (-, ß) 
(1 + e)+ß-' dZ 
o 
In order that Re (-0) > 0, we need b-1>0 and this implies that we have to choose the 
positive root in (3.48). 
The general solution of equation can be found using the method of variation of pa- 
rameters, and using the expression of the Wronskian of the functions T (-, Q, a; x) and 
Y' (-ß, a; x) given in Lebedev, pag. 265 eq. 9.10.10: 
W (x) =W 
(r (-ß, a; x), r (-ß, a; x)) _-r 
(a) 
x-aex r(-, Q) 
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and we obtain: 
1)+ T* (x, Y) = AT (-Q, cx; x) -I BT (-Qý a- x) 
fG 
(ý, sý Y) 
(S)_b+1 
a) a-T 
ds 
0 
where G (x, s; -y) (the Green's function associated to equation (3.49)) is given by: 
91 (x, s; -y) 0<x<s< +oo 
G(x, s; 7) = 
92 (x, s; ry) 0<s<x< +oo 
sW(s) 
T (-ß, a; s)T (-ß, ; x) Q<s<x< +00 
SW (S) 
and the constants A and B have to be chosen in order to satisfy the boundary conditions 
for the function 4Y (y, ry). In particular we can use IF (y, 'y) = yb4* (ay, -y) and the integral 
representation of the function T for large jy, compare Appendix A: 
r ýýý a; x) = IF 
(a) 
exx-(a+Q) 
ll 
+O 
(Ixl_n_1)] 
We have: 
ybT (-)3, a; ay) - Cyb-('+ß) eay 
and in order to have a bounded derivative we need to set A=0. For large jyj, we have 
yb 7. (-/3, a; ay) - ybyi-b Ny 
and the first derivative is bounded as desired 
For small values of y, ybT (-ß, a; ay) tends to 0, whilst yb t (-ß, a; ay), b= b1, 
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behaves like: 
y- 
ör, 
yby1-a = yb+l-a = y1-b- IT 
r _ß 
but we have required Re (-ß) >0 so that the exponent of y is negative and yb T (-Q, o; ay) 
is unbounded as y ---> 0. So we require B=0. 
The expression for the Laplace transform simplifies in: 
Fal (S \-ýs\ 
lp (y, 'Y) =G (ay, s; -Y) 
1 
a) a jI 
1 
ds 
(( )1 f 7T91 (ay, s; 'y) 
(()_b 
- la)- 
b+1 
Tl 
ds y<T 
f 7T92 (ay, s; 7) 
(()_b 
- 
(a)-(b+1) 
T) 
ds+ 
1 fTCy 
Jy 91 
(ay, s; y) 
((! )-b 
-( 
)-(b+1) ds 
Unfortunately, in this case the computation of the Laplace transform can be time 
consuming and so it is preferable to use different methods, such as numerical solution of 
the PDE or Monte Carlo simulation. 
3.4. Example 4: Interest rate models with a square root process 
Let us now consider the square root process for the instantaneous interest rate: 
drt = (a - brt) dt + cvýTdWt (3.50) 
and where we assume that the parameters a, b and a are non-negative. This process has 
been introduced by Feller [35] that studied the existence and uniqueness of the solution, 
compare also Lamberton and Lapeyre [62] pag. 128, and in Ikeda and Watanabe [51], 
pag. 221. Using the Fokker-Planck Kolmogorov equation for the transition density, Feller 
showed that if 2a/a2 > 1, r (t) always remains positive, and if 2a/0,2 < 1, it can reach 
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zero but will never become negative. Shiga and Watanabe [87] showed that the law of 
the process when 4a/a2 is a positive integer is that of the squared norm of the Ornstein- 
Uhlenbeck process. Maghsoodi [72] showed that the above process is a. s. equivalent to 
a time changed lognormal process. Cox, Ingersoll and Ross [20] used this process for the 
description of the dynamics of term structure of interest rates. 
For the present model, it is more convenient to look for the moment generating function 
(Laplace transform) of r and not the Laplace transform with respect to time. Indeed, this 
convenience is due to the linearity of the drift and variance coefficients that give rise to a 
particularly simple form of the mgf. Feller obtained an expression for the mgf applying the 
Laplace transform wrt r to the forward Kolmogorov equation. But it is more convenient to 
follow a procedure based on an idea in Cox, Ingersoll and Ross, compare also Lamberton 
and Lapeyre [62]. 
Let us consider the following quantity: 
/'T 
v (-r, r; -y, µ) :=v (T, r) = Eo, T 
[exp (_rr 
-pJr (s) ds (3.51) 
0 
and then by the Feynman-Kac equation the unique solution v (T, r) satisfies the following 
PDE: 
-V +(a-br)vr+ 
o, 2rvrr=µrv 
v (0, r) = exp (--fr) 
In particular if we set µ=0 in the above PDE, we obtain the Laplace transform 
of r7; if we set ry =0 we obtain the Laplace transform of the quantity f0 r (s) ds; if 
p and 'y are both different from 0 we obtain the Laplace transform of the joint density of 
ýrTý fö r (s) ds). 
In solving the above PDE, we exploit the linearity of the drift and variance coefficients 
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and try a solution of the type: 
(-r, r) =exp(-ao(T; 'Y, p) -r/(T; -y, µ)) (3.52) 
and substituting this expression in the PDE we obtain, compare Appendix D: 
(71- -y, m) = 
ry (2 +b+ (A - b) JA) + 2µ (e"-" T1) (3.53) 
-y(e 1) +A- b+ (b+A)e 
and: 
2 2ýe(ý`+b)T/2 
(T; 7ý µ) = -- 2 in (,, o, 2 (e7A - 1) -b+A+ (b + A) er>, ) 
(3.54) 
where: 
A= b2+2a2µ 
In the following we derive: a) the transition density law for the instantaneous rate rt, 
b) the price of a zcb, c) the Laplace transform wrt to the strike of the price of an option 
on a zcb, d) the Laplace transform wrt to the strike of the price of an option on a spot 
rate, e) the Laplace transform wrt to the strike of the price of an option on the difference 
between spot rates (spread option), e) the Laplace transform wrt the strike of the price of 
an Asian option on the interest rate, f) Asian options on the spread of spot rates, g) we 
describe other possible applications. In deriving the expression for the Laplace transforms, 
it will be very useful to exploit the fact that: 
0'y (T, r; -', µ) 
, g-, n 
anv (T, r; 7, IL) 
aµn 
= (-1)' Eo,,. (r, e-ti'T-"yT) 
= (-l)'Eo,, (y, e-'ý"r-"r) 
We remark that all formulas we will obtain below are applicable also to the case of the 
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Ornstein-Uhlenbeck process and we have to change only the expression for the functions 
V) and0. 
3.4.1. The transition density law of the square root process 
If we set p=0, we obtain the Laplace transform (moment generating function) of r. r : 
Eo, re-"'7- = exp (-ao (-F; -y, 0) - ro (T; 'y, 0)) 
where, using the fact that )A =b>0, for the hypothesis on b: 
(T; 7,0) = 
'yb exp (-rb) 
(1 - exp (-Tb)) -ya2/2 +b 
b 
(_F; Y, 0-2 .2 In «1 - e-b-r) -yo, 2/2 + b) 
and then: 
+oo 
Eo, 
re_ =J e-"ý 
fr, (e' T; r, 0) d4 
0 
= ex 
2a 
in 
b-r 'yb exp (-Tb) 
p 
(0,2 
((1 - e-ý) y,, 2/2 + b) (1 - exp (-Tb)), ya2/2 +b 
2a 
_bä 
lyb exp (--rb) 
((1 - e-ý) ryQ2/2 + b) 
exp -r (1 - exp (-Tb)) -yu2/2 +b 
2a 
_1äy 
exp (- --Tb) (((1_e)a2/(2b)+1)) 
exp 
(-r 
ry (1 - exp (-Tb)) 0,2/ (2b) +1 
(3.55) 
Before finding the inverse, we can investigate the behavior of the density as rT -* 0. 
For this we can exploit the Abelian result that relates the behavior of the original function 
as r. r -* 0 to the behavior of the Laplace transform as ry -+ oo, i. e.: 
Tum 
fTT (rT, T; r, 0) = m7exp(-ac(r; y, 0) -r)(T; 
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In particular we have: 
2a 
1 
lim ry ((1 - e-bT)'Y(T2/ (2b) + 1) 
2a 
exp -r 
'y exp (--rb) 
-y (1 - exp (-Tb)) Q2/ (2b) +1 
;2 exp (--rb) 2a ((1 
- e_ý) u2/ (2b) 
exp -r (1 - exp (-Tb)) Q2/ (2b) 
7 ry 
and then we can conclude that: 
if 
0,2 
<1 lim Irr (r -r; r, 0) = o0 
if ý2 =1 lim fr (r7-, T; r, 0) =C (3.56) rT -+O 
if ý2 >1 limo f (r7-, T; r, 0) =0 
where the finite value c0 is given by: 
C= 
1( 
3.57) 
(1 - e) a2/ (2b) 
e(1 
- exp (-Tb)) 0,2/(2b) 
This result is related to the behavior of the diffusion process near the origin as found by 
Feller [35]. 
In order to find the Inverse Laplace transform of (3.55), it is convenient to define the 
following quantity that does not depend on the Laplace variable 'y: 
L= (1 - exp (-Tb)) cr2/4b 
so that: 
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Eo 
re-ryrT 
2a 
-( 2ryL+1) a2 exp 
(-rexp(-rb) 
2y-L 
) 
2a 
+1) 
a2 exp -r 
eXp2L Tb) 2 
2ryL+11) -( 2ryL 
1 
2a 
l !y-( 
2-yL+l) exp 
(-r exp2LT b (1 
- 2-yL+1 
2a 
-T 
exp(--rb) 1ö/ exp(- rb 1 
=e( 2yL+1) exp Ir 2L 2yL+1) 
= e_Texp2L 
Tb 11 ( 
(y+1/(2L))2L) exp 
(r1 
4L2 (7+1/(2L)) 
) 
Using the following Laplace transform formula: 
xn/2 e-a/-y C 
«a) 
Jn (2 ax) 
ryn+l , 
7L i 
65 
where J7., (x) is the Bessel function of the first kind and of order rt, and exploiting the 
shifting property of the Laplace transform, 
£ (eG (x) 
 x, 'Y) =9('Y+ß) 
then the inverse Laplace transform of Eo,,. e--'''T is given by, setting q= 2a/a2 - 1: 
fr, (rr, T; r, O) 
exp(-rb) 
q/2 
= e-Trl(2L)e-T 2L 
1 
2a expr-r (-rb) Jq 
(2_r 
eX 4L Tb 
rT 
(2L) ö -T 4T 
We note that the quantities - (r, 4L2) / (r exp (-Tb)) and -r exp (-Trb) rT/4L2 are 
negative so that we can write the above expression using the imaginary number i= 
in the following way: 
-(r exp(-Trb)+rr)/(2L) 2 q/2 e 
1-4-q r e_ 
4L 
Tb 
i9I2 J9 
(2irexp(2Tb) 
r (2L) p( )T 
The Laplace transform, in finance 66 
and now we can exploit the relationship between the Bessel function of the first kind of 
order n, Jn (x), with the modified Bessel function of the first kind of order n: 
I, (x) = (-2)'i Jn, (ix) 
where5: 
I (X) = 
()Thj! 
r(q+j+1) 
(X2 14)3 
=1 
Then the expression for the transition density is given by: 
- 
e-(r exp(-Tb) fr -)/(2L) r-r4L2 q/2 lq 2r exp 
(2Tb) 
r 2L r exp (-Tb) (2L) 2 4L T 
i. e.. 
e-(rexp(-Trb)/L+rT/L)/2 r q/2 exp 
r ex 
(-Tb) 
f (ri, T; r, 0) = 2L ( Tb 
I9 2 
4L2 rT P(- ) 
and we can compare with the same expression as in OR, eq. 18, pag. 391-2, where it has 
been used the following notation: 
c=1; ýc = cre_Ar; v= 
rTq 
= 
2a 
-1 2L 2L; - 0,2 
Finally, we remark that the probability density function of a noncentral X2 r. v. with v 
degrees of freedom and noncentrality parameter 6 is given by, compare Johnson and Kotz 
[57], pag. 133: 
e- b+x2 
(v-2)14 
>0 x fX2 X; v, S)= ( )l 2 
(S I ý (v-z)/2 
( Sx) 
3 
5For an integral representation of the Bessel function compare Hochstadt [46] pag. 210. 
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and then comparing with the transition density law of rT we can conclude that rT/L has 
a rioncentral X2 density law with 2q +2 degrees of freedom and noncentrality parameter 
r exp (--rb) IL. 
3.4.2. Pricing of a zero-coupon bond 
From the expression of the double Laplace transform, we can obtain at no cost the price 
of a zero-coupon bond with residual life 'r. Indeed this price is given by: 
Eo 
r 
(e- fo r(s)dsl 
where the expected value is calculated under the risk-neutral measures. Comparing with 
the expression of the double Laplace transform, the price of the zcb is obtained setting 
ry =0 and µ=1, so that it is given by: 
v (-r, r; 0,1) = exp (-ao (rr; 0,1) - rý) (T; 0,1)) 
where 0 (T; 0,1) and 0 (T; 0,1) are obtained from 3.54 and 3.53: 
2 (exp (-r\) - 1) (3.58) 
A -b+(b+A)exp(rr, \) 
2 2, \eý t+b)nI2 
(T; 0,1) =-0,2 In (-b +A+ (b + A) erÄ) 
(3.59) 
= b2 + 20,2 (3.60) 
6 We have assumed that the process for the instantaneous interest rate in equation 3.50 is given under 
the risk-neutral measure. 
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3.4.3. Pricing of options on zcb 
The payoff of the option with residual life rr1 on a zcb with residual life T2,7-2 > 7-17 is 
given by: 
(v (T2 
- Ti, TTl; O' 1) _ 
k) 
and the price is given by: 
Eo - fö 1 r(s)ds 
'r e 
(v(T2--ri, r, 1; 
0,1)-k)+ 
l 
Unfortunately, within the stochastic interest framework, it is difficult to apply directly 
the risk-neutral argument, because the stochastic discount factor is correlated with the 
payoff function, and directly evaluating the expectation of the discount factor and the 
payoff function can be a difficult task on the analytical side. We can follow different ways: 
a) To use the so-called change of measure where the numeraire is the zcb with same 
residual life as the option. In this case if we know the dynamics of the interest rate under 
the forward measure, i. e. the measure which make date Ti forward prices martingales, 
then the option price can be expressed as: 
(v(r2-Ti, rT ; 0,1)-k) (3.61) 
v(Tl -Ti, rr1; 
0,1) 
and where v (0, r) = 1. In this way, instead of computing an expected value of a discounted 
payoff, we can compute the present value of an expected payoff. The computation of the 
expected value under the forward measure is solved once we have recovered the dynamics 
of the interest rate under the forward measure and this can be accomplished using the 
results in Jamshidian [55], pag. 115 or the "separation theorem" in Longstaff [69], pagg. 
102-3. These results allow us to write the value of the contingent claim as above in equation 
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(3.61) and obtain the dynamics of r under the T1 forward measure: 
dr= (a- (b+0,2z/ß(, r1; 0,1))r)dt+a/dW 
Using the result on the distribution of r under the risk-neutral measure, we can remark 
that the change of measure has only changed the coefficient of r in the drift, whilst the 
volatility term is not changed. If we repeat the same procedure as in the case of the risk- 
neutral measure, it can be proved, compare the appendix in Jamshidian [55] or Longstaff 
[69], that the distribution of rT under the 7-1 measure is again related to the noncentral Y2 
distribution with the same degrees of freedom, but a different non-centrality parameter. 
The price of the option on zcb can be expressed in terms of the noncentral X2 distribution, 
and different approximations to the noncentral X2 have been suggested. A review can be 
found in Johnson and Kotz [57], chapter 28, where can also be found a particularly good 
approximation derived by Sankaran [83]. Compare also Schroder [85] for applications to 
option pricing problems. 
b) Once we have observed that v (r2 - Ti, rTl; 0,1) can be expressed as deterministic 
function of rT1, we can obtain from the expression for the double Laplace transform of 
fö 1r (s) ds and rTl, using the numerical inversion, their joint density and then integrate 
it over the payoff. This task can be time-consuming because we need to call the Laplace 
inversion routine as many times as the number of points at which we want the joint density. 
A possibility, that we do not explore, can be to exploit the efficiency of the Fast Fourier 
transform. 
c) Instead of computing trough inversion the joint density and then integrate over the 
payoff, we can follow the following strategy. Let us write the option price as expected 
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value of the discounted payoff: 
Eo, T 
(e_(T2_n1 (e_ f r(s)dsio, 1)-Trl'0(r2-T1io, 1) 
- 
k)+ 
//'+00 
r+0 
. /" e-x 
/ 
(e_(T2_n1; 01)_(T2_n1; 01) 
-k+ 
) 
(xö) dydx 
J0o 
+00 
/ L 
e-x 
ly* 
e-¢Cp(T2-T1, o, 1)-Ylk(T2-"r1; 0 1) - k) f 
(x, y) dydx 
0 
k) 
where f (x, y) is the joint density when (j 1r (s) ds = x; rT, = y) and y* is given by: 
ý* -- 
acb (T2 - 7-1; 0,1) + log k 
? /' (T2 - Tl; 0,1) 
Now let us consider the Laplace transform of the option price wrt y* : 
Jo e-ryy' 
/+oo e-x /t (e-ao(T2-711 0,1)_Y 
(T2-T1io, 1) - k) f (x, y) dydxdy* 
= f+()0 e- Xýf (fy00 e-ryy' 
dy*) (e-ao(T2-T1, o, 1)-Y1b(T2-T1; O 1) 
- k) 
f (x, y) dxdy 
fo 0o e-x (30 e 
--y l 
71 /e _ao(T2-T1, ß, 1)-yý(T2-T1; O, l) J- 
k) f (x, y) dxdy 
g-a0(T2-T1+0,1) Eo, 
T 
[e_f1 
T(S)týS-(Y+ (T2-Tli0, l))TT1 
J1- 
ryý/'O', 
r 
Ie- f0 1 T(S)ds-'yr, 1 
1 
, v, 
and we can substitute in the last row the expression of the double Laplace transform that 
we have defined in equation (3.52), so we obtain the expression for the Laplace transform 
wrt to y* of the price of the call option on a zcb: 
e-Qý(T 
2 -T 1 ; O, 1) 1ý 
ry 
v(T) r; 'y+0(T2 -Ti; 0,1), 1) - ýv(T, r; ry, 1) (3.62) 
The analytical inversion can be done using the convolution property of the Laplace 
transform and the quantity 
G-1 (v (T, r; y, 1) ; 'Y - y) 
can be found analytically in a similar way to the previous section. If we do the inversion 
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numerically, it is convenient to invert directly the expression (3.62) avoiding the compu- 
tation of the integrals coming from the convolution. 
3.4.4. Pricing of options on spot rates 
Following the strategy described above, we can easily obtain the Laplace transform of the 
price of options on spot rates of maturity w. Indeed in the CIR model, the spot rate with 
residual life w, R (T, -r + w) is linear in rT: 
R(T, -r+w) = a0(w; 
0,1) 
+r(T) 
ß(w; 0,1) 
ww 
so that: 
(R (r, T+ w) - K)+ 
= 
(aj, 01) +r(T)owwp, l -Kl+ 
= 
(w; O, 1) (r (r) - K*)+ w 
where K* _ '(; o 1) 
(K-a O ww0'1 The price of the option is obtained by: 
e- ' (x - K*)+ f (x, y) dxdy 
0 
J o 
f 
e- 
" 
y (x - K*)+ f (x, y) dxdy 
and considering the Laplace transform wrt K*, after some algebra, we obtain: 
fo e-ryK fo fx* e-y (x - K*)+ f (x, y) dxdydK* 
00 
JO 
/'00 
JO 
e-y-'7 
_____ xJ 
(X, y/ + 
e-y-7x_ -7__ ( 
-'Y 7 
f (x, y/ 
I dxdy J 
= 10 
fp (xf (x, y) e-y-rye-e_y f (x, 2J)ý dxdy 
i av( äý; C, l 1T 
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where we have exploited the fact that: 
av(T, r; 'y, µ) 
= -Ep r 
(re-7TT-µYT) 
a-y 
The inversion of the above expression is given by: 
av( a; C, 1) - K*v (rr, r; 0,1) + G-1 
(iv (r, r; 'Y, 1)) ,2 ý=o 
72 
- a( ý_o -K 
*v (r, r; 0,1) + fo (K - r, ) .C 
(v (T, r; Yý 1) ;Y -' ) dý 
On the numerical side it is convenient to invert the expression V (T, r; -y, 1) /-y2 directly 
and to avoid the computation of the integral. 
3.4.5. Pricing of options on the spread of spot rates 
Using the results of previous section, we can easily find an expression for the Laplace 
transform wrt the strike of a spread option, i. e. an option on the difference of spot rates. 
The payoff at time T, is given by: 
ýR(T, T+wl) - 
R(T, T +w2))+ 
and exploiting the linearity of the spot rates respect to the instantaneous interest rate, we 
have: 
a0(w1; 
0,1) 
+r(7)'P(w1; 
0,1) 
-a0(w2; 
0 1) 
_r(T) 
ß(w2; 0,1) + 
wl Wi W2 W2 
=r (T) 
(w1; 0,1) 0 (w2; 0,1) 
+a0 
(w1; 0,1) 0 (w2; 0,1) + 
wl w2 Wl W2 
= 1lI (r (T) - K)+ 
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i. e. a spread option is equivalent, in the CIR model, to AI options on the instantaneous 
interest rate r (T) with strike K, where: 
M= 
((wl; O1) 01 1) 
Wi W2 
K=a 
(c5(w2; O1) 
_ 
O(wi; 0,1) 
W2 wl 
The Laplace transform wrt the strike can be easily obtained using the same procedure 
as in previous section. 
3.4.6. Pricing of interest rate Asian options 
This kind of contract has been studied by Longstaff [70] in the case of a Vasicek model for 
the interest rate and by Leblanc and Scaillet [64] and Chacko and Das [13] in the case of 
the CIR model. For an Asian option on the interest rate, the payoff is given by: 
1 rT 
-J r(s)ds-k T0 
and then the price is (setting yT = for r (s) ds): 
Eo, 
T 
(e-yT (yr 
- 
kT)+) 
Let us take the Laplace transform wrt the strike K= k-r : 
e -Eo(e-T (OJT - K)) 
00 00 
f°° 
r 
_f e-µx J e-y 
(y 
- 
K)+ fyr (y) dydK 
00 
ee(y - K) f(y) dydK 
fK 
= 
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and changing the integration order, we obtain: 
_ CX) ýr 
e-y Jy e-µKydK fyT (y) dy - 
f"o 
e-y 
Jo 
0y 
e-µKKdK fyT (y) dýJ 
00- 
00 j- e-{'y °° (e_PY[LY + e-' -j J e-y yfyT (y) dy +f e-y µ2 fyT (y) dy oµ0 
=- 
100 
e-yyfyT (y) dy +J2 
(e-(µ+1)y 
- e-1) fy, (y) dy µo 
and then the Laplace transform wrt K= In'r of the price of the Asian option is given by: 
Tf0 e-pKEü, T 
(e-Yr (yr - K)+) dK 
(3.63) 
1-1 ay(T, r; O, C) 
I1 
7 a( 
{-v (T, r; 0, + 1) -v (T, r; 0,1) 
and where we have used the expression for the Laplace transform (mgf) of yT : 
v (T, r; 0, µ) = Eo, re-9 
fo T(s)ds 
Note that in order to find the price of the Asian option we have to invert numerically 
only the term v ('r, r; 0, µ+ 1) /µ2, for the fact that: 
L_1 
1 
µ 
av(-r, r; 0, () + 21v (7-, r; 0,1) = 
(=1 it 
öv (T, r; 0, () K-rv (T, r; 0,1) 
In the above expressions there appears the first derivative of the mgf of y,. In this 
way, instead of having to invert the Laplace transform v (r, T; 0, p) for obtaining the density 
function and then integrating it over quantity ye-y, we can calculate the first derivative 
of the mgf of y, analytically using packages like Mathematica or Maple or numerically 
through the use of the Cauchy integral formula. Instead, Leblanc and Scaillet [64] solve 
for the Laplace transform, invert numerically it and then integrate over the desired payoff. 
In this way they have also the problem of checking for the positivity of the density and 
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for the fact that the area under the density is equal to 1. Chacko and Das [13] solve 
for the price of binary Asian options and then express the formula for the Asian call as 
sum of Asian binary calls at ascending strikes. Moreover they use Fourier inversion. Our 
expression is clearly more immediate and simpler to calculate. 
The expression for the Laplace transform can be easily generalised to consider Asian 
options on spot rates with maturity w. Indeed: 
(Tfo R (s, s+ w) ds - K)+ 
= 
(T f0 TI ao ww0,1 +r (s) 
O(W; O, l) ds - K)+ 
(a«, 01) + w; o, l Trs ds - K+ 
+ - ? '(w; 0,1 (fr(s)ds_ K) 
where 
WIT 0 (w; 0,1) K_ (w; 0,1) 
K-a 
w 
(3.64) 
So that for obtaining the price of an Asian option on the spot rate with maturity w, we 
can multiply by * (w; 0,1) /wT the price of an Asian option on the instantaneous interest 
rate with strike K. 
3.4.7. Pricing of Asian options on the spread 
An immediate and very simple generalization is to the case of the spread of time averages 
of spot rates. The payoff is given by: 
1 fT 
(fT 
The Laplace transform in finance 66 
and by the linearity of the spot rates in the instantaneous interest rate, we can express it 
as: 
=1 
(for (a_(w; o, l) +r (s) V)(i; o, l) ds - fo 
(a 16(W2; 071) +r (s)'(w2; o, 1)1 dsl+ 11 W2 W2 
=M 
(fr(s)ds_ k) 
where 
M=1 
('iI, (wi; O1) 
_ 
ý) (W2.011) 
Wl W2 
W2 wl / \_(w2; 
0,1 
- 
w1; 0,1 
K=- 
w2 01 
aT 
((w1; O1) wl w2 
The expression of the Laplace transform wrt K can be easily obtained from (3.63). 
3.4.8. Other applications and extensions 
Other applications of the Laplace transform to interest rate models can be found in Cath- 
cart [12], where it is discussed the pricing of floating rate instruments with various con- 
tractual features. The numerical routine for the inversion used by the author is based 
on the Gaussian quadrature formula as discussed in Piessens [79]. Respect to the cases 
discussed in the previous sections, Cathcart uses the Laplace transform wrt time and not 
the moment generating function. This way of proceeding is related to the determination 
of the resolvent kernel as discussed for barrier options. Duffie et al. [30] provides an ana- 
lytical treatment of option valuation in the affine jump-diffusion model through analysis 
of various Fourier-like transforms of functionals of the state process, extending results in 
Chen and Scott [14]. 
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3.5. Example 5: Occupation Time 
Hurdle or range derivatives are contracts whose payoff depends on the time spent by 
some index (stock index, interest rate or exchange rate) below a predetermined level. The 
structure of the payoff is common to FX range floaters, step and boost options as described 
in Hull [50], Pechtl [77], Hugonnier [47], Linetsky [66], Turnbull[97] and Bregagnolio[10]. 
Chesney et al. [16] and [17] have used the LT technique to solve the pricing problem for 
the Parisian option. In this case the owner of an up-and-out Parisian option loses if the 
stock price reaches a level L and remains constantly above this level for a time interval 
longer than D. 
In order to calculate the density of the occupation time, we can observe that the 
time spent below the level u by the GBM with instantaneous drift r and volatility a is 
the same as the time spent below the level U= In (u) /a by an Arithmetic Brownian 
Motion with drift 6 =- 
(r 
- 
2) /Q, diffusion coefficient unitary and starting at the level 
z= in (x) /a. The distribution of the occupation time when 6=0 has been found by 
Levy [65] and is known as arc-sine law. In the case 6 0, using the Feynman-Kac formula 
Akahori [5] provided for the first time the distribution of the occupation time but in 
the form of a double integral. Takacs [93], using a random walk approach, has given a 
simpler expression. We provide now the same expression as in [93], but solving again the 
Feynman-Kac formula. 
Other interesting results can be found in Dassios [24] and in Embrechts et al. [34]. 
Hugonnier [47] and Linetsky [66] have found, using again the Laplace transform technique, 
the joint density of the Arithmetic Brownian Motion and of the Occupation time. They 
simplify the expressions that can be found in Borodin and Salminen, pag. 204-5, equations 
1.5.8,1.5.8. (1) and 1.5.8. (2). 
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We define the occupation time of the ABM in the time interval [0, r] as: 
ds"W x Yom U, r =fT 1(6, +w, () <u) o= (3.65) 
where 1(A) is the indicator function of the set A. We have the following result: 
Theorem 3.1. : The density function for the time spent below the level U=(ln u) /a by 
a Arithmetic Brownian Motion starting at the level z= (in x) /aa, with drift 60 and 
diffusion coefficient unitary, is, for 0<y< -r, given by: 
Pro,,, (Yo,., (u, r) E dy) 
y 1(x>u) 
ýy -b 
Erfc 
f 
ý 
r( ll z 
1 l\ö 
1n-+6(T-y)J/ 
Xe T-y +b e-26In ü Erfc 
ö In ü-b(T-y) dy 0 
r(r-y) 2(T-y) 
b Erfc -b 1(x<u) N/-y) 
+ 
2 
1Q 
In .k -6y 
x e- y_6 e+2b 
In 2 Erfc dy 
(h1n+ 
V/Sy 
) 
Moreover, we have: 
(3.66) 
1ö In +6-r _26 In =ö 
In ü -6-T Pro,., (Yo, 
-- 
(u, T) = 0) = 1ýx>, ý) 
[1 
-2 
(E( 
2T 
)+eu Erfc ( 
2T 
))] 
1 In 
X -bz 26 In uö Pro, (Yo, (u, )= -r) = 1(x<u) 
[1 
- 
(Erfc () 
+e Erfc 
(1n+r))] 
where Erfc (x) = 2ý (-/x) = 
(2 f: °° e-w2dw) /V6-4. 
We can easily obtain the density of the occupation time in the case of zero drift setting 
6=0 in the above theorem. In the case x=u, we obtain the famous arc-sine law 
Corollary 3.2. The density function for the time spent below the level U =(In u) /a by a 
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Standard Brownian Motion starting at the level z= (In x) /a is, -for 
0<y< -r, given bY: 
Pro, (Yo,., (u, T) E dy) _ 
1 
öln 2 
eu 
1(ý>u) e dy 
y(T-y) 
1(x=u) 1 
y(T_y) 
dy 
1Q 
In x -6 
2 
1(x<u) e 
y(ry y) 
dy 
Moreover, we have: 
1Inu 
Pro,., (Yo,., (u, -r) = 0) = 1(x>u) 
[i 
- Erfc 
( 
27- 
) 
1 In u 
Pro,., (Yo,, ý(u, T) = T) = 1(x<u) 
[1 
- Erfc 
(a 
27 x 
)] 
4 
(3. G 7) 
The result in the corollary can be checked with Borodin and Salminen [9], pag. 133, 
equation 1.5.4. 
If we consider an ABM starting at x, with drift 6 and diffusion coefficient unitary, and 
the barrier is set at the level u, then the mgf of the r. v. Yo, x (u, T): 
v (T, x) =v 
(r, x; u) = Eo, x 
[e-µY(u T )] 
= fö e-1 ' Pro,., (Y (u, r) E dy) +1x Pro,., [Y (u, -r) = 0] + e-µ7' x Pro,., [Y (u, 'r) = -r], 
(3.68) 
satisfies, by the Feynman-Kac formula, the equation: 
- 
av (T, X) +1 a2v 2T, 
x) + 6Ov (T, x) µ - l(x<U)v (T, X) = 0; T>0 (3.69) 197 2 02X ax 
with initial condition: 
v (0, x) =1 (3.70) 
The Laplace transform in finance 
and boundary conditions: 
ýS () 
v (-r, +oo) =1 (3.71) 
v (-r, -oo) = e-T (3.72) 
The first condition is due to the fact that if x, +oo, then the time spent below the level 
u will be zero. Viceversa if x --+ -oo, then the time spent below the level u will be equal 
to T with probability 1. We observe that if x>u: 
Pro, x 
(Yoý (u, T) = 0) 
=Pro,.,: inf Ss+W(s)>v, O<s<r 
1 -2i (x-u) x-u-br 
-1-[2 Erfc 
(x_u+i5r" +2 Eric 
( 
2T 
) 
and: 
Pro,., (Yo,, ý = 'r) 
= Pro, - sup 68+W(S) <u O<s<T 
=1-E1 
Erfc 
1 
U-X-6T + e26(u-x) Erfc (u-x+mT 2 2r 2 2T 
)J 
where we have used [9], formula 1.2.4 page 198 and formula 1.1.4 page 197. 
In appendix E, equation (E. 10), we obtain the expression for the Laplace transform 
wrt rr of the characteristic function: 
e 
1(x>u) L (Pro, xc(u; +, ) 
(Y (u, -r) = 0» + 
V/2-(X - u) - au 
v2 vr2 
£ (-F, x) ; -F --+ -y) = 
1(x<u) (e-I" x Pro, xc(-; u) 
(Y (ur) =, r» + e-vr-y-+; 
ivr2-(u-x)-cu 
+ 
-ý-72- 
) (, /--y -+P - -- 
) 
%72 
(3.73) 
Fýrom the above expression, we obtain the double Laplace transform of the distribution 
function Pro, 
_, 
(YO,, E dy) when 0<y <T. Its expression can be then obtained through 
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analytical inversion. Indeed we have: 
fo e--YT fo e-l"y Pro,., (Y (u, T) E dy) d-r 
e-ýý(x-u)-mau 
e-v/2(u-x)-au 1(x<u) 
(ý+ )( 
ry+µ ý) 
We observe that: 
(x-u)-au 
vý-2 l 
e-ýf--y v72 (x-u)-mau 
fF- 
V2 v/2 
e-ctu e-ý(x-'") 
_ae2 
(x-u) 
v' -2 
) 
and similarly: 
e- ry 
ýµf(u-x)-au 
(ý+ )( y+ý- ) 
e-. /+µß(u-X)-mau 7+l1- f+ f 
\ v5+ X11 ry+µ 
ý21 ry+µ 
e-au e- 2(+µ)(u-x) a e- 2( r+µ)(u-x) 
Vri 7+Ec 
rý+7) +()) 
Using the Laplace transform in lines 7,9 and 10 in the table of Laplace transform in 
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section 2, we obtain: 
fo e-ýy Pro, ýE(ý; +oo) 
(Y (u, T) E dy) 
gý1(X_U)_ a2r 2 -09 
(1+'e0 
Erfe 
(- 
ce 
ýe2 
e fo' e 
viro %72- 
2 
2(7--0) 22( 
+ X-U X 
(e-" 
ce - 
0) 
2 '-0)+(x-u) Erfc a d0 V2 
%/2 0) N/ý 
2 0) 
f07, Erfc 
(-aý2» 
%F2 
, T, u) 
2 
0,2 
X 
(e 
=e +2a('-u) Erfc ce 
/7--0 
+ X-U d0 72 2 
ý/2 
-(-r- 0) 
and setting a= -6, we obtain expression (3.66) for x>u in theorem above, where x and 
u have been substituted by In x and In u. When x<u we get the same expression as for 
x>u where x-u has been substituted by u-x and a by -a. 
The price of derivative contracts depending on Y (u, T) is obtained calculating the 
relevant expected value. 
4. The numerical inversion 
" The inversion of the Laplace transform is well known to be an ill-conditioned problem. 
Numerical inversion is an unstable process and the difficulties often show up as being 
highly sensitive to round-off errors", Kwok and Barthez [61]; 
"The standard inversion formula is a contour integral, not a calculable expression 
These methods provide convergent sequences rather than formal algorithms; they are dif- 
ficult to implement (many involve solving large, ill-conditioned systems of linear equations 
or analytically obtaining high-order derivatives of the transform) and none includes ex- 
plicit, numerically computable bounds on error and computational effort", Platzman et 
al. [80]. 
Is it really worth to use the Laplace transform method for solving all the previous 
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described problems, when the numerical inversion seems to be considered difficult7? 
Although we have found the same criticism in many other papers, the aim of this 
section is to illustrate how we can use very simple numerical procedures for inverting 
the Laplace transform. The general opinion that the inversion of the Laplace transform 
is an ill-conditioned problem 8 is due to one of the first tentatives of inversion that were 
based on quadrature techniques to approximate the integral defining the (forward) Laplace 
transform f ('y) of a function F (-r) : 
f (Y) =J 
+00 
e-^"T F (-r) d-r 
0 
(4.1) 
Among these methods one the most well-known was proposed by Bellman et al. [7] 
that, using the quadrature approach, reduced the solution of the integral equation above 
to that of the solution of a system of linear algebraic equations, obtaining an approximate 
expression of the type: 
/'ßo0 JO 
1 
J e-7T F (-r) dr = tý"-1 F (- logt) dt = 0 
N 
wixi Y-1 F (- log xi) 
i=1 
where wi and xi are the weights attached to the points xi at which xF (x) is to be 
evaluated9. Letting -y assume N different values, the (4.1) yields a linear system of N 
equations in the N unknowns g (xi) ,g 
(xi) =F (- log xi): 
N 
wixikg (xi) f (k); k 
7 We have found the above quotations in Abate and Whitt [3]. 
8 The concept of well-posedness was introduced by Hadamard and, simply stated, it means that a well- 
posed problem should have a solution, that this solution should be unique and that it should depend 
continuously on the problem's data. The first two requirements are minimal requirements for a reasonable 
problem, and the last ensures that perturbations, such errors in measurement, should not unduly affect 
the solution. For greater details compare Gust, afsson and al. [431. 
91n particular the points are determined by the zeros of Legendre polynomials. 
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The inversion is then very simple and fast, but Bellman et al. give several examples 
of unstable oscillatory behavior due to the fact that the matrix 1wix kj is ill-conditioned i 
and this problem rapidly worsens as N increases. For the common situation of discretelv 
sampled data over the real line, this approach requires a balance between the resolution of 
the recovered solutions, as determined by N, and the worsening numerical stability of the 
system. Therefore, if a high degree of accuracy is desired, the calculation must be carried 
out in multiple precision. 
As explained clearly in Craig and Thompson [22], the ill-conditioning of the above in- 
version is common to all numerical routines that discretize the forward Laplace transform 
on the real line. The exponential kernel smooths out functions, and even takes noncon- 
tinuous functions into smooth transforms, so that the linear system cannot be solved 
with accuracy for arbitrary original functions. The "exponential filtering" property of the 
Laplace kernel allows only logarithmic improvements in recovery with increases in data 
accuracy. The underlying instability is then reflected in the poor conditioning of the result- 
ing linear system and reliable inversions cannot be guaranteed even for machine- accurate 
data. These problems have given the idea that the Laplace inversion is not stable under 
reasonable perturbations. 
Something similar occurs when we have the problem of numerically differentiating 
data. In this case the forward operation is the smoothing operation of integration, whilst 
the inverse problem is the differentiation one. If we do not have a closed analytic form 
for the function to be differentiated, the operation can be very inaccurate. If the function 
has a closed analytic form, the numerical differentiation can be improved greatly if done 
numerically on the complex plane using the Cauchy-Goursat theorem instead that only 
on the real line. 
Similarly, the instability in the Laplace inversion can be in large part avoided when the 
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image function is known as a closed analytic function in the complex plane. In this case 
instead of discretizing the forward Laplace transform we can compute the original function 
from values of the transform in the complex plane, i. e. operate the inversion using the 
Bromwich contour integral. In this way the inversion problem can be stabilized, although 
we can always encounter some difficulty in treating functions with spikes and poles. The 
different approach of inverting the Laplace transform on the real axis or on the complex 
plane is illustrated in Figure 3. 
Letting the contour by any vertical line -ý =a such that f (-ý) has no singularities on 
or to the right of it, the original function F (r) is given by the inversion formula: 
Ja- 
a+eryTf 
('Y)d'Y 
ioo 
(4.2) 
where i= Vý---I. Alternatively, setting a+iu =7 and exploiting the fact that Im ((f (a + iu))) = 
- Im ((f (a - iu))): 
Fe 
ar foo 
[Re (f (a + iu)) cos uh - Im ((f (a + iu))) sin uh] du (4.3) 7r 0 
Equations (4.2) and (4.3) can be replaced by the cosine and sine transform pairs: 
Re (f (a+iu)) (4.4) 
+00 
= ear 
10 
F (T) cos (uh) dh 
F 
2e +C)o 
Re (f (a + iu)) cos (uT) du 
7r 
fo 
and: 
Im (f (a + iu)) 
+0o 
-eaT 
J 
0 
c (r, q) sin (uT) d-r 
2e a-r +oo Re (f (a + iu)) sin (u-r) du 
7r 
10 
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Figure 4.1: Sample points for the inversion with the Fourier series method using the Bromwich contour 
and sampla point for the inversion on the real axis using the definition of Laplace transforn. 
4.1. Unidimensional inversion 
In Davies and Martin [25] it can be found a review and a comparison of many numeri- 
cal techniques available through 1979. More recently Duffy [31] compares three popular 
methods to numerically invert the Laplace transformio. 
The choice that we have done regarding which methods to use were due to the multi- 
dimensional inversion problem related to the pricing of corridor options studied in another 
chapter of the present thesis. In the literature the multidimensional inversion has been 
very rarely studied and indeed we have found very few references. The only unidimensional 
methods with a straightforward extension to the multidimensional case were the Fourier 
series and the Pad6 approximant methods. Moreover, both methods required very little 
computational effort in their implementation and, of greater importance, they gave very 
"The methods examined in Duffy are a) the Crump inversion method based on a straightforward appli- 
cation of the trapezoidal rule to Bromwich's integral; b) the Weeks method that integrates the Bromwich's 
integral by using Laguerre polynomials; c) the Talbot method that deforms the Bromwich's contour so 
that it begins and ends in the third and second quadrant of the -y-plane. If the locations of the singularities 
are known, this scheme may provide accurate results at minimal computational expense. 
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sficcessfully results. Then we have tried their application to the simple unidimensional 
inversion case, a very strange path indeed. It is however our intention to complete a more 
extensive study including other inversion methods, such as the Talbot [94] and the Weeks' 
method [102], that in the Duffy review appear very promising". However, note that their 
implementation is more involved, because they require the user to provide a numerical 
value for some parameters and there is no automatic procedure or theoretical estimates 
for their computation. In particular, we have tried some preliminary tests with the Week- 
s's methods and its accuracy resulted to be very high when applied to the inversion of 
the Black-Scholes formula. But when we have tried other problems, such as Asian options 
and barrier options we encountered great difficulties in finding a good setting for the free 
parameters. So it is our intention to do much more research on this in future. At this 
regard, a recent paper by Weideman. [103] seems to give more insights about the choice of 
the free parameters. Interesting extensions can be found in several other works, compare 
Abate et al. [1], and Garbow et al. [38], [39]. 
The Fourier series method is essentially a trapezoidal rule approximation to (4.3) or 
to (4.4). An essential feature of this method is that an expression for the error in the 
computed inverse transform is available which allows one to control the maximum error in 
the inversion technique. Since the trapezoidal rule is a quite simple integration procedure, 
its use can appear surprising. It turns out to be surprisingly effective in this context 
with periodic and oscillating integrands, because the errors tend to cancel. In particular, 
it turns out to be better than familiar alternatives such as Simpson's rule for inversion 
integrals. The third proposed method is based on the Pad6 approximant of the exponential 
function appearing in the Bromwich integral. The algorithm is very simple to implement, 
1 'A real advantage of the Week's method respect to other methods is that it return an explicit form of 
the approximate solution. Consequently, if the inverse is desired at many values of t, these extra values 
can be obtained at little additional cost because most of the computational cost is spent in calculating the 
coefficients of the Laguerre expansions. In the other methods, we need to restart for each value of T. 
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although the control of the error is not so clear as for the other two methods. 
4.1.1. The Fourier series method 
Two of the most well-known Fourier series methods are due to Dubner and Abate, succes- 
sively improved by Abate and Whitt, and to Crump. The underlying idea of the method 
is to discretize the Bromwich integral using the trapezoidal rule. Then the inversion is 
given as a sum of infinite terms. The two methods then differ in the use of an accelerating 
sequence (Euler and epsilon algorithm) for improving the convergence of the series that 
can be computed with great accuracy with a limited number of terms (in many of the ex- 
amples studied in the present work no more than 30. This allows to perform the inversion 
at a reduced cost and with a very low computational time (in the examples usually less 
than 1"). 
The Abate-Whitt inversion formula This algorithm has been proposed by Dubner 
and Abate [29] and discussed in greater detail in Abate and Whitt [3]. It consists in 
applying the trapezoidal rule with interval size equal to A to the expression in (4.4), so 
considering only Re[F We obtain: 
Ac a-r 2Aea-r 00 
F (7-) -- FAD' 
(T) 
= Re (f (a)) +T Re (f (a + ikA)) cos (kAT) 7r 7r 
k=l 
We can eliminate the cosine terms and obtain an alternating series by letting A= 7r/2-r 
and setting at the same time a= A/2T, we obtain: 
eA/2 A Fo A (T) 
2T 
Re f 
2T 
+ 
00 A/2 
E (_, )k Re 
(f (A+2k7ri 
T 2T 
k=l 
(4.5) 
which is (21) of Dubner and Abate [291. 
The choice of A has to be made in such a way that a falls at the right of the real part 
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of all the singularities 6f the function f (^ý). In Abate and Whitt [3], pag. 30, is discussed 
how the value of A is chosen in order to control the discretization error 12 
_ 
FDA Ed = 
JF(T) 
A 
that, assuming that IF (7) 1<M, is given by 
-A 
Ed <M i-- A ý- 
Me 
so that we should set A large in order to make Ed small: in order to obtain a discretiza- 
tion error less than 10-6, we can set A=6 InlO. However, increasing A can make the 
inversion (4.5) harder to calculate requiring higher precision to avoid roundoff errors. 
Thus A should not be chosen too large. 1n the numerical examples we have seen that 
a very good choice is to set A= 18.4 as suggested in Abate and Whitt. Figure 4.2 il- 
lustrates the behavior of the difference between the analytical Black-Scholes price and 
the inverse of the option as function of A. If we increase A too much we can incur in 
round-off errors and the inversion can give results completely inaccurate. For the exam- 
ple in Figure, the optimal value of A results to be near 25, although also with A=18.4 
we obtain a five-digits accuracy (BS price= 5.28326898765, AW(A=: 25)=5.28326898815, 
AW(A=18.4)=5.28326913124, AW(A=55)=5.28270626068). 
The remaining problem consists in computing the infinite sum in (4.5). If the term 
Re (f (A+2k7ri)) has a constant sign for all k, it can be convenient to consider an accelera- 27- 
ting algorithm for alternating series and Euler summation is one of the more elementary 
12 The discretization error is obtained approximating the given function by a periodic function that can 
be represented by its Fourier series (aliasing). This explains the name Fourier-series method. Then it 
can be shown that this representation is just the trapezoidal rule approximation applied to the inversion 
integral, and comparing the two expressions we obtain an explicit expression for the discretization error 
associated with the trapezoidal rule approximation. Compare Abate and Whitt [3], pagg. 22 and following. 
The same idea is used for obtaininig a bound for the discretization error in the Crump inversion method. 
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Figure 4.2: In figure we have represented 10000*( difference between the BS price and the numerical 
inversion of the Laplace transform), compare example 2, as function of A. Increasing A the difference can 
be made very small, but then we start to incurr in numerical problems. The inversion has been done 
using the Dubner Abate numerical inversion with the Euler algorithm, setting n=35, n+m+1=47. The 
parameters are spot price=100, strike=100, time to maturity=1 yr, volatility=0.05, interest rate=0.05. 
acceleration techniques. Abate and Whitt suggests its use primarily for its simplicity and 
because, for practical purposes, it seems to provide adequate computational efficiency. We 
describe it in next section. 
The Euler algorithm. For the series in (4.5) it is natural to apply an alternative method 
of summation well suited for alternating series. This approach was originally proposed by 
Simon, Stroot and Weiss [89] and consists in applying Euler summation. Practically the 
final result is a weighted average of the last m partial sums by a binomial probability 
distribution with parameters ni and p= 1/2. In particular if we apply the Euler surn to 
in terms after an initial n terms, then the Euler sum" E (7, m, n), as a function of n and 
m, gives: 
DA (7-) 
(m) 
2-'Sn+k (7) FA E (T, m, n) = Y- k 
(4.6) 
k=O 
where s, (T) is the nth partial sum: 
e A/2 + 
A/2 nf (A+2k7ri» 
Sn (T) = 
27- 
Re 
27- TZ 
(_, )k Re 
(2 
-r 
(4.7) 
k=l 
An alternative way of expressing the Euler surn is through the difference operator A. 
13 For details on the Euler surn compare Press and al. ý81] pag. 167, and Abate and Whitt [31, pag. 46. 
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With f a, :n> 11 being a sequence, let Aan = a,,, +, - a, and let Ak be the k-fold iterate. 
If we have an alternating series for which the kth terms is (_, )k ak, ak > 0, then (4-6) is 
equivalent to the more conventional definition: 
m-1 
(-F, m, n) = Sn (T) + (_I)n+l 
Z (_, )k 2- (k+1) Ak an+l (-F) 
k=O 
As pointed out in Abate and Whitt, pag. 46, in order for Euler summation to be 
effective, we need to have ak = Re 
(f (A+2k7ri)) to have three properties for sufficiently 2-r 
large k: a) to be of constant sign, b) to be monotone, c) to have the higher-order differences 
(-l)' A'a,, +k be monotone. On a practical side, these properties are not checked and it 
will be hard to know, in the case they hold, when k is large enough, so that the algorithm 
is used in a heuristic way. However, if the underlying function has appropriate smoothness 
the desired properties hold. Abate and Whitt suggests to use the absolute difference: 
m 
Z (, n) E(-r, m, n+1) -E(7-, m, n)1 =k 
2-an+k+I (T) 
k=O 
as estimate of the truncation error associated with Euler summation, although it does not 
always work. Usually, E (-r, m, n) computes the true sum with an error of the order of 
10-13 or less with the choice n= 38 and m= 11, i. e. using a total of 50 terms against the 
direct computation of the infinite series that requires more than 10000 terms. 
The Crump inversion The inversion formula due to Crump [23] is based on applying 
the trapezoidal rule approximation to (4.3) and setting A= 7r/H, H> -r: 
F(T) -- FCýR 
(T) f! l Re (f (a)) 2H 
(4.8) 
00 
[Re (f (a+ Zk7r/H)) cos k7rTIH - Im ((f (a + ikA/H))) sin 
k7rT/Hl 
2H 
k=l 
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We observe that this approximation contains all of the terms in (4.5) plus additional 
CR (, r) terms involving Im(C). Indeed it can be shown that F. ' is simply the average of 
the approximate inverses using only cosine and sine terms, respectively. As consequence 
also the error is an average, so that in general it will significantly smaller because the 
two errors have different sign. Moreover, the parameter a can be chosen so that FCR , 
(, r) 
D approximates F (-r) in the interval (0,2H), whereas the error when using FA I (r) can be 
made small only forT in the interval (0, H). 
Also in this case it is possible to exploit an accelerating algorithm for computing the 
sum in (4.8). The algorithm suggested is the epsilon-algorithm, MacDonald [71], given by: 
('m) (m) 
Ei+l = Ei-1 4 
1 
E(m+l) - E(m) Iz 
(M) (0) where c(m) =0 and c is the m-th partial surn of 4.8. The quantity (n I with n even, 10 
represents the extrapolated sum. Under the assumption that IF (T) I< Me", the dis- 
cretization error Ed = IF (T) - 
FACR (7. ) 1 can be bounded by: 
Ed :! ý M 
ectr 0<r< 2-r 
e2H(a-a) - I' 
and choosing a large we can make the error as small as desired. This error bound provides a 
simple algorithm for computing F (T) to a predetermined accuracy. If we want to compute 
F (T) over a range of values of which the largest is -r,,, a., and the relative error ElMe" is 
to be no greater than E, then H is chosen so that 2H > -r .. a,, and 
In E 
a=a- 2H 
where a is a number slightly larger that the real part of the greatest pole of the Laplace 
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transform. 
The epstlon algordhm. The epsilon algorithm used in the Crump's inversion method 
originates with Wynn [106] and involves a two-dimensional table called the E- table, 
given below. The subscript k of -(j) denotes the column and the superscript J measures k 
the progression down the column. 
Table 4: The e-table 
(0) E1 
(0) 
E 
(1) (0) 
E 1 E 1 
(1) (0) 
E 0 E 2 
(2) (1) 
E E 
(2) 
(3) 
Table 4 is constructed iteratively from its first two columns. Define -(j) to be zero and 
E(j) the given sequence for j=0,1,2... Then all the other elements may be calculated 0 
from the e-algorithm, which is: 
E 
U) 
= E(j+l) + 
[, 
7(j+l) - Ewl k+l k-1 kk 
In order to understand how this rule has to be applied, the following rombus scheme 
shows how to connect the elements in the table above. 
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Table 5: Thec-algorithm 
(j) Ek 
E 
U+1) 
E 
U) 
k-1 k+1 
E 
U+I) 
k 
94 
It is remarkable that the sequence of the fourth column is the same as that obtained 
from Aitken's 62 rule. The c-algorithm may be then regarded as a sequence-to- sequence 
transformation: it is an algorithm for transforming the elements of the given series in the 
second column to the elements on the principal diagonal. In other words, the sequence 
(i) f eo ,j =- 0,1,2.. 
1 
is transformed in a new sequence 
E(O) 0,1 2.. 
1 t 
4.1.2. The PadC- approximant method 
This inversion routine has been proposed by Singhal and Vlach [90]. Greater details can 
be found in Vlach and Singhal, chpt. 10 [98]. 
If we apply the transformation z= AT to (4.2) and we approximate the function e' by 
a rational Pad6 approximation: 
RN, AI (Z) - 
PN (Z) 
QM (Z) 
NN 
Z (N +M- k)I(k)Z 
k=O 
m 
(_I)k (N +. Al - k)! (M) Zk k 
k=O 
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the approximation F PADE (T) becomes: 
PADE f (z) RN, M (z) dz 27riT 7 
Now the integral can be evaluated by residue calculus by closing the pat h of integration 
along an infinite arc either to the right or to the left. In order that the path along the 
infinite arc does not contribute to the integral, choose M and N such that the integrand 
has at least two more finite poles than zeros. Then we have the inversion formula: 
PADE (T) 
1 
F Ef 
Zk)Kk 
(4.9) 
T 
(T 
k=l 
where Zk are the poles of RN, M (z) and Kk are the corresponding residues. The poles 
and the residues can be previously calculated with high precision and the inversion can be 
done instantaneously. Unfortunately, in this case there is not a clear bound on the error 
so a heuristic way for estimating the size of the error is solving the same problem twice: 
first with a given M and N and the second time with the same M but N smaller by one. 
As long as the responses coincide the results are correct. Taking higher M and N means 
that a greater number of terms in the expansion are matched exactly. However increasing 
M and N too much we incur in numerical problems in the computation of the poles and 
residues. N=M= 24 is about the highest approximation which can be used with double 
precision without running into roundoff problems. 
We have the following properties for the method: 
a) it inverts exactly the function 7-, N+2-M<m<M+N+1 and the result 
is F PADE (T) =F 
(T) = Tm-l/ (m - 1)!; 
b) it inverts exactly the first Al +N+1 terms of the Taylor series of any time response. 
Consequently, as long as the original function is approximated well by the initial portion 
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of its Taylor series, the numerical inversion gives excellent results; 
c) the inversion formula cannot be used to obtain F (-r) when -r==O, because of the 
division by -r. It is then convenient to use the initial value theorem 
lim F (-r) = lim 
-r--+O -Y--+oo 
and it can be shown that continuous functions F (-r) bounded atT= 0 are inverted exactly 
at T= 0 by using the above limiting procedure. 
d) derivatives respect toTcan be obtained using the related and very simple inversion 
formula: 
an F PADE (T) m Zk Zk n Yf Kk 
07. n TTT 
k=l 
We can also remark as the inversion formula recalls a Gaussian quadrature, a well- 
known method for the approximation of integrals. Indeed Wellekens [105] has shown the 
equivalence of the Pad6 inversion method with the Gaussian quadrature for the Bromwich 
integral. In these methods the original function can be approximated by the quadrature 
formula: 
m 
Ef (Pk) Ak 
k=l 
(4.10) 
where the weights Ak and the tabular points Pk are such as to ensure that the above 
inversion formula is an exact one for all polynomials of degree 2M - 1. 
As already said for the Pad6 inversion method, the basic shortcomings are that: a) 
there is no convenient rule for determining at the outset the order N such that the desired 
accuracy is obtained; b) when M is large, the weights are also large and this leads to 
considerable cancellation errors. Piessens [79] has shown how to avoid these two difficulties 
extending the M-point Gaussian rule of precision 2M -1 to a (2M + 1)-point quadrature 
formula of precision degree 3,11 + 1, which makes use of the original Al Gauss abscissas. 
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These new quadrature formulas have weights which are much smaller than the weights of 
the Gaussian formulas with the same degree of precision. In this sense we can understand 
related inversion methods due to Piessens. Zakian (107] has studied the optimal wýiv for 
choosing the weights and the points. 
Finally, in the literature we have found also a considerable number of papers, Longman 
[68], where the Laplace transform, and not the exponential function, is replaced by Pad6 
approximants in the inversion integral. But the application of this method requires the 
knowledge of the Taylor expansion of the Laplace transform about the origin and it is not 
possible to implement a procedure which uses only values of the Laplace transform. 
4.2. The Mathematica Code 
In this section we give the Mathematica code of the previous algorithms. In a paper by 
Cheng et al. [15] we have found the code for the Crump's algorithm, whilst the code for 
the other two methods has been written by us. We can observe that the code requires 
very few lines, because it is Possible to exploit built-in functions, as the Euler summation 
for the Abate-Whitt code and the calculations of the residues and poles for the Pad6 
approximants. However, we have written all the code also in Microsoft Visual C++ 5.0 
using the C code and we have used the code in Mathematica mainly for testing purposes. 
For difficult inversions as for the Asian option case the inversion in Mathematica was very 
slow. Moreover, sometimes Mathematica incurred in not very clear numerical errors that 
we did not see in C. So in general it is preferable to use a compiled code. The Crump 
algorithm is available also as IMSL routine in Fortran. 
The Crump algorithm requires some preliminary code (Durbin method). Once we have 
the expression for the terms in the inverse transform, we apply the accelerating sequence 
given by the epsilon algorithm. The computation of the inverse requires to the user the 
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specification of a functional form of the function to be inverted, the Laplace transform 
variable and then the parameters to be used in the numerical routine: the even number 
of terms in the series for performing the epsilon algorithm, tmax the maximum value 
at which to compute the original function, alpha the leading pole of the image function 
(default value 0), and the tolerance level (default value 10--8). 
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Table 6: Crump algorithm (written by Cheng et al. ) 
(* Durbin method *) 
adurb[tmax_, alpha, tol_] := adurb[tmax, alpha, tol] =alpha - Log[tol] / (8 tmax) IIN 
cdurb[F_, s_, tmax_, alpha_, tol_, 01 := F/2 /. s -> adurb[tmax, alpha, tol] IIN 
(* The inverse function *) 
NLInvDurb[F_, s_, t_, j_, tmax_, alpha_: O, tol_: 0.00000001] := 
NLInvDurb[F, s, t, j, tmax, alpha, tol] =( Exp[ adurb[tmax, alpha, tol] t]/ (4 tmax) ) 
( Sum[ Re[ cdurb[F, s, tmax, alpha, tol, k] j Cos[ k Pi t/ (4 tmax) I- 
Im[ cdurb[F, s, tmax, alpha, tol, k] ] Sin[ k Pi t/ (4 tmax) ], Ik, 0, j) I) IIN 
(* Crump method *) 
(* Define the "epsilon algorithm " *) 
eps[ F_, s_, t_, tmax_, alpha_, tol_, i, mj := 
eps[ F, s, t, tmax, alpha, tol, i, m] = eps[ F, s, t, tmax, alpha, tol, i-2, m+1j+ 
1/( eps[ F, s, t, tmax, alpha, tol, i-1, m+1]- eps[ F, s, t, tmax, alpha, tol, i-1, m]) 
eps[ F, s_, t_, tmax, alpha, tol, -1, mj := 
eps[ F_, s_, t_, tmax, alpha_, tol_, 0, m_j := NLInvDurb[F, s, t, m, tmax, alpha, tol] 
(* The inverse function *) 
NLInvCrmp[F_, s-, t_, n_, tmax_, alpha_. O, tol-: 0-000000011 := 
epsilon[F, s, t, 0.2 tmax, alpha, tol, n, 01 
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Example: if we have to invert the function 1/ b) then we have: 
F[s_, b_]: =l/(s-b) 
InverseCrmp [t-, b_, n_, tmax_, alpha_, tol_]: = 
NLInvCrmp[F[s, bl, s, t, n, tmax, alpha, tol] 
and computing InverseCrmp[2,3,28,4,3,10--12] we obtain 403.428793494 whilst com- 
puting the inversion with only 12 terms, InverseCrmp[2,3,12,4,3,10--12], we obtain 
402.381886739. The correct answer is exp (b * t) = exp (3 * 2) = 403.428793493. 
In the Abate-Whitt algorithm we need the EulerSum algorithm that can be called from 
the library NLimit. 
Table 7: AW algorithm (written by G. Fusai) 
(*call the package NLimit*) 
<<NumericalMath'NLimit'; 
(*define the terms in the sum*) 
akAW[F_, s_, t_, k_, A_]: = Re[F] /. s-> (A+ 2*k*Pi*l)/(2*t) IIN 
termAW[F_, s_, t_, k_, A_]: = Re[F] /. s-> A/(2*t) IIN 
(*do the inversion*) 
NLInvAbate[F_, s_, t_, m_: 15, n_: Il, A_: 18.41: = 
Exp[A/2]*termAW[F, s, t, k, A]/(2*t) +(Exp[A/2]/t)* 
EulerSum[((-I)-k)*akAW[F, s, t, k, A], lk, 1, Infinity}, Terms->m, ExtraTerms->nl IIN 
Example: if we have to invert the fLmction 1/ (-y - b) then we have: 
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F[s, b]: =1/(s-b) 
InverseAW[t_, b_, m_ n_, A_]: = 
NLInvAbate[F[s, b], s, t, M, n, A] 
and computing InverseAW[2,3,15,11,32.4] we obtain 403.428793318 whilst computing 
the inversion with A=18.4, InverseAW[2,3,15,11,18.4], we obtain 404.100229167, a result 
not very satisfactory. 
In the Pad6 algorithm we need to call the libraries Calculus and NResidue for the 
computation of the Pad6 approximant to the exponential function and then for the de- 
termination of poles and residues. We remark that it is convenient to calculate once for 
all the poles and the residues of the Pad6 approximant and then store them. In this way 
when the computation of the Laplace transform is not difficult, the inversion is very fast 
and requires less than fractions of one second. 
Example: with the same function to be inverted as in the other examples we have: 
F[s_, b_]: =I/(s-b) 
InversePade [t 
_, 
b_, num-, den - 
]: = 
NLInvPaAde[F[s, b], s, t, num, den] 
and computing InversePade[2,3,3,18] we obtain 403.426190270194062 + 1*2.273' *10-13, 
the imaginary part has indeed to be equal to 0. Computing InversePade[2,3,14,18] we 
obtain 405.622934503 + 1*4.14446199313. The fact that the imaginary part is signficantly 
different from zero is signal of numerical problems in the computation of the poles and 
residues. This problem occurs increasing the degree of the numerator or of the denomina- 
tor. 
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Table 8: Pad6 algorithm (written by G. Fusai) 
(*call the package Nresidue*) 
<<NumericalMath'NResidue'; 
(*call the package Pade) 
Calculus'Pade'; 
(*define the routine for computing poles and residues*) 
NLInvPade[F_, s_, t_, numk_, denk_]: = 
Block [I poli, residui, pade, sum, i}, 
pade= Pade[Exp[x], {x, 0, numk, denkfl; (*define the Pade approximant*) 
polipade= x /. N Solve [Denominator [padej = =O, x]; (*find the poles*) 
i= 1; 
sum=O; 
(*compute the residues*) 
While[i<=denk, 
frespade= NResidue[pade, fx, polipade[[i]]I], (*find the residues*) 
term =F/. s-> polipade[[i]]/t, (*start the inversion*) 
sum = sum+respade*term, 
i=i+ll]; 
Return[-sum/tj ] (**this is the inverse") 
4.3. Multidimensional inversion 
In this section we illustrate how to adapt the previous numerical schemes to the problem 
of multidimensional inversion. This kind of problem arises when we solve the pricing PDE 
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using a double Laplace transform. For example in the case of interest rate derivatives there 
was the problem of evaluating an Asian option with floating strike and we obtained the 
mgf of the joint density of the interest rate and of the time average, i. e. we had basicallY 
a double Laplace transform. In general, when we treat path dependent variables of the 
form: 
h (W, ) ds 
we obtain an expression for the mgf of this quantity solving the Feynman-Kac PDE. 
In this case, for example for occupation time derivatives or even for Asian options, it is 
convenient to take the Laplace transform with respect to time and so we obtain the Laplace 
transform of the mgf, i. e. again we have a double Laplace transform. For this reason, it is 
convenient to examine how the above numerical schemes can be adapted to cope with the 
multidimensional inversion problem. Unfortunately, in the numerical literature relatively 
little attention has been given to this topic. Except for the extension of the Pad6 inversion, 
other algorithms have begun to appear in the literature only in 1994. 
Basically, we illustrate the extension of the Fourier inversion method due to Choudhury, 
Lucantoni and Whitt (CLW) [18] and the multidimensional Pad6 inversion due to Singhal, 
Vlach and Vlach [91]. We have found also an extension of the Crump inversion method 
due to Moorthy [74] but we had difficulties in his application to the case of occupation 
derivatives, for the presence of free parameters that cannot be fixed in a simple way, so 
we do not describe his work. Also multidimensional version of the Weeks method due to 
Abate et al. [2] and Moorthy [75] have appeared, but we do not have tested thern. 
4.3.1. The multidimensional Fourier inversion method 
The algorithm due to CLW exploits the Fourier series method and consists in a multi- 
variate extension of the Euler algorithm in Abate and Whitt, with an enhancement in 
The Laplace transform in finance 104 
order to control simultaneously the aliasing and roundoff errors. Their algorithm caii be 
adapted to consider three types of two-dimensional transforms: i) continuous- cont i nuo us, 
ii) continuous-discrete and iii) discrete-discrete. 
Let f (717 'Y2) be the two-dimensional Laplace transform of the function F (T1 7 T2) : 
00 00 
11 72) 7-- 
Jo Jo 
e--f'7" --f272 F(7-1 
ý 7-2) d-ridT2 
and we assume that f ('Yl 1 72) is well defined, and Re(-yl) >0 and Re(Y2) > 0- 
The idea of the algorithm is to damp the given function by multiplying by a two dimen- 
sional decaying exponential function and approximate the damped function by a periodic 
function constructed by aliasing, i. e. the new function is constructed by adding translated 
versions of the original function. The two parameters in the exponential function control 
the aliasing error in the approximation using the periodic function. The inversion formula 
results to be the two dimensional Fourier series of the periodic function. Moreover, simi- 
larly to the one dimensional case, the periods of the periodic function can be chosen so 
that the two-dimensional Fourier series is a series nested within a second series, each of 
them being nearly an alternating series. This allows to calculate in an efficient way the 
infinite series by exploiting the Euler algorithm. 
As in our cases, if F (T1 i T2) is a real 
function the inversion algorithm can be expressed 
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as: 
exp 
Al_ 
+ A? CLW 
(211 
212 F(Tj 1 
72) F (TI ý 7-2) 
) 
4, riT21112 
A 
xf 
(21 
- 1 
12 +00 
k A2 )+2 Re 21 C 
1 ikl 7r 
f( Al A2 12 iki 7r ka)] 
-L 1 ri 272 2117'l 1 21272 7-212 72 
ki =I k=O 
11 +00 
+2 ( 
12 + 00 i-71 
-l)j Re (_, )k e- 11 
ik 
12 f( 
Al 
_ 
7. jl7r lr A2 iklir ik7, 
2117, 1 T T 21 T 7 1 1 1 j i 2 2 2 2 
jl=l j=O kl =1 k=O 
11 +00 
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_ 
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-1)j Re 
le 
11 - 
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12 +00 
+ 
1.71 ir ikl 7r 
e 11 12 
Al 
21 - 
z3l7r 
1 
U7r A2 + iki7r + 
jk7r 
) 21 * 1 1 ri 171 Ti 27 2 T2 2 72 
kl=l k=O 
that basically consists in a trapezoidal approximation to the inversion formula. 
+00 
In the inversion formula we have alternating sums, i. e. sums of the form E (_, )k ak, 
k=O 
where ak is real or complex. As described in the one-dimensional inversion formula, we 
can exploit the Euler transformation for computing infinite sums of alternating type and 
when ak is real. 
The sources of error in the inversion formula are: a) discretization error in using the 
trapezoidal rule for the inversion, b) truncation error due to using a finite number of terms 
in the infinite series, c) roundoff error, which is due to multiplying large number by small 
ones. The first two errors are discussed also in the unidimensional case, whilst the third 
one is treated only in this case. 
The discretization error can be reduced increasing the parameters A, and A2, whilst 
the truncation error can be reduced to the order of 10-13 or less using the Euler algo- 
rithm with the choice n= 38 and m= 11. The roundoff error depends on the term 
A_, 
_ + 
A2 
exp 
)/ (4, T-lT21112) that can be large, so that there are four parameters to con- 
(211 
212 
trol it: & A2,1i and 12. For the fact that Al and A2 control the discretization error, 
and 12 can be used for the roundoff error. As it appears clear from the above formula, 
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we can make small the term exp 
AL + AZ (4-rj7-21112) increasing 11 and 12, 
'but 
this 
(211 
212 
increases the computational time which is proportional to the product, of 11 and 12- CLNN' 
say that with 11 ý= 12 =I we can usually achieve an overall accuracy of 5 or 6 digits and 
with 11 =-- 12 =: 2 an overall accuracy of 10 or more digits. In the two-dimensional inversion 
usually this is an adequate choice. 
4.3.2. The multidimensional Pad6 inversion 
The extension of the unidimensional method is very straightforward and has been proposed 
by Singhal et al. [91]. This algorithm seems to have been for some time the only known 
inversion technique for the numerical inversion of multidimensional Laplace transforms. 
Following the same approach as for the single case inversion, i. e. approximating the 
exponential functions in the inversion integral by Pad6 rational functions and using the 
residue calculus and closing the path in the right half plane we get the final formula that 
is simply a generalization of (4.9): 
PADE 1 
Tnl M2 
Zli Z2i ) (711 T2) ='-- I: EKliK2if -1- (4.12) 7-1 T2 
i=l i=l 
( 
Tj 7-2 
where zji, j=1,2, are the poles of the two Pad6 approximants of the exponential functions 
in the inversion contour and Kjj are the corresponding residues. 
The inversion reduces to a double summation and requires just M1 X M2 function 
evaluations and the evaluation of the poles and the residues of the Pad6 approximant, that 
have been already computed for the unidimensional case. So, on a programming point of 
view, the algorithm can be implemented very easily. 
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5. Numerical examples 
ln this section we illustrate the application of the numerical inversion of the Laplace 
transform to several problems that we have illustrated in the first part of this chapter. 
5.1. Example: Forward contracts 
Let us consider the case of a forward contract with forward price K, so that ýoj (S) == 
S-K. The actual value of the forward contract is given by C, (S, -r) =S- Ke-r(T-t), 
independently by any assumptions regarding the dynamics of S. Taking the Laplace 
transform wrt T-t we obtain: 
L (Cl (S, T)) 
00 
e-"ý' (S - Ke -rT) 
dT= S- K 
0+ 
We observe that the poles are located at 0 and -r and so in the inversion the largest 
pole is given by max[O, -r]. In Table 9, for different values of time to. maturity, we give 
the analytical value of a Forward contract and the percentage differences respect to the 
true value of the three inversion methods previously described. 
Table 9: Value of a Forward Contract and % errors 
Parameters setting: S=100, K=100, r=0.05. 
T-t Analytical %AW*101 %Cr*10' %Pade*106 
0.02 0.09995 -0.37% 0.72% -0.24% 
0.5 2.4690 -0.28% 0.67% -0.24% 
1 4.8771 -0.29% 0.62% -0.25% 
3 13-9292 -0.34% 0.48% -0.26% 
5 22.1199 -0-51% 0.23% -0.33% 
In Table 9 the settings for the different numerical inversion methods are: AW: A= 18.4, 
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m=15, n=ll; Cr: a=3+maxpole+20/(2*H), H=5(T-t)/4, n=23ý Pad6: M=4 and N=18. 
5.2. Example: Black-Scholes formula 
The second example is given by the option contract. We substitute ý02 W) = (, x - K)' in 
(3.13) and the price of the call option is given by: 
In S+ß "r 2 (T-t) f-1 C (S, T- t) = e` 
(v 
(In S, -y) , -y ---> 
where the expression for v (x,, ý) is given by 3.15: 
Table 10 gives the maximum error for the different inversion methods. 
Table 10: Maximum Error 
Price* 106 Delta* 106 Gamma*109 
AW 1 -0-796149997 -0.028435329 -2.150113892 
Crump 1 -3.458221499 -1.48082111 76-79226451 
Pad6 1 0.773100496 0.024909719 7.566674502 
In the following three tables we compare for different values of the volatility the ana- 
lytical expression for the option premium, the delta and the gamma as given by the BS 
formula in (3.11) and the corresponding values obtained by inversion of the Laplace trans- 
form. The parameter settings in AW are A=18.4, m=15, m+n+1=26, in Pad6 M=l and 
N=20, in Crump we have set a==3+maxpole + 20/(2*H), H=5T/4 and n=29. 
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Table 11: Black-ScholesOption Price 
S= 100 r=0.05 T-t=1 difference*10 6- 
or K Analytical AW Crump Pad6 
0.05 70 33.4139 -0.8 -2-3310 0.5135 
0.1 70 33.4140 -0.0225 -3.4582 0.7023 
0.2 70 33.5401 0.1067 -1.5419 0.7584 
0.3 70 34.3953 0.0953 -1.5620 0.7632 
0.5 70 38.1162 -0-0302 -1-5818 0.7731 
0.05 80 23.9016 -0.6661 -1-6224 0.3470 
0.1 80 23.9100 -0.0795 -1.2149 0.4741 
0.2 80 24.5888 0.0017 -1.0790 0.5108 
0.3 80 26.4621 -0-0399 -1-0958 0.5246 
0.5 80 31.7925 -0-1632 -1.2068 0.5456 
0.05 90 14.3906 -0.5361 -0.8410 0.1803 
0.1 90 14.6288 -0.1411 -0.6359 0.2460 
0.2 90 16.6994 -0.1206 -0.6276 0.2756 
0.3 90 19.6974 -0.1598 -0.6969 0.2932 
0.5 90 26.3727 -0.2593 -0.8924 0.3308 
0.05 95 9.6708 -0.4718 -0.0849 0.0971 
0.1 95 10.4053 -0.1778 -0.3980 0.1358 
0.2 95 13.3465 -0.1653 -0.4295 0.1627 
0.3 95 16.8012 -0.2001 -0.3089 0.1871 
0.5 95 23-9829 -0.2952 -0.7581 0.2385 
0.05 100 5.2833 -0.4038 -0.2352 0.0194 
0.1 100 6.8050 -0-1939 -0.1436 0.0392 
0.2 100 10.4506 -0.1926 -0.2313 0.0727 
0.3 100 14.2313 -0.2289 -0.3224 0.1047 
0.5 100 21.7926 -0.3245 -0.4863 0.1661 
0.05 105 2.0543 -0.2959 -0.2017 0.0007 
0.1 105 4.0461 -0,1802 0.0351 0.0117 
0.2 105 8.0214 -0.2046 -0.0437 0.0349 
0.3 105 11.9769 -0.2474 -0.1434 0.0619 
0.5 105 19.7898 -0.3478 -0.4308 0.1195 
0.05 110 0.5078 -0.1949 -0.0237 0.0017 
0.1 110 2.1739 -0.1360 -0.1907 0.0014 
0.2 110 6.0401 -0.1997 0.0266 0.0210 
0.3 110 10.0201 -0.2556 -0.0226 0.0420 
0.5 110 17.9623 -0.3652 -0.1911 0.0911 
0.05 120 0.0067 -0.0616 -0.0003 -0.0019 
0.1 120 0.4625 -0.0761 -0.0078 0.0023 
0.2 120 3.2475 -0.1486 -0.0036 0.0038 
0.3 120 6.9040 -0.2394 0.0522 0.0222 
0.5 120 14.7833 -0.3825 0.0149 0.0610 
0.05 130 0.0000 -0.0123 -0.0001 -0.0013 
0.1 130 0.0673 -0.0394 -0-0055 -0-0016 
0.2 130 1.6396 -0-1059 -0.0354 -0.0025 
0.3 130 4.6734 -0.1943 0.0099 0.0073 
0.5 130 12.1591 -0.3770 0.0860 0.0442 
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Table 12: Black-Scholes Option Delta 
S=100 r=0.05 T-t=I difference* 1 06 
Vol Strike Analytical AW Crump Pad6 
0.05 70 1 -0-0171 -0-0643 0.0168 
0.1 70 1.0000 0.00 -0-0530 0.0230 
0.2 70 0.9836 0.0082 -0-0526 0.0249 
0.3 70 0.9339 0.0095 -0.0492 0.0248 
0.5 70 0.8562 0.0101 -0.0426 0.0238 
0.05 80 1.0000 -0.0171 -0.0631 0.0168 
0.1 80 0.9973 0.0039 -0-0567 0.0229 
0.2 80 0.9286 0.0092 -0.0496 0.0244 
0.3 80 0.8555 0.0108 -0.0433 0.0240 
0.5 80 0.7871 0.0075 -0.0385 0.0234 
0.05 90 0.9991 -0.0170 -0.0616 0.0168 
0.1 90 0.9456 0.0050 -0.0495 0.0226 
0.2 90 0.8097 0.0085 -0.0780 0.0236 
0.3 90 0.7479 0.0068 -0.0385 0.0231 
0.5 90 0.7125 0.0045 -0.0385 0.0212 
0.05 95 0.9799 -0-0166 -0.0621 0.0166 
0.1 95 0.8561 0.0040 -0.0506 0.0221 
0.2 95 0.7279 0.0051 0.0396 0.0220 
0.3 95 0.6871 0.0045 -0.0328 0.0205 
0.5 95 0.6746 0.0032 -0.0678 0.0183 
0.05 100 0.8473 -0.0206 -1.4808 0.0106 
0.1 100 0.7088 -0.0015 -0.0366 0.0131 
0.2 100 0.6368 0.0020 -0.0041 0.0135 
0.3 100 0.6243 0.0024 -0.0299 0.0135 
0.5 100 0.6368 0.0020 -0.0282 0.0135 
0.05 105 0.5196 -0.0284 -0.4627 0.0019 
0.1 105 0.5248 -0.0085 -0.0083 0.0027 
0.2 105 0.5422 -0.0012 -0.0182 0.0047 
0.3 105 0.5612 0.0004 -0.0212 0.0065 
0.5 105 0.5996 0.0008 -0.0254 0.0087 
0.05 110 0.1891 -0.0221 -0.0044 0.0007 
0.1 110 0.3434 -0.0115 0.0005 0.0018 
0.2 110 0.4496 -0.0051 -0.0043 0.0024 
0.3 110 0.4996 -0.0020 -0.0112 0.0035 
0.5 110 0.5633 -0.0005 0.0447 0.0058 
0.05 120 0.0044 -0.0108 0.0000 0.0012 
0.1 120 0.1015 -0.0064 0.0010 -0.0001 
0.2 120 0.2872 -0-0085 0.0043 0.0017 
0.3 120 0.3855 -0.0067 0.0011 0.0021 
0.5 120 0.4942 -0.0031 -0.0103 0.0031 
0.05 130 0.0000 -0.0031 0.0000 -0.0007 
0.1 130 0.0191 -0.0040 -0.0003 -0.0005 
0.2 130 0.1681 -0.0048 0.0009 -0.0003 
0.3 130 0.2885 -0.0082 0.0054 0.0018 
0.5 130 0.4306 -0-0059 -0.0016 0.0023 
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Table 13: Black-Scholes Option Gamma 
S= 100 r=0.05 T-t=I difference* 1 09 
Vol Strike Analytical AW Crump a6 
0.05 70 2.808F, 16 0.0000 0.0000 0.0000 
0.1 70 8.333E-06 -0.0034 -0.0001 0.0032 
0.2 70 2.049E-03 -0.0230 0.0061 -0.0528 
0.3 70 4.281 E-03 -0.1491 0.1356 0.0842 
0.5 70 4.533E-03 0.0952 -0.1307 0.0113 
0.05 80 2.302E-08 -0-0001 0.0000 -0.0002 
0.1 80 8.336E-04 -0.0276 -0.0118 0.0150 
0.2 80 6.814E-03 -0.2518 -0.0945 0.1257 
0.3 80 7.578E-03 0.1184 -0.4592 0.0236 
0.5 80 5.811 E-03 0.2509 2.5231 0.0659 
0.05 90 5.910E-04 -0.0172 -0.0468 -0.0058 
0.1 90 1.103E-02 -0.3843 -0-1532 0.1803 
0.2 90 1.358E-02 0.5619 -2.9657 0.0728 
0.3 90 1.064E-02 0.4427 -0-3346 0.2508 
0.5 90 6.818E-03 0.2482 -0.4638 0.3818 
0.05 95 9.741 E-03 -0-3184 -7.8147 0.1480 
0.1 95 2.268E-02 0.9513 -2.1308 0.1394 
0.2 95 1-660E-02 0.6334 -1.2026 0.7157 
0.3 95 1.181 E-02 0.4133 4.1068 0.8197 
0.5 95 7.202E-03 0.2384 -0.4750 0.7090 
0.05 100 4.718E-02 1.5084 76.7923 7.5667 
0.1 100 3.429E-02 1.0963 -1.6232 5.4996 
0.2 100 1.876E-02 0.5998 -0.6682 3.0087 
0.3 100 1.265E-02 0.4043 -0.8975 2.0282 
0.5 100 7-505E-03 0.2399 -0.2046 1.2035 
0.05 105 7.969E-02 -2.1501 -44.0335 1.0262 
0.1 105 3.982E-02 1.7001 -3.7753 0.3112 
0.2 105 1.984E-02 0.7473 -1.4540 0.9202 
0.3 105 1.314E-02 0.4564 -1.6618 0.9533 
0.5 105 7.729E-03 0.26 -0.51 0.78 
0.05 110 5.412E-02 -1.0532 -10.4777 -1.6064 
0.1 110 3.678E-02 -0.8720 -1.4254 0.4330 
0.2 110 1.979E-02 0.8492 -1.4308 0.1718 
0.3 110 1.330F, 02 0.5385 -0-9440 0.3925 
0.5 110 7.878E-03 0.2811 -1.9467 0.4924 
0.05 120 2.569E-03 -1.2734 0.0126 1.7376 
0.1 120 1.774E-02 -0.2468 -0.5027 -0.4991 
0.2 120 1.704E-02 -0.2867 -0.1209 0.1659 
0.3 120 1.275E-02 0.4520 -0.6790 0.0318 
0.5 120 7.978E-03 0.3350 -0.5823 0.1711 
0.05 130 1.073E-05 -0.6125 -0.0002 0.9300 
0.1 130 4.647E-03 -0.2677 -0.7274 0.3224 
0.2 130 1.256E-02 -0.2957 -0-1846 0.2219 
0.3 130 1.138E-02 -0.1132 -0.0785 0.0907 
0.5 130 7-858E-03 0.3259 -1.3495 0.0430 
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5.3. Example: Doubl'e knock-out barrier options 
The price of a double knock out option is given by the inverse Laplace transform of (B. 7) 
or in an alternative way by the price of a standard call option minus the price of two 
knock-in options that enter in live when the asset price touches one of the two barriers. 
Using the notation of Appendix B, we have that the price of a double knock out option 
can be expressed as: 
ect 
In(SIL)+)3, r£-l C (S, K, U, L) 
(v 
(ln (SIL) 
, -y) ; -f ---> 2 
(T - 
01 In (SIL), -r -- - (T - 2 
1= In (UIL), k= In (KIL) 
2r 11_ 1)2 
_ 
2r ki (ki-1), )3=- (ki 240,2 
where, using some algebra and equation (B. 8) in Appendix B, it is possible to show that 
the function v (x, -y) admits the following representation: 
(Lgi (k, 1, -y, a- 1) - Kgj (k, 1, -y, a)) l(S<K) 
v (X, -ý) = LgI (x, 1, -y, a- 1) - Kgj (x, 1, -yj a) l(S>K) 
+L92 (k, x, -ý, a Kg2 (k, x,, y, a) ) 
where: 
91 (M m -Y, a) 
sinh (xvfiý) m 
e-aý sinh ((M - I1 17 =ý 
I 
92 (m, M, 7, a) = 
V -y bliiii ýt V -y) j 
sinh «1 - x) /ý) 
V(5sinh (1. /ý) 
£ 
eaý sinh (ýVý) 
If in the above formula, we let U --ý +oc (or L -* 0), we obtain an expression for down 
and out (up and out) barrier option. 
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Figure 5.1: Price of the double knock-out barrier option as function of the price of the underlyng asset. 
The inversion has been made with the AW algorithm. Parameters: U=2.5, L=1.5, K=2, T-t=l, vol=0.2, 
r=0.05. 
In Tables 14,15 and 16 we report the prices of a double knock-out option as from 
Table 3.1. in Kunitomo and Ikeda. Practically, all different inversion methods agree lip 
to the fourth digit. 
Table 14: Double barrier knock-out option prices 
Parameters setting: T-t=1/12, S=1000, K=1000, r=0,05 
01 U L KI AW Crump Pad6 
0.2 1500 500 25-12 25.1207 25.1207 25.1207 
0.2 1200 800 24.76 24.7568 24.7568 24.7568 
0.2 1050 950 2.15 2.1462 2.1462 2.1462 
0.3 1500 500 36.58 36.5842 36.5842 36.5842 
0.3 1200 800 29.45 29.4473 29.4473 29.4473 
0.3 1050 950 0.27 0.2707 0,2707 0.2707 
0.4 1500 500 47.85 47-8475 47.8475 47.84 75 
0.4 1200 800 25.84 25.8428 25.8428 25.8427 
0.4 1050 950 0.02 0.0152 0.0152 0.0152 
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Table 15: Double barrier knock-out option prices 
Parameters setting: T-t=1/4, S=10 00, K=1000, r=0.05 
01 U L K1 AW Crump Pa& 
0.2 1500 500 46.12 46.1163 46.1163 46.1163 
0.2 1200 800 30.39 30.3916 30.3916 30.3916 
0.2 1050 950 0.08 0.0795 0.0795 0.0795 
0.3 1500 500 63.49 62.3388 62.3388 62.3388 
0.3 1200 800 19.31 19.3105 19.3105 19-3104 
0.3 1050 950 0.00 0.0002 0.0002 0.0002 
0.4 1500 500 65.84 65.8435 65.8435 65.8434 
0.4 1200 800 10.69 10.6920 10.6920 10.6919 
0.4 1050 950 0.00 0.0000 0.0000 -0.0000 
Table 16: Double barrier knock-out option prices 
Parameters setting: T-t= 1/2, S=1000, K=1000, r=0.05 
01 U L KI AW Crump Pad6 
0.2 1500 500 66.13 66.1289 66.1289 66.1289 
0.2 1200 800 22-08 22-0820 22.0820 22.0819 
0.2 1050 950 0.00 0.0006 0.0006 0.0006 
0.3 1500 500 67.88 67.8773 67.8773 67.8772 
0.3 1200 800 9.26 9.2640 9.2640 9.2640 
0.3 1050 950 0.00 -0.0000 -0.0000 -0.0000 
0.4 1500 500 53.35 53-3454 53.3454 53.3453 
0.4 1200 800 3.14 3.1374 3.1374 3.1373 
0.4 1050 950 0.00 -0-0000 0.0000 -0.0000 
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Laplace transform in finance 115 
4 
3.5 
w , 3j 3 Ici 
2.5 
2 
u 
1.5 
0.5 
0 
Figure 5.2: Density of the hitting time in the Vasicek model, where dr=(0.02-0.2 r) dt + 0.1414dNN", 
ro=0.15. The lower barrier is equal to 0.1. The inversion has been done using the Pad6 inversion method 
with num=3 and den=18. The grap h as been truncated at Time=0.9. 
5.4. Example: Hitting Time density in the Vasicek model 
Solving the pricing problem for barrier options, we have found that the distribution of the 
first hitting at tile lower barrier b, given that the asset returns follow an O-U process: 
d In S= (m- k In S)dt+odW 
has not touched the lower barrier is obtained by the following Laplace inverse wrt T= 
ol t) 
E_, 
H--y/k (X) 
1" ly 
H--y/k 
a (In S- m/k); a= výk/o,; b= a (b - m/k) (5.2) 
In Figure (5.2) we represent the density of the first hitting time obtained numerically 
inverting the expression above. The shape is very similar to the case of the GBM. 
0 0.2 0.4 Time 0.6 0.8 
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Figure 5.3: Density law of the average and of the underliyng asset. T-t= 1, volatility =0.1, So = 1, r=0.09. 
The process for the asset is GBM. The inversion has been done using the AW algorithm 
5.5. Example: Asian Options 
More details about this problem can be found in the chapter on the Asian option valuation. 
In Figure (5.3) we compare the densities of the average and of the underlying asset (i. e. 
a lognormal density). From Table 17, we note that the Fourier series inversion methods 
appear very reliable. Also Fu et al. [37] have tested the AW algorithm with satisfactory 
results and have shown the inefficiency of MonteCarlo simulation. Geman and Eydeland 
[40] have performed the inversion using the FFT, but their results do no seem to be very 
accurate. Respect to the lognormal approximation, the Laplace inversion gives prices 
inside the lower and upper bound found in Thompson [95], even when they are very tight. 
Moreover, the inversion is made with very few terms: just 26 (=15+11) in the A-W 
inversion and 29 in Crump, so that the computation was very fast usually less than I" 
Also the computation of the Greeks does not represent a problem. The Pad6 method is 
not very satisfactory, probably because the Laplace transform is not well approximated 
by a rational series expansion. In the numerical inversion there were numerical problems 
due to truncation errors in the computer when oVT --t < 0.07. 
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Table 17: Prices of Asian Options (Approximations and Numerical Inversion) 
Parameters settings: S= 100, T-t=l, r= 0.09; AW A=18.4, m=15, m+n+1=26: 
Crump: n=29, tmax =vo1*vo1*0.8/4,0z=2*(r/sg-2-1)+4+2 0/(2*tmax); Pade num= 3, den=18. 
Lower Logn. Upper 
Volat. Strike Pad-6 AW Crump 
Bound Approx. Bound 
0.1 90 13.38519 13.38629 12.74305 13.38537 13.38599 13-38603 
0.1 95 8.911834 8.917207 8.631854 8.911854 8.911814 8.912955 
0.1 100 4.915075 4.9231 5.265086 4.915119 4.915113 4.915409 
0.1 105 2.069929 2.070451 2.746642 2.070066 2.070062 2.070383 
0.1 110 0.630065 0.62338 1.074435 0.630273 0.630272 0.631017 
0.2 90 13.83122 13.86167 13.57645 13-83150 13.83144 13-83721 
0.2 95 9.99536 10.03043 9.85872 9.99565 9.99569 9.99807 
0.2 100 6.77700 6.80355 6.79681 6.77735 6.77736 6.77866 
0.2 105 4.29594 4.30408 4.42273 4.29647 4.29646 4.29798 
0.2 110 2.54546 2.53453 2.69438 2.54622 2.54622 2.54854 
0.3 90 14.98279 15.06704 14.88814 14.98396 14.98397 14.99285 
0.3 95 11.65475 11.73287 11.57120 11.65589 11.65588 11.66128 
0.3 100 8.82755 8.88576 8.77743 8.82876 8.82876 8.83329 
0.3 105 6.51635 6.54628 6.50346 6.51779 6.51780 6.52257 
0.3 110 4.69491 4.69511 4.71063 4.69671 4.69673 4.70265 
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Figure 5.4: Density law for the interest rate and for its time average in the CIR model dr = (0.02-0.1*r) 
dt + 0.2 rI/2 dW, r, =0.1, T-t=I. Both densities have been obtained inverting the mgf with the Pad6 
method (num=3, den=20). Note that 2a/012=1 and then from (3.56) and (3-57) we have that the value of 
the density at rT =0 is equal to 0.45268. The numerical value obtained by inversion is 0.45269. 
5.6. Example: Interest Rate Derivatives 
In Table 18 we compare the prices of an option on a zcb given by the analytical formula 
in CIR, with those obtained inverting the Laplace transform as described in the section 
on options on zcb, equation (3.62). Note that for computing the formula in CIR we 
have numerically integrated the expression of the density of the non-central chi-squared 
density given in Lamberton and Lapeyre [62] pages 232-3. We compare this "analytical 
result" with the approximation to the distribution of a non-central chi-squared density 
due to Sankaran [83] and the numerical inversion of the Laplace transform. Particularly 
striking the accuracy of the Abate-Whitt inversion that gives a maximum percentage error 
of 1.8*10-9, providing an accuracy up to the tenth digit! The Sankaran approximation 
performs worst respect to the Fourier methods for numerical inversions, mainly when we 
increase the option maturity. Usually the different methods agree at least up to the fourth 
digit. In some cases (low option maturity and high interest rate) the Pad6 inversion gives 
a maximum percentage error of 3.5%: in all other cases it gives very reliable results. 
In Figure (5.4) we represent the density of the instantaneous interest rate in the CIR 
model and the density of its time average. 
In Table 19 we report the prices of Asian options on the spot rate and compare our 
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results with those in Leblanc and Scaillet that find the density of the average and then 
integrate the payoff14 . For the inversion they use the Abate and Whitt numerical procedure 
but without the accelerating Euler algorithm. They truncate the inversion integral using 
n =1000 and set A= 40. In Table 19, we have just used 46 terms in the summation for 
the AW algorithm and only 26 for the Crump one. We do not report the results for the 
Pad6 inversion that do not seem to be very accurate for some parameter setting. The 
problem with the procedure followed in Leblanc and Scaillet is that they need to cope 
with two problems: area under the density not exactly equal to I (they report also values 
of 0.9819) and negative values for the density mainly in the tails. lnstead we can compute 
the price of the Asian options directly, using the expression of the mgf of the average and 
differentiating it as described in equation (3.63) and (3.64), (the differentiation has been 
done analYtically in Mathernatica). Note that in Table 19, the last value in the column LS 
seems to be wrong, likely for a typo error in table 5 in Leblanc and Scaillet. Indeed they 
report a figure of 0.008131 that appears twice. Moreover the prices of the Asian option 
in the Vasicek and Cir model are rather close and in their table 4 they give a figure of 
0.0047825 for the Vasicek model. 
14 The last value in the column LS seems to be wrong, likely for a typo error in table 5 in Leblanc and 
Scaillet. Indeed their value 0.008131 appeaxs twice. Moreover the prices of the Asian option in the Vasicek 
and Cir model are rather close and in their table 4 there is the figure 0.0047825 for the Vasicek model. 
- 
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Table 18: Prices of options on zcb in the CIR model 
Parameters settings: dr=(0.01-0.1*r)dt+O. 1Vr_dt; Strike has been set equal to the fwd price 
AW: A=22.4, m=25, n=11; Pad6: num=3, den=21; Crump: n=24, rmax=0.2. maxpole=0.3 (arbitrary). 
Numerical Integration gives the price computed according to pages 132-3 in [62 1 
numerically integrating the non-central chi-squared law. Sankaran is the approximation to the 
non-central chi-squared law. 
Percentage Difference: 
(Approximation/Num. Int. -I) *100 
Option Zcb Numerical 
Strike r Sankaran AW Crump Pad6 Maturity Maturity Integration 
0.25 0.5 0.987133 0.05 0.0010645 0.0210 0.0000 -0-0500 0.0161 
0.5 1 0.973619 0.05 0.0028686 0.0717 0.0000 0.0057 0.0000 
1 2 0.945136 0.05 0.0073248 0.2139 0.0000 -0-0006 0.0000 
2 4 0.885043 0.05 0.0165998 0.5086 0.0000 -0.0027 0.0001 
3 6 0.824389 0.05 0.0240526 0.7331 0.0000 0.0011 0.0002 
4 8 0.765725 0.05 0.0289351 0.8888 0.0000 -0-0010 0.0003 
5 10 0.710266 0.05 0.0314441 0.9984 0.0000 -0.0017 0.0003 
0.25 0.5 0.975327 0.1 0.0014612 0.0059 0.0000 0.0001 -1.2917 
0.5 1 0.951357 0.1 0.0038267 0.0216 0.0000 0.0001 0.0153 
1 2 0.905732 0.1 0.0092638 0.0753 0.0000 0.0007 0.0000 
2 4 0.824186 0.1 0.0191333 0.2336 0.0000 -0.0001 0.0000 
3 6 0.754845 0.1 0.0256807 0.4126 0.0000 -0.0002 0.0001 
4 8 0.695713 0.1 0.0290005 0.5808 0.0000 -0.0014 0.0002 
5 10 0.644578 0.1 0.0298984 0.7246 0.0000 0.0006 0.0002 
0.25 0.5 0.963663 0.15 0.0017433 0.0029 0.0000 0.0001 3.5068 
0.5 1 0.929604 0.15 0.0044529 0.0103 0.0000 0.0000 -0.3337 
1 2 0.86797 0.15 0.0102914 0.0379 0.0000 0.0000 0.0015 
2 4 0.767514 0.15 0.0196389 0.1314 0.0000 0.0000 0.0000 
3 6 0.691167 0.15 0.0247452 0.2572 0.0000 0.0000 0.0001 
4 8 0.632102 0.15 0.0265761 0.3964 0.0000 0.0000 0.0001 
5 10 0.584964 0.15 0.0263234 0.5347 0.0000 0.0000 0.0002 
Table 19: Prices of Asian options in the CIR model 
Numerical Inversion and comparison with the results in LS [641, Table 5 
Parameters settings: dr=(0.02-0.2*r)dt+orV'r-dW, ro=0.1; 
AW: n+m+1=35+11+1, A=18.4; Crump: maxpole=1 (arbitrary), tmax=0.15*(T-t), n=26 
a2 T-t 
Spot Rate LS AW Crump 
Maturity 
0.0002 1 10 0.000332 0.000331639 0.000330629 
0.02 1 10 0.000949 0.000949273 0.000949272 
0.0002 0.25 10 0.000170 0.000169413 0.000169636 
0.02 0.25 10 0.000120 0.000120193 0.000120192 
0.0002 1 0.25 0.000842 0.000841902 0.000839777 
0.02 1 0.25 0.008131 0.00813132 0.00813132 
0.0002 0.25 0.25 0.00049 0.00047973 0.000475538 
0.02 0.25 0.25 0.008131 0.00477464 0.00477464 
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5.7. Example: Hurdle Options 
Using the results in section 3.5, we can compute the expected value of the payoff and we 
obtain 
15 : 
Eo, x (max [Yo, x (u, t) - K; 0]) 
t 
= fý (y - K) Pro,., (Y (u, t) E dy) + (t - K) Pro, -, 
(Y (u, t) 
1(x>u) (f, ' (y - K) Pro,, ýc(u; +,,. ) 
(Y (u, t) C dy) 
) 
ft (y - K) Pro, xc(o, u) 
(y (u, t) E dy) 
'(X<U) 
(Erfc ( In 26 In 
x 
In +bt 
+(t-K) 12 or T +e Erfc 
I 
-, / -2t VTt 
(5-3) 
In order to compute the prices trough the Laplace inversion, we can exploit the Laplace 
transform wrt to strike as in equation (3.8). Indeed we can write: 
Eo, x (max [Yo, x (u, t) - K; 0]) 
= Eo,., (Y (u, t» -K (1 - Pro,., (Y (u, t) = 0» + fOK (K - y) Pro,., (Y (u, t) C dy) 
and if we consider the Laplace transform with respect to K of the third term we obtain, 
using the convolution property of the Laplace transform: 
L 
(foK 
(K - Y) Pro,., (Y (u, T) C dy); K --ý p) 
+00 
e-pK 
K 
00 (K - y) Pro,., 
(Y (u, -r) E dy) dK 
(f +00 e-juKKdK) 
(fOK 
e-, uK Pro, 0 
(Y (u, T) E dK)) 
fK 
0' e uKPro,., (Y(u, -r)EdK) 
where the expression for the Laplace transform wrt to -r of the numerator is obtained in 
"The computation of the price and of its derivatives takes a fraction of second in Mathernatica 3.0. 
However, we suggest a change of variable, y- >w=V, "T- 
--y, in the integral for eliminating the discontinuit-, 
at y=T. 
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(3.73) in Appendix E and is given by: 
0 C-pK Pro,,,; 
(Y (u, T) C dK); -r -* -y) 
E (Pro, (Y (u, -r) C dK) ; -r -y, K 
,y 
+ 0, 
. %/-2--y (x - u) e` 1(X>U) e ("F - 0'» (5.4) V'-2 Vri 
-ý-vIr2(u-x) Ek 
(x <u) 
e- u 
(V/; 7+ ;u 
v/2 
The expression above is then the double Laplace transform wrt to -r and K of a component 
of the price of the hurdle option. 
In Table 20, we compare the analytical value of the hurdle option price obtained 
discounting equation (5.3) with the numerical value obtained trough inversion of the double 
Laplace transform in (5.4). The maximum absolute difference is given by 0.5308* 10-5 for 
the Pad6 inversion and by 0.4104* 10-5 for the CLW algorithm. 
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Table 20: Analytical and Numerical Inversion for pricing Hurdle Options 
Parameters setting: r=0.05,9=0.2, K= 0.2, L=100. 
Index Level Analytical (Analytical-LapInv) * 105 
Pad6: Abate-Wl--Litt: 
(t=0.25) num=3 num=1 n=20 n=50 
den=18 den=18 n+m=30 n+m=70 
80 0.04872 0.0115 -0.1396 0.0008 0.0000 
90 0.03941 0.2682 0.1977 0.0056 -0.0003 
95 0.02646 0.4708 0.3903 -0-0118 -0.0005 
100 0.00886 0.5308 0.4405 0.4104 -0.0003 
105 0.00080 -0.1558 -0.3432 -0.0276 -0.0001 
110 0.00004 0.0231 0.0639 0.0007 0.0000 
120 0.00000 -0.0015 -0.0049 0.0000 0.0000 
(t=0.5) 
80 0.28157 0.0000 0.0000 -0-0001 0.0000 
90 0.22632 0.0002 0.0001 -0.0027 0.0000 
95 0.16909 0.0007 0.0001 0.0118 0.0000 
100 0.09507 0.0044 0.0004 0.3436 0.0005 
105 0.03977 0.0009 0.0001 0.0088 0.0000 
110 0.01542 0.0002 -0.0001 -0.0034 -0.0001 
120 0.00188 0.0000 0.0000 0.0000 0.0000 
80 0.69227 -0.0001 -0.0001 -0.0001 -0.0001 
90 0.54585 0.0003 0.0001 -0.0049 0.0001 
95 0.42937 0.0008 0.0001 0.0995 0.0000 
100 0.29019 0.0041 0.0007 0.2418 0.0008 
105 0.17332 0.0015 0.0003 0.1369 0.0002 
110 0.10161 0.0005 0.0000 -0.0225 0.0000 
120 0.03322 0.0001 0.0000 0.0008 0.0000 
(t=2) 
80 1.35469 0.0001 0.0001 -0.0001 0.0001 
90 1.06117 0.0007 0.0005 0.0165 0.0005 
95 0.86813 0.0023 0.0016 0.0933 0.0016 
100 0.65278 0.0039 0.0014 0.0912 0.0014 
105 0.46342 0.0005 -0.0008 0.2134 -0.0007 
110 0.32816 0.0008 0.0001 0.0289 0.0001 
120 0.16357 0.0001 -0.0001 -0.0055 -0.0001 
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6. Conclusions 
In this chapter we have illustrated the application of the Laplace transform in Finance 
showing how to solve many different problems that can be encountered in pricing deri- 
vative assets. Then we have examined different methods for the numerical hiversion and 
we have shown how this technique can be very reliable. In particular the Abate-Wliitt 
inversion method appears the most preferable, because, respect to the other methods, the 
decision about the value of the parameters to be used in the inversion does not represent 
a problem. The Crump inversion method gives practically the same values as the Abate- 
Whitt algorithm being based on the same idea, but it requires the determination of free 
parameters and sometimes this is not easy. The Pad6 inversion method, particularly when 
we are dealing with smooth functions, gives good results with few exceptions. For all 
three different methods the computational time is always very low, because the operations 
required in the inversion are just sums. Some problems can occur when there are difficul- 
ties in computing the Laplace transform, such as for floating strike Asian options. More 
research has to be done regarding other inversion methods that in the literature have been 
well judged, e. g. the Talbot and Weeks methods. The difficulty in their implementation 
is that they require a not easy determination of free parameters. Another interesting re- 
search is the application of the Fast Fourier Týransform either to solving pricing problems 
on the real axis either for the numerical inversion of the Laplace transform. 
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A. The hypergeometric and the confluent differential equations 
In this section we describe the solution of two differential equations we have to solve when 
we consider the Laplace transform with respect to time. As reference text Nve have used 
Lebedev [63]. 
The first differential equation is the so-called hypergeometric differential equation, 
where the function f (x), eventually dependent on a Laplace parameter, satisfies the fol- 
lowing second order differential equation: 
xf, ý., + (, ß - x) f., - af =: 0 
where 0 :ý0, -1, -2,.... This ODE arises when we consider the Laplace transform wrt time 
of the PDE related to the CIR model. It is also useful for treating the pricing problem for 
Asian options. 
The ODE can be recognized as a differential equation satisfied by the confluent, hyper- 
geometric function, Lebedev [63], pag. 262-3. Indeed the general solution can be written 
in the form: 
AT (ceß; x) + Bxl-I6T (a3; x) 
where T (a, 0; z) is the confluent hypergeometric function. It has the following series 
representation: 
00 (01) k Xk, 
-1, -2,... T(a, o; x)=E-- jxj<00,0: Ao, 
k=O 
(13)k k! 
and (Cf)k is the Pocharnmer symbol: 
(a)O =- 1; (a)k = Ck (a + 1) ... 
(a +k- 1); k=2.3 
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and where the constants A and B have to be chosen in order to satisfy the boundary 
conditions. 
It admits also an integral representation valid for an arbitrary a and for -y :? ý 0, - 1, - 2..., 
given by: 
T (a 3; x) =F 
(0) 
ex e-xssß-ez-1 (1 - s)`l ds, F (ce) IP (3 - a) 
10 
Lebedev pag. 267. 
Useful properties are the following, Lebedev pag. 261 eq. 9.9.4 and pag. 267 eq. 
9.11.2: 
d'T (a3; x) 
dxrn 
(a, 13; x) 
= 
(a)"' 
T (a + m, + m; x) ()3)m 
= 
and the following asymptotic representation for large IxI and if argx < 7/2 - E, where 
c>0 and arbitrarily small: 
T (a, 0; x) = 
IP (0) 
ex X-P-a) 
n (13 
- a)k 
(1 
- a)k 
X-k +0 
(IXI 
F(a) 
Z 
[k=O 
A different representation of the solution of equation (A. 1) can be found again in 
Lebedev and is given by: 
AT (a, 0; x) +B -f (a3; x) (A. 2) 
where T (a,, 3; x) is the confluent hypergeometric function of the second kind and is related 
to T (a, 0; x) by: 
-f (a, 0; x) =F 
(1 ý3) T (a6, x) + j"-Ißf (1 + (i - 3,2 - 3; x) F (1 +a- 0) Ir (0) 
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and then for small values of x, Y' behaves as xl-)3 
The function T (a,, 3; x) satisfies: 
i -f(a, ß; x)=x- -f(l+a-ß, 2-, 3; x) 
and : 
dm 'r (ce3; x) 
dxrn 
(a), 
rn 
T (a + M, + M; X) 
x) adrnits the following integral representation, Lebedev, pag. 268 eq. 9.11.6: 
T (a, 
with Re (a) > 0, Re (x) > 0. 
1 00 
(a) 
fo 
In Lebedev, pag. 269 eq. 9.12.1, it is given an asymptotic representation for large jxj: 
n (_, )k (a)k (1 + 0ý - 
O)k 
k n-1 T (a, 0; x) = x-c' E k! x- +0 
(ixi- 
k=O 
that is valid when Re (a) > 0,1 arg xI< 7r/2 - E, n> Re (3 - a) - 2. 
In the solution of the ODE with inhomogeneous boundary conditions, it is required 
the determination of the Wronskian of the homogeoneous equation. It is given by: 
W (T (o,,, 3; x) ,T 
(a,, 3; x)) =-" 
()3) 
x-, 3ex IF (a) 
for largxl :! ý7r, a,, 3 0 0, -1, -2 
The second important differential equation that turns out to be useful in treating the 
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Va, sicek model, is the so-called confluent hypergeometric differential equation, given by: 
fxx +0- x) fx - cef =0 
If we operate the change of variable y=(, 3 _ X)2 /2, and we set f (x) = t, 
((0 
_ .,, 
)2 /2), 
then v (y) satisfies the following ODE: 
a 
yvyy +(2- Y) VY -2v 
and we recognize it as the hypergeometric differential equation. This result is due to the 
fact that the square of an Ornstein- Uhlenbeck process has the same law as a Bessel process 
of integer order, compare Maghsoodi [72]. The general solution of the above ODE is given 
by: 
Af(aII ;y +Bxfy-T 
I+3 
;y 22)(22) 
or: 
AT y+B T- 
(-C" 
-1; Y) 
(2 
222 
Another important equation that appears again with reference to the Vasicek model 
is the Hermite differential equation: 
fx., - 2xfx + 2af = 
whose solution is given by the Hermite functions that can be expressed in terms of the 
confluent hypergeornetric function using t= X2 as a new independent variable. For details 
compare Lebedev [63] pag. 284 and the section on the barrier options. 
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B. The Laplace transform for barrier options 
In this Appendix we price barrier options solving the Black-Scholes equation: 
Ct + rSC, +10,2 S2 C = rc 
C (S, 0) =0 (S) (B. 2) 
with boundary conditions: 
C (U, t) = ýou (T - 
(L, t) ::::::::: ýPL (T - t) 
where the rebates can depend on time. This is the case of a double knock-in option, where 
CPL (T - t) and ýou (T - t) represent the time t price of a standard call option with residual 
life T-t and 0 (S) = 0. For a knock-out option, we have ýpu (T - t) = (PL (T - t) = 
and 0 (S) = (S - K) +. It is convenient to make equation (B. 1) dimensionless with the 
substitutions: 
e2x+O'rV(X, 7-) 
0,2 
In (SIL), -r -- - (T - t) 2 
ki 
2r 
a1 (ki - 1), 
1 (ki _ 1)2 
2r 
0=-- ý2 
0,2 24 
and we obtain the standard diffusion equation: 
OV 02V 
0 (B. 3) OT + -jX-2 
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but now with boundary conditions at x=0 and x= In (u/L): 
(0, VL 7- , -r 
(012 ) 
V In 
u7T 
-a ln(UIL)-o-r 'Pu 
2 
7- )-r>O 
(L (U2 ) 
and initial condition: 
V (x, 0) = e-"ýo (Le') 
(B. 4) 
This kind of equation is known as one-dimensional nonhornogeneous heat equation in 
a finite region with Dirichlet boundary conditions. The solution is well known and can be 
found in several textbooks. 
Necati Ozisik (76], pagg. 60-1, gives a Fourier series expansion of the solution: 
00 
V (x, -r) =Z e- -K (An 3 X) n=l 
X[ 
In UIL K (A , e) e-'ýV 
(Le4) <+ fo' eA nsA (Äns) ds fol 
where: 
An n7r/ In (UIL) 
2 
K (A - sin 
An X ný X) (U1L) 
OK (An, X) 
e-07 (PL 
2 
7» 
(9x x=O 
(ý 
-2 
) 
- 
OK (An, X) 
e-aln(UIL)-0-r Pu 
27 
ax 
x=ln(UIL) 
(0,2 )' 
Zauderer [108] gives a solution using Green's functions. 
(B. 5) 
In order to obtain the above solution we can consider the Laplace transform with 
respect to -r of the PDE (B. 3) and we obtain the ODE: 
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-ax yv +e ýp (Le') =0 
with boundary conditions given by the Laplace transform of (B. 4): 
ß-r =: ao (-y) v (0, -y) f- 
(e- 
ýPL 
( 
or2 
-F) 
) 
v In 
u 
y) £ 
(e-' In(UIL)-ß-r(PU (2 
T) al 
(L, 
_j-2 
(B-6) 
The solutions of the homogenous equations are elv"7-' and the solution of the ODE in a 
fixed strip with the above boundary conditions is given by, compare the elegant derivation 
in Doetsch [28] pagg. 87-9 and pagg. 288-9: 
v (x, -y) = ao (-y) 
sinh «In (UIL) - x) + al (-y) 
sinh (x Vr5) 
sinh (In (UIL) V/5) sinh 
(In (UIL) /5) 
In(U/L) 
y) dZ 
(LJ) IP (x, 
where: r 
F (x, e; -y) = 
sinh ef--y sinh«1n(U/L)- x) , 
/5) 
, /; j sinh 
(In (UIL)7--y) 
sinh xvlýj sinh((In(U/L)-C). V'ýj) 
, /ýj sinh 
(ln(UIL). V; ý) 
< 
x<ý< In (U/L) 
If we replace the products in the numerators by differences thus: 
cosh(x-C-ln(U/L)),, f--y-cosh(x+ý- ln(U/L)) /ýj 0<<x 
2vý--y sinh (In (UIL)V--y) 
IF (X, ý; -Y) = 
cosh(ý - x- ln(U/L)) V-y -cosh(ý+x-ln(U/L)) x< In (LIU) 
2Výý sinh (ln(UIL) V/'ý) 
(B. 7) 
(B-8) 
we obtain the same structure of the solution as in the main text, once we have taken into 
account that in the present case we have done a transformation that ha-s removed the drift 
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term and we have considered the Laplace transform wrt 0,2 (T - t) /2 and not simply Nvrt 
time to maturity. 
in ln(UIL) 
e-Ckz ýo 
(LJ) r(x, e, -y) de 
In the case of a double knock-out option, we have: 
sinh «b - x) /; ý) x e-aZ Leý-K)+sinh(e. /ý)de 
.., /5sinh 
(b. 
/5) 
(lo 
+ 
sinh x /'5 b Caz LJ -K+ sinh «b - Z) V/ý) dZ 
., /5 sinh 
(bý, /5) 
(Ix 
Let us define: 
p, -y) =f ePý sinh (ýV/---y) < 
exp((-, /; j+p)ý) +I exp 
(-(vr--y-P)0 
Vý-7-+p 2 V"--y -p 
p, -y) =f eX sinh ((b - ý) Vý) dý 
exp((-Vfý+p)ý+bV, ý) +1 exp((Vl; 
ý+p)ý-bV; ý) 
I- 
- V/--y Tp 
-r- 2 -V, ýT-p 
and: 
a) if x< In (KIL) = c, the Laplace transform of the double knock-out option is given 
by: 
sinh xvfiý b 
sinh (bVýý) 
e -ac 
(LeC 
- K) sinh ((b - ý) V/7-) dý) 
sinh x. r-y 
1 L(q(b, 1-a, -y)-q(c, 1-a, -f»- 
V, 
Výsinh (bv/7-) 
K (q (b, -a, y) -q (c, -a, -y)) 
b) if x> In (KIL) = 
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sinh «b - x) N/; ý) (fx Le(l-')4 - Ke-4 sinh (eV-y) dZ 
, /5sinh 
(býý) 
sinh x /r5 (ib Le(1`X - Ke-'ý sinh «b - dZ 
/5 sinh 
(b. /7ý) 
_ 
sinh «b - x) /ý: 7) 
, /5 sinh 
(b,. /r--y) 
sinh x , 
75 
, /ý sinh 
(bVlý) 
B. 1. The analytical inversion 
L (p (x, 1-a, -y) -p (c, 1 - a, -y)) 
-K (p (x, -a, -p (c, -a, 
L (q (b, I-a, -y) q (x, 1 - a, 
-K (q (b, -a, -y) - q (x, - a, -y)) 
In this section we consider the inversion for the functions 
h+ 
and 
sinh (x, 5) 
sinh (bvfiý) 
hd (X3 Xi 'Y) 
cosh «x -e- b) -, 5) - cosh 
«x +e- b) V/5) 
2v/; isinh (bv/5) 
(B. 9) 
(B. 1O) 
where b= In UIL. The other expressions can be inverted similarly and then the solution 
can be obtained exploiting the convolution property of the Laplace trasnform. The inver- 
sion can be done in two different ways conducting to a different representation of the same 
solution: 
a) expand in series the expressions in (B. 9) and in (B. 10) and then invert term by term 
using known inversion formula, Doetsch[28] pagg. 199-200 and pag. 289; 
b) if f (-y) is the Laplace transform and F (T) the original function, we can exploit the 
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representation of the original functions in terms of the Bromwich's integral: 
£ (-F) =1c 
ZOO 
f (-y) e"yd-y 
c' 
27ri 
1, 
j00 
where c lie to the right of any of the singularities of the functions f (-y). We can transform 
the line integral in a contour integral choosing an appropriate path and the value of the 
integral is then obtained applying the Cauchy 's Residue Theorem 
N 
., 
(sum of residues of e-fkTf 27riy OW) 
k=l 
where 'Yk are the singularities of the Laplace transform. This method has been utilised by 
Pelsser [78]. 
The first method gives a solution in terms of the normal density and its first derivative, 
whilst the second give a solution expressed in terms of the sine function. The two final 
expressions are equivalent, the second being the Fourier series expansion of the first. 
B. 1.1. Inversion in terms of normal densities 
Let us write: 
sinh (xv/7-) cxv,; ý - e-, V,; 
ý 
- 
(x-b)Vý 
- e-(x+b)vf, 
ý 
sinh (bV--y) e'v"-y - e-bvl; ý - e-2bV'j 
(e(x-b)vl'ý 
- -(x+b). Vr-y- 
) Yý e -2bnv/ýj 
oc, 
n=O 
00 
E (e- (2bn-x+b)v/'--y 
_ -(2bn+x+b)Výý 
n=O 
where we have used the fact that 1/ (1 - X) = En'=O Xk which is valid for IxI < 1, since it 
may be assumed that -y is large enough so that exp(-2b, /7-) < I. From a Table of Laplace 
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transforms we can find that: 
IC-1 
(e -bvl; ý) =b e-b2/4-r 
2 v/-7r 
-T3 
we can invert term by terms so that: 
L-1 sinh(x, 
/; i) 00 (2bn-x+b), V/; i (2bn+x+b)v/; i 
sinh(b., 5) 
)=1: 
C-' (e- e- 
n=O 
1 00 - (2bn-x+b)2 /4, r _ 
00 )2 
-E (2bn-x+b)e (2bn +x+ b) e-(2bn+x+b 
/4-r 
2v/-7r-r3 
( 
n=O n=O 
We can modify the second sum in brackets, using n= -v - 1: 
00 -00 
-E (2bn +x+ b) -(2bn+x+b)2 
/47- (2bv -x+ b) e-(2bn+x+b)2 
/4-r 
n=O 
and then we find: 
'C-1 
sinh(x, /r-ý) 
sinh (bVrý) 
Tý (2bn -x+ b) e-(2bn-x+b 
14-r 00 )2 
ýý, 
V/7r-r3 
(n=o 
00 (2bn -x+ b) e-(2bn-x+b)2 
/4-r 
2 v/-7r-, r3 
Y, 
n=-oo 
-00 E (2bv -x+ b) e-(2bn+x+b)2 
/4-r 
We can follow the same procedure for inverting the expressions involving the cosh 
functions: 
'C-1 
cosh(yvfý) 
'C-1 
eY V--f +e-y V5 
(2,. 
f--y sinh (bvr-j) 
)=(2, 
V/--y 
(ey vl; F e-y 
C-l e(v-b)N/'ý+e-(y+b), /'j 
2, r--y(l-e-2b, /5) 
) 
e(Y-b)%/'5+e-(y+b)v'--y 
00 2bn,, Fy 
2 Vr! 
-E e- 
n=O 
00 (b-y+2bn)V'y- 00 - (y+b+2bn) /-I Lc-l e- + 1: e 
V/1 
E 
v/; j 
(n=O 
n=O 
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and using the inversion formula: 
e- 
b2/4-r 
V/-7rT 
we obtain: 
00 -(b-y+2bn)2 /4-r (y+b+2bn)2 14-r C, o 
L-1 cosh 
(y 
V/ýO 
2+e V/7r 
-T 
sinh (b, /, y) V/7r-T n=O n=O 
and in the second sum using n= -v - 1, we have: 
1( ')o e- 
(b-y+2bn)2 /47- 
2 
1: 
n=O 
00 
e- 
(b-y+2bn)2 /4-r 
E 
v/4- -7r T 
n=-oo 
-cO -(y-b-2bv)2 14-r 
'7r7- 
i. e. a series expansion in terms of the normal density. We can then obtain the inverse of 
the function hd (Xi X7Y): 
L-1 (hd (Xi Xi _Y» 
C-l cosh((x-ý-b)v/ýý)-cosh((X+C-b), /ý) 
2,, ýsinh(bv/; ý) 
00 )2 co 
e-(b-y+2bn 
/4 
e -(b-y+2bn)2/4, r 
n=-oo n=-oo 
v/4-7rT 
The inversion formula above is then the sum of an infinite number of normal densities 
and we obtain the same result as found in Kunitomo and Ikeda [60] and He et al. [441. 
B. 1.2. Inversion in terms of sine functions 
This second method has been used by Pelsser [78]. The expression of the inverse of the 
Laplace transforms appearing in equation (B - 9) and 
(B. 10) can be found in many textbook 
concerning the Laplace transform, e. g. in the classical Abramowitz and Stegun 
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We can use the identity sinh (z) = -i sin (zz), and substituting we can see that the 
denominator of (B. 9) is equal to zero when sinh (blýý) = 0, i. e. when i sin =0 and 
this happens if 
ibvlý = k7r; k=0, l,... 
i. e. when: 
k 7r 
'Yk ---:: -(b) 
In this way we have identified all the singularities of the function O'h+ (-y, x). The 
residue for each singularity 'Yk is given by: 
Res (7k) lim e-l' 
Sin (iXVý) 
'y *7k i sin (ibVý) 
-/k7' 
c Sin (ZXV/7k-) liT 'Y ^yk sin (ibvfiy-ý 
e-fk'rsin x 
k7r 
lim 
1 (b 
lfý'Yk cos (ibV, ý) ib-y-1/2/2 
e-fk7' sin x 
k7r 2Vý-k 
- b cos (k7r) ib 
-2 
(_, )k e -(k7r/b)2 
-r sin 
xk7r k7r (b)b2 
and summing up all of the residues, we find: 
00 
, C-1 
(h+ (-r, x)) = 
27r 
E (_I)k+l ke- (k7r/b)2, r sin 
k7rx 
b2 
k=l 
(b) 
We can proceed similarly, for the second function cosh (y. /ý) /Výsinh (bvfý). Before 
calculating the residue, we verify that -y =0 is a simple pole and not a branch point. 
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Indeed near the origin, we have 16: 
CX3 b 2n,,, F, 2n 00 b 2n ly n 
sinh (bVý) (2n + 1)! =, -yb 
1+ Y- 
(2n + 1)! 
n=O n=l 
and then -y =0 is a simple pole. The residue is: 
Res 0) = lim e'y'-y 
cosh (xvý7-) 
-I 
Y--ýo -yb 
(1 
+ E" 1 
b2nyn b 
n= (2n+l)! 
ý 
Using the fact that VýY-k = ik7r/b and that cosh (z) = cos (iz), the residues at the others 
poles are: 
Res (-Yk) liM e'YT (-Y - 'Yk) 
cosh (x lý) 
IY >7k 
v/; ý sinh 
(bl; ý) 
lim e-y-r cosh (x %lý) 
(-f - 'Yk) 
'Y >'Yk V/5 sinh 
(b.. f5) 
e-fk 7' 
cosh (-I lim k 
vý7T-k 'Y +'Yk i sin (ibV; ý) 
== eYkr 
cosh 
(-CV4'ýYk) 
lim 
1 
vk 
'Y--"yk i Cos 
= 2e'yk7* 
cosh 
(-r0k) Ok 
, IýYk i Cos 
(ibvl; ýk) ib 
Cos 
(x k7r 
-2e 
'yk7' COS 
(iXV/; Tk) 
2, -tk'r b 
Cos (Zbo-k) b Cos (k7r) b 
2 k7 
(_, )k+ 1e 'YkT COS 
(X 
br 
2 k7 
Res (-Yk) :: -- b 
(_, )k+l e-/k7'COS 
(X 
br 
16 We are using the series expansion: 
00 x 
2n+l 
sirih x=1: (2n + 1)! 
n=O 
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and then the original function is given by: 
cosh (xvlýý) 12 "o -(k7r/b)27. COS 
vfiý sinh 
(bfiý) b+bE 
(_, )k+l e (xk7rlb) 
k=l 
and then: 
£-' (hd (X X3Y» = L-1 
cosh«x-e- b)V/; i)-cosh«x+e-b)V/; i) 
- 2., / ýsinh(b, /; i) 
=1 
00 
Z (_, )k+' e 
( 
-(kir/b)2. r COS «X Z(' b) k, 7r1b) 
00 
_ j)k+ e-(k7r/b)2, 
r 
cos «x +e- b) k---, T/b) k=l k=l 
=T 
( C>o 
(-, )k+I yý e 
k=l 
-(k7r/b)2, r (COS (x cos «x + -e- b) k7r/b) b) k7r/b» 
1 
ý 
00 
Z (_, )k+l e-( 
)2, r kir/b (2 
sin 
( (x -Z-b+(x+e-b»k7r/b (x+Z sin -b-(x-Z-b»k7r/b 
k=I 
2 2 
00 2E (_, )k+l e-(k-7r/b)27- sin ((x - b) k7r/b) sin (ýk7r/b) 6 
k=l 
The different terms we have found make up the solution given in terms of Fourier series 
in equation (B. 5). This solution has a form quite different from that given in previous 
section, but by the uniqueness theorem for the initial and boundary value problem for the 
heat equation, both solutions must be identical. The equivalence can be proved using the 
Poisson summation formula, Zauderer [108] pag. 291. 
C. The Laplace transform for Asian options 
In this appendix we solve the second-order differential equation (3.46) when -oo <y<0: 
2xF + 1/ yT -Y +) yy Tr) Y- 
(r 
xF=O 
T (y, -ý) --ý 0 as y -* - oo (C. 1) 
XP (y, C (<D (0, T)) =l as y --40- (, 
y+r) -YT 
In order to have an ODE on the positive axis, we make the change of variable z= 
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defining IP * (z, -y) == T (-z, ^ý). This function solves the ODE for 0<z< 
zTr 
xF* (z, -y) -* 0 as z --ý oo 
ýp* (0, -y) = as z -ý 0+ ( 
-Y+r 
) 
'YT 
Finally, we define the new function A (x; -y), setting x= a/z: 
b a. IP* (Z, ZA 
where a and b have to be determined. We obtain: 
41 *= bz b- 'A - aZb-2 A, ý z 
XF *= b(b- 1) Zb-2 A-2a(b- 1) Zb-3 A., +a 2Zb-4 A,, zz 
and substituting, we obtain: 
12 b-2 
a (b 1) + ; ý, b- 
-2 
+r az 
b-1 A ia z Axx +T Zb-1 x 
(C. 2) 
Zb- lb(b-l)-rb--y) zb b) 'A =0 + 
(( 
2 zb-1 
Now let us set b st: 
2 
b(b- 1) -r b--Y =0 
i. e.: 
r (C. 3) + ry 2 
b-1 
and the choice between the two will be made later on. Then dividing in (C-2) by z 
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using the fact that z =- alx and multiplying by 2/a, we obtain: 
xAxx + 
(2 
-b +I+ --q-x Ax - 
2b A 
aT 
) 
Ta 
Finally setting a= -2/ T< 0, we arrive at the following differential equation for x: 
xAx-- + 
(2 (r 
-b + 1) - X) Ax + bA = 0. 
As described in the Appendix A, the ODE can be recognized as a confluent hyper- 
geometric differential equation, Lebedev [63], pag. 262-3, whose general solution can be 
written in the form: 
A (x, -y) = AT b, 2 r b+I ;x 
+Bx 
1-2 
(r-b+1), 
r 
(1 
-b-2 
(r 
-b + 1) 32-2 
(r 
-b+ 1) 
where T (a, 0; z) is the confluent hypergeometric function with the following series repre- 
sentation: 
"0 (0) 
kXk T (a,, 3; x) = 1: - -, IxI < c)o,, 3 =A 0, - 1, -2, ... 
k=O 
(O)k k! 
and (O)k is the Pocharnmer symbol: 
(a)o =1 
(0) k=a (ce + 1) ... 
(a +k- 1); k=2.3 
and where the constants b, A and B have to be chosen in order to satisfy the boundary 
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conditions. We have: 
,p* (Z, -ý) _ Zb Af 
( 
-b3 2 
(r 
- b+ 1) ;a) 
+B*z 
b-l+2 r b+l 
1-b-2 
(r 
-b+12-2 
(r 
-b + 
Z 
with B* = Ba 
In order to find the constants A, B, and b we use the fact that: 
T (a6; 0) =1 
and the asymptotic representation for the function T (a, 13; z) for large Ix1, (Lebedev pag. 
271 eq. 9.12.8 and pag. 267 eq. 9.11.2): 
(a, 3; x) 
IF (0) 
-x- 
n (_, )k (a)k (1 +a- 13)k X- k+0 
(IXI-n-1 
a) 
C, E, 
k! 
k=O 
Then: 
lim IP* (Z, -y) = lim Zb A+B* Zl+2r-b 
Z +oo Z --+ + oo ( 
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and: 
lim W* (Z, -y) 
zýo+ 
Az bT 
(-bý2 (r 
-b+ 1); R) 
lim z 
z---*O 
+B*z 
b-1+2(r b+l) 
T 1-b-2 r- b+l 2-2 r-b+ 1) ;! a) z 
Az b 
r(2(r--b+l)) 
ab 
lim 
r(2(r-b+l 
) 
+b) Zb 
Z--40 
+B *z 
b-1+2 r-b+l) r2( r-b+l)) (9) - I+b+2(r-b+l) 
r(2(r-b+l 
) 
+b) Z 
r 2(r-b+l r(2(r-b+l)) 
-1+b+2 r-b+l) A 
r(2(r-b+l 
) 
+b) 
+ B* 
r(2( r-b+l 
) 
+b) 
a 
(C. 4) 
If we choose b such that Re(b) < 0, i. e. in C. 3 we choose the root with negative real 
part: 
+ 
)2 (2 
2, -y + 
(2 
then we observe that Re 
(1 
+2r -b) >0 and in order to have a bounded solution for 
z ---4 +oo, we need to require B* =0 and then the solution is given by17: 
AZb-f b)2 b+l a) 
z 
where A is found (C. 4) and using the condition for z -* +0: 
F 
(2 
-b+ 1) + b) a-b 
r 
(2 (r 
-b+ 1)) 
17 It is easy to verify that if choose the root with positive real part, then Re(1+2r-b)<O and we have to 
set .4=0. However, we obtain the same solution. 
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and finally we obtain tfie Laplace transform wrt to o, 2 (T - t) of the price: 
F 
(2 
-b + 1) + b) 
( 
-YT 22 
lp (y, -Y) =r (2 
-b+ 1)) 
(-y+ 
TT( 
-bj 2b+1 
TY) 
i. e. equation (3.47) in the main text. 
D. The Laplace transform in the CIR model 
In order to find an expression for: 
v (T,, r, ^ý, j-t) :=v (7-, r) = Eo, r 
[exp (-, 
yr-r -P 
Jo Tr 
(s) ds) 
I 
we need to solve the Feynman-Kac equation: 
-v, + (a - br) v, + 
lu'rv,, = prv 2 
v (0, r) = exp (--yr) 
(D. 1) 
We exploit the linearity of the drift and variance coefficients and we try a solution of 
the type: 
v (, r, r) = exp (-ao 
(T; A, p) - rý) 
(T; A, p» 
Setting 0 (-r) :=0 (-r; A, p) and ýb (r) :=0 (T; A, p) and using the fact that: 
Ov (r, r) 
a-r 
av (T, r) 
ar 
a2V (T, r) 
19T2 
(-aO, - rV), ) v 
-V)V 
0 
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and substituting these expressions in the above PDE, we obtain: 
- r7p, ) v- ?p (a - br) v+1 a2ro2V = LrV 2 
If we divide by v and we collect the terms multiplying r, we obtain: 
ao, - ao +r ý0, + &0 +10,2, 
o2 tt (D. 2) 
2 
that has to be solved with respect to the functions 0 (T) and V) (T). For (D. 2) to be 
satisfied for all values of r, the terms multiplying r and those independent of r must each 
be identically zero.. Thus, we can split the above PDE in two separate ODE's: 
-ýb, = bo +1 01 
20 
- /, (D. 3) 
and: 
OT 
= 7p (D. 4) 
In order to obtain the initial conditions, we observe that: 
exp (--yr) = exp (-ao (0) - rý) 
and then the initial conditions are given by: 
0 (0) = 
0 (0) =ý 
The first ODE is known as Riccati differential equation, because it involves a non-linear 
term V) 2. Fortunately, it is possible to give a closed form expression to the solution of the 
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two ODE's. In deriving the solution we follow Ingersoll [53], pagg. 397-8. We rewrite 
(D. 3) as: 
«) 
= -d-F 2V)2 +W IL -i 01 
and integrating and applying the initial condition, we obtain: 
dýb 
-=2f 
dýb 
or2 or2V, 2+W- lu 
(VI-Cl ) (V)-C2 
2fAB 
-ý2 
( 
('O-Cl) 
+ 
OP-C2) 
) dO 
ln(ip(T)-cl)/(V)(T)-C2) 
A 
where: 
-b +A -b -A Cl -; C2 -- 0,2 0,2 
(C2 - Cl) ;A= 1/ 
(Cl - C2) 
2.2.2p 
Cl + C2 =: -2blo, , 
Cl - C2 = 2A/a 7 ClC2 0,2 
and integrating both sides in (D-5), we obtain: 
In (0 (-r) - Cl) / (0 (7) - C2) 
A 
where K is chosen for satisfying the initial condition: 
In Cl) C2) 
A 
and then: 
(D-5) 
In (V) (-r) - ei) 
/ (ý) (7-) - C2) = -A-r + 
In (-y - ei) 
/ (Y 
- C2) 
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-1,57, 
i. e. solving wrt 0 
Cl -C2 
(-Y-cl) 
exp(-T, \) (-y-c2) 
(-Y-cl) 
('y-c2 ) exp(--rA) 
'Y(Cl eXP(7-A)-C2)+C2Cl(l-exp(-rA)) exp(-7-A) 
-y(exp(7-A)-l)-C2 exp(7-A)+cl exp(-7-A) 
Substituting the expressions for cl and C2, finally we have: 
e (-r) = 
where 
-ý (A +b+ (A - b) exp (-rA)) + 2p (exp (-rA) - 1) 
0,2-y (exp (-rA) - 1) +A-b+ (b + A) exp (TA) 
A= Vb2 + 20,2p 
In order to find the function 0 (-r) let us integrate the expression of ýb (T) given by: 
ý) (7) Cl - C2 a exp 
(-FA) 
;a 
(-y - el) 
1-a exp (-TA) (Y - C2) 
and we obtain: 
(T) 
T0 
(s) ds = 
7' 
Cl C2a exp (-sA) ds 
fo fo 
1a exp (-. sA) 
(Cl 
- C2) In + ae- + cl-rA A (-l + a) 
and then using cl = (-b + A) lo, 
2 
and Cl - C2 = 2A/o, 
2 
2 (-l + a) 2 112 
--In -In e- 2 
_CJT 
0,2 + ae-7*A) 0,2 
2+ a) ýZ2 
-- 
012 
(In 
(-l + ae-7-A) 
+In 
(e- 
2-C, 
112 (Cl ), r 2 
In 
(-I +a) e- 2 In 
012 
( 
(-I + ae-'3ý) 0,2 
( 2 
+ a) e-72 
(-e7'A + a) e-7-A 
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-), 
2 
--btA + a) e(A-12 2 In 
(-l + a) 2 In 
0,2 
( 
(-, 'rA + a) U2 + 
2 (In (-l + a) e 
(, \+b)7, /2 
0,2 (a - e7--\ 
) 
and using the expression for a, and some algebra, we finally obtain: 
0 (T) =-2 In 
2, \e(, \+b)-r/2 /01 2) 
0,2 (, yo, 2 (er, \ - 1) -b+A+ (b - A) e', 
E. The Laplace transform for an occupation time 
The mgf of the r. v. Yo,., (u, 7-), defined as: 
(7-, x) av (-r, x; u) = E 
[e--PY(u, -r)1 
7 
= jo e-My Pro,., (Y (uT) E dy) +1x Pro,., [Y (u, -r) = 0] + e-P' x Pro, [Y (u, -r) = 
=£ [Pro,., (Y (uF) G dy); y ---> p] +1x Pro,., [Y (u, -r) = 0] + c-4' x Pro,., [Y (u, 
-F) = -F] 
(E. 1) 
satisfies the equation: 
- 
OV (7-, X) 1 O'v (T, X) 
+b 
av (-F, X) 
ttl(X<U)V (73 X) =0 (E. 2) O-T ý2 aX2 
(9x 
with initial condition: 
V(O, X) =1 (E. 3) 
and boundary conditions: 
" (-r, +oo) =: 1 (E. 4) 
" (T, -oo) = e-' (E. 5) 
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Considering the following transformation: 
(-r, z) = -a(z+u)-ß-r v (-r, Z+ u) (E. 6) 
62 
X-Ulci=-6<0,0=- 
2 
(E. 7) 
we get: 
d9h (-r, z) +1 
a'h (-r, z) 
_ pl(, <O)h (-r, z) =0 (E. 8) a-F 2 g9Z2 
with h (0, z) = c-'(z+u). We can consider now the Laplace transform respect to time of 
the function h (T, z) defining: 
+oo 
z) =, C [h 
(T, z); T--+ 
in 
c--ý'h (7, z) d-r 
and the above equation becomes: 
- (-yH (-y, z) -h (0, z» +1 Hzz (-y, z) - pl(z<o)H (-y, z) =0 
The general solution is: 
e-ck(z+u) 1(1>0) ý(, 
y-Ct2/2) + Ae+v25' + Be-v'-2'y-' 
e+ Ce +V2(ý+ju)z + De-V2('Y+I')z 1(Z<O) 
( 
(, y+, L-C, 2/2) 
(E. 9) 
The constants A, B, C and D have to be chosen in order to have continuity and 
differentiability of the solution at z=0 and the boundary conditions as x --4 ± oo (i. e. 
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z ---+ ±oo). From (E. 4), we have that: 
1+ 
C)o ly 
£ (7, X) ; 'Y] = 
1 
-Y+, u 
i. e. we should have: 
Iz +00 
z -00 
where 0= -a 2 /2. This condition implies that for z>0 we should have 18 A=0 and 
when z<0 we should set D=0. The solution is then: 
e-a(z+u) 1(Z>O) + Be-*, /27' T-- ca -2) -I 
z) 
I(Z<O) e-"(, +U) + Ce+0(-Y+A)z (-y+tl- Ck2 /2) 
The constants B and C have to guarantee continuity and differentiability of the solution 
at z=O, i. e.: 
e-cku +B e-"u +c 
(-y-a2/2) (, y+, U-a2/2) 
-cee-cku -ae "u + 
(, y-0,2/2) - vý-25B 
- 
V2 + A)C - (-ý+tL-a2/2) 
Solving this linear system we obtain: 
e-ctu 
1 
-- 
( 
(-ý +p- a2/2) (-ý -a2/ 2) 
1S For the assumption that a<0. If a>0, we should set B= 
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B == eau (7 
1-I (a Vý2-ý) 
((- 
a2/2) - a2/2) Vý2 -(-y -+p) + V2 --y) 
and then: 
e-cKu (-y-a2/2) 
-au +((, 
y+p Cy2 /2) 
1 (a 
(^ý-C, 2/2) 
)(( 
V/F( y +-ýA) + V/2---y) 
+ 
V-2) 
The expression above looks simpler than the corresponding expression (1.4) in Akahori. 
This fact is due to the preliminary transformation that has allowed us to eliminate the 
drift of the process. Let us call ( (7-) the inverse Laplace of the quantity above, i. e. 
( (-r) :=h (-F, 0) = L-1 (H (-y, 0); -y - -F) 
Using the transformation (E. 6) and the density of the first hitting time of the BM with 
zero drift19 at the level z=0, we can write: 
e-a(z+u)-ß-r x Pro, zE(0; +00) 
(Y (u, 7-) :::::::: 0) 
i(Z>0) 
z2 izi +e-'(z+u)-ß7' 
0' 
V/21r(T_ 
2(7 
0), e( 
(0) d0 
2(, IOV 
h(T, z) = 
e-a(z+u)-ß7- x e-m' x Pro, (-; 0) (Y (u, -r) 
1(, 
<0) Z2 
-or 
r lZie 2(7--0) 
e-P('-0)( (0) d0 (7_0)3 
foi 
%- , 
/2ir 
"We consider the BM with zero drift because we are working with the function h (t, z) that depends on 
the BM with zero drift. 
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i. 
1 (x>u) 
Pro, xe(u, +o0) (Y (ur) 0) 
L__U)2 
+ r7- 
Ix-ul 
-_ 
100ýe 2(r-0) ( (0) d0 
V'f2 7r 0)3 
(-F, x) = 
e-g' x Pro, _-c(-,; ) 
(Y (u, 7-) 
1(X<U) 
(X_U)2 
+ r-r Ix-ule 2(r-") e-P('-0) ( (0) d0 j() 
VF27r _0)3 
Comparing the above expressions with (E. 1), we have to find the quantity 
Pro,, (Y (u, T) E dy). The Laplace transform wrt r of v (T, x) is then: 
I(x>u) £(Pro,., E(u. +. )(Y(u, -r)=0»+ 
V/ýi-72(x-u)-ctu 
72- /-2) 
f- (V (T, X) ; -r ---> -y) = 
1(x<u) 
(£ 
(e-m' x Pro, xc(-.; u) 
(y (u, 7-) =, T» + e- 
v7ý+ii%72-(u-x)-ciu 
v /, Y+ 
a rýy+J4 02 
v2) 
(V' 
- 
v'-) 
(E. 10) 
where we have used lines 7,9 and 10 in Table 2 and the convolution property. 
F. Notes to the chapter 
The results of the present chapter are in some part original and in other parts already 
known in the financial literature. In particular, Selby [86] is the first reference for the use 
of the Laplace transform for solving the Black Scholes model (Example 1), although the 
use of the LT for solving the heat equation is a very old technique. 
In example 2 we have treated barrier options. The discussion of the utility of the LT 
for barrier options is new, although the results about the LT of the barrier option price 
can be found: a) for the lognormal case in Geman and Yor [42], Pelsser [78] and Sbuelz 
[84]; b) for the OU and the square root process some results about the single barrier case 
can be found in Leblanc and Scaillet [64]; c) the most general results (time homogeneous 
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Markov process) are however due to Jarnshidian [56]. In every case the expressions for the 
LT of the hitting time distribution can be found in Borodin and Salminen [9]. 
Regard to the Asian option with fixed strike (example 3) in the lognormal case the 
first result is due to Geman and Yor [41]. More recently, Lipton [67] has obtained the 
same result using a PDE approach. The results for the floating strike case appear to be 
completely new, although we do not have discussed the numerical inversion. 
In example 3.4.1 we have presented the derivation of the density law for the square root 
process. The original derivation is due to Feller [35], although we have followed Lamberton 
and Lapeyre [62], mainly in the steps for the analytical inversion. The LT results in section 
3.4.2 are new, but the expression of the option price in terms of a noncentral X2 distribution 
is well known, also if its computation requires a numerical approximation. The results in 
examples 3.4.4 and 3.4.5 are a straightforward extension of example 3.4.2. The case of 
Asian options on interest rate has been discussed in Leblanc and Scaillet [64] and Chacko 
and Das [13], but they do not realise that the computation of the price can be simplified, 
avoiding the computation of the density function or the determination of the price of the 
Asian binary call options. The results in section 3.4.8 are obtained using section 3.4.7. 
The results in the section on Occupation time derivative (example 3.5) simplify the 
results in Akahori [5] and Dassios [24] and agree with Takacs [93], although he does not 
use the LT technique. Hugonnier [47] and Linetsky [66] generalize the results to the joint 
density of the BM and occupation time. The application to hurdle options is original. 
Finally, the algorithms for the numerical inversion are well known in engineering and 
physics, but have received little attention in Finance, except Fu et al. [37] and Davydov and 
Linetsky [26] that apply the AW algorithm and its multidimensional version- Numerical 
results can be found also in Leblanc and Scaillet [64] and in Cathcart [12]. 
Chapter 2. The density law for an occupation 
time 
1. Introduction 
In this chapter we obtain new results on a generalization of the Uvy arc-sine law. Uvy 
studied the density of the time spent by a Standard Brownian Motion (SBM) below a 
given level. We will provide results about the case of the Brownian Motion with drift 
below a given level and inside a given band. This problem has been solved for the case of 
Brownian Motion with drift below a given level by Akahori [3]1, Dassios [8], Takacs [25], 
Embrechts et al. [10]. In this paper we derive the same expression as in [25] and simpler 
than that given in [3] and [8]. So the main results are related to the case of the time spent 
by the Brownian motion (without drift and with drift) inside a band. 
The results have also financial applications to the pricing of corridor and hurdle options 
as we illustrate in section 2. Other applications are, as suggested in Taleb [27] (page. 66- 
67), to the management of a portfolio for the computation of the expected amount of time 
a trader is expected to spend in the red. A similar problem for the Standard Brownian 
Excursion can be found in chemistry as well and in particular in the theory of ring polymers 
as explained in Jansons [15]. 
We are interested in deriving the density law and the characteristic function of the 
'The bibliography is after the conclusions in the present chapter. 
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time spent by a BM with drift inside two barriers. Special cases are obtained when the 
drift is zero or when the lower barrier goes to -oc. 
In next section we will illustrate the problem of the corridor derivative pricing. In 
order to price such a contract we need the knowledge of the distribution function of the 
occupation time. In section 3 we will give the expression for the Laplace transform of 
the characteristic function of the occupation time of the Brownian Motion of the inter- 
val (- oo, 1] and [1, u]. In section 4, we discuss different inversion techniques (univariate 
and multidimensional) and we provide numerical examples with a comparison with the 
MonteCarlo simulation method. 
2. The Corridor Derivative 
Corridor derivatives are exotic options paying at expiry an amount that depends on the 
time spent by a reference index, usually an exchange rate or an interest rate, below a 
given level or inside a band. The structure of the payoff is similar to FX range floaters 
and boost structures as described in Hull [14], Linetski [19], Pechtl [22], Tucker et al. [28] 
and Turnbull[29]. This kind of product is suitable for investors believing in stable markets 
and then provide a way to sell volatility. 
The popiflarity of this kind of contracts has increased over last years as reported 
in Navatte and Quittard-Pinon [20] where there is the description of new issues by the 
kingdom of Sweden and by SociW G6n6rale Acceptance. 
In order to price the contract, we apply the well known result that in a arbitrage-free 
market, according to the well known Harrison-Kreps theorem of asset pricing [131, the 
price of any contract is just the expected value, under the risk-neutral measure, of the 
discounted payoff of the contract. So our aim will be to find the distribution function of 
the occupation time. 
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Let us suppose that the price of the underlying asset is described 1: )ý- a stochastic 
differential equation: 
dPt = rPtdt + oPtdWt, 
Po == 
where r is the instantaneous risk free interest rate, so the dynamics of the asset price 
under the martingale measure is described by a Geometric Brownian Process and In P (t) 
has normal distribution with mean Inp + (r - o, 2 /2) t and variance 0,2t. 
If we define the random variable: 
t 
(t, p; L, U (L<P(s)<U)ds 
then, a corridor option (hurdle option if L= 0) at maturity has payoff given by max [, r - K; 0] := 
(7- - K)+ and the price at time 0 of the contract having a residual life equal to t and a 
strike K<t, is given by: 
e-rtEo, p (max [T (t, p; Ll U) - K; 0]) 
= e-rt 
(f,, ' (s - K)+ f, (s, t, p; L, U) ds + (t - K)+ Pro, p 
[-r (t, p; L, U) = t] 
) 
(2.1) 
where f, (s, t, p; L, U) is the density function of the rx. -r (t, p; L, U) calculated at s, when 
O< s<t. Note that in order to calculate the price we need to take into account the fact 
that the index can always stay inside the band or below the level U (when L= 0). This 
explains the presence of the term (t - K)+ Pr [-r (t, p; L, U) = t]. In the following we write 
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f, (s, t, p) to mean f, (s, t, p; L, U). We observe that: 
l(L<P(s)<U) =1 
ýZ2 (L <p exp 
((r- 
, 
), +, W(, ))<u) 
In (L) < -1 
(r- 
ýý2-) S+W(S) < In p or 2p 
(U)) 
So we can calculate the density function of the r. v. T(t, p; L, U) using the density of 
the occupation time of the SBM W (t), if r- 1-21) /a = 0, and of the BM with drift 2 
W(') (t) := mt +W (t), where m= (r - 0,2/2) lo, : ýý- 0. In both cases the barriers are 
fixed at the levels 1= (In L) lo, and u= (In U) /a and with starting value x= (In p) lo,. 
We study this problem in the following sections. 
It is natural to see that we have the same problem to solve if the barriers increase 
exponentially at rate 6: a (t) = Le6' and b (t) = W'. Indeed: 
l(Le6i<P(t)<Ue6t) 
so the problem is equivalent to consider the occupation time for a Brownian Motion with 
an adjusted drift equal to 
(r 
-6- ! --) lo, and fixed barriers as above. 2 
We observe that if the strike price is set to zero, we have a corridor bond (hurdle bond 
if L= 0) and the price can be obtained discounting the following expression: 
Eo,., (-r (t, p; L, U)) = Eo, x 
[fo t 
ds] (2.2) 
and applying the Fubini's theorem, we obtain: 
ft 
o'Eo,., ds 
jt o Pro,., (1 < ms + IV(s) < u) ds 
t = fo' (4) (h (x, u, s» - ý> (h (x, 1, s») ds 
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where ýý (x) = fx. exp ! ýL2-) /Vý2-7r) dw is the cumulative normal distribution and 2 
(x, 1, t) 
vlt 
3. The Characteristic Function of the Occupation Time of the interval 
[1, 
In order to price corridor derivatives, we are interested in the evaluation of the distribution 
of the r. v.: 
T (t, X) 1-- T (t, x; U, 1, M) = 
rt 
I l(l<W(s)+ms<u)dS 0 
W (0) = 
representing the amount of time spent inside the interval [1, ul up to time t by a Brownian 
Motion with drift m and starting at x. 
If we define the characteristic function of the r. v. T 
(t, x): 
x, li) :=v (t, x; u, 1, m) = E., [eili-r(t, x) 1 
t, 
= jo e`I' f, (s ,t, x; u, 1, m) ds +1x Pro,., 
[7- (t, x; u, 1, m) = 0] + e"'t x Pro, x [-F 
(t, x; u, 1, m) = tl 
using the Feynman-Kac formula, [16] page. 366, it can be shown that v (t, x, y) satisfies 
the following partial differential equation (PDE): 
Ov (t, x, m) 1 a2V (t, X, it) av (t, X, p) 
&+2 a2X +m Ox 
+ iml(l<x<u)V (t7 xi ft):: - 0 (3.2) 
with initial condition: 
1, Vx C (-oo; +DO) (3-3) 
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and boundary conditions: 
(t, ±00) == 1, Vt >0 
3.1. The main result 
(3A) 
Given a function of time t, we denote with C [.; t --+ -y] its Laplace transform with respect 
to the variable time t, and with C-' [.; -y -, t] the inverse Laplace transform. We have the 
following result: 
Theorem 3.1. : The characteristic function of the r. v. -r (t, x; u, 1, m) admits the follow- 
ing representation: 
X, fl; 1, U, m) =9 (t, fL, x; 1, U, m) 
+ 
where: 
1x Pro,., C[., +,,,, ) inf ms +W (s) >u t 
(3-5) 
eipt x Pro, ý, C(,, j) sup ms+W(s) <u; inf ms+W(s) >1 
(O<s<t 
O<s<t 
1x Pro, 
XE(-c)o, l] 
0 
sup ms +W (S) <1 
( 
<S<t 
, rn__ M2 9 (t, tt, x; 1, U, m) := 
10 
e"Lsf, (s, t, x; u, 1, m) ds = e- 2 
t£-, [w (-y, 
ju, x; 
1, U, m) ; -y ----+ 
tl 
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and: 
w (-f, fl, x; 1, U, M) 
1(X>U)e-vý2(x-u) v'ýýL [y 
sixih(a-7r(IL--2ý))+L[y(t, l); t-). ý] sinh(ar(jxý-' 1(1<x<u) U-1 
siniiT-ý-7)- 
j(_<, )e--72-(1-x)7--yr [y (t, 0) ;t ___> y] 
and: 
emu c( t (s +d 
-V- 
eml c [y (t, 0) ;t -* -Y] = 
+ ýv72 
with 
2: 
v5--i/. L sinh(a7r) e" el d(7) + 75Y sinh(air)+Vfý(cosh(alr)+l)) (V/ y 
(eml 
-e7nu) (cosh(a7r)+ 1) - . 
5--ip (emu +eml)si 
+ v/2- 
n2 sinh 
(a7r) 
2 
c s( o= V/; 
j itt sinh(a7r) emu e'l 
7-Y v; 7-iju sinh(a7r)+Vr5(cosh(a7r) -1) ý/5 
(, /; 7- --) /5 
(, /; i+ m-) 
-ý, 72- -V2 
-m 
(e mu +eml)(cosh(a7r)-1)+v/; i-iu(e'u-e") sinh(a7r» 
v72 
v/; i-i, Igi sinh(a7r) 
m2) 
('y-'/'t- 
2 
a7r a=-m; 0=-m2 C2 (u 
1 
1)2 22- 
(3-6) 
(3.7) 
2 The function w (^f, ti, x; 1, u, m)is analytic for values of -Y and /I such that Re[-yj> M2 /2 and Re[-y - ip]> 
M2 /2. If we replace the characteristic function with the Laplace transform we have to substitute the 
quantity -y - ip with the quantity -y +p and then we should require that Re[, Y> M2 /2 and Re[-y + p> M2 /2. 
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Moieover we can express the density function f (-r, t, x; u, 1, rn) of the occupation time for 
a generic starting point x and for O<T<t in terms of the density function of the occupation 
time when x=u and x=1 in the following way: 
fl (TI ti x; U, 1, m) 
t 
X-U 
ýx-u" -' (t-17) 
7)3 
2(t-77) 2 fT (T, 
77, U) dq 
00 2 
ý27rc2 nsin n7r(ýý--')) fore- 2 (1<x<u, U-1 (3-8) 
n=l 
(C-m(x-I)f. (T 
_ 
ý, t_ý, 1) 
_ 
(_, )n 
e'('-')f, (-r - ý, t-ý, 
t 
(I-x) ( ', - x)2 
2 
(t-77) 
2(t-i7) 1(., <, )e' 
2 fr (T 771 1) di7 
1 
(t_'pe 9 
, 
727r(t-17)3 
3.2. Remarks 
In the appendix, we solve the PDE and prove the theorem. We can make now some 
remarks. 
1) A natural way of solving the PDE (3.2) could be to take the Laplace transform 
respect to t and then obtain three second order differential equations. The continuity and 
differentiability of the solution at the barriers and its boundedness at ±c)o, require then 
the determination of four constants, generalizing the example in Karatzas and Shreve [16] 
page. 273. However, using this approach we can incur in two problems. 
a) The final expression of the solution will be the Laplace transform of the charac- 
teristic function v (t, x, y) and then it will include the Laplace transform of the mass of 
probabilities concentrated at T= OandT= t. This fact as explained in Abate and Whitt 
[11 can create problems in the numerical inversion and it is advisable to remove the atoms 
of probability before the inversion. Attacking directly the PDE and using the Laplace 
transform only in a successive step, we avoid this problem. Indeed we are able to identify 
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in the expression of the c. f. these probabilities and so we can give the Laplace transform 
of the function Q (t, p, x; 1, u, m) and not directlY of the c. f.. 
b) If we want to use two univariate numerical inversions for limiting the programming 
effort and to use well-tested numerical inversion routines, as discussed in the next section, 
we should provide the Laplace transform of the real part and of the complex part of the 
function Q (t, p, x; 1, u, m). Using our approach, this consists in solving (A. 11) separating 
the real and the complex part of the functions D (t) and S (t) and then, taking the Laplace 
transform, we obtain two linear systems of just two equations 3- Instead if we take directly 
the Laplace transform of (3.2), we should solve three systems of two differential equations 
each and then the continuity and differentiability and boundedness of the solution will 
require the determination of eight constants in a lineax system with eight equation. 
2) The characteristic function is continuous and differentiable at x=1 and x=u, 
because as we will show later the PDE (3.2) has been solved requiring continuity and 
differentiability of the solution at these points. This property will be transmitted to the 
price of the corridor option. 
3) Comparing expression (3.1) and (3.5), we obtain the natural results: 
pro, 
ý, 
[-F (t, x; U, 1, m) = 0] 
1(X>u) Pro, x inf ms +W 
(s) >u 
(O<s<t 
0; 1 :5X: 5 u 
1(., <1) Pro, x sup ms +W (s) <1 
(O<s<t 
3 The relevant expressions are given in Appendix B. 
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and: 
Pro, [-r (t, x; u, 1, m) = t] 
1(1<x<u) Pro, x sup 
(O<s<t 
0; x :51 or u: 5 x 
ms +W (s) < u; inf ms + 11'(s) > O<s<t 
The expressions for these quantities can be found in equations (A. 20), (A. 21) and (A. 26) 
in the Appendix and can be compared with the same expressions in Borodin and Salminen 
(BS henceforth) [4]. 
4) We can show that from Theorem 1 we can recover known results. In particular, now 
we discuss the following cases: a) m=0, i. e. the case of the occupation time of the SBM 
of the interval [1, u], b) m=0 and 1= -oo, i. e. the time spent below the level u by the 
SBM and we obtain the Uvy arc-sine law, c) 1= -oo, i. e. the time spent by a BM with 
drift below the upper barrier u, case studied by Akahori [31, Dassios [8] and Tal(Acs[251. 
a) If m=0, we are considering the occupation time of the SBM of the interval [1, u]. The 
expression for the functions d (-y) and s (-ý) ,C 
[y (t, 0) ;t --+ -y] and L [y (t, 1) ;t -+ -ý] 
simplify to: 
d(-y) 1 sin 
h (a 7r) ii) 
c (V/i=i-lLsinh(a7r)+V/7ý(cosh(a7r)+l)) 
Of 
-y-ilL 
S ('y) =0 
t 
j7! -ip(cosh(a7r)+l) 1 _ý] = 
/; ysinh(air)+Vf L [y (t, 0) ;t --+ -ý] =I (Vfi-::: i, -4sinh(a7r)+Výi(cosh(a7r)+I)) viv/ýiil 
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and: 
w (-y, fl, x; 1, U, m) 
e V'2 (x - u) Výjsinh(ar)+v' ijt(cosh(a7r)+l) 1(x>-u) 
sinh(a7r)+Vfiý(cosh(a7r)+I)) 
sinh(a7r( -x ))+sinh(a7r(uý--', )) 1(1<X<U) u 
sinh(afl) 
L [y (t, 
V/ýjsinh(a-7r)+v/'j ip(cosh(a7r)+I) 
V/ýi sinh(wr)+V/7ý(cosh (a7r)+1)) 
(3-9) 
This expression does not seem to admit a simple analytical inverse, although in BS 
[4], formula 1.7.4 pages 140-141, is given a very complicated expression. We remark that 
,C 
[v (t, 0) ;t --+ 7] =, C [v (t, 1) ;t --+ 71 ,a consequence of the reflection principle. 
b) If we let 1 --> -oo in (3.9), we are considering the time spent below the level u by 
the SBM, so we should recover the Uvy arc-sine law. Indeed, we have: 
lim L [y (t, 1) ;t Oo 
v 
and then for x>u: 
x; 1, U, m) 
and inverting we obtain: 
r 
Jim 
f, (-r, t, x; U, 1,0) = 
I (---) 
1(x>u) I e- 
7r V--r(t--r) 
1-1 
(X=U) 
7r VT (t- -) 
1 jH,. 2 
1(x": 
ýu) 
e- 2 _L 
7r 
V--, -(t- 
-) 
(3.10) 
where the expression for the case x<u has been found exploiting the symmetry property 
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-I 
-r (t, x; u, -oc, m) =t- -r (t, -x; -u, -oo, -m) , compare Takacs [25]. Expression (3.10) ls 
the well known arc-sine law, Uvy [18] and BS [4], formula 1.4.4 page 129 where is given 
the time spent above the level u. 
c) If we let 1 -* -oo in Theorem 1, we are considering the time spent by B. N1 Nviti, 
positive drift below the level u. This case has been studied by Akahori [3], Dassios 
[8], although Takacs [25] provides a simpler expression. 
From equation (3-6), we obtain 4: 
lim d ecu 
f2= 
tL 
(y 
_, tl _ a2 *-00 
+ 
V/; 
ý+ 
2 
1 lim s e-, u 
00 
7-=y 
r (V/; ý+ 2) 
v/-2- 2 
and then: 
ýiT £ [y (t, 1) ;t ---> -yl = 1 +-00 
Cau 
v"2- vý-2 
+a)-M 
e-au + Ct - Ck vý2 V2- 
V/7- + V2- v/-2 
(Vlý-iiz 
ck 
e-au 1 a/v/2 
v-2 V2 
a) + C, 
4 The limits can appear to depend on the value of m, but we can suppose to have M>0 without loss of 
generality. Indeed the key in the determination of the density is the symmetry property in [25] that allows 
us to find an expression for the density when x<u in terms of the density when x>u. So if the drift is 
negative, we can suppose that x<1 and we let u -+ oc so we consider the time spent above the level 1. 
Then using the symmetry property, we find the expression for x>1 as well. So the result does not depend 
on the sign of rn. 
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so when x>u: 
Q (t, M, x; 1, U, m) 
M(X_U)_n2 e` e- v2 
(x - u) 7-y -vr2(x-u) e- 2 -t£-, +me 
!; ýý %72- 
v2 %/-22 
22t( fo' e'ý'o e 
92 in V'0 1(X>U)C-M(X-U)-' 
v7ýýo %72 
2-0 Erfc 
-%/2- 
- 
(X_U)2 
EL2 (t -- e 2(t-0) m-, It-0 (x-u) x+ me 2- -0)-m(x-u) Erfc + d0 
vli-r(t --0) -, 72- \/2(t-0) 
where we have used the inversion formulas in Abramowitz and Stegun (AS henceforth) [2] 
and the convolution property of the Laplace transform. 
For x<u and 1 ---> -oc), we can again use the symmetry argument in Takacs [25], so 
we then obtain that the density function of the occupation time with only one barrier is 
given by: 
lim f, (-F, t, x; U, 1, m) 
1(x>u) -' Erfc 
( mvfr- 
( 
v"7-r7- vý'2- v" 2 
X 
ý(X_U+M(t_, )))2 
+, ne -2m(x-u) Erfc (x-u)-M(t-12 
vlr7r 
-(t- 
T) vý2 V/2(t-7-) 
(3-12) 
1(x<u) -- +m- Erfc 
P 
'- 
)) 
Vý7r(t-T) vf2 
V2 
(u_x_mr))2 
e +2m(u-x) Erfc 
( (u-x)+m-r 
-ý/77- 
V2 -72 '--T- 
In order to make comparable the expression above with equation (12) in Takacs, [251. 
where is considered the average time spent below the level x<u, it is necessary to set 
in Takacs [25] a= (u - x) /v/t- and substitute m with -mVt-. We need to use as well the 
relationship Erfc (x) = 2-D (- vý-2x) - 
Moreover, if we have m=0, the above density function reduces again to (3.10). 
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4. The numerical inversion 
In this section we discuss the problem of the numerical inversion for obtaining the density 
function. Then we discuss how to obtain the moments of the occupation time. 
4.1. The density law 
From a computational point of view it is convenient to distinguish the problem of finding 
the density function from the problem of pricing the corridor option. Indeed, in the first 
case we like to use two single univariate inversions, whilst in the second it is better to use 
a multivariate inversion. The problem of the multivariate inversion and the pricing of the 
corridor option will be discussed in next chapter. 
This choice is also due to the fact that up to now, relatively little attention has been 
given to inversion of multidimensional transforms, so in order to limit the programming 
effort a possibility is to obtain the density function using well tested univariate inversion 
routines as described in the following two steps: 
1) Numerically find the inverse Laplace transform of the function Q (t, p, x; 1, u, m). We 
have solved this problem using the Crump's [7] method implemented in the IMSL-library 
subroutine FLINV5. 
2) Using the numerically computed Q (t, p, x; 1, u, m), find the function f, (T, t, x; U, L, m) 
through a further numerical Fourier transform inversion. We have computed this inverse 
using the Fast Fourier Týransform and this allows us to reduce greatly the computational 
time. 
The advantage of using the FFT routine is that we obtain simultaneously the entire 
density function, whilst if we use a different procedure (e. g. a Laplace inversion) we need 
to repeat as many times as the number of points at which we desire the density function. 
5This method is ranked among the most accurate available numerical inversion techniques 
in the Davies 
and Martin [9] comparison. 
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Moreover, having the entire density function allows us to price more complex derivative 
products which depend on the occupation time. 
The problem with using the two steps described above is that we cannot use directly 
the expressions given in Theorem 1, but we need separate expressions for the real and 
imaginary part of the function Q(t, M, x; 1, u, m). In this way using the first Laplace in- 
version, we obtain the real and imaginary part of the function cu(z, it, -ý) at which we can 
finally apply the FFT. In the Appendix B we provide the expressions for the real and 
imaginary part of the function Q(t, p, x; 1, u,, m) - 
In Figure 1, we represent the density function of the occupation time obtained using 
this single univariate procedure. In Table 1 we compare the price of the corridor bond 
obtained using the density coming from the double inversion described above and the 
analytical formula for the corridor bond as from section 2. 
The expected value in Table 4.1 has been calculated through a simple trapezoidal rule 6. 
In the numerical inversion, we have to choose the Fourier transform maximum frequency, 
so from the table we can see that increasing it we obtain a great accuracy, but with the 
cost of increasing the computational time 7. 
6 The price of the corridor bond can be computed also calculating the first moment of the r. v. occupation 
time as discussed later on. 
7 All the calculations have been performed on a Pentium 133 machine. 
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Table 1. Price of the corridor bond 
Parameters setting: r=0.05, u = 0.2, L= 100, U= 110, t= iyr. 
n is the number of chosen points (a power of 2) in the FFT. 
Initial Analytical Numerical integration of the density 
Index Level Solution and two-step numerical inversion 
n=2048 n=1024 n=512 ii=256 
80 0.04609 0.04607 0.04611 0.04620 0.04642 
85 0.08149 0.08149 0.08155 0.08170 0.08204 
90 0.13134 0.13137 0.13146 0.13169 0.13218 
95 0.19606 0.19613 0.19627 0.19657 0.19723 
100 0.27463 0.27471 0.27489 0.27528 0.27610 
105 0.30959 0.30983 0.31006 0.31052 0.31145 
110 0.25770 0.25772 0.25788 0.25824 0.25901 
115 0.18058 0.18061 0.18073 0.18100 0.18159 
120 0.12478 0.12478 0.12486 0.12506 0.12551 
125 0.08509 0.08508 0.08514 0.08529 0.08562 
average time 1 
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4.2. The corridor derivative 
In Table 2 we present the prices of the corridor option comparing with the results of mul- 
tidimensional Laplace inversion discussed in more detail in next chapter, i. e. the Fourier- 
series method firstly introduced for multidimensional transform inversion by Choudhury 
et al. [6], and the Pad6 approximation as suggested in Singhal et al. [24]. We compare 
the results with MonteCarlo simulation, that has been performed using 50000 simulation 
and using the antithetic variate technique, Boyle [5]. We remark that a limit of the Mon- 
teCarlo is the intrinsic discreteness of the simulation so we do not know if the process 
has crossed or not the barriers and we cannot compute exactly the time spent inside the 
barriers during each step of the simulation. However, the following table seems testify that 
this problem does not appear very important in the present context: indeed the different 
methods agree up to the third digit. In any case the MonteCarlo simulation requires a 
greater computational time and does not allow to compute in a precise way the Greeks of 
the contract. 
In Figures 2a-b we represent the price and the delta of the corridor option for different 
strikes and index levels. 
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Table 2: Pricing of Corridor Options 
Parameters setting: r=0.05, o, =0.2, L=100, U=110, tý l; In the MC+AV column we report the Monte 
Carlo estimate, obtained using the Antithetic Variate method with 50000 simulations with 1200 steps 
each, and 1000*standaxd error . 
The poles and the residues in the Pad6 inversion have been preliminarily 
calculated in Mathernatica 3.0 with the functions PadeH, NResidueU and NSolveo. 
Fourier Fourier NIC+ AV 
CruMp+FFT 11 --=12 =2 
Pad6 11=12=2 
Index; Strike 
n=2048 Al=A2=20 
num=3, Al=A2=20 
den=18 
n=20, m=20 n=100, m=20 
90; 0.2 0.0462793 0.0463038 0.0463038 0.0463039 0.046606; 0.265 
95; 0.2 0.0792503 0.0792444 0.0792444 0.0792445 0.078995; 0.308 
100; 0.2 0.1247528 0.1247227 0.1247228 0.1247226 0.124951; 0.518 
105; 0.2 0.1470881 0.1469239 0.1469239 0.1469239 0.147282; 0.665 
110; 0.2 0.1161007 0.1161262 0.1161262 0.1161261 0.115834; 0.358 
115; 0.2 0.0735259 0.0735554 0.0735554 0.0735555 0.073820; 0.311 
120; 0.2 0.0456788 0.0457253 0.0457253 0.0457254 0.046075; 0.271 
averaze CPU 170" 8" 39" <1" 337" 
90; 0.4 0.0100981 0.0101457 0.0101457 0.0101459 0.010328; 0.123 
95; 0.4 0.0213042 0.0213357 0.0213358 0.0213361 0.021146; 0.175 
100; 0.4 0.0400273 0.0400375 rO. 0400376 0.0400375 0.040250; 0.27 
105; 0.4 0.0504331 0.0503482 0.0503483 0.0503485 0.050574; 0.376 
110; 0.4 0.0372272 0.0372753 0.0372754 0.0372753 0.037048; 0.227 
115; 0.4 0.0202404 0.0202948 0.0202948 0.0202951 0.020376; 0.176 
120; 0.4 0.0107088 0.0107697 0.0107697 0.0107699 0.010868; 0.285 
average CPU 170" 8" 38" 
< 171 337" 
90; 0.6 0.0008576 0.0009014 0.0009014 0.0009019 0.000927; 0.030 
95; 0.6 0.0026490 0.0026893 0.0026893 0.0026899 0.002592; 0.053 
100; 0.6 0.0067578 0.0067873 0.0067874 0.0067831 0.006865; 0.092 
105; 0.6 0.0094893 0.0094617 0.0094618 0.0094619 0.009545; 0.131 
110; 0.6 0.0062664 0.0063189 0.0063191 0.0063188 0.006258; 0.087 
115; 0.6 0.0026123 0.0026664 0.0026664 0.0026670 0.002687,0.056 
120; 0.6 0.0010299 0.0010822 0.0010822 0.0010826 0.001093; 0.034 
average CPU 170" 8" 37'7 <111 337" 
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4.3. The moments of the occupation time 
We can use the result of Theorem I for computing the moments of the occupation time. 
The result is based on the well known Cauchy integral formula that allows to compute the 
derivative of all orders at a point for an analytic function. 
The moments of a random variable can be obtained from the characteristic function 
deriving with respect to [t and then setting p=0, through the following well known 
relationship: 
Eo, 
-, 
[7-' (t, x; 1, u, m)] =- M (x, t) 
(_, )n aQn(t,, U, X; I, U, M) 
, 9, n 
I 
jL=O 
(4.1) 
+tn x Pro,., C(,,. ) sup m*s+W(s) < u; inf m*s+W(s) >1 
(O<s<-r 
O<s<t 
Theorem 1 gives us an expression for the Laplace transform respect to time t of the 
function: 
2 
IL, x; 1, u, Tn) = e-"- 'L-1 [w x, 1, u, Tn) 
and the n-th order derivatives Q(')and w(') can be computed using the Cauchy integral 
formula using the expression for w. We have indeed: 
Theorem 4.1. (Cauchy integral formula) Let w be analytic everywhere within and 
on a simple closed contour C, taken in the positive sense. If yo is any point interior to C, 
then: 
w (-Y, Ao, X; 11 ul M) =Iw 
(-Y, A, X; 1, U, M) dy 
27ri 
fcc 
A- go 
and in general the n-th order derivative with respect to p is given by: 
J') (-y, po, 1, ul m) = 
n! Lj (-Y'M'x; l'u'm) dp# 
27ri 
Ic 
(M 
- LO)n+l 
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Using this result and a numerical procedure for inverting the univariate Laplace trans- 
form, we can compute all the moments of the random variable occupation time. In order 
to calculate the value of the contour integral, we can choose as path the unitary circle 
with center at the origin. Moreover, we have 1LO = 0. So we obtain: 
x; 1, U, m) = 
n! w (-Y'tL'x; l'u'm) d (4.2) 
27ri 
Ic 
ft n+l 
n! 
27r 
w (-y, e'o , x; l'u'm) ie'od0 (n+1)i0 2,7T-i 
1() 
n! 
2-7r 
w -y, eio , x; 1, u, me -niod0 27r 
10 
Then the strategy for computing the moments is the following: 
1. numerically compute the integral (4.2)-, 
2. numerically compute the inverse respect to -y of the function zu(')and obtain Q(n), 
3. then compute the nth-moment using formula 4.1. 
We have performed the first step using a Legendre quadrature formula with 100 nodes, 
Press et al. [23] page 150 and following, whilst the second step has been done u-sing two 
different numerical procedures: the Euler algorithm as in Abate and Whitt [1] and the 
univariate version of the Pad6 approximant method as described in Singhal. and Vlach 
[241. 
The results of the two methods agree up to the seventh digit and the computation of each 
moment requires less than one second. Takacs [26] has obtained, using a combinatorial ap- 
proach, a recurrence relationship for the moments of the occupation time of the Brownian 
motion without drift in terms of the moments of the local time of the BM. 
An advantage 
of the method discussed in the present context is that we can compute separately the 
different moments and this fact can reduce enormously the computational time. 
Figures 3-5 illustrate the behavior of expected value and standard deviation of the 
Corridor Options and Arc Sine Law 187 
occupation time. With regard to the behavior of the expected occupation time respect to 
the starting level of the Brownian Motion, Figure 3, we observe the bell-shaped form: the 
expected value is at the highest when we are inside the barriers and as we move far from 
them, it decreases. In Figure 4, we have the expected fraction of time spent inside the 
barriers that is a decreasing function of time if the index starts inside the baxriers (as time 
passes it is more likely to move out), other-wise it is increasing and then decreasing (as time 
passes it is more likely to move in and then out again). In the case of zero drift the shape 
is symmetric around the mid-point of the monitoring interval. In Figure 5 we represent 
the standard deviation always respect to the starting point of the Brownian Motion: the 
particular shape is due to the fact that when the index starts exactly on the barriers it 
continues in moving in and out of the interval: so the standard deviation is at a maximum 
when we are on the barriers. 
5. Conclusions 
In this chapter we have studied a generalization of the Uvy arc-sine law providing an 
expression for the Laplace Transform of the characteristic function. We have used the 
Feynman-Kac equation and solved the related PDE. A possible extension is related to the 
derivation of the joint density of the occupation time and the final level of the Brownian 
Motion and it can be done easily following the same procedure. We have also discussed 
how to invert numerically the double transform in order to obtain the density function and 
we have shown that using standard numerical procedures, in particular the Fast Fourier 
Týansforrn, the task can be accomplished without difficulty. We have also shown how 
to compute the moments using the Cauchy integral formula and the expression for the 
characteristic function. In next chapter we will discuss in more detail the application of 
the present results to the pricing of occupation time derivatives. 
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Figure 3: Expected value of the occupation time of the 
Brownian mflon with d[rift 0=1, u==I, t=4) 
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A. Solution of the PDE 
In order to solve the PDE (3.2): 
Ov (t, X, p) 1 O'v (t, X, p) av (t, X, m) 
02X 
+ iiLI(1<. 
<. )v X, fl) =0 ax 
with initial condition: 
V (0, X) = 1, Vx C (-oo; +o0) (A. 2) 
and boundary conditions: 
oo) = 1, Vt >0 (A-3) 
we consider the following transformation: 
e"+ß'h (t, x, p) 
2 
and setting am and -AII, we get the following PDE for the function h (t, x) 2 
_ 
ah (t, x, p) +1 
O'h (t, x, p) +i it 1 (1 <., <) h (t, x, p) =:: 0 (A. 4) Ot 2 (92 X 
with initial condition h (0, x, p) = e-'x. We can make a second transformation defining 
z= (x - 1) / (u - 1) and we introduce a new function: 
y(t, z, p) = h(t, (u-l)z+l, p) 
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In the following we suppress the dependence of y (t, z, p) on y and -, ve "-fite y (t, _-) _= 
y (t, z, p). We get the following PDE for the function y (t, z): 
ay (t, Z) 
+2 
a2y (t, Z) 
at a2Z 
+ itL1(0<Z<1)y (t, 
where c2 = 2(Ul 1)2 , and y 
(0, z) = -'((u-')z+') 
A. 1. Solution of the PDE with Neumann boundary conditions 
(A 
. 5) 
In order to solve (A. 5) we can distinguish three cases, z<0,0 <z<1, and z>1 and 
require a continuous and differentiable solution at these boundary points. As consequence, 
we can guarantee that the characteristic function as well is continuous and differentiable 
at x=1 and at x=u. So we can solve the PDE (A. 5) imposing Neumann boundary 
conditions at z -= 0 and at z=1: 
ay(t, z) L (t) a'(t'z) az 
IZ=O- 
az 
lz=O+ 
(A -6) I=U ay(t, z) LY(t,, 
49Z 
lz=l- 
19Z 
lz=i+ 
where L (t) and U (t) are unknown functions to be chosen in order to have continuity of 
the solution at z=0 and at z=1i. e.: 
y (t, Z) 1 0- =Y (tlz)lz=o+ 
Z) Li+ 
(A. 7) 
In the case z<0 and z>1, to solve (A. 5) with boundary conditions (A-6) amounts 
to solve the heat equation in a semi-infinite region with Neumann boundary condition. 
The solution can be found in Zauderer [30] (page 268, eq. 5.121). In the case 0<z<1, 
considering the new transformation g (t, z) = e-'ty (t, z), we get that g (t, z) satisfies the 
heat equation in a finite strip with Neumann boundary c-'I'tL (t) and e-', 
"ET (t) at z-0 
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and z=1, respectively. The solution in this case can be found in Necati[21) (page 62. 
eq. 2-73a). In conclusion the function y (t, z) can be expressed in terms of the unknown 
functions L (t) and U (t) in the following way: 
y(t, z) 
e-au [G (z -1 t) +G (z + -cl(u-lX< 
1(Z>l) 
10 
-2e 
2 
lt 
G (z - 1, t- 0) U (0) d0 
e iut e-' e' + C2 e'Y(t-9) (U (0) -L (0» d0 a(u-1) fot 1(0<z<l) +C)o +oo 
+2cý Z y (t) cos wrz +E e('m-"-)ton cos wrz 
n=I n=l 
eal 
+DO 
[G (-z - t) +G (-z + e'(u-1)ýde 
i(Z<0) 
10 
+2c 2 
lt 
G (-z, t- 0) L (0) d0 
where: 
x2 
e 4cTt 
f7 -C2 t -, /4- 
On =2 e-'«'-1)ý+1) cos (n7re) dZ 
t 
Yn (t) = 
10 
e('1'-)-)('-0) «_ 1) nU (0) -L (0» 
An = 
(n7rC)2 
(A-8) 
In order to find the unknown functions U (t) and L (t) we now require the continuity 
of the function y (t, z) at z=0 and z=1, i. e. we impose conditions (A. 7). However it is 
more convenient to transform the continuity conditions in the following way: 
lim y (t, Z) + lim y (t, Z) 
Z-0- 
Jim y (t, Z) - lim y (t, Z) Z-0- 
= lim Z) lim y (t, Z) 
Z--+1- Z-o+ 
= 
lim lim y (t, Z) 
zo+ 
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and introducing the functions D (t) :=U (t) -L (t) and S (t) :=U (t) +L (t), we obtain: 
lim Z) + lim y (t, Z) 
Z-+O- 
-aU+ 
1 et2 3Ct 
)+ 
e_Cl+ 
iCe2 
=e2t Erfc a2t Erfc 
(- 23ýýt )-2 e2 fot D (0) d0 
%72- -/47rC2 (t-0) 
lim y (t, Z) - lim 
efu+ 1 a2t et -3Lt 
(tj+ 1 C, 2 
e- Erfc e- 2t Erfc 2"/t 2e2 fot S (0) d0 2 v/-2 v/-2 C2 (t %747rc2 (t-0) 
lim y (t, Z) + lim y (t, Z) 
Z--+1- 
+oo 
Än (_, )n) = 2e -'-. u , 2C2 t e'P('-0)D (0) d0 + 
itit e-" fo, Z 
e('ý'- 
)tOn (1 + 
a(u-1) 
n=l 
+oo t 
+2c 2E (1 + (_, )n) 
jo 
n=l 
e('P--x-)('-0)D (0) d0 
lim y (t, Z) - lim y (t, Z) Z---->1- Z--->0+ +oo +oo 
= 2c 
2Z (1 
- 
(_I)n) fo' e('P-, xn) (t-0) S (0) d0 +Z e('P-, \ n 
)tOn «_, )n 
_ 1) 
n=l n=l 
The determination of the functions D (t) and S (t) requires to solve respect to them 
the following integral equations: 
-CeU+. 
1U2 1+.! a2 C2 ft D (0) d0 e2t Erfc a3ýýt + e-" 2t Erfc 
(- 'It 20 
%72- 
+oo 
=2. i, ute-"l-e-" k2,2 t e'; (t-0)D (0) d0 +Z e('P- 
Än )tOn (1 + (_I)n) (A. 9) ei(u-1) fo, 
n=l 
+oo t 
+2c 2Z (1 + (_I)n ) 
10 
e('ý'-, xn)(t-")D (0) d0 
n=l 
aU+.! Ce2 C, 1+.! a2 C2 
ft 
e2t Erfc -e2t Erfc 
(- "I-t )-2S (0) d0 t v7'2- v'-2 N/41rC2 (t-0) 
+oo +oo (A. 10) 
2c2 Z (1 _ 
(_1)n) fo' e('ý'-, xn)(t-0)S (0) d0 +Z 1) 
n=l n=l 
We remark that these integral equations involve separately the functions S (t) and 
D (t). We solve them using the Laplace transform. We call s (-ý) and (I (-y) the Laplace 
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transforms, with respect to the time variable t, of the functions S (t) and D 
t 
SL [S Mt e-'tS (t) dt 
t 
dL [D (t) t 
fo 
e-"tD (t) dt 
Laplace transforming (A. 9) and (A. 10), we obtain two linear equations to be solved 
separately for each function s (-y) and d (-y): 
e-au-- + e-al 2c2 d ý4c2 (v 
v/2 
+00 
e-ctl-e-"u E (, +(_, )n), 2 
-Y 
lil 
ce(u-, ) 
2c2 
'y 
l 
im d+ 7r2C2 n2+a2 n 
n=l 
+00 
2C2 E (, +(_I)n) 
+d 72C2 n2+a2 
n=l 
e-'u e-" 
V/; ý- Ck 
+ 
-v'2- , /'2- + 00 
2c 2 
. 7rTC2 -n2+a2 
n=l 
2 
s 
+00 
+ 
7r2C2 n2+a2 
n=l 
(A. 11) 
Using the following summation series formula in Gradshteyn and Ryzhik[12], page 40 
as form-uda 1.445.1: 
00 
En sin (nx) 
_ 
7r sinh [a (7r - x)]; 0<x< 27r 
n=l 
n2 + a2 2 sinh 
[a7r] 
formula 1.445.2: 
(A. 12) 
00 
cos (nx) 7r cosh [a 
(7r 
- x)] 
1- 
,0<x< 27r (A. 13) 2' 
Z 
n2 + a2 2a sinh [a7r] 2a 
n=l 
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formula 1.445.3: 
'>O (-1) cos (nx) 
n2+a2 
n=l 
and formula 1.445.4: 
7r cosh [ax] 1 
21- 7T 
<x< 7r 2a sinh [a7r] 2a 
'>O (-1)'nsin(nx) Z 
n2 + a2 
n=l 
where a7r = (-ý - i/_, ) /C2, we obtain: 
7r sinh ax] 7r <X< 7r 
2 sinh 
[a7r] ' 
e-" e-" 1 cosh(a-ir(l-x))+cosh(a7rx) 16 
vfj---7, jt sin h (a 7r) c 2 V2 
+1 cosh (a7r)+l 
V/--y V/57771-p sinh(a7r) 
(A 
. 14) 
(A. 15) 
(A. 16) 
e-ctu e-"l 1 cosh(a7rx)-cosh(a7r(l-x)) f6 
v5ý3-p sinh (a7r) c 
cosh(a7r)-l 
--ýii -nii-h -(a--i-r)- 
We observe: 
11 cosh(a7r(l-x))+cosh(a7rx) e-'(('-')x+')dx c vf--y --i IL sinh (a -7r) 
sinh(a7r)+ 
-/2 
(e-cu-e-a')(cosh(a7r)+l) 
ipsinh(air)('Y-', U- 2 
cosh(airx)-cosh(a7r(l-x)) 
e-c((u-')x+')dx c 
fo 
vrF--iit sinh(a7r) 
sinh(a-7r)+ 
(e-"'+e-"') (cosh(a7r) - 1) V2- 
V15'1--iIL sinh(a7r) 
(-y-iji- I 
2 
so substituting these expressions in (A. 16) and solving respect to the quantities cd (-y) / Vý 
and cs (-y) / V/ý we obtain 
(3.6) in Theorem 1- 
From equation (A. 8), we get as well the Laplace transform of the function y (t, z) when 
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z=0 and when z=1. Then the expressions for the characteristic function when x 
and when x=u, are: 
_MU_ 
M2 t 
2y 
l_ 7n2 t 
2y (t, 0) 
A. 2. Solution of the PDE with Dirichlet boundary conditions 
17) 
In order to find the expression for the function v (t, x, p) for a generic value of x, we can 
now solve the PDE (3.2) in three different regions (x < 1,1 <x<u and u< x) using as 
Dirichlet boundary conditions at x=1 and x =: u the known values in (A. 17). This, after 
the same transformation as before, amounts to solve: 
Oy (t, Z) 
+c2 
a2y (t, Z) 
+ ipl(O<Z<I)y (t, Z) =0 
49t a2Z 
(A. 18) 
2_1 
where c2 (u-1)2 , and y 
(0, z) =e in three different regions using Dirichlet 
boundary conditions at z=0 and at z=1 the known values of y (t, 0) and y (t, 1) - 
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A. 2.1. Case x<1 and x>u 
In this case, we have the heat equation with Dirichlet boundary conditions and the solution 
can be found in Zauderer [30], page. 265, eq. 5.105: 
y(t, x) 
-. u±()2 
e_ 2t t 
1(X>U) 
fo+ 
x 
vr2ýr-t 
-u)2 
e 
_U) - 
(X 
+ f't' (-e 2(t-, 1) e-"U-00q (0) d0 %/27r(t 0)3 1 
iL (- q( )2 
00 
[e- ýt 
e- t fo+ 
v/-2,7rt v/-2-7rt 
e 
1 (, <l) iL:: _ _ý2 
+ f( 
t (I-x)e 2(t-0) 
- cil-)30 
0-ep 
(0) dO 
' (t_0)3 
V27r (t_0)3 
, 7r 
and then: 
X, fL) = e", X+0, y (t, 
e ax+ßt 
+ 00 
[ee 
e-c(u+ý)d( fo 
N/2- -7r t ý, 72-irt 
1(X>U) 
(x-u) 
ft (X-U)e 2(t-0) 0) 
J() "/, -g 
eß(t- q(O)d0 
(A. 19) 
eax+ßt - 00 e- 
ýt 
e- fo+ 
v/27rt %/27rt 
1(X<l) 
(I-x) 
ý +, -c, (1-x) fi t (1-x)e 
2(t-0) ß(t-0)p (0) d0 
0 -V/27r (t _0)3 e 
where q (t) and p (t) are the known values of the characteristic function at x=u and 
x=l: q(t) : =v(t, u) and q(t) := v(t, l). 
Using some algebra and comparing with BS [4] (formula 1.2.4 page 198), we can remark 
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that when x>u: 
+00 c2 Lx 
cot etet e'(x-u-0d( 
fo 
v/'2-7rt v/-2-7rt 
1 -1 Erfc x-u+mt + 
-2m(x-u) Erfc x-u-mt (A. 2 2( -v/2-t 2 
Pro, xc(u, +,,. ) inf ms +W (s) >u 
(O<s<t 
where we have used the fact that 0= -m 2 /2 and oz = -m. Similarly, when x<I it can 
be shown with some algebra and using formula 1.1.4 page 197 in BS [4] that: 
; ±() 
2 
t ax+)3t - 00 
[et 
e 
fo+ 
\, 
/-27rt V2iýt 
[ 
-1 Erfc 
1-x-mt +e 2m(I-x) Erfc 1-x+mt (A. 2 1) 2( vý'2-t 
)2 
Pro, xe(, ý, I) sup ms +W 
(S) <1 
(O<s<t 
In order to find the expression for Q (t, p, x; u, 1, m) in Theorem 1, we can use equation 
(A. 17) and substituting it in (A-19), we obtain: 
m 
9 (t, fL1 x; U, 
lý 
m) = 
(X_U)2 
t (X-U)e 2(t-0) 
-y (0,1) d0 fo, - -07 -t, 72ý7r «t -0 
(, _x 
2 
+, et t (1-X)e 
2(t-0) 
fo, -y (0,0) d0 
and then if we consider the Laplace transform of the integrals we obtain the expression 
for w (-y, p, x; 1, u, m) in Theorem 1- 
We now show how to find the density function of the occupation time given in equation 
(3-8) in Theorem 1. Using in (A. 19) the fact that: 
v u; u, m) = fo' e'PO u) d0 (A. 2 2) 
t v 1; u, in) = fo e'ý'of, (0,1) d0 
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we can observe that, for x>u, we have: 
x_U)2 
ct(x-u) ft (x-u)e 
2(t-7) 
0 
`) 
q 
('T) d-r 3 eß(t 
iLluL2 t7 
=e Ci(x-u) 
(x-u)e 2(t--r)_ 
eß(t-, ) e'40fr (0, -F, u) d0) d-F 
10 
-V/2ir(t-, r)3 
(10 
(X 2 
it it - 
wu): 
e Ci(x-u) ilio 
(x-u)e 21-T) 
7 
0e(0 ýý 'ß(t-) 
f (0 -r, u) d-r) d0 
and then: 
v (t, X) A; 
ilu7m) 
Ix inf ms +W (s) >u 
(0. 
': ýý' <t 2 
tt 
2 t- 
+e'(x-u) eipo 
(X-u)e- 
(0 -r, u) dT dO 
fo 
(fo 
V12 7r (t_, r)3 
and so comparing with (3.1) the density function of the occupation when x>u can be 
expressed in terms of the density function when x=u. Similarly, for x<1, we obtain: 
x, it; 1, U, m) 
x Pro,., C(-,,,,,, ) sup ms+W(s) <1 
(O<s<t 
j! =XL2 t 
+C-a(l-x) itio ft 
(1-x)e 2(t--rýeo(t_r 
-r, 1) d-r dO e0 ir (t --T-) 3-)f 
(0, 
I (t 
10 
V157r r)3 
Compaxing these expressions with (3.1) the density function of the occupation when 
x<1 can be expressed in terms of the density function when x=1. 
A. M. Case I<x<u 
In this case the PDE (3.2) becomes: 
, 9v (t, X, /l) +1 
O'v (t, x, 4) +m 
Ov (t, X, p) + ijtv (t, X, /l) =0 (A. 23) 
(9t 2 02X Ox 
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and has to be solved in the finite region 1<x<u, with boundary conditions: 
v(t, u) = q(t) 
and initial condition: 
v(t, l) = p(t) 
v(O, x) =1 
If we consider the transformation y (t, z) = e-a((u-l)z+l)-ktV (t, (U _ 1) Z+ 1), we get 
for the function y (t, z) the heat equation in a finite region 0<z<1,: 
Oy (t, Z) 2 
02y (t, 
&+c a2Z 
with boundary conditions: 
-au-kt q (t) ;y (t, 0) = e-al-ktp (t) 
(A. 24) 
and initial condition y (0, z) = The solution can be found in Necati [211 
(page 62, eq. 2-73a). Then the expression for characteristic function is given by: 
00 
V (t, X, M) = x+kl 
Z 
W, (t) Sin n7r 
(, 
iýil 
)) 
n=l 
u-1 
22 
00 
--t 
1 (en7r)2t 
S, n +e', 't2e'x- 2 fo Z e- (n7rz) sin (n7r4) e-'(ý(u-')+1)< 
[n=l 1 
where: 
t 
Wn 2n7rc 
2 fo 
e- 
An(t-S) le- at-ksp (S) 
_ 
(_, )n e-au-ksq (s) I ds (A. 2 5) 
Using the properties of the theta function, compare Kevorkian [17] at page 25-26, and 
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comparing with the expression in BS [4] (formula 1.15.4, page. 211) we obtain: 
2L2 
'00 
2e -mx- 2t e-(cn7r)2t sin (n7rz) sin (mrý) 
Jo 
Pro, 
xc(,,,,, ) sup Tns+W(s) <u; inf ms+W(s) > 
(O<s<t 
O<s<t 
In order to find the expression for Q (t, x; u, 1, m) when xE (1, u) in Theorem 1, vve can 
use equation (A. 17) and substituting it in (A. 25), we obtain: 
t 
Wn (t) = 2n7re 
2 
in 
e-Än(t-S)-ills [y (S, (» _ 
(_, )n y (S, 1)] ds 
and then: 
*Ull M) 
00 
= ecx+Ot -' 
)) ft e-(, x -') (y (S, 0) _ (_, )n y 2n7rc2sin n7r 
(1 
0 n-ibl)(t (s, 1» ds u-1 
n=l 
If we consider the Laplace transform of the series we get: 
w (-y, Ilix; 
17U5M) 
CXD 
2n7rC2 
sin 
(_, )n L [y (t, 1) -t ds 7r2C2 
n=l 
n2+ ý i2c-I U-1 
and using the summation formulas (A. 12) and (A. 13) we obtain the expression in Theorem 
1. 
We now show how to find the density function of the occupation time given in equation 
(3-8) in Theorem 1. Substituting in expression (A-25) the functions q (t) and p (t) as given 
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in (A-22), we have: 
eax+ktw, 
z- -2n7r C2 
1te (k-(nlre)2) (t_S) 
0 
, 
e'yo (0, s, u) - e' e'09 1) dO] ds 
With a change of variable, (ý =t-s, v=t+ -r -s=ý +T), and using the fact that 
2 /2 + ip, we get: 
21t2 +(n7rC)2 
-2n7re e-( 2 
t 
x 
le 
[(_I)n e-ck(u-X)eitiofr (0 _ e, t_e, U) - ec'(x-1)e"uof, (0 - e, t-ý, 1)] dOdZ 
0 
2n7rc2 
lt 
eiUO 
0 
x 
fo -(2 
2 
+(n7re)2) (_I)n e-'(u-') f-r (0 u» cled0 0e2- 
(e('-')f, (0 - e, t-e, 
So for a generic starting point xE (1, u) we have: 
v (t, X) A; 11 U) M) 
e'llt Pro, xc(,, u) sup ms +W 
(s) < u; inf ms +W (s) >1 
(O<s<t 
O<s<t 
22 
+n2jr2C2) 
+ 
ft 
eit"o 2n, 7rc2 sin 
(n7r jo 
e- U-1 00 
(0 - e, t-e, 1) _ 
(_, )n e-'('-')f, (0 - e, t-e, u» dZ] d0 
and so we recognize in the square brackets inside the integral the density function of the 
occupation when 1<x<u, as shown in Theorem 1. 
B. The expressions for the two steps univariate inversion 
For the fact that standard numerical Laplace inversion packages perform unidimensional 
inversion, we need an expression for the Laplace transform of the real part and the iniag- 
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inary part of the functions D (t) and S (t) and not just the Laplace transform of the 
functions D (t) and S (t) as described in the previous section. In this section we provide 
the formula to be used in this case. 
B. 1. Computation of the functions D (t) and S (t) 
We need to remark that the functions D (t) and S (t) are complex functions, so in the 
above integral equations we need to separate real and complex part. We write 
Di (t) + iD2 (t) 
S (t) `:::: Sl (t) + iS2 (t) 
We have to solve two integral equations respect to the complex functions D (t) = Di (t) + 
iD2 (t) and S (t) = Sl (t) + iS2 (t). The first one is given by: 
c(u+ 12a /t- j+ICe2 
) 
e- ýa t Erfc + e-' 2t Erfc "Vlt 
-2 e2 
fo' -/7 
1D (0) d0 
V/4 7r C2 
(t 
- 
0) 
+oo 
+ i, ut e-" -e-au C2 Ze( On (1 - 2e ci(u-1) 
h2 fo eiýl(t-9)D (0) d0 + 
n=l 
t 
+00 t 
+2c2 (1 + (_, )n) 
Jo 
n=l 
while the second one is: 
e('P-, x-)('-0)D (0) d0 
(B. 1) 
e2 
-cel+ 
12 2t 
Erfc (_ c7t- -ciu+. 
lct2 
t Erfc (2vrt e ce v/2 -, /2 
-2e2 fit S (0) d0 
(B. 2) r7r 
Cý2 ( 
ýt- 
0) 074 
+oo +oo 
2 (_1)n) t = e2 fo e('ý'-, 
xn)(t-0)S (0) d0 + 
n=l n=I 
Using the Euler formula, e'I't = cos(ILt)+i sin (pt), we substitute in the equation 
(B. 1) 
Corridor Options and Arc Sine Law 907 
and we obtain a system of two integral equations for the real part and for the imaginari, 
part of the function D (t): 
real part (B -3) 
12a It- 
+ e-Cil+ 1 
0Z2t 
( 
e-"+-i' tErfc '2 Er /2- fc (-1) 
- 
2e2 t1 
=DI (0) d0 V/4ir C2 (t 
+oo 
+ (_, )n) 
- 2cos 
Z cos (tLt) e-Ä'ntOn 
(1 + 
n=l (B. 4) 
+2c2 t cos (M (t - 0» Di (0) d0 - 2c2 fot sin (ii (t - 0» D2 (0) d0 fo, +oo t 
+2c 2Z (1 + (_I)n) 
10 
e- >- (t -9) cos (ii (t - 0» D1 (0) d0 
n=I 
+oo t 
-2c 
2E (1 + (_, )n) 
10 
e-, Xn(t-0) sin (ii (t - 0» 
D2 (0) d0 
n=l 
imaginary part 
-2e 
2t-1= D2 (0) d0 
-V/41. rC2 
(t - 0) 
-2 sin (pt) '-al -, - ctu a(U-1) 
+00 
E sin (At) e-A, tOn + 
n) 
n=l 
2t +2c fo' sin (t 
+00 
+2c 2E (1 + 
n=l 
+00 
+2c 2E (1 + 
n=l 
- 0» Di (0) d0 + 
2c2 fo' cos (M (t - 0» 
D2 (0) d0 
t 
1)n) 
10 
e-Ä-(t-0) sin (p (t - 0» Di (0) d0 
t 
1)n) 
10 
e-, XII(t-0) cos (p (t - 0» 
D2 (0) d0 
Similarly, using in equation (B. 2) the Euler formula and S (t) = S, 
(t) + iS2 (t) , we 
obtain a system of two integral equations for the real part and for the imaginary part of 
the function S (t): 
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-08 
real part 
aU+.! C, 2 
(C,. 
ýfit-) e-C, 
1+.! C, 2 2t Erfc e- 2t Erfc V2- 
v/'2- 
0 (0) dO -2c2 
fit 
I 
, 
V4 2(t-0) 
S' 
+00 
22t -An(t-0) COS (jL (t c fo e- 0)) Sl (0) dO 
n=l 
+00 
-2c2 0e 
E (I 
_ 
(_, )n) ff t -An (t-0) sin (y (t - 0)) S2 (0) dO 
n=l 
+00 
+ 1: e- 
Ant 
COS (pt) On ((_ J)n - 1) 
n=l 
imaginary part 
-2 c2 
fo' 
===Lý S2 (0) d0 ý747re2 (t-0) 
+oo 
2t 2c fo e-A-('-0) sin (ii (t - 0» Sl (0) d0 
n=l 
+oo 
f 
t +2c2 , e-, 
\n(t-0) 
COS (4 (t - 0» S2 (0) d0 
n=I 
+Co 
+Z e--x-t sin (fa) on «_1)n 
n=I 
(B. 5) 
(B-6) 
So, using the convolution property of the Laplace transform, we get two systems of 
linear equations in the functions sj (-y) and dj (-y), j=1,2: 
e-" + e-al 2c 
2- di 
.,, f--y 
( 
V/--y + 
9" -%/4ciy 
v/-2 
+00 
2 e-al-e-ctu 11) On (I + (-I)n) 
a(U-1) 
E(+ in 
2 'Y+, \n-iU -Y+An+iM 
n=l 
+2c27ý7dj 2c2? -+Lýd 2 
+Cýo 
+C2 ++1 
-Y +A n- 
iu -Y+An+im) 
di 
n=l 
+00 
c2 E (1 + I)n) d2 Of) 
i -Y+, \n-iU ^f+, \n +iu 
n=l 
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2c2 e-ck' -e-ctu 
- -d2 
(Y) 2 2+M2 C, (U-J) V14C2', ý 
+00 
+ 2i -Y+A,, -ip -Y+An+i/L) 
On (1 
n=l 
+20? ý7dj 
+00 
C2 + 
n=l 
+00 
+C2 E (I + 
n=l 
and then: 
+2 c2 ,, 2d2 
(7) 
1 di 
d2 (Y) 
-Y+, \,, -ip 'Y+, \n+iP 
) 
e-" + e-"l 2 e-c"-e-cku 
j, 2 a(u-1) 
vf2- 
02= 
+00 
E(1+ 
'Y+An-iU 'Y+, \n+ig) 
On + 
n=l 
+00 
(B 7) 
2c2 +272+1E(I+ (_, )n) + di 
A/4C2^t 
+ju 2 
n=l 
-Y + A, ý - ipt 'Y+/\n+ill 
+00 
-2c 
2 
IpL-2 
+ d2 
2i 
n=l 
'Y+, \n -itt 'Y+, \n+itL 
)) 
+ oo 
-2 7E e-"-e-" -11: 
(11 (_I)n) 
+ TZ L77 tl ce(u-l) -Y+A,, -ill 'Y+, \n+iu) 
On (1 + 
n=l 
+00 
2c2 +E (I + (_I)n) 1 di 2i 
n=l 
-Y+, \n +ilL 
+00 
+2c +! E(J+ + d2 , y2 
I' 
ýT Y) 
V/4cyý 
-- /, t 2 
n=l 
-f+An-iA T-+An +iA 
)) 
Using (A. 13) and (A. 14), we can write : 
cA (-ý, p) di (ý) - cB (-y, p) 
d2 (-ý) 
cB (-y, p) di (, y) + cA (^ý, p) 
d2 (70 
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where we have defined the following (complex) functions: 
1+ cosh [a-7r] 
+1+ cosh [b, 7r] +I 
2. \, /, F--iAsinh[a7r] 2%/5-+iiL sinh [Inr] 
cosh[a7r]+l cosh[b, 7r]+l 
i 
GvfýýijLsinh[arj 
2v-F+-iysinh[b, 7r] 
e-"' + e-" 1w it) 
-( N/; ý 
2 
vr N/; 
ý 
( 
Vl'y 
+ 
vf2 
yv2 
y1i z 2i 
IL) B2 (-Y, fl) 
w('y, it) 
_I 
J1 (cosh[ar(l-ý)J+cosh[airý] 
+ cosh[bir(I-ý)]+cosh[b7rý1 
c0 V5::: -i-lLsinh[a7r] -\/T+-iu sinh [bir] 
= Wl (Y) A) + W2 (Y7 A) 
(-Y, tL) 
_1 
J1 (cosh[wr(l-ý)J+cosh[arýj 
_ 
cosh[bir(l-ý)J+cosh[bnýj e-c((u-')ý+')dý 
c0 V15:: -i-I-L sin h [a 7r I N/ý+ipsinh[b-xj 
= Wl (Y) tl) - W2 (Y7 A) 
V5ýsp+-al+e-")sinh[airj- "-(e-'l-e-")(cosh[a7rj+l) r 2 
Wl (-Yl 11) 
V/j'ý:! -ijLsinh[a; 
fl- ý2 ILI 2 
VrF+-ip(e-"+e-"') sinh[b, 7r]- 
(e-'l 
-e-") (cosh[b7r]+l) 1 vf2 
W2 (7) [1) 
sinh[b7r) 2L2 2 
a7r -- 
b7r 
C2 
Vi571W 
then the functions d, (-y) and d2 (-y) are given by: 
cdl (-ý) 
cd2 
(-Y) 
p) +B 
A (-y, p) E 
F('y,, u) 
Using a similar procedure and Laplace transforming the system of 
integral equations 
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(B. 5) and substituting the expressions for the series at last we obtain the folloAring linear 
system: 
si (-y) -N (-y, p) S2 (^Y) 
IL) = it) si 
(10 A) S2 (-Y) 
where we have defined the following functions: 
e" 
v"2- v/2- 
2i 
+ coshfa7r]-l + cosh 
[b, 7r] -I m b, /-t) 2 vfj---ip sinh[a7r] 2 vfi-+--iu sinh [W] 
N (7, p) cosh[a7r]-l cosh 
[birl -I 
i 
(2v/j"! 
--ijLsinh[ar] 2 v/j-+-iji sinh [birl 
py, L) M2 (7, L) +N2 (7, L) 
k(y, i) 
-II 
cosh [arý)-coshfar(l-ý)] + cosh[bwý]-cosh[b, 7r(l-ý)] 
c 
fo ( 
vfj-ý7-i-p sinh[a-7r] VfF+-iiisinh[b7r] 
= ki (-ý, p) + k2 
0ý7 P) 
i (-Y, 0 
_1 
fl (cosh[aný]-cosh[air(l-C)j 
_ 
cosh[b7rCj-cosh[b, 7r(l-C)] 
c0 vrj:: -i-j-i sinh [a 7r] V/-y+iiAsinh[b7r] 
= ki (-y, /, t) - k2 
(Y) P) 
Výý--iy(e-cxu-e-")sinh[a7rj+ ' -- 
(e-lu+e- a' ) (cosh[a7r] - 1) 
ki (7, p) =1 
V2 
_V?; =iIA sinh[aT] 2 
V/--y+-iti(e-"u-e-"')sinh[b, 7r]+ 
" (e-'u+e-")(cosh[bir]-l) 
1 /2- k2 
sinh[&; 7] a--, - -Y+'IA- 2 
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and the fi-inctions s, (7) and S2 (7) are given by: 
CS1 
p) (-ý, p) 
p b, A) 
CS2 
pb "0 
B. 2. Computation of the function f, 
(T, t, x; 1 u) 71 
Now we want compute the characteristic function v (t, x, p): 
m) = Eo,., [eipL-r(t, x; u, l, m)] 
t 
=' e""sf-r (s5 t, x; 1, u, m) ds +1 Pro, -- 
[-F(t, x; u, 1, m) = 0] + e'4t Pro, [, r (t,. r, u, 1, m) t] fo 
(B -8) 
and the function f, (-r, t, x; 1, u,, m) for O<T< t. We describe below the procedure that 
we can follow. We distinguish the case where x<1 or x>u from the case 1<x<u. 
B. 2.1. Case x<1 or x>u 
In the precedent section we have shown that the characteristic function is given by: 
v (t, Xl IL) 
1x Pro,., >,,, 
(7- (t, x; u, 1, m) = 0) + 
(X>U) 
ft (X-U) - L7---2 +ellx+Ot jo % --e 
2(t-0) y (0,1) dO /27r(t-Oý 
1x Pro,., >l (-r (t, x; u, 1, m) = 0) + 
1(, <1) t (1-x) 
+e"+ßt fi e 2(t-0) y (0,0) d0 r , (t_0)3 
(B. 9) 
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and Pro,,, [7- (t, x; u, 1, m) = t] =0 if x<1 or x>u. Comparing (B-8) and (B. 9), Nve have 
that: 
t- 9 (t, M, x) :=9 (t, Mi x; 1, U, m) := fo'e""f, (8, t, x; 1, u, m) ds 
11 _ uL2 
ec, x+ßt rt (x-u) - 2(t-0) y (0,1) d0 
1e (X>u) jo / (t-0)3 ý7(t-0) 3 
2 
__L 2(t-0) 1(X<J)e, X+ßt t 
v/ 
('-x) 
e- y (0,0) d0 27r (t_0)3 
where the Laplace transform of the real and imaginary part of the functions y (t, 1) and 
y (t, 0) are given by: 
L [Re (y (t, 1)) ;t --ý -y] 
,C [Im (y (t, 1)); t -ý -Y] 
,C [Re (y (t, 0)) ;t --ý -Y] 
e-"u ý- (si + di 2y 
-'ýT, y 
(S2 + d2 c 
e-" +c(. 1 di (-y)) ; ý- ct 2V/7ý 
£ [Irn (Y (ti 0» ;t ----> 'YI ýc (82 (11) - d2 (Y» 2 vf5 
In order to find the function Q (t, M, x) is not convenient to invert the above expressions 
for the Laplace transforms of y (t, 0) and y (t, 1) and then numericallY integrate them in 
(B-10), but to find the Laplace transform of the function Q (t, p, x) using the convolution 
property. In this Laplace transform there will appear the quantities above. Then we can 
numerically invert it. In this way we can compute just one Laplace inversion and avoid 
the computation of the integrals in (B. 10). Once we have found the function Q (t, IL, x) we 
can compute the function f (-r, t, x; 1, u) through a new numerical inversion. 
We can use the following Laplace transform formula, compare AS [2]: 
a2 
ae 2t V 2aVfiý 
e- 
27t3 2 t3; 
t 
So using the convolution and the translation property of the Laplace transform, we 
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have: 
L [Re (Q (t, ft, x)) ;t --> -y] 
e 
l(_->)e"e- -, 
52 (x - u) e-cx u (si (-ý -, ß) + di 
-, 
- 
-)2 v5 
--ß 
. 
72 
1(X<J)e, xe- -, 
/2- (1 - x) %/ý -0e+C (si (-y - 0) - di (-y - j» 2 V/ý 
v2 
(B. 12) 
whilst the Laplace transform of the imaginary part of the function y (t, z) is given by: 
E [Im (9 (t, 4, x»; t ---> 
ax e-%72(x-u)v77:: 
-Ö 
-1(X>U)e 'ýý 
(S2 + d2 
2 
(x<, ) eax e- 
(S2 d2 
So we obtain: 
Re (9 (t, M, x» 
ax+ot£-l e-, 
/2-(x-u), /; i 
-au e- 
v2 (x - u) v7; j C+ di 1(X>U)e 
+e v2 
e 
-y 
-al + c (si di (-y» e 
V/5 2 y 
v72- 
and 
Irn (9 (t, P, x» 
+, 3t, C-l e- N/2 
(x - u) Vr, ý C 
-i(xý, u)ec' 
(S2 (Y) + d2 
+Ot, c-l e- C- d2 1(X<I)e" 
vfy 
(S2 (7) 
(B. 13) 
(B. 14) 
(B. 15) 
where the notation C-1 [f (7); t] is used for the inverse Laplace transform of 
the function 
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B. 2.2. Case 1<x<u 
In this case we have shown that the characteristic function is given by: 
X4) 
= 1(1<x<u) 
(e4" 
Pro, x 
[T (tj X; U, 1, M) =: t] + eax+Ot 
Oo (B. 16) 
1: 
'On(t)sin n7r(! --')) 
n=l 
U-1 
where: 
t 
LOn 2n7rc 
21 (COS tL (t _ S) +i sin 
(t 
- s)) 
Xe-n7rc 
2(t_S) 
ýy ('S, 0) 
_ 
(_, )n 
y 
(, 
g, 1)] ds 
Moreover Pro,., [T (t, x; u, 1, m) = 0] =0 if 1<x<u. Comparing (B. 8) and (B. 16), we 
have that: 
x) := fo' etus ,tx; 1, u) ds fl 
(S 
7 
00 
ec'x+Ot w, (t) sin n7r 
( x-' )) 1(1<x<u) 
u-1 
n=l 
Then if we consider the Laplace transform we have: 
[zu,, (t) ;t --+ -Y] 
(B. 17) 
= 2n7rc 
2, c [(cos [it +i sin pt) e-, \, t ;t --+ -Y] 
C [y (t, 0) _ 
(_ 1) ny (t, 1) ;t __ý ý] 
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and we obtain: 
L [Re (zu,, (t)) ;t --+ -y] 
2n-7rc2, C [e--\nt COS pt; t [Re (y (t, 0» _ (_I)n Re (y (t, 1»; t 
2n7rc2£ [e->"t sin lit; t [Im (y (t, 0» - (-1)' Im (y (t, 1» t 
n7reý 
(+ (f- [Re (y (t 
, 
0» _ 
(_, )n Re (y (t, 1» t An+ Y-iii \n+-y+iii 
_ 
n7re 
2(11) 
(r [IM (y (t, (») _( _I)n IM 
(y (t -t -+ -yl) +, y - iu An +-Y+ift 
1» 
nirc 2 (f- [Re (y (t, 0» ;t --> -y] - -! £ [Im (y (t, 0» -, t ---> -y]) , \n+'Y-iii i 
(_I)n n7rc 2 (C [Re (y (t, 1» ;t -y] - f- [Im (y (t, 1» ;t An +Y-ill 
3ýn 
n7rc 
2 
[Re (y (t, 0» ;t -+ -y] + [Im (y (t, 0» ;t -t +'Y+i; L ý£ i 
(_I)n nire2 (E [Re (y (t, 1» ;t --> -y] + -l£ [Im (y (t, 1» -, t , \n+'Y+iP i 
and: 
L [IM (W (t»; t -+ -y] 
2n7rc 2£ [e-\t sin pt; t [Re (y (t, 0» _ 
(_, )n Re (y (t, 1» ;t 
+2n7re2, C [] (£ [Im (y (t, 0» _ (_ 1) 
n Im (y (t, 1» ;t_ _Y]) e-A-t cos /it; t --> 
n7re2 [Re (y (t, 0» - Z Xn+-Y-ill X, ý+, Y+iii _I)n 
Re (y (t, 1» t 
+n7rc 2(1+1) (£ [Im (y (t, 0» 1) 
n IM (y (t, 1» ;t 
A+-Y-ill An+Y+iM 
- 
nrC2 
---> -y] + 
lf- [Re (y (t, 0» ;t ---+ -f]) 
l\I +-Y-il, 
(£[Im (y (t, 0» ;ti 
n7rC2 (£ [Im (y (t, 1» ;t --> -y] + 
lE [Re (y (t, 1» ;t -y]) 
, 
\n+'7-ill i 
1- n1re2 (£ [Im (y (t, 0» ;t ---> -y] - 
l£ [Re (y (t, 0» ;t ----> -y]) \n+Y+iU i 
(-1)'n7rC2 (£ [Im (y (t, 1» ;t -y] - -li£ [Re (y (t, 1» ;t 
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So we have: 
L [Re (Q (t, p, x)) ;t -ý] 
Co 
1(1<x<u)e'x 1: L [Re (, cun (t)); t -y -, 3] sin 
(n7r 
U-1 
n=l 
E [Im (9 (t, M, x»; t --> 
00 
l(j. <x. <, )ecx 
EL [Im (run (t)); t --+ -y -, 3] sin n7r 
n=l 
U-1 
We can use the fact that, compare [12], page.. 40 as formula 1.445.1: 
`0 n sin (nx) 
_ 
7r sinh [a (7r - x)] 
x< 27r (B. 18) 
1: 
n2+ a2 2 sinh [a, 7r] 
n=l 
and formula 1.445.4: 
' (-I)"nsin(nx) 
_ 
7rsinh[ax] 
; -7r <X< 7T (B. 19) 1: 
n2 + a2 2 sinh [a7r] n=l 
If we define: 
00 
[Re (w (t» ;t ---+ -yj sin nz u-1 
n=l 
sinh [an x [Re (y (t, 0» ;t --> -y] - liC [Im (y (t, 0» ;t 2sinh[air] i 
sinh [alr 
+ u-') 
1 (f- [Re (y (t, 1» ;t 2 sinh[a7r] lyi - 
ý£ [IM (Y (tl 1» -t --. > 'Y]) 
sinh[b7r(uýx)1 
u1 +2 
sinh [bxj 
(£ [Re (y (t, 0» ;t ---> y] + l£ [Im (y (t, 0» ;t, -Y]) 
(B. 20) 
sinh [br( 
2sinh[bir] 
(C [Re (y (t, 1» t [Im (y (t, 1» t 
b7 = V5ý a7r = C2 C2 ý2 
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and: 
00 
1P2 ZL [Im (w (t»; t ---> -y] sin nn u-1 
n=l 
sinh [an ')1 (f- [Im (y (t, 0» ;t -+ -i] + li £ [Re (y (t, 0» ;t ---> -y]) 2 sinh[airl i1 
sinh X-1 (B. 2 1) + 
[" (u-1)1 (C [Im (y (t 
7 
1)) ;t+1, C [Re (y (t, 1)) ;t 2 sinh[a7r] 
U-- s inh U-1 
2 
(C [Im (y (t, 0)) ;t liC [Re (y (t, 0)) ;t sinh[b-7r] 
sinh[b7r(-u--l 
2 sinh[b7r]') 
I 
(C [Im (y (t, tL [Re (y (t, 1)) ;t 
The Laplace transforms of the imaginary and real part of the function y (t, 0) and y (t, 1) 
are given in equation (B. 11). 
In conclusion, we have: 
9 (t, M, x) := ft etfs f, (s, t, x; 1, u) ds 
Re (9 (t, M, x» = 1(1<x<)e"x+13'£-' [Ti (-y); t] 
(B. 22) 
im (9 (t, p, x» = 1(1<., <)e'x+, 
ß'£-' ['P2 (_Y) 
i tl 
lnverting these two quantities we can obtain the function f, (-r, t, x; 1, u) when 1<x<u. 
Chapter 3. Pricing of occupation time derivatives: 
continuous and discrete monitoring 
1. Introduction 
In the present work we examine the pricing problem for occupation time derivatives com- 
paring the case of discrete and continuous time monitoring. The payoff of these contracts 
depends on the time spent by an index below a given level (hurdle or switch derivatives) 
or inside a band (corridor and Parisian derivatives and range notes) - In particular, we 
examine the case of the corridor bond, bond where the coupon is proportional to the time 
spent inside a given band, and the corridor option that guarantees a minimum coupon. 
The structure of their payoff is similar to FX range floaters boost and step structures as 
described in Hull [17]1, Linetsky [201, Pechtl [24], Tucker et al. [30], Turnbull[31], Davydov 
and Linetsky [11] and Bregagnolio[6]. Chacko and Das [9] have examined the case of the 
Asian corridor bond. 
The focus of the chapter is then to examine the differences between the price of the 
contract assuming continuous or, the more realistic, discrete time monitoring. Indeed 
the difference between the two prices can be relevant mainly when the residual life of 
the option is short or when the monitoring frequency is low (e. g. monthl-,,, ). Moreover, 
as observed in Broadie and Glasserman [71 for barrier options, in Heynen and Kat [161 
'The bibliography is after the conclusions in the present chapter. 
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for lookback options and in several articles on DerWative Week, a sizable portion of real 
contracts specify fixed times for monitoring the asset and this can introduce substantial 
differences between discrete and continuous monitoring. 
Assuming continuous time monitoring and describing the evolution of the index by 
a Geometric Brownian Motion, we can obtain a closed form solution for the densitv of 
the occupation time below a given level and the double Laplace transform for the density 
function of the time spent inside a band. We propose two numerical methods for this 
inversion. We remark that this is the first work in finance where the numerical inversion 
of a bidimensional Laplace transform is discussed. We can show that this inversion, at 
least in the case studied in this paper, can be performed very quickly and with a great 
accuracy. Moreover the numerical methods adopted are remarkably easy to understand 
and perform. 
In the case of discrete time monitoring we could give the option price as an iterate 
integral (one integral for every monitoring dates), but this method, adopted for example 
in [16] for studying lookback options, can be very expensive. So we follow a Partial Dif- 
ferential Equation approach A la Black and Scholes along the lines described in Wilmott 
et al. [12] and [32]. In order to numerically solve the PDE, taking into account the ac- 
tual performance of high-speed computers, we draw our attention toward a proper finite 
difference scheme that has to satisfy the following requirements: the numerical solution 
a) exists; b) is positive; c) converges to the exact one as the discretization steps tend to 
zero; d) is free of unwanted oscillations arising at the monitoring dates, due to the 
discon- 
tinuity introduced by the influx of new information. We believe that these are minimal 
properties because they respect the physical nature (i. e. financial) of the problem. 
For 
this reason, in the present work, we resort to an upwind finite-difference scheme 
for the 
first spatial derivative and we show through a numerical analysis that 
it guarantees all of 
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these requirements independently from the discretization step and the parameter values. 
i. e. all properties are satisfied unconditionally. Finally, with numerical examples Nve con- 
firm the significant price difference between the contracts that are monitored continuously 
and those that are monitored discretely. 
In the second section we describe the main contracts. In the third section we show how 
to compute analytically the price for the corridor bond. In the fourth section we examine 
the pricing problem for the corridor option and we show the convenience of computing the 
density function of the occupation time assuming continuous time monitoring, whilst with 
discrete monitoring we prefer adopt a PDE approach. In the final section we compare 
the different methods. As Appendices we give the main results concerning the double 
Laplace transform of the density function and its inversion and the numerical analysis 
of the adopted scheme for the PDE. We discuss also, Appendix D, the so called digital 
corridor option, where at the expiry the holder of the option receives a fixed amount if the 
occupation time of the interval has been greater than a prefixed level. 
2. The contracts 
There are several forms of occupation time derivatives. The more common are the so 
called hurdle (or switch or range) and corridor derivatives, Hull [171, Pechtl [24], Tucker 
and Wei [30], Mirnbull[31], Bregagnolio and lori [6], Linetski [20]. Miura [21] and Akahori 
[2] introduce the quantile option. Davydov and Linetsky [111 in a recent and independent 
work extends the single barrier case to the double barrier step options. 
Let us define x be the index level at the current time t, and Y (x, T, t; u, 
1) the time 
spent by the index inside the band [1, u], in the time interval [t; TI. With continuous time 
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monitoring, we can write: 
T 
Y (x, T, t; u, 1) = 
it 
1(1<x<u)ds 
where I stands for the indicator fLmction of the set [1, u]. If I=0, we are con- 
sidering the time spent below the level u. Assuming discrete time monitoring, NN-1th 7? 
monitoring dates tl,..., t, where t= to < tj < ... < t,,, = T, we have: 
Y (x, T, t; u, 1) =Z1 (1<X, i <u) 
(ti - ti-1) 
i=l 
A corridor bond pays at time T the amount: 
N* 
Y (X, T, t; U, 1) 
T-t 
where N is the nominal value of the bond. The corridor option guarantees a minimum 
amount N* mc at the expiry, so the payoff is given by: 
max 
1) 
; 
IT-t 
MCI 
In the case of the hurdle derivative, we set 1=0. 
In Appendix D we discuss the evaluation of a digital corridor option that pays at time 
T the amount: 
N* 1Y(x, T, t, u, l)>K 
a fixed amount N if the occupation time is greater than K. 
In all previous cases, if the lower barrier goes to zero we have hurdle derivatives. 
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3. The corridor bond 
In order to price the corridor bond, we can use the well known fact that in absence of 
arbitrage opportunities the price is given by the expected value under the risk neutral 
measure of the discounted payoff, [15]. We can easily obtain the price of the contract 
either with continuous time monitoring either with discrete time monitoring. 
3.1. Continuous and discrete time monitoring 
The price is given by the expected value of the discounted payoff. Assuming a constant 
risk free interest rate r, we obtain: 
Et,, ý e-r(T-t) *N* 
Y(x, T, t; u, l) 
e -r(T-t) *NEtxT ds 
I 
T-t T-t 
Ift 
1(1<xý, 
<U) 
I 
e -r(T-t) *NT Et,. 7: 
(1(1<x,, 
<u)) ds T-t 
ft 
= e-r(T-t) j, 
NT Prt, 
x 
(1 < Xs < u) ds T-t 
ft 
where in the second line we have used the Fubini's theorem for changing expectation and 
integral. The same result can be found in [24]. 
Assuming that the dynamic of the underlying price is described by a GBM, dX = 
rXdt + oXdWt, we obtain, taking the log of the prices: 
Prt,., (1 < X, < u) :: = -D (h (x, u, s- t» - (b (h (x, 1, s- t» 
W2 
where 4) (x) f x. ' 
vý-2ý 
dw and h (x, 1, -r) 
(In 
Xý - 
(r 
-2 
In the case of discrete monitoring, similarly to the previous case, setting A= tj+j - ti, 
i. e. we have a constant distance between monitoring dates, we obtain: 
Et,, e -r(T-t) N* 
Yd(x, T, t; u, l) I 
T-t 
I 
= e-r(T-t) ý, 
NZ (4> (h (. r, u, ti - t» - ýý (h (x, 1, ti - t») A T-t 
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Remark: Recalling the fact that the local time at a level. r for a Standard Brownian 
Motion is the amount of time spent by the Brownian path in the vicinity of the point r, 
compare Karatzas and Shreve (KS henceforth) [18] pag. 203, we can obtain a represen- 
tation of the occupation time in terms of integral of the local time respect to the space 
variable instead as integral of the indicator function respect to time. Using the represen- 
tation of the sernimartingale local time for a continuous semimartingale given in KS, pag. 
218 formula (7.3), we have for every Borel measurable function k: R --ý [0, oo): 
fT +00 
tk 
(X,, ) d<X>, = 2 
fo 
k(ý)Lt(ý)dý 
where <X>, denotes the quadratic variation of the price process. In the case of GBT%l 
d< X >, = o, 
2X2 ds and then choosing k (X) = 1(, <X<U)10,2X2, we obtain: 
2 
+00 
Lt(ý)4 2u 
Lt (ý) 
dý 
1 
0,2ý2 0,2ý2 
0 
Unfortunately this representation does not seem to be useful for obtaining the price of the 
corridor option, because we should know the joint density law of the local times Lt (ý), for 
1<<u. Obviously, for pricing the corridor bond, we need just the expected value of 
Lt (ý). Some more results, but with reference to the Brownian motion with no drift, can 
be found in Takacs [28]. Important results have been found in Carr and Jarrow [8] in the 
discussion of the stop loss strategy. 
4. The corridor option 
In order to compute the price for the options we can follow different ways: 
1. find the density function of the r. v. Y (x, T, t; u, 1) and compute the expected value 
of the discounted payoff; 
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2. write and numerically solve the PDE describing the price of the contingent claim; 
3. run a Monte Carlo simulation for the dynamics of the underlying asset and compute 
for every possible path the final value of the occupation time and the payoff of t lie 
contingent claim and then average the results of different paths. 
The first approach results useful assuming continuous time monitoring. Unfortunately, 
there is no closed form expression for the density function, but we are able to obtain its 
double Laplace transform and in next section, we will see that from this double transform 
we can compute the double Laplace transform of the corridor option price. The second 
approach becomes preferable in the case of discrete time monitoring. The Monte Carlo 
simulation could be preferred in the case of discrete monitoring, because in the simulation 
the underlying can be checked only at discrete, albeit small, intervals. 
4.1. Continuous time monitoring 
Assuming continuous time monitoring can be realistic when the residual life of the contract 
is quite long or when the monitoring frequency is high (e. g. daily). In this case, it is 
easier to find the density function of the occupation time, rather than numerically solve 
a PDE with two state variables (asset price and occupation time) or to run a Monte 
Carlo simulation. The problem with the PDE is that we need to augment the state space 
introducing a new variable, locally risk-free, that takes into account the time spent inside 
the band. This fact makes the PDE a degenerate parabolic equation (the covariance matrix 
is singular) and the numerical method can suffer. The Monte Carlo method 
has a limit in 
the intrinsic discreteness of the simulation so we do not know if the process has crossed 
or not the barriers and we cannot compute the time spent inside the 
barriers during each 
step of the simulation2. For this reason it should be preferable to use the 
Monte Carlo 
2 For a related problem of pricing double barrier options, Baldi et al. 
[5] illustrate how to improve the 
Niontecarlo method providing approximations for the exit probability 
from an interval. Other importwit 
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method in presence of discrete monitoring. 
We observe that to find the time spent inside the band [1, u] by the GBM Xt, X0 =- x, is 
equivalent to find the time spent inside the band [L =- In (1) lo,, U =- In (u) lo] by the Arith- 
metic Browlidan Motion (ABM), starting at z==In (x) lo,, with drift m =: (r - 0,2 /2) /a and 
unitary diffusion coefficient. In the following, we setT= T-t. 
Using the Feym-nan-Kac formula, [18] chapter 4.4, Fusai [13] has obtained an expression 
for the Laplace transform with respect -r of a function appearing in the expression of the 
moments generating function v (z, T, M) of the r. v. Y: 
v (z, -r, p) = Et, z 
[e -IiY(z, t+-r, t; UL) 1 
ftt' + -r e-4y Prt, z (Y (z, t+ -r, t; U, L) C dy) +1x Prt, z [Y (z, T, t; U, L) = 0] 
+e-p(T-t) x Prt,, [Y (z, T, t; U, L) =T- 
where we have taken into account that the time spent inside the band can be equal to 
T-t or equal to 0. In Theorem 1 in Appendix A we give the analytical expression for the 
second and third terms in the expression above3 and the Laplace transform of the first 
term: 
+oo 
w (-yy, z) =w (-yg, L, U, m) =£ [9 (z, -r) ; 7- ---> -y] = 
10 
e--YT9 (z, 7) d-r 
where: 
Wr 
(z, -r) -= 
Q (z, -r; L, U, m) =I e-ly Prt, -, 
(Y (z, t +, r, t; U, L) C dy) 
We can use then the expression for w (-y, M, z) for obtaining the double Laplace trans- 
suggestions can be found in Andersen and Brotherton-Ratcliffe [4]. We do not have investigated, if the 
suggested methods can be used in the present problem. 
3 In the case of only one barrier, L= -oo (I = 0), the density function admits a closed 
form expression 
very easy to compute, compare Takacs [291 and Fusai [13] that simplify the results in 
Akahori (2). 
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form of the corridor option price. Indeed, we observe that we can write the undiscounted 
price of the corridor option with strike K and residual liveTas: 
C (T, K; x, t, 1, u) 
7 
= fý (y - K) Prt,., [Y (t + -r, x; u, 1) C dy] + 
(T - K)+ x Prt,., e(u) [Y (t + -r, x; u, 1) = -rl 
and with some algebra, we obtain: 
C (T, K) 
= Et, ý, 
[Y (t + -F, x; u, 1)] -K (1 - Prt, [Y (t + -r, x; u, 1) = 0]) 
fK y) Prt,, (Y (t + T, z; U, L) E dy) 
where Et,., [Y (t +T, x; u, 1)] , the expected value of the r. v. 
Y (t +T, x; u, 1), can be ob- 
tained by (3.1). 
If we consider now the Laplace transform with respect to K of the third term and we 
exploit the convolution property of the Laplace transform, we obtain: 
K L [fo' (K - y) Prt,, (y (t + T, z; U, L) C dy); K 
=L [K; K --ý p], C [Prt,, (Y (t + -T, z; U, L) c dK); K p] 
-19 
(ti pl 1, ulm) ii 
and then C (-r, K) is given by: 
C (T, K) 
= Et, ý, 
[y (t + 7-, x; u, 1)] -K (1 - Prt, x 
[Y (t + 7-, x; U, 1) = 01) 
+L--l 
rQ(tll, x; 'ýu, m); , -+ K L 1-4 
1 
[y (t + 7-, x; u, K (1 - Prt, x 
[Y (t +r, x; u, 1) = tx 
01) 
+_1 
[w(, x; l, uJ. - K, 7 -4 t] 
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So the pricing of the corridor option requires the inversion of the double Laplace transform4 
of the quantity w (-y, p, x; 1, u, m) 1A 2. We can remark that in order to calculate the Greeks 
of the contract we can simply calculate the derivatives of the double Laplace transform 
and invert them. 
As suggested in Abate and Whitt [1], for numerically computing the inverse of the 
above quantity, we have considered two different methods 5 in order to have a cross check 
on the results. The two methods are: a) the Fourier-series method firstly introduced 
for multidimensional transform inversion by Choudhury et al. [10], and b) the Pad6 
approximation as suggested in Singhal et al. [25]. 
We describe the two inversion methods in Appendix B, whilst Tables 1-5 compare the 
inversion for different strikes, index, volatility and time to maturity. We can see that 
the two methods give results quite similar, sometimes up to the seventh digit. Using 
the Pad6 inversion technique, the inversion is performed very quickly, requiring less than 
one second. As described in Appendix B, the Fourier-series method, although a little 
slower, has the advantage of permitting a control of the different type of errors (aliasing, 
truncation and roundoff) that can arise in the numerical inversion. In every case, both 
inversion techniques appear very accurate. 
We remark that we believe that this is the first paper in finance to use the numerical 
inversion of a multidimensional Laplace transform. Moreover with success 6. The very 
good performance and the easy implementation of the proposed methods 7 contradicts the 
4 For numerical purposes, it is convenient to divide in (8) and (9) the numerator and the denominator 
by sinh (a7r) and to use the fact that tanh (a7r/2) = (cosh (a7r) - 1) / sinh (air) = sinh (a7r) / (cosh (a-7r) + 1) 
5We have also tried a third method presented in Moorthy [22] that makes use of the Fourier series 
representation, but the inversion was quite sensible to the choice of the parameters and so we do not 
report the results here. 
6 At the moment this paper was completed and submitted, we learned that the same multidimensional 
inversion algorithm proposed by CLW has been used by Davydov and Linetski [ill for pricing double step 
options. 
7 All calculations have been done on a Compaq Presario Notebook P233MMX. The code for the numer- 
icý'd inversion has been written in C using Microsoft Visual C++ 5.0. In the Pa& inversion the poles and 
the residues have been previously computed using Mathernatica 3.0. 
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common idea that to perform the numerical inversion of a Laplace transform is difficult to 
implement and represents "a well known ill-conditioned problem". This common miscon- 
cept is due, as well documented in Abate and Whitt [1], to one of the first tentatives of 
inversion that reduced the numerical inversion to the solution of an ill-conditioned linear 
system and so the diffusion of the idea that all available inversion techniques are unstable. 
Finally, in table 6 we compare the prices of the corridor option, assuming continuous 
monitoring, obtained by the Laplace inversion (Pad6 inversion method) and MC simu- 
lation. From the we observe that the Monte Carlo simulation, without AV, is usually 
accurate to the third or fourth digit. Moreover the use of the antithetic variate does not 
seem to improve substantially the estimate8. Obviously the average computing time has 
been greatest for the MC simulation 9. 
'We encountered a similar problem when we have used as control variate the price of the corridor bond 
The standard error in this case increased. 
91t took around 42' to run the 50000 simulations with five different starting points for the index, and 
considering simultaneously different monitoring frequencies (step by step, daily, weekly and monthly). We 
used 1200 steps for year. 
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Table 6. Price for the corridor option 
Parameters setting: L=100, U=110, r=0.05, o, =0.2,7-=Iyr, K=0.2 ; MC: 50000 simulations, 1200 steps 
Index level 90 100 105 110 120 
Pad6 (n=4, m=18) 0.04630 0.12472 0.14692 0.11613 0.0,1573 
Monte Carlo 0.04635 0.12474 0.14751 0.11642 0.04607 
std. error*1000 0.427 0.670 0.711 0.660 0.435 
Monte Carlo +AV 0.04661 0.12495 0.14728 0.11583 0.04607 
std. error*1000 0.265 0.518 0.665 0.358 0.271 
4.2. Discrete time monitoring 
In the case of discrete time monitoring, we could try to use the pricing formula for the 
continuous time case in order to approximate the solution in the discrete time case, but 
this approximation could work well only if the monitoring frequency is high or if the option 
has a long time to expiry. So we prefer to discuss alternative approaches: a PDE method 
and a Monte Carlo simulation. Another possibility is to express the option price as a 
multiple iterate integral as done in Heynen and Kat [16] for lookback options: one integral 
for each monitoring date, so that with monthly monitoring, we should iterate over twelve 
integrals and the computational effort and the time required can be quite high. A referee 
signalled that recently Aitsahlia and Lai [3] have considerably improved this recursive 
numerical integration procedure exploiting the duality property of random walks. 
4.2.1. The PDE approach 
Along the lines in Wilmott et al. [32] and (12], we can show that the price V'(x, T, y) of 
the corridor option satisfies the following system of PDE's: 
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av (X, T, Y) OV (X, -F, y) 0,2 2 
a2V (X 
, T, Y) 
a-r + rx Ox +2x aX2 = rV 
(x, 7, y) 
whereT> 0,0 <x< +oc 0<y<n, where we have redefined the time t in time to expiry 
of the option, T= T-t 10 and n gives the number of monitoring dates, 71 = 
[T/A], Witil 
A the time distance between two consecutive monitoring dates. The initial condition to 
be satisfied is": 
V(x, O, y) =max(y-K; O)*A (4-3) 
In the PDE's above y is an integer number representing the number of times the index 
ha, s spent inside the band at the monitoring dates. We treat (4.2) as a system of PDE's 
indexed on y: between monitoring dates y is fixed, and, for each fixed y, V (x, T, y) evolves 
according to (4.2). So we could solve different PDE simultaneously, one for each possible 
value of y, until the next monitoring date. An arbitrage argument, Wilmott et al. [32], 
requires that the option price has to be continuous across the monitoring dates i. e.: 
X, Ir +, y=v xi -r -. ly- (i +) (3) 
or if y+ = y: 
v 
(x, 
Tj Y+ 1(1<X<U» 
The "jump condition" (4.4) links at the monitoring dates PDE's for different values of 
"As a consequence, if the times ti, ..., t, are the monitoring 
dates, now they correspond to -ri =T- ti. 
So 7-o = 0, and when the time to expiry of the option is -ri-1 :5T< -ri 
it means that Nve have again i 
monitoring dates and the residual life of the contract is i*A. 
1 'The initial condition depends on the fact that we can write: 
max 
Y 
; MC 
N 
*(max [y - K; 0) + K) *A 
[(T 
- t) T-t 
where K= (T - t) mc. So the payoff can 
be viewed as NI (T - t) call options on y plus the same 
quantity of bonds of nominal value K. In the following we will concentrate 
the attention on the quantity 
max [y - K; 0) * A. 
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y: depending on the position of the index respect to the band, therewill be an exchange of 
information between the different PDE's for adjacent values of y, as illustrated in Figure 
1. 
Figure 2 illustrates the updating process that occurs after one third of year and after 
four monitoring dates, assuming K=2.4. The PDE indexed with y=0 at the monitoring 
date receives new information from the PDE indexed with y=1 if the index is inside the 
barriers, otherwise updates itself. Similarly, the PDE indexed with y=I (y = 2) receives 
new information from the PDE indexed with y=2 (y = 3) if the index is inside the 
barriers, otherwise updates itself. The PDE with y= [K] +1 does not need an updating 
because at the expiry the option will be surely exercised (y > K), so we have an analytical 
expression for it (compare eq. 4.7 below). The updated values for each PDE can be then 
used to start to solve again separately the different PDE's between monitoring dates. 
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Regarding the boundary conditions, we observe that for a GBM process, if x=0 the 
price will be forever equal to 0, and then the stock cannot spend any more time inside the 
interval and the final occupation time will be equal to y. So we know with certaintv t lie 
final payoff and we obtain the condition: 
(0, -r, y) = e` max (y - K; 0) *A 1 (4-5) 
Similarly, for the case x ---* +oo, we will get: 
(+oo, -F, y) = e` max (y - K; 0) *A (-1.6) 
In conclusion, we have to solve the PDE (4.2), with initial condition (4.3) and boundary 
conditions (4.5) and (4.6) and continuity condition (4.4) at times -ri. The computational 
domain is 7- > 0,0 <x< +oo. 
Let us observe that when y> [K] +I>K, where [K] is the greatest integer equal or 
less than K, and when the time to maturity is T the option will be surely exercised, it is 
like a corridor bond, and we have an analytical solution given by: 
(x, -r, y) = e` (y - K) A+1: (e (h (x, u, i* A» -e (h (x, 1, i* A») A 
(4.7) 
W2 12 
where 4) (x) dw and h (x, 1, -0 In (llx) -r-2 This remark - VJSý a V/-r 
( 
allows us to solve only a restricted number of PDE's instead of having to solve a PDE for 
each possible value of y. For example with monthly monitoring and with a strike equal 
to 2.4, we need to solve just three equations (corresponding to y=0, land 2) 
instead of 
thirteen and the computational time is not prohibitive 
12 
. 
12 To solve numerically the PDE with monthly monitoring took around 
1'05" for 1000 different index 
levels and 300 discretization steps respect to 7- and K=12*0.2=2.4. 
If we increase the strike price, we need 
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At the monitoring dates ri, taking into account the known solution for y>K, the 
updating condition can be written: 
and: 
with j=1, ..., 
v (XI Tj+ )Y) 
when y 
V (x, -rj+, [K]) 
V 
(X, 
T3, Y) Xe [1, UJ 
1v 
(X, y+xc [1, u] 
01 1, ..., [K] - 1, j ..., n 
V (x, -rj , 
[K]) xe [1, u] 
v (X, 7-i , 
[K] + 1) xc [1, u] 
When the time to maturity is r, i. e. there are again n monitoring times, the expression 
V 
(x,, 
r3-., [K] + 1) is given by (4.7). When we have again j monitoring dates, j=n-1, 
n-2, ..., 2,1, the analytical solution is always given by (4.7), once we have set -r = rj, y= 
[K] + 1, n=j. When -ro =0 the option is expired and we apply the initial condition 
max (y - k; 0) * A. 
We remark that the change of information between PDE's implies that, for the nature 
of the updating of the occupation time, we are introducing a" discontinuity" in the new 
initial condition to be used at every monitoring date as well illustrated in figure (2). This 
fact could generate unwanted spurious oscillations in the numerical solution if a scheme 
is adopted without paying attention to the nature of the problem. For example a Crank- 
Nicholson scheme is usually the preferred one, just because it is reputed unconditionally 
solve more PDE: e. g. if K=12*0.4=4.8, the time required becomes 1'50". If we increase the monitoring 
frequency, also the computational time increases: e. g. with daily monitoring, K=0.2 and 150 discretization 
steps respect to 7-, it took more than 2h3O'. But in this case it is more convenient to approximate the 
solution using the continuous time formula. The code for the numerical solution of the PDE has been 
written in Fortran. 
Discrete monitoring of co dor derivatives 242 
stable and its local precision is maximal for PDE's of the parabolic type. But if adopted 
in the present context, this natural choice forgets the nature of the problem. Indeed as 
shown in Smith [26], pag. 122-124, ')numerical studies indicate that very slowly decaying 
finite oscillations can occur with the Crank-Nicholson method in the neighborhood of 
discontinuities in the initial values... ". So for our problem it is necessary to devote some 
attention in choosing the numerical scheme because to adopt a Crank-Nicholson scheme 
without a preliminary analysis could be very dangerous". In effect doing a numerical 
analysis similar to that one in Appendix C, it is easily proved that the absence of spurious 
obscillations, in the Crank-Nicholson scheme requires the following relationship between 
spatial and time step: 
AT 16 
(AX) 2 0,2 
and depending on the values of the volatility, this restriction can become very demanding. 
For example if we choose Ax =0.01 (i. e. 100 state steps) and o, = 0.2, we have that 
AT<0.04 (i. e. 25 time steps between two monitoring dates), whilst if Ax =0.001 (i. e. 
1000 state steps) then we need to require AT <0.0004 (i. e. 2500 time steps) and higher 
accuracy can be obtained only with a very small time step. 
For this reason, we would like to use a proper numerical method that guarantees the 
respect of some minimal conditions very natural from the financial point of view: a) the 
solution exists, b) it is positive, c) it converges to the exact one as the discretization steps 
tend to zero, d) it is free of unwanted oscillations arising at the prefixed updating dates, 
due to exchange of information between PDE's. In particular in Appendix C we describe a 
proper numerical scheme that can be used in the present case. Through a detailed numer- 
ical analysis, we can show that all above requirements are satisfied unconditionalIN- and 
13 We know of only a paper by Zvan and al. [33] documenting the limits of a Crank-Nicholson scheme 
Nvhen applied to the pricing of barrier options. 
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in particular the oscillations due to discontinuities in the updating process are eliminated 
very quickly and do not perturb the numerical solution. The cost to be paid is a lower 
accuracy than in the Crank-Nicholson: for the proposed scheme the order of convergeiice 
is 0 (AT, AX). 
4.2.2. The Monte Carlo simulation 
The advantage of using Monte Carlo simulation is its practicality, in the sense that is 
easy to understand and applicable without effort to different problems and assuming more 
general processes for the underlying. Moreover in the case of discrete monitoring the 
bias due to the underestimation of the maximum and overestimation of the minimum 
does not appear, because the simulation can be devised to match the actual observation 
dates. But as remarked in Andersen and Brotherton-Ratcliffe [4] simulation could become 
prohibitively lengthy if there are too many monitoring dates, although this problem is 
common to the PDE approach as well. Moreover, when the dimensionality of the problem 
(number of state variables) is low as in the present case, a finite-difference method can 
be preferable because more accurate. But the real advantage of using a PDE approach 
is that we can solve simultaneously for different initial index levels (1000 points in the 
numerical examples) and we can calculate quite easily and with great accuracy the Greeks 
of the contract. In particular the numerical solution can be of support in calculating 
an hedging strategy that in the case of exotic options appear very important, whilst in 
the case of the Monte Carlo simiflation this is not possible. For example in the present 
case, particular care has to be devoted to the calculation of the gamma near the barriers, 
because it presents a jump. 
Table 7 compares the results from the Monte Carlo simulation (with and without 
control variate) and the numerical solution of the PDE, assuming monthly monitoring. The 
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MC estimate has a higher standard error in this case than it did for continuous monitoring 
(Table 6), even though the latter could not match the observation dates. Moreover also 
in this case, the use of the Antithetic Variate reduces the standard error, but it appears 
to give a more biased estimate respect to the numerical solution of the PDE. Also the use 
of the corridor bond as Control Variate was not useful in reducing the standard error and 
we do not report the relative results. 
Table 7: Price for the corridor option 
Parameters setting: K=0.2 and L=100, U=110, r=0.05, o, =0.2,7-=Iyr. 
PDE: (X, T)-grid=lOOOx3OO; MC: 50000 simulations, steps matching the monitoring dates 
index level I PDE (monthly) MC; (1000*s. e. ) MC+AV; (1000*s. e. ) 
90 0.05235 0.05328; (0.482) 0.05355; (0.298) 
100 0.12120 0.12161; (0.697 ) 0.12207; (0.541) 
105 0.13281 0.13404; ( 0.726) 0.13351; (0.659) 
110 0.11328 0.11387; (0.687) 0.11316; (0.387) 
120 0.05160 0.05218; (0.487) 0.05234; ( 0.304) 
5. A comparison between discrete and continuous monitoring 
In this section we compare the results coming from the inversion of the Laplace transform, 
with the numerical solution of the PDE. 
From table 8 and figure 3 we can appreciate the difference between the price with 
continuous (inverse Laplace) and discrete time monitoring (PDE). If we consider the index 
level varying in the interval 85-125, we can see that the percentage difference between 
continuous and monthly monitoring can go from +10% to -11%, depending on the position 
of the index respect to the barriers. This difference is greatly reduced if we compare dailý 
and continuous monitoring. 
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In every case the price of the contract with continuous time monitoring is the highest 
(lowest) when the index is inside (outside) the band 14 . This fact is due to the nature of 
the contract: if the index is inside the band, and we assume continuous time monitoring, 
then the passage of the time will increase the value of the contract until the moment in 
which the index crosses the barriers. Instead if we assume discrete time monitoring, we 
cannot exploit completely the passage of time: we register the position of the index only 
at discrete dates and if they are quite distant (e. g. a month), it is possible that the index 
in the meantime has moved outside the band and so the occupation time cannot increase. 
In this case the time between two monitoring dates can be entirely lost if the index moves 
outside the band. Viceversa if we are outside the band, and between two monitoring 
dates the index moves inside the band the occupation time increases by the distance 
A: the contract earns the entire time distance between monitoring dates. Instead with 
continuous time monitoring we lose every instant until the process crosses the barriers. So 
the continuous time formula will overvalue (undervalue) the discrete time formula when 
the index is inside (outside) the band. Then it will be important to distinguish between 
discrete and continuous monitoring time. 
In figure 4 and table 9 we illustrate the effect of the monitoring frequency on the delta 
of the contract: in this case we can see that higher the monitoring frequency, higher the 
absolute value of the delta. So the monitoring frequency assumes importance for replicat- 
ing the contract, mainly when the index level is near the barriers. We also investigated if 
it is useful to shift the barriers in the continuous time formula in order to get an accurate 
price for the case of discrete monitoring. This is for example the idea in Broadie et A 
[7]: they examine the pricing problem for several kinds of barrier and lookback options 
and they show that shifting in an opportune way the barrier in the continuous formula 
"The result depends also on the value of the drift of the process, so that the overvaluation 
(undervalu- 
ation) does not occur exactly at the extremes of the band 
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they can get an accurate price for the case of discrete time monitoring. Basically the idea 
we pursued was to find the lower barrier that equates the price of the corridor bond with 
discrete and continuous time monitoring and then use it as input in the double Laplace 
transform for obtaining an approximate price for the discrete corridor option. The per- 
centage difference between the numerical solution of the PDE and the price obtained by 
this procedure was reduced for example from 11% to around the 3% when the index level 
was around 90, but in general this procedure was not completely satisfactory. So more 
work has to be done in this case. 
6. Conclusion 
In the present paper we have examined the effect of the monitoring frequency on the 
price and the delta of corridor derivatives, using either a numerical solution of a PDE 
either the double inverse Laplace transform. We have shown that the two methods can be 
fruitfully coupled. Indeed as the monitoring frequency increases, it can be too expensive 
to solve the PDE and so it becomes more convenient to approximate the solution using 
the inverse Laplace transform: the difference between the prices and deltas with daily 
and continuous monitoring is very small. Viceversa for low monitoring frequency we can 
use the numerical solution of the PDE. In both cases, as check test we can always use 
Monte Carlo simulation, but it is much more expensive relatively to the time required and 
the standard variance reduction techniques do not seem work very well. It remains to be 
investigated if we can approximate the discrete time formula using the much more efficient 
continuous time formula using a shift argument similar to that used in Broadie et al. [7]. 
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Table 8. Effect of Monitoring Frequency on the Prices 
Parameters setti ng: L=100, U=110,01=0. 2, r=0.05, T= Iyr, K*mon. frequency=0.2. 
Monitoring Frequency 
% difference respect to cont. monitoring Fr- ic -e 
Index Level Monthly Beweekly Weekly Daily Continuos 
80 19.52% 10.81% 5.58% 1.33% 0.0115 
85 15.96% 8.23% 4.15% 1.29% 0.0245 
90 13.05% 6.53% 3.29% 0.92% 0.0463 
95 9.28% 4.95% 2.47% 0.70% 0.0793 
100 -2.81% -1.45% -0.64% 0.04% 0.1247 
102 -7.74% -4.66% -2.57% -0.37% 0.1406 
105 -9.58% -5.54% -2.77% -0.25% 0.1469 
108 -7.31% -4.25% -2.17% -0.02% 0.1338 
110 -2.45% -1.04% -0.21% 0.59% 0.1161 
115 9.09% 5.45% 3.14% 1.37% 0.0736 
120 12.85% 6.72% 3.66% 1.69% 0.0457 
125 14.95% 8.15% 4.57% 1.75% 0.0279 
Table 9. Effect of Monitoring Frequency on the Delta 
Parameters setti ng: L=100, U=110,01=0. 2, r=0.05, T= lyr, K *mon. frequency= 0.2. 
Monitoring Frequency 
% difference respect to cont. monitoring Delta 
Index Level Monthly Beweekly Weekly Daily Continuos 
80 10.34% 10.34% 10.34% -3.71% 0.0019 
85 11.62% 2.98% 2.98% 2.98% 0.0034 
90 7.58% 2.46% -1.81% -1.81% 0.0054 
95 -3.65% -0.29% -1.35% -2.50% 0.0078 
100 -45.94% -32.73% -21.92% -9-90% 0.0104 
102 -39.72% -20.00% -4.33% 6.91% 0.0056 
105 -42.81% -29.84% -42.81% -42.81% -0.0013 
108 -38.10% -25.22% -15.57% -6.74% -0.0072 
110 -43.82% -31.45% -21.25% -10.32% -0.0104 
115 -3.20% 1.28% 3.13% 3.13% -0.0069 
120 12.77% 8.07% 8.07% 3.37% -0.0044 
125 13.20% 6.90% 6.90% 6.07% -0.0028 
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A. The double Laplace transform of the density law 
If we define the moment generating function (mgf) v (z, -r, p) of the r. v. Y 
v (z, T, p) : -:: -- v 
(z, 7 p; m, U, L) = Et [e-ý'Y(z, t+-r, t; U, L) 1 (A. 1) 
= ft t+-r e-I'y Prt (Y (z, t+ -r, t; U, L) C dy) +1x Prt, -, 
[Y (z, T, t; U, L) = 0] 
+e -ti(T-t) x Prt,, [Y (z, T, t; U, L) =T- 
it can be shown that, using the Feynman-Kac formula (Karatzas and Shreve [18] chapter 
4.4), the function v (z, T, IL) satisfies the following PDE: 
09V (t, Z) 1 
02V (t, Z) 
+m 
Ov (t, Z) 
--+- 02Z 
Pl(L<z<U)V (t, Z) =0 (A. 2) 
Ot 2 Oz 
with initial condition: 
v (z, 0) = 1, Vz C (-00; +00) (A. 3) 
and boundary conditions: 
v (±00, -F) = 1, V-r >0 (AA) 
The above PDE can be solved taking the Laplace transform with respect to time and 
solving the second differential equation requiring continuity, and different, 
iabil it y of t fie 
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solution at the points L and U and boundedness of the solution at ±-v. This requires to 
solve a linear system with four equations and four unknowns. A more efficient way for 
obtaininig the solution is presented in Fusai [13]. 
In Theorem 1 below, given a function G (7), we denote with g (-ý) its Laplace transform 
with respect to the variable 7- =T-t: 
T 
(-y) = f, [G (T) ; -r 
Jo 
e--"G (T) dT 
and with C-1 [g (-y); ^ý --ý -r] its inverse Laplace transform. We have: 
Theorem A. 1. : The Laplace transform (moment generating function) of the density law 
of the occupation time of the interval [L, U] by the ABM has the following representation: 
11 (z, T, p) =9 (z, -r; L, U, m) 
+ 
Ix Pro,, c[u, +,,,, ) inf M*S+W(S)>U 
(O<s<-r 
e-l" x Pro, zE(L, U) sup Tn*s+W(s)<U; inf m*s+TV(s)>L 
(O<S<7- 
O<s<t 
(A. 5) 
where: 
1x Pro, ZE(-oo, L] sup m*s+W 
(s) <L 
(O<S<7- 
Pro,, c-[U, +,,,, ) inf m*s+W(s) >U 
(O<s<-r 
=1- 
[I Erfc ('-U+") +e 
-2m(z- U) Erfc z-U-m-r 
2 v/2 --r 
2 -, /2-r 
)I 
Pro, 
zE(L, U) sup M*S+W(S)<U; 
inf m*s+ll-(s)>L 
(O<S<7- 
O<s<t 
-m' _ 
Tn2 
00 
- 
(Cn7r)2, r sin (mrz) sin 
(7v, 7ý) e 2e 2 1: e 
fo 
_n=l 
I 
Dzscrete monitoring of coTyidor den'vatives 2,54 
Pro, 
ý, c(-oo, Lj suP m*s+W(s) <L 
(O<s<, 
r 
1 Erfc L-z-m-r +e 
2m(L-z) 
ErfC L-z+m-r 2( vl'2---r 
)2( 
V2 --r 
)I 
and: 
Q (z, T; L, U, m) 
w (-ý, L, U, m) 
=, e-I'y Prt (y (z, -r, 0- U, L) C dy) 1 
, Z_ EL2 2-'L-1 [w z; L, U, m); Tj 
vý 2- (, - vf, -y, C [A (T); -ý] 
L[A(-r); -yj sinh(a7r( 
U-f ))+, C[B(7-); -yl sinh(a7r( 'L l(L<z<u) U-L 
sinh(a7r) 
U-L 
1(z<L)e -v'-2-(L-z)v/ýjC [B (, r) ;, ý] 
L [A (T); T+d 
,C 
[B e-crL +' (s 
'. 
) 'N, 7ý 
with: 
'd , /--y+p sinh(a7r) e-"U .+ 
e-, L 
7-=y (v/--Y-+iL sinh(a7r)+, ý, f-y-(cosh(a-7r)+l)) 2 Y(, /, Y-+ -) nO S 72 
(e-, L-e-ckU)(cosh(a7r)+l)-Vfy-+-, u(e-O'U+e-"L)sinh( 
+ vf2- 
V/--y+ti sinh(a7r) 
(-f+IA- 
2 
(A-6) 
c 
/j-+jisinh(a7r) e-au e -a L 
; -j(cosh(a7r)-l) 'y + 
ck 
v 
/; /, s V'j-+jA sinh(a7r)+, /7 
(; 
'i - 7y 72 v vý-2 
(e-Olu+e-, 2L)(cosh(a7r)-l)+N5+-, u(e-"'U-e-aL)Sinh(aa) 
2 
0= _M2; C2 =1 It 
(A. 7) 
a7r a= -m; 2 2(U-L)2 
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B. The numerical inversion 
In this section, we describe the idea underlying the two algorithms adopted for the nu- 
merical inversion of the double Laplace transform. As remarked in Choudhury et al. [10] 
little attention has been given to inversion of multidimensional transforms and moreover 
nothing at all regard their application in finance. 
B. 1. The Pad6 inversion method 
This method, proposed by Singhal et al. (henceforth SVV) [25], seems to have been for 
some time the only known inversion technique for the numerical inversion of multidimen- 
sional Laplace transforms. Fortunately its implementation is very easy and moreover the 
computational time required for the inversion has resulted to be less than I". Its success 
depends strongly on the smoothness property of the original function. 
This technique starts from the inversion formula in the complex plane. If f (SI) S2) is 
the double Laplace transform, the inverse Laplace transform f (tl i t2) is obtained applying 
the Bromwich inversion formula in two variables: 
(1 )2 Cl+iOO fC2+200 
(tl 
i 
t2) 
27ri 
I 
I' -i 00 C2 -200 
esItle 
S2t2 f (SliS2)ds, dS2 
where cl and C2 are the right-most singularities. Substituting Sktk =- Wk, k=1,2, we 
have: 
)2 cl +3 00 4+joo 
e" e 
W2 
Wl 
I 
W2 ) 
du, ldU'2 (B-1) (tl i t2) 
fCf 
tl t2 tlt2 27ri 
00 2-joo 
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Then SVV approximate the exponential function ezk by a Pad6 rational function: 
eWk - 
V)nk,, 
rnk 
(Wk) 
nk 
(nk + 7nk (nk 
3 
)Uýk 
j=o 
Mk 
(Mk) 
UIJ (nk + Mk j)! k j=o 
where nk < Mk in order that the function: 
Wl W2) 
V 
tl I t2 
ýnj, mj 
(Wl)'On2, 
M2 
(W2) 
has two more poles than zeros in each variable. Then 
Onk, 
Mk 
(Wk) ::: -- 
Mk 
E rkj 
j=l 
Wk - Wkj 
where Wkj are the poles of the approximation and rkj are the corresponding residues. 
Substituting (Wk) for CWk in (B. 1), we get an approximation f (tl) t2) to f (tl 7 t2): 
)2 1 M2 1 2+'Oo j (Wl W2 ) 
ml 
rIj r2j f (tl, t2) =--)-EE dwl dW2 
'I -ioo 
wi - Wij W2 - W2j tlt2 27ri 
I 
tl t2 
1- 
+ioi 
0(ý 
0 12 
j=l j=l 
Interchanging the sums with the integrals, using the residue calculus and closing the 
path in the right half plane we get the final formula: 
f (tl 
7 
t2) = j7 
1 Ml M2 
r, jr2j 
wlj 
, 
W2j 
1 lt2 tl t2 j=l j=l 
The inversion reduces to a double summation and requires just ml X M2 function 
evaluations. The Pad6 inversion formula can be easily programmed once we have calculated 
the poles and the residues of the Pad6 approximant. This can be done very easily in 
Mathernatica version 3.0 using the function PadeU for computing the approximant, the 
function NSolveU to find the poles and the function NResidueU to find the corresponding 
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residues, as illustrated here below, where we give the Mathematica 3.0 code for cOmPutilig 
the poles and the residues of the Pad6 approximant. It requires the use of the packages 
NResidue and Pade. 
NumericalMath'NResidue'; 
Calculus'Pade'; 
poles[nk-, mk-] : =- x/. NSolve[Denominator[Pade[Exp[x], Ix, 0, nk, mkj]] == 0, x] 
res[nk-, mk-, L] := NResidue[Pade[Exp[x], f x, 0, nk, mkj], f x, poles[nk, rnk] [[i]] l] 
The computation of the poles and residues can be quite time consuming especially if 
the degree of the numerator and denominator is high. However, it needs to be done only 
once and then we can store the calculated poles and residues and perform the numerical 
inversion very quickly'5. Regarding the choice of the degree of the numerator and denom- 
inator, we have seen that if Mk > 20 we can incur in roundoff errors because the residues 
and the poles can assume very large values. A check test is to verify that the sum of the 
residues is zero. For our problem a good choice was to set nk equal to 4 and Tnk = 18. 
B. 2. The Fourier series method 
The inversion formula proposed in the Choudhury et al. (henceforth CLW) [10] is a 
multidimensional version of the algorithm in Abate and Whitt [1], with an enhancement 
in order to control simultaneously the aliasing and the round-off errors. The authors damp 
the given function multiplying by a two dimensional decaying exponential function and 
then approximate the damped function by a periodic function constructed by aliasing. 
The two exponential parameters allow to control the aliasing error in the approximation 
by the periodic function. The inversion formula is then the two dimensional Fourier series 
of the periodic function. Moreover expressing the two dimensional series a-s an alternating 
"However, the computation of poles and residues can be done easily in C or 
Fortran as well. using 
double precision arithmetic. 
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series nested within a second alternating series CLW can apply the Euler transformation 
to compute the infinite series from finitely many terms. If 
i (Sli S2) is the double Laplace 
transform of the function f (t1) t2), their inversion formula is given by: 
Al +A2 exp 
(211 
212 f (tl 
i 
t2) 
4tit2lll2 
12 +00 
X 
Al )+2ý A2 'ý k '(-I) Re e- 
12 
I Al A2 ikir kk 7r 
_ 
L_)] 
211 ti , 
., 
212t2 211tj 212t2 t212 t2 
kl=l k= O 
11 +00 
+2 > 
'E( 
12 +00 
-l)j Re 
k -("71r+ 
"kl 7r 
A ý17r 
_ 
U7r A2 iki ir ik7r e 11 
12 
211t, 11tj tj 212t2 t212 t2 
jl=l j=O 
_kl=l 
k=O 
11 +00 
+2 E 1: ( e-("") -I)j Re 
A z3l ir 
- 
13 7T A2 
I 211ti liti ti 212t2 
jl=l j=o 
12 +00 
+EE( 
7r) 
12 
_, 
)k e 
Al U1 7r Lk-7r A2 + iki7r + 
I 211ti liti ti 212t2 t212 t2 
kl=l k=O 
and 
(tl 
7 
t2) :::::::::: f (tl 7 
t2) + 
CLW are able to show that, if the If (tl ý t2)1 <C 
for some constant C and for all tI and 
t2, then the aliasing error e can be bounded as 
C (C-Al + e-A2 
and then with Al and A2 we can control the aliasing error. This is en effect our case, 
because it is often easy to bound the price of a financial contract and then to 
find the 
constant C. In the numerical examples we have set Al = A2 = 20. 
In the inversion formula above we can remark the presence of infinite sums of the 
form ):, oo 
0 
(_ 1) k ak, where ak is real or complex. In this case we can apply 
the Euler 
, k= 
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transformation and approximate the infinite sum by: 
(m, n) = Sn + 
(M) 
2-"nSn+k 1: 
k k=O 
n 
Sn=E (_, )k an 
k=O 
So the Eider transformation requires the computation of just m+n+1 terms in the sum 
and then the final sum is extrapolated by the m+1 extraterms n,..., n+m. CLW state 
that, in their experience, using the Euler summation technique with n= 38 and 7n = 11 
can reduce to 10-13 or lower the truncation error coming from using a finite number of 
terms. In the inversion, we have verified that we can obtain an accurate answer with 
n= 20 and m= 20 terms, i. e. a total of just 41 terms. Although we have implemented 
the inversion in C using Microsoft Visual C++, we remark that the Euler algorithm can 
be found in Mathernatica version 3.0 in the package NumericalMath'NLimit'. 
The parameters 11 and 12 can be used in order to control the roundoff error, due to 
multiplying large numbers by small ones. In particular the quantity 
exp (A, /21, + A2/212) / (4tit2lll2) 
can be large and we can decrease it increasing 11and 12, although this fact increases the 
computational time that is proportional to the product 1112. The authors suggest that the 
roundoff and the aliasing errors can be set about of the same order of magnitude and that 
for two-dimensional inversion 11 = 12 =2 is adequate. In effect this choice worked well in 
our problem. 
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C. The finite difference scheme 
Our main system of PDE's (4.2) 
2 
2V 
- rV -V, + rxV ., 
+ -x xx - 
with continuity condition across the sampling datesTj, 
(X ý Tj , Y) : -- v (X, ri ,y+, (1<x<u» 
(C. 1) 
(C. 
and initial conditionV(x, 0, y) = max(y - K; 0) *A is solved by a proper finite difference 
scheme in order to satisfy the requirements specified in the main text, i. e.: a) existence, 
b) positivity, c) convergence to the exact one and d) absence of spurious oscillations. 
From a computational point of view the change of variable 
1+x 
which maps the x-interval [0, +oo) onto the X-interval [0,1] avoids assuming a finite 
arbitrarily large computational domain. We get the more convenient boundary value and 
initial conditions problem: 
aý (X2_X)+0,2X(1_X)2 ý2V+Z2X2(1_X)2 a2V _ rV = () ÖT + 
[r 1 
ax 2 aX2 (C. 3) 
V(-r, 0) = V(7-, 1) = e-r7, max(y - K, 0), V(O, X) = max(y - 
K, 0) 
Equally spaced points -r, = nAT, n= Xj = jAX, j= AIx have been 
chosen, with steps size AT, AX respectively. M, - Alx gid points are so obtained. 
An implicit scheme for the derivatives OVIOx and 
02VIOX2 is used: 
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the first derivative 2v- is discretized. by a first order backward-difference scheme: a-r 
aV V. n+l _ V!, 
-ý31 a-r - A-r 
the first derivative `2v- has been treated by a first-order upwMd scheme as the ax I 
convection term coefficient can take both negative and positive values: 
vn+l-vn+l 
j+l 
Ax 
i if r 
(X2 X) + 0,2X (I X)2 : ý. 0 
ov 
49X 
+1 _Vn (X2 3- 
Ax 
if r X) + 0,2X (1 X)2 :: ý 0 
for the second derivative 1' 
2 
-V-a centered-difference formula has been chosen: , 9X2 
a2V T,. -n+l + lrn+l 
yj+l - 2Vjn+l vi-I 
aX2 AX2 
a) The difference equation is as follows. 
If r (Xj2 - Xj) + 0,2X. 7 
(I 
_Xj 
)2 > 0, then: 
Vn+I_Vn Vn+l_ v n+l 
j+ [r (XJ2 -Xj+0,2Xj(1 
Xj)2] 3+1 
AX 
j 
(C. 4) 
Vn+l -2Vjn+l 
+Vnýl 
Vn+l =0 
10,2X2(l 
- 
X2)2 _7+1 -7- 
1rj +2 
jj (Axy 
otherwise if r(Xj2 - Xj) +a 
2Xj(l 
_ Xj)2 < 
0: 
V! '+, -V! l i+2 2Xj(l Xj)2] x A-r 
[r(xj - Xj) + 0' (C. 5) 
Vn+l Vn+l nL 
+ lor2X2(l _7+1 
-2 j+v! -ý Vn+l =0 
23Xj 
)2 
(Axy 
rj 
Here j=1, ..., AýY, 
Xj = X(jAX), Vjn = V(nAr, jAX), represents the approximate 
solution at the point (nA-r, jAX), Von = 1"' - e- 
rn. ), -r max(y - K, 0). , jjx +1 
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A set of M, uncoupled Mx-order linear systems are so obtained. Each system 
bn, n=0,..., M, contains the grid points having aT= Tn+j constant value. Some 
interesting features of each A matrix are the following: 
*A is tridiagonal (with diagonal positive components and off diagonal non positiN-(, 
components), nonsymmetric, irreducible (its associated graph is strongly connected) 7 
strictly diagonally dominant; 
9 bn is non negative and contains both the approximate values of t he solution pre- 
viously calculated at the time T,, and the boundary conditions at the time T, +l. 
Therefore: 
*A is nonsingular having eigenvalues with positive real parts (from Gerschgorin's 
Theorem) -, 
9A is an M-matrix (compare Ortega [23], p. 110); 
9>0 strictly. 
b) Then V,, +l = A-1b,, is positive. Thus the numerical solution in all grid points is 
positive. 
c) For what concerns the convergence we resort to the foHowing Lax's equivalencc 
theorem (compare Smith [26]): Given a properly posed linear initial-value problem and a 
linear finite difference approximation to it that satisfies the consistency condition, stability 
is the necessary and sufficient condition for convergence. 
I. Consistency 
Now we rewrite (C. 3) into operational form L(V) = 0, where V indicates the exact, 
solution. Let V? ' the approximate solution at the point (nAT, JAX) and 
Tj' the local t run- 
Vrn+I, Vn+ 
cation error. Expand each term V, "++, 
', 
j j-11 
by Taylor's series about (nAT, 
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The principal part of the local truncation error 
Tý'= L (V (nAT, jAX)) 
3 
r2V 
V+ +AT 1122 
(r(X2 
-X+0,2Xj (I 
a2V 
2 ar2 j (C-6) Xj)2 
) 
aTaX 
+10,2Xj2(i xj)2 83V + AX 
(r(Xj? 
-X j 
)+0,2X 
j (1_X j )2) 92 V 
2 D7r- -aX 212 
49X2 
is obtained. Being V solution of the differential equation, then L(Vjl) =0 holds. In 
the hypothesis that 492V 192V 
a2V 493 V 
are bounded then as (AT,, AX) --+ 0 we have 
-5ý7--T, 5--ra-X I jX-21 araX2 
T7 ---+ 0 so that the numerical scheme given by (C. 4) and (C. 5) is consistent with (C. 3). 37 
2. Stability 
Writing (C. 4) and (C. 5) into matrix form at the value -r =T, + 1= (n + I)AT we obtain: 
V,, +C (C. 7) 
where A= [aij] is a tridiagonal diagonally dominant matrix, with aii - j: M7 I aij j: Ai 
1+ rAT) i=M, whilst the vector C includes the boundary conditions. From 
Gerschgorin theorem the eigenvalues Ai(A) satisfy Ai(A) >I+ rA-r and then 
0< Ai(A-1) <1<1 
1+ rA-r 
(C-8) 
Thus the scheme is unconditionally stable and then the convergence, via Lax's equiv- 
alence theorem, is proved. 
d) The matrix A is tridiagonal, diagonally dominant, with all its off-diagonal entries 
strictly negative. Then A is similar to a real symmetric tridiagonal matrix DAD-' with 
non-zero off-diagonal entries (Ortega [23], p. 113), so that all the eigenvalues Aj(A) are 
real. Here D is a diagonal matrix. 
The characteristic polynomial Pm. (A) associated to DAD-' admits . 11, real and 
dis- 
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tinct zeros (Stoer [27]) so that A admits M., real distinct eigenvalues. Hence the . 11, 
eigenvectors v, of A are linearly independent and can be used as a basis for the W., di- 
mensional space of the vector VO of initial values. In other words, Vo can be expressed as 
Vo EM-t c3vj where the c3 are constant. Rom (C. 7) we have j=l 
. 
(A-1)n V -Jcn-1 -1)' 
. Vn = (A f 
-1) Vn-l+ A-lC 0+A (A 
j=o 
M. n-1 n-I 
= 
(A-1)n 1: cj vj +A-lC Z (A-1)3 cj (A-' 
)n Vj +A-lC E (A-1)3' 
j=l j=o j=l j=o 
M. n-1 
n cjA (A-') vj + A-lC X: (A-')3 
j=l j=o 
(C. 9) 
Taking into account (C. 8) then the numerical scheme (C. 4), (C. 5) is LO-stable (Smith 
[26], p. 121) and unwanted finite oscillations in the numerical solution are rapidly damp- 
ened. 
In summarizing, the scheme satisfies all the requirements V(A-r, Ax). 
D. The digital corridor option 
In this section we discuss the pricing of the digital corridor option that pays a cash amount 
if the occupation time at the expiry of the option is greater than a fixed level K: 
payofft+, r ý 
l(Y(t+7-, 
x; u, l)>K) 
We remark on the importance of this contract as basic element in the construction of 
the corridor option, in exactly the same manner as the digital option for the plain vanilla 
options. Indeed the corridor option with residual life -r, can be expressed as sum of corridor 
digital options with ascending strikes: 
[(-r-K-)IAKI 
corroptt (K) == E digcorroptt 
(K +nAK) AK 
n=O 
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where U stands for the integer part. In the limit, we have: 
T 
corroptt 
(K) digcorroptt (K) dK 
k 
In order to price this contract we need to discount the following quantity16: 
Et, x 
[I(y(t+7-, 
x; u»K)] = 
Prt [Y (t + T, x; u, 1) > K] 
t+-r 
= fZ Prtý [Y (t +, T, x; u, 1) c dy] + Prt, x [Y (t + -r, x; u, 1) = -r] 
'K =1- Prt,., [Y (t + -F, x; u, 1) fo, ý [Y (t + T, x; u, 1) C dy] Prt,. 
In this expression, the only problem can come from the integral term, because all the 
other quantities have a known closed form expression. If we consider the Laplace transform 
with respect of K of this quantity, this transform is given by the Laplace transform of 
Prt, 
_- 
[Y (t +T, X; U, 1) E dy] divided by [i and then the undiscounted price is given by: 
=1- Prt, x [Y (t +, r, x; u, 1) = 0] - £-' 
2(t, M, x; l, u, rn) 1 
la 
.,, K] 1 
=1- Prt, x [Y (t + -r, x- u, 1) 1 = 0] - £-' 
w(-Y, P, x; ', u'm) 1 
IU 
 ---+ K, -y ----> 11 
so in order to price this option we need to compute the double Laplace inverse of the 
quantity w (-y, g, x; 1, u, m) Iti. The numerical routines adopted for the inversion in the 
case of the corridor option can then be modified very quickly to cope with this pricing 
problem. In Table 10 we compare the prices obtained using the two different numerical 
procedures and we can verify that the accuracy is very high and the computational time 
very low. 
16 In the following we use the fact that 1= Prt, [Yt+, = 01 + Prt,,, 
[Yt+, = -T] +f Kt+' 
Prt,:,: [Yt+ýr E dy] + 
fK 
0' 
Prt,., [Yt+, E dy]. 
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Table 10. Prices of digital corridor options 
Parameters setting: U=110, L=100, r=0.05, a=0.2, -r =1yr. 
Index Level Fourier Pad6 
90 0.286586 0.286588 
95 0.425404 0.425388 
100 0.582029 0.582005 
105 0.646513 0.646487 
110 0.5421136 0.542088 
115 0.387798 0.387776 
120 0.269909 0.269911 
Average CPU 3"85/100 25/100 
Regarding the discrete time monitoring case we remark that we can apply the same 
procedure adopted for the corridor option, i. e. solving the PDE (4-2), but now the initial 
condition is given by: 
(y> 
and the boundary conditions: 
(D. 1) 
(0, -r, y) = e-"1(y>K) (D. 2) 
(+OCý Ti Y) = e-r7 1(y>K) (D. 3) 
In this case y is an integer number representing the number of times the index has 
spent inside the band at the monitoring dates. We observe that when y ý! [K] +1>K, 
where [K] is the greatest integer strictly smaller than K, and when the time to maturitv 
is -r the option will be surely exercised, and we have an analytical solution given 
by 
V (x, T, y) =e 
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We remark that for this kind of contract the discontinuities are introduced not on1v at 
the monitoring dates, but at the initial date as well and the numerical scheme described 
above is then a correct one for the problem at hand. 
In Table 11 we report the price of this contract in presence of continuous and discrete 
time monitoring. In the discrete time case, the value of Kd has been set equal to Kd = 
[K, * n] where U is the integer part, n the number of monitoring dates and K, the fixed 
level (as ratio to the residual life) used in the continuous time formula. In this way if 
K, = 0.2 and with monthly monitoring, we have Kd = [0.2 * 12] = [2.4] = 2. The 
remaining parameters are the same as in the previous table. 
Table 11. Discrete and Continuos Monitoring 
in pricing Digital Corridor Options 
Parameters setting: U=110, L=100, r=0.05, or = 0.2, T =Iyr, K=0.2. 
Monthly Continuous 
Index Level %Difference 
Monitoring Monitoring 
90 0.267553 0.286588 -6.64% 
95 0.400571 0.425388 -5.83% 
100 0.519848 0.582005 -10.68% 
105 0.553547 0.646487 -14-38% 
110 0.481742 0.542088 -11.13% 
115 0.361531 0.387776 -6.77% 
120 0.250799 0.269911 -7-08% 
In this case the price of the option in the discrete time monitoring appears to 
be 
systematically lower than in the corresponding continuous case. 
The likely reason is iii 
the discrete distribution of the occupation time in the case of discrete monitoring. which 
concentrates the masses of probability in 0, A, 2A. 
Chapter 4. Valuation of Asian Options: new 
insights 
1. Introduction 
Asian options, options for which the payoff depends on the arithmetic average value of the 
asset price over some time period, have had a very large success in the last years, because 
they reduce the possibility of market manipulation near the expiry date and offer a better 
hedge to firms having a stream of positions. 
Actually there is no closed form solution for the price of this option because in the 
usual Black-Scholes framework, the arithmetic average is a sum of correlated lognormal 
distributions for which there is no recognizable density function. Several tentatives have 
been done. There axe techniques that provide the Laplace transform with respect to time of 
the option price as in Geman and Yor [24] 1, or methods assuming some form for the density 
of the average in order to obtain closed form solution, Turnbull and Wakeman [51], Levy 
[32], Vorst [53] and the references therein, Milevsky and Posner [39]. Another approach is 
to include the path-dependent variables into the state space and cast the pricing problem 
into the Black-Scholes framework, and to solve an augmented and degenerate parabolic 
PDE, as in Barraquand and Pudet [61 or in Zvan et al. [58], or to scale the problem and 
reduce the PDE to a one-dimensional problem as in Rogers and Shi [43]. Other possibilit, ies 
'The bibliography is after the conclusions in the present chapter. 
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consist in Monte Carlo simulation with variance reduction techniques, e. g. Clewlow and 
Carverhill [12], and binomial approximations, Hull and White [26]. Finally Rogers and 
Shi [43] obtain very tight upper and lower bounds for the price. 
In the present paper we show that the density law of the logarithm of the arithmetic 
average (henceforth logav) is uniquely determined by its moments. On the basis of this 
result and using the logarithmic moments instead of the algebraic moments, we trv to 
recover completely the true density using the maximum entropy approach. The maximum 
entropy principle, Jaynes [28] and Golan et al. [25], is the most popular one in choosing 
the approximating distribution and is well known and widely diffused in Statistics. In 
Finance has been already used for estimating the implied risk neutral distribution from 
the option prices, Buchen. and Kelly [10], Avellaneda [5]. Assuming the given moments 
as known information, the maximum entropy (ME) principle chooses, out of the distribu- 
tions consistent with the given partial information, the one having maximum entropy, or 
equivalently the most uncertain, accomplishing a principle of scientific honesty. 
For a given number of moments, the approximated distribution will be: a) always pos- 
itive, b) uniquely determined by the infinite sequence of logarithmic moments. Moreover 
c) the sequence of approximants is converging to the true distribution in some norm, d) a 
bound to the error made in pricing Asian options is provided. We remark that the above 
properties a), c) and d) are not satisfied when we approximate the true density with an 
Edgeworth series using the algebraic moments. 
We compare the proposed method with: 
a) the lognormal density approximation in Munbull and Wakeman [511 and in Levy 
[32]; 
b) the Edgeworth series approximation in Turnbull and Wakeman [51] and in Ritchken 
et al. [42]; 
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c) the reciprocal gamma density approximation as suggested in Milevsky and Posner 
[39], 
d) the Generalized Beta density of the second type with the same first four moments 
as the average; 
e) the Edgeworth series approximation around a normal, using the logaritlimic mo- 
ments instead of the algebraic. 
Finally, in order to have a reference point for comparing the different approximations 
we use: 
1. the lower and upper bounds given in Rogers and Shi [43] and in Thompson [19]. 
2. the numerical inversion of the Laplace transform given in Geman and Yor, [2-1]. 
We do not consider Monte Carlo simulation because, although there are a number of 
techniques for variance reduction that allow to limit the number of simulations, it is still 
quite time consuming requiring in every case several thousands of simulations. Either we 
do not consider partial differential equation solution methods because respect to the above 
methods their implementation is slightly more involved. 
In section 1 we describe the Black-Scholes framework underlying the Asian option 
problem. In section 2 we discuss the Laplace transform technique and we present three 
very simple to implement inversion techniques (the Dubner Abate method as discussed in 
Abate and Whitt, [1]). In section 3 we discuss the general moment problem: i. e. we recall 
some basic fact relevant when we want approximate a distribution using its moments. Then 
we describe different approximations based on the moments of the arithmetic average: 
the lognormal and the Edgeworth series, the reciprocal gamma and the GB2 density 
approximation. Then we show that the density of the logav is uniquely determined bý- 
its moments and on the basis of this result we discuss how to approximate the 
density 
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of the logav. Finally in section 6, we compare the different approximations and then we 
draw some conclusion. In Appendix A we give some more details about the derix-ation of 
the Geman-Yor formula. In Appendix B we discuss a linear approximation to the Asian 
option price and in Appendix C we describe the use of lower and upper bounds to flie 
Asian price. 
2. The general framework 
We assume that under the martingale measure the underlying asset price evolves according 
to a Geometric Brownian Motion: 
dSt = rStdt + oStdWt 
-') 
t+uwt st = s) , 
(r 
2 
where r is the instantaneous risk free rate, o, is the instantaneous volatility and Wt is 
a Wiener process. Assuming that the average is computed continuously in time in the 
period (0, T), we define the price average in the following way: 
t ft ((r-0,2/2)w+oWi,,, )dw fo' S dw so e w0 At == -=- tt 
and the payoff at time T of a Asian option is given by max[AT - K, O] 
for a call option 
and by max[K - AT, 01 for a put option. 
It is convenient to redefine the option payoff in the following way: 
AT_ 
K, 0] max [AT - K, 0] = So max T 
where K=KlSo and A r-T 
((r-o, 2 /2) w+aWw )dw. If the option is into the averaging T JO e 
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period AT refers to the average over the remaining time to expiry, ýut the strike price K 
must be replaced by K* and the option value must be multiplied by (T - t)IT, with: 
K-- A* 
t 
and where A* is the realized average during the period (0, t). If the asset pays a continumis 
dividend yield q the asset price has to be corrected in Se-qT and the risk free rate becomes 
r-q. 
3. Analytical results: The Geman-Yor Laplace transform 
Using the fact that a Geometric Brownian Motion is a time-changed squared Bessel process 
and the stability by additivity of this process, Geman and Yor [24] show that the Asian 
option price can be expressed as 2: 
e -r(T-') 4S 
--c (h, gy T 0,2 
(3.1) 
and they are able to obtain the Laplace transform wrt h =o, 2 (T - t) /4 of the function 
(h, q): 
+00 Ah C (A, q) fo e- c (h, q) dh (3.2) 
f lj/(2q) j (, u-v)-2 (1-2qx)-l (A+v)+ldx 
o e-'x-2 
2 
\(A-2-2v)]P(-! (, u-v) -1) 2 
where: 
2r ol 
2 
2 q= -(K*T-t* a) 
(3-3) 
ol 4S 
V2A + V2 
2 In Appendix A, we report a simple proof taken from Yor [55]. 
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where S is the current stock price, t the current date, T the expiry date of the option, K 
the strike price, r the interest rate, o, the volatility and a the current average. A similar 
result has been obtained recently by Lipton [35] reducing the augmented Black-Scholes 
PDE through the use of a non-dimensional variable and then solving it using the Laplace 
transform, compare Chapter 1, Section 3.3.2 of the present thesis. 
In order to consider a constant integration domain, we can make a change of integrat ing 
variable z= 2qx and the expression for the integral in (3.2) becomes: 
1 11 
e- 
2ý 
Z 
(jt-v)-2 (1 
(2q)1+6 0- 
z)'(+')+' dz (3-4) 
where 6 =- 1 (ft - v) - 2. The above integral exists if the exponents of z and (1 - z) are 2 
greater than -1. This amounts to require that A>2+ 2v, so 2+ 2v represents a pole of 
the Laplace transform 3. 
Geman and Eydeland [22] suggest to replace e-z/2q in (3.4) using a series expansion 
and the relationship between beta and gamma functions. Then they obtain the following 
approximate expression for the Laplace transform 4: 
1m1 (_ 1)1+6+'F«tL-v)/2-1+i)F«M+v)/2+2) 
-E-- (A - 2v - 
i) i! 2q F (M +1+ i) IP v) /2 - 1) i=O 
where M is the number of terms used in the series expansion. For the numerical inversion 
they apply the Fast Fourier Transform. However, we have applied to this expression the 
different algorithms for the numerical inversion described below and the inversion was 
accurate if oVT- > 0.3 with M=40. If aVT- < 0.3 the numerical inversion results to be 
3 When these exponents are in the interval (- 1,0), although the integral exists, we can have numerical 
problems, so when 2+ 2v <A<8+ 4v, it is convenient to operate a substitution making t lie change (, f 
+ -1 (, u-v)-2 variable W= Z' 2 
4We need to remark that in the Geman and Eydeland paper there are several typographical errors, so 
some attention has to be taken. 
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completely inaccurate, independently on the number of terms in the series expansion. 
3.1. The density law of the average 
The expressions in (3.1) and (3.2) for the price of the Asian option gives us the possibility 
of computing the Laplace transform of the density of the average. Indeed, we can express 
the implied distribution and the implied density function using the first and the second 
derivatives respect to the strike price of the call option price. Applying this result to the 
present case, we can obtain an expression for the Laplace transform of the distribution 
function and of the density of the average and then invert it. It is easy to show that: 
IK 
fgy (y) dy = e, 
(T-t) 09CgY + 
0 OK 
fgy (K) = r(T-t) 
02Cgy 
aK2 
In particular, deriving respect to K the equation (3.2), we obtain: 
acgy e-r(T 
o9K T 
e -r(T 
T 
-r(T 
4S i9c (h, q) 
0,2 OK 
4S 
L o9C 
(A, q) Oq 
U2 
1 
i9q (9 K 
[ 
49q 
I 
and: 
2 cgy 
e 
02 C (, X, q) aq 
d9K2 
0q2 OK 
0,2 T 
= e-r(T-t) 4S 
r-1 
[ 
0q2 
1 
where: 
1/(2q) 12("+v) dx OC (A, q) (p +v+ 2) fj6 
e-Xx! 2(11-V)-l 2qx) 
Oq A(A-2- 2v)F(ý 
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and: 
(92 C (A, q) 
(t, +V) 11(2q)e-, X! 
(;, -, ) +v+ 2) 02 
ff (I -! (Ii+v-2) - 
2qX) 2 dx 
Oq2 A (A -2- 2v) F 2 v) - 
So with very little changes to the routine for the determination of the Asian option 
price, we can compute the density law of the arithmetic average. As alternative, we could 
use the result in Yor [56] that represents the density law of the arithmetic average taken at 
an independent exponential time in terms of the ratio of a beta and a gamma independent 
random variables. 
3.2. The numerical inversion 
Although there are numerous and well understood techniques for the Laplace inversion, in 
Finance this technique has received a very limited attention, mainly because it is reputed, 
against the evidence, to be a method slow and difficult to implement accurately. In the 
case of Asian option we are aware only of a work by Fu et al. [21], and among the different 
routines tested we agree with them in using the Abate-Whitt algorithm for the inversion. 
In order to compute the inverse Laplace transform the above integrals have been corn- 
puted using Gaussian quadrature (Legendre) with 100 nodes. Moreover we have tried an 
inversion method, due to Dubner and Abate [17] and described in detail in Abate and 
Whitt [1], without a complete error analysis, but using as test the bounds given in Rogers 
and Shi [43] and in Thompson [49]. The inversion formula is given by: 
Cda (h, q) -m 
(7n) 
2-mSn+k F, 
k 
k=O 
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where: 
c 
A/2 (C (A 
+ 
A/2 nc(A+ 
2k7ri 
Sn (h) = -Re q)) _E(_I)k Re 
(q 
(3-5) 2h 2h h 
k=l 
-2h 
The algorithm requires the specification of three parameters: A, n and m and Fu et al. [21] 
have shown that a good choice results to be A= 18.4, m= 15, n= 11, except when or = 0.1 
where we have used m= 35, n= 15. We agree with them in this choice. The algorithm 
has been implemented in Microsoft Visual C++ Version 5.0 and all the calculations have 
been done on a Compaq Presario with Pentium 133 processor. 
The inversion did not present problems except for low volatility levels (uvýT- < 0.08) 
when we had numerical problems in the computation of the integral in (3.2), due to finite 
precision of computers (double precision provides 16 decimal places). In Table 1 we report 
the result of the inversion and the lower and upper bound described in Appendix C. More 
results can be found in Tables 6a-6c. 
We have used also a different algorithm due to Crump, [13] and it gave results identical 
to those obtained with the AW algorithm: the two algorithms are indeed based on the 
same idea of approximating the integral in the inversion formula with a trapezium rule. 
We tried a third method based on the PaA6 rational approximant, [46], but the results 
were not very satisfactory, likely because the Laplace transform is not well described by a 
series expansion in the -ý variable. 
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Tablel: Laplace Inversion and Bounds 
on the Asian Option Price 
T 
Lower Upper 
' o, vT rT K AW 
Bound Bound 
0.1 0.09 100 4.91508 4.91512 4.91541 
0.2 0.09 100 6.77700 6.77735 6.77866 
0.3 0.09 100 8.82755 8.82876 8.83329 
0.4 0.09 100 10.92090 10.92377 10-93596 
0.5 0.09 100 13.02253 13.02816 13.05680 
4. The moment problem 
Before describing in detail the different approaches that make use of the moments, we 
review some questions related to the determination of the distribution of the average 
using the moments technique. 
1. There is some initial reason to think that matching moments will give a good 
approximation. For example, Lindsay and Roeder [34] show that if two distributions 
functions have the same first n moments, then they must cross each other at least n 
times. Moreover, Akhiezer [2], page 66, shows that the possible error can be bounded, 
and establishes the relevant relationships of the difference between two distributions that 
share the same 2m moments. However more recently, Lindsay and Basak [33] show that 
this bound results to be quite strict only in the tails of the distribution. 
2. When the random variable assumes only positive values, the distribution recovering 
from its moments (the so called Stzeltjes mornent problem) arises both existence and de- 
terminacy questions. We consider uniquely the latter one. In Stieltjes; moment problem an 
infinite sequence of moments determines a unique distribution iff this distribution 
decays 
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asymptotically as an exponential exp(-axA), a>0, A> 1/2. For example, this does 
not happen in the case of the lognormal density, that is) there are multiple distributions 
with exactly the same moments5. This distribution has indeed tails decaying slower thaii 
exp(-axA). 
3. In the case the given information is represented uniquely by the sequence of mo- 
ments, there are sufficient conditions for the moment problem to be determinate or inde- 
terminate. The following two sufficient criteria can be useful 
a) the popular Carleman's criterion gives a sufficient condition that can be used to 
verify if the infinite sequence of moments determines uniquely a distribution. The criterion 
requires that: 
00 
+ CX) 
in- 
n=l Pn 
(4.1) 
b) the Krein condition, compare Akhiezer (2], requires the distribution function to be 
absolutely continuous with density f (x) > 0, x>0 (and f (x) = 0, x< 0) and the 
moments of all order exist. If : 
' -Inf (x) dx < co 
10 
1+ X2 
then the distribution function is not determined by its moments. 
c) In Shohat-Tamarkin, [44] it is possible to find a necessaxy and sufficient condition 
for the determinacy problem, but their condition seems too complicated to be very useful. 
In next subsections, we review the different moment based approximations that have 
been proposed in the literature for solving the Asian option pricing problem. Then we 
propose first a new approximation based on the GB2 distribution that, for its great 
flex- 
ibility, results to be very accurate. But this approximation shares with the previous the 
5For a proof compaxe Stoyanov [47], pagg. 102-4, where there are also examples of 
distributions with 
the same moments as the lognormal density. 
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limit that there is no guarantee that using the moments of the arithmetic average Nve caii 
recover the true density law (determinacy problem). Then we show that a more natural 
approximation requires the moments of ln AT. In fact, we are able to show that the den- 
sity of this random variable is uniquely determined by its moments. On the basis of this 
result we propose three more approximations: i) lognormal, ii) Edgeworth approximation 
around a normal distribution and iii) ME distribution. 
4.1. Approximations based on the moments of AT 
On a practical side, the most used approximations in pricing Asian options are those based 
on the tentative of recovering the density of the average from its moments. In order to 
use this method, we need an expression for the moments of the arithmetic average. They 
can be found in Geman and Yor [24], page 359, and are given by the following expression: 
- nj 
= 
n! A2j2 /In :=E 
[AT 
A2n 
dj("A) exp + Ai'v 
3 . -0 
[(2) 
where: 
A(ß) =2n 
11 [(0 + j)2 _ 
(ß + j)2] 
-' 
O<i<n 
o,; v= 
(r 
- or 
2 12)lo, 
and in paxticular for n=1, we have: 
e 
2(v+l)t 
2 (v + 
(4.2) 
For the fact that the moment problem for the lognormal density is undeterminate, 
in the case of the arithmetic average one might expect that approxima t, 
ions based on 
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a sequence of algebraic moments might either fail to converge, or converge to another 
distribution with the same moments. A difficult proof would no doubt be required wid 
maybe a similar approximation could be numerically very unstable for more than a few 
moments. On the other hand, in the case of the arithmetic average we have a convolution 
of an infinite number of lognormal distributions and this convolution can change the 
distribution from a heavy tail density (the lognormal) to a light-tail density (the arithmetic 
average) and so there could a (little) possibility that the moments determine uniquely the 
distribution. But we need to remark that the effect of averaging can just reduce the value 
of the constant a, so that at finite values of x the tails seem decay fast, but for very 
large values of x the term xA in the product axA becomes again important. Geman and 
Yor [24], page 359, have shown that the Carleman's criterion is not satisfied in the case 
of the average of the geometric Brownian motion 6 and so nothing can be said about the 
determinacy problem. 
Although the determinacy problem in this case is unsolved, there are several appro- 
ximations based on trying to recover the density of AT using the information content of 
its algebraic moments. For these approximations there exists no analytical bound for the 
error term as a function of the number of moments included in the approximation. Then 
for a fixed number of moments, the relative size of the error needs to be examined using 
numerical analysis and so nothing can be said about convergence. 
4.1.1. The lognormal approximation 
To use a lognormal density as approximating density of the average is a very common ap- 
proximation among the practitioners and it has been suggested in Turnbull and Wakeman 
[51] and in Levy [32]. 
6 However, Geman and Yor use a criterion that has to be used for the so called Hamburger's moment 
problem, i. e. when the r. v. is defined over the entire real axis, whilst in the present case the r. v. 
is defined 
over the positive axis. This implies that in (4.1) we need to use and not A2,, as they 
do. 
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If we assume that In AT has a normal distribution with mean m and variance 1,2., then, 
for any integer n: 
El,, 
g 
[AT n] 
=e nm+0.5n2V2 
and where Ej,, g stands for expected value assuming a (risk-neutral) lognormal distribution 
for the average. The idea is to choose m and v to fit the true mean and variance Of AT IT. 
We obtain: 
m=2 log p, -2 log A2 - log T (4-3) 
v2 --- :: 
log A2 -2 log p, 
and the price of the Asian call option is given by a modified Black-Scholes formula: 
Cl"g = Soe, 
+V2/2-rT N (di) _ e-, 
TKN (d2) (4.4) 
where di =(In So/K+Tn+v 2) Iv, d2=dl - V. 
4.1.2. The Edgeworth series approximation 
Using a two-parameters density we can capture the mean and the variance of the distri- 
bution, but we could have important differences between the fitted and the true skewness 
and kurtosis as we increase the volatility a or the time to maturity of the option. For this 
reason l'urnbull and Wakeman [51] and Ritchken et al. [421 propose to use a fourth-order 
Edgeworth series expansion. If fl. g 
(Y; M, V2) is the lognormal density with parameters m 
and v2, then the Edgeworth approximation 
fdg (y; m, v 
2) to the true density is given by. 
4k (Y; m"v 
2) 
M V2) = fl. g 
(y; M, V2) +E+ (Y) (4-5) fedg (Y 
i)I 
i=l i! ay, 
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where e (y) is the residual error term and ki is the difference between the i-th curnulant of 
the exact distribution and the approximate distribution: 
ki = Xi (f) - Xi (1) 
and: 
Xi M= pi 
2 
X2 (f E (AT 
3 
X3 (f E (AT 
4 
X4 (f E (AT - p, 
)- 
3X2 
The first cumulant is the mean, the second the variance, the third a measure of skewness 
and the fourth a measure of kurtosis. 
Unfortunately there exists no analytical bound for the error term e(y) as a function of 
the number of terms included in the approximation. If all moments exist, it can be shown 
that e(y) goes uniformly to zero in y as the number of moments included in the approx- 
imation increases. For a fixed number of moments, the relative size of the error needs 
to be examined using numerical analysis and so nothing can be said about convergence. 
Moreover, if the error between the lognormal model and the true one is small, then the 
approximating technique on average adds noise, although not large in an absolute sense. 
For details compare Jarrow and Rudd [27]. 
Once the parameters m and v2 have been set according to (4.3) and then ki = k2 =0 
in the expansion above, the option price formula is given by, compare Jarrow and Rudd 
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[27]7 page 355: 
+ -rT 
SO k3 09flog 
(yj MI V2) k4 02flog (y;, M. 1,2) Cedg Clog eT6+-+c (K) Oy 
y=TKISO 
24 Oy2 
y=TKýýSo_ 
(4.6) 
where cl, 
_, 
is given by (4.4). 
In Figure 1, for the set of parameters T=I, r=0.09, S=lj a=0.4, we compare the 
transition densities: a) of the underlying asset (i. e. the lognormal density), b) of the 
arithmetic average obtained with the numerical Laplace inversion, c) the lognormal ap- 
proximation to the average, fitting the first two moments of the arithmetic average and d) 
the Edgeworth approximations, fitting the first four moments of the arithmetIc average. 
Note that using the Edgeworth approximation, for high volatility levels 
(a 
v"T- > 0.3) the 
density becomes bimodal and besides it can assume negative values. 
4.1.3. The reciprocal gamma approximation 
Milevsky and Posner [39] have proved that the stationary density for the arithmetic average 
of a geometric Brownian motion is given by a reciprocal gamma density, i. e. the reciprocal 
of the average has a gamma density. The same result, using different techniques, have 
been also obtained by Dufresne [18], De Schepper et al. [16], Yor [54], page 525. 
In particular they have shown that, if r-o, 2/2 < 0, Aoo=: lim Athas a density given t 00 
by: 
f, 
g 
(x; a3) = exp (- 1/ (xß» F (a) 
where a= 1-2r/a 2 and 0=o, 2/2. It is then easy to verify that 1/A,,,, has a gamma density. 
7 Respect to the formula in Jarrow and Rudd in the present formula does not appear the term involving 
the difference between the second-order cumulants because, by construction, it is equal to zero. 
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Milevsky and Posner [39] state also that, according to the Kolmogoro,. --Smirno,. - cri- 
terion, this density is a better fit to the true density than the lognormal, where the triie 
density has been estimated using Monte Carlo simulation. 
The idea in Milevsky and Posner [39] is to approximate the density of the average 
using the stationary density given above, but where the parameters a and 0 are chosen 
in order to match the first two moments of the average. The moments of the reciprocal 
gamma distribution are: 
E, g 
[( 
Aoo 
)n] 
= 
I 
0 (a - 1) (a - 2) 
and are positive, provided that a>n. Fitting the first two moments to the corresponding 
moments of the arithmetic average So AT IT, the parameters a and 0 are given by: 
2 (S )2 2 So 2A2 Al 0 A2 - Al 
T2T Y2 /11 Y2111 
and, assuming continuous averaging, the price cg of the Asian option with residual 
life 
equal to T is given by: 
1-e-, T 
-rT Crg = -e KG( 
1 
; a, 0) (4.7) - so rT KK 
where G (x; a, 0) is the cumulative density function of the gamma 
density function and 
can be expressed in terms of the incomplete Gamma fi-inction, Press et 
A [40] , page 216. 
4.1.4. The GB2 approximation 
We propose the generalized beta of the second kind 
(GB2) for describing the density of 
the average for the fact that particular cases of this density are 
the lognormal, i. e. the 
distribution of the underlying asset, and the reciprocal gamma 
density, i. e. the station- 
Asian ophons: new insights 2S6 
ary density law of the average. There are several application of the GB2 distribution in 
economics and Finance, compare McDonald [371, Bookstaber and NIcDonald [7], Aparicio 
and Hodges [4], Rebonato [41] and McDonald [38] and the references therein. Unfortu- 
nately, at the same manner as other approximations used by practitioners, the use of a 
GB2 density does not permit to give a bound to the committed error, although its use is 
more theoretically founded. 
The GB2 density depends on four parameters a, b, p, q and is given by: 
fgb2 (x; a, b, p, q) = 
ax'P-1 
baP B(p, q) (1+ (x1b) a)p+q 
0 
> 
elsewhere 
with B (p, q) the beta function: 
(P, q) -F 
(p) F (q) 
F (p + q) 
and r (. ) is the gamma function. 
The nth order moments are given by: 
n] = 
bnB (p + n/a; q- n/a) 
-p < n/a Egb2 [At B (p; q) 
The parameters a, b, p, q determine the shape and location of the density in a complex 
manner. The parameter b is a scale parameter and depends on the unit of measure. To 
larger values of a or q correspond thinner tails of the distribution. Indeed if a assumes 
large values the density function is largely concentrated around the value of the parameter 
b: this can be verified noting that for large a the mean is near b and the variance tends 
to zero. The parameters p and q determine the value of skewness that can be positive or 
negative. Moreover to high values for p and q correspond lighter tails in the distribution. 
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Practically, the problem reduces to the choice of three parameters, because setting 
n=1 we can choose b in such a way to equate the first moment of the true density with 
the first moment of the approximating GB2 density: 
E [At] 
(p; q) 
(p I/a; q- 
In order to choose the parameters a, p and q we minimize respect to them the following 
objective function: 
4 1/2 
min 
E (Egb2 [A n] -E[A 
n])2 
a, p, q 
(n=2 
tt0.8) 
i. e. we minimize the root of the squared errors using the second, third and fourth moments. 
In the objective function we do not include the first moment, because by construction it 
is equal in the two distributions. The minimization results to be difficult as the volatility 
level increases, mainly because we need add constraints requiring that the arguments of 
the beta function stay positive. In Table 2, we report the estimated parameters varying 
the interest rate and the volatility level. 
Using the estimated parameters, we can then compute the Asian option price integrat- 
ing the fitted density over the option payoff. We can follow two ways. One possibility is to 
use the closed form expression for the truncated moments 8 for the GB2 density given in 
[7], whilst the second one is to do a numerical integration. We have preferred the second 
way and in order to avoid the problem of integrating over an unbounded domain, we have 
numerically integrated the density function over the payoff of the put option: 
Pgb2 = -rT 
fo KTISo 
(K - xSo IT) fgb2 (x , a, 
b, p, q) dx (4.9) 
"In particular, the truncated moments can be expressed in terms of the hypergeometric function 2F1, 
but the numerical computation of this function is quite cumbersome, compare Press and al., pag. 271. 
Asian ophons: new insights . ), ý 'I, 
The price of the call option can be then obtained exploiting the put-call parity for 
Asian options: 
Cgb2 Pgb2 +e -rT (E [AT] SoIT - K) (-1.10) 
where we have used the fact that, by construction, Egb2 
[AT] 
=E 
[AT] 
- We have com- 
puted the integral in (4.9) using a Gaussian Legendre quadrature with 100 nodes, whilst 
the parameters in the GB2 density are the solutions to (4.8). 
4.2. Approximations based on the moments of 11AT 
Recently, Dufresne [19] has proved the following important and surprising result: 
Theorem 4.1. (Dufresne) The distribution Of I/ AT is determined by its inoments. 
Exploiting this result, it could be reasonable to recover the density of I/ AT and then 
the density of AT. Indeed, for the computation of the price of the Asian option Dufresne 
uses Laguerre expansions of the price in terms of the moments of I/ AT- Unfortunately, 
the computation of the moments requires to solve numerically a differential-difference 
equation for the k-th moment of I/ AT and this fact may arise problems in the estimation 
of higher order moments. In order to obtain a good approximation, Dufresne has to use 
at least the first 11 moments for volatility levels around 0.3, and the first 5-6 moments 
for higher volatility levels, confirming the fact that a high volatility increases the accuracy 
of the approximation methods (Laplace transform, numerical solution of the PDE). The 
main advantage of this approach is the convergence of the approximated price to the true 
one as we increase the number of considered moments. The main disadvantages are: a) 
no analytical bound on the error introduced by truncating the series after n terms is 
available, b) it is not guaranteed that the density assumes always positive values, c) the 
approximation works well only for ovfT- > 0.28. 
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Table 2: Parameters for the GB2 density (T=Iyr) 
Ir a a 
b p q Ob. Func. (4.8) 
0.05 0.05 7.206668 1.024784 46.14809 46-08233 4.5E-07 
0.09 0.05 20.4018 1.023616 6.083099 6.159717 3.45E-07 
0.15 0.05 15.53325 1.021687 10.32477 9.841517 1.85E-08 
0.05 0.1 4.266127 0.967796 37.49543 29.61429 3.33E-07 
0.09 0.1 4.253543 0.988102 37.28448 29.53633 3.82E-07 
0.15 0.1 4.234851 1.019615 36,97273 29.4205 4.64E-07 
0.05 0.2 2.506444 0.868733 29.95544 20.26853 3.71E-06 
0.09 0.2 2.49837 0.888634 29.71946 20.25761 4.96E-06 
0.15 0.2 2.489439 0.916865 29.44206 20.1353 4.49E-06 
0.05 0.3 1.793849 0.739806 28.83111 16.70598 9.7E-06 
0.09 0.3 1.793375 0.757319 28.45935 16.59103 9.21E-06 
0.15 0.3 1.780583 0.781104 28.36091 16.61345 9.53E-06 
0.05 0.4 1.417093 0.609365 28.65367 14.48636 3.19E-05 
0.09 0.4 1.414075 0.625293 28.31111 14.45149 3.44E-05 
0.15 0.4 1.400483 0.644665 28.30516 14.54752 3.79E-05 
0.05 0.5 1.16881 0.483159 29.64121 13.19732 0.000102 
0.09 0.5 1.154146 0.486798 30-17376 13.38046 0.000106 
0.15 0.5 1.129694 0.49015 31.20385 13.71576 0.000113 
4.3. Approximations based on the moments of InAT 
In this section we show that: 
a) the distribution of the logarithm of the average is determined by its moments; 
b) we then show how to calculate the logarithmic moments, 
. 
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c) we discuss three possibilities for recovering the density'using the information contcia 
of the logarithmic moments. 
We have the following restflt: 
Theorem 4.2. The distribution of the logarithm of the average is determined by its 
moments. 
Proof: The proof is quite simple once we register the result in Dufresne [19] that 
- 'Y E [AT I exists finite for every real value of -y9. This fact implies that the moment generating 
function of In AT: 
Ee -f In, 4 T] 
>O 
e'Yxfl, Ä. (x) dx 
+oo 
e -y In x fÄ 
T 
(x) dx =E 
[ATf 1f 
00 
10 
exists finite for every real value of -ý. Then the density function to be recovered has an 
exponentially decaying behaviorlo and this is a sufficient condition for moment problem 
determinacy*. 
This result appears natural if we recall that the logarithm of a lognormal distribution 
has a normal distribution that is determined in a unique way from the sequence of its 
moments. The distribution of the average should be not very different from a lognor- 
mal distribution and so it is natural the result that the logarithm of the average has a 
distribution determined entirely from its moments. 
91t is important to remember that the existence of all (power) moments is a necessary condition for the 
distribution to be determined by its moments. If the moments are not finite it means that the tails do not 
have an exponential decaying behavior. 
+C, O 101f there exists fo e"m An A (x) dx then fin A (x) has an asymptotic behavior given by eaI> 
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4.3.1. The moments of InAT 
In order to calculate the moments of In AT we use the expression given" in Geman and 
Yor [23] for the moments of AT n, n real. 
If we define: 
Dh e 
2(W,, +")ds 
we have, by the scaling property of BM: 
At =4D, 2t 0,2 4 
For every n>0 (n a real number), the Laplace transform of E (Dn) with respect to h 
h, compare Geman and Yor[23], is given by: 
0 , 
Ch (E (Dn)) := f(+"O e-AhE (Dn) dh hh 
1 IP(n+l)r((p+v)/2+1)r((, v-v)/2-n) 
- -x 2nr((i, -V)/2)r(n+l+(p+v)/2) 
so we have that: 
(4 ) n) 
___ 
(4 )n 
)n) £h (E (A'» --- :: £h 
(E 
Dh .. :ý £h 
(E (Dh 
0,2 0,2 
If we differentiate m times the above expression with respect to n and then we set 
n=0, we obtain: 
Om, Ch (E (An)) t 
&nn I 
n=O 
-:::::, Ch (E (In' At)) 
i. e. the Laplace transform of the desired moments. Then the moments are obtained by 
inversion. The procedure is the following: 
"Alternatively, the formula below can be obtained using the same approach described in Appendix A 
for the determination of the Laplace transform of the Asian option price. 
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1) For every fixed A, we compute the Tn-order derivative of (4.11) with respect'to n. 
2) We operate the numerical inversion choosing the values of T, o, and r and so we fix 
the corresponding value of h=a2 T/4. 
The differentiation can be done analytically using programs like Maple or NI at hemat ica 
or numerically applying the Cauchy-Goursat integral theorem 12 , compare Churchill and 
Brown [11]. Only for higher order moments (m >8), we started to observe differences 
between the two results. We used the second method for the higher speed of calculus. 
The inversion has been done using the Abate-Whitt algorithm with the same parameter 
settings as for the inversion of the Laplace transform of the Asian option price. Respect 
to the inversion of the Asian option price, we did not have problems for low volatility 
levels. Moreover, the computation of the Laplace transform in this case appears much less 
difficult than respect to the Geman-Yor formula. 
4.3.2. The Asian option prices 
Once we have calculated the moments of In AT we have to choose how many moments 
consider for recovering the density of In AT - We now discuss three possible choices: a) the 
normal distribution, b) an Edgeworth expansion around a normal, c) a maximum entropy 
approximation. 
The normal approximation A simple choice is to approximate the density of In AT 
with a normal density with the same two moments. This implies that the distribution of 
AT is lognormal and we can use the Black-Scholes model. In particular, in this case the 
12 In applying the Cauchy integral theorem, note that the real part of the singulaxities 
for n are given by 
-1, Re-(I + (jL + v)/2)=ro and by Re((p + v)/2)=rl >0. 
We can verify that In I< Iro 1, so that as contour in 
the Cauchy integral we have chosen the circle centered at the origin with radius R <min[l, 
Re((p + v)/2)). 
The numerical computation of the Cauchy integral is obtained trough the 
Lyness algorithm that reduces 
the computation of the integral along a closed path in the complex plane to the computation of a real 
integral over 1-7r, 7r] by the trapezoidal rule. 
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Asian option price is given by: 
Cen2:: -- Se"" 
2/2-rT 
N (di) _ e-rT KN (d2) 
where: 
ml =E In AT 
22 
_M2 v=E 
(In AT 
1 
di = 
In (SIK) +Tni +v 
v 
d2 = d, 
293 
(4.12) 
The formula is very similar to (4.4), but with the difference that in (4.4) we have 
fitted the first two moments of In AT, whilst in (4.4) we have fitted the first two moments 
of AT. This fact implies that the expected value of AT implied by using the normal 
approximation is different from the true expected values. As consequence we can expect 
a bias as we decrease the strike price or as we increase the interest rate. 
Finally, we remark that if we want to approximate the density of AT using a lognormal 
distribution, in the context of a ME approach such a distribution is obtained resorting to 
2-], [- 2] E [In AT] and E 
[In AT and not to E 
[AT] 
and E AT as usually is done. 
The Edgeworth approximation A second possibility is to use as density for In AT 
an Edgeworth series approximation around a normal distribution and not, as usually it 
is done, to approximate the density of AT using an Edgeworth series around a lognormal 
distribution. 
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In the present case the approximating density for In AT is given by: 
4 
fedgnorm (y) fnrm (y; 'M, V2) + 
ki o9'fnrm (y;, M, V2) 
+C (Y) i! Oyi (4.13) 
mE 
(In 
AT) 
22-2 
vE 
(In 
AT) 
-m (4.15) 
where f,,,, (y) is the normal density with mean m and variance V2 ,e (y) is the residual 
error term and ki is the difference between the i-th cumulant of the exact distribution and 
the approximate distribution: 
ki = Xi (f) - Xi (1) 
and: 
xi it, =E 
(In AT ) 
2 
X2 W=E (In AT -Al 
) 
)3 
X3 M=E (In AT -111 
4 
X4 M=E (In AT -Pi 
)_ 
3X2 (f 
The approximating density for AT is given by the following expression: 
f, 4 T 
(Y) = 
fednorm (In Y;, M, V2 
y 
Using this density we have computed the price of the Asian call option exploiting the 
fact that: 
+s+f +m T)+ f 
, 
(y) dy fo 00 (yT - K) fAT (y) dy =T 
GIS (y - K-g T 
S1 Ks Ki + KT KS - 7du, 
) fÄ, ( 
sT Sw Tw 
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so that the infinite integration range has been reduced to a finite one. 
Obviously these two approximations have the limit that there is no expression for 
bounding the error, but respect to the approximations based on the lognormal distýribution 
are much more theorethically founded. 
The Maximum Entropy (ME) approximation The third possibility is to consider 
the ME distribution, method pioneered in statistics by Jaynes [28]. Obviously the NIE 
approach can appear more time-consuming and cumbersome than the other empirical 
methods, and there is little hope to use it for real-time trading, but it can be very useful 
where the computational time is not an issue. However the computation of the ME 
approximation did not require more than eight seconds. Moreover the ME approach can 
be helpful for having a better understanding of the correct number of moments that we 
should consider in the problem at hand. Indeed we are able to give a theoretical bound 
to the error committed as functions of the number of considered moments. Finally the 
ME distribution is very flexible in the sense that, given the information content in the 
moments, it is able to reproduce it. 
Given the first 2M characterising moments, in our case the logarithmic moments, we 
can try reconstruct the true but unknown density with the ME density: 
00 00 
Eo(Ini x) = In-, . xft(x)dx =( In3 xf2m(x)dx 2-AI 
10 10 
where the ME distribution f2m (x), obtained as solution of a variational problem, is given 
by, compare Kesavan [30]: 
2A1 
f2m (x) = exp - 
EAj Inj x (4.17) ( 
j=O 
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and where (A, I ... I A2M) are Lagrange's multipliers that solve the minimization problem: 
2M +OKD 2M 
min F GX lý... 9, 
X2M) 7-- EXjE0 (Ini x) + In exp - , Xl i ... YA2M j=l 
10 Z Ai Inj (x) dx (l. 18) ( 
j=l 
whilst A0, the normalization constant, is obtained by (4.16) with j=O. 
The unicity of the ME solution, if it exists, is guaranteed by the convexitv of the 
potential function F(Aj, .. -7 A2M), Kesavan [30]. The above approximant (1.17) is flexible 
and assumes different shapes: for M=1 we obtain a lognormal distribution. 
The choice of the ME approximant is also due to the fact that the ME density f2m (r) 
converges to the true density in entropy, compare Tagliani [48], i. e.: 
lim 
- 
+C)o 
f2m (x) In fim (x) dx ft, (x) In ft (x) d. v =: H[ftruel M--+C)o lo 
and in the L, norm, exploiting the fact that, Kullback [31]: 
+oo 10 
1 hm (x) - ft, (x) 1 dx < -%, 
/2- (H -[f2m]- H [ft, j) 
As more moments are added, then the entropies satisfy the inequalities: 
H[f2j > H[f4] ý ... > 
H[f2m] > (4.19) 
In general the sequence of differences H[f2j-H[f4], H[f4]-H[f2],..., H[f2M-21-H[f2, lf] 
decays to zero more or less fast. In the former case it means the distribution information 
content is represented by few first moments, so that the approximant having tlie given 
first moments well fits the underlying unknown distribution. 
These results are particularly important because, if we are interested in the Asian 
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option price we need to compute, exploiting the put-call parity, the following quaiititv: 
K 
Ptrue 
fo 
(K - a) ftrue (a) da 
where now ftrue stands for the true but unknown density of AT. Exploiting the convergence 
in L, we can then find a bound to the difference between the true price pt,,,, and t lie 
approximated price P2M- Indeed, considering an even number 2M of moments, we have : 
IPtrue - P2M I : -- 
I fo+"O (K - aSolt)+ ftrue (a) da - fo+"O (K - aSolt)+ f2.1, (a) da 
Ifo "0 (K - aSolt)+ (ft,,, e (a) - f2m (a)) da 
f +00 
o IK - aSoltl 
Iftrue (a) - f2m (a)l da 
f +00 
oK (a) - f2m (a) I da 
K fo"O I ftrue (a) - 
f2 
m (a) I da 
and so we obtain an explicit bound for the error: 
IPtrue - P2M 1 :5K V2 (H [f2m] -H [ft,. el), (4.20) 
This expression turns out to depend on H[ft,,,, ] that is not known, but we can estimate 
it as follows. 
For every distribution, unlike the ME ones with assigned moments, the content of 
information is shared among the infinite moments. Any additional moment causes a 
decrease in entropy. Nevertheless for the distributions usually met in the applications, 
the information content is shared among the moments so that the first moments generate 
a greater decrease in entropy compared to the higher order moments. Consequently it's 
reasonable to expect that the sequence of points (2j, H[f2j]), 3' - 1,2,... lies on a convex 
curve. Therefore the quantity A'H[f2j] =: H[f2(j+, )] - 2H[f2j] + H[f2(j-, )], obtained up 
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to a multiplicative factor by means of finite difference discretization, may be c0iisidered 
as positive. Then the new accelerated sequence 
H""[f2j] = H[f2j] - 
(H[f2(j+, )] - 
H[f2j])2 
, 
A2H[f2j] 
obtained by means Aitken A2 -process is such that H acc [f2j] < H[f2j] and is converging 
faster to H [f ]. It is reasonable assume that H [f ] -- 
H" V2(M-2)J so that an upper bound 
for the approximation error may be obtained uniquely in terms of calculated quantities: 
I Ptrue - P2(M-2) 1 :5 Ký2(H[h(M-2)] - H[ftruel) 
KV2(Hlf2(Al-2)] 
- Hacc[f2(Al -2)1) 
(H[ 2H [f2L(Amf f 2)(ý 
)2 
Ký2FHff2 f 
_2T 
m 
jý j [f2 ml 
_Af 
m -, )J- 
H. 2( NJ -2) 2 2H[f2(A 
In this way, given a desired prefixed error, we have a theoretical criteria for choosing 
the optimal number of moments in constructing the approximating density. 
In Table 3 we report the value of the minimized function 13 in (4.18) for different 
parameter values (volatility varying between 5% and 100%, interest rate equal to 5%, 9% 
and 15%) and for a different number of moments (2,4,6). Rom the different Figures we 
can verify that the most important decrease in the entropy occurs when we increase the 
number of moments from two to four. The information content of adding the fifth and 
the sixth moment is very low. For low volatility levels the value of the potential function 
has a minimum when we consider just the first two moments. This is due to the fact that 
once we have fitted the first two moments the function to be minimized is very flat - 
13 The minimization has been done in C with the multidimensional conjugate gradient method using the 
routine frprmn in Press and at. (401 pag. 423. The gradient of the function is obtained by differencing 
with respect to A., the function (4.18) and is given by the difference Em[lnjxJ-Et,,, e[lnix]. 
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Table 3: The potential function in (4.18) and the bound in the ME a pproach 
Volat ffity level 
r=0.05, K= I 0.05 0.1 0.2 0.3 0.4 0.5 0.8 
2M=2 
2M=4 
2M=6 
-2.09532 
-2.09531 
-2.09523 
-1.40389 
-1.40396 
-1.40403 
-0.71754 
-0.71793 
-0.71794 
-0.32336 
-0.32425 
-0.32425 
-0.0514 
-0.05298 
-0.05298 
0.151684 
0.149212 
0.14921 
0.536641 
0.530328 
0.530316 
0.683853 
0.6740-19 
0.674011 
bound 0.0022 0.0289 0.0282 0.0422 0.0563 0.0703 0.1125 0.1403 
r=0.09, K= I 
2M=2 
2M=4 
2M=6 
-2.07014 
-2.0701 
-2.06988 
-1.37871 
-1.37879 
-1.37882 
-0.69242 
-0.69281 
-0.69281 
-0.29833 
-0.29921 
-0.29921 
-0.02649 
-0.02805 
-0.02805 
0.176444 
0.173995 
0.173994 
0.560749 
0.554487 
0.554475 
0.70738 
0.697645 
0.697607 
bound 0.0040 0.0161 0.0280 0.0419 0.0560 0.0700 0.1120 0.1398 
r=0.15, K= 1 
2M=2 
2M=4 
2M=6 
-2.03215 
-2.03207 
n. a. 
-1.34075 
-1.34081 
-1.34081 
-0.65453 
-0.65492 
-0.65492 
-0.26057 
-0.26144 
-0.26144 
0.011088 
0.009546 
0.009545 
0.213787 
0.211374 
0.211374 
0.597113 
0.59093 
0.590918 
0.742873 
0.733245 
0.733241 
bound n. a. 0.0116 0.0277 0.0416 0.0556 0.0695 0.1113 0.1388 
Rom Table 3 it is evident that using the first four moments can be quite enough. 
Moreover in their computation the numerical errors were negligible and also the ME esti- 
mate is not time consuming: the estimation procedure requires less than 8 seconds and for 
a given set of parameters the computation of the unknowns Aj is done only once. In the 
Table we report also the bound given in equation (4.21), that refers to an approximation 
with the first two moments. The approximation is very good for low volatility levels, but 
as it increases the bound becomes less tight and more moments are required. As we will 
illustrate in the next section the first four moments will be sufficient, compare 
Table 5. 
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Moments Determinacy Approximant Convergence Notes 
very simple; 
EO (An) t Not known Edgeworth Not known negative densities: 
no error bound. 
not very fast; 
Eo At Yes Laguerre Yes numerical problems; 
no error bound. 
simple; 
EO (In An) t Yes Edgeworth Yes good accuracy; 
no error bound. 
not very fast, 
Eo (In An) t Yes ME Yes very accurate- I 
error bound. 
The scheme above compares the different methods that exploit the information content 
of a sequence of moments and the properties of the approximation used for recovering the 
density of the average and the option price. Regard to the Edgeworth approximation 
using the algebraic moments, the convergence to the true density is not known, because 
the determinacy problem is unsolved. Instead using the Edgeworth approximation with 
logarithm moments the determinacy problem is positively solved, so that it makes sense 
to investigate the convergence of the approximation that is uniform as the number of 
moments considered increase. 
5. A comparison between the different approxima ions 
The different approximations can be compared in several ways: 
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1. evaluating with the Kolmogorov-Smirnov criterion the distance betNý-een the approx- 
imating distribution and the distribution obtained by the Laplace inversion; unfor- 
tunately, as we will this measure does not seem to be useful once Nve consider the 
pricing problem. 
2. compare the different approximations with the lower and the upper bound to the 
option price as given in Rogers and Shi [43] and in Thompson [491. We describe 
these bounds in Appendix C. The lower bound appears to be very strict, but from 
this bound we cannot recover easily information regard to the density function of 
the average or the Greeks of the contract-, 
3. evaluate the difference (mean, absolute, percentage) between the option price coming 
from the different approximations and the one obtained by the Laplace transform 
inversion. 
As we can see from Table 4 where we report the Kolmogorov Smirnov measure between 
the density obtained with the numerical inversion and the different approximations, we 
can draw the following conclusions: 
a) for low volatility levels (a < 0.2), the different approximations perform equally well 
and the first two moments seems to be sufficient to recover the density of the average. The 
lognormal approximation based on the logaxithmic moments does slightly better than the 
lognormal approximation based on the power moments. The reciprocal gamma behaves 
better than the lognormal. However as we increase the volatility level, it is important to 
include higher order moments. 
b) if we restrict our attention to approximations based on the moments of the average 
the GB2 approximation dominates the Edgeworth approximation. Moreover using the 
Edgeworth approximation, for high volatility levels we obtain a bimodal density. Besides 
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the density can assume negative values. This fact should discour'age from using an Edge- 
worth approximation when the distribution is not uniquely determined by its moments. 
c) In every case the approximations based on the moments of the logarithm of tile 
average perform better and in this sense the Edgeworth approximation around a normal 
and the ME with four moments are very good. 
d) with regard to the ME approximation, to use the first six moments instead that 
just the first four does not seem to improve significantly the results. 
If we compare the different approximations when we have to price Asian options, we 
can see a synthesis of the results in Table 5 and in more detail in Tables 6 and 6a-6f. In 
Table 5, using as benchmark the result of the Laplace inversion, we report the average of 
the mean squared error (MSE), the average mean absolute error (MAE) and the absolute 
maximum error (MAXA), where the average is taken considering the above errors in 
Tables 6a-6f, when we vary the volatility level (a =0.05,0.1,0.2,0.3,0.4,0.5). In the case 
o, = 0.05 the column with the Laplace inversion in Table 6 has been substituted by the 
average of the low and the upper bound, because in this case we had numerical problems 
in the computation of the Laplace transform. In Table 5 we report also the percentage of 
times the price of a given approximation stays inside the lower and upper bound given in 
Rogers and Shi [43] and in Thompson [49]. 
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Table 4: Kolmogorov-Smirnov distance between 
the true distribution and the different approximations 
Parameters setting: r=0.05, T=l, S0=1 
Volatility Fitlog EdgeLog RGamma GB2 ME2 EdgeNorm NIE4 NIE6 
0.1 0.03055 0.03301 0.03441 0.03248 0.03053 0.03282 0.03199 0.03168 
0.2 0.01327 0.01821 0.01961 0.01569 0.01246 0.01661 0.01656 0.01647 
0.3 0.01071 0.01725 0.01549 0.00990 0.00833 0.01123 0.01142 0.01132 
0.4 0.01200 0.02530 0.01397 0.00673 0.00801 0.00851 0.00889 0.00886 
0.5 0.01470 0.06956 0.01344 0.00617 0.00859 0.00687 0.00746 0.00740 
Maximum 0.03055 0.06956 0.03441 0.03248 0.03053 0.03282 0.03199 0.03168 
Average 0.01624 0.03266 0.01938 0.01420 0.01358 0.01521 0.01527 0.01514 
Legend. Fitlog: Lognormal Approximation using the first two moments of the average, 
EdgeLog: Edgeworth expansion around a Lognormal using the first four moments, 
RGamma: Reciprocal Gamma approximation, GB2: GB2 approximation 
ME2 (ME4, ME6): ME approximation using the first two (four, six) logarithmic moments 
EdgeNorm: Edgeworth expansion around a Normal using the first four logarithmic moments, 
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Table 5: Evaluation of different approximations 
MSE MAE MAXA %Inside 
AW --- 96-67% 
ME4 0.00028 0.00091 0.00380 64.44% 
Lower Bound 0.00049 0.00183 0.00647 - 
EdgeNorrn 0.00083 0.00304 0.01279 31.11% 
G132 0.00203 0.00682 0.03363 31.11% 
Upper Bound 0.00235 0.00888 0.03631 - 
ME2 0.01179 0.03858 0.24215 3.33% 
RGamma 0.01362 0.05009 0.19608 2.22% 
FitLog 0.01661 0.05933 0.24819 8.89% 
EdgeLog 0.01928 0.06085 0.56647 31-11% 
Legend. 
AW: numerical inversion of the Laplace transform; 
Lower Bound: l ower bound in [43) and in [49]; 
Upper Bound: upper bound in [49]; 
MSE: mean squared error, MAE: mean absolute error; 
MAXA: maximum absolute error; others as in table 4. 
We can draw the following conclusions: 
a) Comparing Tables 6a-6f, we can see the very good results that we can obtain with 
the numerical Laplace inversion. Indeed also with a volatilitY level at 10% when the 
bounds to the option price are very tight, the price obtained stays inside this small range: 
e. g. when a=0.1, r =: 0.05, T == 1, So - 100 and K =: 100 the lower bound is 3.64134 
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and the upper bound is 3.64157 and the Laplace inversion" gives 3.64139. 
b) A second aspect are the accurate results obtained with the maximum ciltropy e,, tl- 
mate based on four moments. The fact that the percentage of times this estimate stays 
inside the bound is only 64.4% is due to the difficulties in estimating the ME distribution 
for low volatility levels (o, =- 5%). However, as we increase the volatilitý% also the ME 
estimate stays inside the bounds and the improvement respect to the lognormal approx- 
imation is around 65 times. The Edgeworth expansion around the normal distribution 
confirms the fact that using the first four logarithmic moments is the correct choice, al- 
though we get price just below the lower bound. The maximum error committed with a 
ME approach with four moments is equal at 0.0032 when o-10% and reduces to 0.0015 
as o, increases at 50%. For this reason the bounds given in Table 3 and relatiw, at an 
approximation with the first two moments can appear too conservative. 
c) For low volatility levels the bounds appear very tight and in general the lower bound 
is very near the price given by the numerical Laplace inversion. 
d) Among the approximations that use the power moments, the Edgeworth expansion 
around a lognormal distribution performs very badly, mainly as we increase the volatility 
level. The use of the Reciprocal Gamma approximation does not seem to improve sig- 
nificantly the results respect to the lognormal approximation. Another interesting point 
is that also with very low volatility levels the prices obtained with the approximations 
based on the power moments stay very often outside the bounds. However the maximum 
absolute difference between the lognormal approximation and the Laplace answer is 0.008 
for volatility at the 10% level and increases at 0.248 for a volatility at 50%. 
This non- 
enormous absolute error can explain the success of the lognormal approximation among 
practitioners. 
"In this case the Abate-Whitt algorithm has been used with a total of 
50 (35+15) terms. instead than 
the usual 26 (15+ 11) as in the other tables. 
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Table 6a: A CornDarison of Asian ODtion Pricinp, Madek (vaintatv rol- Q-jnn,. 
r r K Lower Bound FitLog EdgeLog 
- 
RGamma GB2 ME2 
- 
EdgeNorm ME4 PB- LCYW-B U ppý Boun 
O. O5 90 11.93050 11.93050 11.93050 11.93050 11.93051 11.93050 11.93051 11.93063 11.93050 1 L93051 
r 
. 005 00 0,05 
95 7.17773 7.17799 7.17773 7.17756 7.17818 7.17797 7.17786 7.17813 7.17778 7.17783 
. 0 005 
0 0.05 100 2.71617 2.71818 2.71615 2.71478 2.71808 2.71799 2.71596 2.71845 2.71620 2.71622 
005 0.05 105 0.33723 0.33545 0.33729 0.33849 0.33533 0.33525 0.33718 0.33490 0.33729 0.33736 
0.05 110 0.00802 0.00759 0.00802 0.00834 0.00789 0.00758 0.00826 0.00746 0.00810 0.00819 
1 
0.09 90 13.37821 13.37821 13.37821 13.37821 13.37821 13.37820 13.37821 13.37840 13.37821 13.37821 
0.09 95 8.80884 8,80888 8.80884 8.80881 8.80892 8.80887 8.80890 8.80908 8.80886 8.80887 
0.09 100 4.30823 4.30972 4.30823 4.30720 4.31021 4.30964 4.30877 4.31051 4.30830 4.30837 
0.09 105 0.95833 0.95815 0.95838 Oý95851 0.95729 0.95788 0.95694 0.95781 0.95841 0.95849 
0.09 110 0.05210 0.05088 0.05214 0.05303 0.05137 0.05081 0.05292 0.05007 0.05223 0.05236 
0.15 90 15.39763 15.39763 15.39763 15.39763 15.39763 15.39763 15.39763 15.39790 15.39763 15.39763 
0.15 95 11.09409 11.09410 11.09409 11.09409 11.09410 11.09409 11.09410 11.09436 11,09410 11.09410 
0.15 100 6.79435 6.79463 6.79436 6.79417 6.79485 6.79462 6.79464 6.79515 6.79441 6.79447 
0.15 105 2,74441 2.74638 2.74443 2.74303 2.74647 2.74621 2.74418 2.74830 2.74449 2.74458 
0.15 110 0.42374 0.42233 0.42389 0.42497 0.42192 0.42212 0.42330 0.42041 0.42393 0.42413 
MSE 2.03E-05 2.81E-04 1.24E-05 1.96E-04 3.08E-04 2.83E-04 1.25E-04 4.66E-04 2.03E-05 
MAE 5.76E-05 7.54E-04 3.66E-05 5.23E-04 8.56E-04 7.74E-04 2-96E-04 1.32E-03 - 5.76E-05 
MAPE 9.07E-02 6.69E-01 8.31F-02 3.46E-01 3.77E-01 6.98E-01 2.43E-01 9.35E-01 - 9.07E-02 
MAXA 1.99E-04 1.98E-03 8.91E-05 1.46E-03 2.01E-03 2.04E-03 1.47E-03 3ý80&03 - 1.99E-04 
Table 6b: A Comparison of Asian Option Pricing Models (volatility 10%, S=100) 
r K Lower Bound FitLog FdgeLog RG&mma GB2 ME2 EdgeNorm ME4 AW Upper Bound 
0.05 90 11.95108 11.95333 11.95127 11.94968 11.95222 11.95305 11.95113 11.95019 11.95107 11.95223 
0.05 95 7.40774 7.41517 7.40754 7.40275 7.40957 7.41415 7.40785 7.40472 7.40778 7.40860 
0.05 100 3.64134 3.64748 3.64091 3-63698 3.64007 3.64538 3.64122 3.63998 3.64139 3.64157 
0.05 105 1.31057 1.30684 1.31097 1.31307 1.30800 1.30471 1.31054 1.31346 1.31068 1.31098 
0.05 110 0.33107 0.32399 0.33155 0.33616 0.33098 0.32285 0.33133 0.33419 0.33121 0.33224 
0.09 90 13.38519 13.38629 13.38535 13.38452 13.38584 13.38611 13.38518 13.38510 13.38537 13.38603 
0.09 95 8.91183 8.91721 8.91185 8.90820 8.91374 8.91657 8.91188 8.91301 8.91185 8.91296 
0.09 100 4.91508 4.92310 4.91459 4.90938 4.91536 4.92141 4.91511 4.91826 4.91512 4.91541 
0.09 105 2.06993 2.07045 2.07002 2.06952 2.06731 2.06818 2.06999 2.07137 2.07007 2.07038 
0.09 110 0.63006 0.62338 0.63072 0.63501 0.62887 0.62178 0.63033 0.62773 0,63027 0.63102 
0.15 90 15.39877 15.39906 15.39885 15.39859 15.39898 15.39894 15.39877 15.39850 15.39715 15.39915 
0.15 95 11.11948 11.12196 11.11966 11.11781 11.12073 11.12167 11.11956 11.11985 11.11923 11.12061 
0.15 100 7.02768 7.03485 7.02746 7.02254 7.02948 7.03384 7.02780 7.03026 7.02774 7.02845 
0.15 105 3.61249 3.61869 3.61216 3.60801 3.61154 3.61669 3.61242 3.61592 3.61263 3.61301 
0.15 110 1.41329 1.41080 1.41384 1,41542 1.41089 1.40869 1.41339 
-- -. 
1.41279 
- --- - 
1.41362 1.4143 
-- -1 MSE 1.14E-U4 1.35E-U3 1.4Uh-U4 Y. 4Yt-U4 4-43tý-U4 I-I-)r--V, 4 -I --- 
MAE 2.22E-04 4.60E-03 3.79E-04 3.21E-03 L52E-03 4.54E-03 2.26E-04 1.88E-03 7.84E-04 
MAPE 8.86E-03 3.07E-01 1.84E-02 2.12E-01 6.68E-02 3.60E-01 7.12E-03 1.30E-01 - 4.09E-02 
MAXA 1.62E-03 7.98E-03 1.70E-03 5.74E-03 2.75E-03 8.49E-03 1.62E-03 3.29E-03 - 2. OOE-03 
Tnhlt- 6r- A Comnarkon of Asian ODtion Pricine Models (volatifitv 20%, S=100) 
r K Lower Bound FitLog EdgeLog RGamma GB2 ME2 EdgeNorrn 
ME4 AW Upper Boun 
0.05 90 12.59560 12.62976 12.58815 12.57293 12.60201 12.61924 12.59635 12.59449 12.59599 12.60071 
0.05 95 8,81839 8.85250 8.80916 8.79446 8.82021 8.83719 8.81851 8.81728 8.81876 8.82073 
0.05 100 5.76271 5.78284 5.75849 5.74752 5.75866 5.76438 5.76225 5.76222 5.76309 5.764-43 
0.05 105 3.50684 3.50607 3.50989 3.50603 3.49965 3.48743 3.50658 3.50740 3.50733 
3.50890 
0.05 110 1.98924 1.97107 1.99646 2.00119 1.98290 1.95501 1.98978 1.99076 1.98990 
1.99272 
0.09 90 13.83122 13.86167 13.82573 13.81078 13.83835 13.85294 13.83193 13.83200 13.83150 
13.83721 
0.09 95 9.99536 10.03043 9.98596 9.97052 9.99947 10.01702 9.99567 9.99627 9.99565 
9.99807 
0.09 100 6.77700 6.80355 6.77025 6.75716 6.77542 6.78628 6.77670 6.77776 
6.77735 6.77866 
0.09 105 4.29594 4.30408 4.29618 4.28890 4.28988 4.28541 4.29560 4.29643 
4.29647 4.29798 
0.09 110 2.54546 2.53453 2.55152 2.55250 2.53857 2.51730 2.54580 2.54574 
2.54622 2.54854 
0.15 90 15.64160 15.66533 15.63944 15.62548 15.64827 15.65889 15.64217 15.64203 
15 64176 15.64890 
0.15 95 11.79357 11.82644 11.78570 11.76994 11.79946 11.81588 11.79408 11.79435 
11.79376 11.79747 
0.15 100 8.40852 8.44079 8.39956 8.38433 8.41016 8.42593 8.40858 8.40937 
8.40884 8,41041 
0.15 105 5.64129 5.66133 5.63718 5.62561 5.63775 5.64361 5.64108 
5.64191 5.64186 5.64336 
L 015 110 3.55469 3.55639 3.55754 3.55282 3.54826 3.53832 3.55486 
3.55494 3= 55561 3.55777 
-- -- - --- -- . --- - .- .1 ý 
Anr: M I All:; -nA I RQF-04 - 8.44E-(W 
M15t Lzor-U14 O.. )I#rI-v. ") 
4.82E-o4 5.93E-04 2.78E-03 MAE 4.45E-04 2.17E-02 5.70E-03 1.59E-02 5.23E-03 1.77E-02 
MAPE 1.04E-02 3.16E-01 9.6213-02 2.28E-01 I. IIE-01 3.77E-01 9.37E-03 1.0413-02 
4 43E-02 
MAXA 9.20E-04 3.48E-02 9.69E-03 2.51E-02 7.68E-03 3.49E-02 8.63E-04 
1.49E-03 7.13E-03 
Legend: MSE: mcan squared error, MAE: mean absolute error, MAPE: mean absolute percentage error, 
MAXA: maximum absolute error. The names of columns are as in Table 5. 
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Table 6d: A COMDarison of Asian ODtion Pricinc, Madt-bz (vaint-ilit, 'Ano/- c-i nný 
r K Lower Bound FiTog FdgeLog RGarmma GB2 ME2 EdgeNorm NIFA AW t Ipper Boun 
0.05 90 13.95242 14.03812 13.89562 13.89339 13.96194 13.98819 13.95336 13.95423 13.95383 1" ()620)2 -(1 0.05 95 10.67537 10.74879 10.63393 10.62185 10.67723 10.68962 10.67462 10.67700 10-67664 10.68218 
1 
0.05 100 7.94436 7.99251 7.92948 7.90645 7.93883 7.92806 7.94274 7.94595 7.94563 7.95053 
0.05 10 105 5.75726 5.77417 5.76852 5.74051 5.74682 5.70916 5.75607 5.75898 5.75868 5.76383 
0.05 110 4.07011 4.05724 4.09909 4.07482 4.05808 3.99604 4.07041 4.07206 4.07180 4.078654 
0.09 90 14.98279 15.06704 14.92543 14.92399 14.99389 15.02159 14.98403 14-98304 14.98396 14.99285 
0.09 95 11.65475 11.73287 11.60605 11.59733 11.65910 11.67758 11.65443 11.65486 11.65589 11.66128 
0.09 too 8.82755 8.88576 8-80190 8.78216 8.82447 8.82377 8.82615 8.82782 8.82876 8.83329 
0.09 105 6.51635 6.54628 6.51749 6.49026 6.50755 6.48187 6.51500 6.51712 6.51779 6.52257 
0.09 110 4.69491 4.69511 4.71737 4.69045 4.68338 4.63266 4.69475 4.69639 4.69671 4 70265 
0.15 90 16.51203 16.59082 16.45856 16.45608 1;. 52476 16.55195 16.51362 16.51251 16.51291 16.52372 
0.15 95 13.14575 13.22661 13.09056 13.08547 13.15352 13.17760 13.14612 13.14635 13.14669 13.15258 
0.15 too 10.20872 10.27814 10.16897 10.15454 10.20970 10.22093 10.20789 10.20971 10.20983 10.21407 
0.15 105 7.73683 7.78408 7.72184 7.69780 7.73146 7.72207 7.73560 7.73848 7.73830 7.74274 
0.15 110 5.72816 5.74800 5.73774 5.70942 5.71858 5.68520 5.72761 5.73062 5.73012 5.73547 
MSE 3.56E-04 1.51E-02 9.77E-03 1.17E-02 2.33E-03 9.90E-03 5.17E-04 1.41E-04 1.63E-03 
MAE 1.35E-03 5.14E-02 3.24E-02 4.06E-02 7.95E-03 3.31E-02 1.78E-03 4.71E-04 - 6.06E-03 
MAPE 1.82E-02 4.99E-01 3.29E-01 4.03E-01 1.13E-01 4.86E-01 2.48E-02 5.46E-03 - 7.26E-02 
MAXA 1.96E-03 8.43E-02 5.85E-02 6.12E-02 1.37E-02 7.58E-02 2.89E-03 1.02E-03 - 1.08E-02 
Table 6e: A ComDarison of Asian OiDtion Pricin2 Models (volatilitv 40%, S=100) 
r K Lower Bound FilLog EdgeLog RGamma GB2 ME2 EdgeNorm NIL4 AW Upper Boun 
0.05 90 15.62084 15.77682 15.43893 15.50994 15.63718 15.64171 15.62057 15.62355 15.62417 15.64085 
0.05 
r 
95 12.66307 12.79563 12.55138 12.56333 12.66936 12.64673 12.66028 12.66568 12.66614 12.68038 
0.05 100 10.13297 10.23032 10.09832 10.05435 10.12982 10.07371 10.12921 10.13581 10.13597 10.14937 
0.05 105 8.01277 8.06917 8.04507 7.96123 8,00232 7.91132 8.00984 8.01613 8.01592 8.02963 
0.05 110 6.26877 6.28428 6.34866 6.24609 6.25387 6.13109 6.26815 6,27280 6.27226 6.28824 
0.09 90 16.49702 16.65395 16.29773 16.38398 16.51620 16.52672 16.49741 16.49932 16.49997 16.51601 
0.09 95 13.50789 13.64791 13.36949 13.40168 13.51777 13.50557 13.50568 13.51018 13.51071 13.52377 
0.09 100 10.92090 11.03114 10.85701 10.83224 10.92136 10.87906 10.91734 10.92351 10.92377 10.93596 
0.09 105 8.72680 8.79965 8.73326 8.66299 8.71938 8.64385 8.72355 8.73002 8.72994 8.74234 
0.09 110 6.89990 6.93321 6ý96109 6.86426 6,88709 6.77955 6.89850 6.90392 6.90349 6.91747 
0.15 90 17.79766 17.95199 17.58134 17.68445 17.82007 17.83676 17.79902 17.79946 17.80010 17.81632 
0.15 95 14.78330 14.92999 14.61047 14.67046 14.79799 14.79840 14.78215 14.78515 14.78577 14.79776 
0.15 100 12.13053 12.25606 12.02394 12.02929 12.13642 12.11226 12.12765 12.13277 12.13320 12.14398 
0.15 105 9.84134 9.93595 9.80601 9.76058 9.83903 9.78516 9.83808 9.84428 9.84443 9.85542 
0.15 110 7.90130 7.96003 7.92858 7.84648 7.89259 7.80772 7.89918 7.90519 7.90501 7.91712 
msh 7.94h-04 2.83t-UZ JAUL-U/ Z-Jzv--ul 
MAE 3.05E-03 LOOE-01 9.86E-02 8.53E-02 1.07E-02 5-72E-02 4.95E-03 3.96E-04 1.36E-02 
MAPE 3.03E-02 8.28E-01 7.87E-01 7.34E-01 1.06E-01 6.75E-01 4.99E-02 3.52E-03 - 1.30E-01 
MAXA 3.70E-03 1.54E-01 2.19E-01 1.16E-01 2. OOE-02 1.41E-01 6.76E-03 6.44E-04 - 1.67E-02 
T-rahla Kf- A f..., marienn nf Acinnnntian Pricinc, Models (volatilitv 50%. S: --100) 
r K Lower Bound FitLog EdgeLog RGaroma 
GB2 ME2 EdgeNorrn ME4 AW 
Upper Boun B 0 u D B oun 
0.05 90 17.42759 17.67918 17.00382 17.24381 17.46095 17.39602 17.42452 17.43280 17.43406 
883 17.46883 8 8 3 
0.05 95 14.69709 14.91574 14.46257 14.52848 14.71794 14.61395 14.69100 14.70235 14.70315 
576 14 73576 7 6 5 
0.05 100 12.31491 12.48954 12.25646 12.17159 12.32366 12.17722 12.30800 12.32062 12.32079 
269 12.35269 6 9 2 
0.05 105 10.26058 10.38535 10.34604 10.14915 10.25893 10.07064 10.25511 10.26709 10.26657 
10.29936 3 6 9 
] 
0.05 110 50694 8 8.58075 8.69620 8.43044 8.49725 8.27112 8.50475 8.51444 8.51326 
8.54958 958 
0.09 90 
. 
18.18295 18.43698 17.69986 17.99498 18.21877 18.16603 18.18078 18.18746 18.18884 
077 18.22077 2 
0.09 95 43707 15 15.66486 15.13557 15.25983 15,46142 15.37335 15.43160 15.44169 
15.44272 7216 15.47216 
0.09 100 
. 
02253 13 13.21198 12.89937 12.86687 13.03528 12.90732 13.01569 13.02769 
13.02816 5680 13.05680 
0.09 105 
. 
10 92375 11.06751 10.95396 10.79735 10.92609 10.75741 10.91769 10.92981 
10.92963 5880 10.95880 
0.09 110 
. 
11795 9 9.21323 9.26553 9.02510 9.11188 8.90499 9.11458 9.12515 
9.12431 9.15600 
0.15 90 
. 
30062 19 19.55391 18.73925 19.10964 19.33935 19.30180 19.29993 
19.30425 19.30572 19.33469 
0.15 95 
. 
54546 16 16.78229 16.14761 16.35843 16.57452 16.50743 16.54126 
16.54927 16.55052 16.57621 
0.15 100 
. 
09498 14 14.30234 13.87252 13.92346 14.11353 14.01101 14.08877 
14.09944 14.1 Oo24 14.12496 
0.15 105 
. 
11 94030 12.10904 11.88030 11.79330 11.94878 11.80815 11.93397 
11.94578 11.94600 11.97103 
15 110 
. 
06490 10 10.18997 10-13926 9.94841 10.06471 9.88644 10.06033 
10.07171 10,07128 10.097 
- ___ 
. 
- --- -- .--- -- III-- AI AU M 
A 1; 1 ýRF-02 275E-03 2.35E-04 - 7.80E-03 
IVI 3 r- 
1.55E-01 1 . 4713-02 
1.18E-01 1.05E-02 7.99E-04 3. GOE-02 MAE 5.84E-03 1.77E-01 2.28E-01 
MAPE 4.66E-02 1.29E+00 1.5513+00 1.15 E+00 1.03E-01 1.08E+00 
8.38E-02 5.90E-03 2.39E-01 
MAXA 6.47E-03 2.48E-01 5.66E-01 1.96E-0 I 3.36E-02 2.42E-01 
1.28E-02 1.47E-03 3.63E-02 
Legend: MSE: mean squared error, MAE: mean absolute error, MAPE: mean absolute percentage 
error, 
MAXA: maximum absolute error. The names of columns are as in 
Table 5. 
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6. Conclusion 
In the present chapter we have given new insights regard the problem of pricing Asiaii 
options, showing how approximations based on the moments of the logarithm of the arit, h- 
metic average are more theoretically founded than approximations based on the algebraic 
moments of the arithmetic average. Then we have discussed how to recover the unknoNvii 
density on the basis of this information. Another possible application of the results in 
the present paper is to the pricing of options with stochastic volatility as in the Hull and 
White model where the pricing problem reduces to the determination of the density of t he 
average variance over the residual life of the option. An important extension left for future 
work is to examine if approximations based on the logarithmic moments are possible also 
in the case of discrete monitoring of the average and in the case of floating strike Asian 
options. 
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A. The derivation of the Geman-Yor formula 
In this Appendix we report a derivation of the Laplace transform of the Asian option 
price found in Yor [56]. The result is based on aa remarkable expression of the law of 
the arithmetic average taken at an indipendent exponential time. We report the result 
because we liked the immediate and simple derivation. 
We set (assuming for simplicitiy that t=0 and a=0 in (3.3)): 
2ý 0,2 
-1-q= -KT; p= 
V2A+v2 
0,2 7 4S 
and define: 
h 
Dh 
10 
e 2(W, +")ds 
Yor [55] shows that Dh taken at an exponentially distributed random time T, \, inde- 
pendent of W, with mean 1/A, is characterized by: 
2DT;, L 
Bl,,,, 
G, 3 
where a= (IL + v) /2,0 = (A - v) /2, and the random variable 
Bj,, - Beta (1, a) and 
Go - Gamma (13,1) are independent. 
For pricing Asian Options we are interested in the following quantity: 
00 
"2) 
sds At= 2 
that, by the time-scaling property of the Brownian motion, is related to the expression 
of 
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D'h by: 
4 
At- -Da2t 
0,2 4 
In particular we need to compute: 
e-'71 E 
(-S-ý' At -K)+ =: e-rT E 
DG, 2T T 0,2 T- K) 
e -rT 
4 SO E DO, 2T - '2TK 
o, ý T4 4So 
-rT -4 SO-E (Dh - q)+ o, 7 T 
and then if we compute the Laplace transform with respect to h of the above quantity, ex- 
ploiting the relationship between Laplace transform and expectation wrt to an exponential 
distributed random variable, we obtain: 
1 +00 1 
0e 
\h E (Dh - q)+ dh = 2A 
E (2DT, - 2q)+ 
Now using the above result due to Yor, we have: 
E (2DT, - 2q)+ 
where we have used: 
(Bl, 
E -- - aß 
+ 
2q 
+ fj fo 00 (M - 2q) 
+ 'ß- e-'dxa (1 - u) x IP(O) 
'1 du 
u/2q 
0t( 
fo fi - 2q) '0-'e-xdxa (1 - u)'-' du 3ý x IP(ß) 
1/2q xß-1 fo -F-(ß) e-'dx 2q) a (1 - u)'-' du 
fýqx (x 
=1 
1/2q 
i- ' +a fo, 
Xß-2 -' (1 - 2qx)'+' dx e 
11 U- 2q) a (1 - u) a-1 du 
2qx 
(ý 2qx)o'+' 
+ a) x 
So using a= (p + v) /2,, 3 =a-v= (p - v) /2, and IF 
(0) = (0 - 1) IF (0 - 1) and 
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(A -2- 2v) /2 we finally obtain 
+oo 
e-, \h E (Dh - q)+ dh = -L 1 
1/2q Xß-2 _X 
1) e 
(1 - 2qx)O'+' dx 
fo 
2Ä (1+a)(ß-1) 
fo j 
rll2q X(, u-v)/2-2 (p+v)/2+ 
Jo IF((ji-v)/2-1) e-x (1 - 2qx) 
1 dx 
i. e. the expression (3.1) given in the main text. 
B. A linear approximation for Asian Options 
Bouaziz et al. [9] have proposed for pricing Asian option with floating strike a linear 
approximation to the exponential function defining the arithmetic average. In this Ap- 
pendix, we have investigated if it can be usuful to exploit a similar approximation also for 
Asian options with fixed strike. Respect to the approximation in [9], we have used a first 
order Taylor approximation only for the term involving the Brownian motion, so that we 
have: 
rns+oW, T ds - fý e"' (1 + oW, ) ds 
e rnT T or f ems W, ds +6 
where m=r-o, 2 /2. We observe that 
T e"W,, ds has normal distribution characterised L 
by: 
T E (fo e"Wds) =0 
T )2 T E (fo e"Wds =E 
(fo 
e"Wds) 
(foT 
e"Wdr) 
=E foT foT e"e'rWWdsdr 
TT hL e"e"E (WW, ) dsdr 
fTT ý f6 e"e" min (s, r) dsdr 
LTr (f(r e" sds +T e"rds dr e0 fr 
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and with some standard integration, we obtain: 
v2 :=ET e7ns W. ds) 
2= 
4C, T 3c 2mT + 2e2mTmT ( Jo 
2M3 
We conclude that: 
10 
e7nsW. ds -N (0, v') 
For pricing Asian options we need to compute: 
(emT TT-+ 
E[S emsWds) - K] 
+= 
a- 
SE 
emsWds- K Tm 
10 
T 
[fo 
where K= (KTIS -e 
mT/M) /or. Computing the expected value, we obtain the linear 
approximation to the Asian option price: 
-2 
K 
S -rT e-2, ý v2 K Clin = 0' 
Tev, ý2-7r -K -V2 
In the Table below we have compared the linear approximation with the lower and 
upper bound described in Appendix C, when o, -= 5% and 10%, T =- 1, r =- 0.05, S= 100. 
As we can see, the linear approximation underestimates the true price and the error can 
be acceptable only a volatility level at 5% or below. We do not report here the results for 
higher volatility levels, where the difference affects the first digit as well. 
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Table 7: The Linear Approximation 
a=0.05 a=0.1 
K Lower Linear Upper Lower Linear Upper 
95 
100 
IL05 
7.1777 
2.7162 
0.3372 
7.1184 
2.6781 
0.3128 
7.1778 
2.71622 
0.3374 
7.4077 
3.6412 
1.3106 
7.2289 
3.5047 
1.1936 
7.4086 
3.6416 
1.3110 
An improvement in the approximation could be to use a second order Taylor expansion, 
but this requires the determination of the distribution of the sum of correlated normal (the 
terms W, in the expansion) and non-central chi-squared variables (the terms It, -2 in the 6 
expansion) - 
C. The upper and lower bounds for the price 
A different approach to the problem of Asian option price is to find a lower and upper 
bound for the price and practically they result to be surprisingly accurate, i. e. the size 
of the interval results to be small and in general the Asian option price will be near the 
lower bound. The idea of finding the bounds is due to Curran [14], [15] and to Rogers 
and Shi [43]. These bounds have been improved by Thompson [49], [50] that was able 
to simplify the computation of the lower bound given in Rogers and Shi. Moreover, 
Thompson gives an upper bound for the option price, much more stronger than the one 
obtained by Rogers and Shi. Using a lower and upper bound can give us some 
better 
feeling in choosing the different methods described above and then understand the 
limits 
of the different approaches. 
The Asian option price is obtained through the computation of the quantity 
T 
e(r-a2/2) '+""sds -K 
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Making the substitution h= sIT and using the scaling property of the BNI: 
(r-0,2 /2) 
T 
in 
'+"W-'ds Jo 
fo 
, 
(r-0,2/2)Th+O'WTh 
dh 
(r-or2 /2)Th+ov/Twhdh 
we can always consider the case with time to expiry equal to 1 and set the interest rate 
equal to rT and the volatility equal to ovfT-. So in the following we will assume that the 
residual life of the option is equal to 1 and the risk-free rate r stands for rT and the 
volatility o, stands for uvý'Tf. Moreover we set: 
0n 
xe (r-0,2/2)Th+, v/Twhdh 
-K 
and the option price is given by EX+ 
Using the iterated conditional expectation and the fact that X+ >X and that X+ is 
a positive quantity, then: 
E (X+) =E [E (X+ IZ)] ýý E [E (X IZ)+] 
and the accuracy of the lower bound can be estimated from the quite general bounds: 
0<E+1 V7a--r (X+) -E [E (X IZ) ]<2E 
[V/Var (X 1 Z)] 
The method can be very successfully if the conditioning variable Z is chosen to make 
the conditional variance small. Rogers and Shi realize that a good choice results to be 
T Z= f6 Wds and then they are able to give an expression to E [E (X IZ)+] as a double 
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integral: 
320 
ý+Oo 1+ 
v/3-0 
(V-3z) Soe3ot(I-t/2)z+at+10,2 t2 )2 c> cj,,, -= e-, 
(t-3 (1-t/2 )dt 
-K dz 00 0 
2 where a= (r _a /2), and where 0 (x) is the normal density. 
Thompson gives a simpler version of the above formula, trying to approximate the event 
that the option makes a positive payout with a simpler event. If A=f fol Stdt > KI, we 
have for any event A*: 
1 
E 
[10 
Stdt - K] >E 
l(10 
Stdt - K) 1,4- 
1=1. 
E (Su - K; A*) du (C. 1) 
=IT and a natural choice is A* f6 W,, du > -yj where -ý is chosen in an optimal way 
maximinizing the rhs in (C. 1). The optimal value of -y, -y*, results to be the unique 
solution to: 
I 
So exp 3-y* at (1 - t/2) + at +1 ol 
2 (t 
- 
3t2 (I 
- 
t/2)2) dt =K (C. 2) 
02 
and the lower bound is: 
e-r 
fo 1E (S,, 
- K; '(fol W. du>-y*)) 
dt 
i. e.: 
r1- 
t/2) ly 
In 
so eat+ 
1 
U2t + ol (1 
3 
(C. 3) dt - K-b 1/ 73 
where 4) is the normal distribution function. The bound given in Curran is for the case of 
discrete averaging and is obtained solving in an approximate way (C. 2) and can provide 
a valid alternative to the numerical solution of (C. 2). Finally, Thompson shows also the 
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lower bound is the same as the one given in Rogers and Shi with the advantage of being 
expressed as a single integral. The computation of the optimal value of -1 can be done 
very quickly with standard optimization routines, such as bisection or Newton search. 
The upper bound given in Thompson is: 
c< cup == e-7- 
11 +00 
+b (t, x) ýo dirdt, 
0f 00 
2výp (w) 
[a 
(t, x) (P 
(b 
(t, x) 
)(b 
(t, x) 
)] 
where v= -\, I-t, w= xlVt-, 
a (t, x) = So exp (ax + at) -K (pt + ox) + Ko, (1 - t/2) x 
Ko, 
Fý- 
t (1 - t/2ý 
1- 
At =1 (So exp (at) + -ý V-vt) K 
Vt = C2t +2 (Ko, ) ctt (1 - t/2) + (Ko, )2 /3 t 
ct = So exp (at) o, - Ko, 
I 
(K -So (e 
a- 1) /a)/ 
I/ -vt dt 
This upper bound results to be tighter than the one given in Rogers and Shi 
[431. 
Conclusions and Further Research 
In the first chapter we showed how the application of the Laplace transform technique 
can allow to solve with great accuracy many familiar pricing problems. Unfortunately in 
some cases, as for Asian option with floating strike or for double barrier options in the 
square-root model, also the computation of the Laplace transform can be cumbersome. A 
possible way for coping with this problem is to use a so called hybrid method, compare 
Zinober et al. [6]. The method consists in the transformation of the original PDE into 
the Laplace space through elimination of the time dependency and subsequent numerical 
solution of the resulting steady-state second order differential equation in the complex 
space. The exploitation of the Laplace transform to solve the time dependency restricts 
the application to linear parabolic PDE's, with the possible inclusion of a jump process. 
Some preliminary tests conducted in Fusai and Tagliani [3] appear promising and very 
competitive, either for the computational time and the accuracy, respect to the numerical 
solution of the PDE. The proposed approach has also the advantage that it is easily pa- 
rallelizable, whilst the finite difference schemes most often employed, e. g. Crank-Nicolson 
techniques, are inherently sequential. 
Another important area that future research should concentrate on is the application 
of the Laplace transform technique to the pricing of discrete monitored cont, racts and 
American options. As illustrated in the third chapter the price differences between con- 
tinuous and discrete monitoring of the underlying can be very relevant. It would then 
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be very important to understand how the Laplace technique cail cope with this kind of 
problems. At this regard, we have started some promising work related to the pricing of 
discrete monitored barrier options, Fusai et al. [4]. Regard American options, a possible 
idea is to explore the so called randomization used in Carr [1], that seems to present an 
analogy with the Laplace transform technique. 
In the second and third chapter, we have discussed the pricing problem for occupation 
time derivatives showing that multidimensional Laplace transforms can be inverted with 
great accuracy, but very few things have been said about the hedging problem. We believe 
that more research has to be done regard the comparison of dynamic and static hedging 
of this kind of contracts. We have conducted some Monte Carlo simulation comparing a 
delta-hedging dynamic strategy, with different rebalancing periods, versus a mean-variance 
static strategy, but the results of the static strategy were not very satisfactory. So it could 
be interesting to investigate some hybrid strategies, as in Carr et al. [2], where a standard 
dynamic trading strategy in the underlying asset is enhanced by static positions in options. 
Finally, in last chapter we have proposed a new method for evaluating fixed strike 
Asian options, resorting to the maximum entropy density approximation and exploiting 
the logarithmic moments. Then we have showed, using the first four moments, we can 
estimate with high accuracy the Asian option price. It is our intention to try to apply this 
approach to binomial trees, along the lines in Rubinstein who develops a simple technique 
for valuing European and American derivatives with underlying asset risk-neutral returns 
that depart from lognormal in terms of higher order moments (skewness and kurtosis). 
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