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1. INTRODUCTION 
Considerons le probleme mixte suivant: 
Oh 
dans 
sur 
sur 
{x 6 Q(t), 0 < t < T}, 
(1.1) 
Pour chaque t, Q(t) est un domaine borne ou nonborne dans R3 de front&e 
X2(t) assez reguliere. Q(t) varie “bien” par rapport a t. 
Nous Ctudions les problemes suivants: 
(1) Sous quelles conditions sur Q(t), pouvons nous construire une 
solution classique du probleme (1.1) pour des don&es initiales [us(x), 
%(X)~ f(x, 41 “convenables” ? 
(2) Est-ce que le probleme (1.1) est bien pose dans Gm ? 
(3) Si le domaine Q(t) tend vers des domaines Q* lorsque t+ -&co, 
en un sens “convenable,” alors la solution de (l.l), est-elle “pres” des 
solutions de (1.1) avec Q* au lieu de Q(t) ? 
(4) Si le domaine Q(t) change periodiquement, est-ce qu’il existe une 
solution periodique par rapport a t ? 
Nos reponses sont affirmatives aux problemes (1) et (2) si nous supposons 
que le vecteur normal a la front&e laterale n’est pas dans le cone d’onde. 
Concernant au probleme (3), nous avons une reponse affirmative quand il 
n’y a pas de terme nonlineaire [9, lo]. 
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Plus prCcisCment, nous supposons les conditions suivantes. 
Hypothesis 1. Q(t) a une front&e X2(t) reguliere et les ensembles 
ouverts L?(t) sont isomorphes entre eux. 
Hypothesis 2. a,!& = &<t<r X2(t) est une variete reguliere et le vecteur 
normale a la front&e later-ale a,Q, n’est pas dans le cone d’onde. (On 
definit I& = UoCtCr Q(t).) 
Alors, nous avons les theoremes suivants. 
THBOR~ME A. I1 n’existe qu’une solution appartenant h &‘$&-) du pro- 
blthe (1.1). 
THBOR~ME B. Si les don&es initiales 
satisfont ri la condition de compatibilite’ d’ordre 00, alors il etite une solution 
u(x, t) E 8$&-) du problkme (1.1). 
COROLLAIRE. Supposons que Q(t) = Sz. Si les don&es initiales 
[q)(x), ul(x), f(X, t)] E w+yq x JP+ylq x w+yi2 x (0, T)) 
satisfont ri la condition de compatibilite’ d’ordre 1, alors il exikte une solution 
u(x, t) E flFz: 6,k(Hz+2-k(G)) de (1.1) et elle est unique dans n”,=, b,L(H2-k(G)). 
(Si aQ n’est pas compact, nous supposons que asz soit “rt@lit%e uniformhent 
de classe Cm” [2].) 
THI?O&ME C. Le probkme (1.1) est biers pose’ dans bm: Soient u(x, t) et 
v(x, t) des solutions du problimes (1.1) correspondant respectivement aux don&es 
in&&s [u&4, q(x), f(x, t)] et [v,(x), v&4, g(x, t)l. 
Quels que soient K, un ensemble compact dans aT , un entier m > 0, des 
constantes C > 0 et E > 0, il existe un ensemble compact I?, un entier 
N > 0, et un constante S > 0 tels que si les don&es initiaZes satisfont aux 
int!galith suivantes, 
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alors nous avons 
I u(x, t) - 45 t)l,m,,, < E, oh K. = R n (Q(0) x (0)) (1.3) 
(6 dipend de C, E, et R n a,a, .) 
Remarque 1. Les espaces fonctionelles seront donnees a la Section 2. 
Remarque 2. Si une fonction verifie U(X, t) E &@&-) et u(x, t) = 0 sur 
4,%, alors nous avons X(x, t)l u(x, t) = 0 sur (x, t) E &fir. 1 < m oh 
X(x, t) est un champ de vecteur tangentiel a a,$, . Done, si U(X, t) est une 
solution de (1.1) appartenant a am&$), alors nous avons X(x, O)l u(x, 0) = 0 
x E Z?(O), I < m. En represantant cette relation par les donnees initiales, 
nous avons la condition de compatibilite d’ordre m. La condition plus concrete 
sera don&e aux Sections 4 et 7. 
Premierement, l’equation (1.1) avec Q(t) = Q a CtC don&e comme une 
equation modele pour la thtorie relativistique de la mecanique quantique. 
En 1961, Jorgens [12] a demontre l’existence globale de la solution classique 
pour Q(t) = R3. Browder [3] a trait6 la theorie de Jijrgens sous une forme 
abstraite. 
En 1966, Sather [18] nous a donne l’existence globale de la solution pour 
Q(t) = Q borne’, par methode de Galerkin. Le corollaire du Theo&me B 
est une extension des resultats de Sather. (11 a introduit vaguement l’idee 
de compatibilite.) 
D’autre part, recemment, Cooper et Bardos [4] ont CtudiC le probleme 
(1.1) quand a, est isomorphe par une transformation “hyperbolique” a 
un ensemble “monotone croissant en t”. 11s ont demontre l’existence de la 
solution “faible” par methode de penalisation de Lions [14]. Et puis, Cooper 
et Medeiros [5] ont demontre en employant le lemme de Strauss [21] que la 
solution obtenue dans [4] est “forte.” 
Sommaire. A la Section 2, nous introduisont des espaces fonctionels et 
aussi une transformation qui transforme ZocaZement le probleme (1.1) en un 
probleme aux coefficients variables dans un domaine cylindrique. A la 
Section 3, nous Ctablissons les inegalites d’energie pour le probleme 
L(x, t; a/at, a/ax) u(x, t) + u(x, t)a =f(~, t) dans un domaine fixC oh 
l’operateur L a des coefficients variables. Et puis, & la Section 4, nous demon- 
trons l’existence et l’unicite de la solution du probleme pose a la Section 3. 
Nous demontrons le domaine d’influence pour le meme probleme a la Sec- 
tion 5. A la Section 6, nous Ctudions les proprietes de u(x, t), solution de 
(1.1). C’est-i-dire, nous demontrons qu’elle a le domaine d’influence. C’est la 
Section 7 qui joue le role principal dans cet article. Nous demontrons I’exis- 
tence de la solution du probleme (1.1) en employant les rksultats des Sections 
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2-6. Car notre methode est de localiser le probleme, il est necessaire d’avoir 
une certaine uniformite. Ceci sera Ctabli par lemme de Lebesgue (Lemme 7.3). 
A la Section 8, nous Ctudions comment les constantes de l’inegalite d’ener- 
gie dependent des coefficients de l’operateur L. En employant les resultats de 
la Section 8 et la methode de la Section 7, nous demontrons le ThCoreme C 
a la Section 9. 
Les resultats dans cet article ont CtC &once dans [I 11. 
I. EXISTENCE 
2. Pre’liminaires 
2.1. Les Espaces Fonctionnels 
Soit Q un domaine dans R3. Les points ont pour coordonnees 
x = (Xl , x2 , x3). Nous posons 
D” z DyDFD”3 39 Oh N=(+,Lx~,Lx~) et Dt =g, 
mais nous utiliserons souvent aussi respectivement, u,, , ut au lieu de Diu, I 
D,U. 
Nous supposons toujours dans cet article que toutes les fonctions conside- 
&es sont a valeurs reelles. 
Designons par Ln(Q) l’espace de Banach des fonctions definies sur 52, de 
puissance p-i&me sommable. La norme est donne par 
oh dx = dx, dx, dx, . On utilisera la notation 11 24 /I = I/ 24 /Ia = 11 u llL2(o) . 
W(Q) designe l’espace de Hilbert des fonctions definies sur Q, de car&r 
sommables et ayant, au sens de la theorie des distributions, des d&i&es 
d’ordre moins que 1 qui sont des elements de L2(Q) avec la norme 
&(Q) signifie la fermeture de l’espace S(Q) dans W(Q). (52(Q) est l’espace 
des fonctions definies sur Q, infiniment derivables de support compact.) 
6+(w) designe l’espace des fonctions definies sur w, ouvert dans R* (ou 
R3), m-fois continument derivables. 
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&m(K) d Csi ne ‘es g 1 p ace des fonctions definies sur un ensemble compact K, 
m-fois contintiment derivables et avec la norme 1 . 18,,,(K) . C’est un espace de 
Banach 
@@r) designe un sous-espace de &m(&T) qui est un ensemble des fonc- 
tions ayant toutes les d&i&es d’ordre moins que m bornees sur &r , oh 
& = L? x (0, T), T > 0. 
&,li([O, T]; X) designe I’espace des fonctions definies sur [0, T] a valeurs 
dans un espace de Banach X, k-fois continument derivables dans X. Pour 
simplifier l’ecriture, on &rite &,lr(X) au lieu de 6,“([0, T]; X). 
Pour deux sous-ensembles ouverts w1 , w2 de R4, nous definissons l’espace 
@(WI, WJ comme I’espace des transformations a(~, t) de wr a valeurs 
dans w2 , n-fois contintiment derivables verifiant la majoration: 
11 @ k%?‘nhl,,*) = sup I DED~yv&“, Ql 7 
g,$Y 
i=l,2,3:4 
Oh 
2.2. Le Changement de Variables 
Considerons une transformation p&servant des niveaux, (y, S) = @(x, t). 
Plus precisement, @ est don&e par yj = &x, t), j = I, 2, 3 et s = t. 
Nous avons facilement, 
L = (W, t; D, , 8.J) 
(2.1) 
DEFINITION 2.1. Nous disons qu’une transformation @ est HR (hyper- 
bolique reguliere), s’il existe une constante 6,s > 0 telle que 
t/(x, t) E dom @ et Q[ E R3, oh dom @ signifie le domaine de la transforma- 
tion @. 
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DEFINITION 2.2. Si une transformation @ satisfait a 
(2.3) 
oh 6, est une constante positive, independante de 5 et (x, t) C dom @, alors 
nous disons que @ appartient a la classe (E). 
Soit un domaine noncylindrique ar. don& par 
!h = u (Q(t) x {t}) C R3 x (0, T), 
o<t<?- 
et soit la front&e laterale don&e par 
a,L& = (J (aqt) x {tj). 
O<t<T 
Desormais, nous supposons toujours que les ensembles ouverts Q(t) sont 
diffeomorphes entre eux et que a,& est une variCtC reguliere. 
DEFINITION 2.3. On dit que un domaine noncylindrique or satisfait a 
la condition supplementaire (S) par rapport a 0, si l’angle 0(x, t) entre les 
deux vecteurs (0, 0, 0, 1) et n(x, t) satisfait a 
$ < qx, t) < $ , 
oti n(x, t) designe la normale exterieure unitaire de a&- au point (x, t) E a&&-; 
i.e., n(x, t) satisfait a l’inegalite 
I<@, O,O, l),n(x, t))I -c -& V(X, t) E a$,, (2.4) 
oh (., +> est le produit scalaire dans R4. 
Remarque 2.4. La condition (S) signifie que “le vecteur normale g la 
frontier-e laterale n’est pas dans le cone d’onde.” 
PROPOSITION 2.5. Supposons que J& ait les prop&t% ci-dews. Alors, 
pour chaque point (x, t) E a,s^i, , il existe un voisinage Vtz,tj et une transforma- 
tion @E(E) qui transforme VC~,~) en un voisinage Pto,o) de (0,O) de l’espace 
{(Y, 4; Y3 > o>. 
Dkmonstration. Par translation, nous supposons que (x, t) = (0, 0) sans 
diminuer la gCnCralitC. Et puis, par rotation de coordonnees en x, nous 
pouvons prendre I’axe X, kgale B la normale intkrieure de Q(O) au point x = 0. 
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En employant le theoreme de fonction implicite, si c’est necessaire, nous 
pouvons demontrer qu’il existe une fonction I(xl , x2 , t) et un voisinage V 
de (0,O) tel que a,$& n V soit decrit par la relation xs = I(x, , x2 , t). Nous 
remarquons ici que (i) Z(0, 0,O) = 0, (ii) par choix de axes en x, 
et (iii) Z(x, , x2 , t) E bm( V). 
En definissant la transformation Q, comme 
et 
nous avons 
D-L=& 
@: Yl =x1, 
Y2 = x2 , 
Y3 = x3 - 4x1 , x2 , t), 
s = t, 
0l.i 
- 24 a2 - 
a~, as 1 
-cf.- + & + (1 + $ + z:, - a 6 
952 
- 21 a2 - 21 a2 
(Li) 
v1 aY1 aY3 yz aY2 ah I 
+ (4, - 411YI - 4izYz) & 9 
w 
L- = & Z(Y, , Y1 , s),..., etc. 
Car n(x, t) est represente dans a,& n V par 
4x, 4 = (1 + p, +:;, + 42)1,2 wzl 9 -k,, 1, -4, (2.7) 
il est evident que la condition (8) implique que 
D’autre part, 
1 + z;, + z;, - zt2 > 0. (2.8) 
40914613-16 
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grace aux propriCtCs (i)-(iii) de Z(yl , y2 , s) et 1 - Zs2(0, 0,O) > 0, si on 
choisit un voisinage P’ plus petit que V, alors il existe une constante 6 > 0 
telle que 
pour Ve E R3 et (yl , yz , s) E P’. 
En posant P (o,o) = P’ et V(o.0) = @-l . V’, on a le r&ultat d&irk. 
Q.E.D. 
Ici, nous donnons des exemples. 
Exemple 1. Soit L?(t) d onnC par {(x, t); L(x, t) < O> ou ((x, t); L(x, t) > 0), 
Oh 
L(x, t) = 5 @2,x, - bit)2 - 1, (2.11) 
i=l 
oti ai > 0 et b, sont constantes. 
Si on suppose que 
1 - t1 ($)” > 0, (2.12) 
alors par transformation @ = qi(x, t) = aixi - bit} appartenant & la classe 
(E), le domaine noncylindrique J&. est isomorphe ?I G(O) x (0, T). 
Exemple 2. Soit L(x, t) dkfinie par 
L(x, t) = i xi2 - (1 + exp(-at”))” > 0, 
i=l 
oh a > 0 et b > 0. 
Si on suppose que 
1 - a2bzt2(b-1) exp(-2atb) > 0, 
alors par transformation 
@ = {y~<(x, t) = (1 + exp(-22atb))-l xi} E (E), 
a, est isomorphe 2 C?(O) x (0, T). 
(2.13) 
(2.14) 
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3. L’Estimation h Priori pour Q Fix6 
Soit Q un domaine borne’ dans R3 de frontiere a!J indefiniment reguliere. 
Soit U(X, t) une solution du probleme suivant: 
w + a,(x, t: D) v + a,(x, t: D) u(x, t) + q(x, t) u(x, t)3 =f(x, t), 
u(x, 0) = %J(x), au(x’ O) = u (x) ___ 
at 1 7 
et q-5 t> IL%2 = 0, (3.1) 
Oh 
a,(x, t: 0) = 2 i hj(x, t) fxT + h(x, t) 
j=l 3 
et (3.2) 
Desormais, nous utiliserons u ou u(t) au lieu de u(x, t). Supposons que 
(a) tous les coefficients appartiennent a b”(Q X [0, T]); 
(b) a2(x, t; D) soit un operateur elliptique satisfaisant a 
aij(x, t) = aji(x, t) 
pour tous (x, t) E fi x [0, T] et 6 E R3, et que 
(c) p(x, t) 2 6, > 0 pour (x, t) ~8 x [0, T]. 
(3.3) 
Remarque 3.1. Par Proposition 2.5, si 0, satisfait a la condition (S), 
le probleme (1.1) dans V(,, t) se reduit au probleme (3.1) avec les hypotheses 
(a)-(c) en prenant LJ convenablement. 
Par la suite, nous Ccrirons (3. I ) Q nouveaux sous la forme suivante: 
1 U(t) = 4) u(t) + N(t) u(t) +F(t), (3.4) 
Oti 
A(t) = L,(~t: II), 
1 
-a,(x, t: D) 1 ’ 
et 
w> = g’,] 9 F(t) = &I 
w w = [+;u(r)3 I * 
Nous utiliserons la notation U(t) = {u(t), v(t)} au lieu de celle de ci-dessus. 
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D’abord, introduisons un espace Z(t). X(t) est fi(Q) x L2(52) avec la 
norme 
u = {u, t7} E I+(Q) x L2(Q). 
Sous la condition de Dirichlet (i.e., u /ao = 0), il est clair que A(t) est 
l’operateur de domaine 
D(A(t)) = D, oh D = (H2(Q) n &(52)) x f?l(L?) (3.6) 
dans s(t). 
De plus, d’apres l’inegalite de Sobolev, - i.e., 
(3.7) 
l’operateur nonlineaire N(t) applique D dans X(t). 
PROPOSITION 3.2. II existe une constante 6, > 0 indkpendante de U telle que 
Ii ull LB(Q) d 6, II u II1 pour u E Hi(Q). (3.8) 
Pour la demonstration, il suffit de titer 
LEMME 3.3. Soit fi un domaine bornk dans R3 qui contient strictement Q; 
i.e., 0 C Q. Alors, il existe une extension Ju C I?@) pour u _C Hz(O) telle que 
II u IIHW < II Ju IIHW G 6, II u IIHQ) > (3.9) 
ozi la constante 6, est indkpendante de u. 
La demonstration de ce lemme est omise parce qu’elle figure dans de 
nombreux ouvrages sur les probkmes aux limites. Par exemples, [l], [13]. 
Remarque 3.4 [6]. D’aprb la condition (3.3), il existe une constante 
6, > 0 telle que, pour tout U = {u, v} E X(t), 
& (II 24 ii; + II v II”) < /I u llkt) < S,(ll u 11; + II CJ II”). (3.10) 
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En employant l’integration par parties, nous avons 
LEMME 3.5 [6]. II existe une constante 8, > 0 telle que 
IGW u, Nm I G 8, II lJ Ii%%) 
pour tout UED. 
Ici, nous citons le lemme de Gronwall saris dkmonstration. 
(3.11) 
LEMME 3.6 (Gronwall). Soient y(t) et p(t) positives, et dt@ties SW [0, a] 
(a > 0). Si y(t) est sommable SW [0, a] et p(t) est croissante, et satkfaisant ci 
alors nous avons 
y(t) G c j t ~(4 ds + p(t), 
” 
744 < e”W). 
Nous dkmontrons la premihe inCgalitC d’hergie comme suit. 
PROPOSITION 3.7. Soit 
u(t) E &,2(L2(0)) n S,l(Ill(Q)) n &~(H”(fJ)) 
une solution du problime (3.1). Alors, nous avons 
E(t) < c(T) (E(O) + joi llf(~>l12 ds) 9 
Oic 
Jw) = :{I1 ut(t)l12 + II Q4t)l12 + B II w;q$J 
(3.12) 
et c(T) est une constante indipendante de u(t). 
Dkmonstration. Posons U(t) = {u(t), u,(t)}. Alors, U(t) satisfait g (3.4). 
D’autre part, nous calculons 
= (u', U).ew + (U, W.&t, + h, q(t) u(t)" ut(t) dx + 6 jDqt(t) u(G4 dx, 
(3.13) 
Oti 
et 
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Nous avons 
oti nous utiliserons les relations (c) et q(x, t) E bm(o x [0, T]). Done, on 
estime les termes de droite de (3.13) par relation 
d [t II Wllkt, + t j. q(t) N4 dxl dt 
(3.16) 
<e Sgt 1: II W)llko~ + a jQ ~(0) ~(0)~ dx + jot llf(4112 dsl . 
En utilisant I’inCgalitk (3.10) et I’inCgalitk de Poincark, nous obtenons 
1’inCgalitC (3.12) immkdiatement. Q.E.D. 
De 1’inCgalitC (3.17), on dCduite le 
COROLLAIRE 3.8. Soit 
u(t) E 6,2(P(Q)) n &,l(Hl(Q)) n b,O(wyQ)) 
une solution du problime (3.1). Supposons que 
II uo Ill” + II ~1 II2 + jorllfOl12 ds G Cl - (3.18) 
Alors, il existe une constante Kl ne d&pendant que de Cl , T teEEe que 
II 4t>llf + II %W2 G & pour 0 < t < T. (3.19) 
THBO~ME 3.9. Fixons T et C, > 0 arbitrairement. Pour les don&es 
k. , ul J(t)1 et ho y zll , g(t)] appartenant ri 
(H2(Q) n f@(Q)) x I+(Q) x (&,l(L2(L2)) n &~(H1(L?))) 
et satisfizisant h 
II uo II," + II Ul /I2 + JOT IIf(~W ds G CI 
et 
II ~0 II,” + II ~1 II2 + s,ril &)/I2 ds G C, 9 
(3.20) 
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s’il existe des solutions u(t) et v(t) appurtenant li 
6,2(L2(52)) n &,l(Hl(Q)) n &,0(H2(sZ)) 
de (3.1) respectivement, alors nous avons 
!I u(t) - v(t)llf + II ut(t) - vt(t)l12 
al I!~*-v,II:+II~,-v~II~+J~~II~(~)-~(~)~~~~~ 
1 
(3.21) 
pour 0 < t < T, 
oti la constante KI ne d&end que de C, et T. 
De’monstration. Comme u(t) et v(t) sont les solutions du problkme (3.1), 
w(t) = u(t) - v(t) est une solution du problkme 
wtt + a,(%, t: D) wt + a2(x, t: 0) w + q(t) (u” - v”) =f(t) - g(t), 
w(0) = 240 - vo ) w,(O) = %- Vl, w Ian = 0. 
(3.22) 
En prenant le produit scalaire de 1’Cquation pour w avec wt comme dans la 
dkmonstration de la Proposition 3.7, nous obtenons 
; 1 II Wllkt, < k, II J+‘(t)llko + IIW) - G(t)llkt, , (3.23) 
oti W(t) = {w(t), wt(t)}, F(t) = {O,f(t)}, et G(t) = {O,g(t)}, et k, est une 
constante dkpendante de C, et T. Done, nous avons (3.21) immkdiatement 
en employant le Lemme 3.6. Q.E.D. 
COROLLAIRE 3.10. La solution du probEme (3.1) est de’terminie uniquement 
duns l’espace 
par les donnkes 
d,2(L2(Q)) n &,l(Hl(Q)) n b,0(H2(Q)) 
[u. , u1 , f(t)] E (H2(Q) n @Q)) x ffl(Q) x (&l(LW) n &O(WQ))). 
Pour estimer le terme non-linkaire, nous allons donner le lemme suivant. 
LEMME 3.11. Soient u, ZJ, et w appurtenant ri Hi(O). 
(a) Alors, il existe une constante C ind&endante de u, v, et w telle que 
II u . v * w II G c II u Ill II v III II w Ill s (3.24) 
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(b) Si la suite de fonctions u(“) E Hi(Q) (respectivement vfn) et wcn)) 
converge vers u (respectivement, v  et w) duns W(Q), alors nous avons 
pz I/ u . v  . w - U%wW(“) 11 = 0. (3.25) 
Dbmonstration. (a) En employant les inCgalitCs de Sobolev (3.7) et de 
Hiilder, nous avons I’inCgalitC ci-dessous pour U, v, et w E f?(G): 
II zwzu II < (w/3)3 II vu II II VfJ II . II VW II > u, v, et w E I@(a). (3.26) 
Si l’on utilise (3.8) au lieu de (3.7), on a (3.24) tout de suite. 
(b) On utilise la relation 
f&y& - U(n’vww(n’ = (u - fp’) VW + u’“‘(e, - VW) w + Uh’VW(W - w(“‘) 
et on obtient le resultat. Q.E.D. 
Pour dkmontrer les autres inkgalitks d’hergie, nous prkparons le lemme 
suivant. 
LEMME 3.12 [6]. Pour h, a.wez grand (h,:$xe’), il existe une constante 
a,,, > 0, indipendante de t, telle que pour chaque 
U = {u, v} ED n (Hm(O) x H”-1(S2)), 
ill Wm G am Ill&~ - 4)) W,-, , 
Oh 
Ill wa = II u 11; + II v IL * 
(3.27) 
Nous dkfinissons 
E,(t) = ill U’“-2’(t)lllE + Ill U’“-“(t)lllf , U’“‘(t) = (&)” U(t), 
pour m 3 2 et 
Jw) = Ill WM * 
Alors, nous avons 
(3.28) 
TH~OR~ME 3.13. Soit 
z+1 
[u. , u1 , f (t)] E [D n (HyQ) X Hz”&?))] X 0 Bt”(Hz”-“(~)) 
k=O 
(2: en&v > 0). 
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S’il existe une fonction 
Zf2 
u(t) E n &tk(~z+2-k(~)) 
k=O 
satisfaisant ci (3.1), alors elle vf%iJie l’inf!galitd 
Ez+zW G K+, pour0 <t < T, 
oh Kz,, ne dbpend que de 
I/ uo l/z+2 > il 211 Ilz+1 P {ltf'k'(o)lll-k}k=O,l,...,l > 
et T. 
(3.29) 
Dt!monstration. Pour k < 1, nous calculons comme suit. 
= (a(t) U’“’ + t (!) A’yt) U’k-j’ +P) + (N(t) up, U(k)) ) 
j=l 1 
(3.30) 
Oh 
A(j)(t) = [ O1 0 
-at)(x, t: D), -aF)(x, t: D) I ’ i>l 
af)(x, t: D) = - ,,t=,G [(-&)’ a&x, t)] $- + *.., etc., 
nl 
et 
(N(t) UYk’ = -9, &%7(t) U(Q3)>, 
(4 , U,>l = c PUl 9 D”%) + (91 , 4 Ul = @l , Vlh ui! = G4 ,%I. 
1~161 
Nous observons que 
Dtku(t)3 = 3u2 . D,“u + P,(u, Dtu,..., D+), (3.31) 
oh PK est une polynome homog&ne d’ordre 3 de k-variables. G&e aux rela- 
tions (3.12) et (3.26), on a 
)I u’D,ku 11’ < Cte // VD,‘cu 11’ pourk<l+l, (3.32) 
oh Cte ne dtpend que de II u, II1 , Ij u1 /IO , Jr ilf(s)ll ds, et T. 
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D’autre part, Pk est estime par 
II P&, Dtu,..., D:-lu)ll 
(3.33) 
d 
( ) 
$; 3 Pk(II Vu II , It V&u II ,a.., II VD:-lu II) pour k < E + 2. 
Cette estimation se fonde sur Sather [16]. 
Comme lJck) CD pour k < Z, en employant (3.11), nous avons 
Ill ~‘“‘m 
< cte III ~‘“‘W + J-at IIi,j (3 1 
&)(s) u(lc-j) +F’“’ + (N(s) up 111 dsl . 
(3.34) 
Ici, nous remarquons que l’inegalite (3.34) est aussi valable pour k = I + 1. 
En effet, si on pose (L&U) (t) = h-l( U(t + k) - U(t)), elle satisfait l’equation 
$ (&U> (f) = 4t + 4 (4&U) (t) + (W) (9 U(t) + W) (t> 
+ h-+v(t + h) U(t + h) - Iv(t) U(t)). 
(3.35) 
Comme D,l(&U) (t) E &t1(D), nous pouvons Ctablir la meme inegalite que 
(3.34) pour D,l(&U) (t). S’ 1 on fait tendre h vers 0, on a l’inegalite (3.34) pour 
k=Z+l. 
Maintenant, en employant (3.26) et (3.35), nous avons 
Ill(W) U)‘“’ Ill; G Cte 5 (II VD,iu II2 + Pj”(ll Vu II , !I VD,u II ,..., II VDj,-‘u II)> 
j=O 
D’autre part, nous avons 
pourO<k<Z+l. (3.36) 
(I/ 2 (!) A’+) W-j’ ((I1 < cte i III Utk-j’ II/l . (3.37) 
j=l 
Grace a (3.27), nous calculons 
&+l(t) = iI/ U(k-l)(t)lll; + 111 U’k’(t)ll,:. 
< C”“{lll utk--l) Ill,” + III A(t) uCk-l) III3 + Ill UCk) Ill,” 
III u’k’lll,2 + III u(k-1)ll112 
+ 111 F(‘-l) + (N(t) U)(k-l) + Jil (;I A”‘(t) @=--l--j) \I\;/ . (3.38) 
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En utilisant (3.34), (3.36), et (3.37), 
+ 2 1“ [Ill U(j) Ill,” + f’j2(1/ Vu II 7 II VDtu II ,..., /I VDf’u II)] ds 
J=o 0 I 
+ Cte 
i 
III Uck--l) lllf + lif (k-1)(0)l/2 + Iot IIP II2 A 
k-l k-l 
+ c [Ill @‘!I112 + m vu II ,..., /I VD;-‘u Ii)] + 2 II/ @-l-j) II/’ . 
j=O j=l I 
En faisant K = 1 dans (3.38), nous avons 
4,(t) G Cte /Ill ~%Ull~ + 1” Ill W)l/i~ ds + lot llf %)112 ds 
0 
+ jot [Ill Wll!~ + III ~“‘(s)lllfl ds + Ill Wllf + II f(W;/ . 
(3.39) 
En remarquant 
~/I ~‘l’(w G Ill 40) WNll + 111 W)l!ll + III N(O) ~(O)llll 
G CY uo II2 + II Ul Ill + ll.ml + II vu0 II”} 
et (3.17), nous avons IT2(t) < K, oh K, ne dCpend que de // u, (12, II u1 Ill, 
llf (ON $i II f ‘(411 & et T. 
Ceci signifie que 
P2(ll vu II 7 II vu, II) G G”. (3.40) 
En gCntra1, KE signifie que la constante ne dCpend que de I/ u. Ilk, I/ u, Ilk-l , 
{Ilf (j)(")llk-2-~h=0,1,...,k-2 > 
Done, pour k = 2, 
sz3(t) < cte /III u’“‘(o)III: + It (III u(l) Ill,” + Ill W3 ds + II f ‘(OJII” 
0 
+ s t I/f ‘(s)l12 ds + j-i [Ill Wf + Ill U(l) Ill,” + Ill d2) ill,” (3.41) 
0 0 
+ Z’:(ll Vu II , II Vu, !I)1 ds + Ill U(l) Ill,” + III W;l 
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Parce-que E,(t) et E,(t) sont born& et que l’on a (3.40), nous avons 
Ceci signifie que 
Es(t) < KF. (3.42) 
Et ainsi que nous avons 1’inCgalitC d&i&e. 
Par Lemme 3.3, nous obtenons facilement 
Q.E.D. 
LEMME 3.14. Soit a satisfaisant la condition du Lemme 3.3. Alors pour 
u(t) E ~tk(fw-J)), l i existe une extension (Ju) (t) E 8tk(Elz(s”))) telle que 
II 4%ys2, G II (t>llp(~, G c II u(t)ll,vy,, Y O<t<T (3.44) 
ozi la constante C ne dipend pas de u et de t. 
LEMME 3.15. Si o(t) appartient ci nzO 6,k(Hz+2-k(12)), alors 
2+1 
q(t) a(t)3 E n 6,L(IP-k(Q)) 
k=O 
et 
(3.45) 
oti la constante K;,, ne dbpend que de 
Dt?monstration. D’abord, nous allons dkmontrer que, si w(t) E b,O(Hm(Q)), 
alors w(t)3 E &~(ZF--l(@): 
Soit 01 un multiindex tel que / OL I < m. Alors, 
D=w(~)~ = 3v(t)2 D%(t) + Q&(t),..., D%(t)), oh I~I=I~I-L 
(3.46) 
oh Qa est un polynome homogkne d’ordre 3. En employant les Lemmes 3.11 
et 3.14, nous avons 
II 44 w2(t) %Wll d c II WdtNl II wz(t)lll II %(aII (3.47) 
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pour w,(t) E 6,O(Hr(sZ)). D one, nous prouvons notre assertion. Par la 
m&me methode, nous demonterons que si v(t) E GF,“(H”-~(S~)), alors 
u(t)3 E 8tk(H”-1-k(Q)). Ce qui Ctablit l’inegalitt (3.45). Q.E.D. 
Le theorkme principal dans ce paragraph est 
THBOR~ME 3.16. Soit 
It1 
[uo, u1 ,f(t)] E [D n (w+‘(Q) X w+‘(G))] X n 8ik(Hz+1--X(Q)), 
I;=0 
azlec 
II ~0 llz+2 + II ~1 /Iz+~ + i Ilf’i’(o)lll-j + ‘f J’II f’j’(~)I/l+l-i ds G Cl+, * 
j=O jzl 0 
(3.47) 
Supposons qu’une fonction u(t) E nzo b,k(Hz+2-k(Q)) soit une solution du 
probEme (3.1). 
Alors, il existe une constante Kl,, ne d&pendant que de Cl,, et T telle que 
Zf2 
z. II U’i’(t)lIt+,-j < Kl+, f’ouf’ 0 ,< t < T. (3.48) 
Dkmonstration. Remarquons, d’abord que pour chaque t, u(t) satisfait au 
probleme aux limites suivant: 
a,(x, t; D) u(t) =f(t) - udt) - 4.x, t; D) ut(t) - q(t) u(tJ3 
et 
u(t) Ian = 0. 
(3.49) 
Nous differentions (3.49) m-fois par rapport & t: 
a2(x, t; D) u(“)(t) = - j$l (7) at)(x, t; D) zki)(t) +f’“‘(t) - s(m+2)(t) 
(3.50) 
- f  (f) ap)(x, t; D) u(“+1-i)(t) - D,“(q(t) u(t)3). 
i=O 
Done, en employant l’estimation a priori bien connue pour l’equation ellipti- 
que, nous avons, pour 1 = 1, 
I! 4t)l13 < W(t)lil + II utt(t)lll + liah t; D) ut(t)lll + II q(t) W3111) (3.51) 
~k(t)lI, < Wf’l’(t)ll + II utdt)ll + II al@, t; D) W)ll + II d% c 0) +)I! 
t /I a!)@, t; D) * II + II DtMt) u(t)3)ll>. (3.52) 
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En employant ES(t) < Ka et (3.45) (3.51), et (3.52), nous obtenons le theo- 
r&me pour 1 = 1 immediatement. Pour 1 = 2, 3,..., nous allons calculer de 
la m&me man&e que pour 1 = 1. Q.E.D. 
4. Existence et Rbgularitk pour Sz Fix6 
D’abord, nous definissons des conditions de compatibilite. 
DEFINITION 4.1. On dit que les donnees initiales 
1+1 
p. , u1 ,fp)] E HZ+~(Q) x ~~+y.q x n b,yw+y2)) 
k=O 
satisfont la condition de compatibilite d’ordre I, si u, E &(sZ) 
(p = 0, 1, z..., l + 11, oh les fonctions us E Hz+2-~(sZ) sont definies par 
U, = - 5’ (’ L “) {aF’(x, 0; D) up-k-2 + ap)(x, 0; O> %-k-l) +f’“-2’(o) 
k=O 
pour p = 2, 3 ,..., 1 + 1. (4.1) 
Cette definition a CtC don&e explicitement par Ikawa [6]. 
DEFINITION 4.2. Nous definissons l’ensemble V’1+2(T) comme suit: 
V,+2(T) est un sous-ensemble convexe de l’espace 
11-2 
x~+,(T) = n 6y[o, 7-1: ffym 
k=O 
tel que 
u(t)laa=O et uyo) = u2, (P = 0, l,..., l + l), 
oh uD E Hz+2-“(Q) n @(52) avec la metrique 
Pz+2@, v) = II u - tJ Ilx,+,m 3 
Oh 
z+2 
II u Ilx,+,(r) = c sup II J%)ll,+,-j * 
j-0 O<KT 
(4.2) 
11 est evident que l’espace XI+,(T) est complet pour cette metrique et que 
Vz+2( T) est fermt dans X1+,(T). 
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Notre rhultat s’honce comme suit. 
THBOR~ME 4.3. Supposons que [uO , u1 , f (t)] appartiennent h 
If1 
w+y.q x EP+~Q) x n &ty~z+l--k(~)) 
I;=0 
et satisfont a la condition de compatibihte’ d’ordre 1. 
Alors, il existe une solutions u(t) E nEo $tk(Hz+2-k(Q)) du probleme (3.1) et 
elle est unique dans 
&t2(L2(fl)) n 8,l(W(Q)) n 8t”(H2(Q)). 
COROLLAIRE 4.4. Sous la m&me hypothese que le theorkme ci-dessus, il 
existe une solution u(t) E &(Q X [0, T]). 
Demonstration. Remarquons l’inclusion 
2+2 
n b,y~z+2-k(q) c ayi2 x 10, ~1). 
k=O 
(4.3) 
Q.E.D. 
Nous allons montrer I’existence de la solution par les approximations 
successives. 
On considkre le problkme linkaire suivant: 
u,,(t) + a&, t; D) ut(t) + a,@, t; D) u(t) = g(t), 
40) = uo , ut(O) = u1, u(t) la2 = 0. 
LEMME 4.5 [6, 71. Soient [u. , u1 , f(t)] appartenant h 
(4.4) 
2+1 
HZ+~SZ) x HZ+~Q) x n b~(fwk(i2)) 
k-0 
et satisfaisant a la condition de compatibilite’ d’ordre 1. 
Alors, il existe une solution u(t) E fir0 b,k(Hz+2-k(Q)) de (4.4) et elle est 
unique duns gt2(L2(Q)) n cF,~(EP(SZ)) n b,0(H2(Q)). De plus, eZZe satisfuit a 
II U 112x,+,(r) 
< cz,, II u,, II;+, + II ~1 II;+1 + i II g%llz-i + ;g s,’ II g%ll?+,,-~ d+ 
j=O 
(4.5) 
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La dkmonstration est omise ici, parce-qu’elle est assez longue et que I’on 
peut la trouver dans [6, 71 et dans d’autres traveaux. 
Maintenant, nous introduisons l’opkrateur 2 dans Vl+2(T) comme suit. 
Soit a(t) C VL+,(T). Alors u = Zw est don&e comme la solution du pro- 
blkme suivant: 
Par le Lemme 3.15, nous avonsf(t) - n(t) am E nzO S,k(H1+l-k(sZ)). Done, 
I’optrateur 2 est bien dkfinie sur V,+,(T) dans V,,,(T). 
LEMME 4.6. Si v(t) appartient r2 V,+,(T), ah nous avons 
DtYdt) vtt13) Ian = 0 pour k = 0, I,..., 1 et O<tfT. 
Ddmonstration. Remarquons d’abord que Dtkv(t) appartient B 
bto(H2(Jz) n f@G’)) pour k = 0, l,..., 1. En g&h-al, si les fonctions w$(t) 
appartient ri cF,O(H~[J~) f~ I@(G)), il existe des shies des fonctions 
w:“‘(t) E cY~(&(i2)) et w:“‘(t) /an = 0 q ui convergent 2 z+(t) dans Bto(H2(J2)). 
Par le Lemme 3.11, 
quand n + co. Ainsi, wl(t) w2(t) zu3(t) ian = 0 parce que 
w(n)(t) w?‘(t) w(n)(t) Ian = 0. 1 Y 
Enfin, nous avons Dtkv(t)3 ian = 0 pour k = 0, l,..., 1. Q.E.D. 
Nous allons tnumker les proprikttb suivantes de Z. 
LEMME 4.7. Sort B,, > 0 dorm&e. Supposons que 
(1 u* ((z+2 + (1 u1 [/Zfl + i Ilf”‘(o)llz-j + ;zo Jo=llf”‘(s)llz+l-~ ds G Bz+2; 
i=o 
alors il existe les con&antes L,,, > B,,, , T1+, > 0, et 0 < ya+2 < 1 ne dipen- 
dant que de BI,, et T telles que 
ti) II Zv lI~~,,w,+,) G Lz+, Pour II 2, IIx~+~o-~+~) G Lz+, et v f Vz+z(Tz+2) et,
(3 si II v ll~,+,w,+,) d&+2 I II +TJ //x,+,w~+J dLz+, , et a, 97 E ~w~T~,~), 
aloes 
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Dhwnstration. Par la definition, u = Zv est une solution de (4.6). En 
employant le Lemme 4.5 avec g(t) = f(t) - q(t) v(t)3, nous avow 
< c,,, Ij 240 l/t+2 + II u1 Ill+1 + i Ilf’yo)ll2-i + i II(dO) vKv3Yj) Ihi 
I j=O j=O 
+ ‘f IT llf’j’(s)ll~+~-j ds + ‘f 1 T II 4~)~)~‘) IIt+l-j ds . (4.8) 
j=o 0 j-0 0 
Par definition de l’espace X,+,(T) et de C,,, , on a 
I/ dx,+,(T) < &+, + TIM,+, 7 (4.9) 
oh la constante B;,, ne depend que de Bz+, et la constante M,,, ne depend 
que de II v(t)Ikt+2(T) * 
D’abord, nous choisissons L1+, strictement superieur a 2B;+, . Alors, 
MZf3 est definie par L1+, . Done, si nous prenons T,,, satisfaisant a (a) 
Tl+, ,( (2M,+,)-1 L,,, et (b) )I v IjXC+2(T,+2) <L,+, , alors nous avons l’ine- 
galite (i). (D’aprb la definition de V1+,( T), il existe TI+, > 0 satisfaisant 
a @)I. 
Soient u = Zv, 1 = 26, et w = u - ti. Alors w est une solution du pro- 
bleme 
w&) + (II@, t; D) w,(t) + a&, t; D) w(t) = a(t) (v(G3 - W3), 
w(0) = 0, w,(O) = 0, w(t) Ian = 0. 
(4.10) 
Grace a (4.8), nous avons 
/I W b,+,(T) < cl+, ‘f /‘ii(&) V(s)3 - C!(S) f?s)3)(i) h+w ds. 
j=O 0 
11 est evident qu’il existe une constante 01~+a dependant de Ll+, et T telle que 
I 
If1 
oSU$T 2 /(q(t) V(t)3 - q(t) fi(t)3)'j' I/z+I-j < %+z 11 2, - B 11X,+,(T) . 
j  
Par consequent, si nous choisissons T,,, satisfaisant 
Tz,, < W + 2) ~z+,Cz+P, 
nous obtenons (ii) avec ya+a = 3. Q.E.D. 
409/46/3-17 
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D&nonstration du Thkoortkze 4.3. D’apres le Lemme 4.7, il existe une 
solution de (3.1) sur [0, T,,,). D’apres l’uniciti: de la solution, nous pouvons 
choisir T,,, comme le temps maximum pour les don&es [us , ur ,f(t)] avec 
II u. l;z+2 + II u1 lil+l + i llfW)ll~-~ + zl r^,’ llf~~~(~>ll~,,-j dsf Bz+z . j=o 
D’autre part, par Theoreme 3.16, il existe une constante KC+, ne depend 
que de B,,, et T,,, telle que 
Supposons que T,+z< T. 
Soit &+a = II u lIXI+2(~L+2) et T;+z l’intervalle d’existence de la solution de 
(3.1) pour [I&, z& ,f(t)] satisfaisant jl z& lll+s + [I zZr [11+1 < &+a. Le probleme 
(3.1) avec les donnees [u(TF+& q(Tl+J,f(t - T,“,,)] a t = T,‘;, , a une 
solution z?(t) sur l’intervalle [Ty+, , T1+, + (1 - l/c) Ti+,), oti 
T” - TL,, - + T;+z , Zf2 - 
c > 1 est choisi comme Tf;2 > 0. 
D’aprb l’unicite de la solution, nous avons u(t) = I(t) sur [T;+, , Tl+,). 
Ainsi, on peut prolonger la solution sur [0, TC+, + (1 - l/c) Ti+,,). Ceci est 
en contradiction avec la definition de T,,z. Done, now concluons que 
T = T,+, . Q.E.D. 
5. Le Domain d’lnjluence duns Q Fix.4 
Soient X,(X, t; [) et X,(X, t; 0 1 es racines de l’tquation caracteristique de 
(3. I); c’est-a-dire, 
X2 + 2 -$ hj(x, t) Ej .A - 2 adx, t) EiEj = 0 
j=l i,i=l 
V(x, t) E Q x (0, T) et t E R3. 
(5.1) 
On note 
et 
x max = SUP I $(x, t; 01 
j=1,2,lEI=l (z,t)EnxfO,T) 
(5.2) 
&I, to) = {(x, t); I x - x0 I < hmax(t* - t), t 3 01. 
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Alors, nous avons le thCor+me suivant. 
THBOR&ME 5.1. Supposons que u(x, t) E Q2 soit d$kie dans fl”(x, , t,) n QT , 
QT = 9 x (0, T), et satisfasse aux t!quations 
duns 
et 
u,,(t) + a&, t; D) u&) + a2(x, t; D) 44 + a(t) u(t)” = 0 
fl”(x, , to) n QT (5.3) 
u(t) I&Qnii(a,,t,) = 0; 
aZors, si Zes don&es initiales [uO , ul] sont nulles duns Li(x, , to) n (I2 X {0}), 
u(x, t) est identiquement nuZZe duns fl”((x, , to) n QT . 
COROLLAIRE 5.2. Supposons que deux fonctions u, v  E g2 satisfaisant h 
(5.3). Alors, si u(O) - v(0) et u,(O) - v,(O) sont nulles duns&x,, to) n (Q x(O)), 
u(x, t) - v(x, t) est identiquement nulle duns 1(x, , to) n QT. 
Nous commenqons 
LEMME 5.3 (L’UnicitC Locale). Fixons arbitrairement un point y  E G. 
Soit V un voisinage du point (y, 0). 
Si une fonction u(x, t) E fF2 satisfait h 
u,,(t) + a&, t; D) u&) + a,@, t;0) u(t) + 4(t) W3 = 0 duns V, 
u(0) = 0 
et 
~247 I7 n {t = 01, (5.4) 
q(O) = 0 
alors iZ existe un voisinage W du point (y, 0) tel que u(x, t) = 0 V(x, t) E W. 
LXmonstration. Sans diminuer la gCnCralitC, nous pouvons supposer que 
y  = 0, parce-que l’kquation (5.4) est invariante par la translation x b x - y. 
Posons 
D,={(x,t)El&x [0,T]:jx12+t<~,t>0}, 
oh B est petit et Qn, = {x - y: x E Q}. 
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Par la transformation de Holmgren (i.e., t’ = t + & xj2 et xj’ = xi), 
on a 
+ 2 i 
( 
A&‘, t’) - 2 i d&‘, t’) xi 
i=l +1 1 
& 
3 
(5.5) 
3 
- i;1 &- 4NY t') +- + P(x', t') 22 
+ (les termes 1inCaires d’ordre infkrieure h 1) = 0, 
Oh 
22(x’, t’) = u(x, t), /f&(x’, t’) = hi(X, t), etc. 
Le domaine D, est transform6 a a, . Pour expliquer plus facilement cette 
situation, nous dessinons le domaine D, ci-dessous. 
(i) Si D, n iI&, = % , nous avons 
(ii) Si D, n X2, # o, nous avons 
Prolongeant zZ(x’, t’) = 0 pour (x’, t’) ESZ, X [0, e] - D, , nous avons 
une fonction 6(x’, t’) dkfinie sur DV x [0, E] telle que J E c?~(.!& x [0, ~1) 
et dont le support est contenu dans D,, . 
Si E est assez petit, I’opCrateur (5.5) satisfait aux m&mes conditions (a)-(c) 
que celles de I’opCrateur (3.1). En prolongeant convenablement les coefficients 
de l’opkrateur (5.5) g l’exdrieur de D, , nous pouvons considkrer que zi(x’, t’) 
satisfait a une equation du m&me type que (3.1) avecf(t) =0 et 
6(x’, 0) = Z&(X’, 0) = 0 et 22 [aa, = 0. 
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En employant le Corollaire 3.10, nous obtenons zZ(x’, t’) = 0 dans 
a, x [0, ~1. Par consequent, nous avons u(x, t) = 0 dans D, . Q.E.D. 
COROLLAIRE 5.4. Soit S une surfacepassant par Zepoint (x0, t,) E J? x [0, T] 
et e’tunt d@zie par ~(x, t) = 0 (9, E 8”) et satisfaisant ci 
Supposons que u(x, t) E ~9 soit dt;finie duns un voisinage V du point (x0 , t,) 
et que u(x, t) satisfasse 
u,,(t) + a,@, t; D) dt> + 4x, t; D) u(t) + q(t) u(t)” = 0 duns V, 
u(x, t) = 0 
SW s, 
& u(x, t) = 0 
(5.7) 
s 
4% t> lam v = 0, 
ozi ns signifie la normale de S. 
Alors, now uvons u(x, t) = 0 duns un voisinuge du point (x,, , to). 
Dkmonstration. Par le changement de variables t’ = F(X, t), xj = x,‘, 
la partie lidaire de l’equation (5.7) est transformee en l’tquation 
i vt2 + 2 i: hjyvpzj - i=l 
- iil a0 & + (Ies termes d’ordre inferieur ?I 1). 
Grace a la definition de Amax et a la propriM (5.5), nous obtenons 
En remarquant que l’operateur (5.8) satisfait aux conditions (a)-(c), nous 
pouvons appliquer le Lemme 5.3 au probleme (5.7). Q.E.D. 
DLmonstrution du Tht!or?me 5.1. Soit S, (0 < 0 < A;,, to”) une surface 
definie par 
qJ(x, t; e) = h&x(t - t,y - 1 x - xg 12 - e = 0, t < t, . 
11 est evident que (JB S, 3 A(xO , ,, t ) n Qr et que sur A’, , 9,(x, t; 0) satisfait a 
la condition (5.6). Done, nous appliquons le Corollaire 5.4 pour chaque S, . 
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Soit 0 un ensemble de nombre 8, 0 < 6’ < A&,, to2 tel que, pour 0 E 0, 
les donnees initiales de u(x, t) sur S, sont nulles. 
D’aprb le Lemme 5.3 et le Corollaire 5.4, 0 n’est pas vide. De plus, 0 
est ouvert et ferme dans l’intervalle (0, h&&,2]. En consequent, 
0 = (0, h&to2] parce que (0, Akaxto2] est connexe. Q.E.D. 
6. Le Domaine d’fnjhence et 1’Unicite’ 
Dans ce paragraphe nous allons demontrer le theoreme suivant. 
THBORBME 6.1. Supposons que u(x, t) E P soit d&inie dans A(x”, to) n !&. 
satisfaisant b l’t!quation 
et 
Oli 
q u(x, t) + u(x, t)3 = 0 dans A(xO, to) n i-r& 
4% t) Ia&vl(xO,t9 = 0, 
A(xO, to) = {(x, t); I x - x0 1 < to - t, t > O}. 
(6.1) 
Si Zes don&es initiales [u. , ul] sont Ales dans A(x”, to) n (Q(O) x (O)), 
alors u(x, t) est identiquement nulle dans A(x”, to) n ai, . 
Dt!monstration. (i) D’apres la demonstration du ThCoreme 5.1, il est 
evident que si A(x”, to) n aLI& = O, alors l’assertion est vraie. En g&r&al, 
si w est un domaine contenu dans G(s), alors u = 0 dans K(w) quand 
q u + u3 = 0 dans K(w) et [u. , ur] sont nulles sur w, oti 
K(w) = tJ {(~,t);I~--lI+It--sI<}. 
(x;lwc~l=Gp}cw 
yx’ew,yp>O 
(ii) On suppose done que A(x”, to) n a,~?, # @. On definit un nombre ~~ ~- 
-r. comme suit: 
7. = max(t; (x, t) E A(x”, to) n &QT,>. 
Si nous pouvons demontrer que u est nulle dans A(x”, to) n !&. n (0 < t ,( ~~1, 
alors d’apres la remarque dans (i), u est identiquement nulle dans 
A(xO, to) n C$ . 
aLQT 
(xO,tO) 
A(XO,t3) 
* 
To 
(xl, 0) “(x1,0) 
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Nous definissons un sous-ensemble 1N de [0, ra] comme suit: 
1, = (S E [0, rO]; U(X, t) = 0 dans /l(x”, to) n 3% n (0 < t < s}}. 
11 est evident que IN # o parce que IN 3 0. Soit 
(x~,O)ELI(X~,~~)~ (&Q(O) x (0)). 
D’apres la Proposition 2.5, il existe un voisinage V(,l,,) de (x1, 0) tel que le 
probleme (6.1) dans VC~~,~) est transform6 par C? en le probleme (6.2) 
ci-dessous. 
la2 
s 22 + U,(Y, s; q & u^  + a,(y ,s;D)ti+zP=o dans p’ 
et 
C(Y, 4 I*(2#r)nP' = 0, (6.2) 
oh zT(y, s) = u(@-‘(y, s)) et les operateurs a, , ua sont definie comme suit: 
a 
a,(y, s; D) = - JE - a2 ~ - (1 + QY’, s) + QY’, 4 - P(Y’, 4) & 
aY12 aY22 3 
- %(Y’J 4 & - 24&J’, s) & 
1 2 
+ (L(Y’, 4 - 4&Y’, 4 - h/21/,(Y’~ SN & ) Y’ = (Yl 7 Y2) 
(6.3) 
(x,t)-plane (y,s)-plane 
Soit h(O1*O) la vitesse maximale de la propagation du phenomene gouverne max 
par (6.2). Alors, il existe un cone double w tel qu’il soit contenu “complete- 
ment” dans p, c’est-a-dire, de diametre (81 - fi) > 0 et de pente $&y’. 
Nous definissons W~xl,o) = cP-li%C 
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D’apres le Theo&me 5.1, nous savons que G(y, s) = 0 dans m. Done, 
u(x, t) = 0 dans W’Q~.~) . Parce que Z2(0) n .4(x0, tU) est compact, nous 
avons 
m(o) n A(x0, t”) c u w(zf,o) . 
{d}:finle 
Ceci implique qu’il existe un nombre E > 0 tel que EL(X, t) = 0 dans 
d(xO, to) n Szr n (0 ,< t < e}. D’apres la mCme methode, nous pouvons 
demontrer que IN est ouvert. 
11 est evident que IN est ferme parce que u(x, t) E &2(d(x0, to) n 8,) et que 
IN est connexe. Done, IN = [0, ~~1. Q.E.D. 
Dt%nonstration du Thkrbme A. Supposons que u(x, t) et 0(x, t) appartenant 
a S2(!Z&) soient deux solutions du probleme (1.1). 
Posons w(x, t) = U(X, t) - V(X, t). Alors, elle satisfait a 
c!+, t) + +, t) 4% t) = 0 dans fir, 
w(x, 0) = 20,(x, 0) = 0, 4% t> la,n, = 0, (6.3) 
Oh 
01(x, t) = u(x, t)” + 24(x, t) w(x, t) + w(x, t)2 E qs’l,,. 
VW, to) E 0, > nous considerons le cone .4(x0, to). En procedant comme 
dans la demonstration du ThCoreme 6.1, nous deduisons que w(x, t) = 0 
dans cl(xO, to). C’est-a-dire, u(xO, to) = 0 V(x, t) E 4, . Q.E.D. 
I. Existence 
D’abord, nous detinissons la condition de compatibilite dans le domaine 
noncylindrique s”l, . 
DEFINITION 7.1. On dit que les don&es initiales 
[uo(x>, f&h f(% 41 fs ~mPK9) x @vwo) x qm 
satisfont a la condition de compatibilite d’ordre co quand les donnees 
[Go(y), z&(y),j(y, s)] satisfont a la condition de compatibilite d’ordre co 
par rapport a L. C’est-a-dire, les fonctions z&(y) definies par 
Iz,(Y) = Uo(Y’, Y3 + ICY’, ON, Y’ = (Yl ,Y2) 
4(Y) = %(Y’, Y3 + ICY, 0)) + UY’, 0) & uo(y’, y3 + Z(y’, O)), 
(7.1) 
Ez,( y) = p2yy, 0) 
- z: (’ l “) {a%‘, 0; D) %---2 + aI”‘(y, 0; D) &+,+J, 
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Pp-2Yy, 0) = ( ) + @f (Y’, y3 + Qy’, s), s) Lo 
--a,(y, s; D) = - 
8Y12 + 3Y22 
--E + (1 + 1:, + & - 1:) 6 -21 a2 
111 ay, a~, 
a 
--a,(Y, s; D) = 24 ay, 
satisfont a 
h(Y) I?+=0 = 0 pour p = 0, 1, 2 ,.... 
Remarque 7.2. La definition ci-dessus est tres formelle. Jusqu’a mainte- 
nant, l’auteur ne peut pas trouver de definition Clegante. Mais, comme elle 
n’exprime qu’en d’autres mots le Remarque 2 de la Section 1, il est evident 
que cette definition ne depend pas du choix de L. 
Dbmonstration du TtGorkme B. 
Premi&re &ape. Pour un point (9, to) Ear tel que 
A(x0, to> n (aqo) x (0)) = ia, 
il est facile de construire une fonction u(x, t) satisfaisant au probleme suivant: 
dans 
sur 
4x0, to), 
(7.3) 
A(x0, to) n (Q(0) x (0)). 
Pour le demontrer, nous remarquons que fl(xO, to) n &a, = ,B parce que 
a,s”l, satisfait a la condition (S). 
Soit w un domaine contenant A($, to) A (Q(O) x (0)). Si we(x) et or 
sont des fonctions appartenant a Corn(,) telles que V,,(X) = uo(x) et 
z~r(x) = z+(x) sur A($, to) n (Q(0) x {0}), alors il existe une fonction 
v(x, t) E am(w x (0, T)) telle que 
cl@, t> + 45 tj3 = g(x, t> dans w x (0, T), 
4x7 0) = 7Jo(x), %(X, 0) = %(X), 
4x7 t) Iado.?-) = 0, 
(7.4) 
oh g(x, t) E Com(~ x [0, T]) telle que g(x, t) =f(x, t) dans /l(xO, to). 
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D’apres la methode de la Section 6, la restriction de U(X, t) a A(x”, to) est 
une solution unique de (7.3). 
Deuxiime Lkzpe. D’abord, nous citons le lemme de Lebesgue. 
LEMME 7.3 (Lebesgue’s Covering Lemma). Si 42 est un recouvrement 
ouvert d’un sous ensemble JV compact dans un espace me’trique X, alors il existe 
un nombre r > 0 (le nombre de Lebesgue) tel que la r-boule ouverte de chaque 
point de A- est contenue dans un e’kment de %. 
Supposons A(x”, to) n a&&- # O. 0 n e m un nombre 7. > 0 comme a d’fi ‘t 
la Section 6 (TV = max(t; (x, t) E A(x”, to) n a#,>). 
Comme A(xs, to) n a,ai, est compact, il existe un recouvrement fini de 
fl(xO, to) n a$, c u y&f) , 
$2 
J: ensemble fini, (xj, tj) E A(x”, to) n a#, . 
Done, il existe un voisinage borne V de A(x”, to) n aLI& tel que 
D’apres le lemme ci-dessus, il existe un nombre r > 0 tel que pour chaque 
point (xl, tl) E A(x”, to) n aJ&, il existe k tel que 
{(x,t)E!2T;jX-Xlj2 + I t - t1 I2 < r”} c w,&& . 
( WQ,~) est definie a la Section 6.) 
A la Section 6, nous avons suppose que m Ctait contenue “completement” 
dans 17’. Desormais, nous supposons qu’il existe un domaine w. C R3 et un 
intervalle [a, b] tels que T@C w. x [a, b] C P’ oh toutes les inclusions sont 
strictes et w. verifie que (i) awe est reguliere et (ii) TV n (s = 0} est contenue 
“completement” dans w. . 
Si les don&es initiales [u. , ur ,f(t)] sa IS on a t’ f  t 1 a condition de compati- 
bilite d’ordre m par rapport a 0, alors des fonctions [tie , zZr ,p(s)] satisfont a 
la condition de compatibilite d’ordre m par rapport 2 L sur 
P’ n {S = 0} n {y3 = 01. 
y-plane at s=o 
l Y- 
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LEMME 7.4. I1 existe desfonctions [u” ,, , &I , f(s)] d@nies SW wO et wO x [a, b] 
telles que (i) elles cohcident avec [CO , CI ,f”(s)] duns I%‘, (ii) elles sat&-font ri la 
condition de compatibilite’ d’ordre m par rapport li L, et (iii) elles vth$ent les 
inkgalith suivantes: 
I, 2’7, llHmie(w,) < c II 6, /lHm+e(p;) > oh P; = P’ n {S = 0}, 
I, 6, llH”+l(,,O) < c I/ Q, llfp+l(~oj > (75) 
Ii f(SNHm+“(wox(a,b)) G c I:mp+z(pj > 
ozi la constante c ne dkpend pas de fonctions. 
Demonstration de ce lemme sera donnee dans l’appendice. 
Soit (xl, 0) E A(x”, to) n (&Q(O) x 0). Supposons que la r-boule de (xl, 0) 
est contenue dans W(+j,tj) . On pose 
B;&$) = {(x, t) EC&; / x - x1 I2 + 1 t - t1 I2 < 4. 
Nous considerons le probleme suivant: 
D’apres l’hypothese de compatibilite d’ordre co pour [u. , ur , f(t)], 
Fo T Cl ) P WI satisfont Q la condition de compatibilite d’ordre co sur 
PO n X?(O). Car le Lemme 7.4 nous permet d’employer les resultats 
de la Section 4, nous demontrons qu’il existe une solution unique 
b(y, s) E &“(wo x (a, b)) du probleme suivant: 
&s(Y, s) + $(Y, s; D) &,(Y, s) + %(Y, s; D) d(Y, s! + Z(Y, g3 
={(y, s) dans w. x (a, b) 
i(Y, 0) = ~o(Y> 
4(Y, 0) = 4(Y) 
iqy, s) = 0 
sur 
sur 
wo P 
aw, . 
(7.7) 
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En d&n&ant U(X, t) = &(0(x, t)) pour (x, t) E ByX1,,, , now avons une 
solution de (7.6). De plus, par le Theo&me 6.1, elle est unique sur 
{(x, t) d&; 1 x - x1 I + t < r>. 
D’autre part, il existe une solution unique dans K(G)(O) n A(#, to)). 
(K(W) est definie a la Section 6.) 
Par consequent, par recollement, nous construissons la solution dans 
/I(xO, to) nor n (0 < t < r/2}. (Le theoreme d’unicite nous permet le 
recollement). 
Parce que le nombre r ne depend pas du point (x, t) E /l(ti, to) n id&- , en 
employant le mCme processus ([2~~/r] + 1)-f ois, nous construisons la solu- 
tion dans cl(xO, to) n f& n (0 < t < ~~1. 
En appliquant le processus de la premiere &ape, nous avons la solution 
dans fl(x”, to) n s”l, . La regularit& de cette solution est Cvidente. Q.E.D. 
Dt?monstration du Corollaire du Thborkme B. Si Q est borne et si Q(t) = Sz, 
l’assertion est un cas special du Theo&me 4.3 avec a,(x, t; D) = 0, 
a2(x, t; D) = --d, et 4(x, t) = 1. 
Soit D nonborne. Si Xr est compact, alors en considerant un cone base sur 
B$ = {x E fi; j x - x0 / < p} pour chaque point x0 E aG oh p est assez 
petit, independant de (x0, to), nous avons le resultat desire tout de suite. Si 
aQ n’est pas compact, alors nous supposons que %2 soit “rCgu1ik-e uniforme- 
ment de classe Cm. (On trouve la definition de cette idee, par exemple, dans 
[2]. On omet de la titer ici.) Alors, nous pouvons localiser le probleme 
“uniformement en X” et nous avons le resultat. Q.E.D. 
II. “BIEN PO&” DANS ~9 
8. Remarques ur l’In@alitk d’l?nergie 
A la Section 3, nous avons Ctabli l’inegalite d’energie concernant au pro- 
blitme (3. I). 
Ici, nous allons etablir l’inegalid d’energie pour le probleme ci-dessous en 
remarquant comment les termes de l’inegalitt d’energie dependent des 
coefficients de l’operateur. 
Soit Sz un domaine borne dans R3 du frontiere aGr assez rCguliere. 
Soit u(x, t) une solution assez reguliere du probleme ci-dessous: 
u&, t) + a&, t; D) ut(x, t) + a,(~, t; D) 4x, t) =f(x, t) dam Q x (0, T), 
4x7 0) = uo(x), %(X, 0) = G4, 4x7 t> lass = 0, (8.1) 
oti les operateurs a,(%, t; D) et a,(~, t; D) sont les m&mes qu’8 la Section 3. 
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Remurque 8.1. La constante 6, dans (3.11) ne depend que de 6, , 
Q;& 6 91 ’ 
et 
En effet, par integration par parties, nous avons 
oh U={U,V}ED. 
Now introduisons la notation ci-dessous pour une fonction arbitraire 
g(x, t) dCfinie sur 0 x [0, T]: 
(8.3) 
PROPOSITION 8.2. Soit u(t) E t”,2(L2(12)) n b,l(W(sZ)) n ~T’~(fP(52)) urn 
solution du problhe (8.1). Alors, nous avons 
W) < Cl (El(O) + jot IlfW ds/ , (8.4) 
oli E,(t) est dk$nie par (3.2%) et Cl est me constunte ne dkpendunt que de S, , 
max 
s iGi,K3 o c II %h)ll(c$ 4 LFjF3 o s t II b&N% ds7 
s t II +)llioo; 4 et 0 
et indkpmdunte de u(t). 
La dkmonstration est Cvidente. 
PROPOSITION 8.3. La constante 01, duns (3.27) ne dkpend que de 6,) 
Iln,aT IIadt>llE+,, , ? , yjy II %mlll,~ 9 y”t” II W)llti, , 
m;x II WtL , y’“;” II Wll2, > 
et h, . 
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Dtfmonstration. Considerons l’equation en U: 
(ho1 - A(t)) 7.J = F, (8.5) 
c’est-&dire, 
Oh 
(8.6) 
La substitution de la premiere relation ~1 = X,u --jr de (8.6) dans la 
deuxieme donne 
L’equation (8.7) est un probleme elliptique avec le parametre t. 
Nous citons ici l’estimation a priori. 
THBOR~ME. Soit l’opkuteur &f(t) don& par 
d(t) = c %(9 & + c 139(t) & + y(t), t: purumbtre WV 9. 3 z 
uvec la constunte d’ellipticite’ 6, > 0. 
Si Zes coefficients olij(t), /3?(t), et y(t) E C@(Q), si aij(t) est “equicontinu” en t, 
et si u E Hm+2(Q) n f%‘(Q), ulors nous uvons 
II UII m+2 < C(ll A(t) u /Im + Ii u li0>, (8.9) 
ozi C ne dbpend que de 6, , 
et 
my c I D,“Y I. 
Iale= 
(Voir, par exemple, 2, 141.) 
En employant le theoreme ci-dessus, nous avons Ctabli la demonstration 
de la proposition. Q.E.D. 
THBORBME 8.4. Soit 
VT+2 
u(t) E n dt”(Hm+z-k(Q)) 
k=O 
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une solution du probllme (8.1). Alors, nous avons, pour 1 entier m 3 1 3 0, 
oxi C ne dipend que de 6, , 
(8.10) 
De’monstration. Nous pro&dons comme dans la dkmonstration du ThCo- 
r&me 3.13; en remarquant la dkpendance des coefficients, nous avons le 
rksultat d&irk. Q.E.D. 
THBORBME 8.5. Sous la m&me hypothtse, nous avons 
1x 
z. II u’Yt)llt+2-j 
oti la constante C ne dkpend que de 6, , 
Dkmonstration. Comme ci-dessus. Q.E.D. 
9. Dt?monstration du The’ort+me C 
Soient u(t) et v(t) des solutions respectivement du problkme (I .I) pour les 
donnk [u. , u1 , f(t)1 et Iv0 , nl , g(t)l. 
Alors, en posant w(t) = u(t) - v(t), nous avons 
q w(t) + a(x, t) w(t) =f(t) - g(t) - h(t) dans J=&, 
w(0) = u. - v. -G w. 
w,(O) = 
sur 
u1 - VI se WI Q(O), (9.1) 
w(t) = 0 sur 
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Oh 
a(x, t) = u(x, ty + u(x, t) u(x, t) + v(x, t)“. 
Soit K un ensemble compact arbitraire dans fir, . Nous dCfinissons d(K) 
Par 
A(K) = (J {(x, t); 1 x - x0 1 < to - t, t > O}. (9.2) 
(x0. tO)EK 
Premier Cas: a&&. n A(K) = IZ( . Posons /lo(K) = A(K) n {t = O}. Soit 
.Qo un domaine borne qui contient completement no(K); i.e., 
(10(K) c Q. c Q(0). 
D’aprb le Lemme 3.3, il existe des fonctions ~2, , zi, , et f’(t) qui sont des 
prolongements respectivement des fonctions u0 IAO(K) , u1 Ino , f(t) IA(K) 
(. jw signifie la restriction sur w), verifiants aux inegalites suivantes: 
A 
et [a, , ~2, ,3(t)] satisfaisant a la condition de compatibilite d’ordre 1. (Con- 
cernant l’existence des ces prolongements, voir l’appendice.) 
Nous considerons le probleme suivant: 
CM(t) + w3 =3(t) dans Qo x (0, T), 
C(O) = 240 
sur 52 
d,(O) = u1 
07 
z?(t) = 0 sur a52,. 
(9.4) 
En employant le ThCoreme 3.16, avec a,(x, t; D) = 0, a,(x, t; 0) = -A, 
et 4(x, t) = 0, nous avons 
II ~(~)ll~‘+a(Qo) G G,, > (9.5) 
oti la constante Cr,, depend que de 
n 
II u. IIH’+2(Rp) + II 6, llH”+qSao) + i ;IJ’k’(o)Il~z-k,Do, 
?C=O 
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Nous prolongeons [vO , u1 , g (t)] par la meme man&e. En posant, 
Z;(t) = 22(t) - e(t), 
nous avons 
rJzir(t) + 6!(t) Z;(t) = f(t) - &) = h(t) dans .Ro x (0, n 
&r(O) = ii, - 6, = fz, 
sur n 03 
i!&(O) = 22, - 6, EL& WI 
z;(t) = 0 sur a-2,. 
Alors, en employant les rksultats de la Section 8, nous avons 
k=O 
1-Z 
oti la constante C ne dtpend que de maxt /I 2(t)]l~~~ .
En employant le thtorkme de Sobolev, nous avons 
oti CGO est une constante dkpendante de O. . 
Par conskquent, nous avons 
815 
(9.6) 
(9.7) 
(9.8) 
P-9) 
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Deuxikme Cas: a,J?r n A(K) # 0. Nous definissons encore 
ilo = A(K) n $40) x VW, 
et nous utilisons de m&me notations qu’a la Section 7. 
Soit (xl, 0) C a,&$ n MO(K). Nous considerons la boule B;,1,,, . 
Comme dans la demonstration du ThCoreme B, il suffit de considerer le 
probleme suivant: 
JWY, 4 + 4Y, 4 4Y, 4 = f(Y> s) dans w. x (a, b), 
qr> 0) = &o,(Y) 
sur 
&(Y, 0) = f%(Y) 
wo 7 (9.10) 
qy, s) = 0 sur awe. 
En procedant comme a la Section 7, nous pouvons estimer les valeurs de 
w(x, t) et w,(x, t) sur B&I,,, n (t = r/2}. 
Plus prCcisCment, nous avons 
-- 
I wu(xj t~~~m+'~B~Xl,~~n{t=r/P)) + I wt(x, t>l bm(B~~l,o~n(t=rt2}) 
- G C{l wowlgm+qnO(K)) + I w1t41gm+2(~~)) + I 4% t)lp+l(l(K))~’ (9.11) 
oti la constante C ne depend que de 
I %(X)I @7n+O(lio(K)) + I Y(X)I@+qnO(K)) + I fh %~+a (d(K)) 
+ I vo(x>l &n+6(~~)) + I vl(X)l&“+qn~)) + I &? ap+P(A(K)) . 
Finalement, nous avons 
I 4% t)l d%lmn(ogt<rl2)) 
G c{i w~(x)I~~+~~~~~ + I ~~~~~~~~~~~~~~ + 14x, t)18m+l,~~~~~ (9.12) 
oti la constante C ne depend que de &A=&, T, et 
I u,(x>l bm+%iO(K)) _ + *** + I&, t)lgm+r(~)). 
En employant cette inCgalitC ([27,/r] + I)-fois, nous avons le resultat 
desire oh 
a = A(K), R. = /10(K), et N = 4([2~,/r] + 1). 
Q.E.D. 
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APPENDICE 
Dhonstration du Lemme 7.4. Nous pouvons supposer que 
~n{~=0}=(Y;Y330,1YI<1}, 
et que 
et que 
gn (y3 >O}Cw,. 
y3 
I r- .* \ a I' -3 \-1'. ,'l' 3 t -* I Y' '*._ _- /'E,{ s=o} 
PROPOSITION A. 1. IZ existe une fonction a(y) E P(&) teZZe que (i) a(y) = 1 
sum B, , (ii) 01(y) E @(B,), ei! (iii) (a/3y3)j 01(y’, 0) = 0, 1 <j < I , oic 
&={y;lyI<j~. 
Dbmonstration. 11 est Cvident qu’il existe une fonction p(r) E &‘-2,2] 
telle que (a) p(r) = 1 sur [-1, l] et (b) (d/dr)k p(r) = 0 VlK > 0 et 
r = -2 ou 2. Nous d6finissons une fonction j3?(y3) (I: paramktre) vkifiant -- -- 
(i) &(y3) E Com(- d2 - r2, d2 - T*), (ii) (d/dy,)"B,(y,) = 0 VA > O,Vr, et 
y3 = 0, (iii) /3,(O) = p(r) et (iv) pr(y3) dCpend rCgulikrement de Y. 
Poser 
Q.E.D. 
Alors, nous dbfinissons &(y) comme suit: 
“(Y) u’(Y), 
&o(Y) = 0 I, 
YE&n{Y3 201 
Y E w. - (4 n {y3 3 OH. 
(A-1) 
Les autres fonctions 4(y) et P(y, ) s sont dkfinies de la m&me man&-e. 
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La condition de compatibilitk d’ordre vz signifie que 
4(Y) = 0 sur Y3 = 0 pour P <m, 
OtI 
(A.2) 
J,(y) =J(-(y, 0) 
- z; (p ; “) {4? Y, 0; q J,-k-3 + al”‘(y, 0; D) i&-l}, 
Co(Y) = UO(Y’> Y3 + 4Y’, O)), 
et 
f&(Y) = %(Y’, Y3 + ICY’, ON + UY’, 0) (VY3) %(Y’, y3 + Z(Y’, 0)). 
11 est Cvident que d,,(y) = 0 et i,(y) = 0 sur &J,, , 
Nous calculons comme suit. 
P’YY, 0) - %(Y> 0; D) $(Y) - 4Y9 0; D) 4(Y) h,=Ohaw, 
= 4Y) C3(Y) h3’0 + (1 + c, + $2 - Z,“) 
X [($$4Y) %(Y) + 2 (&) 4Y) - (&) lio(Yl/ ly =. + +.. . 3 
Alors, par la dkfinition de a(y), nous avons k3(y) = 0 sur %wo . De plus, 
nous avons &(y) = 0 sur &J, pour p < m. Q.E.D. 
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