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OPTIMAL  CONTROL  PROBLEMS AS EQUIVALENT LAGRANGE PROBLEMS 
Stephen K. Park 
Herein a method is descr ibed by which an optimal control problem 
wi th  a compact, connected control  region may be t ransformed into what 
is c a l l e d  a $-equivalent Lagrange problem i n   t h e  calculus o f  va r i a t ions .  
The not ion of $-equivalence is explained and a c o n d i t i o n  s u f f i c i e n t  t o  
guarantee the $-equivalence of two problems is staced.  In p a r t i c u l a r ,  it 
is  shown that an optimal control problem with a c losed  para l lep iped  cont ro l  
region can, after an appropriate  t ransformation,  a lways be t reated as a 
Lagrange problem. 
The fol lowing discussion assumes t h e  knowledge of some b a s i c  t o p i c s  
i n  t h e  t h e o r y  of funct ions of  several var iab les  - f o r  example, por t ions  of 
t h e  material contained i n  re ference  1, chapters I through IVY and reference 
2, chapters  I and 11. 
For any p o s i t i v e   i n t e g e r  r let  Er denote   the  eucl idean  r -space and 
le t  n and m be   f i xed   pos i t i ve   i n t ege r s .  Suppose a l s o   t h a t   f i x e d   p o i n t s  
xo = (x;, . . . x o )  and XI = (x:, . . . X I )  are given i n  En along  with a 
compact (i.e. , closed and  bounded)  and connected  region U i n  Em. We 
w i l l  f i r s t  s tate a ra ther  genera l  op t imal  cont ro l  problem and then discuss  
a method which enables us t o  f o r m u l a t e  t h i s  problem as an equivalent  
classical Lagrange  problem.  This method provides a means of applying the 
s tandard  too ls  of  the  ca lcu lus  of v a r i a t i o n s  t o  o b t a i n  s o l u t i o n s  of t h e  
opt imal  control  problem. 
n  n 
Suppose t h e  real valued  funct ions  go,  g1 . . . , gn are C1 ( reference 
1 , p. 41) on En x V where V is some open subset  of Em containing U. 
This is suf f ic ien t  to  guarantee  tha t  cor responding  to  each  p iecewise  con- 
t inuous  cont ro l  func t ion  u = (ul ,  . . . , um) w i t h  u ( t )  E U t h e r e  exists 
( l o c a l l y )  a unique piecewise smooth t r a j e c t o r y  x = (x1, . . . , xn) (see, 
f o r  example, reference 3) s a t i s f y i n g  
= g ( x ( t > , u ( t > >  (1) 
where g = (gl ,  .. . g n L  .I; = - dx and x ( t  ) = xo. I f  in add i t ion  the re  d t '  0 
e x i s t s  a tl  > t-o (i.e. t e rmina l   t ime)   such   t ha t   t he   t r a j ec to ry  x s a t i s f i e s  
(1) on [to, tl] and x( t , )  = x1 then   t he   con t ro l   func t ion  u is s a i d   t o  
be admissable. (The d e f i n i t i o n  of an admissable  control  is not standardized 
- see reference 4 ,  p. 10, reference 5,  p. 278, re fe rence  6 ,  p. 225 - t h e  
d i f fe rence  be ing  whether  or  no t  the  assoc ia ted  t ra jec tory  i s  required t o  
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arrive at the   t e rmina l   po in t  x1 f o r  some terminal  t i m e  t l . )  L e t  
denote  the set  of admissable control functions and wi th  the  func t ion  go  
def ine  a func t iona l  
J[u]  = 1" g o ( x ( s > ,   u s ) ) d s ( 2 )  
on the  set GI. Not ice   tha t   wi thout  l o s s  of g e n e r a l i t y  w e  may consider to  
to   be   f i xed   ( r e fe rence  4 ,  p. 16)  bu t   t ha t  t l ,  in   genera l ,   depends  on u. 
The optimal control problem considered, henceforth refered to as Problem I, 
is  as follows: To f ind  an  (opt imal)  u E QI such   tha t   J [u]  5 J[G] f o r  
a l l  u E Q I n  a l l  that  follows,  to  avoid  so-called  vacuous  arguments,  
assume t h a t  Problem I has a t  least one admissable control,  i .e.,  t h a t  t h e  
set RI is no t  empty. 
I' 
To formulate Problem I as an equivalent Lagrange problem, l e t  us suppose 
t h e r e  e x i s t s  a p o s i t i v e  i n t e g e r  p and a C1 func t ion  $ = ($1 , . . . , Qm) 
which maps Ep onto U i.e. , I): Ep + U with  $(Ep) = U. The ques t ion  of 
the exis tence of  such a func t ion  w i l l  be considered later. I n  terms of $ 
def ine  new funct ions  f o '  f,, a * * ,  f n  by 
fi(X' z) = g i b '   $ ( z > >  i = 0,  1, 2, ..., n (3) 
where x E En, z E E'. The f u n c t i o n s  f o  and f = ( f l  , . . . , fn)   then are 
C1 on En x E'. Define QII as t h e  set of a l l  piecewise  continuous 
func t ions  z = (z l ,  . . . , ( i . e .  z ( t )  E E') such  tha t  t he re  exists a 
te rmina l  time t l  > t and  an  associated  (unique)   t ra jectory x* = 
(xl, * . . . , x:) s a t i s f y i n g  x * ( t  ) = x o  , x*(t,) = x1 and 
zP) 
0 
0 
;* (t) = f (x"(t), 2 (t)) ( 4 )  
on [to, tl]. This   def ines   the   func t iona l  
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on  and  what w i l l  b e   r e f e r e d   t o  as Problem I1 may  now b e   s t a t e d  as 
follows: To f i n d  a z E aI1 such   tha t   I [z ]  < I[;] f o r  a l l  E aII. 
It should  be  ment ioned  that   the   def ini t ion of "I (or aII) conta ins   the  
i m p l i c i t  assumption  that  tl is t h e  first time (> to) f o r  which 
x ( t  ) = x1 (or  x*(tl) = XI). 
- 
1 
Now Problem I1 may be viewed as an opt imal  control  problem wi th  the  
(open)  control  region E' and t h e  set o f  admissable   control   funct ions aII. 
However, w i th  e s sen t i a l ly  no  more than a change of no ta t ion ,  i t  may a l so  be 
viewed as a c l a s s i c a l  Lagrange problem i n  t h e  c a l c u l u s  of v a r i a t i o n s .  
Hereaf te r  the  latter viewpoint will-be adopted. Before analyzing Problem I1 
as a Lagrange problem, l e t  u s  f i r s t  def-ine the previously mentioned concept 
of equivalence,  then explain the s ignif icance of th i s  concept ,  and f i n a l l y  
state and prove a theorem which gives a condi t ion  tha t  is s u f f i c i e n t  t o  
guarantee this  equivalence.  
Definit ion: Problem I1 w i l l  be  sa id  to  be  $ -equ iva len t  t o  Problem I i f  
( a )  t he re  exists a s o l u t i o n  t o  Problem I, say u E GI with terminal  
t i m e  tIy i f  and only i f  t h e r e  e x i s t s  a s o l u t i o n  t o  Problem 11, say z E GI, 
with  terminal  t i m e  t~II, 
(b) i n  a d d i t i o n  tI - tII and, 
(c) q~ ( z ( t > )  = u ( t >   f o r  a l l  t E [ to ,  t l l  where rl - tI - tII. 
From a p rac t i ca l  s t andpo in t  t he  impor t ance  o f - th i s  de f in i t i on  lies 
i n   t h e  fact t h a t  when Problem I1 is $-equivalent t o  Problem I the fol lowing 
is true. Fr-om condi t ion  (a )  i f  Problem I has a so lu t ion  then  by necess i ty  
t h e r e  exists a s o l u t i o n  t o  Problem 11, and hence  th i s  so lu t ion  ( to  Problem 11) 
must s a t i s f y  a l l  t h e  n e c e s s a r y  c o n d i t i o n s  o r t h e  c a l c u l u s  of v a r i a t i o n s  and 
- - 
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be related t o  the so lu t ion  of  Problem I by condition (c).  Furthermore,  i f  
we  can   cons t ruc t   fo r  Problem I1 a funct ion  z E $2 which s a t i s f i e s  a n  appro- 
priate suf f ic iency  condi t ion  of t he  ca l cu lus  of va r i a t ions  then  w e  can conclude 
t h a t   t h e   f u n c t i o n  u given by u ( t )  = @ ( z ( t > )  is an   op t imal   cont ro l   for  
Problem I. In  o the r  words ,  r a the r  t han  d i r ec t ly  a t t empt ing  to  so lve  Problem 
I, w e  may ins tead  cons t ruc t  an  appropr ia te  @ func t ion  and hence an equivalent 
Problem 11. If  Problem I has a s o l u t i o n  w e  are assured Problem 11 does also 
and by solving Problem I1 w e  have a t  t h e  same time ( to  wi th in  a transformation) 
solved Problem I. Loosely speaking, this procedure amounts t o  a "change of 
v a r i a b l e s "  i n  t h e  c o n t r o l  space and is analogous to t h e  familiar change of 
var iab les  technique  in  in tegra t ion  theory .  
I1 
In  o rde r  t o  determine a c o n d i t i o n  s u f f i c i e n t  t o  gua ran tee  tha t  Problem I1 
is $-equivalent  to  Problem I, let us recall t h e  d e f i n i t i o n s  of GI and QI1. 
In  par t icu lar  no te  tha t  cor responding  to  each  admissable  cont ro l  func t ion  
u E GI t h e r e  exists the following: 
(1-1) a t e rmina l  time tI ' to,  
(1-2) a unique   t ra jec tory  x (equation (l)), 
(1-3) a real number J[u]   (equat ion (2)). 
S imi l a r ly ,   t o   each  z E $2 there   corresponds:  I1 
(11-1) a te rmina l  time tII ' 3 
(11-2) a un ique   t r a j ec to ry  x* (equation ( 4 ) )  , 
(11-3) a real number I [z l  (equation (5)). 
The following lemma jus t i f i e s  t he  p rev ious  obse rva t ion  conce rn ing  a "change 
of var iab les"  i n  t h e  c o n t r o l  space. 
Lemma 1: I f  u E GI, z E and $ ( z ( t ) )  = u ( t )  on [to, tminl I1 
where = minimum {tI, tIr} then tmin 
5 
t = tI - tII min 
( 2 )  x ( t )  = x*(t> on [to, tmin 1 P 
(3)  I[z] = J[u] .  
Proof : On .[to, tmin ] G*(t) = f ( x * ( t ) ,   z ( t ) )  and  G(t) = g ( x ( t ) ,   u ( t ) ) .  
Therefore  s ince  x*( tO)  = xo = x(t , )  and s i n c e  f ( x * ( t ) ,  z ( t ) )  = 
g(x*( t ) ,  u ( t ) )  it follows from the uniqueness of t h e  t r a j e c t o r i e s  t h a t  
x*(t)  = x ( t >  on [to, tminl. I n  p a r t i c u l a r  x * (tmin) = x (tmin> hence 
tI < t impl ies   x*( t  ) = x1 while tII < tI implies   x( t I I )  = XI. In  
e i the r   ca se   t h i s   con t r ad ic t s   t he   a s sumpt ion   t ha t  tI and tII are t h e   f i r s t  
terminal  times f o r  x and x* respect ively.  Thus tI - - F i n a l l y  
I1 I 
t~~ - tmin* 
J[u]  = r' g , ( x ( s ) ,  u ( s ) )   d s  
- f t l  f o ( x ( s ) ,  z(s)) ds 
x ( t )  = x*(t)  we have the re fo re  s ince  tI = , t  I1 
' t o  
and 
I[Z] = J LL fo(x*(s) ,  z ( s ) )  ds  
= J[u]  
and t h i s  e s t a b l i s h e s  t h e  lemma. 
I f   t he   func t ions  u and z sa t i s fy   t he   hypo thes i s   of^ lemma 1, it 
is v a l i d  t o  s p e a k  of a s i n g l e  common terminal  t i m e  tL, t r a j e c t o r y  x, 
and func t iona l  value (i.e. I [ z ]  = J [u] )   assoc ia ted   wi th  u and z .  
Fur thermore ,   the   no ta t ion   $(z( t ) )  = u ( t )   f o r  t E [to, t l]  i s  unnecessary 
and w e  w i l l  simply write $ 0 2  = u (reference 2 ,  p. 9 ) .  F ina l ly ,  i t  should 
be noted in  pas s ing  tha t  f rom lemma 1, condi t ions (a)  and (c) of t he  
def ini t ion imply (b)  . 
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Denote  by $ [ a  ] t he  set of   unct ions u such that u = $02 f o r  I1 
some z E aII i. e. i f  u E $ [ aII] t hen  the re  exists a z E QII with  
te rmina l  t i m e  tII such   t ha t   u ( t )  = $(z( t ) )  on [to, tIII .  In   t e rms  of 
$[S&] one  has  the  following  theorem. 
Theorem 1: If +[L?,,] = GI then  Problem I1 is $-equivalent  to  Problem I. 
Proof: L e t  u E QI b e  a s o l u t i o n   t o  Problem I. By hypothesis   there  
e x i s t s  a z E aI1 such   tha t  $02 = u. Consider  any z* E GI1 and t h e r e  
exists a u* E RI with  +oz* = u*. Since u i s  a so lu t ion  .J[u] < J[u*] 
and thus  from lemma-1 I[z] < I[z*] i.e., z is a s o l u t i o n   t o  Problem 11. 
- 
- 
S i m i l a r l y  i f  z E QI1 is  a s o l u t i o n  t o  Problem I1 then t h e r e  exists 
a u E GI s u c h  t h a t  $ o z  = u  and as before  J[u] - < J[u*] f o r  any u* E QI. 
* From the  remarks  following lemma 1 condition  (b) of t h e   d e f i n i t i o n  is satis- 
f i e d  i n  e a c h  case and t h i s  e s t a b l i s h e s  t h e  theorem. 
Consider z E GI, with  terminal  t i m e  tL and t r a j e c t o r y  x. Since $ 
is cont inuous the funct ion u = $ o z  is p iecewise  continuous  and  u(t)  E U. 
Furthermore  since x(t,) = x*, x(t,) = x1 and g ( t )  = f (x(t), z ( t ) )  = 
g(x( t )  , u ( t ) )  w e  have u = + o z  E QI. That is, independent of whether  or 
not Problem I1 is $-equivalent to Problem I, the  fo l lowing  is  t rue :  
Lemma 2: $[a,,] c GI. 
T h e r e f o r e  t o  show t h a t  Problem I1 i s  $-equivalent to Problem I it 
is  on ly   necessa ry   t o  show t h a t  $ [ a  13 L? i.e. t h a t  i f  u E QI t h e r e  
e x i s t s  a z E QI1 such   tha t  $02 = u. In  genera l   the   topologica l   ques t ion  
of t h e  e x i s t e n c e  of z i s  a ve ry  d i f f i cu l t  one  and  depends  strongly  upon 
t h e  n a t u r e  of $ and U. However f o r  t h e  p a r t i c u l a r  case where it is 
poss ib l e  to choose p = m (i.e. t o  f ind  a C func t ion  $ mapping E 
onto U C Em) t h e   e x i s t e n c e  of z i s  r a t h e r   e a s i l y   e s t a b l i s h e d .  T h i s  
I1 I 
1 m 
case is treated i n  t h e  f o l l o w i n g  lemma. 
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t h e   r e s t r i c t i o n  of $ t o  A, denoted $ ] A ,  satisfies 
(1) $ ] A  is one-to-one 
(2) $ I A maps A onto U 
then $[Q,,l 3 GI. 
Proof:  Purely for ~- notat ional   purposes  let + = $la. Since + i s  
~. -
continuous  and one-to-one t h e r e  exists a continuous  inverse + : U 3 A 
( reference 2, p .  10). Consider a func t ion  u E ';21 wi th   t r a j ec to ry  x and 
terminal  t i m e  t l  and  def ine a funct ion z = 4 IOU. Now z is piecewise 
cont inuous  with  z( t )  E A hence $ 0 ~  = $ 0 ~  = +O+-'ou = u.   S ince   x ( to)  = xo, 
x ( t , )  = x1 and  G(t) = g ( x ( t ) ,   u ( t ) )  = f ( x ( t - ) ,   z ( t ) )  it fo l lows   tha t  I 
z E a,, and hence the lemma has been proved. 
-1 
- 
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of a func t ion  whLch has  exac t ly  these  proper t ies  is $(x) = - 6 -a b+a s i n  x -t - 
with A = [- 2, 7 1. We can  imned ia t e ly  gene ra l i ze  th i s  i dea  to  the  p rev ious  
2 2 
4 
T ' I T  
case where 
U = {(u,, ..., urn): a u i bi i = 1, 2, ..., m J  
i -  i -  
and consider $ = (I+, , . . . , $m) defined by 
bi - ai b.  + ai 
2 i 2 lJJi(Z) = s i n  z f 
1 i = 1, 2, ..., m 
where z E E". I n   a d d i t i o n   d e f i n e  A c E" as 
A =  {(z,, ..., 'IT z,): - - T 2 5 Z i  - 2  < -  i = 1, 2, ..., m) 
Clear ly  $ and A s a t i s f y   t h e   h y p o t h e s i s  of lemma 3 .  Summarizing 
t h e  results of theorem 1 and lemmas 2 and 3 w e  have the following. 
Theorem 2: I f  Problem I has  the  para l le lep iped  cont ro l  reg ion  U 
given by ( 6 )  then Problem I1 as defined by (3) and (5) is $-equivalent 
t o  Problem I where $ is given by (7). 
I n  o r d e r  to i l l u s t r a t e  t h e  c o n c e p t s  d i s c u s s e d  to t h i s  p o i n t  - 
p a r t i c u l a r l y  theorem 2 - let us  consider  a standard example of a c o n t r o l  
problem. I n  t h i s  example we will cons t ruc t  a $-equivalent problem 
(Problem 11) and later, a f t e r  d i s c u s s i n g ,  i n  g e n e r a l ,  problem I1 as a 
Lagrange problem, apply the results of this discussion to t h e  example. 
Example: The l i n e a r  time optimal problem (see re fe rence  4 ,  chapter  111). 
Consider  problem I with xo and XI f ixed  and 
9 
and f o r   s i m p l i c i t y   t a k e  a = -1, bi = 1 ( i . e .  -1 < ui 5 1) f o r  
i = 1, 2,  ..., m. Thus 9 = (Ijrl, ..., $m) becomes $i(z) = sin z f o r  i 
i = 1, 2 ,  ..., m and the  $-equivalent  problem I1 becomes: To f i n d  a r 
piecewise  continuous  function z = ( z ~ ,  ..., zm)  and a corresponding 
piecewise smooth funct ion x = (xl ,  . . . , xn)  which t o g e t h e r  s a t i s f y  
i - 
n m 
t h e  end condi t ions 1 
x ( t o )  = xo, x ( t , )  = x1 
and minimize  the  in tegra l  
d t  = tl - to  
f o r  some tl > to.  We w i l l  r e t u r n  t o  t h i s  example sho r t ly .  
Following the original formulation of  Problem I1 (see equations ( 3 )  
and (5)) it w a s  s t a t e d  t h a t  Problem I1 is, with a change of notation, a 
Lagrange  problem. I n  p a r t i c u l a r  it is the f-ollowing  Lagrange  Problem: 
To f i n d  a piecewise smooth vec tor  func t ion  y = (yl, ..., yn, Y,+~, ..., 
y,) which s a t i s f i e s   t h e   c o n s t r a i n t   e q u a t i o n s  
Gi - fi (YIY * Y YnY G n + y  Y Yn+$J = 0 i = 1, .2, ..., n 
the boundary conditions 
Yi(t0> = x0 i Yi(tl)  = x$ i = 1, 2,  ..., n 
Yn+j(to) = 0 ~ ~ + ~ ( t ~ )  - free j = 1, 2 ,  ..., p 
and minimizes  the  in tegra l  
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o r  t h e  y formulat ion is purely a m a t t e r  of taste. In e i t h e r  case by 
app ly ing  the  r e su l t s  o f ,  fo r  example, re fe rences  5, 6 ,  and 7 the fol lowing 
fundamental set of necessary  condi t ions  ( in  (x ,z )  no ta t ion)  may be obtained. 
Theorem 3: If z E RII i s  a s o l u t i o n  t o  Problem I1 with  corresponding 
t r a j e c t o r y  x and terminal time tl it is necessa ry   t ha t   t he re  exist a 
s e c t i o n a l l y  smooth vec tor   func t ion  X = ( X I ,  ..., X ) and a scalar A. 0 
such  tha t  fo r  each  t E [ to,  tlJ 
n 
(1) ( A o y  X ( t > >  # (0,O) 
(2) = - 
ahi ( x ( t > ,  z ( t > ,  X(t>> i = 1, 2, ..., n a H  
L 
n 
where  H(x, Z ,  A )  = 1 hi f i  (X, Z )  
i = O  
Theorem 3 is an  immediate consequence of t h e  m u l t i p l i e r  r u l e ,  t h e  
co rne r  cond i t ions ,  t he  t r ansve r sa l i t y  cond i t ions ,  and t h e  Weierstrass 
condition. The f i r s t  f o u r  c o n d i t i o n s  are the  usua l  maximum p r i n c i p l e  
and condi t ion  (5) are the  Mayer equat ions  per ta in ing  to (yn+,, ..., 
Yn+p ) and the   cor responding   t ransversa l i ty   condi t ions .  The advantage 
of condi t ion  (5) is tha t   the   de te rmina t ion   of  z ( t )  (and  hence u ( t ) )  
has been reduced to t h e  problem of a lgeb ra i ca l ly  so lv ing  the  p 
11 
equations - a H  - 0 .  This is i l l u s t r a t e d   n i c e l y  by consider ing  the 
previous example f o r  which ( r e c a l l  m = p) 
azi 
j = 1, 2, ..., m 
and thus   fo r  a l l  t 
j = 1, 2,  ..., m 
n 
The f a c t   h a t  1 aij X .  ( t )   cannot   be   zero  at more than a 
i = l  
f i n i t e  number 
of t ' s  i n  [ to,  t l ]   fo l lows   ( i f   the   so-ca l led   genera l   pos i t ion   condi t ion  
holds   ( reference 4 ,  p. 116)) from t h e  a n a l y t i c i t y  of X (see reference  4 ,  
p. 118). Hence, cos z ( t )  = 0 ( j  = 1, 2,  . . . , m) except  perhaps  for a 
f i n i t e  number of t 's  and thus z. ( t )  = 2 y i .e. u j  ( t )  = +(z. ( t ) )  = + 1 
which is t h e  f a m i l i a r  bang-bang p r inc ip l e .  
j 
iT 
J J - 
There has been a vast amount of r e sea rch  in  the  ca l cu lus  o f  va r i a t ions  
and t h e r e  i s  an obvious need to  de te rmine  what por t ions  of  th i s  research  has  
appl ica t ion  in  the  theory  of -opt imal  cont ro l ,  ( re ference  6 contains much of 
t h e  work done along t h i s  l i n e ) .  It is general ly  recognized that  opt imal  
control problems (of the type considered herein) with open control  regions 
can  be  viewed as Lagrange  problems (see reference 4 ,  Chap. V). However, 
i f  one is faced with a closed control  region,  as is almost always the case, 
it is  not a t  a l l  obvious what, i f  any ,  r e su l t s  from the  ca lcu lus  of v a r i a t i o n  
may b e  d i r e c t l y  a p p l i e d  t o  t h e  problem.  The s igni f icance  of  the  ideas  d is -  
cussed i n  t h i s  p a p e r  i s  t h a t ,  a t  least when U i s  compact  and connected, a 
t 
12 
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t 
very  straight-forward  method is available for transforming an optimal 
control problem  into a Lagrange problem that is @-equivalent to it. In 
addition any information obeained about a solution of the Lagrange problem 
may be immediately related to information about an optimal control for 
the control problem. 
13 
REFERENCES 
1. Goffman, C.:  Calculus of Several   Variables.  IZa”rpper and Row Publishers,  
New York, 1965. 
2. Woll, Jr.,  J. W.: Functions of Several Variables.  Harcourt,  Brace 
and  World, Inc. ,  New York,  1966. 
3. Coddington, E. A. and Levinson, N. :  Theory of Ordinary   Di f fe ren t ia l  
Equations. McGraw-Hi l l  Book Co., Inc. ,  New York, ET. Y. 1955. 
4 .  Pontryagin, L. S., e t  al :  The Mathematical  Theory of Optimal  Processes. 
In te rsc ience  Publ i shers ,  New York, N.  Y. 1963. 
5. Sagan, H.: In t roduct ion   to   the   Calcu lus  of Variat ions.  M c G r a w - H i l l  Book 
Co., Inc. ,  New York, N. Y. 1969. 
6.  Hestenes, M. R. : Calculus of Variat ions and O p t i m a l  Control  Theory, 
John Wiley and Sons, Inc. ,  New York, N.  Y. 1966. 
7.  Bliss, G .  A . :  Lectures on the  Calculus  of Variations.  Phoenix Books, 
U. of  Chicago Press,  Chicago, Ill. 1946. 
14 
