This paper presents a statistical model for exploining why skewed-associativity removes conflicts better than setassociativity. We show that, with a high probability, ;?-way skewed associativity emulatesfill associativity for workingsets up to harf the cache size, and we show that :I-way skewed-associativity is almost equivalent to fill associativity.
Introduction
Caching is a basic technique of computer architecture, used for many different purposes. Generally speaking, a cache is a dedicated memory which tries to hold a workingset of data into a limited space. The data may be actual program data, program instructions, address Wmslations, branch predictions, memory dependence predic.tions, or whatever. Correspondingly, the cache may be a data cache, an instruction cache, a TLB, a BTB, etc ... ' To be general, we speak in this study of a working-set of objects. Sometimes a cache is not able to hold the whole of a working-set, but only a part of it. In this study, objects that the cache cannot hold are referred to as missing object!;. Ideally, a cache must minimize the number of missing objects, while providing as fast an access as possible to objects lying in the cache. However these two requirements are usually incompatible. A fast access time, which implies hardware simplicity, is generally obtained at the cost of some number of missing objects. Missing objects may be due simply to the working-set being larger than the cache. They may also be due to the hashing function used to access the cac:he, in which case they are called conflict misses.
Set-associativity is the most widely used solution for overcoming the conflict miss problem. It consists of' splitting the cache into several banks, each bank providing a possible location for an object and being accessed with the same hashing function. We show in this study that, while effective at solving the' conflict miss problem for small working-sets, set-associativity is not very efficient when the 0-7803-7756-7/03/$17.00 02003 IEEE working-set size is close to the cache size. We call this the unit working-set problem.
In 1993, Andr6 Seznec proposed a new solution for solving the conflict miss problem, skewed-associativity. The basic idea consists of indexing the banks with different hashing functions. Skewed-associativity was initially proposed for instructions and data caches [lo]. It was later shown that skewed-associativity, unlike set-associativity, is rather insensitive to (good and bad) spatial locality effects [2] , and is efficient for many types of objects [l 11.
However the reason why skewed-associativity works is not quite intuitive. The goal of this study is to provide a better understanding of the efficiency of skewed-associativity. Section 2 describes our approach to the problem and preliminary assumptions for the model. Section 3 focuses on set-associativity and emphasizes the unit working-set problem. Section 4 is the main part of the paper and focuses on skewed-associativity. We emphasize the placement problem and study three different placement algorithms. ' We show that, with a high probability, 2-way skewed-associativity emulates full-associativity for working-sets up to half the cache size, and we show that 3-way skewed-associativity is almost equivalent to full associativity.
Our Approach to the Problem, and Preliminary Assumptions
Although motivated by a microarchitecture question, this study makes no assumptions on applications properties (like spatial and temporal locality), neither on the type of objects.
We adopt a statistical, "static" paint of view.
We assume that an object is uniquely identified by a key, The rationale behind this approach is that the amf gives information about the typical, average configuration. In particular, when the amf is very small, it means that the fraction of missing objects is very small for an overwhelming majority of working sets. On this example, the minority of working sets which have a significant number of missing objects might be termed "pathological". Whether a given working set is typical or pathological depends on 'Hi. If some working sets are more likely to be encountered, one should take 'Hi so as to minimize the number of those working sets that fall in the pathological class [S, 13, 141 . But this problem is out of the scope of this sNdy.
Balls-in-Urns Model
The statistical study of working sets can be simplified by viewing the cache problem as a balls-in-urns (aka ballsin-bins) problem. A ball is associated to a single object in the working-set, but an object may be associated to several balls. An urn generally represents a cache location, or a set of locations, and has room for an unlimited number of balls. We put into each urn the balls corresponding to the objects that could be placed in the cache location (or set of locations) associated to the urn. We assume all possible configurations of balls into urns are equiprobable. In order for the equiprobability of sets of keys to translate into equiprobability of balls-in-urns configurations, we need the following assumptions :
1. for every cache location Y E [O..N -11, the size of the preimage'H,T'(Y) = {X I % ( X ) = Y} equals A / N 2. A / N a n The first assumption means that hashing functions 'Hi are balanced. The second assumption is generally m e for most practical cache problems, as the key space is often several orders of magnitude larger than the working-set.
Classical Occupancy Problem
In this section, we introduce the formula that will be used throughout this study and which characterizes balls-in-urns configurations. We assume N distinguishable urns and n distinguishable balls. A ball can be in any urn, and each urn has room for an unlimited number of balls, so there are N" distinct configurations. We assume all N" configurations are equiprobable (Maxwell-Boltzmann statistics [31). We searcb the average number pq of urns holding exactly q halls, with q 2 0 (the case q = 0 is sometimes referred to in the literature as the classical occupancy problem [31).
We show in the appendix that, for N > 1 and n 1, pq approximates a Poisson law:
Moreover, for N and n large enough, the distribution of the number of urns holding q balls is concentrated around the mean, that is, most configurations are close to the average configuration.
Monte Carlo Simulations
Formulas derived analytically in this study are mostly asymptotic approximations. We will use Monte Carlo simulations to validate experimentally these approximations, i.e., show that, under the assumptions of the model, and for realistic cache sizes, the formulas are reasonably accurate.
In all our Monte Carlo simulations, we draw lo4 random configurations, and compute average values from these configurations. The cache size for all simulations is fixed to 240 locations (we chose the highly composite number 240 for convenience, as we want the number of per-bank locations and the number of objects to be integer numbers).
Set-Associativity
In the case of set-associativity, all the banks are indexed with the same hashing function. Hence the set of possible locations for an object (ser.of locations, for short) is completely determined by its location on a particular bank. Let N be the total number of cache locations and n the number of objects in the working-set. The number of distinct sets of locations is N, = N/w. In the remaining of this study, we define the working-set-to-cache-size ratio n ,
A = -N
We can map the set-associativity problem onto a balls-inurns problem as follows. There is one ball per object and one urn per set of locations. So we have n distinguishable balls and N, distinguishable urns (we recall that each urn has room for an unlimited number of balls). For urns containing q balls with q > w, we count q -w missing objects.
Using Formula 1, replacing N with N,, we obtain the n uber of empty cache locations Note that this approximation is meaningful only for N. >> 1, that is, w << N. We define the average unoccupied The a m f can be obtained from the auf Table 1 shows the a m f obtained with Monte Carlo simulations and that obtained with Formulas 2 and 3. A!; long as w << N, the model provides a reasonably accurate approximation (the higher N , the better).
"Birthday-paradox" confficts. For X << 1, the amf can be approximated as a polynomial in X of degree w. In particular, a m f ( 1 , A) has a first derivative which is positive at X = 0. This weakness of direct-mapping is closely related to the so-called birthday paradox. These "binhdayparadox" conflicts are efficiently removed with 2-way setassociativity. However, as X increases and gets closer to 1, it becomes more difficult for set-associativity to rcmove conflicts.
The unit working-set problem. Figure 1 shows the curve of the a m f as a function of w for X = 1, obtained with Formulas 2 and 3. The amf decreases slowly as w increases (assuming w << N ) . Even with w = 64, the amf is still significant, around 5%. Set-associativity is not an efficient solution for removing conflicts when the working-set size is close to the cache size. We refer to this problem as the unit working-set problem.
What the model does not explain lies in application characteristics. Some empirical knowledge about caches is not explained by the model. For instance, the 2:1 cache rule of thumb [5] , according to which a 2-way set-associative instructioddata cache is equivalent to a duect-mapped cache twice larger, is not confirmed by the model. This shows that such ''rule" depends on applications characteristics (pmbably spatial locality in tbis case), and should not be taken as a property of set-associativity in general.
Skewed-Associativity
Skewed-associativity was introduced by Andrt Seznec 110, 12, 2. 111 as an improvement over set-associativity.
A w-way skewed-associative cache consists of w tables of N/w entries each. As in the case of set-associativity, an object has w possible cache locations, one on each bank.
However, unlike set-associativity, each bank z E [1.."1] in a skewed-associative cache is indexed with a bashing function H, different from that of the other banks. A major consequence of this skewing of the indexing functions is that the global cache occupancy depends on which of the w possible locations is chosen for an object. We refer to this as the placement problem.
It should be noted that the placement problem is distinct from the usual replacement problem. The usual replacement problem deals with the fact that some objects are accessed more frequently than others. When one among several objects must he evicted from the cache, a good nonoracle replacement policy, like LRU, tries to identify the object referenced the least frequently. With our static point of view, all the objects are "equal", and there is no replacement question.
The placement problem was irrelevant for setassociativity.
For skewed-associativity, it is crucial. In this study, we will consider three placement methods: ordered-banks placement (OBP), quasi-optimal placement (QOP), and iterative random placement (IRP). The first placement algorithm provides an example of one-pass method. The second placement algorithm, on the other hand, provides a practical lower bound for the amf of a skewed-associative cache. The third placement algorithm corresponds to the practical case [2], and converges toward an optimal placement. , nality implies pairwise orthogonality. Global orthogonality simplifies the analysis. However, simple painvise orthogonality is simpler to implement in hardware. We tested simple painvise orthogonality using the hashing functions de-.The balls-in-urns model for skewed-associativity is defined as follows. There is one urn per cache location (each urn has room for an unlimited number of balls). The set U of all urns is partitioned into w disjoint subsets of N/w ums, each subset corresponding to a different bank. A workingset of n objects is associated to w balls-in-urns configurations, one configuration per bank. Each object is represented by w balls, i.e., one ball per bank configuration. We are studying the global configuration resulting from the combination of these w per-bank configurations. The total number of global configurations is We assume all these global configurations are equiprobable. In addition to the conditions listed in Section 2 for each hashing function Hi separately, this assumption ,of equiprobability requires that for every w-tuple of cache lo-
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, anddid not notice any impact on the amf. Although all (N/w)," configurations are n.ot possible with these functions, the configurations remaining do not seem to bias the statistics, as far as the amf is concerned. '
Ordered-Banks Placement (OBP)
The OBP algorithm is a one-pass algorithm. We assume that the banks are numbered from 1 to w, q d the objects are numbered from 1 to n. The OBP algorithm tries to place objects k = l...n sequentially. If the location for object k on bank 1 is empty, we place object k on bank 1, else we look at bank 2. If the location for object k on bank 2 is empty, we place object k on bank 2, else we look at bank 3, ' We performed similar tests wich the hashing functions defined in 121, which are not painvise onhoganal, and we noticed a slight increase afthe amf. 
Quasi-Optimal Placement (QOP)
The QOP algorithm places the objects one at a time, but with a global knowledge of all the objects. We call a free phnv I is rlniihd object an object that is not yet placed at a given-"time" of the algorithm. Before the placement algorithm starts, all n objects are free. We denote F(u) the set of free objects that have balls in urn U. We denote V, C U the subset of urns corresponding to empty locations at time t. Initially, VO = U. The QOP algorithm is defined recursively as follows: and so on ... If we were not able to place object k because all w locations were already occupied, we count object k in the missing objects, and we repeat the process for object k + 1. Note that with this algorithm, banc i will receive, on average, more objects than bankj > i.
We use notation ni for the total number of objects placed on banks 1 to i, and notation f i = 2 for the corresponding fraction. Using Formula 1 with q = 0 and replacing N with N/w, the average fraction of objects placed on bank 1 can be approximated as i.e, we are able to fill all the locations on bank 1 that are not associated to empty urns. Assuming most coniigurations are close to the average configuration, we obtain j , Tables 1 and 2 , we see that a skewed-associative cache with OBP has a lower a m f than a set-associative cache with the same associativity. The behavior of a 2-way skewed-associative cache with OBP is between that of a 2-way and 4-way set-associative cache. This result shows that skewed-associativity is efficient even with a "poor" placement method. Nevertheless, OBP does not really solve the unit working-set problem.
2. Otherwise, if there exists any urn U e V, such that card(F(u)) > 1, select one such U, select an object from F(u), and place it in the location associated to U.
After that, &+I = V, -{U}.
When we have several possibilities for choosing an urn or an object, we choose according to a predefined order. The algorithm ends when it is no longer possible to place new objects in this way. Free objects remaining at that time are missing objects. Figure 2 shows how the QOP algorithm works on an example assuming w = 2 (a dot represents an object, its coordinates on the grid represent its possible cache locations, each location being associated with an urn.
Numbers on the top and right of the grid mean card(F(u))
for the associated urn). Table 3 shows the amfqop obtained with Monte Carlo simulations. If we focus on row X = 0.9, we see that the unit working-set problem is practically solved for an associativity degree of 3.
It should be emphasized that the QOP algorithm is rather loose : not specifying how urns and objects are ordered leaves many degrees of freedom for placing objects, and leads to many possible placements.
The QOP algorithm is optimal in the case w = 2. It can be demonstrated that the QOP algorithm provides an optimal placement in the case U = 2. We distinguish two phases of the algorithm (we found the algorithm easier to analyze this way). Phase 1 of the algorithm ends. the litst time all urns U E V, are such that card(F(u)) # 1. After that time, and until the algorithm ends, this is phase 2. It should be noted that the objects that are placed at the end of phase 1 do not depend on the way we selected the urns. Table 3 . amfqOp obtained with Monte Carlo simulations (left) and with Formula 10 (right)
We denote t K the time when phase 2 starts. We denote K the set of free objects at time t K . and UK the set of urns containing any ball associated to objects in K (on the example of Figure 2 , K consists of 5 objects and UK consists of 4 urns).
We show in this section that the QOP algorithm is optimal in the case w = 2. At time t K , there are card(K) free objects, and card(UK) possible locations for these objects. It should be noted that VK c xK. Moreover, card(F(u)) 2 2 for all u E UK. The maximum number of objects that can be placed during phase 2 is
m i n ( c a~d ( K ) , c a~d ( U~) )
In the case w = 2, we have card
(K) 2 c a r d ( U~) .
This can be seen by summing up the number of halls in U K , and dividing by w because each object is associated to w halls
Consequently, in the case w = 2, the maximum number
of objects that can be placed during phase 2 is u r d ( U~) .
Actually, it is possible to place an object in each of the c a r d ( U~) locations. We show that, at any time t,
If this assertion holds for t 2 t K . V, n UK decreases as long as V, n UK # 0, and we are able to fill all the locations associated to urns in UK. We show assertion 5 inductively. Approximation of amf,, in the case w = 2. To derive an approximation of amfgop in the case w = 2, we need to derive an approximation of the average value of card(K) and c a r d ( U~) respectively. As previously, we will assume that most configurations are close to the average configuration.
We recall that set K is precisely defined for a given configuration, as the precise set of objects that are placed at the end of phase 1 does not depend on how we select the urns. On the other hand, the precise set of objects that are placed on a given bank may depend on the way urns are selected. Nevertheless, for a given configuration, and for a given hank i, there exists a definite set St of objects that cannot be placed on bank i during phase 1, however urns are selected. Objects in K are objects that could not be placed on any bank during phase 1 :
i=l Let p be the probability that an object belong to Si. The problem is symmetric (the banks have the same size), so p is the same for all the hanks. We have
It is also possible to derive card(K) by going back to the algorithm. Let us consider the set J of objects defined as
i.e., J is the union of K and the set of objects than can be placed only on bank w during phase 1. The number of objects in J is
This is the number of free objects remaining when we place all the objects that can be placed during phase 1 except the objects that can be placed only on bank w. The number of objects that can be placed only on bank w equals the number of urns U on bank w such that card(F(u)) = 1.
This number can be obtained with Formula 1 for q = 1, replacing n with curd( J ) and N with N/w
We get a second expression for curd(K) :
( 1 -e-X"Py-')
By equating expressions 6 and 7, we obtain an equation for 
In the case w = 2, we have 2We were not able to find a justification for this 
Using expressions 6 and 9, we obtain Table 3 shows am f q o P ( 2 , A) obtained with Formula 10.
The QOP algorithm is not optimal for w > 2. During phase 2 of the QOP algorithm, we scan the set of objects according to a predefined order, and for each object, we try the banks also according to a predefined order, until we are able to place an object. In our Monte Carlo simulations, we experimented two different ways to order the objects and the banks. For w > 2, on some configurations, the number of missing objects was different with the two methods, although on average, as expected, there was no significant difference. This shows that the QOP algorithm is not optimal in a general way.
Iterative Random Placement (IRP)
We have seen that carefully placing the objects may significantly lower the am f . However, the QOP algorithm requires some global knowledge ( c u r d ( F (~) ) ) that is typically difficult to obtain in real IniCrOWChitecNre situations. Nevertheless, it is possible to approximate QOP with an iterative algorithm. The IRP algorithm works as follows. The objects are numbered from 1 to n, and we scan the set of objects repeatedly in that order, going back to object 1 after object n. If the object is already placed, we do nothing, and simply go to the next object. Otherwise, if the object is not placed, there are two cases :
If there exists an empty location among the set of locations, we place the object in one such location. If there are several empty locations, we choose one randomly.
* Otherwise, if there is no empty location, we choose a random bank, we evict the object already stored on that bank, and we place the new object.
The algorithm stops after an arbitrary number of passes. Missing objects are the objects that are out of the cache when the algorithm stops. The IRP algorithm was experimented in [2] . It is typically what happens in a real cache problem.
It should be noted that the number of objects placed cannot decrease. The first time we place an object, the placement may not be optimal. However, after several passes, we will find an optimal placement for the object, e.g., a location that can be occupied by no other object (in that respect, randomly choosing the bank is essential because it permits trying all the banks). Eventually, after several passes, the cache occupancy converges toward an optimal placement. This was referred to as "self data reorganization" in [2] . Table 5 shows the amfiTp obtained with Monte Carlo simulations after 1000 passes, which practically provides an optimal placement. Comparison with Table 3 shows that, although not optimal in the case w >'2, the QOP algorithm is not far from optimality. Actually, it is possible to approximate the amf of an optimal placement by assuming that an optimal second phase of the QOP algorithm could place
Although not true for all configurations, this is true for a majority of configurations. We obtain the following formula :
and as a function of X and w This matches the results of Monte Carlo simulations reasonably well. It was shown experimentally in [ll] that 2-way skewed-associativity is generally better than 4-way set-associativity and 4-way skewed-associativity is generally better than 16-way set-associativity. These ohservations are coherent with results on Tables 1 and 5 , whatever the working-set size.
Dynamic behavior of IRP. Figure 3 shows the amftrp for X = 1 as a function of the number of passes, for w = 2 and w = 4. We observe that a higher associativity degree requires more passes for IRP to converge toward an optimal placement. However, the case X = 1 corresponds to a worst case. Figure 4 shows amfqop, amf+, and amftTp for w = 3 as a function of A, after 1,2,4, and 8 passes. It can be seen that only a few passes are necessary until amfzTp comes close to am f,,. We already mentioned the looseness of the QOP algorithm. The rather quick convergence observed on Figure 4 provides yet another indication that there is not one, but many quasi-optimal placements. We believe that this is an important reason for the observed efficiency of skewed-associativity in practical situations. One-pass placement: OBP is better than random. On
Figures 4, it is interesting to note that, after one pass, nip is not as good as O B P on the first pass, it is better trying the banks according to a predefined order rather than choosing a random bank. This can be understood intuitively as follows. Let us consider a 2-way skewed associative cache with N locations, and m objects already placed. We seek to place one extra object. Let us assume that, among these m objects, xm have been placed on one bank, and (1 -x)m have been placed on the other bank. The probability that the new object will conflict with objects already placed is
This probability is maximum for x = 112, i.e., when both banks hold the same number of objects. A random placement will place statistically the same number of objects on both banks. Random placement is a pessimal strategy for a one-pass placement. The OBP algorithm, on the other hand, will put more objects on one bank than on the other bank. A similar reasoning holds for associativity degrees greater than 2.
Related Works
Most previously published cache models focus on setassociativity (e.g., [l, 811, as it is the most widely used technique. The goal is in general to predict the dynamic miss ratio. The main difficulty in this case consists of modeling application characteristics, like spatial and temporal locality, and their effects. In some of these works [6,8], the fraction of static conflicts was derived with approaches similar to ours.
A few previous works have studied the performance of skewed-associativity [lo, 12, 2, 11, 131. These are mostly experimental studies, that also treat specific implemenlation problems, like defining adequate hashing functions, or emulating LRU replacements.
To our knowledge, the work closest to ours is [7]. It derives am fobp for w = 2 and X = l. However, the essential question of the optimal placement is not addressed in this work.
Conclusion and Open Questions
With a combination of Monte Carlo simulations and analytical modeling, we have shown that the efficiency of skewed-associativity is inherently statistical. Our study confirmed previously published qualitative observations, clarifying them : with a high probability, 2-way skewed-associativity removes conflicts better than 4-way set-associativity * 2-way skewed-associativity emulates full associativity for working-sets up to half the cache size * 3-way skewed-associativity emulates full associativity for working-sets op to 90% the cache size, i.e., it is almost equivalent to full associativity Although this study brings a clarification on the efficiency of skewed-associativity, several questions remain. We did not consider the impact of temporal access pattems of objects, in particular the case of some objects in the working-set being accessed more frequently than others (e.g., a working-set included in another one). For obvious reasons, the age-based replacement policy prevails over random placement [ 111. This could prevent the convergence of the a m f toward its theoretical minimum in some situations. The IRP algorithm rises another question : although it takes only a few passes to come close to the maximum occupancy, the placement misses generated in the meantime may not be negligible under frequent working-set transitions. If some applications exhibit this kind of behavior, it might be worth trying to predict the optimal placement for an object based on past behavior. becomes negligible compared to p9 for large N and n. This concentration of the distribution around the mean is called convergence in probability [4] . Practically, it means that most configurations are close to the average configuration.
