In the topic of perfect local distinguishability of orthogonal multipartite quantum states, most results obtained so far pertain to bipartite systems whose subsystems are of specific dimensions. In contrast very few results for bipartite systems whose subsystems are of arbitrary dimensions, are known. This is because a rich variety of (algebraic or geometric) structure is exhibited by different sets of orthogonal states owing to which it is difficult to associate some common property underlying them all, i.e., a common property that would play a crucial role in the local distinguishability of these states. In this paper, I propose a framework for the distinguishability by one-way LOCC (1-LOCC) of sets of orthogonal bipartite states in a dA ⊗ dB bipartite system, where dA, dB are the dimensions of both subsytems, labelled as A and B. I show that if the i-th party (where i = A, B) can initiate a 1-LOCC protocol to perfectly distinguish among a set of orthogonal bipartite states, then the information of the existence of such a 1-LOCC protocol lies in a subspace of di × di hermitian matrices, denoted by T gives the common underlying property based on which sweeping results for the 1-LOCC (in)distinguishability of orthogonal bipartite quantum states can be made.
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Introduction:
The scenario in local distinguishability of bipartite orthogonal quantum states is as follows: Alice and Bob are given one of many possible orthogonal bipartite states and they have to figure out which one they've been given using only local operations and classical communication (LOCC) . Some prominent results which apply to joint systems, whose subsystems are of arbitrary dimension, are Bennet et al's result [1] , which established that members from an unextendible product basis cannot be perfectly distinguished by LOCC, Walgate et al's result [2] , which establishes that any two multipartite orthogonal quantum states can be perfectly distinguished using only LOCC, Badziag et al's [3] result, which obtained a Holevo-like upper bound for the locally accessible information for an ensemble of states from a bipartite system, and Cohen's result [4] , which established that almost all sets of d + 1 orthogonal states from N d-dimensional multipartite systems are not perfectly distinguishable by LOCC. Very few such generic results are known. In this paper I propose a framework for the one-way LOCC distinguishability of orthogonal bipartite states, and this proposition is made as an aforementioned generic result.
Framework: Inspired by work done in [5] and [6] , I show that for a given set of orthogonal bipartite mixed states from a d A ⊗ d B bipartite system, the i-th party (where i = A, B) can be associated with a subspace of * stanmay@imsc.res.in
⊥ (defined after equation (3)) which contains all information of one-way LOCC (1-LOCC) protocols which this i-th party can initiate to perfectly distinguish among said given set of orthogonal bipartite states. In this paper I obtain results to extract this 1-LOCC related information from T (i) ⊥ . For simplifying notation, I make two assumptions, which won't reduce the generality of results obtained: (1) Alice always initiates the protocol. This allows for simplifying the notation: T (A) ⊥ −→ T ⊥ . Note that to establish distinguishability by 1-LOCC (1-LOCC distinguishability), one has to extract relevant information from T Let Alice and Bob have d dimensional quantum systems whose Hilbert spaces are denoted by H A and H B respectively. Let them share one of n orthogonal bipartite states, whose density matrices ρ
AB are observables on H A ⊗ H B . They wish to establish which state they share using a 1-LOCC protocol which Alice commences. Let spectral decomposition of ρ
where r i = rank ρ
be standard orthonormal bases (ONB) for H A and H B respectively. For any 1 ≤ i ≤ n, and any
Thus
Let T ⊥ be the orthogonal complement of T in S.
Now consider theorem 1.
Theorem 1 (Nathanson [6] ). Alice can commence a 1-LOCC protocol to distinguish among ρ
if and only if an orthogonality preserving (OP) rank-one POVM exists on her side to start protocol with.
The set of POVMs acting on a quantum system A (or B) is convex, and a rank-one POVM {|l l |} m l=1 in that set isn't necessarily extremal (check supplemental material [7] for more information). 
AB are 1-LOCC distinguishable, Alice can always choose her starting measurement to be an extremal rank-one POVM. , where | φ l A are normalized. If the measurement outcome is k, the (unnor-
where 1 B is the identity operator acting on H B . Since the k-th POVM element is OP, we get the following equations for all 1
Substituting expressions for | ψ ij AB from equation (2) in equation (5) we get
It is readily seen that arguments presented in the ONLY IF part can be traced backwards to conclude that Alice has a corresponding extremal rank-one OP POVM of the form {|l l |} is defined just such as T was in equation (3), with the difference that
Any MAS can be associated with a unique common eigenbasis such that all hermitian matrices, which are diagonal in said common eigenbasis, lie in the MAS.
AB are 1-LOCC distinguishable using only projective measurements on H A and H B , if and only if T ⊥ contains a MAS.
Proof. ONLY IF: Let ρ (i)
AB 's be 1-LOCC distinguishable using only projective measurements on H A and H B . Thus Alice can initiate protocol by an OP rank-one projective measurement {| k k |} 
is a MAS in T ⊥ . IF: Assume that T ⊥ contains a MAS of S. This MAS contains all matrices which are diagonal in MAS's common eigen-
, which is a rank-one projective measurement. Then theorem (IF part) 2 implies that ρ (i) AB 's are 1-LOCC distinguishable by projective measurements.
The significance of corollary 2.1 is that for certain values of dimT ⊥ , it is easy to check if T ⊥ contains a MAS or not, which immediately indicates the existence or nonexistence of a 1-LOCC protocol (using only rank-one projective measurements).
Non-existence of a MAS in T ⊥ does not rule out the existence of a non-projective extremal rank-one POVM {|l
, then there exists a 1-LOCC distinguishability protocol which commences with an OP non-projective extremal rank-one 
Consider the case when n = d and the states are pure: ρ
The cardinality of I now is
. One can generally expect {H i , A i } i∈I to be a LI set, which implies that dimT = d(d − 1) and dimT ⊥ = d for almost all sets of d orthogonal states in H A ⊗ H B . This is indeed true; proof for this was essentiallygiven by Cohen in [4] , where he showed that almost all sets of n ≥ d + 1 orthogonal multipartite qudit states in d ⊗N systems (N ≥ 2) are locally indistinguishable, but for the sake of completeness I give a rigorous proof for this case in the supplemental material [7] . Thus corollary 2.3 gives the necessary and sufficient condition for the 1-LOCC distinguishability of almost all sets of d orthogonal pure states from H A ⊗ H B . Next, consider an example of this.
Example 1. Define the following states in C 4 ⊗ C 4 :
where (W nm ) kj ≡ e iπjn 2 2 δ j⊕4m,k , ∀ j, k = 0, 1, 2, 3. Note that any two W nm matrices are pairwise orthogonal. For 1-LOCC of the states {| ψ 00 AB , | ψ 01 AB , | ψ 10 AB , | ψ 33 AB }, T is spanned by the hermitian matrices: . Hence dimT = 12. Thus dimT ⊥ = 4, where T ⊥ is spanned by the hermitian matrices 1 4 , W 22 , W 02 , and W 20 . Note that all these matrices commute with each other. Thus T ⊥ is a MAS. The common eigenbasis, which diagonalizes any matrix in T ⊥ is
It's then seen that Alice can initiate a 1-LOCC protocol to distinguish the given set of states by performing rank-one projective measurement in the ONB
, it is difficult to establish the same, but one can give partial results.
be an ONB for T ⊥ . Let C be the real vector space, spanned by matrices in {i[
is an ONB for this MAS. Then number of non-
2 , implying that dimC can be at most M in td +
Then if dimC > td + t(t−3)
2 , T ⊥ contains no MAS.
For dimT ⊥ = d + 1, I give necessary and sufficient conditions for T ⊥ to contain a MAS. Let
be an ONB for G. Theorem 3 allows us to assume that
Theorem 4. When dimT ⊥ = d + 1, T ⊥ contains a MAS if and only if Ω j is rank 2 for all j = 1, 2, · · · , dimG and ∩ dimG j=1 Supp(Ω j ) is one dimensional.
Proof. IF Assume that Ω j is rank 2, ∀ 1 ≤ j ≤ dimG, and ∩ dimG j=1 Supp(Ω j ) is one dimensional, spanned by the real (d + 1)-tuple e d+1 ≡ (e 1 d+1 , e 2 d+1 , · · · , e d+1 d+1 )
T . Since Ω j is anti-symmetric and real, and since it is rank 2, there exists a real (d + 1)-tuple e j ≡ (e 1j , e 2j , · · · , e d+1 j )
T . Since Ω j is invariant for any arbitrary value of inner product e j T . e d+1 , choose e j to be orthogonal to e d+1 . Then, for Ω j to be orthogonal to Ω j ′ , it is required that e j T . e j ′ = 0.
T , where g j ≡ dimG k=1 α kj e k . Hence Γ j are also rank 2 matrices. Complete the ONB { e 1 , e 2 , · · · , e dimG e dimG+1 , · · · , e d+1 }. One can normalize Ω j so that { e j } d+1 j=1 is an ONB for C d+1 . Arrange e j T as rows of a d
where
is an ONB for C, equation (8) Next, I give an example of theorem (4).
G is spanned by 
Ω 1 and Ω 2 are rank 2 and Supp(Ω 1 ) ∩ Supp(Ω 2 ) is spanned by (0, 0, 0, 0, 1)
, that the 4 × 4 upper diagonal block of Γ j 's are zero implies that {T i } 4 i=1 span a MAS in T ⊥ . Upon computing the common eigenbasis of this MAS, we obtained the ONB:
. Then the states can be distinguish when Alice starts by measuring in this ONB.
Remarks and Summary: Early in the paper, I made two assumptions to simplify notation. Results derived under these assumptions actually hold for the more general scenarios: when either Alice or Bob can start the 1-LOCC protocol and when dimH A and dimH B are unequal. A broad summary of results in this paper can then be given as follows: for the i-th party of the d A ⊗ d B dimensional bipartite system, the set of all sets of orthogonal bipartite states can be partitioned into different classes, based on value of dimT
⊥ of each set of orthogonal bipartite states. In one sweep, results about existence of 1-LOCC distinguishability protocols, which the i-th party can initiate, can be made about all sets of orthogonal bipartite states, which lie in certain classes. To add a final comment on the usefulness of this framework: note that in [4], Cohen used the same structure to show that almost all sets of ≥ d + 1 orthogonal N -qudit multipartite states (in (C) ⊗N ) are not distinguishable by LOCC. Hence, I argue that a deeper study of this structure will be a rewarding experience for studying problems of distinguishability of orthogonal states by LOCC.
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Supplemental Material

I. EXTREMALITY OF POVMS
Consider two POVMs with elements {M to be an ordered (m 1 + m 2 )-tuple of observables acting on H A , such that the k-th component of E (1) , i.e., E . Define E (2) similarly for the second POVM. Choosing some two outcome probability (p, 1−p), (where 0 ≤ p leq1), one can obtain a new POVM by point wise addition of components of E
(1) and E (2) , i.e., the set {pE
contains all elements of a POVM which is obtained from the convex sum of the original POVMs. In this way, the set of all POVMs is a convex set. An extremal POVM in this set is one which cannot be written as a convex sum (in the aforementioned fashion) of two or more distinct POVMs.
It is also not necessary for a rank-one POVM to be an extremal rank-one POVM. For example, for d = 2, consider the following POVM elements: { | 1 ; then the set {|ṽ 1 ṽ 1 |, |ṽ 2 ṽ 2 |, |ṽ 3 ṽ 3 |} is an extremal but non-projective POVM. That said all rank-one projective measurements are extremal. A necessary and sufficient condition for extremality of POVMs in terms of the Kraus operators of said measurement was first given by Choi [S10] ; it can be easily checked that the aforementioned POVM whose elements were {|ṽ i ṽ i |}
II. AN ALTERNATIVE PROOF TO WALGATE
ET AL'S RESULT [S2] Walgate et al's result [S2] states that any two multipartite orthogonal pure states are always locally distinguishable. Their paper shows that the result for the multipartite case follows straightforwardly from the result for the bipartite case. Their proof for the bipartite case is constructive, i.e., they show that for any two orthogonal bipartite states there exists a 1-LOCC protocol which Alice and Bob can perform to distinguish the two states. That said their protocol is complicated by the fact that the starting party (assumed here to always be Alice) has to perform SWAPPING operations onto a bigger subsystem.
This result by Walgate corresponds to the case where n = 2, i.e., all sets of two orthogonal bipartites states come within the classes corresponding to dimT ⊥ ≥ d 2 − 2. Here I show that when dimT ⊥ ≥ d 2 − 2, T ⊥ always contains a MAS, implying the Alice can initiate the 1-LOCC protocol by performing an OP rank-one projective measurement. Such a protocol is devoid of requiring any SWAPPING operations onto a bigger system.
cosθ − hsinθ I want to solve for θ in the equation:
2 cosθ − hsinθ = 0. When θ = 0, the LHS is −d and when θ = π, the LHS is 1. Since the LHS is a continuous function of θ, there must be some θ ∈ (0, π) for which the LHS is zero. Choose θ to be this value. Then H ′′′ and A ′′ are matrices whose d + 1-th diagonal elements are both zero. Using P (d) on the d×d upper diagonal blocks of H ′′′ and A ′′ , H ′′′ and A ′′ can be rotated to obtain corresponding matrices whose diagonals are zero and which span the correspondingly rotated T . Then the correspondingly
is continuous. This implies that R is continuous. It is easy to see that R is onto but not one-to-one.
For any set of n orthonormal states {| ψ i AB } n i=1 , one can obtain the d(d − 1) matrices {H i , A i } i∈I . Vectorize each of these matrices and arrange them as rows of a n(n − 1) 
Hence it is easy to see that as G −→ G + ǫn. λ, the W i matrices transform as W i −→ W i +ǫW i (n) is the first order change in ǫ, ǫ 2 W
i (n) is the second order change in ǫ and so on. Since equation (S1) gives the Taylor series expansion of e −i( α+ǫn). λ about ǫ = 0,
Taylor series expansion of about ǫ = 0. In fact the radius of convergence for the latter is determined by the former, and since the expression in (S1) converges for all ǫ ∈ R for the former, it does so too for the latter. Now D({| ψ i AB } n i=1 ) ≡ Det(M M † ) is a polynomial of the matrix elements of W i . So when W i goes
