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ABSTRACT
We present a q-analogue of Nahm’s formalism for the BPS monopole, which
gives self-dual gauge fields with a deformation parameter q. The theory of the
basic hypergeometric series is used in our formalism. In the limit q → 1 the
gauge fields approach the BPS monopole and Nahm’s result is reproduced.
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Instantons and monopoles are classical solutions in Yang-Mills and Yang-
Mills-Higgs gauge theories, respectively. A remarkable fact is that both of
them are characterized by the self-duality. These solitonic objects localized
in R4 or R3, respectively, were extensively discussed in the latter half of the
1970’s both from the physical and mathematical points of view. A method
of constructing the instanton solutions was summarized as the ADHM for-
malism [1, 2]. The formalism was successfully applied by Nahm [3] to the
BPS monopole [4, 5], which could be interpreted as a limiting case when the
instanton number approaches infinity. Furthermore, Nahm extended his for-
malism to general monopole configurations [6], where famous Nahm’s equa-
tions played a central role [7]. There are some activities to solve Nahm’s
equations in recent literature [8, 9, 10, 11, 12, 13, 14]. In this paper, we
point out that there is another possibility in application of the ADHM and
Nahm’s (ADHMN) formalism to self-dual gauge fields.
In integrable field theories and solvable lattice models, some systems pre-
serve their solvability under certain deformations with continuous param-
eters. One of them is the q-KZ equation, a q-analogue of the Knizhnik-
Zamolodchikov equation [15] in conformal field theory, derived by Frenkel
and Reshetikhin [16]. Although the differential operators in the KZ equa-
tion are replaced by the q-difference operators, the system still remains to
be integrable. This suggests that we can introduce, in certain systems, a
discrete space instead of continuous one without loss of some properties of
original systems. Inspired by the idea, we construct, in the following, a q-
analogue of the ADHMN formalism for SU(2) gauge fields which preserves
the self-duality, where q is a continuous deformation parameter. We show
that our formalism gives a self-dual configuration which approaches the BPS
monopole if we take the limit q → 1.
Before doing our analysis, we give a brief review of the ADHMN formalism
[1, 2, 3, 7]. For SU(2) gauge group, the instanton associated with the 2nd
Chern class of degree k is given by the vector v in a k + 1 dimensional
quaternionic vector space. For the monopole configurations, where the Higgs
field can be considered the A0 component of gauge fields, Nahm introduced
the complex Hilbert space L2[−1
2
, 1
2
] tensored with quaternion H instead of
the finite dimensional vector space. The ADHMN formalism says that the
gauge potentials Aµ which make the self-dual field strengths can be given by
Aµ =< v, i∂µv >, (1)
where the symbol < , > denotes an inner product over the vector spaces men-
tioned above. The vector v is to be determined through the linear operator
∆ restricted to the conditions that ∆∗∆ is quaternionic real and invertible,
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where ∆∗ is an adjoint of ∆. Here the adjoint is in accordance with the inner
product in (1). The conditions on v are:
∆∗v = 0, (2)
and
< v, v >= 1, (3)
which ensures the hermiticity and the covariance under gauge transformation
of Aµ. In ref.[3] Nahm chose the operator
3 ∆∗ = i∂z+x
† acting on the L2⊗H
to obtain the BPS monopole configuration.
Now we shall consider the self-dual configuration associated with another
class of infinite dimensional vector space, i.e., a vector space l2(Iq) tensored
withH . The l2(Iq) is defined on the discrete points Iq := {±
1
2
,±1
2
q,±1
2
q2, · · ·},
q being a real parameter of 0 < q < 1. We see that there exists an accumu-
lation point at zero. We describe the elements of l2 ⊗ H as v = f(xµ, z; q)
where z parametrizes Iq.
First of all, we have to define the linear operator ∆ and ∆∗ acting on
l2⊗H subject to the conditions which ensure self-dual configurations. As we
will see, the following definition to the inner product over the l2 space gives
the appropriate result. We define the adjoint vector v∗ of v = f(xµ, z; q):
v∗ = [f(xµ, z; q)]
∗ = f †(q−1xµ, qz; q
−1). (4)
Note that we easily see (v∗)∗ = v. Using this adjoint vector, we define our
inner product:
< w, v >=
∫ 1/2
−1/2
w∗v dqz :=
∫ 1/2
0
w∗v dqz −
∫ −1/2
0
w∗v dqz, (5)
where the integral is so called “Thomae-Jackson integral” defined as
∫ a
0
f(z) dqz = a(1− q)
∞∑
n=0
f(aqn)qn, (6)
so that (5) is in fact the infinite summation over the discrete points of Iq.
Hereafter we call this “integral” q-integral, for simplicity. We now introduce
the q-derivative operation:
Dqf(z) :=
f(z)− f(qz)
(1− q)z
. (7)
3 Throughout the paper, we use the conventions: † denotes hermitian conjugation,
τµ = (1, iσ1, iσ2, iσ3) and xµ = (x0, x1, x2, x3) are quaternion elements and spacetime
coordinates, respectively, and x :=
∑
3
µ=0 xµτµ and r := (x
2
1
+ x2
2
+ x2
3
)1/2.
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We can observe that our inner product makes the q-derivative operator iDq
self-adjoint up to boundary terms, that is:
< iDqw, v >=< w, iDqv >, (8)
provided that the vectors v and w are of the form v(xz, x†z; q) and w(xz, x†z; q).
If we define the linear operator ∆∗ which restricts the vector v in (2) as
∆∗ = iDq + x
†, (9)
then we have ∆ = iDq+x due to the self-adjointness of iDq and the product
∆∗∆ is quaternionic real, that is,
∆∗∆ = −D2q + 2ix0Dq + |x|
2
= (iDq + ρ+)(iDq + ρ−), (10)
where |x|2 :=
∑3
µ=0 x
2
µ and ρ± := x0 ± ir. Thus if the invertible condition is
fulfilled, we can obtain a self-dual gauge configuration through the vector v in
l2⊗H determined by (2) and (3). We postpone the proof of the invertibility
at the end of the paper.
Since the definition to inner products, in the ordinary ADHMN formal-
ism, are based on the hermitian conjugation, we have the hermiticity and the
gauge covariance of Aµ through (3). Although our q-analogue of the formal-
ism preserves the self-duality, we have A∗µ = Aµ instead of the hermiticity.
Further, we can also observe the covariance under “deformed gauge transfor-
mation”, which is realized by multiplying v by a matrix g(xµ; q) on the right.
Under this action, the gauge potential transforms as:
Aµ =< v, i∂µv >→< vg, i∂µvg >= g
∗Aµg + g
∗i∂µg, (11)
thus the Yang-Mills action is invariant if g is subject to g∗ = g−1.
Next, we solve (2) and (3) to find the explicit form of v. For this purpose,
we make use of the theory of basic hypergeometric series [17]. The key
formula is the q-binomial theorem:
∞∑
n=0
(a; q)n
(q; q)n
zn =
(az; q)∞
(z; q)∞
, (12)
where (a; q)n is the q-shifted factorial:
(a; q)n =
{
(1− a)(1− aq)(1− aq2) · · · (1− aqn−1) for n ≥ 1,
1 for n = 0,
(13)
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and we also define
(a; q)∞ =
∞∏
m=0
(1− aqm). (14)
We introduce a q-analogue of the ordinary exponential function ez defined as
eq(z) =
∞∑
n=0
zn
(q; q)n
=
1
(z; q)∞
, (15)
where the second equality is a consequence of (12). From the infinite series
expression in (15), we easily obtain the formula:
Dqeq(α(1− q)z) = αeq(α(1− q)z), (16)
where α is an arbitrary constant matrix. Thus we find the functional form
of v as:
v = eq(ix
†(1− q)z)N(xµ; q), (17)
N(xµ; q) being a “normalization function” to be determined by the condition
(3). Since both eq and N are quaternion-valued functions, we have to take
care the order of them, in general.
We now fix the functional form of N . First we observe that the l2 norm
of eq(ix
†(1− q)z) is :
< eq(ix
†(1− q)z), eq(ix
†(1− q)z) >= Λ+(x0, r; q)1 + Λ−(x0, r; q)xˆ, (18)
where xˆ :=
∑3
j=1 xjσj/r and the functions Λ± are
Λ±(x0, r; q) =
1− q
2
{
∞∑
n=0
( ρ+
ρ−
; q)2n
(q; q)2n+1
(
i
(1− q)ρ−
2
)2n
± (ρ+ ↔ ρ−)
}
, (19)
which are no longer quaternion valued. Note that xˆ is an hermitian matrix
depending only on the angles θ and φ of the spherical coordinate system in
R3. The outline of the derivation of (18) and (19) is as follows. The adjoint
of eq is:
[eq(ix
†(1− q)z)]∗ = Eq(−ix(1 − q)z), (20)
where Eq(z) is another q-analogue of the exponential function [17] defined as
Eq(z) =
∞∑
n=0
qn(n−1)/2
(q; q)n
zn = (−z; q)∞. (21)
We can prove (20) by the fact:
(q; q)n = (q
−1; q−1)n(−q)
nqn(n−1)/2. (22)
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The second equality in (21) is a consequence of (12), too. Thus if we directly
apply the q-binomial theorem (12) to the product Eq(−ix(1− q)z)eq(ix
†(1−
q)z), we obtain the following formula after straightforward calculation:
Eq(−ix(1 − q)z)eq(ix
†(1− q)z) = λ+(x0, r; z; q)1 + λ−(x0, r; z; q)xˆ (23)
where
λ±(x0, r; z; q) =
1
2
{
∞∑
n=0
( ρ+
ρ−
; q)n
(q; q)n
(iρ−(1− q)z)
n ±
∞∑
n=0
(ρ−
ρ+
; q)n
(q; q)n
(iρ+(1− q)z)
n
}
.
(24)
Here we used the following fact:
xm =
1
2
(ρm+ + ρ
m
− )1 +
1
2
(ρm+ − ρ
m
− )xˆ, (25)
x†m =
1
2
(ρm+ + ρ
m
− )1−
1
2
(ρm+ − ρ
m
− )xˆ, (26)
for positive integer m. Performing the q-integration,
∫ 1/2
−1/2
zndqz =
{
0 for odd n,
1−q
1−qn+1
1
2n
for even n,
(27)
for positive integer n, we thus obtain the result (18) and (19). Next, we
consider the normalization condition (3), which now turns out to be:
N(xµ; q)
∗(Λ+1 + Λ−xˆ)N(xµ; q) = 1. (28)
We can easily see that the inverse square root matrix (Λ+1+Λ−xˆ)
−1/2 works
well for N due to the fact Λ∗± = Λ±, and which gives the result:
N(xµ; q) =
1
2
{(Λ+ + Λ−)
− 1
2 + (Λ+ − Λ−)
− 1
2}1
+1
2
{(Λ+ + Λ−)
− 1
2 − (Λ+ − Λ−)
− 1
2}xˆ , (29)
and we have N∗ = N , trivially. Our derivation therefore fixes the functional
form of v up to the “gauge transformation” mentioned earlier.
We consider the limit q → 1, which has to agree with Nahm’s result for
the BPS monopole, because the limit gives the q-derivative operator (7) the
ordinary differential one. In the limit we have
λ±(x0, r; z; q)→
1
2
{
∞∑
n=0
(1− ρ+
ρ−
)n
n!
(iρ−z)
n ±
∞∑
n=0
(1− ρ−
ρ+
)n
n!
(iρ+z)
n
}
(30)
then we find
Eq(−ix(1 − q)z)eq(ix
†(1− q)z)→ cosh(2rz) + xˆ sinh(2rz) (31)
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which is x0-independnt and leads to
N−2 =
sinh r
r
. (32)
Thus we can reproduce the BPS monopole as a limiting case of the deforma-
tion parameter q.
Finally, we show that ∆∗∆ is invertible, which guarantees the self-duality
of the gauge field configuration constructed from v of (17) and (29). It is
sufficient to find a function F (xµ; z, z
′; q) such that
∆∗∆F (xµ; z, z
′; q) = δq(z, z
′), (33)
where the right hand side is a function which takes a non-zero value only
at z = z′. Since we are dealing with discrete space, the function δq(z, z
′)
should be proportional to Kronecker’s delta δz,z′. Further, when we consider
the limit q → 1, it should become the ordinary δ-function in accordance with
Nahm’s result. We introduce a sign or step function defined by:
ǫ(z − z′) =
{
+1 if z ≥ z′
−1 if z < z′
for 0 < z′, and
{
+1 if z > z′
−1 if z ≤ z′
for z′ < 0.
(34)
We can easily find that the q-derivative of the ǫ(z − z′) with respect to z
gives Kronecker’s delta, i.e.,
Dqǫ(z − z
′) =
2
(1− q)|z′|
δz,z′. (35)
We make use of the right hand side as the function 2δq(z, z
′) in (33). Then
we obtain the solution to (33):
F (xµ; z, z
′; q) = 1
4r
ǫ(z − z′){Eq(−iρ+(1− q)qz
′)eq(iρ+(1− q)z)
−Eq(−iρ−(1− q)qz
′)eq(iρ−(1− q)z)}+ F0(xµ; z, z
′; q), (36)
where F0(xµ; z, z
′; q) is a kernel of ∆∗∆ to be determined by boundary con-
ditions, which we do not need to fix here. We thus have proven the invertible
condition. Note that if we take the limit q → 1, the function F becomes,
F →
1
4r
ǫ(z − z′)
(
eiρ+(z−z
′) − eiρ−(z−z
′)
)
= −
1
2r
eix0(z−z
′) sinh r|z − z′|, (37)
where we have omitted the term including F0; this is exactly Nahm’s result.
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In conclusion, we have constructed a q-analogue of the ADHMN formal-
ism and obtained the vector v from which a self-dual field strength can be
made. At present, our understanding about the physical aspects of our gauge
field configuration is insufficient. Some remaining questions are in order.
First, the gauge field configuration will have a finite radius of convergence,
because the inner product (18) is normalizable for |x| < 2/(1 − q). We can
see this through another expression of Λ±, that is,
Λ±(x0, r; q) =
1
2
2φ1
[
(ρ+
|x|
)2, (ρ+
|x|
)2q
q3
; q2,−
(1− q)2
4
ρ2−
]
± (ρ+ ↔ ρ−)
(38)
where
2φ1
[
a, b
c
; q, u
]
=
∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
un, (39)
is Heine’s q-analogue of Gauss’ hypergeometric series [17], which is known
to be absolutely convergent for |u| < 1 provided that 0 < q < 1. However,
since the analytic continuation formula of (39) to |u| > 1 is known, we have
a possibility to define the gauge field configuration outside the convergence
region, similarly. Second, the definition to the characteristic class of our
configuration is not clear if the convergence radius is finite. Analogous to
general monopole configurations, of which the associated vector space is L2,
our configuration seems to have infinite instanton number because of the fact
that the vector space l2 is infinite dimensional. Thirdly, we have observed
that the gauge potential transforms covariantly under the action of a matrix
g subject to g∗ = g−1, which becomes SU(2) element when q → 1. What is
this “deformed” transformation in our formalism?
We shall discuss these aspects of the gauge fields in a forthcoming paper.
References
[1] M. F. Atiyah, N. J. Hitchin, V. G. Drinfeld and Yu. I. Manin, Phys.
Lett. A65 (1978) 185.
[2] See, for a review, E. Corrigan, in: Non-perturbative aspects in quantum
field theory, eds. E. Bre´zin and J. L. Gervais, Phys. Rep. 49 (1979) p.
95.
[3] W. Nahm, Phys. Lett. B90 (1980) 413.
[4] E. B. Bogomolnyi, Sov. J. Nucl. Phys. 24 (1976) 449.
8
[5] M. K. Prasad and C. M. Sommerfield, Phys. Rev. Lett. 35 (1975) 760.
[6] W. Nahm, The construction of all self-dual multimonopoles by the
ADHM method, in: Monopoles in Quantum Field Theory, Proceed-
ings of the M onopole Meeting, Trieste Italy, December 1982, eds. N. S.
Craigie, P. Goddarg and W. Nahm, World Scientific p. 87.
[7] N. J. Hitchin, Commun. Math. Phys. 89 (1983) 145.
[8] H. Merabet, Phys. Lett. B417(1998)119.
[9] T. Brzezin´ski and H. Merabet, Czech. J. Phys. 47 (1997) 1101.
[10] N. J. Hitchin, N. S. Manton and M. K. Murray, Nonlinearity 8 (1995)
661.
[11] D-E. Diaconescu, Nucl. Phys. B 503 (1997) 220.
[12] C. J. Houghton and P. M. Sutcliffe, J. Math. Phys. 38 (1997) 5576.
[13] C. J. Houghton and P. M. Sutcliffe, Commun. Math. Phys. 180 (1996)
343.
[14] C. J. Houghton and P. M. Sutcliffe, Nonlinearlity 9 (1996) 385.
[15] V.G. Knizhnik and A.B. Zamolodchikov, Nucl. Phys. B247 (1984) 83.
[16] I.B. Frenkel and N.Yu. Reshetikhin, Commun. Math. Phys. 146 (1992)
1.
[17] G. Gasper and M. Rahman, Basic Hypergeometric Series, (Cambridge
Univ. Press, Cambridge 1990).
9
