Abstract. This paper presents application of the Weather Research and Forecasting (WRF) model to limited-area modeling of atmospheric processes over the subtropical southeastern Pacific, with the emphasis on the stratocumulustopped boundary layer. The simulations cover a domain from the VAMOS (Variability of the American Monsoon Systems) Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS-REx) field project conducted in the subtropical south-eastern Pacific in October and November 2008. We focus on a day where the UK's BAe-146 research aircraft encountered Pockets of Open Cells (POCs) at the very western edge of its flight track, rather than on the entire campaign as investigated in previous limited-area modeling studies. Model results are compared to aircraft observations with the main conclusion that the simulated stratocumulus-topped boundary layer is significantly too shallow. This appears to be a combination of an already too shallow boundary layer in the dataset used to provide initial and lateral boundary conditions, and the inability of the WRF model to increase the boundary-layer height. Several sensitivity simulations, applying different subgrid-scale parameterizations available in the model, a larger computational domain and longer simulations, as well as a different dataset providing initial and lateral boundary conditions were all tried to improve the simulation. These changes appeared to have a rather small effect on the results.
Introduction
Numerical models are the only tools that can be used to objectively predict evolution of the state of the atmosphere. However, due to limited spatial and temporal resolutions, these models require parametrizations of unresolved processes. As a result, the model solutions depend not only on the initial and boundary conditions as well as on spatial and temporal resolutions, but also on specific parametrizations applied in the simulations. This especially applies to limitedarea modeling because of the disparity between model horizontal gridlength (typically ∼10 km) and gridlengths required to resolve boundary-layer processes, turbulent transports in particular.
The VAMOS (Variability of the American Monsoon Systems) Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS-REx) field project conducted in the subtropical south-eastern Pacific in October and November 2008 (Wood et al., 2011b) provided copious data for model evaluation and validation. The atmospheric conditions in this region are determined by the large-scale free-tropospheric
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subsidence and low sea surface temperature (SST). Similarly to the subtropical region off the California coast, such conditions lead to a cold well-mixed boundary layer topped by a persistent stratocumulus deck (Rahn and Garreaud, 2010; Toniazzo et al., 2011) . Due to a large area of coverage and persistence of stratocumulus clouds, this region significantly affects planetary albedo. It follows that accurate predictions of macrospcopic (e.g., cloud fraction) as well as microscopic (e.g., cloud droplet size) properties of these clouds are important not only from the weather prediction point of view, but also from the climate perspective. Such concerns provided the primary motivation for the VOCALS-REx field experiment.
Stratocumulus decks off the California coast and over the southeastern Pacific often show dramatic changes in the boundary layer cloudiness, from almost solid cloud cover associated with the so-called closed cells to partially-cloudy regions of open cells embedded within the closed-cell expanse. The open-cell structures are called Pockets of Open Cells (POCs) or rifts (Sharon et al., 2006) . Their origin is not fully understood, but significant differences in aerosol and cloud microphysical properties between POCs and the surrounding clouds are typically observed Petters et al., 2006; Sharon et al., 2006; Wood et al., 2008 Wood et al., , 2011a . VanZanten and Stevens (2005) , Sharon et al. (2006) , and Wood et al. (2011a) found that POCs are characterized by enhanced drizzle, although drizzle itself seem insufficient for transition from closed-to open-cell circulations Wood et al. (2011a) .
Specific reasons for transitions from closed-to open-cell structure are difficult to determine from observations, and as a result large-eddy simulation (LES) numerical models are often used to investigate the transition (e.g., Savic-Jovcic and Stevens, 2008; Wang and Feingold, 2009a,b; Wang et al., 2010) . Model simulations indicate that drizzle can trigger POC formations and subsequently accelerate this process by aerosol depletion, thus pointing to the importance of cloudaerosol interactions. A recent study by Abel et al. (2010) shows that a model with a relatively low spatial resolution (horizontal gridlength of 17 km) is able to create cloud-free region within the solid stratocumulus deck, although its relevance to POCs is rather questionable (as noted by Abel et al. (2010) in the last paragraph of Sect. 3.6). Simulations discussed in this paper seem to produce similar structures (see Sect. 4.2) . It is unclear whether the mechanisms in the numerical model are the same as in nature, but the presence of cloud-free regions in the low-resolution model indicates that processes other than cloud-aerosol interactions (such as mesoscale waves, for instance) may also be important for transition from closed-to open-cell circulations.
LES models are typically run with gridlengths of a few tens of meters in order to resolve boundary-layer eddies and the stratocumulus cloud that is often only a couple of hundred meters thick. Often even higher vertical resolution is used to better represent the sharp temperature and moisture inversion near the top of the boundary layer and entrainment/mixing processes across the inversion. However, the high spatial resolution implies that only a relatively small area (up to a few hundred km 2 ) can be modeled using LES approach. Moreover, the effects of variable (in space and time) large-scale conditions are difficult to impose, and the interactions between small-scale (boundary-layer) processes and the largerscale dynamics (e.g., mesoscale free-tropospheric waves) cannot be considered. Arguably, such interactions can impose significant forcing on the boundary layer, and on the stratocumulus cloud in particular.
This paper presents an application of the off-the-shelf version of the Weather Research and Forecasting (WRF) model (Skamarock et al., 2008) to the 13 November VOCALS-REx case. The WRF model was run in the limited-area mode with the horizontal gridlength of several kilometers and covering a significant fraction of the subtropical southeastern Pacific (SEP). Model results (the lower tropospheric structure in particular) are compared to the observations taken by the BAe-146 UK research aircraft. Sensitivity of model solutions to the number of vertical levels, to the boundary layer and microphysics parameterizations, to the horizontal resolution, and to the model initialization time (to reach the selected model verification period) is also explored. The model does simulate the formation of cloud-free regions in the stratocumulus deck and details of the transition from a cloudy to cloud-free boundary layer are investigated.
The next section discusses the numerical model setup, as well as initial and boundary conditions. The WRF model solutions with different parameterizations are compared to the aircraft observations in Sect. 3. Section 4 discusses simulated mechanisms behind the formation of cloud-free regions. A brief discussion and conclusions are presented in Sect. 5.
Numerical model
The off-the-shelf version 3.0 of the WRF model (Skamarock et al., 2008) was used to simulate evolution of the stratocumulus clouds over SEP region applying two nested domains. Global Forecast System (GFS) analyses (1 degree horizontal resolution) were used to prescribe initial and boundary conditions for WRF simulations. Motivated by the problems discussed later in the paper, we also used ERA-Interim (ECMWF Reanalysis Interim product, see http: //www.ecmwf.int/research/era/do/get/era-interim) data. The results did not improve significantly, however, and we believe that problems documented in this paper are genuine. SST was interpolated in space and time from 6-hourly GFS values. The WRF model was initialized at 00:00 UTC on 12 November, 00:00 UTC on 10 November, and 00:00 UTC on 5 November, and it was run for 42/90/234 h. Model output was saved every 15 min starting from 06:00 on 13 Novem- To investigate how the model responds to the change of the vertical resolution and the number of vertical levels, two additional simulations were performed, one using 81 levels (eta levels from 0 to 1 by 0.0125) and the second one using 121 levels (eta levels from 0 to 1 by 0.00833). Applying 81/121 levels results in the height of the first level above the surface of 51/34 m, and the vertical gridlength of 120/81 m near the observed cloud top.
Because of the relatively coarse model resolution, especially from the point of view of boundary-layer processes, subgrid-scale parameterizations are likely to play an important role in the simulations. The suite of subgrid-scale parameterizations involve the formulation of surface fluxes, convective transports within the boundary layer as well as cloud microphysics associated with the stratocumulus cloud. In addition, a land-surface model is applied because the computational domain includes a small fraction of the South American continent (see Fig. 1 ). The following parametrizations were used in the simulations:
a. The ACM2 (Asymmetric Convective Model, version 2) scheme uses local closure in stable and combined local and non-local closures in unstable conditions (Pleim, 2007) .
b. The YSU (Yonsei University) scheme uses a counter-gradient approach to represent transports due to unresolved boundary-layer eddies and an explicit treatment of entrainment processes at the top of the PBL (Hong et al., 2006) .
c. The MYJ (Mellor-Yamada-Janjiic) scheme calculates eddy diffusion coefficients from the prognostic TKE equation. This scheme scheme uses Mellor-Yamada Level 2.5 turbulence (local) closure model (Janic, 1990 (Janic, , 1996 (Janic, , 2002 ).
-Land surface models:
a. NOAH Land Surface Model is a 4 layer soil temperature and soil moisture model with predictive canopy moisture and snow cover (Chen and Dudhia, 2001 ).
b. Thermal diffusion scheme predicts temperature for 5 soil levels. Soil moisture is specified based on the land use and season (Skamarock et al., 2008 ).
-Surface layer models:
a. Monin-Obukhov (MO) scheme uses MO similarity theory to derive profiles of the wind and temperature in the surface layer (Paulson, 1970; Dyer and Hicks, 1970; Webb, 1970; Beljaars, 1994; Zhang and Anthes, 1982) .
variability within the observed system. b. ETA-model implementation of the MO scheme adds representation of the viscous sub-layer (Janic, 1994 (Janic, , 1996 (Janic, , 2002 .
c. Pleim-Xiu scheme is based on similarity theory. A quasi-laminar sublayer is introduced to account for the difference between momentum and scalar fluxes. The MO stability parameter z/L for stable and unstable conditions is derived from the bulk Richardson number. A correction function for very stable conditions is modified to avoid decoupling from the surface. The correction is a function of z/L (the bulk Richardson number) for stable (unstable) conditions (Pleim, 2006) .
-Microphysics models:
a. The Kessler war-rain bulk microphysics (Kessler, 1969) .
b. The Thompson microphysics predicts mixing ratios of the cloud water, rain, cloud ice, snow, and graupel; and cloud ice number concentration. The scheme uses generalized gamma distribution for each hydrometeor species. The cloud droplet number concentration is assumed 300 cm −3 (Thompson et al., 2004) . c. The Morrison 2-moment bulk microphysics scheme predicts the number concentrations and the mixing ratios of the cloud ice, rain, snow, groupel (or hail) and mixing ratio of cloud droplets; a gamma distribution is used to describe shape of the hydrometeors distribution. Cloud droplet number concentration is assumed 300 cm −3 (Morrison et al., 2009 ).
-Radiation transfer models:
a. Longwave radiation: The RRTM (Rapid Radiative Transfer Model) is a spectral band scheme using the correlated k method. This scheme calculates fluxes and cooling rates for the longwave spectral region (10-3000 cm −1 ). It takes into account water vapor, cloud water, carbon dioxide, ozone, methane, nitrous oxide, and common halocarbons (Mlawer et al., 1997) . b. Shortwave radiation: The Goddard scheme divides the solar spectrum into 8 bands in the UV and visible range. The scheme accounts for the scattering by the atmospheric gases, clouds and aerosols, and for the absorption by the ozone, water vapor, oxygen and carbon dioxide (Chou and Suarez, 1994) . Table 1 provides specific details concerning parametrizations used in specific simulations.
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VOCALS-REx aircraft observations
Observations used for model evaluation were taken by the UK's BAe-146 research aircraft on 13 November 2008 (flight B420). Figure 1 shows the B420 flight track. Profiles at 5 locations, shown in the figure, were selected for model evaluation. Each of these profiles is obtained through a relatively rapid sampling of the lower troposphere, from above the cloud to near the ocean surface. Each of these profiles is assigned to a spatial location in the closest-in-time model output.
The 1-Hz data collected during the flight are used to obtain profiles of various variables. The potential temperature is derived using the temperature from the Rosemount deiced sensor and the pressure from the aircraft Reduced Vertical Separation Minimum (RVSM) system. The water vapor mixing ratio is derived from the dew point temperature obtained from the TWC (Total Water Content) probe. The cloud water mixing ratio is estimated from the Nevzorov probe, and the air velocity components are obtained from the turbulence probe and GIN (GPS-aided Inertial Navigation) unit. Profiles of these variables are compared to model profiles using the approximate time-and-space location of the model output. In addition, 1-Hz data points are included in selected figures from the gray segments in the right panel of Fig. 1 . These data (from either partial profiles or straight horizontal legs) demonstrate the variability of the atmospheric structure in the vicinity of the main profile locations. The difference between the main profile and additional profiles (or partial profiles) is a measure of the representativeness of the profiles and provides a reference for the difference between the model results and observations. 
Results
Model evaluation and sensitivity
Figures 2 to 6 show profiles derived from observed variables (temperature, moisture and wind) for locations 1 to 5, respectively, and model results for time/space locations approximately corresponding to the profiles. Figure 2 shows model results with different vertical grids (i.e., increasing the number of model levels). Results from simulations applying 81 levels and different parameterizations of boundary-layer processes are shown in Fig. 3 and the impact of using different microphysics parameterizations is documented in Fig. 4 . Additional observational data (e.g., partial profiles) as described above are also shown in the figures.
Figures 2 to 4 clearly show that the model typically severely underestimates the depth of the boundary layer. This is consistent with several previous investigations, such as Wyant et al. (2010) , Abel et al. (2010) , Yang et al. (2011 . The observed top of the approximately well-mixed boundary layer is between 1 and 1.5 km, but the model predicts the depth of between 0.5 and 1 km. Additional data points (gray symbols) show some variability of temperature and moisture profiles, but not the boundary layer depth. Note that the model does produce stratocumulus cloud despite the much shallower boundary layer. This implies that that the modeled boundary layer has to be either colder or more humid than observed, or both. Inspection of the figures suggests that, typically, the boundary layer is too moist (typically by 1-2 g m −3 ; see Figs. 3, 4, and 5), although in some locations it is also slightly colder (1-2 K in Figs. 2, 3, 4). Considering the poor simulation of the boundary layer depth, it is not surprising that the maximum values of the cloud water mixing ratio q c are different in the observations and in the model solutions. There is, however, no consistent trend, and the model maximum of the cloud water mixing ratio is in some locations higher than observed and sometimes it is lower, with some model profiles showing no cloud water. There are also significant differences between observed and modeled horizontal velocity components. In particular, the observed wind profiles show significantly higher shortvertical-wavelength variability below the mixed-layer inversion. Arguably, such fluctuations come from instantaneous probing of small-scale atmospheric circulations within the boundary layer that the model is not able to simulate because of low spatial resolution. The differences between various observed velocity profiles in the proximity of the same location (i.e., the difference between black and gray symbols) is relatively large. This implies a sizeable time and space variability of the horizontal velocity and suggests that velocity differences between model and observations are less significant than in the case of the temperature and moisture profiles.
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Figures 2 to 4 show that none of the combination of parametrizations available in the off-the-shelf WRF model leads to a significant improvement of the boundary height prediction. The model shows the largest sensitivity to the boundary layer parameterizations and those used in the REF simulation (see Table 1 ) give the highest (and thus closest to observations) boundary layer height.
Increasing the horizontal resolution from 9 km (outer domain) to 3 km (inner domain) also has little impact on the solutions, with the effect on the profiles similar to that due to the vertical resolution (not shown). Note that only profiles at locations 4 and 5 could be compared for the nested simulations because other locations were outside of the inner domain.
Simulations with different model initialization times and different domain size (with the results shown on Figs. 5 and 6) suggest that the model can in some cases better predict the boundary layer height, but there is no consistent trend. For instance, for the profile 4, initializing the model on 5 November improves the prediction when compared to the simulation initialized on 10 November, but when the domain size is increased and the profile 5 is considered, the opposite is observed.
The overall conclusion from the comparison between observations and model simulations (highlighted in Figs. 2 to 6) is that the model was unable to simulate the observed depth of the well-mixed stratocumulus-topped subtropical . GFS profiles of the θ and q v for location 2 (upper panels) and location 5 (lower panels) for Nov. 12 for 00h -blue, Nov. 12 for 12h -green, and Nov. 13 for 00h -red. Black lines show profiles measured by the BAe-146. . GFS profiles of the θ and q v for location 2 (upper panels) and location 5 (lower panels) for 12 November for 00:00 UTC -blue, 12 November for 12:00 UTC -green, and 13 November for 00:00 UTC -red. Black lines show profiles measured by the BAe-146. boundary layer off the South American continent. We believe that there are two causes of this problem. Firstly, the input of GFS dataset used to set initial and lateral boundary conditions for WRF simulations already has a deficient representation of the lower tropospheric structure. Secondly, neither of the boundary layer schemes available in the WRF model version we used was capable of rising the inversion height to levels comparable to observations. The problem with the GFS input data is documented in Fig. 7 which shows the comparison between aircraft observations in locations 2 and 5 (shown previously in Figs. 3 and 6, respectively) and the GFS profiles on 12 November (00:00 and 12:00 UTC) and 13 November (00:00 UTC). Clearly, the GFS profiles show a boundary layer that is less than half as deep as aircraft observations suggest. Similar conclusion is reached inspecting the ERA Interim data used in one of the simulations. Although the inversion is better defined and its height is larger than in the GFS data (around 0.5 km for location 2 and around 0.7 km for location 5), it is still significantly lower than in the observations. It is our conjecture that lack of observations over SEP region that can be assimilated into the data assimilation system, in combination with deficiencies of the boundary-layer scheme (perhaps similar to problems with the WRF schemes as discussed below), lead to a significantly shallower boundary layer.
Arguably, the WRF model should be able to increase the depth of the boundary layer from the GFS values used as initial and lateral boundary conditions, especially when the model over the ocean is forced with the SSTs from the GFS analysis as is the case here. Indeed, inspection of the inversion height predicted by the WRF model (not shown) documents that the inversion height increases from the GFS values near the south-eastern inflow boundary of the inner domain (a few hundred meters) to values larger than 1 km at the western edge of the inner domain (beyond reach of the BAe-146 aircraft). The primary reason is the increase of the SST along the south-easterly flow in the inner domain (cf . Fig 1) . However, as illustrated by the comparison between model output and BAe-146 observations, a boundary layer is still too shallow in the simulations. This points to deficiencies in boundary layer parametrizations available in the WRF model. A comparison between the height of the boundary-layer inversion (estimated from the vertical gradient of the lower-tropospheric potential temperature profiles) and the boundary layer depth applied in the boundary layer scheme (one of many variables in WRF output) shows that the latter is significantly smaller than the former. In fact, the boundary layer depth used in the boundary-layer scheme is typically close to the height of the cloud base rather than the cloud top.
Formation of mesoscale cloud-free regions
Despite simulation deficiencies discussed above, an analysis focusing on the evolution of stratocumulus clouds as simulated by the limited-area WRF model was undertaken. The model simulation with 121 levels and parameterizations as in REF was used to investigate simulated development of mesoscale cloud-free regions. We use the liquid water path (LWP), the vertical integral of the cloud water content, as a convenient measure of the total condensate in each model column. Figure 8 shows spatial distribution of the LWP at 09:45, 10:45 and 12:45 UTC (left panels) for a part of the computational domain. Corresponding distributions derived from GOES10 satellite radiances (using the method of Minnis et al. (2011) as described in Wood et al. (2011b) and averaged from GOES10 1-km resolution to model 9-km resolution) are shown in the right-hand panels. In both model simulations and in observations, LWP increases as one moves westward away from the South American continent. However, the model tends to produce higher LWP than observed in the western half of the domain, 300 to 400 g m −2 versus the observed 100 to 200 g m −2 . Perhaps not surprisingly, the spatial variability is different in the observations and in the model, with NW-SE "streets" apparent in the model and finer-scale structures present in the observations. The latter is even more evident in the original GOES10 data, that is, prior to the spatial averaging (not shown). Also, satellite data seem to show a significant decrease of the LWP between 09:45 and 12:45 UTC. This effect is significantly weaker (perhaps absent) in the WRF model results. It is unclear whether the structures produced by the model and those observed have a similar origin. The complexity of the interactions between the simulated processes (especially those resolved and those parameterized) makes process-level understanding of model results a significant challenge. As illustrated by the model results shown in Fig. 8 , the large-scale pattern does not move significantly in space and thus the analysis can be carried out for fixed spatial locations. Three locations were chosen from the computational domain. The first one (P1, see Fig. 8 ) is located at 18.62 • S and 79.66 • W where the cloud-free region first develops. The second location (P2) at 18.62 • S and 82.32 • W is to the west of P1 and the cloud-free region there develops later than for P1. The third location (P3) is to the north-west of P1, 15.82S and 82.32 • W. At P3, the cloud-free region does not develop within the analysed time period. These locations are marked in Fig. 8 . Figure 9 shows the evolution (between 02:00 and 18:00 UTC) of parameters of interest for the cloud-free region development. These include the LWP and precipitation water path (PWP), the vertical velocity averaged between 0.5 and 1.2 km (referred to as w int ), the inversion height (defined as the level of the maximum lower-tropospheric potential temperature gradient) and the boundary layer height as predicted by the WRF model. Evolution of the latter two parameters illustrate the issues already highlighted in the previous discussion. As the figure shows, periods of significant drizzle (high PWP) correspond to increased LWP as one might expect. Figure 9a shows the evolution of the parameters for location P1. A cloud-free region NO CLD 1 develops at this location at around 10 00 UTC and lasts only about 1.5 h. As indicated by the PWP, drizzle is present at this location up to 1.5 h before cloud disappearance, but the disappearance seems to result from a strong (up to about 4 cm s −1 ; not shown) subsidence in the model column. One cannot rule out the possibility that subsidence was initiated by drizzle evaporation because the subsidence starts at the end of the drizzle period. However, the subsidence amplifies during the period without drizzle and only then is the LWP reduced to zero. Similar evolution is apparent for the P2 location (Fig. 9b) between 12:00 and 16:00 UTC (region NO CLD 2), with the subsidence intensifying after a period with nonzero PWP. For the two other periods CLD 1 in Fig. 9b and CLD 2 in Fig. 9c with significant subsidence, the cloud-free regions do not develop. The subsidence, with magnitudes comparable to NO CLD 1 and NO CLD 2, only leads to the reduction of LWP and suppression of drizzle. Note that the subsidence phase associated with the CLD 1 is separated from the similar evolution during the NO CLD 2 phase by a significant updraft, cloud deepening, and drizzle. In general, Fig. 9 shows a significant variability and tight coupling between lower-tropospheric vertical velocity, cloud water and drizzle. Periods of significant lower tropospheric updrafts typically lead to cloud deepening and enhanced drizzle, whereas periods of significant downdrfats occasionally lead to complete cloud evaporation and formation of cloud-free regions.
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Coupling illustrated in Fig. 9 may be associated with mescoscale variability, for instance, due to gravity or inertiagravity waves, affecting processes near the boundary layer top. This is further illustrated by Fig. 10 which shows vertical and horizontal cross-sections of the simulated lower troposphere with the emphasis on the flow and cloud structures. As Fig. 9 suggest, formation of cloud-free regions in the model involves a period of significant drizzle followed by a strong lower-tropospheric subsidence. To illustrate spatial variability that accompanies temporal variability illustrated in Fig. 9 , we show in the left panels of Fig. 10 , the evolution of the LWP contour of 1 g m −2 (thick black line) and the vertical velocity at about 1 km height (model level 14; colors). Additionally, the direction of the horizontal wind for model levels below and above the boundary layer inversion (model levels 12 and 19; about 0.8 and 1.3 km height) are shown using gray and magenta arrows, respectively. The figure shows that the model simulates an organized mesoscale pattern of lower-tropospheric vertical velocity (updrafts and downdrafts), approximately along the SE-NW direction. Cloud-free regions form in subsidence areas. The cloud-free region in the center of the domain expands as the subsidence in this area expands. There is also a significant change of the horizontal velocity direction between the boundary layer and the free troposphere, covering most of the domain shown, with the wind changing direction from S-E (within the boundary layer) to E above. A strong subsidence (up to 6 cm s −1 ) seems to be associated with the wind convergence above the boundary layer.
The right panels of Fig. 10 show vertical cross sections along the latitude of 18.62 • S. The vertical velocity associated with cloud clearings is mostly limited to the lowest 2 km of the atmosphere. The pattern of the vertical velocity seems to be directly associated with the cloud depth pattern, with regions of updraft/downdraft coinciding with deeper/shallower clouds. As already illustrated by horizontal cross-sections in the left hand panels, the vertical velocity pattern does not seem to be associated with any coherent structure, such as gravity or inertia-gravity waves.
The evolution of lower-tropospheric profiles within the two regions (NO CLD 1 and CLD 2) are presented in Figs. 11 and 12 , respectively.
The profiles are shown in 30-min intervals starting at 08:30/04:00 UTC for NO CLD 1/CLD 2. There are a few common features for all the profiles. Firstly, the boundary layer is approximately well-mixed for total water and liquid water potential temperature and for the horizontal wind components. Secondly, the extrema of the lower-tropospheric vertical velocity are typically located near the cloud top. The maxima seem similar for the NO CLD and CLD profiles. Perhaps the most significant differences are in the depth of the cloud layer, shallower in the NO CLD case (Fig. 11) and deeper in the CLD case (Fig. 12) cases is arguably associated with deeper/shallower cloud layer and thus does not seem to play role in the formation of the cloud-free region, as argued earlier in the paper.
Discussion and conclusions
We presented an application of the off-the-shelf version 3.0 of the WRF model to a limited-area case-study-type simulations of stratocumulus clouds over the South-Eastern Pacific during the VOCALS-REx field project. Because of the relatively coarse horizontal and vertical resolution when compared to LES modeling, the simulations feature interactions between resolved processes, such as the mesoscale dynamics, and processes that have to be parameterized (boundary layer transports, cloud processes, etc.). Simulated lower tropospheric structure and cloud characteristics were compared to the observations collected by the UK's BAe-146 research aircraft. We also analysed the simulated formation of cloudfree regions, anticipating that physical mechanisms simulated by the WRF model have some relevance to the Pockets of Open Cells (POCs) observed in nature over the subtropical Pacific ocean off the coast of North and South America.
The WRF-predicted profiles of potential temperature, cloud water mixing ratio, water vapor mixing ratio and horizontal velocities showed significant differences from those observed during the B420 flight on 13 November 2008. Although there was a significant variability of the observed profiles (the largest for the horizontal velocity components within the boundary layer), the variability does not explain the systematic differences in the boundary layer height between the observations and simulations. Overall, significant underprediction of the height is consistent with previous limited-area simulations of cloud-topped marine boundary layer (e.g., Wyant et al., 2010; Abel et al., 2010; Yang et al., 2011; Wang et al., 2011) . In our case, the underprediction results from a combination of two factors. Firstly, the boundary layer in the input data that provided the initial and inflow boundary conditions (i.e., the GFS 1 degree analyses or ERA Interim) was way too shallow, arguably because the deficiencies of the data assimilation systems and sparse (or non-existing) boundary-layer data over the south-eastern Pacific. The second factor concerns deficiencies of the boundary layer schemes available in the WRF model. Analysis of the WRF output suggested the boundary layer schemes diagnosed boundary layer height near the cloud base rather than near the cloud top, as one might expect for approximately well-mixed (in the sense of conserved moist variables) marine boundary layer. increased from 36 to 81, consistent with results discussed by Wang et al. (2011) . When the horizontal gridlength was reduced from 9 to 3 km, there was almost no change in boundary layer height. This is in contrast to the results presented by by Wang et al. (2011) , where improvement with the increasing horizontal resolution (45 km, 15 km, 5 km) was reported. Moreover, the results changed little when different boundarylayer and cloud microphysics parametrizations available in the particular version of the WRF model were used. Increasing domain size and extending simulations time tends to increase boundary layer height only for profiles observed away from the shore, with no improvement for the profiles close to the shore.
Despite these deficiencies, the model did produce cloudfree regions as observed by the aircraft on that day. An additional analysis was carried out for three different locations to highlight processes involved in the formation of cloud-free regions. It was shown that the regions were created as a result of the interaction between regions of lower-tropospheric mesoscale subsidence (a maximum downdraft velocity of a few cm s −1 ) with parameterized cloud-topped boundary layer processes, such as boundary-layer transports, condensation/evaporation, and entrainment. Drizzle, limiting the cloud liquid water content and cloud water path, might have played some role, but it typically ceased one to two hours before the cloud-free region formed.
The impact of the lower-tropospheric mesoscale vertical velocity field on the marine boundary layer documented here seems consistent with observational study of Allen et al. (2011) , where a passage of a mesoscale inertia-gravity wave was argued to be responsible for the transition from fully-cloudy closed-cell circulation patterns to the partiallycloudy open-cell structures. However, Allen et al. (2011) hypothesized a different chain of events leading to the transition. They argued that the deepening of the cloud field leads to more drizzle, and the enhanced drizzle results in the transition. Such a picture is consistent with previous LES studies (e.g., Savic-Jovcic and Stevens, 2008) suggesting that strongly-drizzling stratocumulus with closed-cell circulations gradually transitions into open cells. Small-scale dynamical processes associated with the drizzle fallout and evaporation, unresolved in the limited area model, are likely to be key in the transition. In contrast, the WRF simulations discussed here seem to show direct evaporation of the cloud due to lower-tropospheric mesoscale subsidence with little, if any, role of drizzle. It is thus not surprising that the formation of cloud-free regions was relatively insensitive to the parameterization of cloud microphysics.
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The model results reported here call for further studies using LES models applying time-evolving vertical velocity due to lower-tropospheric waves as in Allen et al. (2011) or mesoscale features simulated in the current study. Such simulations should document if the evolution hypothesized in Allen et al. (2011) and simulated by limited-area model reported here are indeed reproduced by a model that resolves boundary-layer dynamics as well as small-scale cloud and drizzle processes. We hope to report on such simulations in the near future.
