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Aim: So far, most of the cognitive neuroscience studies investigating the development
of brain activity in childhood have made comparisons between different age groups and
ignored the individual stage of cognitive development. Given the wide variation in the rate
of cognitive development, this study argues that chronological age alone cannot explain
the developmental changes in brain activity. This study demonstrates how Piaget’s theory
and information on child’s individual stage of development can complement the age-related
evaluations of brain oscillatory activity. In addition, the relationship between cognitive
development and working memory is investigated.
Method: A total of 33 children (17 11-year-olds, 16 14-year-olds) participated in this study.
The study consisted of behavioural tests and an EEG experiment. Behavioral tests in-
cluded two Piagetian tasks (the Volume and Density task, the Pendulum task) and Raven,s
Standard Progressive Matrices task. During EEG experiment, subjects performed a mod-
ified version of the Sternberg,s memory search paradigm which consisted of an auditorily
presented memory set of 4 words and a probe word following these. The EEG data was
analyzed using the event-related desynchronization / synchronization (ERD/ERS) method.
The Pendulum task was used to assess the cognitive developmental stage of each subject
and to form four groups based on age (11- or 14-year-olds) and cognitive developmental
stage (concrete or formal operational stage). Group comparisons between these four groups
were performed for the EEG data.
Results and conclusions: Both age- and cognitive stage-related differences in brain oscilla-
tory activity were found between the four groups. Importantly, age-related changes similar
to those reported by previous studies were found also in this study, but these changes were
modified by developmental stage. In addition, the results support a strong link between
working memory and cognitive development by demonstrating differences in memory task
related brain activity and cognitive developmental stages. Based on these findings it is
suggested that in the future, comparisons of development of brain activity should not be
based only on age but also on the individual cognitive developmental stage.
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Tavoite: Kognitiivinen neurotiede on perinteisesti lähestynyt kognitiivista kehitystä vertai-
lemalla aivojen toimintaa eri-ikäisillä lapsilla. Saman ikäryhmän sisällä on kuitenkin paljon
vaihtelua yksilöllisessä kognitiivisen kehityksen vaiheessa. Tämän tutkimuksen lähtökohta-
na on, että ikäryhmien vertailu ei yksinään riitä aivotoiminnan kehityksellisten muutosten
kuvaajaksi, vaan myös kognitiivinen kehitystaso on syytä huomioida. Tutkimuksen tavoit-
teena on selvittää, miten Piaget’n ajattelun kehityksen teorian määrittämät kehitystasot
voivat täydentää perinteisin ikävertailuihin perustuvien menetelmien avulla saatavaa tietoa
aivokuoren oskillaatioiden kehityksestä. Lisäksi tavoitteena on tutkia kognitiivisen kehityk-
sen ja työmuistin välistä suhdetta.
Menetelmät: Tutkimukseen osallistui 33 lasta (17 11-vuotiasta, 16 14-vuotiasta). Tutkimus
koostui behavioraalisista testeistä ja EEG-mittauksesta. Behavioraalisiin testeihin sisältyi-
vät ikäluokalle sopivat Piaget’n ajattelun kehitystason testit (Massa ja tilavuus, Heiluri)
sekä joustavan älykkyyden mittarina Ravenin matriisitesti. EEG-mittauksen aikana osallis-
tujat suorittivat muokattua Sternbergin muistitehtävää, jossa heille esitettiin auditiivisesti
neljä sanaa muistiinpainettavaksi sekä yksi kohdesana. EEG-aineisto analysoitiin käyttäen
tapahtumasidonnaisen desynkronisaation ja synkronisaation analyysimenetelmää (event-
related desynchronization/synchronization, ERD/ERS). Heiluri-tehtävää käytettiin mää-
rittämään osallistujien kognitiivinen kehitystaso, ja tämän perusteella osallistujat jaettiin
neljään ryhmään iän (11 tai 14 vuotta) ja kehitystason (konkreettien tai formaalien ope-
raatioiden vaihe) perusteella. EEG-aineistolle tehtiin ryhmävertailut tähän ryhmäjakoon
perustuen iän ja kehitystason suhteen.
Tulokset ja johtopäätökset: Ryhmien väliltä löytyi sekä ikään että kognitiiviseen kehitysta-
soon liittyviä eroja aivokuoren oskillaatioiden toiminnassa. Ikään liittyvät erot vastasivat
pääosin aiemmissa tutkimuksissa esitettyjä, mutta näiden erojen ilmenemiseen vaikuttavat
myös erot kehitystasossa. Ikäryhmän sisäinen vaihtelu kognitiivisen kehityksen vaiheessa
saattaa peittää osan kehityksellisistä muutoksista aivotoiminnassa, jos kehitykselliset ver-
tailut perustuvat vain osallistujien ikään. Lisäksi tulokset tukevat työmuistin yhteyttä kog-
nitiivisen kehitykseen. Tulosten perusteella ehdotetaan, että tulevissa tutkimuksissa tulisi
huomioida aiempaa paremmin iän lisäksi myös yksilöllinen kognitiivinen kehitystaso.
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1 Introduction
The study of learning has traditionally evolved in several distinct approaches includ-
ing education, psychology, neuroscience and cognitive modeling. At the beginning
of the 21st century , there is a call to unite these approaches to form a new science
of learning (Meltzoff, Kuhl, Movellan & Sejnowski, 2009; Byrnes, 2001).
The current study adds to this new field by combining cognitive neuroscience and
special education in a interdisciplinary fashion. It was undertaken as a part of
the research collaboration "Development of Thinking and Memory" at University
of Helsinki which brings together researches from the fields of cognitive science and
special education. This unique background makes it possible to combine both meth-
ods and theories from these two disciplines in a modern way. Cognitive neuroscience
can benefit educational practices in multiple ways such as in describing the mech-
anisms underlying learning and the effects of teaching on cognitive functioning (for
a review see Goswami, 2008).
Also the field of cognitive neuroscience has a lot to learn from behavioral approaches
of special education. So far, most of the developmental cognitive neuroscience studies
have examined development by comparing different age groups. However, children
at same age show a wide variability when it comes to stages of cognitive develop-
ment. Accordingly, the starting point of this study is that by comparing age groups
and ignoring cognitive developmental stages, relevant information on the course of
development is lost. An alternative approach is thus formulated by taking better
into account the differences in cognitive developmental stages and using cognitive
neuroscience methods to examine the neural underpinnings of these differences.
Yet, if cognitive development is to be studied, it has to be defined in a way that is
both theoretically valid and well operationalized. One of the most influential ap-
proaches to cognitive development is that of Jean Piaget. In the current study, it will
be argued that Piaget’s theory offers a direct qualitative description of child’s cur-
rent standing in the course of development and that this description is of important
value to educational practice.
A growing body of evidence suggests that working memory is an important factor
underlying cognitive development. Recently, the concept of working memory has
gained increasing interest also in the study of learning and educational settings (see,
e.g., Kyttälä, 2008). Furthermore, working memory has been extensively studied
in the field of cognitive neuroscience. Therefore, this study approached the devel-
2opment of brain activity by using a working memory task. This enabled a further
examination of the link between working memory and cognitive development, and
facilitated the comparisons between current results and previous studies which have
used compatible memory paradigms.
Taken together, cognitive development, working memory and brain activity, defined
as brain oscillations, form the conceptual framework for this study. The current
study is, to my knowledge, the first study to combine Piagetian developmental ap-
proach to the study of brain oscillations. In chapter 2, a Piagetian view to cognitive
development is presented. Chapter 3 concentrates on working memory by first intro-
ducing different models of working memory and formulating the concept of working
memory for this study, and then discussing the position of working memory in a
hierarchy of cognitive processes. Chapter 4 introduces the study of brain oscilla-
tions and reviews previous working memory related studies. Chapter 5 outlines an
integrative framework to cognitive development, working memory and brain oscilla-
tions and formulates the goals of the current study. Chapters 6 and 7 introduce the
methods and results of the current study, respectively. Finally, chapter 8 discusses
the meaning and relevance of current findings.
32 Cognitive development
2.1 Definition of cognitive development
The development of higher cognitive functions - memory, attention, language, rea-
soning, thinking - has been a central topic in psychology and related sciences since
the beginning of 20th century. Both empirical and theoretical approaches have been
applied to explain the course of cognitive development. The concept of cognitive
development covers a wide area of cognition and it is crucial to define the concept in
a particular context. In this study, cognitive development is used to refer to the de-
velopment of general cognitive ability. Thus, other aspects of cognitive development
such as social cognition and development of language are not in the focus here.
The study of general cognitive ability dates back to Binet’s studies on intelligence in
the early 20th century (writings collected in Binet & Simon, 1980). However, intel-
ligence is a problematic term (see Adey, Csapó, Demetriou, Hautamäki, & Shayer,
2007, for discussion) and the term general cognitive ability is preferred here. Since
Binet, two main paths in the study of general cognitive abilities have been taken.
One of them is the norm-referenced path taken by psychometrists, and the other is
the criterion-referenced approach formulated by Piaget. Both of these paths have
their benefits, but especially the Piagetian approach is important for educational
practices. As norm-referenced psychometric tests define the position of a child
among other children of their own age quantitatively, they lack any direct impli-
cations for education. Since the Piagetian measures are criterion-referenced, they
give a qualitative description on child’s current developmental stage and give the
information required for a teacher’s use in planning classroom curricula. Putting it
together, psychometric tradition fails to define intelligence verbally, but Piagetian
approach offers empirically sound descriptions that can be used both to outline the
current stage and to predict future performance. This study adopts the Piagetian
approach which will next be reviewed more thoroughly.
2.2 Piaget’s theory
2.2.1 Piagetian view to cognitive development
Jean Piaget’s theory on child’s cognitive development is one of the most influential
systematic theories in developmental psychology. In Piaget’s theory, the mind is seen
4as a system that continuously constructs understanding through mental operations
on representations of the external world. Piaget’s work concentrated on general
cognitive ability which has also been conceptualized as logical thinking (Inhelder
& Piaget, 1958) and fluid reasoning (McGrew, 2008). No matter what label is
chosen, the idea behind the Piagetian view to cognitive development is the same as
introduced here.
Piaget’s theory concentrates on thinking and reasoning related to the physical world
in that it aims to explain why and how children think and reason in particular pat-
terns, and what kind of changes in these thinking and reasoning abilities take place
in the course of development from infanthood to adulthood. In the centre of Pi-
aget’s theory are the developmental stages (for a modern discussion on stages see
Feldman, 2004) which can be e"ciently utilized to describe the age-related changes
in children’s general cognitive ability. Piaget’s theory separates four different de-
velopmental stages (Piaget, 1970): sensorimotor stage (0-2 years), pre-operational
stage (2-7 years), concrete operational stage (7-11 years), and formal operational
stage (11-15 years). The stages of cognitive development represent qualitatively dif-
ferent structures of mental operations that provide access to increasingly complex
and abstracts aspects and relations in the world (Adey et al., 2007). The idea be-
hind developmental stages is that the stages follow a constant order of succession
and that they are constructed progressively so that every successive stage includes
all the characters from previous stages (Piaget, 1970). Age windows represented
in parentheses are the usual ages associated with the different stages. However, as
the theory emphasizes, there are considerable individual differences in reaching the
stages (Piaget, 1970). It is also important to note, that each stage is further divided
to substages. Together the stages and their substages offer an extensive and elabo-
rate description of child’s current level of cognition. Stages and their substages are
shown in Table 1.
Table 1: Cognitive developmental stages and their division to substages (adopted from
Adey & Shayer, 1994).
1 Pre-operational 2 Concrete operational 3 Formal operational
2A Early concrete operational 3A Early formal operational
2A/2B Mid concrete operational 3A/3B Mature formal operational
2B Mature operational Formal generalization
2B* Concrete generalization
Developmental stages have to be defined both theoretically and operationally. Piaget
5originally used the technique of clinical interview to map the operations behind
children’s ability to understand and explain phenomena of the world at certain age.
Operations are internalized actions that are reversible and constitute set-theoretical
structures (Piaget, 1970). Operations provide means to understand and model the
perceptions from physical world (Hautamäki, 1984), and an individual uses them
to predict and act in the world. Operations are not stable but show qualitative
changes in the course of development (see, e.g. Adey & Shayer, 1994). It is possible
to distinguish between major structures of operations, and different developmental
stages are associated with these different structures (Piaget, 1970). Conceptual
change in operations is needed in order to transform from one stage to another.
Transformations are possible due to the biological maturation of nervous system
but take place only because of the experiences and acts in a real world (Piaget,
1970). Thus, a child uses operations to explain and construct a representation of
the world.
2.2.2 Concrete and formal operational stages
This study concentrates on two of the operational stages: concrete operational stage
and formal operational stage. Transformation from concrete to formal operations
usually takes place around the age of 11; however, as stated earlier, there are indi-
vidual differences in the time of reaching formal operational stage.
Concrete operational stage is characterized by the ability to use operations to model
the world. The given meaning cannot yet be separated from objects, mental repre-
sentations or perceptions (Hautamäki, 1995). However, information does not have
to be concretely present in current context. Concrete operations include seriation
(i.e., to order objects according to their increasing size), classification, multiplicative
structures for one-to-one or one-to-many correspondence, and multiplicative matrix
(Piaget, 1970).
Formal operational stage, on the other hand, is characterized by the ability to apply
operations to operations and transformations to transformations (Piaget, 1970). A
child reaches the ability to test models by forming a hypothesis and then testing
it empirically, thereby using different models as an aid for reasoning (Hautamäki,
1995). There are three groups of operations (Adey & Shayer, 1994): manipulat-
ing variables, relationships between variables and formal models. New structures
needed to reach this stage are the four-group (INCR: connecting in a whole the in-
versions N and reciprocities R, identity I, and inverse of the reciprocal NR=C) and
6combinatorial operations (i.e., classifying all possible classifications) (Piaget, 1970).
Large scale empirical studies of Piagetian developmental stages would be unfeasible
with the original technique of clinical interview. To enable extensive study of cogni-
tive developmental stages, Piagetian tests for the use of group testing in classroom
have been developed by Shayer and co-workers (Shayer, Küchemann, & Wylam,
1976; Shayer & Wylam, 1978). Shayer et al. developed three Scientific Reasoning
Tasks (SRT’s) based on Piaget’s earlier definitions of operations in different devel-
opmental stages: SRT I to measure stages 1–2B, SRT II (Volume and Density) to
measure stages 2A–3A, and SRT III (Pendulum) to measure stages 2B–3B. While
this study concentrates on concrete and formal operational stages, the Volume and
Density task and the Pendulum task are of interest and will be described in detail.
The basic procedure in the Volume and Density task and the Pendulum task is
similar: a teacher gives a demonstration with specific materials and instructions
in front of a classroom, and children give their answers on answer sheets. Both of
the tasks are hierarchically organized and each test item is scored either right or
wrong. There are 14 and 16 items in the original versions of the Pendulum task and
the Volume and Density task, respectively, and each item is labelled as belonging
to a certain developmental sub-stage. The overall assessment principle is to ask
for success on at least two out of three of the items characteristic of a stage or a
sub-stage.
Although the Volume and Density task and the Pendulum task seem to overlap in
defining developmental stages, there are differences between these two tasks (Shayer
& Wylam, 1978). In the Pendulum task, questions are related only to strategies
of investigation and analysis of observations demonstrated during the test. On
the contrary, in the Volume and Density task the questions do not only test the
child’s ability to solve the problem presented but also depend on the child’s previous
experience. Thus, the Pendulum task might be a more suitable measure of general
cognitive ability.
The group tests have enabled the study of whole age groups and reaching of the
stages. The results from group tests confirm the individual rate in reaching different
stages (Shayer et al., 1976; Shayer & Wylam, 1978). In addition, only about one
third of the age group seems to reach the formal operational stage (Hautamäki,
1984; Shayer et al., 1976), and generally this cannot be done without organized
teaching (Hautamäki, 1995). Concrete operational stage, on the other hand, is
reached whenever an individual’s neural system is intact (Hautamäki, 1995). Thus,
7the group tests fit well in Piaget’s theory and can be used as an e"cient method in
estimating children’s cognitive developmental stage.
83 Working memory and cognition
3.1 Theoretical approaches to working memory
This chapter will focus on working memory and starts with an introduction to
influential theoretical approaches. Then, shared features from each working memory
model will be summarized in order to formulate a general framework of the current
study, where working memory will be viewed as both a composition of lower cognitive
processes as wells as a facilitator of higher cognitive processes. Finally, test methods
relevant to this study will be introduced.
Working memory is generally defined as a memory system where information is held
for only a short time, which has a very limited capacity and which serves both to
encode new information from sensory memory and to retrieve memory traces from
long-term memory. Thus, working memory provides a temporary storage and infor-
mation processing workspace for complex tasks such as understanding and learning
(Baddeley, 2000). Working memory is an important component in almost any cog-
nitive task since its most important function is to maintain memory representations
while cognitive processing takes place (Cowan, 1997; de Ribaupierre & Bailleux,
2000; Engle, Kane, & Tuholski, 1999a; Shah & Miyake, 1999).
The concept of working memory was first introduced by Baddeley and Hitch (1974).
By then, memory had already been divided according to the multi-store model (see,
e.g., Shiffrin & Atkinson, 1969) to three functionally different units: sensory memory,
short-term memory and long-term memory. In the multi-store model, the sensory
information gained through senses first arrives in sensory memory. From sensory
memory, selected information can be further processed in short-term memory. A
part of this information in short-term memory is then transferred in long-term mem-
ory. The original definition of short-term memory as a passive transmitter between
sensory and long-term memory was too narrow (Baddeley, 1996). Thus, Baddeley
and Hitch (1974) introduced a new concept of working memory as a more active
part of memory system. However, there are many definitions for working memory,
and it is important to define clearly what the concept means in the specific contexts
(Shah & Miyake, 1999).
Baddeley’s and Hitch’s (1974) multi-component model of working memory defines
working memory as a tripartite construction. Two components serve as slave systems
dealing with domain specific information. The phonological loop processes phono-
9logical and auditory information, and the visuospatial sketchpad processes both
visual and spatial information. A third component is the central executive, which
controls and modifies the two slave systems. A newer component, episodic buffer,
transmits information between central executive and long-term memory (Baddeley,
2000).
Cowan’s (1997) embedded processes model combines the concepts of attention and
working memory. In this model, there is always a part of individual’s long-term
memory activated at a given time point. This activated information is considered
to be held in short-term memory, and is available easily when needed. Additionally,
only a limited proportion of this activated information is placed in focus of attention.
The central executive that represents voluntary processing strategies controls the fo-
cus of attention. Thus, in Cowan’s model working memory consists of short-term
memory as a simple storage component on one hand and an attentional component
on the other hand (Cowan, 1999). Cowan’s model shares common features with
Baddeley’s and Hitch’s model: slave systems are comparable with the storage com-
ponent (short-term memory), central executive is responsible for attentional control,
and working memory as a whole consists of the storage and attention control com-
ponents (Engle et al., 1999a).
Engle’s (1999b) controlled attention hypothesis provides another approach to work-
ing memory. Engle’s model combines Baddeley’s and Hitch’s model’s domain-
specific components to a domain-free, limited capacity component of controlled at-
tention (see e.g. Wolfe & Bell, 2007). In Engle’s model, working memory is defined
as a system consisting of a) storage holding long-term memory traces activated over
a given threshold, b) processes to start and maintain this activation, and c) con-
trolled attention (Engle et al., 1999a). Controlled attention thus is comparable with
Baddeley’s and Hitch’s model’s central executive (Engle et al., 1999a).
Neo-Piagetian approaches to development emphasize the role of working memory ca-
pacity in cognitive development and transformation from one Piagetian stage to an-
other (Pascual-Leone, 1987; Case, 1987). According to the neo-Piagetian approach,
increase in working memory or attentional capacity during childhood is one of the
causal factor to general cognitive development as Piaget described it. Thus, work-
ing memory or attentional capacity at certain age sets an upper limit to cognitive
performance (Case, 1987; de Ribaupierre & Bailleux, 2000; Pascual-Leone, 1987).
Pascual-Leone’s (1970) working memory model is unique among neo-Piagetian work-
ing memory approaches in that it introduces a direct correspondence between each
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Piagetian substage and a value of working memory in units of information. Units of
information describe the amount of mental power and are equivalent to the capacity
of working memory. An important mechanism behind working memory is mental
attention which allows one to focus on internal mental content as opposed to the
external sensory content that perceptual attention controls. This mental attention
is central in activating the memory traces from long-term memory.
Figure 1: Working memory framework for this study is based on shared features of several
working memory models.
Due to the different definitions offered by these models, the structure of working
memory thus remains controversial. In the current study, a general framework is
formulated according to the shared features of different models (Fig. 1). This simpli-
fication intends to demonstrate that for purposes of empirical studies, it is not always
necessary to choose a side among the rivaling models but to understand the more
general framework where all models can act as complementary to each other. Thus,
working memory models introduced above help to sketch a general framework for
working memory. First, an important feature in working memory is cognitive control
such as the central executive in Baddeley’s and Hitch’s model and the attentional
control system in Cowan’s and Engle’s models. Second, certain amount of modular-
ity is present in several models, this modularity being implemented as subsystems
which are responsible for simpler storage processes either domain-specifically such
as in Baddeley’s and Hitch’s model or domain-generally as in Engle’s model. Third,
working memory is connected to long-term memory and plays an important role in
activating the long-term memory traces either directly as in Cowan’s and Pascual-
Leone’s models or with a specific component such as episodic buffer in Baddeley’s
and Hitch’s model.
The focus of interest here is the functioning of working memory in childhood. The
problem in employing the working memory models with children is that models
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are typically developed in adult population and therefore they may not apply in
children. There is some evidence that the separation between short-term memory
storage functions and working memory manipulation functions, as pictured in Figure
1, is already present in children (Swanson, 2008; but see Hutton & Towse, 2001).
Also, there is evidence that short term memory storage components - visuospatial
sketchpad and phonological loop - are already functioning separately in children
(Gathercole, Pickering, Ambridge, & Wearing, 2004). Thus, this study assumes
that the shared features of working memory models as presented in Figure 1 are
already functioning in children.
3.2 Working memory in a hierarchy of cognitive processes
Working memory plays an important role in higher cognitive functions, such as
reading (Daneman & Carpenter, 1980, 1983; Hitch, Towse, & Hutton, 2001), lan-
guage comprehension and learning (King & Just, 1991; Daneman & Green, 1986),
arithmetic (de Rammelaere, Stuyven, & Vandierendonck, 1999; Hitch et al., 2001;
Kyttälä, 2008) and school achievement (Hitch et al., 2001). Deficits in working
memory have been linked to learning disabilities (Maehler & Schuchardt, 2009).
However, as suggested above, working memory itself is not a unitary system and it
is possible to reduce its processes to simpler components. Thus, it is probable that
working memory itself consists of several lower cognitive functions that together
construct the processes of working memory. Next, some of these building blocks
for working memory are discussed, before moving on to the relationship between
working memory and higher cognitive functions.
A useful framework for the purposes of the current investigation has been intro-
duced by Demetriou, Mouyi, and Spanoudis (2008). Demetriou presents a hierarchi-
cal model ranging from speed of processing to intelligence and covering important
cognitive processes from lower to higher levels (Fig. 2). In this model, speed of
processing forms a foundation for all cognitive processes. Next in hierarchy are dif-
ferent perceptual processes which ascend from discrimination processes to control.
Together the perceptual control and conceptual control form an important concept
of control processes. Next, working memory builds on previous processes and stor-
age and retrieval processes. Together with information integration, working memory
forms the foundations of reasoning.
In Demetriou’s model, there are three domain-general processes that limit the gen-
eral cognitive ability at a particular point in time. These are the speed of processing,
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Figure 2: Hierarchy of cognitive processes in this study (modified after Demetriou et al.,
2008). The areas of interest in the current study are highlighted. SP = processing speed,
PD = perceptual discrimination, PC = perceptual control, CC = cognitive control, WM
= working memory, InfI = information integration, R = reasoning.
inhibition and attentional capacity and working memory capacity. According to this
hierarchical model, speed of processing and attentional capacity are precursors of
working memory capacity, which also the empirical evidence supports: First, pro-
cessing speed has proved to be an important predictor of working memory perfor-
mance. It enables the faster performing of a task and is especially important when
information decays or disappears in time (Cowan, 1997). Over 50 % of the age ef-
fects in fluid intelligence can be explained by age-related changes in processing speed
and working memory (Fry & Hale, 1996). Processing speed also serves as an impor-
tant mediating factor between working memory and ability tests (Swanson, 2008;
Hutton & Towse, 2001; Fry & Hale, 1996). Second, attentional control is another
factor underlying working memory performance. Attention control increases with
age (Brodeur, 2004), which can partially explain age-related differences in working
memory performance. Controlled attention regulated age-related changes in working
memory already in 6–9-year-old children (Swanson, 2008).
Thus, the hierarchical structure preceding working memory seems plausible. As
working memory is placed in the middle of the hierarchy, one needs to consider the
evidence supporting the relationship between working memory and higher cogni-
tive abilities such as reasoning. The ability to simultaneously maintain and process
memory representations is an important factor in the development of reasoning
(Handley, Capon, Beveridge, Dennis, & Evans, 2004), thus supporting the role of
working memory in higher cognition. Indeed, differences in general cognitive abil-
ity can be described in terms of different working memory capacities (Kyllonen &
Christal, 1990). Working memory’s central executive is an important factor in rea-
soning performance in adults (García-Madruga, Gutiérrez, Carriedo, Luzón, & Vila,
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2007) and it has also been related to general cognitive ability in form of fluid in-
telligence (Engle, Tuholski, Laughlin, & Conway, 1999b). In children, accuracy in
logical reasoning tasks correlates with working memory capacity (Handley et al.,
2004). However, while working memory capacity is important, it is not the only
factor in ensuring reasoning performance (Handley et al., 2004) or transformation
to a higher cognitive level (de Ribaupierre & Lecerf, 2006; Adey et al., 2007).
3.3 Testing working memory
Different tasks have been developed in order to test the functioning of both working
memory and short-term memory. Several brain-imaging studies have used Stern-
berg’s memory search paradigm (Sternberg, 1966) as a test for working memory.
The study of cortical activity with brain-imaging techniques sets certain limits to the
use of cognitive tasks while measuring brain activity. First, tasks have traditionally
been simple, which helps to trace the basic patterns of brain activity to a limited
set of brain functions. This is understandable since it would not be feasible to study
multifaceted cognitive functions without first understanding the basic phenomena
behind brain activity. However, the tradition of using simple tasks also limits the
use of tasks in future studies since most of the earlier research has dealt with simple
functions. Thus, if one is to compare results to earlier findings, similar tasks are most
useful. Second, brain-imaging techniques limit subject’s free muscle movements and
this also limits the use of different tasks.
To approach cognitive development from a brain activity point of view, a suitable
task has to be chosen. A suitable task will need to catch important aspects of cogni-
tive development without being too complicated. Also, a firm background of earlier
results helps to interpret the results. Sternberg’s memory search paradigm meets
both of these requirements. It serves as a simple memory task with clearly defined
task sequences. Thus, it is possible to define what part of a task the subject is per-
forming in a given time point. This is valuable especially in studies using temporally
accurate measures such as EEG. Furthermore, Sternberg’s memory search paradigm
has been widely used in previous studies. This makes it easier to draw conclusions
from new data.
Sternberg’s memory search paradigm consists of a memory set presenting items that
have to be encoded in memory. After a pause, a probe item will be presented which
either was present or absent in the preceding memory set. Successful performance
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in the task requires e"cient memory search and recognition of probe item in addi-
tion with inhibition of irrelevant items from earlier memory sets. The structure of
Sternberg’s memory search paradigm is clearly divided to successive tasks including
memory encoding, retention, and recognition.
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4 Cortical oscillations and brain activity
4.1 Electroencephalography (EEG): basic principles
Brain-imaging refers to a variety of techniques that allow direct observation of living
human brain functions (Andreasen, 1988). Brain-imaging techniques can be used
to study both mechanisms of brain structural development and mechanisms behind
cognitive processes and the development of neural function underlying them (Frith,
2006). When it comes to examining cognition, relevant techniques are functional.
Functional techniques include electroencephalography (EEG), magnetoencephalog-
raphy (MEG), functional magnetic resonance imaging (fMRI) and positron emission
tomography (PET) (Andreasen, 1988).
Each of the functional brain-imaging techniques has its benefits and thus can be
used to measure different aspects of brain activity and cognition. Here, I will focus
on the benefits of EEG technique. First, EEG has a good temporal resolution. EEG
is accurate in time and measures changes in brain activity in millisecond scale. The
dynamics of neuronal activity can be best studied with brain-imaging techniques
that have a good temporal resolution (Bastiaansen & Hagoort, 2003). Thus, elec-
troencephalography (EEG) is a powerful tool in the study of the time course of brain
activity. Second, EEG measures brain activity directly. Unlike indirect metabolic
techniques such as fMRI or PET, EEG measures electric activity in the brain di-
rectly on the surface of the scalp. Third, EEG is noninvasive and a relatively cheap
technique.
EEG is one of the oldest and still most commonly used functional brain-imaging
techniques due to its relative cheapness and good temporal resolution. It is based
on measuring the changes in electric field generated by electrical currents in the
brain using scalp electrodes. The measurable scalp-EEG signal is elicited mostly by
the functioning of cortical pyramidal cells (Anokhin & Vogel, 1996). Thus, EEG
signal consists of synchronous excitatory and/or inhibitory input received by large
neural populations (Sauseng & Klimesch, 2008).
The layers of the skull - bone, liquid and meninges - distort the electric EEG signal:
First, a whole neural population has to activate synchronously in order to produce
a large enough electric field. Second, single cells in this neural population need to
be organized in parallel to each other so that their activation sums to a measurable
signal. In the cortex, neurons are organized this way.
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As every other brain-imaging technique, also EEG has its deficiencies. Good tem-
poral resolution does not come without the cost of poor spatial resolution. Thus,
EEG is not spatially accurate. However, EEG can be used to examine activation all
over the cortex. This makes EEG a good tool to study cortical networks and precise
timing of interaction between different cortical areas (Sauseng & Klimesch, 2008).
4.2 EEG quantification techniques
The visual inspection of EEG signal is historically the first method to analyze
changes in the brain’s electric activity (for a timeline of the history of EEG, see
Swartz & Goldensohn, 1998) . Berger (1929) was the first to measure 10 Hz os-
cillations on human scalp and he termed these as alpha-band oscillations. Visual
inspection was followed by the first EEG quantification method, power spectral
analysis. These methods, visual inspection and power spectral analysis, can be
used to discover large-scale shifts in EEG signal but the analysis of the information
processing in the brain requires more powerful quantification methods to separate
cognitively meaningful changes in brain activity.
There are two main approaches to EEG quantification, of which the event-related
potential (ERP) method has been the most commonly used technique since 1960’s.
ERP technique averages together multiple trials related to a certain event, usu-
ally to some kind of a stimulus, and it is assumed that this averaging cancels
out task-irrelevant activation and spares only the relevant activation. ERPs have
proved useful in providing information about the time course of cognitive processing
(Bastiaansen & Hagoort, 2003). However, while information is averaged in ERPs,
some aspects are lost, and these might not be irrelevant at all. Other methods, such
as frequency analysis, have been developed to catch different phenomena such as
dynamics of functional neural networks better than ERPs (Pfurscheller & Lopes da
Silva, 1999; Bastiaansen & Hagoort, 2003). Frequency analysis methods can be used
to detect temporal changes in different frequency bands (Pfurscheller & Lopes da
Silva, 1999), which enables the study of synchronization and desynchronization in
electrophysiological activity in relation to cognition (Bastiaansen & Hagoort, 2003).
In this study, a frequency analysis approach was adopted. Brain oscillations sepa-
rated with frequency analysis have been characterized and linked to specific cognitive
functions as the following sections demonstrate.
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4.3 Characteristics of brain oscillations
EEG activity is reflected by brain oscillations varying in time. Oscillations reflect
functional changes in parameters controlling the dynamic interaction between neural
populations (Bastiaansen & Hagoort, 2003). There are three parameters that define
a specific oscillation in time (Klimesch, Freunberger, Sauseng, & Gruber, 2008; Her-
rmann, Grigutsch, & Busch, 2005): frequency, amplitude and phase. The definition
of frequency is based on frequency analysis techniques, such as Fourier transform or
wavelet analysis, which separate different frequency bands that together form the
on-going EEG. Neural populations differ from each other by size and internal con-
nectivity (Klimesch, Sauseng, Hanslmayr, Gruber, & Freunberger, 2007), and these
differences lead to oscillations of different frequencies (Búzsaki & Draguhn, 2004).
Once a certain frequency is identified, different frequencies can be characterized by
their amplitude and phase. Amplitude of the oscillatory rhythm reflects the amount
of power in a specific frequency band. Amplitude reflects the magnitude of neural
populations participating in the task (Klimesch et al., 2008). On the other hand,
phase of the oscillatory rhythm reflects the timing of neural activity.
Changes in amplitude and accordingly in power are in the main focus of this study.
Changes in oscillatory power reflect changes in synchronization of different neural
populations (Pfurscheller & Lopes da Silva, 1999). Cortical oscillations relate to
cognition through both relative decrease and increase of power as reflected by am-
plitude (ERD and ERS, respectively) (Jacobs, Hwang, Curran, & Kahana, 2006).
According to Klimesch et al. (2007), increased power implies that oscillations in
this frequency have an important role in specific neural processes. Power changes
are always relative: a change in power can be measured by comparing oscillatory
power during a cognitive task to oscillatory power detected in cognitively idle period
(Klimesch 1996, Klimesch 1999).
Usually a cognitively idle period is used as baseline to which the effects of experi-
mental manipulation are examined. The relative decrease in power in a specific fre-
quency band is called event-related desynchronization (ERD, Pfurtscheller & Arani-
bar, 1977) and the relative increase in power is called event-related synchronization
(ERS, Pfurtscheller, 1992).
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4.4 Brain oscillations and their functional role in cognition
The functional role of EEG oscillations is yet controversial (Klimesch et al., 2008).
However, there is evidence that several cognitive functions can be linked to changes
in specific frequencies. Here the focus is on the changes in power. Both ERD and
ERS in different frequency bands have been linked to cognition.
Slow-frequency 0–3 Hz oscillations are related to attention and distributed cortical
collaboration (Sauseng & Klimesch, 2008).
4–7 Hz oscillations are related to declarative memory processes, successful memory
encoding, memory load, and episodic memory processing (Sauseng & Klimesch,
2008).
8–12 Hz oscillations have been studied extensively with partially incoherent results
(Sauseng & Klimesch, 2008). 8–10 Hz oscillations are related to attentional processes
(Klimesch, 1996), whereas 10–12 Hz oscillations are linked to processing of semantic
information during encoding (Klimesch, 1996, 1999).
13–30 Hz oscillations are traditionally linked to motor processes, but have also been
related to cognitive processes such as memory functions (Pesonen, Hämäläinen, &
Krause, 2007), attention and higher cognitive functions (Sauseng & Klimesch, 2008)
and linguistic processing (Krause et al., 2006).
High-frequency 30–80 Hz oscillations have been linked to multi-sensory information
encoding, retention and retrieval (Sauseng & Klimesch, 2008).
4.5 Brain oscillations related to working memory
A working memory task such as Sternberg’s memory search paradigm usually in-
cludes three different sequential periods (Wu, Chen, Li, Han, & Zhang, 2007): encod-
ing, retention and recognition. These periods have been extensively studied. This
study focuses on encoding and recognition periods which will next be discussed in
detail.
Encoding starts when the stimulus is presented. Encoding of visual information is
linked to 8–12 Hz ERD especially in occipito-parietal areas (Haarmann & Cameron,
2005; Krause et al., 2006). Encoding of auditory information, on the other hand, is
linked to 8–12 Hz ERS (Krause et al., 2006; Pesonen, Haarala Björnberg, Hämäläi-
nen, & Krause, 2006). The 8–12 Hz ERS during encoding of auditory memory task
increases with memory load (Pesonen et al., 2006). 4–7 Hz ERS relates to stimu-
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lus presentation in auditory tasks (Pesonen et al., 2006, 2007), visuospatial tasks
(Jau#ovec & Jau#ovec, 2004) and visual tasks (Haarmann & Cameron, 2005; Sauseng
et al., 2004). Also 13-30 Hz ERD is linked to auditory memory encoding, and this
ERD does not solely stem from motor functions (Pesonen et al., 2006, 2007).
Retrieval or recognition period requires active processing in working memory. 8–
12 Hz ERS is linked to retrieval in both visual tasks (Michels, Moazami-Goudarzi,
Jeanmonod, & Sarnthein, 2008; Schack, Klimesch, & Sauseng, 2005) and auditory
tasks (Pesonen et al., 2007). However, there is a stronger link between 8–12 Hz
ERD and retrieval (Krause et al., 2006; Pesonen et al., 2006). 4–7 Hz ERS relates
to recognition processes (Pesonen et al., 2006, 2007), especially in the left parietal
area (Jacobs et al., 2006) and the left frontal area (Schack et al., 2005).
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5 Brain oscillatory correlates of cognitive develop-
ment
5.1 Brain oscillatory correlates underlying the development
of general cognitive abilities
The aim of this chapter is to combine the inspections from preceding chapters in a
way that enables the formulation of the goals of the current study. First, relevant
evidence from previous research is briefly summarized from two different aspects
that contribute to the formulation of the goals of this study. These aspects are the
neural correlates underlying the development of general cognitive ability and the
neural correlates behind the development of working memory. Finally, goals of this
study will be presented.
Overall, the developmental aspect of brain oscillatory activity is yet poorly under-
stood. On the other hand, age-related development in spontaneous EEG activity
is well acknowledged (Petersén & Eeg-Olofsson, 1971). The dominance of slower
waves (0–7 Hz) in childhood changes into a prominence of faster waves (8–30 Hz).
Since there are developmental changes in spontaneous EEG activity, it is likely that
changes take place also in event-related activity (Yordanova & Kolev, 1997).
Most of studies related to developmental changes in brain oscillations have used
simple auditory and/or visual stimuli (see e.g. Yordanova & Kolev 1996, 1997;
Yordanova, Kolev, Heinrich, Woerner, Banaschewski & Rothenberger, 2002). These
studies have used the oddball paradigm with simple tones in order examine the
development of oscillatory activation. The 4–7 Hz and 8–12 Hz response systems
have been showed to be already active in 6–11-year-old children (Yordanova & Kolev,
1996, 1997). However, there are differences between adults and children. The latency
of 4–7 Hz response decreases from childhood to adulthood (Yordanova & Kolev,
1997). From childhood to adulthood, the most prominent developmental change in
8–12 Hz response is its ability to phase-locked synchronization. This is accompanied
with a decrease in 8–12 Hz amplitude. (Yordanova & Kolev, 1996)
When it comes to the study of the brain oscillatory correlates behind the develop-
ment of general cognitive ability, the focus has mainly been on adult population.
Results from these studies can provide guiding principles for the conclusions made
on developing population; yet, it is important to be cautious when applying results
from adults to children, since the biological maturation processes in children’s brain
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cause unpredictable variations in factors behind cognitive develoment (Berl, Vaidya,
& Gaillard, 2006).
In adult populations, the brain oscillatory correlates underlying the general cognitive
ability have been usually studied from a psychometric fluid intelligence approach.
These studies have shown that higher general cognitive ability is related to larger 8-
12 Hz band desynchronization in demanding cognitive tasks (Neuper & Pfurtscheller,
2001; Grabner, Fink, Stipacek, Neuper, & Neubauer, 2004), especially when rela-
tively easy tasks are used (Doppelmayr et al., 2005). These differences have been
especially prominent in the topographical distribution of 8-12 Hz desynchronization:
higher general cognitive ability is linked with more e"cient use of the parietal re-
gions instead of the frontal regions on which individuals with lower general cognitive
abilities rely (Jau#ovec & Jau#ovec, 2004; Gevins & Smith, 2000). The explanation
for the differences between individuals with different general cognitive ability have
been linked to the more e"cient use of cognitive strategies.
The brain oscillatory correlates behind Piagetian cognitive development have, to
my knowledge, not yet been studied. There are, however, few studies that have
used ERPs to study neural correlates of Piagetian cognitive development (Stauder,
Molenaar, & van der Molen, 1993; Stauder, Molenaar, & Molen, 1999). These
studies have shown that changes in ERP responses accompany the transition from
pre-operational stage to concrete operational stage. So far, the neural correlates
underlying the transition from concrete operational stage to formal operational stage
have not been investigated.
5.2 Brain oscillatory correlates of the development of work-
ing memory
Empirical evidence on the neural correlates underlying the development of working
memory have shown that development is accompanied with an increase in brain
activation levels during working memory tasks (Thomason et al., 2008; O’Hare, Lu,
Houston, Bookheimer, & Sowell, 2008; Klingberg, Forssberg, & Westerberg, 2002)
and differences in activated brain areas (O’Hare et al., 2008). Overall, the qualitative
maturation of working memory in adolescence follows the same schedule as the
biological maturation (Klingberg et al., 2002; Conklin, Luciana, Hooper, & Yarger,
2007). The developmental rate is different for working memory tasks requiring
different amount of control, the more control-demanding performance maturing later
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in childhood and adolescence (Conklin et al., 2007; Luciana, Conklin, Hooper, &
Yarger, 2005).
The capacity of different components of working memory increases linearly from
the age of 4 to early adolescence (Gathercole et al., 2004). The storage component
of working memory matures before the age of 7 (O’Hare et al., 2008). Short-term
memory storage processes and working memory manipulation processes activate
partially different brain areas and this activation is different in children as compared
to adults (Crone, Wendelken, Donohu, van Leijenhorst, & Bunge, 2006).
Also the Sternberg’s memory search paradigm has been used to study the developing
memory processes especially in auditory modality. Krause et al. (2007) studied
oscillatory responses in 4–7 Hz and 8–12 Hz during an auditory memory task in
12-year-old children. The study was partially replicated by Krause et al. (2007)
with 4–30 Hz frequencies in 10–14-year-old children. Developmental changes take
place in both 4–7 Hz and 8–12 Hz responses. 4–7 Hz ERS exists already at the age
of 10–14 in both encoding and recognition of memory items, the recognition evoking
a greater magnitude of 4–7 Hz ERS (Krause, Salminen, Sillanmäki, & Holopainen,
2001a; Krause, Pesonen, & Hämäläinen, 2007). Especially during recognition, 4–7
Hz ERS is more delayed and smaller in magnitude in children than in adults (Krause
et al., 2001a). In 6–8 Hz band, children show only a small ERS, which in adults
is greater in magnitude and switches to ERD during recognition (Krause et al.,
2001a). 8–12 Hz response quite similar to that of adults exists already in children
(Krause et al., 2007). However, 8–12 Hz response shows also developmental changes.
Although encoding elicits a greater magnitude of 8–12 Hz ERS in children, 8–12 Hz
ERD in recognition is smaller in children (Krause et al., 2001a). The 8–12 Hz ERD
amplitude increases and latency decreases from childhood to adulthood (Krause et
al., 2001a). Also, adults show more differentiated ERD/ERS-responses in encoding
and recognition, the developmental changes being most prominent in posterior areas
(Krause et al., 2001a).
Previous studies have approached development of brain oscillations by comparing
different age groups. As behavioral studies have shown, there is a wide variability
among age group in cognitive developmental stages, and this variability has not
been controlled in previous studies on brain oscillatory activity. Thus, it is possible
that important aspects of development have not been reached in previous studies.
Also, the mechanisms and reasons behind the age-related findings in earlier studies
remain yet unidentified. The current study aims to further investigate the develop-
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ment of brain oscillatory activity by comparing not only different age groups but
also different cognitive developmental stages among these groups. Developmental
differences in memory-related brain oscillations are considered as prerequisites for
the cognitive development.
5.3 Goals of this study
The current study examines the relationship between cognitive development and
brain oscillatory activity during an auditory memory task. The aim of the study is
to examine the possibility that age alone cannot explain the developmental changes
in brain oscillations related to an auditory memory task. There are three specific
goals in this study:
1. To study the neural correlates underlying Piaget’s theory on cognitive devel-
opmental stages.
2. To investigate the differences between children at different Piagetian cognitive
developmental stages in relation to brain oscillatory activity during an auditory
memory task.
3. To provide further evidence on the age related differences in brain oscillatory
activity during an auditory memory task.
This study is explorative in nature and it is the first one to combine Piagetian
approach to working memory related brain oscillations. Thus, no hypotheses are
set; however, it is of special interest to examine the effect of different cognitive
developmental stages on brain oscillations during a memory task and whether these
effects are different to age related effects in previous studies.
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6 Method
6.1 Participants
A total of 39 healthy children from two different age groups participated in this
study. The sample consisted of 21 11–12-year-olds and 18 14–15-year-olds. The two
groups are hence referred as 11-year-old children and 14-year-old children, respec-
tively. EEG data was not collected from three 11-year-old participant, and they were
thus excluded from further analyses. One 11-year-old subject and two 14-year-old
subjects were removed from final analyses due to artifacts during EEG data collec-
tion. Therefore, the final sample consisted of 33 children: 17 11-year-old children (9
boys, age between 11.1 − −12.0, mean 11.6, sd 0.2) and 16 14-year-old children (8
boys, age between 14.1..15.4, mean 14.5, sd 0.35).
Children were volunteers obtained from local schools. The group of 11-year-old
children consisted of pupils from two different schools. The group of 14-year-old
children came from the same school but from different classes.
All children completed the behavioral and psychophysiological tests. Behavioral
tests consisted of Science Reasoning Task II: Volume and Heaviness and Science
Reasoning Task III: Pendulum, and Raven’s Standard Progressive Matrices. Psy-
chophysiological test consisted of a modified Sternberg’s memory task completed
during EEG data collection.
The study was approved by the ethics committee of Department of Psychology in
University of Helsinki. A written informed consent was obtained from the partici-
pants and from their parents according to the Declaration of Helsinki.
6.2 Behavioral tests
6.2.1 Procedure and data collection
Behavioral tests were administered for a group of children. Testing took place in a
familiar classroom in school. The Science Reasoning Tasks II and III were tested
separately from the Raven’s Standard Progressive Matrices by different members of
the research group.
The Science Reasoning Task II: Volume and Heaviness is based on The Child’s
Construction of Quantities (Piaget & Inhelder, 1974). The Volume and Heaviness
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task assesses child’s ability to perceive mass, weight, volume and density together
with the principle of conservation (for a more detailed description, see Shayer et
al., 1976). In this study, the Finnish version of the Volume and Heaviness task
(Hautamäki, 1984) was used. The Finnish version of the task consists of 14 items
presented by the tester in front of the classroom with specific equipment. Answers
were gathered with separate test sheets and each item was scored either right or
wrong.
The Science Reasoning Task III: Pendulum is based on Chapter 4 of The Growth of
Logical Thinking (Inhelder & Piaget, 1958), and it assesses child’s ability to sepa-
rately analyze the effects of three different factors to the movement of a pendulum
(for a more detailed description, see Shayer et al., 1976. In this study, the Finnish
version of the Pendulum task (Hautamäki, 1984) was used. A tester presents demon-
strations with a single pendulum in front of the class. With the information from
demonstrations available, participants’ task is to deduce how the length, weight and
push affect the pendulum movement. The Finnish version of the task consists of
13 items. Answers were scored according to the number of correct answers and
appropriate explanations.
The Raven’s Standard Progressive Matrices is constructed to measure fluid intel-
ligence (Raven, Court, & Raven, 1992). The test scale is made up of five sets of
diagrammatic puzzles exhibiting serial change in two dimensions simultaneously.
Each puzzle has a part missing, and the participants’ task is to find the appropri-
ate one among the options provided. Each of the five sets consists of 12 puzzles,
altogether forming a total of 60 problems. The problems become progressively more
di"cult. In this study, the problems were scanned and presented to a group of chil-
dren with computer from the classroom video screen. Answers were gathered with
a test sheet and scored according to the number of correct answers.
6.2.2 Statistical analyses
Connections between Pendulum, Volume and Heaviness and Raven matrices task as
well as their relationships to age group and gender were examined by using Pearson’s
product-moment correlation coe"cient to count the correlations between different
variables.
For analysis concerning the differences between developmental stages, four groups
were formed. First, the children were split to two different age-groups (11-year-olds
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and 14-year-olds) based on their age. Second, results from the Pendulum task were
used to split the children to developmental stage groups. The Pendulum task was
chosen as the main assessment tool for children’s developmental stage because of its
good accuracy to distinguish between concrete and formal operations. Children who
received 6 points of more in the Pendulum task were classified as having reached the
formal operational stage. This cut-point criterion was chosen due to the theoretical
basis of the Pendulum task.
Thus, definitions of age and developmental stage were used to form four groups:
11-year-olds at concrete operational stage (n = 12, 7 boys), 11-year-olds at formal
operational stage (n = 5, 2 boys), 14-year-olds at concrete operational stage (n = 7,
4 boys), and 14-year-olds at formal operational stage (n = 9, 5 boys).
The differences between the four groups were assessed with nonparametric statistical
tests. First, behavioral data was split on the basis of age, which allowed the compar-
ison of different developmental stage groups within the same age group. Second, the
data was split on the basis of developmental stage, which allowed the comparison of
age effects within the same developmental stage. The nonparametric Mann-Whitney
U -test was used in all pair-wise comparisons.
6.3 Psychophysiological measurements
6.3.1 Stimuli and procedure
EEG was measured during a modified version of Sternberg’s memory search paradigm
(Sternberg, 1966). The memory task included three separate periods: encoding, re-
tention and recognition. One trial consisted of a memory set of four words. After
the memory set presentation there was a retention phase followed by a probe word
which was selected from the same word list as the memory set. The participants’
task was to decide whether the probe word was in the earlier presented memory set.
The stimuli were 21 auditory presented Finnish verbs spoken with a female voice.
The stimuli were the same as in Laine (2007) and they were chosen among the
1000 most common Finnish words (The Language Bank of Finland, CSC, 2004).
Verbs were chosen from different semantic groups according to Levin’s (1993) verb
classification in order to avoid possible relations between different verbs.
Each verb was presented only once during a trial. In 50 % of trials the probe word
was present in the memory set (positive probe) and in 50 % of trials the probe word
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was absent (negative probe). The locating of a matching probe in the four word list
was equally distributed.
The stimuli were recorded and relocated in the beginning of a 1000 ms time window
with Cool Edit 2000 -software (Syntrillium Software Corp., USA). Then, the stimuli
were transformed to Neuroscan Stim -format for the EEG measurement. The stimuli
were presented with NeuroStim 2.0 -software (Neuroscan. Inc., San Antonio, TX,
USA).
Figure 3: A modified version of Sternberg’s memory search paradigm (Sternberg, 1966)
was used. Baseline -3500–0 ms. Red spot denoting the trial start at 0 ms. First word at
2500 ms, second word at 4500 ms, third word at 6500 ms, forth word at 8500 ms. Retention
period 8500–1350 ms. Probe word at 1350 ms. Green spot denoting the permission to
respond at 1600 ms.
6.3.2 Data collection
Participants were seated comfortably in an electrically and acoustically shielded
room. The participants were instructed to avoid unnecessary eye movements. The
auditory stimuli were presented by earphones with volume set at 60 dB. Computer
screen in front of the participant was used to signal the beginning of each trial (red
spot) and the time to answer (green spot). Participants responded by pressing a
designated button on a small response box. The left thumb was used for positive
and the right thumb for negative answers. The order was randomized and counter-
balanced across the participants.
Each participant completed 64 trials that were randomly split to two blocks of 32
trials. Each block lasted for 10 minutes and there was a short break between the
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two blocks. Thus, the total time for EEG recording was about 30 minutes.
At the beginning of each trial (Fig. 3), a visual warning signal (a red spot) was
presented on the computer screen and after 2500 ms period the four-word memory
set was presented (memory encoding) with 2000 ms of ISI (inter-stimulus interval).
Following a retention phase of 2000 ms after the fourth word in the memory set, the
probe word was presented (memory recognition). The participant was then to decide
whether the probe word was included in the memory set presented (YES/NO). In
order to avoid muscle and motor artifacts, the participants were asked to wait until
a visual cue (a green spot) was presented on the computer screen (2500 ms after
the probe word). The next trial started as the participant gave their response. The
length of a single trial was 16000 ms plus response time.
EEG data was gathered with Ag-AgCl electrodes from 64 locations placed according
to the international 10/20 system using Biosemi active-two equipment (Biosemi,
Amsterdam, Netherlands). One EOG electrode was placed below the left eye and
a reference electrode was placed on the tip of the nose. EEG data were recorded
continuously at sampling rate of 2048 Hz.
6.3.3 Data analyses
The digitalized EEG data were further processes in MATLAB environment (ver-
sion 7.7.0.471, R2008b, developed by The Mathworks), using the EEGLAB toolbox
(version 6.03b). The data were filtered using a high-pass filter of over 1 Hz and re-
sampled from 2048 Hz to 512 Hz. Manual inspection of the data was first performed
to locate and reject the major disturbances in the data. Thereafter, the FastICA
algorithm (Independent Component Analysis, Hyvärinen, 1999) was used to remove
components caused by artifacts such as eye-movements.
The incorrect trials were removed from further analyses. An incorrect trial was
either a false alarm (YES-response when the probe was absent in the memory set)
or a miss (NO-response when the probe was present in the memory set). After
the removal of incorrect trials, trials were treated separately for the positive probes
(probe was present and the participant answered YES) and for the negative probes
(probe was absent and the participant answered NO).
Epochs were created from 3500 ms before and 18500 ms after each stimulus onset.
The time period of -3500–0 ms was used as the baseline. The presentation of the
memory set from 0 ms to 8500 ms is referred as the encoding period, since the
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main task of the participant was to encode the presented memory set. The epochs
for all the encoding sets followed by either a positive probe or a negative probe
were analyzed together. Differently from encoding, two separate epoch groups were
created for the recognition period, defined by the permission to response from 16000–
18500 ms. Epochs were created separately for positive probes and negative probes.
Time-frequency representations (TFRs) were calculated separately for each partic-
ipant and for the encoding epochs and the two recognition epochs, using a Morlet
wavelet for EEG frequencies 1–50 Hz as a function of time depending of the epoch
type. For encoding epochs, the time period used was 0 to 8500 ms from the presen-
tation of red spot that denoted the start of the memory set. For recognition epochs,
the time period used was 2500 to 5000 ms from the presentation of the probe word
at 13500 ms. The TFRs were referenced to the time period of -3500–0 ms The
calculations were performed for each EEG channel separately.
The results, presented as TFRs, were thereafter averaged across participants from
different groups which were the same as described earlier (section 6.2.2). The TFRs
displayed the mean ERSP-values as a function of time and frequency. The TFRs
were averaged separately for different groups and five electrode positions: the frontal
position (Fp1, Fpz, Fp2, AF3, AFz, AF4), the central position (FCz, C1, Cz, C2,
CPz), the left temporal position (FC3, C3, C5, CP3), the right temporal position
(FC4, C4, C6, CP4), and the occipital position (PO3, POz, PO4, O1, Oz, O2).
6.3.4 Statistical analyses
The significance of deviations in the TFRs from baseline power and the signifi-
cant differences between different groups were assessed using resampling methods (a
bootstrap method and a permutation test; for an introduction see, e.g., Hesterberg,
Moore, Monaghan, Clipson & Epstein, 2005).
A bootstrap method was used to assess the statistical significance of the observed
event-related spectral perturbations (ERSP) -values. The TFRs showing only sta-
tistically significant ERSP values are presented separately for each group in Fig. 4.
Blue colors denote negative ERSP values and red colors denote positive ERSP values.
Green color denotes statistically non-significant brain oscillatory power changes.
A permutation test was used to assess statistically significant differences between
groups. Four different comparisons were made: two age-related comparisons (11-
year-olds at concrete operational stage versus 14-year-olds at concrete operational
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stage; and 11-year-olds at formal operational stage versus 14-year-olds at formal
operational stage) and two developmental stage -related comparisons (11-year-olds
at concrete operational stage versus 11-year-olds at formal operational stage; and
14-year-olds at concrete operational stage versus 14-year-olds at formal operational
stage).
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7 Results
7.1 Behavioral tests
The results from behavioral tests for the four groups are shown in Table 2.
Table 2: Mean scores and standard deviations in behavioral tests for the four groups.
Pendulum Volume & Heaviness Raven
11-year-olds
Concrete operations 2.83(1.64) 7.17(2.76) 48.33(4.21)
Formal operations 7.20(1.30) 10.00(3.16) 53.20(2.17)
14-year-olds
Concrete operations 3.57(1.27) 8.00(2.89) 51.14(5.87)
Formal operations 7.67(1.94) 11.33(3.67) 49.56(5.25)
The correlations between behavioral tests, gender and age group are shown in Table
3. Significant correlations were found between Volume & Heaviness task and Pen-
dulum task (r = .61) and between Volume & Heaviness task and Raven matrices
task (r = .36). Cognitive developmental stage correlates with both Pendulum task
(r = .84) and Volume & Heaviness task (r = .49).
Table 3: Correlations between different behavioral tests, gender, cognitive developmental
stage and age group.
1 2 3 4 5 6
1 Pendulum
2 Volume & Heaviness .61***
3 Raven .31 .36*
4 Age .33 .28 .051
5 Cognitive developmental stage .84*** .49** .16 .27
6 Gender .10 −.03 .05 .03 .15
*** p > .001, ** p > .01, * p > .05
The pair-wise comparisons for different developmental stage groups are shown in
Table 4. Differences are shown also for the Pendulum task, although clear dif-
ferences were expected since this task was used to split the groups. Comparisons
for test scores in the Volume and Heaviness task showed no differences between
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groups regardless of age (for 11-year-olds U = 15.00, p > .05, for 14-year-olds
U = 14.50, p > .05). The performance in the Raven Matrices task differed be-
tween developmental stage groups in 11-year-olds (U = 9.5, p < .05) but not in
14-year-olds (U = 25.5., p > .05).
Table 4: Group comparisons for different developmental stage groups.
Mann-Whitney’s U
Pendulum
11-year-olds 0.00 ***
14-year-olds 0.00 ***
Volume & Heaviness
11-year-olds 14.50
14-year-olds 15.00
Raven
11-year-olds 9.50 *
14-year-olds 25.50
*** p > .001, * p > .05
The comparisons for different age groups are shown in Table 5. When the com-
parisons were made for different age groups at the same developmental stage, no
statistically significant differences were found in any of the tests.
Table 5: Group comparisons for different age groups.
Mann-Whitney’s U
Pendulum
Concrete operations 31.00
Formal operations 20.50
Volume & Heaviness
Concrete operations 35.50
Formal operations 16.50
Raven
Concrete operations 31.50
Formal operations 14.00
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7.2 ERD/ERS responses by developmental stage
7.2.1 11-year-olds at concrete operational stage
The statistically significant ERD/ERS for all four groups are presented in Figure 4.
The presentation of the first word in memory set elicited 5–12 Hz ERS in frontal,
central and temporal locations during the first 0–500 ms. In central and temporal
areas this ERS was also present in 0–6 Hz frequency band between 0–500 ms, and
in all central and temporal locations there was 0–6 Hz ERS between 500–1500 ms.
Weak 8–12 Hz ERS was present in central and temporal locations between 1000–
2000 ms. Temporal areas showed 25–30 Hz ERS between 0–2000 ms, this ERS being
most powerful between 0–500 ms. Weak 15–30 Hz ERD responses were also present
in all areas between 500–2000 ms. Frontal and occipital areas showed only weak
responses.
The presentation of the probe word elicited responses that were quite similar with
both positive and negative probe words. The most prominent differences between
positive and negative probe words were witnessed in 8–12 Hz and 4–7 Hz ERS at
the start of the probe word, the responses showing more power with negative than
positive probe words.
The recognition period was characterized by 8–12 Hz ERS which quickly shifted to
ERD at 500 ms. Recognition also elicited a long-lasting 4–7 Hz ERS response and
a 13–30 Hz ERD response. All the responses were most prominent in temporal and
central locations. 13–30 Hz ERD was also noticeable in frontal locations, but overall
the responses in frontal and occipital locations were the weakest.
7.2.2 11-year-olds at formal operational stage
The encoding period showed a long-lasting and memory load dependent 8-12 Hz
ERS which was most prominent in right temporal, central and occipital locations.
The frontal locations did not show 8–12 Hz responses. A weak 13–20 Hz ERD
response was present in all locations. Around 20 Hz there was also a weak ERS
response especially in occipital areas. A 20–30 Hz ERD response was present in
temporal and central locations. The presentation of the memory set showed no
stable responses in 4–7 Hz band.
The recognition period was characterized by a long-lasting 4–7 Hz ERS response
which was present in all locations and most stable in left temporal and central
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Figure 4: Averaged time-frequency representations of statistically significant ERD/ERS-responses
for encoding, and for recognition with either a positive probe or negative probe. Results are shown
separately for each age group (11-year-olds in upper row) and for each cognitive stage group
(concrete operational groups in left column). Red color denotes synchronization (ERS) and blue
color denotes desynchronization (ERD). Time (in milliseconds) represented in x-axis and frequency
(0–30 Hz) represented in y-axis. Note the difference in time scales between encoding and recognition
periods.
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locations. These responses were more stable with the presentation of a positive
probe word in comparison with the negative probe word. A 8–12 Hz ERD response
was present from 500 ms after the probe word presentation. Also a 13–30 Hz ERD
response was present in all locations. However, in occipital locations this 13–30 Hz
ERD response was weak and there also a 13–30 Hz ERS response was present.
7.2.3 14-year-olds at concrete operational stage
The encoding period showed a long-lasting and memory load dependent 8–12 Hz
ERS in all locations. A 4–7 Hz ERS response was elicited after the presentation
of each word of the memory set and this response became more long-lasting with
increasing memory load. 13–20 Hz band showed only a weak ERD response in all
locations. In all but central locations also a 20–30 Hz ERS was noticed. 25–30 Hz
band showed a more prominent ERD response especially in central locations.
The presentation of the probe word elicited responses that were quite similar with
both positive and negative probe words. The strong 8–12 Hz ERS at the presentation
of probe word shifted to an ERD at 500 ms, but this ERD was not long-lasting. In
addition, occipital locations showed a later shift back to 8–12 Hz ERS at 1500 ms
and also a 10–20 Hz ERS response at the same time. The 4–7 Hz band showed an
ERS response which was most stable in left temporal and central locations. This
response was more long-lasting to negative probe words. The recognition period
also elicited a long-lasting 13–30 Hz ERD. Again, the responses were the weakest in
occipital and frontal locations.
7.2.4 14-year-olds at formal operational stage
The encoding period elicited a long-lasting 8–12 Hz ERS especially in central, right
temporal and occipital locations. In frontal and left temporal locations, this response
was weaker. The right temporal and central locations witnessed also a 4–7 Hz ERS
at the first 500 ms after the presentation of each word in a memory set. 13–30
Hz responses were weak in all locations. Curiously, in frontal locations a 13–30 Hz
ERS was witnessed. Also, in frontal locations there was a prominent 0–3 Hz ERD
response.
The presentation of the probe word elicited responses that were somewhat stronger
for positive than for negative probe words. 8–12 Hz ERS response was present in all
locations at the presentation of the probe word and this response shifted to ERD at
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500 ms after the probe word. The 4–7 Hz band did not show long-lasting responses,
but an ERS was present at the presentation of the probe word. 13–30 Hz ERD was
present in all locations. Overall, the responses were most prominent in central and
temporal locations.
7.3 Group comparisons
7.3.1 Age-related comparisons
Concrete operational stage
During the encoding period, different age-groups at concrete operational stage showed
different responses. The responses were overall stronger for 14-year-olds. 14-year-
olds also showed less 4–7 Hz ERS than 11-year-olds especially in right temporal
area. In frontal areas, 10–12 Hz ERS was stronger for 14-year-olds than for 11-year-
olds. Posterior areas showed only weak responses for both groups at 8–12 Hz, but
the responses were more prominent in 14-year-olds. Also frontal areas showed more
stabilized responses in 14-year-olds.
The presentation of the probe word elicited stronger responses in 14-year-olds. The
responses for both positive and negative probes were quite similar for both age
groups. 4–7 Hz ERS response was stronger in 14-year-olds especially in frontal and
central locations.
Perturbation test confirmed the most prominent differences for different age-groups
(Fig. 5). At concrete operational stage during encoding, 11-year-olds showed less
8–12 Hz and 4–7 Hz ERS than 14-year-olds during encoding. During recognition
the responses were quite similar, most differences occurred in 4–7 Hz area and 13–30
Hz responses.
Formal operational stage
During the encoding period, there were some differences between different age groups
at formal operational stage. 11-year-olds showed more long-lasting and stable 8–12
Hz ERS. 14-year-olds showed also some 4–7 Hz ERS which was absent in 11-year-
olds.
Recognition period elicited more differentiated responses between positive and neg-
ative probes in 8–12 Hz and 4–7 Hz responses for 14-year-olds. In 11-year-olds, 6–8
Hz and 4–6 Hz bands showed more long-lasting ERS responses, whereas in 14-year-
olds the 8–12 Hz shift from ERS to ERD was prominent and 4–7 Hz band showed
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Figure 5: Statistically significant differences in ERD/ERS responses between age and cognitive
stage groups, analyzed with permutation test. Comparisons are shown separately for cognitive
stage (upper row, 11-year-olds on left and 14-year-olds on right) and age (lower row, concrete op-
erations on left and formal operations on right). Red and blue color denote statistically significant
(p < .05) differences. TFRs were formed by subtracting latter group from previous group (order
specified in the figure). Time (in milliseconds) represented in x-axis and frequency (0–30 Hz)
represented in y-axis. Note the difference in time scales between encoding and recognition periods.
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only weak responses.
Perturbation test confirmed the most prominent differences for different age-groups
(Fig. 5). At formal operational stage, responses during encoding were quite similar.
11-year-olds showed more 4–7 Hz ERS especially at the end of encoding period. Also
13–30 Hz responses differed in frontal areas.
Differences were more prominent during recognition. 8–12 Hz and 4–7 Hz bands
showed more ERD in 14-year-olds. Also, probe word elicited stronger 13–30 Hz
ERD responses in 14-year-olds.
7.3.2 Developmental stage-related comparisons
11-year-olds
During the encoding period, 11-year-olds at concrete operational stage showed more
4–7 Hz ERS than 11-year-olds at formal operational stage. The differences were most
prominent in temporal and central positions, where the responses in both groups
were most stable. Groups differed from each other also in responses in posterior
areas: at formal operational stage, encoding elicited stable 8–12 Hz ERS, whereas
at concrete operational stage this ERS was yet absent.
The presentation of the probe word elicited overall stronger responses in 11-year-
old at formal operational stage as compared to those at concrete operational stage.
Also, for 11-year-olds at concrete operational stage, both the negative and positive
probes elicited more similar responses than for 11-year-olds at formal operational
stage where the responses for the positive probe were more long-lasting especially
in 6–8 Hz and 4–6 Hz ERS responses.
Perturbation tests confirmed the group differences (Fig. 5). During encoding for
concrete operational stage,8–12 Hz ERS was weaker and 4–7 Hz ERS was stronger
than for formal operational stage.
During recognition, differences were most prominent in 4–7 Hz responses. For con-
crete operational stage, 4–7 Hz ERS was weaker than for formal operational stage.
Also 13–30 Hz band showed unstable differences.
14-year-olds
The encoding period elicited different responses in 14-year-olds at concrete oper-
ational stage and formal operational stage. The most prominent differences were
found in 4–7 Hz responses and in 13–30 Hz responses. Responses at 8–12 Hz showed
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only small differences. In both stage-groups, 8–12 Hz responses were quite unstable.
Differences in 8–12 Hz and 4–7 Hz responses were more prominent during recogni-
tion period. For 14-year-olds at formal operational stage, 8–12 Hz ERS shifted more
thoroughly to ERD at 500 ms in all areas. For 14-year-olds at concrete operational
stage, 8–12 Hz responses were not that differentiated: 8–12 Hz showed only ERS
especially in frontal and occipital areas. Also, for 14-year-olds at concrete opera-
tional stage 4–7 Hz ERS response was prominent, whereas this response was absent
for 14-year-olds at formal operational stage.
Perturbation tests confirmed the group differences (Fig. 5). During encoding, 8–12
Hz band showed differences especially in temporal areas with ERS responses being
stronger for concrete operational stage.
During recognition, group differences were most prominent in 8–12 Hz and 4–7 Hz
responses. 8–12 Hz ERD was stronger for frontal operational stage especially in
frontal areas. Also, 4–7 Hz ERS was stronger for concrete operational stage.
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8 Discussion
The current study is the first one to combine Piagetian cognitive development to
the study of working memory related brain oscillations. The aim of the study
was to further investigate the developmental differences in brain oscillations. In
addition, the neural correlates underlying Piaget’s theory on cognitive developmental
stages were addressed. Furthermore, the differences between children at different
Piagetian cognitive developmental stages in relation to brain oscillatory activity
during an auditory memory task were examined. Moreover, it was of interest to
provide further evidence on the age-related differences in brain oscillatory activity
during an auditory memory task.
As a new approach, developmental differences were not examined solely based on
age-related differenced but were compared between different cognitive developmen-
tal stages. The results show that age is not enough in explaining developmental
differences in brain activity. Moreover, inspections of cognitive developmental stage
related differences reveal changes that cancel each other out in age group compar-
isons. In addition, the results demonstrate further evidence on the strong relation-
ship between working memory and cognitive development, and that this relationship
can be studied with psychophysiological methods.
Before this study, the Piagetian approach to cognitive development has so far been
adopted only in ERP studies (Stauder et al., 1993, 1999) which have shown that
changes in ERP responses accompany the transition from pre-operational stage to
concrete operational stage. The current study offers a new viewpoint by analyzing
the differences in temporal dynamics of brain activity and using a sample of older
children at concrete and formal operational stages.
Piaget’s theory on cognitive development states that there are wide individual dif-
ferences in reaching the stages. This has been confirmed by empirical studies on
large populations suggesting that within one age group there are children at sev-
eral developmental stages and sub-stages (Shayer et al., 1976; Shayer & Wylam,
1978; Hautamäki, 1984). This is also evident in the current study where both age
groups, 11-year-olds and 14-year-olds, showed a considerable variation in cognitive
developmental stages. This shows that the Piagetian approach is valuable in divid-
ing children to different developmental stage groups also in a small sample. The
variability in reaching different stages ensures that even an apparently homogenous
group, such as a school class in this study, includes children at different stages. This
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is useful for the purposes of cognitive neuroscience research since even small samples
are enough to cover a wide range of developmental stages.
Brain oscillatory activity in the 4–7 Hz band has been linked to working memory
recognition processes (Klimesch, 1999; Klimesch, Schack, & Sauseng, 2005; Pesonen
et al., 2006, 2007) which are enhanced by higher working memory capacity. On
the other hand, higher working memory capacity is related higher general cognitive
ability (Kyllonen & Christal, 1990; Engle et al., 1999a; Handley et al., 2004) and the
cognitive developmental stages (Case, 1987; Pascual-Leone, 1987). Yet, individuals
with higher general cognitive abilities seem to have employ more e"cient strate-
gies in cognitive tasks since they use less brain volume and therefore less energy in
processing than individuals with lower general cognitive abilities (Jau#ovec, 2000).
Accordingly, the 4–7 Hz band shows differences between developmental groups stage
groups especially during recognition. However, these differences are related to age
groups: in 11-year-olds 4–7 Hz band synchronization is larger at formal operational
stage than at concrete operational stage, but the opposite is seen in 14-year-olds.
The reason behind the increased synchronization in 11-year-olds at formal opera-
tional stage can be due to the higher working memory capacity which enables more
thorough processing but which has probably not yet led to the most e"cient working
memory strategies. In 14-year-olds at formal operational stage, less 4–7 Hz band
synchronization can relate to more e"cient working memory strategies. At concrete
operational stage, good performance in memory task might set more demands on
working memory as it is not utilized to its full power. At formal operational stage,
higher working memory capacity is used more e"ciently because of more powerful
memory strategies. Taken together, the changes in 4–7 Hz band depend both on
age and cognitive developmental stage. This is rather different developmental pat-
tern than in earlier studies that have shown only straightforward increase in 4–7 Hz
synchronization during recognition (Krause et al., 2001a, 2007). It is evident that
age is not enough in describing the spectrum of developmental changes in oscillatory
brain activity.
In previous studies, 8–12 Hz band responses has been associated with attentional
and semantic processes (Klimesch, 1996, 1999; Neuper & Pfurtscheller, 2001). With
Sternberg’s memory search paradigm in auditory modality, encoding has been asso-
ciated with 8–12 Hz synchronization and recognition has been linked with 8–12 Hz
desynchronization in adults (Karrasch, Laine, Rapinoja, & Krause, 2004; Krause,
Lang, Laine, Kuusisto, & Pörn, 1995, 1996; Krause, Sillanmäki, Häggqvist, & Heino,
2001b; Pesonen et al., 2006, 2007). These responses show also a developmental trend
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characterized by an age-related decrease in 8–12 Hz band synchronization during en-
coding and an increase in 8–12 Hz desynchronization during recognition (Krause et
al., 2001a, 2007). However, these studies have compared only age groups. The cur-
rent results show that 8–12 Hz band synchronization during encoding varies with
both age and cognitive developmental stage. The differences are prominent espe-
cially in posterior areas with children at formal operational stage regardless of age
showing a 8–12 Hz band synchronization than children at concrete operational stage.
The current study showed an age-related increase in 8–12 Hz desynchronization dur-
ing recognition that is compatible with earlier studies. However, the stage-related
examinations revealed that this pattern depends also on cognitive developmental
stage with the older children at formal operational stage showing the most desyn-
chronized responses in 8–12 Hz band. This developmental trend in increasing 8–12
Hz desynchronization might be explained by neural e"ciency hypothesis (Haier et
al., 1988), according to which subjects with higher general cognitive abilities ex-
hibit weaker cortical activation than subjects with average or lower general cogni-
tive abilities. Neural e"ciency hypothesis has previously been linked with 8–12 Hz
band which show more desynchronization in individuals with higher general cog-
nitive abilities (Neuper & Pfurtscheller, 2001), especially in cognitively easy tasks
where existing strategies are used more e"ciently by individuals with higher gen-
eral cognitive abilities (Doppelmayr et al., 2005). According to the neural e"ciency
hypothesis, 8–12 Hz band desynchronization releases cortical areas for the use of
the current task and this leads to a more e"cient use of task-relevant cortical net-
works. Also, in the current study the differences between age groups and cognitive
stage groups in 8–12 Hz band desynchronization were prominent in the scalp dis-
tribution of responses: older children at higher developmental stage showed 8–12
Hz desynchronization that was localized in parietal areas whereas younger children
and children in lower developmental stages showed more frontal responses. This
is in line with earlier studies that have shown the tendency of high general cogni-
tive ability individuals to make a greater use of parietal regions and lower general
cognitive ability individuals to rely more on frontal regions (Jau#ovec & Jau#ovec,
2004; Gevins & Smith, 2000). This further supports the neural e"ciency hypothesis
and may be explained by the use of better task-specific strategies by high general
cognitive ability individuals. Moreover, the results also support an assumption that
individuals with higher general cognitive abilities use less brain volume and therefore
less energy to process a cognitive task than individuals of average general cognitive
abilities (Jau#ovec, 2000).
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The role of 13–30 Hz band oscillations in cognition is controversial. Traditionally,
13–30 Hz oscillations were related to motor processes, but more recent studies sug-
gest a link between 13–30 Hz band responses and cognitive processes such as memory
functions (Pesonen et al., 2007), attention and higher cognitive functions (Sauseng
& Klimesch, 2008). The current results show that there are developmental changes
also in 13–30 Hz band responses especially during recognition. Children at formal
operational stage show more 13–30 Hz band desynchronization especially during
recognition. The differences between different cognitive developmental groups sup-
port the link between 13–30 Hz oscillations and cognitive processes such as memory
functions. The group differences cannot be explained by motor processes alone, since
the time interval between a memory task and a motor task in the current study was
delayed.
To summarize the results from brain oscillatory comparisons between different age
and developmental stage groups, it seems that there are at least two kinds of tun-
ing in neural activity that take place during the development in early adolescence.
First, there is an increase in working memory capacity that is linked with age re-
lated changes in brain oscillations showing increased cortical activation. Second, the
transition from a developmental stage to another seems to be accompanied with a
tuning in working memory strategies that help to focus the cortical activation more
e"ciently. Thus, the development of brain oscillations shows age related differences
that are modified by differences in cognitive developmental stage. This dichotic
nature of differences has previously been ignored.
The validity of the behavioral tests used in the current was assessed by comparing
group differences in different tasks and by examining correlations between tasks.
First, the validity of Piagetian tasks to group together children at the same cogni-
tive developmental stage was assessed. The behavioral results showed no statistically
significant age differences in either of the cognitive stage groups. This points to the
conclusion that children at the same cognitive developmental stage show similar
performance in cognitive tests regardless of the biological age. Thus, the Piagetian
tasks are a valid measure in grouping together children with similar cognitive skills.
Second, the validity of the Pendulum task to assess the cognitive developmental
stage was considered. The validity of the Pendulum task in defining the Piagetian
developmental stage in this sample can be assessed by comparing the results to an-
other Piagetian task, the Volume and Heaviness task, which was also used in the
current study. Correlations show a clear relationships between these two tasks. How-
ever, group-wise comparisons reveal that these two Piagetian tasks act somewhat
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differently in this sample. The dividing of children to developmental stage-related
groups would be different when using the Volume and Heaviness task, compared
to the group divisions according to the Pendulum task, although both tasks are
designed to cover partially equal range of Piagetian stages. It is possible that the
sample size in this study was so small that statistically significant differences could
not be detected. With a small sample size, the lack of similarities between the re-
sults can be due to sampling error. There is also another possible explanation for
the lack of similarity between the Volume and Heaviness task and the Pendulum
task. These two tasks measure partially different aspects of cognitive development
(Shayer, Ginsburg, & Coe, 2007): good performance in the Pendulum task requires
more fluid intelligence whereas performance in the Volume and Heaviness requires
both fluid and crystallized intelligence.
There are some limitations to the current study. First, the generalizability of the cur-
rent results is limited because of the modest sample size. Second, the current study
assumed a strong relationship between working memory and cognitive development.
Third, the selection of different age groups in the current study concentrates on a
limited period of cognitive development. Fourth, the cross-sectional nature of this
study does not grasp all the elements of development. Next, these limitations are
considered each in turn and recommendations for future studies are outlined.
The sample size in the current study is quite modest and no randomized sampling
method was used. However, the sample size is similar and thus comparable to
previous studies using ERD/ERS method. The use of brain imaging techniques is
time-consuming and expensive which often sets limits to the selection of sample. In
the future, this shortage could be overcome by combining data sets from separate
studies and re-analyzing them together.
In the current study, working memory is considered as a window to cognitive de-
velopment. As suggested in both theoretical approaches (see, e.g., Demetriou et
al., 2008) and by empirical evidence (de Ribaupierre & Lecerf, 2006; Handley et
al., 2004), working memory is an important factor behind age related cognitive de-
velopment and higher cognitive functions such as reasoning and fluid intelligence.
Thus, working memory approach to Piagetian cognitive development is well jus-
tified. Accordingly, the current study shows that it is possible to find differences
between children at different cognitive developmental stages with a working memory
task. Therefore, the link between working memory and higher cognitive functions is
further strengthened. However, there is more to cognitive development and higher
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cognitive skills than just working memory (Adey et al., 2007). Probably not all
differences between children at different cognitive developmental stage in this study
were caught by using a working memory task. In the future, brain activity during a
different kind of cognitive task would reveal more aspects on cognitive development.
The model introduced by Demetriou et al.’s (2008) could be used in evaluating the
relevance of hierarchically different tasks.
The working memory task in the current study is based on Sternberg’s memory
search paradigm. Simple short-term memory storage functions have been shown to
be fully developed at the age of 11 (O’Hare et al., 2008), so that no differences in
short-term memory should be seen in the age groups of the current study. Working
memory, on the other hand, still continues to develop after the age of 11. Is the
Sternberg’s memory search paradigm able to catch the developmental changes in
working memory? The task is simple, and thus suitable for EEG study, but there
are limitations to it as well. However, there are arguments that favor the use of
this kind of a memory test. First, according to Piaget’s theory, there are differ-
ences in the structure of thinking at different developmental stages (Piaget, 1970).
Second, according to the neo-Piagetians, these differences are due to the processing
capacity (Case, 1987). Taken together, the performance level in memory task can
be high already at concrete operational stage and in 11-year-olds, but the mecha-
nisms underlying the memory strategies during the task can differ between different
developmental stages. These differences could be seen in oscillatory activity which
reflects the dynamic interactions between brain areas.
This study concentrated on 11- and 14-year-olds-children. These age groups were
chosen according to the expected differences and similarities in cognitive develop-
mental stage structure within one age group: these two groups are separate enough
to show age-related variation in both developmental stage (see, e.g., Shayer et al.,
1976, for developmental curves) and in brain activity (Thomason et al., 2008; O’Hare
et al., 2008; Conklin et al., 2007; Klingberg et al., 2002), while at the same time
being close enough to each other so that children at both concrete and formal op-
erational stages can be found within the both age groups. Also previous studies
on oscillatory activity in auditory memory tasks in children have used similar age
groups, e.g. 12-year-olds (Krause et al., 2001a) and 10-14-year-olds (Krause et al.,
2007). This made it possible to evaluate the current results with respect to previous
studies. In future studies, a greater variety of age groups could be analyzed together
in order to encompass a developmentally broader range.
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The current study is cross-sectional in nature implicating that EEG was measured
only once from each child. It is probable that not all developmental phenomena
are caught by using a cross-sectional design. In the future, longitudinal studies of
children’s brain activity at various ages would greatly add to the understanding of
cognitive developmental time course.
In conclusion, the current explorative study sheds further light on age- and cognitive
stage-related brain oscillations and to the relationship between working memory and
cognitive development. It is shown that besides age, also the cognitive developmental
stage affects the pattern of brain oscillatory activity. This encourages to put more
emphasis on the analysis of individual differences. Age is not enough to predict
brain oscillatory activity during an auditory memory task. On the other hand, a
link between cognitive development and working memory is clear in the current
study. In the future, other factors behind cognitive development besides working
memory could be addressed.
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