Three problems about simple polygons  by Chan, Timothy M.
Computational Geometry 35 (2006) 209–217
www.elsevier.com/locate/comgeo
Three problems about simple polygons ✩
Timothy M. Chan
School of Computer Science, University of Waterloo, Waterloo, ON N2L 3G1, Canada
Received 18 July 2005; received in revised form 1 November 2005; accepted 11 November 2005
Available online 11 January 2006
Communicated by B. Chazelle
Abstract
We give three related algorithmic results concerning a simple polygon P :
1. Improving a series of previous work, we show how to find a largest pair of disjoint congruent disks inside P in linear expected
time.
2. As a subroutine for the above result, we show how to find the convex hull of any given subset of the vertices of P in linear
worst-case time.
3. More generally, we show how to compute a triangulation of any given subset of the vertices or edges of P in almost linear
time.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
This paper gives linear or almost-linear algorithms for three problems about simple polygons and addresses some
basic questions that have not been raised before (to the best of the author’s knowledge) and are thus surprising (if one
considers the wealth of existing results on simple-polygon computations).
The problem that started off this research is well-studied:
PACK-2-DISKS: Given a simple polygon P with n vertices, find two disjoint congruent disks inside P , maximizing
the radius. (See Fig. 1 (left), shown with a suboptimal solution.)
This problem has attracted attention from a number of computational geometers, as it is not only an example of a
polygon containment problem (how to pack multiple objects inside a container) but also an example of a facility
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location problem (a variant of the standard two-center problem) [2]. The first appearance of the problem [9], though,
was inspired by quite a different theme (how to wrap a disk with a polygonal piece of paper).
Here is a quick summary of the previous results: For the special convex-polygon case, there is an optimal O(n)
algorithm by Bose et al. [10], improving a previous O(n logn) algorithm by Kim et al. [24]. For an arbitrary simple
polygon, there is a randomized O(n logn) algorithm by Bose, Morin, and Vigneron [11], improving previous deter-
ministic O(n log3 n) and O(n log2 n) algorithms by Bespamyatnikh [6,7], which in turn were improvements over the
original O(n2) algorithm by Biedl et al. [9]. Bose, Morin, and Vigneron’s O(n logn) algorithm works for general
polygons with holes, for which there is an (n logn) lower bound [11]. The possibility of a linear-time algorithm for
simple polygons was left open.
We settle this open question by presenting a randomized O(n) algorithm for PACK-2-DISKS. The algorithm is
obtained by solving the decision problem first and applying a general randomized optimization technique [12].
In designing the decision algorithm, we encounter a curious subproblem that seems new and fundamental:
CH-OF-SUBSET: Given a simple polygon or chain P with n vertices and a subset Q of these vertices, compute the
convex hull of Q. (See Fig. 1 (right).)
The standard 2-d convex hull problem of course requires (n logn) worst-case time [35]. However, because the points
in Q are already “sorted”—in the sense that they are ordered along a Jordan curve—we might expect a better result.
Indeed, in the 1980s, a number of simple algorithms have been proposed that can compute the convex hull of
a simple polygon or chain in linear time, by variations of Graham’s scan [8,21,28,30,32,35]. Unfortunately, these
algorithms cannot be applied to our convex hull problem, where Q is a subset of the polygon, not the whole polygon.
A rough explanation is that these previous algorithms exploit not only the “sortedness” of the input, but also its
“shape”—a sparse subset may lose the shape of the original polygon. For a more concrete explanation, the “Jordan
sorting” problem can be reduced to CH-OF-SUBSET but seems to require an algorithm [19,23] more powerful than
Graham’s scan. (The Jordan sorting problem is to sort the intersections of a polygon with a line; by bending the line
slightly into a strictly convex curve, we can intersect each edge with the curve and sort the intersection points by
computing their convex hull.)
We show that CH-OF-SUBSET can be solved optimally in O(n) time—in other words, “sortedness” alone without
“shape” still helps for the convex hull problem! Not surprisingly, the linear-time algorithm for polygon triangulation
by Chazelle [13] (or Amato, Goodrich, and Ramos [4]) is used as preprocessing, but interestingly, an adaptation of
Kirkpatrick’s well-known method for point location [25] turns out to be the key. Alternatively, we also give a simpler
randomized algorithm that runs in O(n log∗ n) expected time, where log∗ denotes the iterated logarithm function. The
idea here is to modify directly the simpler, randomized O(n log∗ n) triangulation algorithm by Clarkson, Tarjan, and
Van Wyk [17] or Seidel [36].
Naturally one can ask whether sortedness helps for other problems, such as computing a triangulation of a point set
or a triangulation of a set of disjoint line segments, which requires (n logn) time for unsorted data. This question
leads to a problem stronger than CH-OF-SUBSET:
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of P , compute a triangulation of Q. (The triangulation should use only the vertices or endpoints of Q and cover
the convex hull of Q.)
Chazelle’s algorithm [13] can already triangulate the edge set of the polygon in linear time, if applied to the
inside as well as the pockets of the polygon. However, when Q is an arbitrary subset of the vertex or edge set, the
triangulation thus computed has extra vertices that need to be removed. It is not clear how a triangulation of a subset
can be extracted from a triangulation of the whole set in linear time. Note that this is possible if “triangulation” is
replaced by “Delaunay triangulation”, as Chazelle et al. [14] have recently demonstrated with a randomized algorithm
(they refer to the problem as “triangulation splitting”). However, we are not given the Delaunay triangulation of the
vertices of the polygon (which requires (n logn) time to construct in general). On another related note, Kirkpatrick,
Klawe, and Tarjan [26] discussed the problem of removing Steiner points from a triangulation of a simple polygon,
but not a triangulation of a point set.
Nevertheless, we show that TRIANGULATION-OF-SUBSET can be solved in O(n log∗ n) time. The new algorithm
repeatedly uses planar graph separators and invokes Bar-Yehuda and Chazelle’s triangulation algorithm for polygons
with holes [5] (which in turn calls Chazelle’s triangulation algorithm for simple polygons). This result is noteworthy
in that there are not too many examples of deterministic O(n log∗ n) algorithms in this area (with one exception
being [22]). Although log∗ n is “practically” bounded by a constant, our result raises a tantalizing theoretical question:
can TRIANGULATION-OF-SUBSET be solved in linear time?
2. Packing two disks in a simple polygon
In this section, we address the PACK-2-DISKS problem. The basic idea is to solve the decision problem first (testing
whether the maximum radius is at least a given number r) and then invoke the author’s optimization technique [12].
The decision problem is essentially a problem about an “offset” of the given polygon P (i.e., all points at a fixed
distance from the boundary of P ). The main difficulty in obtaining linear running time is that this offset “polygon”
is not necessarily connected, so usual algorithms for simple polygons cannot be applied. Fortunately, it is possible to
connect up the offset into one simple chain so that the result of the next section on CH-OF-SUBSET can be used. In
addition, we have to overcome some technical challenges, to avoid working with curved segments of the offset and to
ease the subsequent application of the optimization technique.
2.1. Preliminaries
We assume general position throughout, by known perturbation methods.
As preprocessing, a natural first step is to compute the medial axis of the given polygon P (i.e., the Voronoi diagram
of its vertices and edges inside P ). A point q inside P is on the medial axis if there are two points on the boundary
of P that are both nearest to q . The medial axis forms a tree TM consisting of straight-line and parabolic segments,
with total size |TM | = O(n). It can be computed in O(n) time by a randomized algorithm of Klein and Lingas [27]
or a deterministic algorithm by Chin, Snoeyink, and Wang [15]; both use a linear-time polygon triangulation algo-
rithm [4,13] as a subroutine. Alternatively, if we are happy with an almost-linear time bound, we can use a simpler
randomized O(n log∗ n) algorithm by Devillers [18], which is based on Seidel’s polygon triangulation algorithm [36].
The medial axis naturally partitions P into regions (Voronoi regions). To avoid curved boundaries and ensure that
regions have constant complexity, we work with a different partition: Every segment γ of the medial axis is defined
by the bisector of two features f1, f2, where a feature can be either a vertex of P or the line through an edge of P . Let
R(γ ) be the polygon inside P formed by taking each of the two endpoints p of γ and drawing straight line segments
from p to its two nearest points on f1 and f2; as shown in Fig. 2, this polygon has 4 to 6 sides. For any point q ∈ R(γ ),
its nearest point on the boundary of P must then be defined by f1 or f2, depending on which side of γ the point is
on. As can be easily checked, these regions R(γ ) are disjoint, cover P , and can be generated in O(n) time.
Let ΠM be the cycle formed by traversing every segment of the medial axis TM twice without crossing. We will
solve a slight generalization of the problem:
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Fig. 3. Possible pictures of the region R(γ, r) (shown in dark shade).
Given two subpaths Π1 and Π2 of ΠM , find the largest value r such that property P(Π1,Π2, r) is true, where
P(Π1,Π2, r) refers to the existence of two points q1 and q2 (the “centers”) satisfying:
1. qi ∈ R(γi) for some γi ∈ Πi ,
2. the distance of qi to its nearest neighbor on the boundary of P is at least r , and
3. the distance between q1 and q2 is at least 2r .
The original version of the problem is when Π1 = Π2 = ΠM .
2.2. Decision algorithm
The decision problem is this: given subpaths Π1,Π2 and a value r , determine whether P(Π1,Π2, r) is true.
We will rephrase the problem. Given a segment γ , let R(γ, r) be the set of all points in R(γ ) whose nearest neigh-
bor distance to the boundary of P is at least r . We want to determine whether there exist a point in
⋃
γ∈Π1 R(γ, r) and
a point in
⋃






Given the convex hulls of two sets in the plane, the farthest pair between the two sets can be determined in linear
time by a simple method of “rotating calipers” [35]. So, it suffices to construct the convex hull of⋃γ∈Πi R(γ, r) for
each i ∈ {1,2}.
What does R(γ, r) look like? Say γ is defined by the bisector of features f1 and f2. Then R(γ, r) is the intersection
of the set R(γ ), the set of all points of distance at least r from f1, and the set of all points of distance at least r from f2.
The first set is a polygon, but the second/third set can be a halfplane (if the feature is a line) or the complement of a
disk (if the feature is a point). So, although R(γ, r) has constant complexity, it may be disconnected and may involve
circular arcs. (See Fig. 3.)
A simple observation allows us to bypass curved boundaries: to compute the convex hull of
⋃
γ∈Πi R(γ, r), it
suffices to compute the convex hull of Si :=⋃γ∈Πi extR(γ, r), where extR(γ, r) denotes the set of extreme points
of R(γ, r) (vertices of its convex hull). The convex hull of each R(γ, r) is a polygon, because the circular arcs that
bound R(γ, r) are concave. So, each extR(γ, r) is a discrete set of points.
Easily, we can form the point set Qi in O(|Πi |) time. Moreover, we can form a simple chain that passes through
all points of Qi and possibly extra points, in O(|Πi |) time, as follows. For each γ ∈ Πi , we can generate one or two
(depending on the multiplicity of γ in Πi ) non-intersecting polygonal subchains that goes from one endpoint to the
other endpoint of γ , stays inside R(γ ), and visits all points in extR(γ, r) (if any). Because R(γ ) and extR(γ, r)
have constant complexity, it is a simple matter to construct such subchains of constant size. Since Πi is a path,
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made simple (by perturbing endpoints slightly if necessary). By the linear-time algorithm in the next section, we can
construct the convex hulls of Qi and therefore solve the decision problem in O(|Π1|+ |Π2|) time, excluding the initial
preprocessing.
2.3. Optimization algorithm
Using this decision oracle, we could apply parametric search [31] to solve PACK-2-DISKS (as Bespamyatnikh
did [6]), but this would result in polylogarithmic-factor slowdown (not to mention a tricky simulation of a parallel
algorithm). Instead, we apply the author’s randomized optimization technique [12].
The only requirement of the technique is a procedure to divide the problem into a constant number of subproblems,
each of a fraction of the original size, such that the solution to the original problem is the minimum/maximum of the
solutions to the subproblems. Our generalized formulation of the problem permits this without much effort: break Πi






Thus, by the optimization technique [12], we can compute w(Π1,Π2) with the same asymptotic expected time bound
as the decision algorithm. So, the expected running time is O(n), even including the preprocessing.
3. Finding the convex hull of a subset of a simple polygon
In this section, we solve the CH-OF-SUBSET problem (and in particular complete our solution of PACK-2-DISKS).
We offer two solutions. The first is randomized and slightly slower, but avoids calling a linear-time polygon triangula-
tion algorithm; it is a direct modification of the well-known O(n log∗ n) triangulation algorithms by Clarkson, Tarjan,
and Van Wyk [17] and Seidel [36]. The second is deterministic and harder to implement, but runs in optimal linear
time; it is based on the well-known point location method by Kirkpatrick [25].
3.1. A randomized O(n log∗ n) algorithm
We follow the sampling approach of Clarkson, Tarjan, and Van Wyk [17] and Seidel [36] (see also [18,33]), with a
slight change in parameters. Let S be the edge set of the given simple polygon. Pick a random permutation s1, . . . , sn
of S and let Ri = {s1, . . . , sri }, where r0, . . . , r is an increasing sequence to be specified later, with r0 = 1 and r = n.
The original approach was designed for the problem of constructing the trapezoidal decomposition T (S), defined
as the partition of the plane into cells (trapezoids or triangles) formed by S and the vertical rays shot upward and
downward from each endpoint of S. The algorithm works by iterating over each i = 0, . . . ,  − 1 and refining T (Ri)
to build T (Ri+1). It is not necessary to repeat specific details of this algorithm and analysis (see [17,33,36]), but
we mention two relevant facts: First, the expected running time of each iteration is O(ri+1 log(ri+1/ri)). Second,
within the same time bound, we can set up pointers between each cell Δ ∈ T (Ri) and each cell Δ′ ∈ T (Ri+1) that
intersects Δ.
To solve CH-OF-SUBSET, the idea is to follow this “top-down” algorithm with a new “bottom-up” phase, which
we now describe. For each cell Δ of the trapezoidal decompositions generated, we will maintain a convex polygon
HΔ satisfying two invariants: (i) all vertices of HΔ are from Q ∩ Δ, and (ii) HΔ contains all extreme points of Q that
are inside Δ.
For Δ ∈ T (R) at the bottommost level, we just set HΔ to be the convex hull of Q ∩ Δ, which has constant size.
We then iterate over each i = − 1, . . . ,0, and for each Δ ∈ T (Ri), set HΔ to be the convex hull of {restrict(HΔ′ ,Δ) |
Δ′ ∈ T (Ri+1), Δ′ ∩ Δ = ∅}, where restrict(HΔ′ ,Δ) denotes the convex polygon obtained by deleting vertices not in
Δ from the vertex set of HΔ′ . To compute HΔ, we need to compute the convex hull of a collection of disjoint convex
polygons; this is explained below. For Δ ∈ T (R0) at the topmost level, we return HΔ. The answer is correct by the
invariants.
The following lemma provides the missing subroutine:
Lemma 3.1. The convex hull of k disjoint convex n-gons can be constructed in O(k logk logn) time.
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gave output-sensitive algorithms, but in our case, we can use instead the standard divide-and-conquer algorithm:
Namely, divide the collection of disjoint convex polygons arbitrarily into two subcollections each with k/2 convex
polygons, recursively compute the convex hull of each subcollection, and merge the two hulls.
The lower/upper hull of k disjoint convex polygons dualizes to the lower/upper envelope of k concave/convex
polygonal “curves”. Since a pair of disjoint convex polygons admits two common tangents, a pair of the dual curves
intersect at most twice. By a simple result on Davenport–Schinzel sequences [1], the envelope thus consists of O(k)
curve pieces, or “arcs”, forming an “arc-gon”. We can compute the lower/upper envelope of two such arc-gons, by
sweeping the arcs from left to right (in the primal plane, this corresponds to “rotating calipers”). The sweep requires
O(k) primitive operations, each involves intersecting two arcs—in the primal plane, this corresponds to finding a
common tangent, which can be done in O(logn) time by binary search (for example, see [35, Lemma 3.1]). So,
merging can be performed in O(k logn) time. The entire divide-and-conquer algorithm thus takes O(k logk logn)
time. 
3.2. Analysis
To analyze the cost of the bottom-up phase, consider the ith iteration. Let nΔ = |Q∩Δ|, nΔ′ = |Q∩Δ′|, and kΔ be
the number of cells Δ′ ∈ T (Ri+1) that intersect Δ. We can collectively compute all restrict(·,·) in time proportional to∑
Δ′∈T (Ri+1) nΔ′ plus the total number of pointers
∑
Δ kΔ. By Lemma 3.1, we can compute each convex hull HΔ in
time O(kΔ logkΔ lognΔ). Note that this expression is upper-bounded by O(nΔ + kΔ log2 kΔ) (just consider two cases
nΔ  k2Δ and nΔ  k2Δ).
Now,
∑
Δ∈T (Ri) nΔ = O(n) and
∑
Δ′∈T (Ri+1) nΔ′ = O(n). Since kΔ is proportional to the number of segments in
Ri+1 that intersect Δ, and since Ri is a random subset of Ri+1 of size ri , we can apply the general sampling analysis
of Clarkson and Shor [16] to bound the expectation of ∑Δ∈T (Ri) kΔ log2 kΔ by O(ri · (ri+1/ri) log2(ri+1/ri)). The
total expected cost for the ith iteration is thus O(n + ri+1 log2(ri+1/ri)).









Choosing the sequence ri = n/(log(i) n)2	 for i = 1, . . . ,  with  = log∗ n, we can bound each term in the above
sum by O(n) (since log(ri+1/ri) = O(log[(log(i) n)2]) = O(log(i+1) n)). So, the expected running time is O(n log∗ n).
3.3. A deterministic O(n) algorithm
We start with a triangulation T of the vertex set of the polygon, computed by Chazelle’s linear-time algorithm [13].
We then build Kirkpatrick’s hierarchical data structure, originally designed for the planar point location problem
[25,33,35].
To remind the readers, a brief description of Kirkpatrick’s approach is provided below. First, by adding three special
vertices, assume that the outer face of T is a triangle. A sequence of triangulations T0, T1, . . . , T is built, where T0 = T
and T is a single triangle. We modify the triangulation Ti to form a smaller triangulation Ti+1 as follows: Select an
independent set I of size at least αn from Ti (excluding the three special vertices), where the degree of each vertex in
I is bounded by c; this step can be carried out in linear time for an appropriate choice of the constants α > 0 and c
(see [25,33,35]). Remove I from Ti to obtain a planar graph T ′i . Note that each non-triangular face in T ′i must be a
star-shaped polygon with at most c sides. Triangulate the faces of T ′i to obtain Ti+1. We can set up a pointer between
each triangle Δ ∈ Ti and each triangle Δ′ ∈ Ti+1 that intersects Δ.
To solve CH-OF-SUBSET, we use an idea similar to the previous algorithm. For each triangle Δ ∈ Ti in the hier-
archy, we will maintain a convex polygon HΔ satisfying two invariants: (i) all vertices of HΔ are from Q ∩ Δ, and
(ii) HΔ contains all extreme points of Q that are inside Δ.
For Δ ∈ T0, we just set HΔ to be the convex hull of Q ∩ Δ, which has constant size. At the ith iteration, for each
Δ′ ∈ Ti+1, we set HΔ′ to be the convex hull of {restrict(HΔ,Δ′) | Δ ∈ Ti , Δ∩Δ′ = ∅}, where restrict(HΔ,Δ′) denotes
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Correctness again follows from the invariants.
3.4. Analysis
The triangulation Ti has at most ni := (1−α)in vertices. Each triangle in Ti is contained in one face of T ′i and thus
intersects at most c − 2 triangles in Ti+1. Similarly, each triangle in Ti+1 intersects at most c triangles in Ti . Hence,
for each Δ ∈ Ti , the polygon HΔ has at most mi := O(ci) vertices.
Consider the ith iteration. The triangulation Ti+1 and the pointers between Ti and Ti+1 can be computed in linear
time, because c is a constant. This time, the computation of restrict(·,·) is trickier, as we cannot afford to scan through
all vertices of the polygons HΔ. Instead of a plain array, we need to store each HΔ in a balanced search tree, so as to
support splitting and joining in logarithmic time [37]. For each Δ ∈ Ti , we generate restrict(HΔ,Δ′) for every triangle
Δ′ ∈ Ti+1 that intersects Δ, by splitting the polygon HΔ at the  6 intersections with ∂Δ′. For each Δ′ ∈ Ti+1, we
compute the convex hull H ′Δ, this time, of only a constant number c of disjoint convex polygons; Lemma 3.1 still
applies, using a constant number of splits and joins, and yields a logarithmic running time. The total cost of the ith
iteration is thus O(ni logmi).





















4. Triangulating a subset of a simple polygon
To appreciate the delicacy of the algorithms from the previous section, notice that they cannot be strengthened to
output the trapezoidal decomposition of a subset Q of edges. In fact, a simple reduction (see Fig. 4) shows that if this
were possible, we would be able to sort in o(n logn) time! In this section, we show that in contrast, a triangulation of a
subset Q can be found in almost linear time by a different algorithm, thus solving the TRIANGULATION-OF-SUBSET
problem.
4.1. A deterministic O(n log∗ n) algorithm
As suggested in the introduction, our idea to solve TRIANGULATION-OF-SUBSET is to start with a triangulation T
of the entire edge set of the given simple polygon, computed by Chazelle’s linear-time algorithm [13], and then remove
the extra vertices from T . Vertex removal is nontrivial, and we propose a new method that can be viewed as a variation
of Kirkpatrick’s point location method [25]—instead of an independent set of vertices, we find an “independent”
collection of small clusters, remove them simultaneously, retriangulate, and repeat. A corollary of Lipton and Tarjan’s
planar separator theorem [29] will be used:
Lemma 4.1. Given a planar graph G with n vertices and a parameter b, one can find a subset S of O(n/√b ) vertices
in O(n) time, such that each connected component of G \ S has O(b) vertices.
Fig. 4. Knowing the trapezoidal decomposition of all the line segments does not help in computing the trapezoidal decomposition of the bold
segments.
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follows from the work by Aleksandrov and Djidjev [3] or Goodrich [20]. 
Our algorithm is iterative. We first mark vertices that need to be removed, i.e., vertices of T that are not vertices
or endpoints of Q. By adding three special unmarked vertices, assume that the outer face of T is a fixed triangle. At
the beginning of the ith iteration, assume that there are at most ri marked vertices, where r0, . . . , r is a decreasing
sequence to be specified later, with r0 = n and r = 0.
Let Gm be the subgraph of T induced by the ri marked vertices. We apply Lemma 4.1 to Gm to obtain a subset S
of  ri+1 marked vertices such that each component of Gm \ S has size O((ri/ri+1)2). For each such component Γ ,
we build its neighborhood N(Γ ), defined as the union of all triangles in T that are incident to vertices in Γ . Since no
edge joins two different components, no triangle is shared by two neighborhoods, i.e., the neighborhoods have disjoint
interiors.
Each neighborhood N(Γ ) is a polygon possibly with holes. We can trace the boundaries of N(Γ ) by traversing
along each face of Γ individually. Each such face yields a single closed polygonal chain that self-intersects only at
vertices or edges and can be made simple (by slight perturbation). Thus, the number of boundary pieces or holes of
N(Γ ) is bounded by the number of faces of Γ , which is O(|Γ |).
We now remove the vertices in each component Γ from T and retriangulate its neighborhood N(Γ ) by using Bar-
Yehuda and Chazelle’s triangulation algorithm [5] for polygons with holes (perturbation can be undone by coalescing
duplicate vertices and edges). As a result, we get a smaller triangulation T where the only marked vertices left are the
 ri+1 vertices of the separator S. This completes the ith iteration.
4.2. Analysis
Consider the ith iteration. Bar-Yehuda and Chazelle’s algorithm [5] triangulates a polygon with n vertices and p
holes in O(n + p log1+ε p) time for any fixed ε > 0. When applied to N(Γ ), the running time is O(|N(Γ )| +
|Γ | log1+ε |Γ |). Note that the total size of all neighborhoods is O(n), and the total size of all components is O(ri), and
the maximum component size is O((ri/ri+1)2). The total cost for the ith iteration is thus O(n+ ri log1+ε[(ri/ri+1)2]).









Choosing the sequence ri = n/(log(−i) n)1+ε	 for i = 0, . . . ,  with  = log∗ n, we can bound each term in the above
sum by O(n). So, the worst-case running time is O(n log∗ n).
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