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ABSTRACT
The predictability and forecast skill of the models participating in the Climate Historical Forecast Project
(CHFP) database is assessed through evaluating the representation of the upper-tropospheric extratropical
circulation in the Southern Hemisphere (SH) in winter and summer and its main modes of variability. In
summer, the predictability of 200-hPa geopotential height anomalies mainly comes from the ability of the
multimodel ensemble mean (MMEM) to forecast the first three modes of interannual variability with high
fidelity. The MMEM can reproduce not only the spatial patterns of these modes but also their temporal
evolution. On the other hand, in JJA only the second and fourth modes of variability are predictable by the
MMEM. These seasonal differences in the performance of theMMEM seem to be related to the role that the
sea surface temperature (SST) anomalies have in influencing the variability of each mode. Accordingly,
modes that are strongly linked to tropical SST anomalies are better forecast by the MMEM and show less
spread amongmodels. The analysis of both 2-m temperature and precipitation anomalies in the SH associated
with the predictable modes reveals that DJF predictable modes are accompanied by significant temperature
anomalies. In particular, temperatures at polar (tropical) latitudes are significantly correlated with the first
(second)mode. Furthermore, these links obtainedwith observations are also well forecast by theMMEMand
can help to improve seasonal forecast of climate anomalies in those regions with low skill.
1. Introduction
The implementation of climate services at local scales
requires the development of skillful regional prediction
tools. In the Northern Hemisphere (NH), several works
have addressed the levels of predictability attained by cli-
mate models on seasonal time scales using multimodel
ensembles (Jha et al. 2019). However, the levels of pre-
dictability and prediction skill on seasonal time scales in the
Southern Hemisphere (SH), as well as their associated
sources, has not been fully assessed yet.Osman et al. (2016)
performed a first assessment of the tropospheric circulation
in the SH considering models participating in the World
ClimateResearchProgramme (WCRP)ClimateHistorical
Forecast Project (CHFP). They show that predictability
(signal-to-variance ratio) and prediction skill (described by
anomaly correlation between predictions and observa-
tions) are higher in the tropics than in the extratropics and
are also higher in summer than in winter. Nevertheless,
modest values of predictability and skill are found at spe-
cific extratropical regions, such as near the Antarctic
Peninsula, over the Bellingshausen–Amundsen Seas, and
in the central SouthPacificOcean. Previous studies showed
that climate variability in these extratropical regions is
largely influenced by that of the leading patterns of circu-
lation variability in the SH (e.g., Mo 2000). The latter then
opens the questions about how much of the extratropical
predictability is explained by that associated with the main
modes of circulation variability.
The main modes of variability of tropospheric circu-
lation in the SH have been described in the litera-
ture mainly by using geopotential height anomalies, and
the activity of some of them has been at least partially
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related to the sea surface temperature (SST) variability
at the tropics. The first leading mode, known in the lit-
erature as the Antarctic Oscillation or southern annu-
lar mode (SAM), exhibits a highly zonally symmetric
structure that describes an anomaly reversal between
polar and middle latitudes (Kidson 1999; Mo 2000). This
mode, active all year around, is associated with the in-
tensification or weakening of the westerlies, and it has a
barotropic equivalent structure. The next two modes
describe Rossby wave–like patterns extending from the
tropical Pacific and Australian sector to southern South
America. They are generally referred to as Pacific–
South America (PSA) patterns (e.g., Ghil and Mo
1991;Mo 2000). The second leadingmode, usually called
PSA1 (e.g., Mo 2000), is associated with the SST vari-
ability mainly at the central-eastern Pacific, related to El
Niño–Southern Oscillation (ENSO). On the other hand,
the third leading mode, usually called PSA2 (Mo 2000),
is linked to SST anomalies in the tropical Indian Ocean
with dominant periodicity at around 2–3 years. PSA
patterns are associated to enhanced convection in the
tropics as the major atmospheric response to ENSO and
warm SST over the Maritime Continent in the SH. The
two PSA patterns are active all year around but with
some seasonal variations in their amplitude. Both in-
fluence regional temperature and precipitation anoma-
lies inAustralia, NewZealand, Antarctica, and southern
South America (Berman et al. 2012; Fogt et al. 2011;
Silvestri and Vera 2009; Hendon et al. 2007).
The traditional way to determine predictability en-
compasses the computation of the ratio between the var-
iance of signal (associated to external forcings) against the
total variance (forced variance plus internal variance).
However, as results based on this type of approach seem
to be model dependent (e.g., Wu and Kirtman 2006), al-
ternative strategies have been suggested to estimate pre-
dictability of seasonal scales. Wang et al. (2007) introduce
the ‘‘predictable mode analysis,’’ which estimates pre-
dictability by the fractional variance accounted by the
predictable leading modes of variability identified in both
observations and hindcast multimodel ensemble mean
(MMEM) forecasts. Lee et al. (2011) applied it to assess
the predictability of summer upper-level circulation in the
NH, and confirm that it comes mainly from the skill in
predicting the first two leading patterns. Moreover, the
predictability assessment of theAsian winter temperature
variabilitymade byLee et al. (2013) shows that it ismainly
explained by the predictability of the first four associated
leading modes.
Therefore, in this work the predictable mode analysis
is applied to assess the contribution of the three leading
patterns of tropospheric extratropical circulation vari-
ability in the SH to the overall predictability on seasonal
time scales. The study concentrates on austral summer
and winter, and it uses the WCRP-CHFP (Tompkins
et al. 2017) database. This is the first time in which this
methodology is applied in the SH, in contrast to the NH,
where it has been applied before. In addition, the focus
is on assessing the agreement between and within CHFP
models in reproducing those predictable modes, which
represents an advance with respect to previous works
(e.g., Grainger et al. 2011, 2013) that focused on the
ensemble mean of the models.
The study is organized as follows: section 2 describes the
model and observational data used in this work along with
the details of the methodology implemented. Section 3
describes the main modes of variability resulting from
observations and model predictions, their sources of pre-
dictability, and the assessment of both the skill and po-
tential predictability achieved by those modes. Finally,
section 4 discusses the climate anomalies associated with
the predictable modes.
2. Data and methodologies
a. Model data
Seasonal hindcasts from nine institutions participating
in the WCRP CHFP-SHFP Project (available at http://
chfps.cima.fcen.uba.ar) are considered. Model details,
such as horizontal and vertical resolution and ensemble
size, are described in Table 1. Monthly means of geo-
potential height at 200 hPa, 2-m air temperature, and
precipitation rate over the Southern Hemisphere for
December–February (DJF) and June–August (JJA),
from initial conditions observed in November and May
respectively (lead 1 month), are considered for the pe-
riod 1982–2005. The multimodel ensemble mean pre-
diction was made by simply averaging the ensemble
means of the 15 models. In addition, SST predictions
from the same models are also considered.
b. Observed data
NCEP–NCAR reanalysis data (Kalnay et al. 1996) were
considered as observations for 200-hPa geopotential heights
and 2-m air temperature. Observed precipitation data were
obtained from the Climate Prediction Center (CPC)
merged analysis of precipitation (CMAP) dataset (Xie and
Arkin 1997), while observed SST data from the improved
Extended Reconstructed Sea Surface Temperature ver-
sion 2 (ERSST V2) dataset (Smith and Reynolds 2004).
c. Methodology
We used the ‘‘predictable modes analysis’’ approach
developed by Wang et al. (2007) to assess the predict-
ability of upper-level tropospheric circulation in DJF
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and JJA. It is based on the identification of the main
modes of interannual variability for both observations
andMMEMpredictions. Predictability is then estimated
as the percentage of variance explained by the predict-
able modes.
The predictable modes were first identified by an em-
pirical orthogonal function (EOF) analysis (based on the
correlation matrix) of the 200-hPa geopotential height
anomalies over the extratropical SH (208–908S, 08–3608E).
The analysis was performed separately to observations
andMMEMpredictions. Then, the first components were
rotated using the varimax technique tomaximize the local
variancewithin the domain. The number of rotatedmodes
was chosen following O’Lenic and Livezey (1988).
We measured the forecast performance through the
computation of the temporal correlation coefficient (TCC)
score for temporal variations of the times series or principal
components (PCs) and the pattern correlation coefficient
(PCC) score for spatial variations in the eigenvectors. As
in Lee et al. (2011), we defined a skill score that represents
the coupled models’ capability in predicting EOF modes,
combining for each mode the PCC score for eigenvectors






The skill score ranges from 0 (no skill at all) to 1 (perfect
forecast). We reordered the EOF modes of the MMEM
prediction according to the PCC skill as the order of the
predicted EOF mode is not necessarily the same as
its observed counterpart. The arrangement process en-
compasses the computation of the PCC skill for the
observed leading mode against all predicted modes.
Then the predicted mode exhibiting the highest PCC
skill with the observed leading mode was selected as the
predicted leading mode. Repeating the above process
with the remaining modes, the rest of the predicted
modes were similarly determined. In the case of 200-hPa
geopotential height, the first predicted mode matches
with the observed mode in both seasons considered,
while the other modes had to be reordered. Those
exhibiting significant PCC as well as significant TCC
were considered as the ‘‘predictable modes.’’
In addition, we also performed an analysis of the pre-
dictable modes by applying rotated EOF (REOF) anal-
ysis to 1) the ensemble constructed with the anomaly of
each model ensemble mean with respect to the MMEM
(MMEa) and 2) the ensemble constructed with the
anomalies of all ensemble members from all models with
respect to the ensemble mean of each model (SMMEa).
In each analysis, an eigenvector was obtained for each
mode, which represents the pattern that maximizes the
variance explained by all the members of the ensemble
considered. In addition, the analysis provides a PC for
each ensemble member after projecting that member on
the eigenvector. This analysis is similar to the analysis of
variance (ANOVA) developed by Hodson and Sutton
(2008). A detailed description of the methodology can be
found in Hodson and Sutton (2008) and von Storch and
Zwiers (2002). ANOVA proposes a decomposition of an
individual data valueXtmk (where t,m, and k denote year,












where m represents the time-mean ensemble-mean model
mean, at is the time-varying behavior that is common to
all ensemble members from all models, bm is the bias of a
TABLE 1. Description of the models used in this study. (Expansions of acronyms are available online at http://www.ametsoc.org/
PubsAcronymList.)
Institution/acronym Model Resolution Ensembles References
Météo France ARPEGE 4.4–OPA T63L91 (0.01 hPa) 11 Guérémy et al. (2005)
T63L31 (10 hPa)
CCCma CMAM T63L71 (100 km) 10 Scinocca et al. (2008)
T63L41 (31 km)
CCCma CanCM3-CGCM3 T63L31 (1 hPa) 10 Scinocca et al. (2008)
CanCM4-CGCM4 T63L35 (1 hPa) Arora et al. (2011)
NCEP CFSV1 (GFS-MOM3) T62L64 (0.2 hPa) 7 Saha et al. (2006)
JMA/MRI GSM-MOVE TL95L40 (0.4 hPa) 10 Yukimoto et al. (2012)
ECMWF System 3 (IFS-HOPE) T159L62 (5 hPa) 9 Stockdale et al. (2011)
System 4 (IFS-NEMO) TL255L91 (0.01 hPa 74 km) 15 Molteni et al. (2011)
MPI ECHAM6-MPIOM T63L47 (0.01 hPa) 9 Stevens et al. (2013);
Marsland et al. (2003)
AORI/NIES/JAMSTEC MIROC5 T85L40 (3 hPa) 8 Watanabe et al. (2010)
BoM POAMA P24a T44L17 10 Colman et al. (2005);
Schiller et al. (2008)POAMA P24b
POAMA P24c
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given model, gtk is the unbiased time-varying differences
between the ensemble means of the models and captures
the difference in the model’s response to the same forcing,
and «tmk is the residual noise. In our study, the REOF
analysis applied to the MMEM identifies the main modes
of variability associated to at, whereas the REOF analysis
applied to the MMEa does it with the mean differences
between the ensemble means of the models (in which the
bias is included). Finally, the REOF analysis applied to
the SMMEa provides the modes associated with «tmk. The
objective of this approach is twofold: it increases the size of
the sample considered while helping to analyze the pat-
terns associatedwith intermodel and internal variability. In
this sense, the proposed analysis represents an improve-
ment in the decomposition of the variance from previous
studies done for the SH (e.g., Grainger et al. 2011, 2013) in
which the interaction between the ensemble members of
models has not been assessed.
3. Results
a. DJF
1) DESCRIPTION OF VARIABILITY AND
IDENTIFICATION OF PREDICTABLE MODES
In this section we describe the interannual variabil-
ity of DJF SH upper-tropospheric circulation by both
observations and the MMEM. Figure 1 shows the vari-
ance of DJF 200-hPa geopotential heights for observa-
tions as well as for predictions resulting from both
MMEM andMMEa. To facilitate the comparison, given
that observed variability is much higher than model
variability, variances are presented as relative to the
corresponding spatially averaged variance. In DJF, ob-
served variability exhibits the largest amplitude at polar
latitudes, over east Antarctica and the Amundsen–
Bellingshausen and Ross Seas, where values double
the spatial mean variability (Fig. 1a). High values are
also discernible over the IndianOcean and south of New
Zealand. Near the tropics, variability is less than 50% of
the spatial mean variability. The MMEM also presents
largest values of variability at polar latitudes although
only the maximum over the Amundsen–Bellingshausen
Seas is captured (Fig. 1c). At midlatitudes, the MMEM
exhibits three distinctive regions of high variance that
are not discernible in observations. At the tropics, ob-
servations show minimum values over the Pacific while
the MMEM presents a local maximum there. The ratio
of variance of the MMEa is zonally uniform, showing a
marked contrast between the polar to middle latitudes
and the tropics (Fig. 1e). Nevertheless, the maximum
observed at the poles in previous figures is also dis-
cernible but shifted to eastern Antarctica, doubling mean
variances, whilemost of the domain presents around 50%
of the spatial mean variability.
FIG. 1. Ratio between the 200-hPa geopotential height variance at each grid point and the mean variance of the
domain for (a) DJF and (b) JJA observations, (c) DJF and (d) JJA MMEM, and (e) DJF and (f) JJA MMEa.
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The ability of theMMEM to describe the main modes
of variability of the 200-hPa geopotential heights in DJF
was also assessed. Figure 2 shows the scatterplot linking,
for each mode, the percentage of observed variance and
the corresponding MMEM skill score. The first mode is
the only one that has an explained variance well sepa-
rated from the rest of the modes. However, given that
skill scores for the three leading modes are significant,
we consider them also predictable. These modes explain
about 51% of the observed variance and 87% of the
MMEM variance.
Figure 3 shows the spatial distribution of the three
leading modes identified after applying the REOF
analysis to observations (first column), the MMEM
(second column), the MMEa (third column), and the
SMMEa (fourth column), respectively. In addition,
Fig. 4 shows the corresponding PCs while Table 2 sum-
marizes the PCC as well as TCC computed between the
observed modes and those resulting from the three en-
semble types. The first mode explains approximately
31% of the observed total variance. It is characterized
by a monopole of negative geopotential height anoma-
lies in the pole and four centers of positive anomalies at
midlatitudes (Fig. 3a). The mode is associated with the
intensification and lessening of the westerlies and is
usually known as the SAM, as discussed in the intro-
duction. The second mode explains about 11% of the
observed variance and combines a zonally stretched
pattern of positive anomalies at tropics and a wave train
extending toward the extratropics (Fig. 3e) with posi-
tives anomalies over southern South America and the
southwestern Pacific Ocean and negative anomalies from
the southwestern Indian Ocean and southern Australia
to the central South Pacific Ocean. The associated PC
(Fig. 4b) maximizes in ENSO years such as 1982/83, 1987/
88, and 1997/98. The mode is usually called PSA1 in the
literature, as described in the introduction. The third
mode, which accounts for about 8% of the observed
variance, presents a wavelike pattern in the entire do-
main. Positive anomalies are found in the central tropical
Pacific Ocean, the Amundsen–Bellingshausen and Ross
Seas, the southwestern Atlantic Ocean, and southern
Africa while negative anomalies are found over the cen-
tral South Pacific Ocean, southeastern Atlantic Ocean,
and southeastern Indian Ocean (Fig. 3i). It is usually
called PSA2 in the literature.
We now analyze the modes obtained in the REOF
analysis applied to the MMEM, which captures the
main variability common to all ensemble members. The
MMEM is able to reproduce, spatially and temporally,
the main features of the three main modes of variability.
The percentage of the total variance explained by each
mode is 47%, 18%, and 23%, respectively. The PCC
skills for the first and second modes are higher than 0.85
(0.90 and 0.86) while PCC skill for mode 3 is lower
(0.69). In particular, the change of sign between low and
high latitudes observed in these three modes is well
captured (Figs. 3b,f,j). However, MMEM fails in re-
producing the wavelike structure of the third mode,
describing instead a more zonally symmetric structure.
Figure 4 shows that the MMEM predicts well the in-
terannual variability associated with the three PCs, with
TCC skills of 0.56, 0.82, and 0.60, respectively. In par-
ticular, PC extreme values for the second mode are re-
markably well predicted.
The REOF applied to the MMEa allows the analysis
of the main modes of variability associated with the
differences between the mean of each model and the
MMEM. The modes obtained with the MMEa show
a similar behavior than those obtained through the
MMEM. The percentage of variance explained by each
mode is 49%, 22%, and 15%, respectively. The corre-
sponding PCC as well as TCC values for the threemodes
resulting from MMEa are high (Table 2). The MMEa
first mode (Fig. 3c) shows the characteristic annular
distribution although, in contrast to observations, neg-
ative anomalies span up to 608S, and positive anomalies
at midlatitudes are shifted. On the other hand, the sec-
ond mode (Fig. 3g) shows at the tropics larger positive
anomalies than for the observed mode. Moreover, at
middle and high latitudes, anomalies are weaker and,
in some cases, such as near the Antarctic Peninsula,
anomalies are negligible. The third mode (Fig. 3) is
similar to that obtained from MMEM, although nega-
tive anomalies are weaker. The PCs associated with the
FIG. 2. Percentage of variance explained by the first 10 observed
modes (y axis) and the skill score obtained by theMMEMmodes (x
axis) for DJF (blue) and JJA (green) 200-hPa geopotential height.
The numbers denote the mode while the red line denotes the skill
score significance threshold at the 95% confidence level.
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modes derived from MMEa not only allow comparison
with those derived from observations but also facilitate
the assessment of the dispersion among the PCs of each
individual member. The second PC presents the lowest
dispersion among members. The first PC, on the other
hand, shows the highest dispersion among members,
while that for the third PC is also considerable
(Figs. 4a–c).
The variability associated with the noise is studied
through the REOF analysis applied to the SMMEa.
These modes agree with those obtained from the ob-
servations. The variance explained by each mode (37%,
8%, and 5%, respectively) is lower that the percentages
obtained with the MMEM and MMEa. On the other
hand, the corresponding PCC for the three leading
modes are even higher than those for the MMEa modes
(Table 2). SMMEa better reproduces the monopole
characterizing the first mode, but it depicts less defined
and more zonally extended midlatitude positive anom-
alies (Fig. 3d) than other ensembles. The position and
intensity of the anomalies corresponding to the second
mode from SMMEamatch well with those derived from
observations (Fig. 3h). The third mode (Fig. 3l) is very
well represented, including the location and amplitude
of the corresponding wave train centers, improving
the performance of the other prediction ensembles.
Although significant TCC values were obtained from
SMMEa for the three modes, as was previously reported
FIG. 3. Spatial patterns (REOFs) of 200-hPa geopotential height in DJF for the (a) first, (e) second, and (i) third mode for observations;
(b) first, (f) second, and (j) thirdmode forMMEM; (c) first, (g) second, and (k) thirdmode forMMEa; and (d) first, (h) second, and (l) third
mode for SMMEa.
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for the MMEa, the first and third ones show high dis-
persion while the agreement between members in the
second one is considerably high.
Figure 3 also allows the comparison of the structure of
the modes obtained with a different ensemble configu-
ration. The modes obtained with the MMEa present a
more zonal structure than the MMEM and therefore
they are less correlated with those observed, which im-
plies that the observed pattern cannot be completely
recovered from the predictions if the mean of each
model is used to compute the modes. Moreover, the
modes obtained with the SMMEa can reproduce the
wave structure observed, especially in mode 3, impact-
ing the values of the PCC obtained (higher than those
from the MMEa).
Very few works have previously performed an as-
sessment of climate models in reproducing these modes
of tropospheric circulation variability. Grainger et al.
(2011) used five AGCMs from the Climate of the
Twentieth Century (C20C) Project and showed that the
models can reproduce the first threemodes of variability
derived from 500-hPa geopotential heights with simi-
lar skills than those obtained in this work. Although in
Grainger et al. (2011) the first mode is the best repro-
duced one, followed by the third one, the variance ex-
plained by the simulated modes is lower than the one
explained by the observed modes. It is worth pointing
out that the models used by Grainger et al. (2011) are
atmospheric models forced with the same SST field, and
therefore the modes obtained only capture the models’
response to the common SST forcing, while our analysis
is based on coupled models. In addition, Grainger et al.
(2011) only assessed the performance of each model
separately instead of the multimodel ensemble. More
recent works showed that models from phases 3 and 5 of
the Coupled Model Intercomparison Project (CMIP3
and CMIP5) are also able to reproduce these modes in
their historical experiments (20C and Historical, re-
spectively; Grainger et al. 2013, 2014, and references
therein) although the dispersion among models is large.
The comparison of the modes obtained with the MMEa
with the CMIP ‘‘slow internal’’ modes from Grainger
et al. (2013, 2014) reveals that the annular structure in
the first mode is better captured by CMIPs models than
by CHFP models while the second mode is reproduced
with similar ability by the simulations of both datasets.
Some differences in the pattern obtained as the third
mode are found between our work and Grainger et al.
(2013, 2014). This can be related to the fact that, unlike
previous works, we analyzed rotated EOFs.
2) SOURCES OF PREDICTABILITY
Given that the first three modes are skillfully forecast
by the MMEM, we then explore their sources of pre-
dictability associated with SST anomalies. The analysis
was made by computing correlation maps between PCs
FIG. 4. Temporal series (PCs) for the (a) first, (b) second, and
(c) third mode of variability of the 200-hPa geopotential height in
DJF for observations (black line), MMEM (thick red line), MMEa
ensemble members (red shading) and its mean (thin red line), and
SMMEa ensemble members (blue shading) and its mean (thin
blue line).
TABLE 2. Correlations of DJF 200-hPa geopotential height ob-
served REOFs and PCs against the different ensemble construc-
tions considered.
MME MMEa SMMEa
REOF1 0.90 0.82 0.94
REOF2 0.86 0.85 0.88
REOF3 0.69 0.65 0.79
PC1 0.56 0.52 0.55
PC2 0.82 0.86 0.83
PC3 0.60 0.48 0.57
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from the three leading observed modes and contempo-
raneous observed SST, as well as correlation maps be-
tween forecast PCs and contemporaneous observed
SST, and correlation maps between forecast PCs and
forecast SST.
Correlations for the first mode show larger values at
the extratropics than at the tropics (Figs. 5a–c). The first
observed mode is significantly correlated with SST
anomalies with a negative sign only over small areas at
the tropics and south of Australia–New Zealand sec-
tor, while significant positive correlations are observed
near the Antarctic Peninsula, off South Africa, and in
western Australia (Fig. 5a). Correlation is negative
but nonsignificant over the central tropical Pacific and
Indian Oceans. Correlations between observed SST
anomalies and the first mode derived from MMEM
display a similar spatial distribution (Fig. 5b), although
the negative correlations at polar latitudes are shifted
eastward with respect to observed correlations, while
positive correlations over the Antarctic Peninsula are
significant and higher than those for observations. The
correlation between forecast mode and forecast SST
(Fig. 5c) also displays a similar spatial distribution, with
values overall higher than those between forecast mode
and observed SST. At middle latitudes, correlations
between forecast mode and forecast SST are mostly
positive and significant, peaking at the Indian and
Atlantic Oceans, while at polar latitudes they are
negative and significant.
Correlation between observed second mode and ob-
served SST anomalies (Fig. 5d) shows the characteristic
positive-phase ENSO-like pattern. Positive and signifi-
cant correlations are discernible over the central-eastern
tropical Pacific, surrounded by negative values distrib-
uted in the typical horseshoe pattern (but with significant
values only in small areas). Positive and significant cor-
relations extend along the tropical Atlantic and Indian
Oceans, while at the midlatitudes negative values domi-
nate but they are mostly nonsignificant. Correlations
between forecast second mode and observed SST match
those of the observed mode, although values are higher,
especially over the Indian Ocean (Fig. 5e). Correlations
between forecast second mode and forecast SST anom-
alies (Fig. 5f) show that MMEM is able to reproduce the
link between ENSO and the mode, although values are
higher and positive correlations at the tropical Atlantic
and Indian Oceans span a wider band of latitudes.
Significant positive correlations between observed
third mode and observed SST are found at tropical
central Pacific (Fig. 5g). Over the Indian Ocean, corre-
lations are positive, whereas over the Atlantic they are
negative, but none of them is significant. At the extra-
tropics, the correlations are like those obtained for the
second mode although over the Pacific (Atlantic) they
are stronger and significant (weaker and nonsignificant).
Correlations between the forecast third mode and ob-
served SST anomalies (Fig. 5h) are similar to those ob-
tained for the observed mode, but slightly stronger over
FIG. 5. Correlations between the three predictable modes of DJF 200-hPa geopotential height and DJF SST for (a),(d),(g) observed
modes against observed SST, (b),(e),(h) MMEM modes against observed SST, and (c),(f),(i) MMEM modes against forecast SST. Each
row corresponds to each predictable mode. The thin line marks the significance threshold at the 95% confidence level.
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the Pacific. As was pointed out for previous modes, cor-
relations between the forecast third mode and forecast
SST show higher values than for observations, especially
over the tropical Atlantic and Pacific Oceans (Fig. 5i).
The regions where correlations between the observed
firstmode and observed SSTmaximize do not agreewith
those obtained by previous work (Grainger et al. 2011).
This can be due to differences in the period considered
and to the strong decadal variability that influences
SAM activity (Silvestri and Vera 2009). Also, a signifi-
cant SAM linear trend has been described in the second
half of the twentieth century (Arblaster and Meehl
2006), which has been removed in this work, but not in
Grainger et al. (2011). The correlations between the
observed second and third mode and observed SST
anomalies have been documented by many previous
works (e.g., Frederiksen and Zheng 2007; Vera et al.
2004) and they agree in general with those obtained
here. However, very few works show how models re-
produce this link. Grainger et al. (2013) found that
CMIP3 models from the 20C experiment are able to
reproduce the relationship between these modes and
SST. The authors attributed this to the influence that
ENSO has over these modes.
b. JJA
DESCRIPTION OF VARIABILITY AND
IDENTIFICATION OF PREDICTABLE MODES
We repeat the analysis done for DJF but for JJA.
Figure 1 shows in the right column the variance for JJA of
200-hPa geopotential heights from observations,MMEM,
and theMMEa, normalized by the variance averaged over
the domain. As for DJF, major observed variability is
found at polar latitudes over Bellingshausen–Amundsen
and Ross Seas where variance doubles the spatial mean
variability (Fig. 1b). Another maximum is observed over
eastern Antarctica, smaller than the previous one and
smaller than that for DJF. Over the central South Pacific
Ocean a local maximum is observed, slightly higher than
spatial mean variability. On the other hand, the variance
for the MMEM presents a different distribution, with
maximum values located over the central South Pacific
Ocean and over the Ross and Amundsen–Bellingshausen
Seas (Fig. 1d). Also, over southern Africa and the South
Atlantic Ocean, variability is somewhat higher than the
spatial mean variability. Over Antarctica, the local max-
imum observed is not present in the variance resulting
from MMEM whereas it is evident in that obtained from
MMEa (Fig. 1f). Furthermore, the variance from MMEa
in eastern Antarctica is bigger than that observed. At the
tropics and midlatitudes the ratio of variances is less than
one in most of the domain.
We also evaluated the performance of the MMEM in
capturing the main modes of variability of the 200-hPa
geopotential heights in JJA by computing the EOF
analysis and rotating the modes, as was done for DJF.
Only the first mode of variability is statistically distin-
guishable from the rest of the modes. However, the skill
in reproducing it is not significant (due to the inability of
the MMEM to reproduce the associated time series)
while it is for the next four modes (Fig. 2, green dots). In
this sense, it is worth pointing out that mode 2 and
mode 4 present as good skill as DJF predictable modes.
Therefore, we consider that for JJA the second and
fourth modes of variability are predictable modes due to
their good representation by models and for being the
JJA counterpart of DJFmode 3 andmode 2 (see below).
Nevertheless, we describe themain characteristics of the
first five modes and we show how models reproduce
them. The five modes capture about 62% of the ob-
served variability and 83% of the predicted variability
over the domain.
Figure 6 is similar to Fig. 3 but for the first five REOFs
of JJA. The first observed mode (Fig. 6a) accounts for
about 27% of total variance and, as in DJF, it is associ-
ated with SAM. The negative monopole observed in
the pole is accompanied at middle latitudes by positive
anomalies embedded in a wave-4 pattern (instead of
the wave-3 pattern like in DJF), and weaker negative
anomalies at the tropics. The associated PC time series
(Fig. 7a) shows low variability in the first half of the
period while it increases at the end. The second mode
accounts for 12% of the observed variance and shows
alternating positive and negative anomalies extending
over the western PacificOcean, the South PacificOcean,
and the western South Atlantic Ocean (Fig. 6e), re-
sembling the PSA2. The third mode (Fig. 6i) accounts
for about 8% of the observed variance and presents high
positive anomalies over the eastern Pacific Ocean, the
SouthAtlantic Ocean, and the IndianOcean while weak
negative anomalies are observed south of Australia and
over the Antarctic Peninsula. This mode does not have a
counterpart in the modes analyzed for DJF. The asso-
ciated time series shows high year-to-year variability
(Fig. 7c). The fourth mode (Fig. 6m) accounts for 7.5%
of the observed variability and shows at the tropics large
negative anomalies zonally extended while at the ex-
tratropics and polar latitudes traces of a wave train
pattern are present. This mode resembles that known as
PSA1 (similar to the second mode observed in DJF).
Accordingly, the corresponding PC time series maxi-
mizes in some ENSO years like 1988, 1989, 1998, and
2000 (Fig. 7d). The fifth mode accounts for about 7%
of the observed variance and has positive anomalies at
the tropics and midlatitudes, conforming to a wave-5
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FIG. 6. As in Fig. 3, but for JJA.
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pattern, while at high latitudes anomalies are mostly neg-
atives (Fig. 6q). The associated time series presents a sim-
ilar degree of variability as the previous modes (Fig. 7e).
As was mentioned before, the MMEM can predict
well the spatial distribution of the five modes, but it fails
in reproducing their associated time series. The percent-
age of variance explained by each mode is 27%, 16%,
12%, 24%, and 3%, respectively. The highest PCC values
are obtained for the first, second, and fourth mode. On
the other hand, TCC is not significant for the first mode
(justifying why this mode is considered nonpredictable).
Furthermore, the second and fourth modes show high
TCC values. In the case of the second mode, this is
explained by the good performance of the MMEM in
years with large mode amplitude (Fig. 7b). The time se-
ries for the fourth mode shows a good representation of
the observed mode year-to-year variability including the
amplitude of maximum values (Fig. 7d).
The PCC values obtained from the MMEa are high
(above 0.6) and fairly similar to those from MMEM
(Table 3). As for DJF, in all the modes analyzed the
signs of the anomalies are well forecast although they
are elongated in the zonal direction. On the other hand,
despite the TCC values being low, as was reported for
the MMEM, the modes identified with PSA-like pat-
terns present significant TCC values and the lowest
dispersion between ensemble members. The percentage
of variance explained by thesemodes is 46%, 12%, 18%,
9%, and 6%, respectively. The analysis of the modes
obtained from the SMMEa shows high PCCs against
observed modes. As in DJF, the modes associated with
the SMMEa better represent thewave trains observed in
midlatitudes for most of the modes. As for the other
ensemble approaches, the TCCs from SMMEa, ob-
tained with the mean of all member time series, present
significant correlation only for the second and fourth
modes. In agreement with DJF, the first mode explains a
percentage of variance much higher than the rest of the
modes (28%, 6%, 6%, 9%, and 6%, respectively).
As was documented for DJF, themodes obtained with
the MMEa are more zonally oriented than those ob-
tained with the MMEM. In addition, the wave structure
that characterize PSA2 (second mode) is well captured
by the SMMEa but not by the MMEM or the MMEa.
FIG. 7. As in Fig. 4, but for JJA.
TABLE 3. As in Table 2, but for JJA.
MME MMEa SMMEa
REOF1 0.92 0.66 0.92
REOF2 0.71 0.59 0.70
REOF3 0.53 0.48 0.63
REOF4 0.74 0.69 0.77
REOF5 0.41 0.50 0.27
PC1 0.04 0.13 0.13
PC2 0.65 0.63 0.63
PC3 0.40 0.41 0.21
PC4 0.62 0.69 0.62
PC5 0.53 0.12 20.04
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In agreement with our findings, previous works with a
focus on the circulation in the SH (e.g., Grainger et al.
2011, 2013, 2014) showed that model performance in
reproducing the leading modes for JJA is lower than
that for DJF, using both AGCMs from the 20C project
or CMIP3 and CMIP5 models, while the dispersion
among models described in those works is, as in this
work, higher in JJA than in DJF. However, the per-
centage of variability explained by the main modes from
CMIPs models is similar to that obtained with obser-
vations, in contrast to our work, in which CHFP modes
overestimated the relative contribution of the modes to
the total variability. On the other hand, Grainger et al.
(2014) used CMIP5models to study the sensitivity of the
simulated modes to the number of models participating
in the ensemble. They found significant changes in the
performance of the MMEM with the increase of the
number of models included in the ensemble, suggesting
that it is crucial to have more than 10 models in the
ensemble to diminish the variability in the performance
of theMMEM in this season. Therefore, as our workwas
made with more than 10 models, the poor performance
of themodel ensemble in JJAmight not be related to the
ensemble size.
In contrast to the results obtained for DJF, the cor-
relations between PCs and SSTs for JJA are mostly
nonsignificant (see the online supplemental material).
Mo (2000) shows that in this season PSA1 pattern var-
iability exhibits a ENSO-like correlation distribution
with SSTs, although values are weaker than for DJF. On
the other hand, Mo (2000) also shows that the correla-
tions between PSA2 and SSTs are mostly nonsignificant.
In agreement, the correlations between the observed
second and fourth mode and observed SSTs are almost
negligible in this work. Regarding the second forecast
mode, the overall spatial distribution of correlations
with observed SSTs is well captured but with values
larger than observed. Finally, the correlation between
forecast second mode and forecast SST looks like an
intense ENSO-like pattern, not identified in the ob-
served correlations. Regarding the fourth mode, the
correlation between the forecast mode and the observed
SST reproduces well the observed pattern. Instead, the
correlations between forecast fourth mode and forecast
SST show a negative ENSO-like pattern, although with
values at the central Pacific shifted southward.
c. Prediction skill and potential predictability
In this section we describe the current level of pre-
diction skill achieved by the MMEM prediction and
provide a discussion about the predictability that can be
attained by the predictable modes. As in Lee et al.
(2011), we assume that the leading modes are more
predictable than the higher modes. Consequently, we
decompose the observed and forecast fields into the
predictable and unpredictable parts. The predictable
part is reconstructed with the linear combination of the
predictable modes while the unpredictable part is cal-
culated by linearly combining the unpredictable modes.
Then, the potential predictability is estimated by the
FIG. 8. Correlation coefficient between observed 200-hPa geopotential height for (a) DJF and (b) JJA and
MMEM 200-hPa geopotential height (skill); (c) DJF and (d) JJA MMEM 200-hPa geopotential height re-
constructed with predictable modes; and (e) DJF and (f) JJA and observed 200-hPa geopotential height re-
constructed with predictable modes (potential predictability). The dotted line denotes the 95% confidence limit.
1416 JOURNAL OF CL IMATE VOLUME 33
TCC computed between the observed total field and the
observed predictable part. Thus, if models could per-
fectly forecast the observed predictable modes it would
represent the achievable prediction skill.
Figure 8 shows the prediction skill of the MMEM for
DJF and JJA, together with the prediction skill obtained
with the forecast predictable modes and the potential
predictability. As was documented by Osman et al.
(2016), prediction skill in DJF is higher at the tropics,
reaching 0.9 in some regions, decreases at midlatitudes
to nonsignificant values, and increases again at the polar
latitudes, peaking over the Amundsen–Bellingshausen
Sea (Fig. 8a). The skill attained by the MMEM comes
mainly from the prediction skill resulting from the first
three forecast predictable modes (Fig. 8c) while the
forecast nonpredictable modes contribute positively but
nonsignificantly to the skill at midlatitudes (not shown).
The decomposition of the prediction skill in that asso-
ciated to each mode (not shown) shows that the skill
associated with the first (second) mode contributes
uniformly to the skill at the polar (tropical) regions
while that associated with the third mode contributes in
some regions at the midlatitudes, like the Pacific and
Indian Oceans. The potential predictability (Fig. 8e)
shows that variability over the extratropics, especially
over eastern Antarctica, is highly predictable due to the
first three modes. However, the middle latitudes, and
especially South America, are by far less predictable
than the polar latitudes. The prediction skill achieved by
theMMEM is lower than that obtained with the forecast
predictable modes at most of the polar zone but it is
higher than potential predictability in some parts of the
tropics and midlatitudes. On the other hand, prediction
skill in JJA is highest at the tropics but lower than inDJF
and decreases poleward, maximizing at midlatitudes
over the Pacific Ocean at 358 and 658S (Fig. 8b). If we
compare this skill with that achieved by the forecast
predictable modes it can be concluded that a large part
of the prediction skill comes from the prediction skill of
those modes. On the other hand, the potential predict-
ability is significant in the tropical central and eastern
Pacific Ocean while it presents a wave pattern emanat-
ing from eastern Australia toward the Pacific and South
Atlantic Oceans in the middle and high latitudes.
Very few works have assessed the predictability of
the main modes of variability of the SH circulation. Of
particular interest is the work of Zheng and Frederiksen
(2007), who developed a statistical prediction of the SH
circulation at 500hPa by forecasting its main modes of
variability for DJF and JJA. They found that skill is
higher in the tropics than in the polar regions and in DJF
than in JJA, results that agree with our work. It should
be noted that in both works, modes related to SST
variability in tropical regions are better forecast in both
seasons. Furthermore, in Zheng and Frederiksen (2007)
the SAM contributes significantly to the skill achieved
by the statistical model in DJF but does so only mar-
ginally in JJA. Finally, modes associated with variability
in the tropical SSTs, like PSAs, contribute to most of the
skill observed in tropical latitudes.
4. Associated surface climate anomalies
In this section we analyze the climate anomalies as-
sociated with the predictable modes in both observa-
tions and the MMEM. Figure 9 shows correlation maps
for DJF between 2-m air temperature and precipitation
against the predictable modes obtained from observa-
tions (first and third column, respectively) and MMEM
predictions (second and fourth column, respectively). In
observations, temperature correlations associated with
the first mode are characterized by negative values over
most of the SH, being significant at the pole over the
eastern Maritime Continent and southern Australia and
Africa, while positive values are observed over the
southern Indian and Atlantic Oceans (Fig. 9a). The
MMEM captures the negative correlations although
weaker than observed, and therefore they are mostly
nonsignificant (Fig. 9b). Correlations between the first
observed mode and precipitation are mostly nonsignif-
icant (Fig. 9c) while correlations between the MMEM
first mode and precipitation are similar to those ob-
served (Fig. 9d).
The observed second mode is correlated positively
with temperature at tropics, maximizing over northern
South America and the Indian Ocean (Fig. 9e). In
the extratropics, correlations are negative off of South
Africa, Australia, southern SouthAmerica, and over the
central Pacific Ocean, while at the polar regions corre-
lations are positive but weak. MMEM captures with
high fidelity the observed correlations against temper-
ature although with values slightly higher than observed
(Fig. 9f). Correlations between the observed second
mode and precipitation are characterized by the typical
ENSO signal with positive values over the eastern Pacific
Ocean and the northern Indian Ocean, and negative
ones over the Maritime Continent and northern South
America (Fig. 9g). As for temperature, MMEM repre-
sentswell the correlation distribution but values are larger
than the observed counterpart, especially over the west-
ern Pacific Ocean and the Maritime Continent (Fig. 9h).
Correlations between temperature and the observed
third mode are characterized by large positive values
over the eastern and South Pacific Ocean and weak
positive ones over northern South America and the
Indian Ocean (Fig. 9i). Negative values are present over
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the Maritime Continent, the western and south-central
Pacific Ocean, the southern Atlantic Ocean, and
southern South America. The MMEM succeeds in pre-
dicting in general the pattern but with values slightly
different from those observed, especially over the cen-
tral Pacific Ocean (Fig. 9j). Precipitation correlations in
association with the observed third mode (Fig. 9k) are
positive over the central tropical Pacific Ocean and
negative to both sides over northern South America and
the Maritime Continent. In the extratropics correlations
are positive over the eastern Pacific Ocean, southern
South America, the Indian Ocean, and Australia while
they are negative over the western Pacific Ocean and
southern Africa. However, correlations are significant
mostly over the Pacific Ocean. The MMEM overesti-
mates the negative correlations in most of the domain
whereas it underestimates (overestimates) the positive
correlations in the extratropics (tropics) (Fig. 9l).
In JJA (not shown), the second mode is correlated
significantly with temperature in a small region of the
ocean. This correlation is positive in the western-central
Pacific Ocean and is also captured by the MMEM. On
the other hand, the fourth mode is not significantly
correlated with temperature in the observations or the
MMEM. Finally, both modes do not present significant
correlation with precipitation.
FIG. 9. Correlation between the predictable PCs for observed 200-hPa geopotential heights in DJF and (a),(e),(i) observed 2-m tem-
perature and (c),(g),(k) precipitation, and correlation between the predictable PCs for MMEM 200-hPa geopotential height in DJF and
(b),(f),(j) observed 2-m temperature and (d),(h),(l) precipitation. Each row corresponds to each predictable mode. The dotted line
denotes the 95% confidence limit.
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5. Conclusions
In this work an analysis of the predictability of the
Southern Hemisphere tropospheric circulation is per-
formed for DJF and JJA, through the representation of
the main modes of variability. A rotated EOF analysis
was performed for the 200-hPa geopotential height
anomalies derived from observations and from the lead-1
MMEM forecast obtained from the WCRP-CHFP data-
base. The ability of the MMEM in forecasting the ob-
served modes of variability was assessed, as well as the
potential predictability achieved by these modes.
We found that the first three leading modes of vari-
ability in DJF are predictable. These modes are well
known as the southern annular mode and the Pacific–
South America patterns. The MMEM is able to repre-
sent better their spatial distribution than their temporal
evolution. The exception is mode 2, which is strongly
linked to ENSO and is also well represented temporally.
In contrast, the MMEM exhibits in JJA a poor perfor-
mance in reproducing the first mode of variability while
it very well reproduces the second and fourth mode. The
latter and the fact that the second and fourth modes are
related to dynamical processes observed in the circula-
tion and documented in previous works led us to con-
clude that these modes are predictable.
Different ensemble constructions were assessed to
exploit the large amount of information available as well
as to evaluate differences in models response. We first
averaged all models to represent the mean model re-
sponse (MMEM), then we constructed the ensemble
with the anomaly of each model ensemble mean with
respect to the MMEM to characterize the differences in
the model response (MMEa), and finally we constructed
the ensemble with the anomalies of all ensemble mem-
bers from all models with respect to the ensemble mean
of each model to represent the noise (SMMEa). It was
found that the MMEM is able to reproduce the sign of
the teleconnections that characterizes PSA patterns at
middle and high latitudes although the wave train
structure is somewhat diffuse, especially for PSA2. In
addition, the modes obtained with the MMEa are more
zonally oriented than their counterparts obtained with
the MMEM, which means that the main differences
between the response associated with each model and
the response common to all of them are mainly zonal.
Therefore, neither the variability associated to themean
model response nor the variability associated with dif-
ferences in model response reproduces the wave struc-
ture present in observed modes. In this sense, the modes
associated with noise (SMMEa) better represent the
variability at midlatitudes obtained with the observed
modes. Moreover, exploiting the full ensemble available
in this study leads to a PSA2 pattern remarkably similar
to that observed. These results are of particular impor-
tance since previous works have analyzed the variability
in the SH depicted by different datasets but just focused
on the ensemble mean of each of the models involved
(e.g., Grainger et al. 2011). On the other hand, the
analysis of the percentage of variance explained by each
mode in the different ensemble configuration revealed
that the modes obtained with the MMEM and the
MMEa generally explain larger variances than the ob-
served counterpart while the variance explained by the
modes from the SMMEa is generally lower. The latter
result implies that the relevance of these modes in
the variance associated to the noise is lower than for
observations.
The analysis of the sources of predictability revealed
that mode activity in DJF is more related to SST
anomalies than in JJA, in agreement with previous
works (e.g., Mo 2000). In addition, the modes that are
more related to tropical SST anomalies are better
forecast by the MMEM. The latter could at least partly
explain why the main modes of variability are less pre-
dictable in JJA than in DJF.
The analysis of the skill and the predictability
achieved by the MMEM through these predictable
modes reveal that inDJF almost all theMMEM skill can
be attributed to the leading modes. However, there are
some regions, like South America, in which the MMEM
skill is nonsignificant and it could not be improved even
if the representation of the predictable modes was per-
fect. In JJA, the performance of the MMEM could be
improved if the representation of the first mode, asso-
ciated to SAM, was better. Further work needs to be
done to explore the reasons of the strong seasonal dif-
ferences in the SAM skill. It is speculated that the in-
fluence that the stratospheric variability in November
has in the circulation anomalies in DJF might explain
the prediction skill differences between JJA and DJF
(e.g., Byrne and Shepherd 2018; Lim et al. 2018).
Another explanation for the differences can be the low
variance obtained with the MME in polar latitudes
during JJA.
The analysis of the 2-m temperature and precipitation
anomalies associated with predictable modes showed
that the second and third mode are significantly corre-
lated with temperature, mainly in the tropics and mid-
latitudes, while the third mode is significantly correlated
against temperature mostly in the extratropics over
continents, Antarctica included. This result could help
to improve the forecast made for temperature at sur-
face, especially in extratropical regions where seasonal
models are not good at forecasting this variable, like
South America (Osman and Vera 2017). On the other
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hand, the correlations between predictable modes and
precipitation are significantly mainly over the oceans,
especially the Pacific, while over land they are significant
only in limited regions.
Some questions remained unanswered and are left to
future work, like whether these modes are predictable
several months in advance or what the current levels
of predictability are in the transition seasons. Future
studies using other ensemble data will be done to ad-
dress these questions.
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