Abstract. A class of mixed control-state constrained optimal control problems for elliptic partial differential equations arising, e.g., in Lavrentiev-type regularized state constrained optimal control is considered. Its numerical solution is obtained via a primal-dual activeset method, which is equivalent to a class of semismooth Newton methods. The locally superlinear convergence of the active-set method in function space is established, and its mesh-independence is proved. The paper ends by a report on numerical test runs including a comparison with a short-step path-following interior-point method and a coarse-to-fine mesh sweep, i.e., a nested iteration technique, for accelerating the overall solution process.
Introduction
Recently, there has been significant interest in studying the optimal control (model) problem In what follows, we call y the state and u the control (variable), respectively. The recent focus on the model problem (P u ) is mainly due to its importance in the context of (purely) state constrained optimal control problems, which is c ≡ 0 in (P u ) with f ∈ L 2 (Ω), i.e.,
a ≤ y ≤ b almost everywhere (a.e.) in Ω.
For this problem, it is well-known that the Lagrange multiplier associated with the pointwise almost everywhere state constraints is a Borel measure only; see [7, 8] . Consequently, numerical algorithms such as projected Newton or semismooth Newton techniques suffer from a mesh-dependent behavior and typically admit no function space analysis. As a remedy, in [15] a Lavrentiev-type regularization of pointwise state constraints is proposed. The resulting regularized problem is of the type (P u ) for some small, but fixed c(x) = > 0. For its numerical solution a short-step primal-dual path-following interior-point method is applied. An alternative path-following concept for the solution of (P s ) can be found in [12] . It is based on a generalized Moreau-Yosida-type regularization, i.e., it replaces (P s ) by the approximate problem
where γ > 0 represents a regularization parameter, andλ a ,λ b ≥ 0 are fixed shift-parameters in L 2 (Ω). The regularized problem (P γ ) is solved efficiently by a semismooth Newton method (SSN). Note that the objective function of (P γ ) is related to an augmented Lagrangian penalization technique (of the pointwise inequality constraints) with γ representing the corresponding penalty parameter and withλ a ,λ b being approximations of the Lagrange multipliers associated with the pointwise inequality constraints. In our function space context, in addition to the penalization aspect, replacing (P s ) by (P γ ) induces a regular approximation of the Lagrange multipliers of the inequality constraints in (P s ). In fact, let 0 ≤λ a ∈ M(Ω), with M(Ω) representing the set of regular Borel measures on Ω, denote the Lagrange multiplier associated with a ≤ȳ at the solutionȳ ∈ H 1 0 (Ω) ∩ H 2 (Ω) of (P s ). Then, in the context of (P γ ), the quantity λ
is a regular approximation ofλ a . Here y γ denotes the optimal solution of (P γ ). It can be shown that λ γ a λ a as γ → ∞ in (H 1 0 (Ω) ∩ H 2 (Ω)) . For details on this approach we refer the reader to [12] .
We point out that replacing (P s ) by the Lavrentiev-regularized problem (P u ) also induces a regularization of the Lagrange multipliers associated to the pointwise inequality constraints. In the next section we shall see that the multipliers for the inequality constraints in (P u ), like the ones for (P γ ), exist as L 2 (Ω)-functions, respectively.
The present research is motivated by our numerical experience which shows that SSN, or equivalently the primal-dual active-set method (pdAS), is typically superior to path-following interior point algorithms [6, 12] . This claim relies on the fact that the convergence of SSN can be proved in function space. In this case, the convergence rate of SSN, respectively pdAS, is typically locally q-superlinear. Accordingly, one goal of this paper is to show that SSN can be used as a solver for (P u ) (instead of the short-step path-following method in [15] ) and that it converges locally superlinearly in the appropriate function spaces.
For Newton's method applied to smooth operator equations it is known that it exhibits a mesh-independent behavior [2] . In the presence of pointwise inequality constraints, in [3] the mesh-independence of Newton's method for generalized equations is shown. In fact, based on Robinson's generalized equations technique [19, 20, 21] , for the numerical solution of constrained nonlinear optimal control problems by a sequential quadratic programming (SQP) method, the analysis in [3] establishes the mesh-independence of the SQP-iteration (outer iteration). This, however, does not include the corresponding mesh-independence result for the inner iteration for solving the quadratic programming (QP) sub-problem of every SQPiteration. In the context of optimization problems with partial differential equation (PDE) constraints and pointwise control constraints, in the recent paper [13] this gap is closed by proving a mesh-independence result when using semismooth Newton methods as QPsolvers. As the method we are proposing for solving (P u ) is of SSN-type and in view of the above results, a second focus of the present paper is on proving mesh-independence of our semismooth Newton iteration, or equivalently of the primal-dual active-set method for solving (P u ).
The rest of the paper is organized as follows: In section 2 we study the first order optimality system associated with (P u ). The following section 3 concentrates on the primal-dual activeset method, or equivalently SSN, as a solution technique for (P u ). Section 4 is devoted to the mesh-independence analysis of the primal-dual active-set method. Finally, section 5 contains a report on numerical results.
First order optimality system
In [15] it was observed that, by a simple transformation, the problem (P u ) can be cast into a control constrained optimal control problem. For this purpose let ı 0 denote the compact embedding operator of
is a compact operator. Further observe that by the Riesz-Schauder theory we infer that the Fredholm-operator F := (c id +T ) admits a continuous inverse
As a consequence, by defining the transformed control variable
neglecting embedding operators. Note that the objective function in (P v ) is uniformly convex and continuously Fréchet-differentiable in L 2 (Ω). Further, the feasible set is closed and convex. Thus, standard arguments guarantee the existence of a unique solutionv ∈ L 2 (Ω) of(P v ). Givenv we can reconstruct the unique solution (ȳ,ū) of (P u ) bȳ
Our algorithmic considerations in the subsequent sections will be based on the transformed problem (P v ), more specifically, on its first order optimality system, which we state next. Its proof follows from standard arguments; see, e.g., [15, 22] . For the formulation, for w, z ∈ L 2 (Ω), we use w ⊥ z ⇐⇒ w ≥ 0, z ≥ 0, w z = 0 a.e. in Ω, and F − for (F ) −1 , which is the inverse of the adjoint operator of F .
Next we define
then we have
where we used
which is the adjoint equation, andp ∈ H 1 0 (Ω) ∩ H 2 (Ω) denotes the adjoint state associated with (ȳ,v). Note that we have neglected the embedding operators in (2.6) as we shall do in general from now on. From (2.3) it follows
Now we study the complementarity system (2.1b)-(2.1c). First we condense the Lagrange multipliersλ a andλ b into one multiplier
Then we utilize nonlinear complementarity problem (NCP) functions to reformulate (2.1b)-(2.1c) as a single equality. For this purpose, based on numerical experience [11] we use
Here the max-respectively min-operations are performed pointwise. It is straightforward to prove that (2.9) and (2.1b)-(2.1c) are equivalent.
We define the a-active, b-active, and inactive sets by
Further we shall frequently use the active set
and similarly for the active, b-active, and inactive sets. Observe that by definition we havē
Next we replacev by Fū in (2.9) and, considering the composition of F , we get
Collecting (2.6), (2.7), (2.8), and (2.11) we obtain the following characterization.
where χ S denotes the characteristic function of a set S ⊂ Ω.
In the case where (P u ) comes from a Lavrentiev-type regularization of (P s ) with c ≡ n and n > 0, in [15] it is shown that for n ↓ 0 the sequence
, the optimal solution of (P s ). Our algorithmic development in the subsequent section is based on the system (2.12) together with the state equation Aȳ =ū + f .
Primal-dual active-set method
Now we focus on a numerical technique for computing the solution of (P u ). Due to the complementarity system and its reformulation (2.11) it has to cope with the non-differentiable max-and min-terms. Since our goal is to apply a fast solution technique based on appropriate linearization of the first order optimality system, we, hence, have to work with generalized derivatives when linearizing (2.12c). This is done by employing the differentiability concept developed in [9, 11] . We first recall the general notion, and then we apply it to our specific context. 
Notice that the generalized derivative need not be unique. In [14] a notion similar to the one in Definition 3.1 is introduced and the name Newton map is coined for an element of the generalized derivative. Here we adopt this notion for operators G satisfying (3.13).
, is a particular Newton map. A more general class of Newton maps for the max-operation is given by 
representing a more general class.
Let us assume we are interested in findingx ∈ X such that (3.17)
This can be achieved by employing a Newton iteration, i.e., given x k ∈ X , a sufficiently good approximation ofx, one linearizes (3.17) in the generalized sense and computes the next iterate x k+1 such that
Note that x k+1 is uniquely defined whenever G(x k ) is invertible. In fact, we have the following result; see [9, 11] .
Theorem 3.1. Supposex is a solution of (3.17) and that F is generalized differentiable in an open neighborhood U containingx with a Newton map G. If G(x) is non-singular for all
x ∈ U and { G(x) −1 : x ∈ U} is bounded, then the generalized Newton iteration
is well-defined and converges locally at a superlinear rate tox provided that x 0 is sufficiently close tox.
In finite dimensional space, in [18] the concept of semismoothness of a scalar-valued function (see [16] for its definition) is extended to the vector-valued case. It is shown that semismoothness of a mapping F : R n → R m is equivalent to (3.13) with G replaced by an element of the generalized Jacobian in Clarke's sense at x + s. Hence, whenever G satisfies (3.13) we call (3.18) a semismooth Newton method. Now we turn to the solution of (P u ). From (2.12b) we infer
Inserting this identity in (2.12a) yields
Here we usedȳ = y(ū) := A −1 (ū + f ). Since A is a second order linear elliptic partial differential operator and c ≥ c > 0 a.e. in Ω, we conclude that, givenū
is a continuously invertible linear operator. In addition, under a regularity assumption on the coefficients of the operator A + c −1 id elliptic regularity theory yieldsp ∈ H 2 (Ω); see [10] . Hence, we havē
).
As a consequence, we obtain
The last identity is now used in studyingλ + σ (cū +ȳ). In fact, we find
We adopt this choice for σ from now on. The Sobolev embedding theorem [1] yields
in Ω, (3.23), and (3.24) we conclude
We have shown the first part of the following result.
Proposition 3.1. The mapping
Proof. The proof of the continuity result lies in the discussion before the proposition. The continuous Fréchet differentiability is then immediate due to the affine linear nature of the operators involved in the definition of .
Next we use the results obtained so far to reformulate the first order system in Theorem 2.2. In fact, sinceȳ = y(ū) andp = p(ū), we can condense (2.12) into
(3.26) is equivalent to the non-differentiable equation F(x) = 0. Thus, we are back at (3.17) with X = L 2 (Ω), i.e., finding a solution of (P u ) is equivalent to finding the root of F. In what follows, we prefer to keepū (or u) instead ofx (or x).
Given some guess u 0 ofū, our goal is to use a semismooth Newton method (SSN) for findingū. For a successful application of SSN in function space we have to verify property (3.13). Remark 3.1 yields generalized differentiability of max :
A generalized differentiability result, however, still holds true. 
Proof. We argue only for the max-operator. The proof for the min-operator follows from analogous arguments. First notice that (·) is a continuous affine linear operator from
Next we study the relevant difference quotient 1
where G a max denotes an arbitrary Newton map of the max-operator. Here we have used Proposition 3.1, which yields L s L 2+κ / s L 2 ≤ C for some positive constant C. By Remark 3.1, the quotient in (3.29) tends to zero for s L 2 → 0. Thus, max(0, (·) − α c −2 b) is generalized differentiable, and G a max (L · +g − α c −2 b)L· provides a Newton map fulfilling (3.13). Now we have all the ingredients at hand for defining a semismooth Newton method for solving (P u ), or equivalently (P v ).
Algorithm 3.1 (Semismooth Newton method).
(
, and set k = 0.
(ii) Unless some stopping rule is satisfied, compute G(u k ) according to (3.28 ) and solve for δu k :
with F given by (3.27).
We start our convergence analysis of Algorithm 3.1 by showing that (3.30) admits a unique solution for every k ∈ N. For this purpose observe that (3.30) is equivalent to
where we have used
For w = u k + δu k we set y k+1 = y(u k + δu k ), and similarly for p k+1 , and λ k+1 . Hence, (3.31) becomes
A further analysis of (3.34a) yields
Combining (3.34b)-(3.35c) we conclude that in every iteration of our Algorithm 3.1 the following system has to be solved:
For proceeding with our arguments that step (ii) of Algorithm 3.1 is well-defined, we rewrite (3.36a)-(3.36c). In fact, solving (3.36a) for y k+1 , inserting the result in (3.36b), solving for p k+1 , utilizing the result in (3.36c), and taking into account the various embedding operators, we get
Using u k+1 = F −1 v k+1 and the invertibility of F , (3.37) is equivalent to
Proof. First note that
Let E I denote the extension-by-zero operator from I to Ω, and analogously for E A with A = A a ∪A b . By E I and E A we denote the respective restriction operators. Then, considering (3.39b)-(3.39d) in (3.39a) we obtain (3.41)
where
If I = ∅ is measurable, then, from the properties of C, we conclude that equation (3.41) admits a unique solutionw I ∈ L 2 (I). From this we construct a solution of (3.39) in the following way:w
Thenw ∈ L 2 (Ω). Further,μ| I = 0 and
which definesμ| A =μ A uniquely. This ends the proof.
From Proposition 3.3 we immediately infer that step (ii) of Algorithm 3.1 is well-defined.
Proof. By our discussion before Proposition 3.3 the Newton system (3.30) is equivalent to (3.39) with The uniform boundedness of { G(u k ) −1 } k≥0 follows from the fact that C (see (3.42) in the proof of Proposition 3.3) and its corresponding coercivity constant, cf. (3.40), are independent of k.
The locally superlinear convergence of the semismooth Newton Algorithm 3.1 is the subject of our next result. 
Proof. Proposition 3.2 shows that Algorithm 3.1 is a semismooth Newton method for solving (3.27) with x = u. Hence, by our general result, Theorem 3.18, the sequence {u k } converges superlinearly toū provided that u 0 is sufficiently close toū. The locally superlinear convergence of {y k } is then an immediate consequence.
We end this section by establishing a relation between the semismooth Newton method, Algorithm 3.1, and a primal-dual active-set method. We already showed that computing δu k such that (3.30) is satisfied is equivalent to solving (3.36). Hence, we may restate Algorithm 3.1 as follows.
Set k := 0. (ii) Unless some stopping rule is satisfied, determine
Set k := k + 1, and continue with (ii).
Mesh-independence
In this section we establish a mesh-independence result for our semismooth Newton method. It states that for any q-linear rate of convergence θ, there exists a radius ρ > 0 such that, for all h sufficiently small, the convergence basin of the primal-dual active-set method, Algorithm 3.2, or equivalently the semismooth Newton method, Algorithm 3.1, and the discrete counterparts contain the ρ-balls about their respective solution. A similar result was proven in [13] for control constrained semilinear elliptic control problems. This type of mesh-independence is in contrast to the strong mesh-independence principle like the one in [2] for smooth operator equations.
We consider a finite element discretization of (3.27). Here we only provide a brief description and refer to, e.g., [4] for more details on appropriate discretizations in constrained optimal control of PDEs. In fact, let T h be a sufficiently regular subdivision (triangulation) of Ω into subdomains T ∈ T h such that
The subscript h refers to the maximal diameter of all elements. Motivated by (3.27) we next define the space
An appropriate discretization of (3.27) yields F h : U h → U h and in particular h : U h → U h and p h : U h → U h , the discrete versions of p and , respectively. We denote byū h ∈ U h the unique solution of F h (u h ) = 0. Further, discrete Newton maps of F h are denoted by G h . This allows us to define a discrete version of Algorithm 3.1, the discrete semismooth Newton iteration: 
, and k := k + 1. Return to (ii). For G h based on (3.28), by a similar reasoning as in the continuous case, one can show that (4.43) is equivalent to the discrete version of (3.36) and Algorithm 4.1 is equivalent to the discrete analogue of the active-set method, Algorithm 3.2.
For the proof of our main assertion we need an auxiliary result concerning the meshindependence of (3.13). For this purpose recall that (
We also suppose that our discretization yields h (u h ) = L h u h + g h such that the following assumption holds true. 
Note that due to (3.13), for given γ ∈ (0, 1), there exists δ 0 > 0 such that
Here G(ū + s) denotes an arbitrary Newton map of F atū + s. For our main result we need the mesh-independence of
for arbitrary G h (u h ) satisfying the discrete analogue of (3.13). Due to the structure of F h , i.e.,
h b h ), with p h affine linear, we only have to focus on the max-and min-terms, respectively, when proving the mesh-independence of (4.49). We define In what follows, the Newton maps of F max are denoted by G max . Their discrete counterparts are F max,h and G max,h , respectively.
Lemma 4.1. Suppose that Assumption 4.1 holds true, and
is satisfied. Further assume that 
Proof. For > 0 and 0 < η ≤ define the sets
As a consequence, we have
Consequently, we infer G max,h (u h )(x) = 0 and R h (u h ;ū h )(x) = 0.
Summarizing both cases we have
h ( ) is more delicate. We make use of the following fact: For v ∈ L q (Ω), q > 2, and η > 0 we have
For µ > 0, this estimate implies
Further note that our assumption (4.51) implies
We next use the last two equations to establish the desired estimate of
Similarly we obtain
The estimate 
This proves the assertion.
The same proof technique yields the analogous result for the min-operation in (3.27), i.e.,
and its discrete version F min,h in (4.50).
Lemma 4.2. Suppose that Assumption 4.1 holds true, and
Combining Lemma 4.1 and 4.2 we obtain the following mesh-independence result.
Proposition 4.1. Let the assumptions of Lemma 4.1 and 4.2 hold true. Further assume that for
Then, for γ ∈ (0, 1), there existsδ > 0 andh > 0 such that
Proof. Note that p and p h are affine linear. Hence,
This fact, together with Lemma 4.1 and 4.2, yields the assertion.
Our mesh-independence result now follows from [13, Theorem 3] . Here we only state the theorem and refer to [13] for the proof. 
In Section 5 we provide a validation of the above result. In fact, in our numerical tests we even observe strong mesh-independence, i.e., for h sufficiently small and for fixed > 0 the algorithm stops with u k h −ū h U h ≤ after essentially the same number of iterations regardless of the mesh-size of discretization.
Numerics
We end this paper by a report on the numerical behavior of Algorithm 4.1. Among other aspects, we aim at numerically verifying our mesh-independence result, Theorem 4.1. Further we study our algorithm when solving degenerate problems.
Below we denote by y h , u h , ... the coefficient vectors for the corresponding finite element representation. We assume that y h , p h ∈ R n y h and u h , λ h ∈ R n u h , where n y h and n u h depend on the mesh-size of discretization. Concerning the data a, b, c, f (which we assume to be in L 2 (Ω) for simplicity), and y d we employ a piecewise constant (over every triangle T ) discretization. We therefore have a h , b h , c h , f h , y d,h ∈ R n u h , respectively. For later use we also introduce the
Further, we denote by C h the diagonal matrix diag(c h ) with entries c h,i , i = 1, . . . , n u h . In all of our test runs reported on below, we initialize Algorithm 4.1 by setting λ 0 h = 0 and computing (y 0 h , u 0 h , p 0 h ) as the solution to
) corresponds to the solution of the unconstrained version of (P u ). We stop the algorithm if the active sets (A 
and the complementarity system
Proof. First notice that due to the equivalence of Algorithm 4.1 to the discrete analogue of Algorithm 3.2 the system (5.72a)-(5.72c) is satisfied in every iteration k. Hence, we only need to check (5.72d) and (5.72e
This ends the proof.
Subsequently we focus on the following test problems. In all cases we have Ω = (0, 1) 2 . Example 1. The data for this example are as follows:
, and α = 0.001. In Figure 1 we depict the optimal stateȳ h , the optimal controlū h , the corresponding optimal Lagrange multiplierλ h , and the active set (black regions) for h = 1/256. Note that due to the active regions next to the boundary in the lower left and upper right corner of the domain and the requirementȳ| ∂Ω = 0, the Lagrange multiplier becomes large in these regions.
Example 2. The data are as in Example 1 except for the upper bound which is now b = −a. Notice that we have a = b along the diagonal {x ∈ Ω : |x 1 + x 2 − 1| = 0} of the unit square (= Ω). As a consequence a < b is violated on a set of measure zero in R 2 . The discrete optimal state, control, multiplier and active set are shown in Figure 2 .
Example 3. The data are as in Example 1 except for c and α, which are now c(x) = 7.5E-4 1 + (x 1 − 0.5) 2 + (x 2 − 0.5) 2 and α = 0.1. Notice that this choice increases the quotient α/c 2 when compared to the one in Example 1. This fact and the resulting active-set structure make this problem more challenging than Example 1. The discrete optimal state and the active set can be found in Figure 3 . Due to the requirementsȳ| ∂Ω = 0 and a ≤ cū +ȳ ≤ b, the control action close to the lower left and upper right corners (where we have b < 0) is more pronounced then the one in Example 1.
Example 4. The construction of this test problem yields a highly degenerate, i.e., very flat transition of cū +ȳ into the active set. As can be seen from Figure 4 , alsoλ is highly degenerate. This usually poses severe difficulties for numerical algorithms due to possible instabilities in the active-set detection. For the problem formulation we slightly extend the objective function in (P u ) by considering
The remaining problem data are as follows: Figure 4 contains the discrete solution, the corresponding multiplier and the active-set (black).
In the following tables, for the numerical validation of Theorem 4.1 we provide the quotients where u * h denotes the discrete optimal control for H = 1/512 restricted to the current mesh of mesh-size h. Here we use the restriction operator corresponding to the nine-pointinterpolation scheme. For Example 1, 2 and 4, Tables 1-3 depict the behavior of q k h for various mesh-sizes (rows). The qualitative behavior of q k h for Example 3 is similar. Table 1 . Example 1: Mesh-independent behavior of (convergence) quotient q k h .
Mesh-independence. Upon studying Tables 1-3 we can draw the following conclusions: For each fixed mesh-size (row) Algorithm 4.1 converges superlinearly, i.e, the quotients q k h tend to zero. The increase of q k h from the next to the last to the last column, respectively in each table, is related to the restriction process for obtaining u * h . If we study the behavior of these critical quotients along the columns, we observe a stabilizing (even decreasing) behavior. The mesh-independence (validation of Theorem 4.1) of Algorithm 4.1 is reflected by q k h along the columns of each table. For each test example we clearly detect a stable behavior of q k h as the mesh is refined. As a consequence, we obtain a mesh-independent superlinear convergence. We further observe that for each example the algorithm requires essentially the same number of iterations until successful termination. This effect, which is beyond our theoretical result, Table 3 . Example 4: Mesh-independent behavior of (convergence) quotient q k h .
is known as strong mesh-independence; see [2] for smooth operator equations. Also note that the mesh-independent convergence of our algorithm is not influenced by the degeneracy of the solution of Example 4. Although, the optimal solutions, the adjoint states and the Lagrange multipliers on various meshes reflect this numerical stability, the active set detection is indeed affected. In Figure 5 , we show the active-sets upon termination of the algorithm when solving Example 4 for mesh-sizes h ranging from 1/32 to 1/256. The active-set for h = 1/512 is depicted in Figure 4 (lower right plot). It coincides with the true active-set on the underlying mesh.
Comparison with a short-step path-following interior-point method. The recent paper [17] establishes a convergence result for a short-step path-following interior-point method (SPF) in function space for the solution of the unilaterally constrained version of (P u ). We point out that for more progressive versions of path-following interior-point methods (such as long-step methods or predictor-corrector algorithms; see, e.g., [23] ) up to date no function space analysis is available. It is therefore of interest to compare SPF with our semismooth Newton (SSN), or equivalently primal-dual active set, framework. In Table 4 we report on the number of iterations required until successful termination for various mesh-sizes h. We stop the interior-point method as soon as the duality measure
denoting a vector of slack variables such that
drops below some prescribed tolerance µ > 0. We use µ =1E-9 for Examples 1,2 and 4, and µ =1E-6 for Example 3. From the results in Table 4 we find that in all test cases SSN Example 1  SPF  17  17  17  17  17  SSN  5  5  6  6  6  Example 2  SPF  19  19  19  19  19  SSN  4  4  5  5  6  Example 3  SPF  64  64  63  63  63  SSN  9  10  10  10  11  Example 4  SPF  17  17  18  18  18  SSN  5  5  6  6  6  Table 4 . Comparison of iteration numbers required by a short-step pathfollowing interior-point method (SPF) and by our semismooth Newton method (SSN).
requires a significantly smaller number of iterations than SPF. In Figure 6 , for the degenerate Example 4 we depict the active-set estimates upon termination of SPF for various mesh-sizes. Comparing these results with the ones for SSN in Figures 4 and 5 , we see that SSN yields better approximations of the true active-sets than SPF.
Coarse-to-fine sweep. Next we report on the speed-up of the solution process when combining Algorithm 4.1 with a coarse-to-fine sweep with respect to the underlying meshes. Starting on the coarsest mesh (h = 1/4 on our regular triangulation) Algorithm 4.1 is used for computing the numerical solution which is then prolongated to the next finer mesh. The prolongated coarse-mesh solution is taken as the starting point for Algorithm 4.1 on the fine mesh. This cycle is repeated until a desired mesh-size is reached. In Table 5 we report on the results for Examples 1 and 3. In the next to the last column, in parenthesis we provide the number of iterations needed by Algorithm 4.1 on the finest mesh (h = 1/512 in our case) without the coarse-to-fine technique. The last column contains the ratio of the CPU-time consumed by Algorithm 4.1 with coarse-to-fine feature vs. the CPU-time without the mesh refinement. From the results in Table 5 we infer that the coarse-to-fine sweep speeds up the Problem #iterations/h CPU-ratio Ex. 1 3 3 3 2 2 1 2 1 (6) 0.41 Ex. 3 1 2 2 7 3 2 2 1 (11) 0.26 Table 5 . Coarse-to-fine sweep combined with Algorithm 4.1 for h i = 2 −i , i = 2, 3, . . . , 9 (from left to right).
overall solution process (CPU-ratio < 1) considerably. It provides excellent initial points on the fine meshes (h ≤ 1/128 in our examples) such that Algorithm 4.1 requires at most 2 iterations until successful termination on these fine meshes. The results for Example 2 and 4 are similar to the ones for Example 1. In case of Example 3 we point out that only for h = 1/32 (and smaller) the problem features are resolved reasonably well (with increasing accuracy as h decreases). Therefore, Algorithm 4.1 requires 7 iterations for h = 1/32 where it encounters these problem features for the first time in our mesh refinement process. Again, the subsequent applications of Algorithm 4.1 benefit from excellent initial points.
Conclusions
In this paper we prove the locally superlinear convergence of a primal-dual active-set, or equivalently semismooth Newton, method in function space. We further establish a meshindependence result proving the numerical stability of the fast local convergence of our algorithm under mesh-refinements. This latter behavior was observed in numerical practice before. In our report on numerical results we validate the mesh-independence theory and study the numerical behavior of our algorithm in case of primal as well as dual degeneracy.
We also provide a comparison with a short-step path-following interior-point method. This latter comparison is of interest since the short-step version of interior-point methods is currently the only available path-following method with a function space convergence analysis. In our tests we find that our method is superior to the short-step path-following algorithm. Another advantage of our primal-dual active-set method when compared to the interior-point technique is related to its warm-start ability. In fact, our numerical results show that our algorithm benefits significantly from a coarse-to-fine mesh-refinement. For interior-point methods, on the other hand, it was observed in [5, 12] that such a warm-start property is much harder (if at all) to achieve.
The warm-start ability respectively the speed-up under coarse-to-fine mesh-refinements of our primal-dual active-set method is also of interest in case of vanishing Lavrentiev parameter. In this case (P u ) is used as a (regularizing) device for solving the state constrained problem (P s ). From our findings a combined tuning of the mesh-size of the underlying discretization and the Lavrentiev parameter appears to be appealing and is the subject of future research.
