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Linear-time optimal parsing algorithms are rare in the dictionary-based branch of the data
compression theory. A recent result is the Flexible Parsing algorithm of Matias and Sahinalp
(1999) that works when the dictionary is preﬁx closed and the encoding of dictionary
pointers has a constant cost. We present the Dictionary-Symbolwise Flexible Parsing
algorithm that is optimal for preﬁx-closed dictionaries and any symbolwise compressor
under some natural hypothesis. In the case of LZ78-like algorithms with variable costs
and any, linear as usual, symbolwise compressor we show how to implement our parsing
algorithm in linear time. In the case of LZ77-like dictionaries and any symbolwise
compressor our algorithm can be implemented in O (n logn) time. We further present some
experimental results that show the effectiveness of the dictionary-symbolwise approach.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In [25] Matias and Sahinalp gave a linear-time optimal parsing algorithm in the case of dictionary compression where the
dictionary is preﬁx closed and the cost of encoding dictionary pointer is constant, i.e. all the codewords have equal length.
In this article we eliminate the latter constraint and we further extend this result to the dictionary-symbolwise case. Matias
and Sahinalp called their parsing algorithm Flexible Parsing. Hence, we called our parsing algorithm Dictionary-Symbolwise
Flexible Parsing.
The basic idea of one-step-lookahead parsing, that is the basis of ﬂexible parsing, was ﬁrstly used to our best knowledge
in [16] in the case of dictionary compression where the dictionary is static and preﬁx closed and the cost of encoding
dictionary pointer is constant. A ﬁrst intuition, not fully exploited, that this idea could be successfully used in the case of
dynamic dictionaries, was given in [17] and also in [20], where it was called maximum two-phrase-length (MTPL) parsing.
It is also called a semi-greedy parsing.
In [29] the greedy parsing was showed to be optimal and linear for LZ77-like dictionaries under a constant cost for
encoding dictionary pointers assumption. The optimality of greedy parsing for static suﬃx closed dictionaries and constant
cost dictionary pointers was proved in [4] and it was later used also in [20].
In this article we consider the case of a free mixture of a dictionary compressor and a symbolwise compressor and we
extend the result of Matias and Sahinalp. We have indeed an optimal parsing algorithm in the case of dictionary-symbolwise
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feature is any classical one that works in linear time, as many common variable-length encoders do. Our algorithm works
under the assumption that a special graph that will be described in the next section, is well deﬁned. Even if this condition
is not satisﬁed it is possible to use the same method to obtain almost optimal parses. In detail, when the dictionary is
LZ78-like, we show how to implement our algorithm in linear time. When the dictionary is LZ77-like our algorithm can be
implemented in time O (n logn).
The study of free mixtures of two compressors is quite involved and it represents a new theoretical challenge. Free
mixture has been implicitly or explicitly used for a long time in many fast and effective compressors such as the gzip com-
pression utility (see [26, Section 3.23]), PkZip Archiving Tool (see [26, Section 3.23]), Rolz Compressor,1 and MsZip cabinet
archiving software (see [26, Section 3.7]), also known as CabArc. In order to glance at compression performances see the
web page of Mahoney’s challenge2 about large text compression. In detail, there are two famous compression methods that
can work together: the dictionary encoding and the statistical encoding, which are also called parsing (or macro) encoding
and symbolwise encoding, respectively. The fact that these methods can work together is commonly accepted in practice
even if the ﬁrst theory of Dictionary-Symbolwise methods started in [10].
The advantages of using Dictionary-Symbolwise methods are both theoretical and practical. Some theoretical improve-
ments are described in Section 7, while some experimental advantages and further discussion will be given in the last
section of this paper.
So, why linear-time optimal parsing algorithms are rare? Classically (see for example [28]), for static dictionaries it is
possible to associate to any dictionary algorithm A and to any text T a weighted graph GA,T such that there is a bijection
between optimal parsings and minimal paths in this graph. The graph GA,T will be formally deﬁned in the next section.
The extension of this approach to dynamical dictionaries has been ﬁrstly studied, to our best knowledge, in [10] and it has
also been later used in [23] and in [14].
The graph GA,T is a Directed Acyclic Graph therefore it is possible to ﬁnd a minimal path in linear time with respect
to its size (see [5]). Unfortunately the size of the graph can be quadratic in the size of the text and this approach was
not recommended in [28], because it is too time consuming. In a more general viewpoint, the graph GA,T represents a
mathematical modelling of the parsing problem. Thus, ﬁnding an optimal parsing in linear time corresponds to discovering
a strategy for using only a subgraph of linear size. Indeed, in order to avoid the quadratic worst-case complexity, there are
many different approaches and many papers deal with optimal parsing in dictionary compressions. For instance the reader
can see [3,4,14,16,18–21,24,25,29,31]. Among them, we stress [14] where it is shown that a minimal path can be obtained
by using a subgraph of GA,T of size O (n logn) by exploiting the discreteness of the cost functions in the LZ77 case under
some natural assumptions on the cost functions.
In this article we use a similar strategy, i.e. we consider dynamical dictionaries and we show how to directly build a
“small” subgraph of GA,T instead of the whole GA,T . Such graph is linear in the size of the text for LZ78-like dictionaries,
and has O (n logn) size for LZ77-like dictionaries. This “small” subgraph is such that any minimal path in it is also a minimal
path in GA,T .
The plan of the article is the following. In Section 2 we recall some notions about dictionary compression algorithms
and we deﬁne the graph GA,T . In Section 3 we give a deﬁnition of dictionary-symbolwise algorithm and scheme, and we
propose them as a general model for the dictionary-based compression algorithms. In the same section we show how some
LZ-like algorithms are well represented by the dictionary-symbolwise model. In Section 4 we formalize the deﬁnition of
optimal algorithm and optimal parsing and extend them to the dictionary-symbolwise domain. In Section 5 we describe the
Dictionary-Symbolwise Flexible Parsing. We prove its optimality by showing that any shortest path in the smaller subgraph
corresponds to a shortest path in the full graph. In Section 6 we show how to use some data structures given in [24]
to implement our algorithm in the LZ78-dictionary case, together with the time analysis. We also show brieﬂy how to
implement our optimal parsing algorithm in the LZ77-like dictionary case and its time and space complexity. In Section 7
we show that dictionary-symbolwise compressors can be asymptotically better than just dictionary compressors when either
the dictionary is LZ78 based or it is LZ77 based. Finally, Section 8 reports some experiments, open problems, and our
conclusions.
2. Preliminaries
In [3] it is possible to ﬁnd a survey on Dictionary methods and of Symbolwise methods and a description of the deep
relationship among them (see also [2,9,26,27]).
Deﬁnition 1. A dictionary compression algorithm, as noticed in [3], can be fully described by:
1. The dictionary description, i.e. a static collection of phrases or a complete algorithmic description on how the dynamic
dictionary is built and updated.
1 For an example see the RZM Order-1 ROLZ Compressor by Christian Martelock (2008) web site: http://encode.ru/threads/1036. Last veriﬁed on December
2011.
2 Matt Mahoney’s Large Text Compression Benchmark web page: http://mattmahoney.net/dc/text.html. Last veriﬁed on December 2011.
76 M. Crochemore et al. / Journal of Discrete Algorithms 14 (2012) 74–902. The encoding of dictionary pointers in the compressed data.
3. The parsing method, i.e. the algorithm that splits the uncompressed data in dictionary phrases.
We notice that any of the above three points can depend on each other, i.e. they can be mutually interdependent.
Extending the approach introduced in [28] to the dynamical dictionary case, similarly to what it is already done in [10]
and [23], we show how to associate a directed weighted graph GA,T = (V , E, L) with any dictionary compression algorithm
A, any text T = a1a2a3 · · ·an and any cost function C : E →R+ in the following way.
The set of vertices is V = {0,1, . . . ,n}, where vertex i corresponds to ai , i.e. the i-th character in the text T , for 1 i  n
and vertex 0 corresponds to the position at the beginning of the text, before any characters. The empty word ε is associated
with vertex 0, that is also called the origin of the graph. The set of directed edges is
E = {(p,q) ⊂ (V × V ) ∣∣ p < q and ∃wp,q = T [p + 1 : q] ∈ Dp
}
where T [p + 1 : q] = ap+1ap+2 · · ·aq and Dp is the dictionary relative to the p-th processing step, i.e. the step in which the
algorithm either has processed the input text up to character ap , for p > 0, or it has begun, for p = 0. For each edge (p,q)
in E , we say that (p,q) is associated with the dictionary phrase wp,q = T [p + 1 : q] ∈ Dp . In the case of a static dictionary,
Di is constant along all the algorithm steps, i.e. Di = D j , ∀i, j = 0 · · ·n. Let L be the set of edge labels Lp,q for every edge
(p,q) ∈ E , where Lp,q is deﬁned as the cost (weight) of the edge (p,q) when the dictionary Dp is in use, i.e. Lp,q = C((p,q)).
Let us consider for instance the case where the cost function C associates the length in bit of the encoded dictionary
pointer of the dictionary phrase wp,q to the edge (p,q), i.e. C((p,q)) = length(encode(pointer(wp,q))), with wp,q ∈ Dp . In
this case the weight of a path P from the origin to the node n = |T | on the graph GA,T corresponds to the size of the
output obtained by using the parsing induced by P . The path of minimal weight on such graph corresponds to the parsing
that achieves the best compression. The relation between path and parsing will be investigated in Section 4.
If the cost function is a total function, then Lp,q is deﬁned for each edge of the graph.
Remark 1. Let us say that GA,T is well deﬁned iff Lp,q is deﬁned for each edge (p,q) of the graph GA,T .
For instance, the use of common variable-length codes for dictionary pointers, as Elias or Fibonacci codes or static
Huffman codes, leads to a well deﬁned graph. Sometimes the cost function is a partial function, i.e. Lp,q is not deﬁned for
some p and q, and GA,T in such cases is not well deﬁned. For instance, encoding the dictionary pointers via statistical codes,
like Huffman codes or arithmetic codes, leads to partial cost functions. Indeed the encoding of pointers and, accordingly, the
length of the encoded dictionary pointers may depend on how many times a code is used (i.e. in variable length codes, the
codeword lengths depend either on how frequently they are used in the past for adaptive codes or on how frequently their
are used in the overall compression process for oﬄine codes like the semi-static Huffman codes). In these cases the cost
function depends on the parsing (it depends on the parsing chosen up to a certain position of the text or on the parsing of
the whole text, respectively). Moreover, the cost function may be undeﬁned for edges that represent phrases never used by
the parsing. The latter case is still an open problem, i.e. it is not known how to ﬁnd an optimal parsing strategy when the
encoding costs depend on the parsing itself.
Remark 2. We call GA,T the “Schuegraf’s graph” in honour of the ﬁrst author of [28] where a simpler version was considered
in the case of static-dictionary compression method.
Most of the dictionary-based compression algorithms that appeared in last decades do not strictly satisfy the above
Deﬁnition 1 of dictionary compression algorithm. In other words, they parse the text not just as a sequence of phrases be-
longing to a dictionary, but they use both dictionary phrases and characters. Even the (original) LZ78 method parses the text
in couples formed by a dictionary pointer and a character. Actually, most of the dictionary-based compression algorithms
use to encode the parsed single characters, e.g. the Deﬂate compression method of zip and gzip (see [26, Section 3.23])
encode either dictionary pointers and characters via Huffman codes. From the theoretical point of view, all the models to
date presented to describe dictionary-based compression are far from most of the real compression methods.
3. Dictionary-symbolwise algorithms and schemes
We propose a new deﬁnition for the class of dictionary-based compression algorithms that takes account of the presence
of single characters beside to dictionary phrases. For this reason we chose to call them dictionary-symbolwise algorithms.
The following deﬁnition is an extension of the above Deﬁnition 1 due to Bell et al. (see [3]) and it reﬁnes what was
presented in [7,10,23].
Deﬁnition 2. A dictionary-symbolwise compression algorithm is speciﬁed by:
1. The dictionary description.
2. The encoding of dictionary pointers.
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with an edge is reported near the edge label within parentheses.
Table 1
Example of compression for the text abccacbbabbcbcbb by a simple dictionary-symbolwise algorithm that use D = {ab, cbb, ca,bcb,abc} as static dictionary,
the identity as dictionary encoding and the mapping [a = 1,b = 2, c = 3] as symbolwise encoding.
Input ab c ca cbb ab bcb cbb
Output Fd1 Fs3 Fd3 Fd2 Fd1 Fd4 Fd2
3. The symbolwise encoding method.
4. The encoding of the ﬂag information.
5. The parsing method.
A dictionary-symbolwise algorithm is a compression algorithm that uses both dictionary and symbolwise compression
methods. Such compressors may parse the text as a free mixture of dictionary phrases and literal characters, which are
substituted by the corresponding pointers or literal codes, respectively. Therefore, the description of a dictionary-symbolwise
algorithm also includes the so-called ﬂag information, that is the technique used to distinguish the actual compression
method (dictionary or symbolwise) used for each segment or factor of the parsed text. Often, as in the case of LZSS (see
[29]), an extra bit is added either to each pointer or encoded character to distinguish between them. Encoded information
ﬂag can require less space than one bit according to the encoding used.
For instance, a dictionary-symbolwise compression algorithm with a ﬁxed dictionary D = {ab, cbb, ca,bcb,abc} and
the static symbolwise codeword assignment [a = 1,b = 2, c = 3] could compress the text abccacbbabbcbcbb as
Fd1Fs3Fd3Fd2Fd1Fd4Fd2, where Fd is the information ﬂag for dictionary pointers and Fs is the information ﬂag for the
symbolwise code. See Fig. 1.
More formally, a parsing of a text T in a dictionary-symbolwise algorithm is a pair (parse, F l) where parse is a sequence
(u1, . . . ,us) of words such that T = u1 · · ·us and where F l is a boolean function that, for i = 1, . . . , s indicates whether the
word ui has to be encoded as a dictionary pointer or as a symbol. See Table 1 for an example of dictionary-symbolwise
compression.
Let us notice that sometimes the ﬂag information may be implicitly represented. For instance, in the Deﬂate compression
method, characters and part of the dictionary pointers (i.e. the length part of the couples (length, distance) that represent
the dictionary pointers) are ﬁrstly mapped into a single codeword space (together with few control characters), and then
encoded via Huffman codes belonging to just a single Huffman tree. This mapping hides the ﬂag information that has to be
considered implicitly represented, but still existing. It is easy to show how in this case the ﬂag information is involved in
the compression process. Indeed the frequency of any character related code is equal to the frequency of the character on
the character space, times the frequency of the ﬂag information for the character encoding. The same argument applies to
the length-codeword frequencies. In this way, the compressed stream is a sequence of character codewords and dictionary
pointer codewords bringing implicitly the ﬂag informations.
We can naturally extend the deﬁnition of the graph associated with an algorithm to the dictionary-symbolwise case.
Given a text T = a1 . . .an , a dictionary-symbolwise algorithm A, and a cost function C deﬁned on edges, the graph GA,T =
(V , E, L) is deﬁned as follows. The vertices set is V = {0 · · ·n}, with n = |T |. The set of directed edges E = Ed ∪ Es , where
Ed =
{
(p,q) ⊂ (V × V ) ∣∣ p < q − 1, and ∃w = T [p + 1 : q] ∈ Dp
}
is the set of dictionary edges and
Es =
{
(q − 1,q) ∣∣ 0 < q n}
is the set of symbolwise edges. L is the set of edge labels Lp,q for every edge (p,q) ∈ E , where the label Lp,q = C((p,q)).
Let us notice that the cost function C hereby used has to include the cost of the ﬂag information to each edge, i.e. C((p,q))
is equal to the cost of the encoding of Fd (Fs , resp.) plus the cost of the encoded dictionary phrase w ∈ Dp (symbolwise
aq , resp.) associated with the edge (p,q) where (p,q) ∈ Ed (Es , resp.). Moreover, since Ed does not contain edges of length
one by deﬁnition, GA,T = (V , E, L) is not a multigraph. Since this graph approach can be extended to multigraph, with an
overhead of formalism, one can relax the p < q − 1 constrain in the deﬁnition of Ed to p  q − 1. All the results we will
state in this article, naturally extend to the multigraph case.
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and cost function C as deﬁned in the graph. The dictionary phrase or the symbol associated with an edge is reported near the edge label within parenthesis.
Deﬁnition 3. Let a dictionary-symbolwise scheme be a nonempty set of dictionary-symbolwise algorithms having in common
the same ﬁrst four speciﬁcs, i.e. they differ from each other by the parsing methods only.
A scheme does not need to contain all the algorithms having the same ﬁrst four speciﬁcs. Let us notice that any of the
speciﬁcs from 1 to 5 above can depend on all the others, i.e. they can be mutually interdependent. The word scheme has
been used by other authors with other meaning, e.g. scheme is sometimes used as synonymous of algorithm or method. In
this paper scheme always refers to the above Deﬁnition 3.
Remark 3. For any dictionary-symbolwise scheme S and for any parsing method P , a dictionary-symbolwise compression
algorithm AS,P is completely described by the ﬁrst four speciﬁcs of any of the algorithms belonging to S together with the
description of the parsing method P .
Let us here brieﬂy analyze some LZ-like compression algorithms. The LZ78 algorithm is, following the above deﬁnitions,
a dictionary-symbolwise algorithm. It is easy to naturally arrange its original description to a dictionary-symbolwise com-
plaint deﬁnition. Indeed, its dictionary building description, its dictionary pointer encoding, its symbolwise encoding, its
parsing strategy and the null encoding of the ﬂag information are, all together, a complete dictionary-symbolwise algo-
rithm deﬁnition. The ﬂag information in this case is not necessary, because there is not ambiguity about the nature of the
encoding to use for any of the parse segments of the text as the parsing strategy impose a rigid alternation between dictio-
nary pointers and symbols. Similar arguments apply for LZ77. Later on we refer to these or similar dictionary-symbolwise
algorithms as “pure” dictionary algorithms and to scheme having only “pure” dictionary algorithms in it as “pure” scheme.
LZW (see [26, Section 3.12]) naturally ﬁts Deﬁnition 1 of dictionary algorithms and, conversely, LZSS naturally ﬁts Deﬁ-
nition 2 on dictionary-symbolwise algorithms as well as the LZMA algorithm (see [26, Section 3.24]). An exhaustive survey
on all the LZ-based algorithms is beyond the scope of this paper.
4. On optimality
In this section we assume that the reader is well acquainted with LZ-like dictionary encoding and with some simple
statistical encodings such as the Huffman encoding.
Deﬁnition 4. Fixed a dictionary description, a cost function C and a text T , a dictionary (dictionary-symbolwise) algorithm is
optimal within a set of algorithms if the cost of the encoded text is minimal with respect to all others algorithms in the
same set. The parsing of an optimal algorithm is called optimal within the same set.
When the bit length of the encoded dictionary pointers is used as cost function, the previous deﬁnition of optimality is
equivalent to the classical well known deﬁnition of bit-optimality for dictionary algorithm. Notice that the above deﬁnition
of optimality strictly depends on the text T and on a set of algorithms. A parsing can be optimal for a certain text but not
for an other one. Obviously, we are mainly interested on parsings that are optimal either for all texts over an alphabet or for
classes of texts. Whenever it is not explicitly written, from now on when we talk about optimal parsing we mean optimal
parsing for all texts. About the set of algorithm it makes sense to ﬁnd sets as large as possible.
Classically, there is a bijective correspondence between parsings and paths in GA,T from vertex 0 to vertex n, where
optimal parses correspond to minimal paths and vice-versa. We say that a parse (path, resp.) induces a path (parse, resp.)
to denote this correspondence. This correspondence was ﬁrstly stated in [28] only in the case of sets of algorithms sharing
the same static dictionary and where the encoding of pointers has constant cost.
For example the path along vertices (0,3,4,5,6,8,11,12,13,14) is the shortest path for the graph in Fig. 2. Authors of
[10] were the ﬁrst to formally extend the Shortest Path approach to dynamically changing dictionaries and variable costs.
Deﬁnition 5. A scheme S has the Schuegraf property if, for any text T and for any pair of algorithms A, A′ ∈ S , the graph
GA,T = GA′,T with GA,T well deﬁned.
This property of schemes is called property of Schuegraf in honor of the ﬁrst of the authors in [28]. In this case we deﬁne
GS,T = GA,T as the graph of (any algorithm of) the scheme. The proof of the following proposition is straightforward.
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Proposition 1. There is a bijective correspondence between optimal parsings and shortest paths in GS,T from vertex 0 to vertex n.
Deﬁnition 6. Let us consider an algorithm A and a text T and suppose that graph GA,T is well deﬁned. We say that A is
graph optimal (with respect to T ) if its parsing induces a shortest path in GA,T from the origin (i.e. vertex 0) to vertex n,
with n = |T |. In this case we say that its parsing is graph optimal.
Let A be an algorithm such that for any text T the graph GA,T is well deﬁned. We want to associate a scheme SC A
with it in the following way. Let S be the set of all algorithms A such that for any text T GA,T exists (i.e. it is well deﬁned).
Let B and C two algorithms in S . We say that B and C are equivalent or B ≡ C if, for any text T , GB,T = GC,T .
We deﬁne the scheme SC A to be the equivalence class that has A as a representative. It is easy to prove that SC A has
the Schuegraf property.
We can connect the deﬁnition of graph optimal parsing with the previous deﬁnition of SC A to obtain the next proposi-
tion, which proof is an easy consequence of Proposition 1 and the Schuegraf property of SC A . Roughly speaking, the graph
optimality within the scheme SC A implies scheme (or global) optimality.
Proposition 2. Let us consider an algorithm A such that for any text T the graph GA,T is well deﬁned. Suppose further that for a text
T the parsing of A is graph optimal. Then the parsing of A of the text T is (globally) optimal within the scheme SC A .
We have simple examples (see Fig. 3), where a parsing of a text is graph optimal and the corresponding algorithm
belongs to a scheme that has not the Schuegraf property and it is not optimal within the same scheme.
For instance, let us deﬁne a dictionary scheme where the dictionary is composed by 〈a,ab〉 if the parsing of processed
text has reached an even position (starting from position 0) with costs 10 and 20 respectively. The dictionary is 〈a,b〉 if
the parsing of processed text has reached an odd position with costs 5 each. Notice that now the dictionary phrase “a” has
a different cost than before. The dictionary and the costs are changing as a function of the reached position, depending if
this position is even or odd, and, in turn, it depends on the parsing. Therefore this scheme has not the Schuegraf property
because there is not a unique Schuegraf graph GA,T for all the algorithms in the scheme. Indeed, given a text T and A, A′
in the scheme, with GA,T , GA′,T well deﬁned, GA,T is different from GA′,T as A has a different parse from A′ .
Let us now consider the text T = ab. As ﬁrst parsing let us choose the greedy parsing, that at any reached position
chooses the longest match between text and dictionary. The graph GA,T for this greedy algorithm has three nodes, 0,1,2,
and only two edges, both outgoing 0, one to node 1 and cost 10 and another to node 2 and cost 20. The greedy parsing
reaches the end of the text with this second arc which has global cost 20 and then it is graph optimal. As second parsing
we choose the anti-greedy that at any reached position chooses the shortest match between text and dictionary. The graph
GA′,T for this anti-greedy algorithm has three nodes, 0,1,2, and three edges, two outgoing 0, one to node 1 and cost 10
and another to node 2 and cost 20 and a third outgoing 1 to node 2 and cost 5. The parsing of the anti-greedy algorithm
is (a)(b) with cost 15. Therefore both the greedy and the anti-greedy parsing are graph optimal but the greedy one is not
(globally) optimal.
5. Dictionary-Symbolwise Flexible Parsing algorithm
In this section we make a generalization of the Flexible Parsing algorithm to the dictionary-symbolwise case and we
prove that our generalization is optimal within any scheme having the Schuegraf property. We assume here that the dictio-
nary must be at any moment preﬁx closed.
The algorithm is quite different from the original Flexible Parsing but it has some analogies with it and, in the case of
LZ78-like dictionaries, it makes use of one of the main data structures used for the original ﬂexible parsing in order to be
implemented in linear time.
Concerning the costs of encoding pointers, we recall that costs can vary but that they assume positive values and that
they include the cost of ﬂag information. Concerning the symbolwise compressor, the costs of symbols must be positive,
including the ﬂag information cost. They can vary depending on the position of the character in the text and on the symbol
itself.
We suppose further that a text T of length n is ﬁxed and that we are considering the graph GA,T , where A is a
dictionary-symbolwise algorithm, and GA,T is well deﬁned under our assumption. We denote by d the function that rep-
resents the distance of the vertices of GA,T from the origin of the graph. Such a distance d(i) is classically deﬁned as the
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on the cost function. We say that a cost function C is always preﬁx-nondecreasing if for any u, v ∈ Dp phrases associated
with edges (p, i), (p,q), with p < i < q (that implies that u is preﬁx of v), one has that C((p, i)) C((p,q)).
Lemma 1. Let A be a dictionary-symbolwise algorithm such that for any text T the graph GA,T is well deﬁned. If the dictionary is
always preﬁx-closed and if the cost function is always preﬁx-nondecreasing then the function d is nondecreasing monotone.
Proof. It is suﬃcient to prove that for any i, 0  i < n, one has that d(i)  d(i + 1). Let j  i be a vertex such that
( j, i + 1) is an edge of the graph and d(i + 1) = d( j) + C(( j, i + 1)). If j is equal to i then d(i + 1) = d(i) + C((i, i + 1))
and the thesis follows. If j is smaller than i then, since the dictionary D j is preﬁx closed, ( j, i) is still an edge in D j and
d(i) d( j)+C(( j, i)) d( j)+C(( j, i+1)) = d(i+1) and the thesis follows. The last inequality in previous equation depends
on the fact that the cost function is preﬁx-nondecreasing. 
Let us call vertex j a predecessor of vertex i ⇔ ∃( j, i) ∈ E such that d(i) = d( j) + C(( j, i)). Let us deﬁne pre(i) to be
the smallest of the predecessors of vertex i,0 < i  n, that is pre(i) = min{ j | d(i) = d( j) + C(( j, i))}. In other words pre(i)
is the smallest vertex j that contributes to the deﬁnition of d(i). Clearly pre(i) has distance smaller than d(i). We notice
that a vertex can be a predecessor either via a dictionary edge or via a symbol edge. It is also possible to extend previous
deﬁnition to pointers having a cost smaller than or equal to a ﬁxed c as follows.
Deﬁnition 7. For any cost c we deﬁne prec(i) = min{ j | d(i) = d( j) + C(( j, i)) and C(( j, i)) c}. If none of the predecessor j
of i is such that C(( j, i)) c then prec(i) is undeﬁned.
If all the costs of pointers are smaller than or equal to c then for any i one has that prec(i) is equal to pre(i).
Analogously to the notation of [24], we want to deﬁne two boolean operations Weighted-Extend and Weighted-Exist.
Deﬁnition 8. Given an edge (i, j) in GA,T and a cost value c, the operation Weighted-Extend((i, j), c) ﬁnds out whether the
edge (i, j + 1) is in GA,T having cost smaller than or equal to c.
More formally, let (i, j) in GA,T be such that w = T [i+1 : j] ∈ Di . Operation Weighted-Extend((i, j), c) = “yes” ⇔ wa j+1 =
T [i + 1 : j + 1] ∈ Di with j < n such that (i, j + 1) is in GA,T and C((i, j + 1)) c, where C is the cost function associated
with the algorithm A. Otherwise Weighted-Extend((i, j), c) = “no”.
Let us notice that Weighted-Extend always fails to extend any edge ending at node n.
Deﬁnition 9. Given 0 i < j  n and a cost value c, the operation Weighted-Exist(i, j, c) ﬁnds out whether or not the phrase
w = T [i + 1 : j] is in Di such that the corresponding edge (i, j) is in GA,T and the cost of (i, j) is smaller than or equal
to c.
Let us notice that doing successfully a Weighted-Extend operation on ((i, j), c) means that wa j+1 ∈ Di is the weighted
extension of w and the encoding of (i, j + 1) has cost less or equal to c. Similarly, doing a Weighted-Exist operation on
(i, j, c) means that an edge (i, j) exists in GA,T having cost less or equal to c.
Deﬁnition 10. Let Ec be the subset of all edges of the graph having cost smaller than or equal to c. Let us deﬁne, for any
cost c, the set Mc ⊆ Ec be the set of c-supermaximal edges, where (i, j) ∈ Mc ⇔ (i, j) ∈ Ec and ∀p,q ∈ V , with p < i and
j < q, the arcs (p, j), (i,q) are not in Ec . For any (i, j) ∈ Mc let us call i a c-starting point and j a c-ending point.
Proposition 3. Suppose that (i, j) and (i′, j′) are in Mc. One has that i < i′ if and only if j < j′ .
Proof. Suppose that i < i′ and that j  j′ . Since the dictionary Di is preﬁx closed we have that (i, j′) is still in Di and
therefore it is an edge of GA,T . By the preﬁx-nondecreasing property of function C we have that C((i, j′))  C((i, j)) = c,
i.e. (i, j′) ∈ Ec . This contradicts the fact that (i′, j′) is in Mc and this proves that if i < i′ then j < j′ . Conversely suppose
that j < j′ and that i  i′ . If i > i′ by previous part of the proof we must have that j > j′ that is a contradiction. Therefore
i = i′ . Hence (i, j) and (i, j′) both belong to Mc and they have both cost smaller than or equal to c. This contradicts the fact
that (i, j) is in Mc and this proves that if j < j′ then i < i′ . 
By previous proposition, if (i, j) ∈ Mc we can think j as a function of i and conversely. Therefore it is possible to
represent Mc by using an array Mc[ ] such that if (i, j) is in Mc then Mc[ j] = i otherwise Mc[ j] = Nil. Moreover the non-Nil
values of this array are strictly increasing. The positions j having different value from Nil are the ending positions.
We want now to describe a simple algorithm that outputs all c-supermaximal edges scanning the text left-to-right. We
call it Find Supermaximal(c). It uses the operations Weighted-Extend and Weighted-Exist. The algorithm starts with i = 0, j = 0
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when i = j. Therefore w will not appear explicitly in the algorithm. Since the values of i and j are only increased by
one and i is always less or equal than j, the word w can be seen as a sliding window of variable size that scan the text
left-to-right. w is moved along the text either by extensions or by contractions to its suﬃxes.
At each step of the algorithm, j is ﬁrstly increased by one. This extends w concatenating it to T [ j]. Then the algo-
rithm executes a series of Weighted-Exist increasing i by one, i.e. it contracts many times w . This series of Weighted-Exist
ends when w is the empty word or an edge (i, j) ∈ Ec is found such that (i, j) is not contained in any already found
c-supermaximal edge (see Proposition 5). Indeed, since the increment on j at line 3, if such edge (i, j) exists, then we
have that ∀(p,q) ∈ Mc with p < i, (i, j) ∈ Ec . Moreover, if such edge (i, j) exists, i is a c-starting point and a series of
Weighted-Extend is executed looking for the corresponding c-ending point. After each Weighted-Extend positive answer, j is
incremented by one. Once that Weighted-Extend outputs “no”, i.e. once that (i, j) cannot be weighted-extended any more,
(i, j) is a c-supermaximal and it is inserted into Mc to be outputted later. The step of the algorithm ends when a c-
supermaximal is found or when w is equal to the empty word. The algorithm runs as long as there are unseen characters,
i.e. until j reaches n.
The algorithm is stated more formally in the following pseudocode.
Find Supermaximal(c)
01. i ← 0, j ← 0, Mc ← ∅
02. WHILE j < n DO
03. j ← j + 1
04. WHILE i < j AND Weighted-Exist(i, j, c) = “no” DO
05. i ← i + 1
06. ENDWHILE
07. IF i < j THEN
08. WHILE Weighted-Extend((i, j), c) = “yes” DO
09. j ← j + 1
10. ENDWHILE
11. INSERT ((i, j),Mc)
12. ENDIF
13. ENDWHILE
14. OUTPUT MC
The function INSERT simply inserts the edge (i, j) in the dynamical set Mc . If we represent Mc by an array as described
after Proposition 3, then the function INSERT sets Mc[ j] equal to i.
Proposition 4. The above algorithm correctly computes Mc.
Proof. First of all let us prove that if (iˆ, jˆ) is inserted by the algorithm in Mc then (iˆ, jˆ) is c-supermaximal.
If (iˆ, jˆ) is inserted into Mc at line 11, then an edge (iˆ, j′) at line 4 was previously proved to exist and to have cost
C((iˆ, j′))  c. It caused the termination of the loop at lines 4–6. For line 7 we know that iˆ < j′ and by the loop 8–10 we
know that all the edges (iˆ,q) with j′  q  jˆ exist and they all are such that C((iˆ,q)) c. Therefore (iˆ, jˆ) costs at most c
and then the ﬁrst part of the deﬁnition is veriﬁed. Since the Weighted-Extend((iˆ, jˆ), c) = “no” at line 8, that was the exit
condition of that loop, then (iˆ, jˆ + 1) /∈ Ec . Since Di is preﬁx closed and the function cost C is preﬁx-nondecreasing ∀q ∈ V
with jˆ < q the arc (iˆ,q) is not in Ec for otherwise (iˆ, jˆ + 1) would be in Ec .
Now, what is left to prove is that ∀p ∈ V with p < iˆ the arc (p, jˆ) is not in Ec .
Suppose by contradiction that there exists one such arc (p, jˆ) in Ec . Since the variables i, j never decrease along algo-
rithm steps, the variable i reaches the value p before that (iˆ, jˆ) is inserted in Mc . Let jp be the value of j when i reached
the value p. Since the variable i is increased only inside the loop at lines 4–6, we have that p  jp . If p = jp the algorithm
terminates the current step by the conditions at lines 4 and 7 and it enters the next step with j = jp + 1 due to line 3.
Therefore j will reaches the value jp + 1 for p = jp otherwise j will be equal to jp . In both cases, since i < j, the condition
at line 7 is satisﬁed and the loop 8–10 is reached. Since Dp is preﬁx closed and the cost function is preﬁx-nondecreasing
then ∀q such that j  q < jˆ, Weighted-Extend((p,q), c) = “yes”. Then, the loop 8–10 increases j up to at least the value jˆ,
i.e. the algorithm reaches line 11 with jˆ  j. At this point, an edge (p, j) is inserted in Mc and the algorithm moves on the
next step. Since the increment of the variable j at line 3, we have that in the rest of the algorithm only edges where j is
greater than jˆ may be considered and then (iˆ, jˆ) will not be inserted. That is a contradiction. Therefore, if (iˆ, jˆ) is inserted
by the algorithm in Mc then (iˆ, jˆ) is c-supermaximal.
We have now to prove that if (iˆ, jˆ) is c-supermaximal then it is inserted by the algorithm in Mc .
Suppose that variable i never assumes the value iˆ. The algorithm ends when variable j is equal to n. Let in be the value
of variable i when j becomes n, then we have that in < iˆ < jˆ < n = j. If the variable j reaches the value n inside the loop
8–10 then the operation Weighted-Extend((in,n−1), c) has outputted “yes” just before. At line 11 the edge (in,n) is inserted
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the value n at line 3, then we have two cases. In the ﬁrst one, Weighted-Exist(in,n, c) outputs “yes”, i.e. the edge (in,n) is in
Ec . Since i = in < n = j line 7 condition is satisﬁed, Weighted-Extend((in,n), c) outputs “no” by deﬁnition and then (in,n) is
in Mc , i.e. it is a c-supermaximal. That is again a contradiction. In the second case, Weighted-Exist(in,n, c) outputs “no” one
or multiple times while i grows up to a value i′n < iˆ by hypothesis. Using the same argumentation as before, (i′n,n) in Mc
leads to a contradiction.
Therefore at a certain moment variable i assumes the value iˆ. Let jiˆ be the value of variable j in that moment.
We suppose that jiˆ  jˆ. Since the dictionary Diˆ is preﬁx closed and the cost function is preﬁx nondecreasing,
Weighted-Exist(iˆ, jiˆ, c) outputs “yes” causing the exit from the loop at lines 4–6. At this point, inside the loop 8–10, the vari-
able j reaches the value jˆ since Weighted-Extend((iˆ, j), c) outputs “yes” for any j less than jˆ, while Weighted-Extend((iˆ, jˆ), c)
outputs “no”. Finally, (iˆ, jˆ) is inserted into Mc at line 11.
Suppose by contradiction that jiˆ > jˆ when i assumes the value iˆ at line 5. This may happens only if the edge (iˆ − 1, jiˆ)
has been inserted in Mc in the previous step of the algorithm. Since iˆ − 1 < iˆ < jˆ < jiˆ this contradict the hypothesis that
(iˆ, jˆ) is c-supermaximal. 
Proposition 5. For any edge (i, j) ∈ Ec there exists a c-supermaximal edge (iˆ, jˆ) containing it, i.e. such that iˆ  i and j  jˆ .
Proof. We build (iˆ, jˆ) in algorithmic fashion. The algorithm is described in what follows in an informal but rigorous way.
If edge (i, j) is not c-supermaximal then we proceed with a round of Weighted-Extend((i, j), c) analogously as described in
algorithm Find Supermaximal and we increase j of one unit until Weighted-Extend outputs “no”. Let j′ be the value of j
for which Weighted-Extend output “no”. Clearly (i, j′) ∈ Ec and (i, j′ + 1) is not. If (i, j′) is not c-supermaximal the only
possibility is that there exists at least one i′ < i such that (i′, j′) ∈ Ec . At this point we keep iterating previous two steps
starting from (i − 1, j′) instead of (i, j) and we stop whenever we get a c-supermaximal edge, that we call (iˆ, jˆ). 
By previous proposition for any node v ∈ GA,T if there exists a node i < v such that C((i, v)) = c and d(v) = d(i) + c
then there exists a c-supermaximal edge (iˆ, jˆ) containing (i, v) and such that jˆ is the closest arrival point greater than v . Let
us call this c-supermaximal edge (iˆ v , jˆ v). We use iˆ v in next proposition.
Proposition 6. Suppose that v ∈ GA,T is such that there exists a previous node i such that C((i, v)) = c and d(v) = d(i) + c. Then iˆv
is a predecessor of v, i.e. d(v) = d(iˆ v ) + C((iˆ v , v)) and, moreover, d(iˆ v ) = d(i) and C((iˆ v , v)) = c.
Proof. Since (iˆ v , jˆ v) contains (i, v) and the dictionary at position iˆ v is preﬁx closed then (iˆ v , v) is an edge of GA,T . Since
(iˆ v , jˆ v) has cost smaller than or equal to c then, by the suﬃx-nondecreasing property, also (iˆ v , v) has cost smaller than or
equal to c. Since the distance d is nondecreasing we know that d(iˆ v ) d(i). By very deﬁnition of the distance d we know
that d(v) d(iˆ v ) + C((iˆ v , v)).
Putting all together we have that d(v) d(iˆ v) + C((iˆ v , v)) d(i) + c = d(v). Hence the inequalities in previous equation
must be equalities and, further, d(iˆ v ) = d(i) and C((iˆ v , v)) = c. 
Corollary 1. For any vertex v, the edge (iˆ v , v) is the last edge of a path of minimal cost from the origin to vertex v.
Proof. Any edge x in GA,T such that d(v) = d(x) + C((x, v)) is the last edge of a path of minimal cost from the origin to
vertex v . 
In what follows we describe a graph G ′A,T that is a subgraph of GA,T and that is such that for any vertex v ∈ GA,T
there exists a minimal path from the origin to v in G ′A,T that is also a minimal path from the origin to v in GA,T . The
proof of this property, that will be stated in the subsequent proposition, is a consequence of Proposition 6 and Corollary 1.
We describe the building of G ′A,T in an algorithmic way. Algorithm Build G ′A,T is described in a rigorous way and it
makes use, as a part of it, of the algorithm Find Supermaximal.
The set of vertices of G ′A,T is the same of GA,T . First of all we insert all symbolwise edges of GA,T in G ′A,T . Let now
C be the set of all possible costs that any dictionary edge has. This set can be built starting from GA,T but in all known
meaningful situations the set C is usually well known and can be ordered and stored in an array in a time that is linear in
the size of the text.
For any c ∈ C we use algorithm Find Supermaximal to obtain the set Mc . For any c-supermaximal edge (i, j) ∈ Mc , let
(i′, j′) ∈ Mc be the previous c-supermaximal edge overlapping (i, j), i.e. j′ = maxh{(s,h) ∈ Mc | i < h < j}. Notice that this j′
could not exist but, if it exists then by Proposition 3 there exists a unique i′ such that (i′, j′) ∈ Mc . In next pseudocode we
use a variable j′′ in line 10 that is equal to j′ if j′ exists, otherwise it is equal to i. We add in G ′A,T all the edges of the
form (i, x) with j′′ < x j if such edge (i, x) is not yet in G ′A,T , otherwise we set the label L(i,x) to min{L(i,x),C((i, x))}. In
other words, for any c, (i, j) ∈ Mc we consider all the preﬁx of (i, j) down to its previous overlapping c-ending point, if any,
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the minimum cost. This concludes the construction of G ′A,T .
Remark 4. Notice that for any cost c the above algorithm add in G ′A,T at most a linear number of edges.
Since (i, j) and the dictionary Di is preﬁx closed then all previous edges of the form (i, x) are also edges of GA,T and,
therefore, G ′A,T is a subgraph of GA,T .
The algorithm Build G ′A,T is formally stated in the following pseudocode.
Build G ′A,T
01. CREATE node 0
02. FOR v = 1 TO |T |
03. CREATE node v
04. CREATE symbolwise edge (v − 1, v)
05. L(v − 1, v) ← C((v − 1, v))
06. ENDFOR
07. FOR ANY increasing c ∈ C
08. Mc ← Find Supermaximal(c)
09. FOR ANY (i, j) ∈ Mc left-to-right
10. FOR ANY x| j′′ < x j
11. IF (i, x) /∈ G ′A,T THEN
12. CREATE edge (i, x)
13. L(i, x) ← C((i, x))
14. ELSE
15. L(i, x) ←min{L(i, x),C((i, x))}
16. ENDIF
17. ENDFOR
18. ENDFOR
19. ENDFOR
Proposition 7. For any node v ∈ GA,T any minimal path from the origin to v in G ′A,T is also a minimal path from the origin to v in
GA,T .
Proof. The proof is by induction on v . If v is the origin there is nothing to prove. Suppose now that v is greater than the
origin and let (i, v) be the last symbolwise edge of a minimal path in GA,T from the origin to v . By inductive hypothesis
there exists a minimal path P from the origin to i in G ′A,T that is also a minimal path from the origin to i in GA,T . Since
(i, v) is a symbolwise edge then it is also in G ′A,T and the concatenation of above minimal path P with (i, v) is a minimal
path from the origin to v in G ′A,T that is also a minimal path from the origin to v in GA,T .
Suppose now that (i, v) is a dictionary edge and that its cost is c.
Since it is the last edge of a minimal path we have that d(v) = d(i) + c. By Proposition 6 d(v) = d(iˆ v) + C((iˆ v , v)) and,
moreover, d(iˆ v) = d(i) and C((iˆ v , v)) = c.
By Corollary 1, the edge (iˆ v , v) is the last edge of a path of minimal cost from the origin to vertex v . By inductive
hypothesis there exists a minimal path P from the origin to iˆ v in G ′A,T that is also a minimal path from the origin to i in
GA,T . Since (iˆ v , v) has been added by construction in G ′A,T , the concatenation of above minimal path P with (iˆ v , v) is a
minimal path from the origin to v in G ′A,T that is also a minimal path from the origin to v in GA,T . 
We can now ﬁnally describe the Dictionary-symbolwise ﬂexible parsing.
The Dictionary-symbolwise ﬂexible parsing ﬁrstly uses algorithm Build G ′A,T and then uses the classical Single Source
Shortest Path (SSSP) algorithm to recover a minimal path from the origin to the end of graph GA,T . The correctness of the
above algorithm is stated in the following theorem and it follows from the above description and from Proposition 7.
Theorem 2. Dictionary-symbolwise ﬂexible parsing is graph optimal.
With respect to the original Flexible Parsing algorithm, we gain the fact that it can work with variable costs of pointers
and that it is extended to the dictionary-symbolwise case. But we lose the fact that the original one was “on-line”. A minimal
path has to be recovered, starting from the end of the graph backward. But this is an intrinsic problem that cannot be
eliminated. Even if the dictionary edges have just one possible cost, in the dictionary-symbolwise case it is possible that any
minimal path for a text T is totally different from any minimal path for the text Ta, that is the previous text T concatenated
to the symbol a. The same can happen when we have a (pure) dictionary case with variable costs of dictionary pointers.
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parsing fails being optimal in the dictionary case when costs are variable.
On the other hand our algorithm is suitable when the text is divided in several contiguous blocks and, therefore, in
practice there is not the need to process the whole text but it suﬃces to end the current block in order to have the optimal
parsing (relative to that block). As another alternative, it is possible to keep track of just one minimal path all along the text
and to use some standard tricks to arrange it if it does not reach the text end, i.e. the wished target node. In the last cases
one gets a suboptimal solution that is a path with a cost extremely close to the minimal path.
6. Time analysis
In this subsection we analyze the Dictionary-Symbolwise Flexible Parsing in both LZ78 and LZ77-like algorithms.
Concerning LZ78-like algorithms, the dictionary is preﬁx closed and it is implemented by using the LZW variant. We
do not enter into the details of this technique. We just recall that the cost of pointers increases by one unit whenever
the dictionary size is “close” to a power of 2. The moment when the cost of pointers increases is clear to both encoder
and decoder. In our dictionary-symbolwise setting, we suppose that the ﬂag information has a constant cost. We assume
therefore that it takes O (1) time to determine the cost of a dictionary edge.
The maximal cost that a pointer can assume is smaller than log2 n where n is the text size. Therefore the set C of all
possible costs of dictionary edges has logarithmic size and it is cheap to calculate.
In [24] the operations Extend and Contract are presented. It is also presented a linear size data structure called trie-
reverse-trie-pair that allows to execute both those operations in O (1) time. The operation Extend(w,a) says whether the
phrase wa is in the currently used dictionary. The operation Contract(w) says whether the phrase w[2 : |w|] is in the
current dictionary.
Since at any position we can calculate in O (1) time the cost of an edge, we can use the same data structure to
perform our operations of Weighted-Extend and of Weighted-Exist in constant time as follows. In order to perform a
Weighted-Extend((i, j), c) we simply execute the operation Extend(w,a j+1) with w = T [i + 1 : j], i.e. the phrase associ-
ated to the edge (i, j), and then, if the answer is “yes”, we perform a further check in O (1) time on the cost of the found
edge (i, j + 1). Therefore, Weighted-Extend((i, j), c) is equal to Extend(T [i + 1 : j],a j+1) AND C((i, j + 1)) c.
In order to perform a Weighted-Exist(i, j, c) we simply use the Contract on the phrase aiw , where w = T [i + 1 : j],
and, if the answer is “yes” we perform a further check in O (1) time on the cost of the found edge (i, j). Therefore,
Weighted-Exist(i, j, c) is equal to Contract(ai T [i + 1 : j]) AND C((i, j)) c.
For any cost c ﬁnding Mc in order to build G ′A,T takes then linear time. Therefore, at a ﬁrst look, performing the
algorithm Build G ′A,T would take O (n logn). But, since there is only one active cost at any position in LZW-like algorithms,
then if c < c′ then Mc ⊆ Mc′ , as stated in the following proposition.
Deﬁnition 11. We say that a cost function C is LZW-like if for any i the cost of all dictionary pointers in Di is a constant ci
and that for any i, 0 i < n one has that ci  ci+1.
Proposition 8. If the cost function C is LZW-like, one has that if c < c′ then Mc ⊆ Mc′ .
Proof. We have to prove that for any (i, j) ∈ Mc then (i, j) ∈ Mc′ . Clearly if (i, j) ∈ Mc then its cost is smaller than or equal
to c < c′ . It remains to prove that (i, j) is c′-supermaximal, e.g. that ∀p,q ∈ V , with p < i and j < q, the arcs (p, j), (i,q)
are not in Ec′ . Since (i, j) ∈ Mc and since the cost of (i, j) is by hypothesis equal to ci , we have that ci  c. If arc (p, j) is
in Ec′ then its cost is cp  ci  c and therefore it is also in Ec contradicting the c-supermaximality of (i, j). If arc (i,q) is in
Ec′ then its cost is ci  c and therefore it is also in Ec contradicting the c-supermaximality of (i, j). 
At this point, in order to build G ′A,T it suﬃces to build Mc where c is the greatest possible cost. Indeed it is useless
checking for the cost and one can just use the standard operation Extend and Contract. Those operations can be implemented
in O (1) time using the trie-reverse-trie-pair data structure for LZ78 standard dictionary or for the LZW dictionary or for the
FPA dictionary (see [24]). Indeed we call a dictionary LZ78-like if the operations Extend and Contract can be implemented in
O (1) time using the trie-reverse-trie-pair data structure.
We notice that previous deﬁnition of LZ78-likeness can be relaxed by asking that the operations Extend and Contract can
be implemented in O (1) amortized time using any data structure, including the time used for building such data structure.
The overall time for building G ′A,T is therefore linear, as well as its size. The Single Source Shortest Path over G ′A,T ,
that is a DAG topologically ordered, takes linear time (see [5, Ch. 24.2]).
In conclusion we state the following theorem.
Theorem 3. Suppose that we have a dictionary-symbolwise scheme, where the dictionary is LZ78-like and the cost function is LZW-
like. The symbolwise compressor is supposed to be, as usual, linear time. Using the trie-reverse-trie-pair data structure, Dictionary-
Symbolwise ﬂexible parsing is linear.
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optimal parsing. We exploit the discreteness of the cost function C when it is associated to the length of the codewords of
a variable length code, like Elias codes or Huffman codes, to bound the cardinality of the set C to O (logn). Indeed let us call
cˆ the maximum cost of any dictionary pointer, e.g. the longest and the most far one under the length-distance paradigm.
Even if the cost actually depends on the text T , it usually has an upper bound that depends on the encoding and on the
dictionary constrains and we can assume it to be cˆ = O (logn), with |T | = n.
Operations Weighted-Exist and Weighted-Extend can be easily implemented in linear space and constant time by using
classical suﬃx tree or other solutions when the dictionary is an LZ77-like one. For instance, in [8] it is shown how to
compute the Longest Previous Factor (LPF) array in liner time. Recall that T [i, LPF[i]] is the longest factor already seen in
the text at some position i′ < i. It is easy to see that following relations hold. The operation Weighted-Exist(i, j, c) outputs
“yes” ⇔ j  i + LPF[i] AND C((i, j))  c and the operation Weighted-Extend((i, j), c) outputs “yes” ⇔ j < i + LPF[i] AND
C((i, j + 1))  c. We recall that we are also assuming that it is possible to compute the cost of a given edge in constant
time. Therefore, we use linear time and space to build the LPF array and then any operation Weighted-Exist or Weighted-
Extend take just constant time.
Suppose to have a dictionary-symbolwise scheme, where the dictionary is LZ77-like and the dictionary pointer encoding,
the symbolwise encoding and the ﬂag information encoding are any variable-length encoding one. The use of the codeword
length as cost function leads to a function that assumes integer values. Given cˆ the maximum cost of any dictionary pointer
with cˆ  log(n), the Dictionary-Symbolwise Flexible Parsing runs in O (n logn) time and space.
Let us notice that in most of the common LZ77 dictionary implementation, as it is in the Deﬂate compression tool, our
assumption about the computation of edge cost in O (1) time is not trivial to obtain.
Obviously, we are interested, for compression purpose, to the smallest cost between all the possible encoding of a
phrase. For instance, the use of the length-distance pair as dictionary pointer leads to multiple representation of the same
(dictionary) phrase since this phrase can occur more then once in the (already seen) text.
Since the closest occurrence uses the smallest distance to be represented, the cost of encoding the phrase using this
distance is usually the smallest one, accordingly to the used encoding method.
A practical approach that looks for the above smallest distance makes use of hash tables, built on ﬁxed length phrases.
This approach seems to take O (logn) time and then each edge’s cost computation in our algorithm should be O (logn).
Anyhow, there are faster practical implementations, like the 7-Zip3 one, that use truncated chained hash tables and, even if
they may loose some occurrences, they use linear space and they run in almost constant time.
A deeper analysis of the LZ77 case is remanded to a future dedicated paper.
7. Dictionary-symbolwise can have better ratio
So, why should we use dictionary-symbolwise compressors?
From a practical point of view, coupling a fast symbolwise compressor to a dictionary compressor gives one more degree
of freedom to parsing, increasing compression ratio without slowing up the entire compression process. Or, at the other
extreme, a dictionary compressor coupled with a powerful symbolwise compressor can speed up the decompression pro-
cess without decreasing the compression ratio. This approach that mix together dictionary compression and symbolwise
compression methods is already widely used in practical compression software solutions, even if it scientiﬁc basis were
not clearly deﬁned and it was treated just as a practical trick to enhance compression ratio and to take under control
and improve the decompression speed. Several viable algorithms and most of the commercial data compression programs,
such as gzip, zip or cabarc, are, following our deﬁnition, dictionary-symbolwise. Still from a practical point of view, some
experimental results are showed and discussed in next section.
In this section instead we study some theoretical reasons for using dictionary-symbolwise compression algorithms.
First of all, it is not diﬃcult to give some “artiﬁcial” and trivial examples where coupling a dictionary and a symbolwise
compressor gives rise to a better optimal solution. Indeed let us consider the static dictionary D = {a,b,ba,bb,abb} together
a cost function C that could represents the number of bits of a possible code: {C(a) = 8,C(b) = 12,C(ba) = 16,C(bb) =
16,C(abb) = 4}.
A greedy parsing of the text babb is (ba)(bb) and the cost of this parsing is 32. An optimal parsing for this dictionary
is (b)(abb) that has cost 16. This example shows, as also the one of Fig. 3, that a greedy parsing is not always an optimal
parsing in dictionary compressors.
Let us consider further the following static symbolwise compressor that associates with the letter a a code of cost 8 and
associates with the letter b a code of cost 4 that could represents the number of bits of this code. The cost of coding babb
following this symbolwise compressor is 20.
If we connect them in a dictionary-symbolwise compressor then an optimal parsing is S(b)D(abb) where the ﬂag infor-
mation is represented by the letter S for symbolwise of next parse phrase or D that stands for dictionary. The cost of the
trivially encoded ﬂag information is one bit for each letter or phrase. Therefore the cost of this parsing is 10.
3 See the 7-Zip compression tool web site and the documentation therein contained: http://www.7-zip.org/.
86 M. Crochemore et al. / Journal of Discrete Algorithms 14 (2012) 74–90In this subsection, however, we will prove something more profound than artiﬁcial examples such the one above. Indeed,
from a theoretical point of view Ferragina et al. (cf. [14]) proved that the compression ratio of the classic greedy-parsing of
an LZ77 pure dictionary compressor may be far from the bit-optimal pure dictionary compressor by a multiplicative factor
Ω(logn/ log logn), which is indeed unbounded asymptotically. The family of strings that is used in [14] to prove this result,
is a variation of a family that was used in [22].
In the next two subsections we show a similar result between the bit-optimal dictionary compressor and a dictionary-
symbolwise compressor. Therefore a bit optimal dictionary-symbolwise compressor can use, in some pathological situation,
the symbolwise compressor to avoid them and be provably better than a simple bit optimal dictionary compressor.
7.1. LZ77 Case
Let us deﬁne these two compressors. The ﬁrst one is an LZ77 based compressor that allows overlaps with unbounded
windows as dictionary and with a Huffman encoding on the lengths and an optimal parser. The encoding of pointers can
be any of the classical intelligent encoding. We just impose an Huffman coding on the lengths.
We further denote by OPT-LZH(s) the bit length of the output of this compressor on the string s.
The same LZ77 is used as dictionary compressor in the dictionary-symbolwise compressor. Clearly we do not include the
parser in the dictionary-symbolwise compressor, but, analogously as above, we suppose we have an optimal parser for the
dictionary-symbolwise compressor, no matter about the description. The ﬂag information {D, S} is coded by a run-length
encoder. The cost of a run is subdivided over all symbolwise arcs of the run, i.e. if there is a sequence of n consecutive
symbolwise arcs in the optimal parsing then the cost of these n ﬂag information S (for Symbolwise) will be in total O (logn)
and the cost of each single ﬂag information in this run will be O ( lognn ).
It remains to deﬁne a symbolwise compression method.
In the next result we could have used a PPM* compressor but, for simplicity, we use a longest match symbolwise. That
is, the symbolwise at position k of the text searches for the closest longest block of consecutive letters in the text up to
position k − 1 that is equal to a suﬃx ending in position k. This compressor predicts the (k + 1)-th character of the text to
be the character that follows the block. It writes a symbol “y” (that is supposed not to be in the text) if this is the case. For
otherwise it uses an escape character n (that is supposed not to be in the text) and then write down the correct character
plainly. A temporary output alphabet has therefore two characters more than the characters in the text. This temporary
output will be subsequently encoded by a run-length encoder (see [13]).
This is not a very smart symbolwise compressor but it ﬁts our purposes, and it is simple to analyze.
We further denote by OPT-DS(s) the bit length of the output of this dictionary-symbolwise compressor on the string s.
Theorem 4. There exists a constant c > 0 such that for every n′ > 1 there exists a string s of length |s| n′ satisfying
OPT-LZH(s)
|s|  c
log |s|
log log |s|OPT-DS(s).
Proof. For every n′ let us pick a binary word w of length 2n,n n′ , w = a1a2 · · ·a3n that has the following properties.
1. For any i,1 = 1,2 . . .n, compressor OPT-LZH(s) cannot compress the word aiai+1 · · ·a2i+n−1 of length n + i with a
compression ratio greater than 2.
2. Every factor (i.e. every block of consecutive letters) of w having length 3 log3n of w is unique, i.e. it appears in at most
one position inside w .
Even if it could be hard to explicitly show such a word, it is relatively easy to show that such a word exists. Indeed, fol-
lowing the very beginning of the Kolmogorov’s theory, the vast majority of words are not compressible. A simple analogous
counting argument can be used to prove that property 1) is satisﬁed by the vast majority of strings of length 2n, where, for
vast majority we mean that the percentage of strings not satisfying 1) decreases exponentially in n. Here, to be safer, we
allowed a compression “two to one”. all the n considered factors.
A less known result (see [1,30,11,15,12,6]) says that for random strings and for any  > 0 the percentage of strings of
length n having each factor of length 2 logn +  unique grows exponentially to 1 (i.e. the percentage of strings not having
this property decreases exponentially). Here we took as  the number 1. Therefore such a string a1 · · ·a3n having both
properties surely exists for some n n′ .
Let us now deﬁne the word s over the alphabet {0,1, c} in the following way.
s = a1a2 · · ·an+1c2na2a3 · · ·an+3c2n · · ·aiai+1 · · ·a2i+n−1c2n · · ·an+1an+2.
Let us now evaluate OPT-LZH(s). By property 1) each binary word that is to the left or to the right of a block of 2n
c’s cannot be compressed in less than 12n bits in a “stand-alone” manner. If one such a string is compressed by a pointer
to a previous string then the offset of this pointer will be greater than 2n and, so, its cost in bit is O (n). We deﬁned the
string s in such a manner that all “meaningful” offsets are different, so that even a Huffman encoding on offsets (that we
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OPT-LZH(s) c′n2.
Let us now evaluate OPT-DS(s). We plan to show a parse that will give a string of cost P-DS(s) cˆn logn as output. Since
OPT-DS(s) P-DS(s) then also OPT-DS(s) cˆn logn.
The blocks of 2n c’s have all the same length. We parse them with the dictionary compressor as (c)(c2
n − 1). The
dictionary compressor is not used in other positions in the parse P of the string s. The Huffman encoding on lengths of the
dictionary compressor would pay n bits for the table and a constant number of bits for each occurrence of a block of 2n c’s.
Hence the overall cost in the parse P of all blocks of letters c is O (n). And this includes the ﬂag information that consists
into two bits n times.
Parse P uses the symbolwise compressor to parse all the binary strings. The ﬁrst one a1a2 · · ·an+1 costs O (n) bits. Starting
from the second a2a3 · · ·an+3 till the last one, the symbolwise will pay O (logn) bits for the ﬁrst 3 log3n letters and then,
by property 1), there is a long run of y that will cover the whole string up to the last two letters. This run will be coded by
the run-length code of the symbolwise. The overall cost is O (logn) and this includes the ﬂag information that is a long run
of S coded by the run-length of the ﬂag information. The cost of the symbolwise compressor included the ﬂag information
over the whole string is then O (n logn), that dominates the cost of the dictionary-symbolwise parse P.
The length of the string s is O (n2n + n2) and therefore log |s| = n + o(n) and the thesis follows. 
Remark 5. In the theorem above it is possible to improve the constants in the statement. This can be done simply using for
instance a word a1 · · ·an2 instead of a1 · · ·a3n . It is possible to optimize this value, even if, from a conceptual point of view,
it is not important.
We want to underline that the Huffman coding on the lengths is essential in this statement. At the moment we were
not able to ﬁnd a sequence of strings s where the dictionary-symbolwise compressor is provably better than the optimal
dictionary version without using Huffman codes. It is an open question whether this is possible.
We ﬁnally notice that if the dictionary is coupled with a ROLZ technique then the optimal solution of the pure dictio-
nary compressor reaches the same level of the dictionary symbolwise compressor. This is not surprising because the ROLZ
technique is sensible to context and do not “pay” for changing the source of the text.
7.2. LZ78 case
Matias and Sahinalp in [25] already shown that Flexible Parsing is optimal with respect to all the preﬁx-closed dictionary
algorithms, included LZ78, where optimality stand for phrase optimality. Flexible Parsing is also optimal in the suﬃx-close
dictionary algorithms class. Phrase optimality is equal to bit optimality under the ﬁxed codeword length assumption, so we
say just optimality. From now on we assume FP or its extension as optimal parsing and the bit length of the compressed
text as coding cost function.
In this subsection we prove that there exists a family of strings such that the ratio between the compressed version of
the strings obtained by using an optimal LZ78 parsing (with constant cost encoding of pointers) and the compressed version
of the strings obtained by using an optimal dictionary-symbolwise parsing is unbounded. The dictionary, in the dictionary-
symbolwise compressor, is still the LZ78 dictionary, while the symbolwise is a simple Last Longest Match Predictor that
will be described later. Here we want to notice that similar results were proved in [25] between ﬂexible parsing and the
classical LZ78 and in [14] between a compressor that uses optimal parsing over an LZ77 dictionary and the standard LZ77
compressor (see also [22]). Last but not least we notice that in this example, analogously as done in [25], we use an
unbounded alphabet just to make the example clearer. An analogous result can be obtained with a binary alphabet with a
more complex example.
Let us deﬁne a Dictionary-Symbolwise compressor that uses LZ78 as dictionary method, the Last Longest Match Predictor
as symbolwise method, Run-Length Encoder to represent the ﬂag information and one optimal parsing method. Let us call
it OptDS-LZ78. We could have used a PPM* as symbolwise compressor but Last Longest Match Predictor (LLM) ﬁts our
purposes and it is simple to analyze. LLM Predictor is just a simple symbolwise compression method that uses the last
longest seen match to predict next symbol.
The symbolwise searches, for any position k of the text, the closest longest block of consecutive letters up to position
k − 1 that is equal to a suﬃx ending in position k. This compressor predicts the (k + 1)-th character of the text to be the
character that follows the block. It writes a symbol ‘y’ (that is supposed not to be in the text) if this is the case. Otherwise
it uses an escape character ‘n’ (that is supposed not to be in the text) and then writes down the correct character plainly.
A temporary output alphabet has therefore two characters more than the characters in the text. This temporary output will
be subsequently encoded by a run-length encoder. This method is like the Yes?No version of Symbol Ranking by P. Fenwick
(see [13]).
It costs logn to represent a substring of n chars that appear after the match. For each position i in the uncompressed
text if mi is the length of the longest match in the already seen text it produces n that cost O (logn) bits as output, i.e.
C(T [i + 1..i + n]) = n and Cost(n) = O (logn) where
∀m, jmi = Maxm
(
T [i −m..i] = T [ j −m.. j] with j < i and
T [i −m − 1] = T [ j −m − 1])
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S =
k∑
z=1
1+ · · · + z = [1+ 12+ 123+ · · · + 1..z + · · · + 1..k]
that is the concatenation of all the preﬁxes of 1..k in increasing order. Let consider the string T ′ that is the concatenation
of the ﬁrst
√
k suﬃxes of 2..k, i.e. T ′ = 2..k · 3..k · · · · · √k..k and a string T = S · T ′ . We use S to build a dictionary formed
by just the string 1..k and its preﬁxes and no more. We assume that both the dictionary and the symbolwise methods work
the same up to the end of the S string, so they produce an output that is very similar in terms of space. It is not diﬃcult
to prove that an optimal LZ78 compressor would produce on T a parse having cost at least O (k+ k logk) = O (k logk) while
the optimal dictionary-symbolwise compressor (under the constant cost assumption on encoding pointers) has a cost that
is O (k + √k logk) = O (k).
Proof. (Sketch) An optimal constant cost LZ78 compressor must use k phrases to code S . Then each phrase used to code
the subword 2 . . .k of T ′ has length at most 2 and therefore the number of phrases that it must use to code 2 . . .k is at
least (k − 1)/2 12k/2. Analogously, each phrase used to code the subword 3 . . .k of T ′ has length at most 3 and therefore
the number of phrases that it must use to code 3 . . .k is at least (k − 2)/3 13k/2. We keep on going up to conclude that
number of phrases that it must use to code
√
k . . .k is at least (k−√k+ 1)/√k 1√
(k)
k/2. Adding all these numbers we get
that the total number of phrases is smaller than or equal to O (k + log√k × k/2) = O (k logk).
Let us now prove that an optimal dictionary-symbolwise compressor has a cost that is O (k) by showing that there exists
at least one parse that has cost O (k).
The parse that we analyze parses S with the LZ78 dictionary and spend for this part of the string O (k). Then it uses the
LLM Predictor to compress the subword 2 . . .k of T ′ . Firstly it outputs a symbol ‘n’ followed by the symbol 2 because it is
unable to predict the symbol 2 and then it outputs k−2 symbols ‘y’ that, in turn, are coded by the Run-Length Encoder with
a cost that is O (logk). The whole cost of subword 2 . . .k is then O (logk). Then the LLM Predictor compresses sequentially
the subword i . . .k of T ′ , with 3  i 
√
k and any time it spends at most O (logk). The total cost of this parse is then
O (k + √k logk) = O (k). 
8. Conclusions and experimental results
In this article we present some advancement on dictionary-symbolwise theory. We describe the Dictionary-Symbolwise
Flexible Parsing, a parsing algorithm that extends the Flexible Parsing (see [25]) to variable costs and to the dictionary-
symbolwise domain. We prove its optimality for preﬁx-closed dynamic dictionaries under some reasonable assumption.
Dictionary-Symbolwise Flexible Parsing is linear for LZ78-like dictionaries and even if it is not able to run online it allows
to easily make a block programming implementation. In the case of LZ77-like dictionary, we have obtained the O (n logn)
complexity as authors of [14] recently did by using a completely different subgraph.
Last but not least, our algorithm allows to couple classical LZ-like compressors with several symbolwise methods to
obtain dictionary-symbolwise algorithms with proof of parsing optimality.
We have also proved in Section 7 that dictionary-symbolwise compressors can be asymptotically better than optimal
pure dictionary compression algorithms in compression ratio terms.
We now discuss about some experiments. Readers must keep into account that the results of this paper are mainly
theoretical and that they apply to a very large class of compression algorithms. Due to this, the use of different methods
of encoding for dictionary pointers as well as for symbolwise encoding and for the ﬂag information encoding together with
the dictionary constrains leads to different performances. Performances about time and space are strongly dependent on the
programming language in use and on the programmers abilities. Therefore we decided to focus only on compression ratio.
We here discuss two particular cases that allow to compare our results with some well know commercial compres-
sors. The ﬁrst one is related to LZ78-like dictionary and Huffman codes. The second one concerns LZ77-like dictionaries
with several window sizes and Huffman codes. We compare the obtained compression ratio with the gzip, zip and cabarc
compression tools. The encoding method in use is a semi-static Huffman codes.
In the ﬁrst experiment, using a simple semi-static Huffman coding as symbolwise compressor, we improved the com-
pression ratio of the Flexible Parsing with LZW-dictionary by 3 to 5% on texts such as the bible.txt ﬁle or the preﬁxes of
English Wikipedia data base (see Table 2). We obtain that the smaller is the ﬁle the greater is the gain.
We have experimental evidence that many of the most relevant LZ77-like commercial compressors are, following our
deﬁnition, dictionary-symbolwise algorithms and they use an optimal parsing (see Tables 3 and 4). In Table 4 is shown the
ratio between compression performances of compressors with similar constrains and encoding. Indeed, gzip and lzhds-32 KB
use an LZ77-like dictionary of 32 KB, zip and lzhds-64 KB have dictionary size of 64 KB. cabarc and lzhds-2 MB use 2 MB as
dictionary size. They all use Huffman codes. We notice that a difference of about 5% is due to parsing optimality while small
differences of about 2% are due to implementation details like different codeword space and different text block handling.
We think that gzip and zip implementations in the 7-Zip compression suite and cabarc have an optimal parsing, even if this
fact is not clearly stated or proved.
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Compression ratio comparison of some LZW-like compressors and the gzip tool. (gzip −9 is
the gzip compression tool with the −9 parameter for maximum compression. lzwfp is the
Flexible Parsing algorithm of Matias–Rajpoot–Sahinalp with an LZW-like dictionary. lzwhds is
our Dictionary-Symbolwise Flexible Parsing algorithm with LZW-like dictionary and Huffman
codes.)
File (size) bible.txt (4 047392 Byte) enwik (100 MB)
gzip −9 29.07% 36.45%
lzwfp 30.09% 35.06%
lzwhds 25.84% 31.79%
Table 3
Compression ratio comparison of some LZ77-like compressors. (gzip −9 is the gzip compres-
sion tool with the −9 parameter for maximum compression. gzip by 7zip is the gzip compres-
sion tool implemented in the 7-Zip compression suite. zip by 7zip is the 7-Zip implementation
of the zip compression tool. cabarc is the MsZip cabinet archiving tool also known as cabarc
(version 5.1.26 with -m lzx:21 option used). lzhds-x is our Dictionary-Symbolwise Flexible Pars-
ing with LZ77-like dictionary of different dictionary sizes, as stated in the suﬃx of the name,
and Huffman codes.)
File (size) bible.txt (4 047392 Byte) enwik (100 MB)
gzip −9 29.07% 36.45%
gzip by 7zip 27.44% 35.06%
zip by 7zip 25.99% 33.72%
cabarc 22.13% 28.46%
lzhds-32 KB 27.47% 35.02%
lzhds-64 KB 26.20% 33.77%
lzhds-2 MB 22.59% 28.82%
lzhds-16 MB 22.51% 26.59%
Table 4
Ratio between the compression ratio of different LZ77-like compressors. All the involved com-
pressors, except for the gzip one, seam to have an optimal parsing strategy. (See Table 3
caption for compressor descriptions.) Notice that on each row there are compressors having
the same windows size.
File (size) bible.txt (4 047392 Byte) enwik (100 MB)
gzip −9/lzhds-32 KB 105.82% 104.08%
gzip by 7 zip/lzhds-32 KB 99.89% 100.11%
zip by 7 zip/lzhds-64 KB 99.19% 99.85%
cabarc/lzhds-2 MB 97.96% 98.75%
Therefore this paper contains both a good model for many of the commercial dictionary compression algorithms and a
general parsing algorithm with proof of optimality. This ﬁlls the gap between theory and best practice about text compres-
sion.
We plan to extend our experimentation on LZ-like dictionary algorithms and many other symbolwise algorithms such as
arithmetic encodings, since this direction seems to be very promising.
We conclude this article with two open problems.
1. Theoretically, LZ78 is better on memoryless sources than LZ77. Experimental results say that when optimal parsing is
in use it happens the opposite. Prove this fact both in pure dictionary case and in dictionary-symbolwise case.
2. Common symbolwise compressors are based on the arithmetic coding approach. When these compressors are used,
the costs in the graph are almost surely noninteger and, moreover, the graph is usually not well deﬁned. The standard
workaround is to use an approximation strategy. A big goal should be ﬁnding an optimal solution for these important
cases.
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