Abstract. This paper describes a video analysis system, free of markers and setup procedures, that quantitatively identified gait abnormalities in real time from standard video images. A novel color three-dimensional body model was sized and texture mapped to the exact characteristics of a person from video images. The kinematics of the body model was represented by a transformation tree to track the position and orientation of a person relative to the camera. Joint angles were used to track the location and orientation of each body part, with the range of joint angles being constrained by associating degrees of freedom with each joint. To stabilize tracking, the joint angles were estimated for the next frame. The calculation of joint angles, for the next frame, was cast as an estimation problem, which was solved using an iterated extended Kalman filter. Patients with dopa-responsive Parkinsonism, and age-matched normals, were video taped during several gait cycles with walking movements successfully tracked and classified. The results suggested that this approach has the potential to guide clinicians on the relative sensitivity of specific postural/gait features in diagnosis.
Introduction
Video image analysis is able to provide quantitative data on postural and movement abnormalities and thus has an important application in neurological diagnosis and management. This paper describes an approach to tracking and classifying the gait of Parkinsonian patients and normal subjects using video image analysis.
Parkinson's Disease
Patients with neurological disorders frequently show some degree of gait abnormality. A typical example is Parkinson's disease ͑PD͒. Common motor symptoms of PD include: rhythmic shaking of one or occasionally more limbs ͑tremor͒, slowness in movement ͑bradykinesia͒, stiffness of joints ͑rigidity͒, slightly bent and flexed posture, and failure of the arms to swing freely when walking. 34 The clinical approach to gait analysis is heavily dependent on subjective observation of the patient's gait. Although the reliability of subjective observation may be improved by systematic procedures and rating scales, the asynchronous series of changes in the complex articulated assembly of the human body, presents such a maze of data that few persons could assimilate them all. This limitation may be minimized by quantitative documentation of the patient's performance with reliable instrumentation to provide a permanent record of fact. Quantitative gait analysis is an important clinical tool for quantifying normal and pathological patterns of locomotion and has been shown to be useful for prescription of treatment as well as in the evaluation of the results of such treatment. 2, 10, 28 Apart from being used in the field of medicine, quantitative gait analysis is also widely used in other areas, such as sports 6 and research of work-related occupational hazards. 32 Current quantitative video analysis techniques require patients to be video taped while wearing joint markers in a highly structured laboratory environment with extensive setup procedures. This limits the usefulness of video-based analysis in routine clinical practice and so it is rarely used in this capacity. Current video analysis would also be unable to analyze existing video tape libraries ͑the Westmead Hospital Movements Disorders Clinic in Sydney has accumulated a large patient library͒. This paper describes a video analysis system, free of markers and setup procedures, which quantitatively identified gait abnormalities in real time. The aim was to develop a system able to meet the needs of a busy movement disorders clinic in both on-line and off-line analysis and diagnosis.
Gait Analysis
Conventionally, gait has been analyzed using moving light displays ͑MLD͒ ͑Refs. 5, 18, and 22͒ or electrogoniometers. 17 Compound gait analysis systems have also em-ployed various combinations of the above with dynamic electromyography 30 and ground reaction force plates. 9,21 A more generic term for MLDs is trackers, which track motion by labeling joints with ultrasonic transmitters, radio transmitters, magnets ͑in an ac or dc magnetic field͒, inertial sensors, electronic compass with tilt sensors, lights, or reflective markers. The many varieties of trackers now commercially available ͑Commercially available trackers are listed at www.hitl.washington.edu/scivw/trackerfaq.html͒ require subjects to wear joint markers/identifiers and require significant setup time.
With image processing, the potential exists for a quantitative analysis of human motion from video. Various approaches for tracking the whole body have been proposed in the image processing literature. They can be distinguished by the representation of the body as a stick figure, two-dimensional ͑2D͒ contour or volumetric model and by their dimensionality being 2D or three-dimensional ͑3D͒ ͑refer to Table 1͒ . 1, 4, 8, [11] [12] [13] [14] 16, 19, 20, 24, 26, 27, 29, 31, 34, 35 Joint angles are able to be more directly estimated by mapping human body models directly onto a given image. Volumetric 3D models have the advantage of being more generally valid with self-occlusions more easily resolved. Most volumetric approaches model body parts using generalized cylinders 14, 15, 29, 31 or superquadratics. 10 Some of these extract features 11, 12, 14, 19, 27, 31, 34 and others fit the projected model directly to the image. 
Novel Body Model to Track Gait
However, the cylindrical and quadratic body models used in previous studies do not contour accurately to the body, thus decreasing tracking stability. No study has yet utilized a color 3D texture map of the entire body, which would enable body parts to be tracked more accurately to further stabilize tracking. In a novel approach to body part representation proposed in this paper, 3D regions were sized and texture mapped from each body part by extracting features during the initialization phase. By storing texture mapped regions accurately sized to each body part, this novel body model has a number of advantages over previous body models:
It allows for a larger variation in somatotype, such as both genders ͑cylindrical trunks do not allow for breasts or pregnancy͒, all ages ͑including babies͒, obese to dwarf, etc. ii.
Exact sizing of body parts enables greater accuracy in tracking edges, rather than the nearest best fit of a cylinder. iii.
Texture mapping of body parts increases region tracking and orientation accuracy over the many models, which assume a uniform color for each body part, whereas color continuity of a body part is often disrupted by clothing such as shorts, tights, t-shirts, socks, bold colored patterns and logos. iv.
Patterns, such as the ear, elbow, and knee patterns, assist in accurately fixing orientation of body parts.
The proposed body model in this approach consisted of a set of body parts, connected by joints, similar to the representations proposed by Marr 23 and Badler. 3 The body parts were head, trunk, upper arms, forearms, hands, thighs, calves, and feet. The joints were neck, shoulders, elbows, wrists, waist, hips, knees, and ankles. The degrees of freedom of each joint were neckϭ3, shoulderϭ3, elbowϭ2, wristϭ1, hipϭ2, kneeϭ1, and ankleϭ1. In a novel approach to representing the body, each body part consisted of a rigid spine with pixels radiating out ͑refer to Fig. 1͒ .
Each pixel represents a point on the surface of a body part. Associated with each pixel was: radius or thickness of the body part at that point; color as in hue, saturation, and intensity; accuracy of the color and radius; and the elasticity inherent in the body part at that point. Although each point on a body part was defined by cylindrical coordinates, the radius varies in a cross section to exactly follow the contour of the body.
Initially, there was a low-color and high-radius accuracy set for pixels near the edge of a body part, high-color and low-radius accuracy for other near-side pixels, and a lowcolor and low-radius accuracy set for far-side pixels. The ongoing temporal resolution of self-occlusions enabled increasing radius and color accuracy. Breathing, muscle flexion, and other normal variations of body part radius were accounted for by the elasticity of the radius. The unit length and circumference of each body part was determined by the resolution of the image.
Initializing a Gait Tracking Sequence
The initialization phase builds up a background image and initializes the 3D human body model to conform to the size and texture of a walking subject. Initially, any occlusion of the static background, by the subject, was quickly resolved by the lateral motion of the gait. With a complete background image assembled, an unambiguous body region of the subject arose from the difference image. In a novel approach, both red-blue-green ͑RBG͒ and huesaturation-intensity ͑HSI͒ difference images were used with respective thresholds calculated from image properties.
The first full stride of the separated body region ensured maximum body part separation to enable reliable labeling of body parts. Some regions were further analyzed, such as examining the trunk region to locate the arms of subjects with minimal arm swing, as is common in PD. The accuracy of the body model was improved by the ongoing temporal resolution of self-occlusions. After initialization, the constraint of a static background was no longer required.
Tracking Gait With a Kalman Filter
Tracking the position and orientation of a person relative to the camera entailed projecting 3D body model parts onto a 2D image in three separate transformations. First, a body part point ͑b͒ was projected from a body part frame of reference ͑cylindrical coordinates͒ into the whole body frame of reference ͑x,y,z coordinates͒ with a function B i for the ith body part. A function C i then projected a point in the body frame of reference ͑x,y,z͒ onto the camera frame of reference ͑x,y,z͒. If the camera is perfectly level, then the camera frame of reference is equivalent to the normal world frame of reference. Finally, a function I i projected a point in the camera frame of reference ͑x,y,z͒ onto a pixel ͑p͒ in the 2D image ͑x,y coordinates͒. The complete projection was achieved with three chained homogeneous transformation matrices:
where x is a unique parameter vector calculated for optimum alignment of the projected model with the image, B ϭbody frame of reference transformation, Cϭcamera frame of reference transformation, Iϭimage frame of reference transformation, bϭbody part coordinates, and p ϭpixel in image.
Joint angles were used to track the location and orientation of each body part, with the range of joint angles being constrained by associating degrees of freedom ͑DOF͒ with each joint. To stabilize tracking, the joint angles were estimated for the next frame. The calculation of joint angles for the next frame was cast as an estimation problem which was solved using an iterated extended Kalman filter ͑IEKF͒, which included an estimate of covariance matricies in order to estimate the system's parameter vector. 22 There exist many other methods to solve the parameter estimation problem: general minimization procedures, weighted leastsquares method, and the Bayesian decision-theoretic approach. We choose the Kalman filter approach as our main tool to solve the parameter estimation problem for the following reasons:
i.
The Kalman filter takes explicitly into account the measurement uncertainties. ii.
The Kalman filter takes measurements into account incrementally. iii.
The Kalman filter is a simple and efficient procedure. iv.
The Kalman filter can take into account a priori information, if any.
The extended Kalman filter ͑EKF͒ approach is to apply the standard Kalman filter ͑for linear systems͒ to nonlinear systems with additive white noise by continually updating a linearization around the previous state estimate, starting with an initial guess. This approach gives a simple and efficient algorithm to handle a nonlinear model. The linearization of a nonlinear model leads to small errors in the estimates, which in general can be neglected, especially if the relative accuracy is better than 10%. However, the EKF seriously underestimates covariance. Also, if the current estimate is very different from the true one, the first-order approximation is no longer good, and the final estimate given by the filter may be significantly different from the true one. The IEKF reduces the effect of nonlinearities by applying the Kalman filter iteratively. A simple motion model of constant angular velocity for joint angles was used in the prediction step of the IEKF. 33 In the update step both edge and region information were used. The edge information was used to directly match the image gradients with the expected model edge gradients. 15 The region information was also used to directly match the values of pixels in the image with those of the model's 3D color texture map.
The prediction step for each joint angle predicted the system's: Fig. 1 Cross section of a body part sized to the exact contour of the body where for each surface point, there was defined a vector p with cylindrical coordinates (dϭdistance, ϭangle, rϭradius), a color vector (hϭhue, sϭsaturation, iϭintensity), and other dependent parameters (a r ϭaccuracy of radius, a HSI ϭaccuracy of pixel color, eϭelasticity of radius).
filter state vector S t :
and covariance matrix C j :
where T is the transition matrix and Q represents the power spectral density of the white process noise and is a measure of the precision tolerance in the estimation of the system filter state vector. The update step minimized the edge error E e using edge information:
region error E r using region information:
where i t represents the image at time t, m t the model gradients at time t, n e is the number of edge values summed, v e is the edge variance, n r is the number of region values summed, v r is the region variance, and p j is the image pixel coordinate of the jth surface point on a body part. Performance was enhanced by minimizing the area of the body part being tracked, based on angular speed and occlusion.
Performance
The gaits of ten patients with dopa-responsive Parkinsonism and eight age-matched normals, were tracked and classified using a single 300 Mz MMX Pentium PC processing 15 color frames per second in real time at a resolution of 192 by 144. A VHS video camera recorded the gait sequences which were captured and processed in real time with a Nogatech Capture Vision PCMCIA card and a capture application developed in the Microsoft DIRECTX 6.0 environment under WINDOWS 98.
Each person walked parallel to the image plane in front of a stationary camera, and then turned to walk back again, repeating this sequence five times on average ͑see Fig. 2͒ . Initialization was completed within two steps and the body model accuracy was significantly improved by the first turn. The first turn enabled accurate texture mapping of the occluded side and the varying perspectives of the body enabled radii to be more accurately determined.
A number of gait parameters were analyzed to determine their significance to the correlation of PD gait. These features included: leg swing, arm swing, gait period, and shape of the gait cycle limb swing wave form. The PD limb swing amplitude was generally less than that of normals, but it was found to vary among both PDs and age-matched normals enough to result in about 11% false positives and so was not a useful feature ͑refer to Table 2͒ . The period of the gait was also unable to reliably classify PD gait. The most useful feature proved to be the wave-form shape due to a significant asymmetry in the PD gait arising from the deterioration of one side more quickly than the other. Using this feature, the system correctly classified 94% of subjects with only one false negative.
The two graphs in Fig. 3 illustrate this PD asymmetry by contrasting an irregular PD gait with the regular leg swing of a normal gait. PD patients in Fig. 2 show either no arm swing ͑subjects C, G, and L͒ or the significant asymmetry typical of PD gait ͑subjects E, F, and I͒. Also visible was the flexed body and limb shape ͑subjects C, E, F, and G͒ common in PD. This contrasts with the somatotype and age-matched normals in Fig. 4 . The degree to which body and limbs were flexed was not addressed by this study.
The single PD gait sample not detected by this system had a gait similar to normal but some tremor was visible. However, due to the low-resolution images and low frame rate, tremor was not able to be analyzed. Another problem arose from the minimal arm swing common in PD gaits. With minimal arm swing in many PD gaits, tracking the far arm caused problems because it was occluded during entire gait passes. To stabilize tracking in this case, the location of the far arm was assumed to be near vertical or similar to the location of the near arm. The subjects used in this study had been used in a previous study 7 and were, therefore, established as known PDs and normals. The classification accuracy was improved in this study by analyzing entire gait cycles rather than a static gait snapshot of each subject as in the previous study.
Conclusions and Future Research
In this paper, it was demonstrated that this approach was able to successfully track and classify gait in real time, free of joint markers and setup procedures, to detect PD with a success rate of 94% with one false negative. The results suggest that this approach has the potential to guide clinicians on the relative sensitivity of specific postural/gait features in diagnosis. However, detecting the small rapid motion of tremor would necessitate a higher frame rate and resolution than was used in this study.
Tracking stability can be further increased by enhancing the body model to include, for example, fingers to help stabilize the hand position. The body model also needs to be extended to allow for the wide variety of loose clothing encountered in a routine clinical situation. A new rotation model is required to account for the way in which rotation is distributed along a body part as in the forearm rotating from the elbow and the trunk rotating from the hip.
Future studies aim to improve the robustness and accuracy of the system and extend it to types of movement patterns, other than gait, inasmuch as sports analysis, virtual reality interfaces, and security systems all share the need to track and interpret human behavior.
