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Then it is easily verified that the function 1 defined by (1.3) 1(x) = f+AF(AX) 1(x -x1) satisfies (1.2) . It follows from solving the equation 1(x) = 0 that (1.4) x* = x-AX(AF)F1fj.
The existence of the inverses in (1.3) and (1.4) is guaranteed by the affine independence of the columns of X and F.
The new approximation x* will not in general be an exact zero of f, and the process must be repeated iteratively. This may be done in several ways. We shall be concerned with the successive variant in which x* replaces one of the points xi.
Conventionally this is done in one of two ways. Either x* replaces x,,+1, or x* replaces that column of X for which the corresponding column of F has largest norm. In any case the iterative process generates sequences of matrices X1, X2, * * * and a corresponding sequence F1, F2, * * * with Xk+1 differing from Xk in only a single column (in practice it may be necessary to permute the columns of Xk before inserting x(k); see ? 4.2 below).
Whenf is differentiable, the matrix AF(AX)1 in (1.4) may be regarded as an approximation to the Jacobian f' of f. Thus the secant formula (1.4) is a discretization of Newton's method, a method that under appropriate conditions converges quadratically to a zero of f. The convergence theory for the successive secant method suggests that if the matrices AXk remain uniformly nonsingular, the n steps of the secant method will be roughly comparable to one step of Newton's method (see [2] and [3] ). This has important computational consequences. The ab initio calculation of (AF)F1fl requires O(n3) operations (see, e.g., [5] ), and therefore n steps of the secant method will require O(n4) operations, which may be prohibitively large. The usual cure for this problem is to calculate (AFk+1) 1 directly from (AFkY) 1 (actually the inverses of slightly different matrices are calculated). Since Fk and Fk+l are simply related, this can be done in O(n2) operations, giving a satisfactory O(n3) operation count for n steps of the successive secant method (for the first such implementation see [4] ).
The method outlined above has two serious defects. First the scheme for updating (AF) 1 is numerically unstable. Second, the columns of the matrices Xk may tend to collapse into proper affine subspaces of Rln, resulting in the prediction of wild points, or at least in slowed convergence. The first problem arises whenever AFk is ill-conditioned. In this case (AFk) 1 is computed inaccurately and these inaccuracies transmit themselves to subsequent inverses, even though the corresponding AF's are well-conditioned. The same problem occurs in linear programming (see, e.g., [1] ), and one could adopt the usual solution of periodically reinverting AF. However, this entails extra work for the reinversion and extra storage to hold the matrix F. Moreover, one must face the tricky problem of deciding when to reinvert. AFk may not be singular, but it will almost certainly be ill-conditioned, and the prediction x(k) will be spurious. Moreover, as noted above, the inaccuracies in (AFk)-' will propagate themselves via the update formulas.
The purpose of this paper is to show how the two problems mentioned above can be resolved by generating and updating QR factorizations of the matrices Xk and Fk. The factorization of F permits the 0(n 2) solution of the equation
AFz =fi, which is equivalent to forming (AF)Y1f1. The factorization of X enables one to detect degeneracies in the columns of X. Moreover, the factorization can be used to alter a column of X in such a way as to reduce or remove the degeneracy. The derivation of Hk is typical. The errors for each column are independent of one another, and it is sufficient to follow the history of a single column from its insertion as g(). Now g9) is computed according to (2.5) . It follows from standard rounding error assumptions [5] that the computed g(k) satisfies g*) = Okf(k + e*, where ||e I ) 11-3211 Qk || 11 f (k)ll'
Here 11-11 denotes the spectral norm [5, p. 57] and ? is a small constant that depends on the arithmetic used to compute g(k). It follows that
Now the matrices Qk are computed as the product of orthogonal matrices (see ? 4.4 below) and will themselves be very nearly orthogonal (for detailed error analyses of orthogonal transformations see [5] ). It follows that certainly
Thus when g(k) is inserted in Gk, the error bound for the corresponding column of H* is satisfactorily small.
As the matrix G* and the subsequent G's are updated, the column of H corresponding to the inserted g(k) will grow, but very slowly as an elementary error analysis will show. Even this slow growth might be intolerable over a large number of iterations, but after about n iterations the column is discarded (this may be forced if necessary), and its replacement is born anew with little error. It is true that the matrices Pk and Qk will slowly deviate from orthogonality, but orthogonality is not required in the above analysis. All that is needed is that Pk and Qk be well-conditioned so that in the case of Qk we may pass from (2.7) to (2.8). Since Pk and Qk are computed as products of orthogonal matrices, their condition cannot deteriorate in any reasonable number of iterations.
Two points in the above analysis bear stressing. First the matrices Zk and Hz are uniformly bounded, provided no column is retained longer than a fixed number of iterations and the matrices Pk and Qk remain well-conditioned. In effect we can use and update the factorizations as long as we like. This is especially important in parameterized problems in which the factorizations from the solution of one problem are used to start the solution of a nearby problem (cf. ? 4.5).
The second point is that the analysis implies that the error in any column will be small compared with the norm of that column. Even if the columns vary widely in size (in the matrix G they will), the error associated with a large column cannot overwhelm a small column.
3. Detecting and correcting degeneracy. As was pointed out in ? 1, Actually we shall work with the matrices Y and A Y, which are the ones that are at hand. There is some ambiguity in speaking of the singularity of A Y, since its columns may vary widely in size. For the sake of uniformity we shall instead examine the matrix A obtained from AY by scaling its columns so they have 2-norm unity:
There is more than just convention in this choice. The convergence proofs for the secant method require a uniform upper bound on the condition of the matrices A generated by the iteration.
The method for correcting degeneracies may be justified heuristically as follows. If A is nearly singular, then it has approximate left and right null vectors;
that is there are vectors u and v with |lul = |lvi = 1 such that IlAull and liv TA ii are small; say they are less than some fixed tolerance a. Now to say that llv TA 11 is small is to say that v is almost orthogonal to each column of A. Thus the condition of A may be improved by replacing some column with the vector v. However, it is important that v not replace a column that is already independent of the other If A1 is nearly singular, the process may be reapplied to give a matrix A2, and so on. The following theorem shows that if a is not too large, then the sequence of matrices Ak so generated must terminate. We establish the result for rectangular matrices with an eye to applications to least squares problems. Proof. We shall show that in passing from Ak to Ak+1, the column that was thrown out must be a column of AO. This is clearly true for the matrix AO itself.
Assuming its truth for AO, A1, * * *, Ak-1, we can, by rearranging the columns of 
1). Since A is upper
Hessenberg, this can be done efficiently by a variant of the inverse power method.
The motivation for the method is that if A is nearly singular, then A 1 will be large. Unless the elements of A 1 are specially distributed, the vector u' = A le will be large for almost any choice of e with le| |= 1. If we set u = u'/llu'll, then IAull = llell/llu'll = /llu'll is small.
Because A is upper Hessenberg, it can be reduced by orthogonal transformations to triangular form in 0(n 2) operations; that is we can cheaply compute an orthogonal matrix R such that should not be too small. We have used a value of 100 in our numerical experiments (for n = 100, the bound (3.5) gives c-1 > 110).
The form of y* shows that our method for removing degeneracies amounts to taking a "side step" from Yi along the direction v. The length of the side step is arbitrary. We have chosen the distance between y, and Y2
as the length, since x1 and x2 are presumed to be the points nearest the zero of f. Thus a typical iteration without degeneracy will consist of a + b + 2d + e, or 3n -3 rotations and 19.5n2 multiplications. With degeneracy, a typical iteration will require 5n -5 rotations and 34n2 multiplications.
4.2.
Order of the columns of Y and G. In forming AG preliminary to the computation of g*, the vector g, is subtracted from the other columns of G. If llgjj is much larger than jjgi j, then the vector gi will be overwhelmed by gl. To avoid this we order the columns of G so that 11g111 c 11g211 c Jgn?1JJ. The matrix Y inherits this order, and since llf = IlgigI, it may be presumed that when the process is converging, the vector xi is nearer the solution than xi+,1. The ordering has the advantage that it gives a favorable operation count for the updates in the case when y* replaces the column for which the norm of g is largest. insert Yk+1 and gk+l, making sure that the columns just appended are the ones to be discarded, and update as usual. After the n th step all the vectors in X and F will have been incorporated into the factorization.
4.5.
Using an old Jacobian. When a sequence of closely related problems is being solved, the solution of one may be a good approximation to that of the next.
Moreover the approximation to the old Jacobian implicitly contained in the matrices Y, P. G, and Q may also be a good approximation to the new Jacobian.
Unfortunately the new iteration cannot simply be started with the old matrices Y, P, G, and Q, as the following hypothetical example shows.
Consider the case illustrated below in which the numbers associated with the points give the norms of the function values. _ *10-3 io-6 10-4
The point labeled 10 6 is the converged value for the old iteration. When the process is restarted with the new function, the point will have a much higher Our method of scaling consists of two steps. First the columns of AY are scaled so that their norms are equal to IIy* -y1fj.The modification is extended to G by linearity. Then, with g' denoting the new g value at yi, the columns of G are increased by gl -gl. This scaling technique is described below. The notation Insert (g, i, j) means insert g into column i of G, throwing out column j, then update as usual.
It should be noted that statements 3. The matrix U required by this process may be obtained in the usual way as the product of Householder transformations [5] . When this is done, the matrix T will be triangular, which makes (4.3) easy to solve.
5.
Numerical examples and conclusions. The algorithm described in the above sections has been tried on a variety of problems. Here we summarize the results of three tests that exhibit the typical behavior of the algorithm.
The first example involves the function whose ith component is given by i n fjtx)= i-E Xi +qj E (l _Xi)2.
j=1 j=i
This function has a solution at x = (1, 1,.. 1)T. At the solution its Jacobian is the lower triangular matrix whose nonzero elements are all -1, a nicely conditioned matrix. The numbers qi may be chosen ad libitum to make the function more or less nonlinear. Table 1 summarizes the results of applying the above algorithm to 
