SUMMARY This paper describes a method of producing segmentation point candidates for on-line handwritten Japanese text by a support vector machine (SVM) to improve text recognition. This method extracts multi-dimensional features from on-line strokes of handwritten text and applies the SVM to the extracted features to produces segmentation point candidates. We incorporate the method into the segmentation by recognition scheme based on a stochastic model which evaluates the likelihood composed of character pattern structure, character segmentation, character recognition and context to finally determine segmentation points and recognize handwritten Japanese text. This paper also shows the details of ge ating segmentation point candidates in order to achieve high discriminati rate by finding the optimal combination of the segmentation threshold a the concatenation threshold. We compare the method for segmentation b the SVM with that by a neural network (NN) using the database HANDSKondate_t_bf-2001-11 and show the result that the method by the SVM bring about a better segmentation rate and character recognition rate. key words: on-line recognition, character recognition, segmentation, SVM, writing constraint
Introduction
On-line recognition was first employed in real products in 1980s for Japanese input with hard constraints such as character writing boxes. Due to the development of pen-based systems such as tablet PCs, electronic whiteboards, PDAs, pen and paper devices like Anoto pen and so on and the expansion of writingg surfaces, handwritten text recognition rather than character recognition is being sought with less constraints since larger writing surfaces allow people to write more freely.
Japanese text is written horizontally, vertically or even diagonally on a piece of paper or blackboard. Diagonal lines of text do not appear often but the system must be prepared even for arbitrary line directions if it is to be used naturally as pen interfaces.
The model and system for separating freely written text into text line and estimating the line direction and character orientation was reported in [1] . If the initial segmentation is not good, however, it determines the upper limit of text recognition performance.
On-line recognition methods of format free Japanese text recognition reported so far incorporate segmentation, although most of them assume horizontal writing from left to right. Aizawa et al, reported real-time segmentation for on-line handwritten Japanese text by applying features preceding a segmentation point candidate to a NN in [2] . Okamoto et al. showed that several physical features are effective to segment on-line handwritten Japanese text deterministically [3] . Senda et al. proposed a linear discrimination method for segmentation. They presented a learning method of the discrimination function by the steepest gradient method [4] . We previously proposed a segmentation method for on-line handwritten Japanese text by a NN [5] .
The SVM method [6] , [7] for pattern recognition has recently been given increasing attention. It is a technique motivated by statistical learning theory and has been developed to construct a function for nonlinear discrimination by the kernel method. SVMs have been successful applied to numerous classification tasks. The key idea of SVMs is to learn the parameters of the hyperplane to classify two classes based on maximum margin from training patterns.
In this paper, we employ an SVM to determine segmentation point candidates for on-line handwritten Japanese text of arbitrary line direction. We compare the method for segmentation by the SVM with that by a NN. We incorporate the method into the segmentation by recognition scheme. We follow the stochastic model proposed in [8] to evaluate the likelihood composed of character pattern structure, character segmentation, character recognition and context and finally determine segmentation points and recognize text.
In this paper, Sect. 2 presents the flow of processing. Section 3 describes text segmentation and a method for generating character segmentation point candidates. Section 4 presents evaluation. Section 5 concludes this paper.
Flow of Processing
A stroke denotes a sequence of pen-tip coordinates from pen-down to pen-up while an off-stroke denotes a vector from the pen-up to the next pen-down. On-line handwritten Japanese text is composed of several text lines separated by a large off-stroke from a previous line to a new line. Its detection is not difficult. We don't go into this matter in this paper. Line direction of a handwritten Japanese text line is quantized into 4 directions as shown in Fig. 1. cording to the features such as distance and overlap between adjacent strokes detailed later. A segmentation point should be between two characters while a non-segmentation point is within a character pattern. An undecided point is a point where segmentation or non-segmentation judgment cannot be made. A segmentation unit bounded by two adjacent segmentation points is assumed as a character pattern. An undecided point is treated as two ways of a segmentation point or a non-segmentation point. When it is treated as a segmentation point, it is used to extract a segmentation unit. Step2: Modification of segmentation point candidates For text written aslant rather than horizontally or vertically, segmentation point candidates made by the step 1 are modified using the skew space feature defined in [5] . Step3: Segmentation and recognition A candidate lattice is constructed where each arc denotes a segmentation point and each node denotes a character recognition candidate produced by character recognition for each segmentation unit as shown in Fig. 2 . Scores are associated to each arc or node following the stochastic model evaluating the likelihood composed of character pattern structure, character segmentation, character recognition and context. The Viterbi search is made into the candidate lattice for a handwritten text line and the best segmentation and recognition is determined. This paper will describe the details of the step 1. For the step 2 and step 3, refer to the literature [5] , [8] .
Segmentation
First, we extract multi-dimensional features from off-strokes within a text line. Then, each off-stroke is classified into a segmentation point, a non-segmentation point and an undecided point by applying an SVM or a NN for the extracted features. The average character size acs is estimated by measuring the length of the longer side of the bounding box for each stroke, sorting the lengths from all the strokes and taking the average of the larger 1/3 of them.
Then, the following 21 features of off-strokes are extracted for segmentation: 
Moreover, we use learning with momentum for speedup as follows:
where ƒÀ is set as 0.9.
For the learning rate ƒÅ, we initialize it as a large value, and update it at each iteration t as follows:
where n1 is set as 3, n2 is set as 2, ƒÁ1 is set as 0. is minimized and the constraints of the Eq. (7) are fulfilled.
The classification of an unknown pattern z is made based on the sign of the function:
We set the target value of segmentation points as 1 and that of non-segmentation points as -1. We obtain the separating hyperplane by solving this optimization problem shown in Eq. (7) for training patterns using SV Mlight [10] that can efficiently handle problems with many thousand support vectors, converges fast with minimal memory requirements.
Generation of Segmentation Point Candidates
Now, we must consider how to judge segmentation, nonsegmentation and undecided points for generating segmentation point candidates. We could set 0.5 as the threshold th because the target value of segmentation points is 1 and that of nonsegmentation points is 0, then judge the values of the outputs based on Eq. (1) larger than th as segmentation points and the others as non-segmentation points for the classification by the NN. For the classification by the SVM, we could set 0 as the threshold th because the target value of segmentation points is 1 and that of non-segmentation points is -1, then judge the values of the outputs based on Eq. (8) larger than th as segmentation points and the others as non-segmentation points. We could do so if it were only a classification of two classes for segmentation points and non-segmentation points. However, this does not allow the later processing to apply likelihood factors such as character recognition or context to better segment handwritten text. Figure 4 shows the distribution of the outputs of the NN trained for text lines of the direction R. We can set the concatenation threshold the and the segmentation threshold the for both the sides of th and judge values smaller than the as concatenation (non-segmentation) points, values larger than the as segmentation points, and the others as undecided points to obtain the higher segmentation rate for the step 3 in Sect. 2. The widths th -thc and ths-th are not certainly equal, because the distribution of the outputs for the two classes of non-segmentation points and segmentation points are unbalanced as shown in Fig. 4 . Therefore, we take the segmentation measure after applying the step 3 for all the combinations of the and the using the training patterns and take the combination of thc and ths producing the best segmentation measure. We consider two kinds of the segmentation measure. The one is the point classification rate Cp that shows how much segmentation and non-segmentation points are correctly classified according to Eq. (9). The other is the f measure according to Eq. (10) where r is recall and p is precision. The former seeks the best classification rate of segmentation and non-segmentation points while the latter takes the balance between the recall and the precision. We search for the optimal combination of thc and ths from the training patterns and apply them to the testing patterns. 
Experiments
We extracted text lines from the database of characterorientation and line-direction free handwritten on-line text HANDS -Kondate_t_bf-2001-11 collected from 100 people and with their character orientations normalized, i.e., a text line rotated so that characters have normal orientation but the text line direction is arbitrary. These text lines were classified into the 4 line directions. Moreover, we divide the text lines for each line direction further into 4 groups of 25 persons'patterns each. We follow the cross validation method to measure the recognition rate and select one group among the 4 groups as the testing set i (i=1 to 4) and merge all the remaining groups (25 x 3 persons' patterns) as the training set i. For each testing set i, we use the training set i to train or obtain the parameters for SVMs or NNs as well as the concatenation threshold th, and the segmentation threshold ths, and then evaluate the performance on the testing set i.
For discussing the recognition rates on training patterns we take the average of the 4 training sets for each line direction and for discussing those on testing patterns we take the average of the 4 testing sets for each line direction. Table 2 shows the total number of the 4 sets of training patterns and that of the 4 sets of testing patterns for each direction of text line patterns as well as some statistics, where Nsp, Nnsp, Nac and Nal denote the number of true segmentation points, the number of true non-segmentation points, the average number of characters in a text line and the average number of characters written by one person, respectively.
Setting Parameters
For each line direction, we examined NNs which have the number of units for the middle layer nmu as 2, 4, 6, 8 and 10, and trained the parameters for these NNs using each training set until getting the smallest learning error. We selected the Table 3 Middle layer nmu of the selected NNs. Table  4 .
Moreover, we took the distribution of the outputs of the NN and the SVM for each training set. The result for the training set 1 of the direction R is shown in Fig. 4 and Fig. 5 . Table 5 Details for the parameters the and the w.r.t. Cp. Table 6 Details for the parameters the and the w.r.t. the f measure. Table 7 Result of segmentation for the training patterns.
every 0.01 step from 0.0 to 0.5 for the and from 0.5 to 1.1 for the for the NNs, and at every 0.02 step from-1.1 to 0 for thc and from 0 to 1.1 for ths for the SVMs, respectively. We took the combination of thc and the producing the best segmentation measure Cp or f. The details for the parameters the and the set according to the result on each training set are shown in Table 5 and Table 6 . The average result of the 4 training sets and that of the 4 testing sets according to these parameters are shown in Table 7, Table 8 , where cnp, cup and csp denote off strokes classified into non-segmentation points, those classified into undecided points and those classified into segmentation points, respectively. Table 8 Result of segmentation for the testing patterns. Table 9 Comparison of the two methods for text of the direction R.
Comparison of NN and SVMs
We compare the performance of the SVMs and that of the NNs on the training sets and the testing sets employing a Pentium (R) 4 3.40GHz CPU with 0.99GB memory. Table 9 to 12 show the average result of the 4 trainings and that of the 4 testing sets after applying the step 3 in Sect. 2, where Cp, f, Rc, Ttrain, Tav_seg, Tav_rec_tl denote the point classification rate, the f measure, the characterr recognition rate after applying the step 3 in Sect. 2, the time for training the parameters for the NNs or the SVMs using the training patterns, the average time for classifying an off-stroke into the three classes, the average time for processing a text line by the three steps mentioned in Sect. 2, respectively.
Tav _rec_tl=NasTef+NasTav_seg+TRc+TCL+TSL
TRc=O(2Nudp) TCL=O(2Nudp)
Equation 12 shows a formula of the average time for processing a text line. The terms Nas and Nudp denote the average number of off-strokes in a text line and the aver- age number of undecided points in a text line, respectively. The terms TEf, TRC, TCL and TSL, are the average time for extracting the features from an off-stroke, the average time of character recognition in a text line, the average time for constructing the candidate lattice for a text line and the average time to search into the candidate lattice for a text line, respectively. The latter three terms depend on how many consecutive undecided points appear, and they have approximately the order of two to the power of Nudp. From Table 5 to 12 and Eq. (12), we consider as follows:
1. For the direction R, L and D, the result of the segmentation measure and the character recognition rate by the SVMs are better than that by the NNs. For the direction U, although the result of the segmentation measure and the character recognition rate by the SVMs are a little behind than those by the NNs for the training patterns, the result of the segmentation measure and the character recognition rate by the SVMs are much better than those by NNs for the testing patterns, probably because the NNs were over-trained. Therefore, we can consider that the SVMs have brought about better segmentation performance and character recognition rate for all the directions. 2. The best NN has three layers with the middle layer as shown in Table 3 . The larger the number of units for the middle layer nmu the smaller the learning error should be, but it is practically difficult to find the global minimum for the learning error. 3. The distribution of the outputs is very small form -1 to 1 for the SVMs as shown in Fig. 5 , which provides reliable margin to discriminate segmentation points and non-segmentation points. 4. For the direction R, the classification time Tav_seg by the SVMs is about 8,835 times longer than that by the NNs because the SVMs must count the sum of the support vectors according to Eq. (8), but the average time Tav _rec_tl for processing a text line by the SVMs is only about 9 times longer than that by the NNs. This is because the segmentation by the NNs has a larger number of undecided points, which incurs longer time for character recognition, constructing the candidate lattice and searching into the candidate lattice as shown in Table 7 , Table 8 and Eq. (12). We consider that the average time Tav_rec_tl for processing a text line of the direction R by the SVMs is acceptable. The result for the direction D is similar to that for the direction R. For the direction L and U, there are no great difference between Tav_rec by the SVMs and that by the NNs, because the difference between the number of undecided points by the SVMs and that by the NNs is not so large as shown in Table 7 , Table 8 . 5. The training time Ttrain by the NNs is much shorter than that of the SVMs, when there are a large amount of training patterns (for the direction R and D), while Ttrain by the SVMs is much shorter than that of the newral network, when there are a small amount of training patterns (for the direction L and U). 6. The larger the number of training patterns is, the more support vectors the trained SVMs have as shown in Table 2 and Table 4 . The larger the number of the support vectors is, the longer the classification time Tav_seg is for the SVMs, because the SVMs must count the sum of the support vectors according to the Eq. (8) with the result that the classification time Tav_seg by the SVMs for the direction R is longest. 7. In Table 7 and Table 8 points, non-segmentation points and undecided points, we set the concatenation threshold thc and the segmentation threshold the to produces segmentation point candidates, then we applied the step 3 in Sect. 2 to determine the best segmentation and recognition. After that we measured TPF and FPF for all the combinations of th, and ths, then we plotted the ROC curves. The result is not smooth but zigzag as shown in Fig. A. 1 (b) . It is proved that TPF increases as FPF increases for the ROC curve for a single threshold but unknown for multiple thresholds. Since we employ the two thresholds for applying the step 3 in Sect. 2, we have decided not to employ the ROC curve to evaluate the performance. 
