This paper presents a new similarity measure and nonlocal filters for images corrupted by multiplicative noise. The considered filters are generalizations of the nonlocal means filter of Buades et al., which is known to be well suited for removing additive Gaussian noise. To adapt this filter to different noise models, the involved patch comparison has first of all to be performed by a suitable noise dependent similarity measure. To this purpose, a recently proposed probabilistic measure for general noise models by Deledalle et al. is studied. This measure is analyzed in the context of conditional density functions and its properties are examined for images corrupted by additive and multiplicative noise. Since it turns out to have unfavorable properties for multiplicative noise, a new similarity measure is deduced consisting of a probability density function specially chosen for this type of noise. The properties of this new measure are studied theoretically as well as by numerical experiments. To finally obtain nonlocal filters, a weighted maximum likelihood estimation framework is applied, which also incorporates the noise statistics. Moreover, the weights occurring in these filters are defined using the new similarity measure and different adaptations are proposed to further improve the results. Finally, restoration results for images corrupted by multiplicative Gamma and Rayleigh noise are presented to demonstrate the very good performance of these nonlocal filters.
Introduction
In 2005, Buades et al. proposed the nonlocal (NL) means filter [4] , which is based on the following idea: Each pixel f i of a given noisy image f is compared together with its neighboring pixels to other image patches. For each comparison a weight is assigned depending on the similarity of the image patches. The restored pixel u i is then the weighted average of the central pixels of these patches using the obtained weights. For a discrete image f ∈ R m,n , N = mn, we have in detail
with
. If the image patches with centers f i , f j are given by f i+I , resp. f j+I for I denoting an appropriate index set, then the weights are obtained by
Here, the parameter h > 0 is used to control the amount of filtering. The vector g a = (g a,k ) k∈I represents usually a sampled two dimensional Gaussian kernel with mean zero and standard deviation a steering the influence of neighboring pixels on the weight.
In the past five years this filter has been extensively studied and further improved in various directions. An analysis and comparison with other state-of-the-art image denoising methods as well as an overview of recent developments in this area can for example be found in [5] . Among other improvements, several authors proposed different approaches to adapt the nonlocal means filter to noise statistics. In [24, 25] Mäkitalo et al. studied variance-stabilizing transformations and their inverses which can be applied to data corrupted by Poisson and multiplicative Rayleigh noise before and after the standard NL means approach is applied. Kervrann et al. proposed the so-called Bayesian NL means filter [21] which gave a first possibility to incorporate the statistics of the noise directly into the design of the filter. In [6] this filter has been applied to remove speckle noise in ultrasound images. An approach for Rician noise was presented in [37] . Another generalization of the original NL means filter in a probabilistic framework was given by Deledalle et al. in [8] . Here, a central step was to incorporate the noise statistics in a suitable way into the weight definition of their filters. To illustrate the basic idea, the weights of the NL means filter can be written in the form
with s N L (x, y) := exp(−|x − y| 2 ).
Consequently, they can be constructed by taking the product over s N L (f i+k , f j+k ) g a,k h for all pairs of pixels f i+k and f j+k of the two image patches. The function s N L : R × R → (0, 1] can be viewed as a similarity measure, where s N L (f i+k , f j+k ) is supposed to be close to one if the original noise free pixels belonging to f i+k and f j+k have been the same and it should be close to zero if not. For images corrupted by additive Gaussian noise, s N L is known to perform well. Unfortunately, it can be far from optimal for other types of noise. Hence, the challenge is to find a suitable noise adapted similarity measure, which can cope with different types of noise. The similarity measure proposed for general noise models in [8] was demonstrated to perform well for images corrupted by additive Gaussian noise, noise following a Nakagami-Rayleigh distribution and Poisson noise studied in [9] .
The aim of this paper is to present a new similarity measure specially designed for comparing data in the presence of multiplicative noise. This type of noise occurs for example often as speckle [2, 17, 36] produced by various imaging systems. Real life applications include but are not limited to laser, ultrasonic [34] and synthetic aperture radar (SAR) imaging [23] . In case of fully developed speckle, the magnitude of the complex observations of these imaging devices can usually be modeled as corrupted by multiplicative Rayleigh noise, cf. [17, 23] . As a consequence, the noise present in the square of the magnitude, the so-called intensity, is exponentially distributed. To improve the quality of such data, a common approach in SAR imaging is to average independent intensity observations of the same scene to obtain socalled multilook data, which is then contaminated by multiplicative Gamma noise. Hence, we will mainly concentrate on Rayleigh and Gamma noise in our examples, although also other noise distributions could be considered, see, e.g. [22] . In contrast to recent image restoration methods, see, e.g., [1, 10, 11, 22, 33, 38] , we use our new measure to define suitable nonlocal filters for removing multiplicative noise in images. This paper extends results presented in the conference proceedings of SSVM 2011 [35] . To start with, we revisit the similarity measure proposed in [8] in Section 2 and analyze it in the framework of conditional density functions. Moreover, we study its properties for images corrupted by additive and multiplicative noise. Since it turns out to be well suited for additive noise but to have unfavorable properties for multiplicative noise, we deduce our new measure given by a noise dependent density function in Section 3. The advantages of this measure are shown theoretically as well as by different examples and experiments. Next, we deduce our nonlocal filters by maximum likelihood estimation in Section 4 and define the involved weights using our new similarity measure. Moreover, we present different modifications to further improve the results. The very good performance of our new filters is demonstrated for images corrupted by multiplicative Gamma and Rayleigh noise in Section 5 and finally, we end with conclusions in Section 6.
2 The similarity measure of Deledalle et al.
To start with, we revisit the similarity measure applied by Deledalle, Denis and Tupin in [8] .
To fix the notation, all random variables are named with capital letters and are supposed to be real-valued, continuous, and defined on a fixed probability space (Ω, F, P ). Moreover, p X : R → R ≥0 stands for the density of the random variable X. For any x ∈ R with p X (x) > 0, the conditional density of a random variable Y given X = x, is defined by
see, e.g., [18, p. 104] . It holds that
which shows the connections between a conditional density and the corresponding conditional probability. Note that Appendix A contains a collection of results from probability theory, which will be used in this and the subsequent sections.
In the following, we suppose that the noisy pixels f i are realizations of independent continuous random variables F i and the corresponding original noise free pixels u i are realizations of independent identically distributed random variables U i , i = 1, . . . , N . Moreover, let all f i be contaminated by the same noise model with equal parameters. Since for the following considerations we need only two pixels, we set N = 2 for simplicity. Now, to measure whether u 1 = u 2 by the noisy observations f 1 , f 2 , Deledalle et al. suggest to use a so-called 'similarity probability' denoted by p(θ 1 = θ 2 |f 1 , f 2 ). In their paper, θ i is a parameter depending deterministically on u i and we consider θ i = u i , i = 1, 2. Since, in general, it is not clear what the probability or even conditional density function of
is, see, e.g., [18, p. 111], we start by interpreting the 'similarity probability' as a conditional density: In [8] it is set to be
where we need to have p F i (f i ) > 0, i = 1, 2 and define S := supp(p U i ). By the definition of the conditional density it holds that
Furthermore, we obtain by Theorem A.1 and the independence of (U 1 , F 1 ) and (U 2 , F 2 ) that
and thus,
Inserting this in (4) shows with (3) and the independence of
For this reason, we will in the following refer to the 'similarity probability' by the conditional density on the right hand side. By (4) it can also be expressed in the form
Since in general no knowledge about the distribution of the random variables U i is given, Deledalle et al. propose to neglect the densities p U i and p F i , i = 1, 2 and to consider only
This measure is very close to the one investigated for block matching in [26] . One may ask if s DDT can also be interpreted in terms of a conditional density function similarly to (5) . For the case of additive noise with S = R the answer is yes as we will see in the next subsection.
Properties in the presence of additive noise
In the following, suppose additionally that V i , i = 1, 2, are independent identically distributed random variables, which follow some noise distribution. Moreover, let u i be corrupted by additive noise, i.e. f i := u i + v i and
where each v i is a realization of the random variable V i . Consider further all U i , V i , i = 1, 2, to be pairwise independent. Under these conditions, we can show that s DDT has the following properties:
Proposition 2.1. For the described additive noise model with S = supp(p U i ) = R we have
Moreover, s DDT is symmetric and has the following properties:
Proof: By Proposition A.5 i) and Corollary A.3 i) it holds that
Now, applying again Proposition A.5 i) yields
The listed properties follow directly from Lemma A.4.
The last property guarantees that s DDT (f 1 , f 2 ) is maximal whenever f 1 = f 2 and s DDT is bounded so that it can be scaled to the interval [0, 1], i.e. the range of s N L . For the special case that V i , i = 1, 2, are normally distributed with standard deviation σ, it follows that
Hence, normalizing s DDT (f 1 , f 2 ) by its maximum c := max
This is just the definition of the original NL means filter with a scaled filtering parameter h as similarly deduced in [8] .
The behavior of the similarity measure s DDT for additive Gaussian noise is illustrated in Figure 1 . The histogram on the left shows the distribution of the gray values of a constant image of gray value 50 corrupted by additive Gaussian noise of standard deviation 20. Next, the distribution of the values s DDT (f i , f i )/c, i = 1, . . . , N , is depicted for the case that both images are corrupted versions of the same constant gray value image. As expected, most values are close to one, i.e. s DDT /c detected that the corresponding noisy pixels belong to the same noise free pixel. Only a few values are close to zero, which means that the measure did not recognize that also these noisy pixels had the same initial gray value. For the histogram on the right, different gray values have been used to generate the noisy images.
Here, most values s DDT (f i , f i )/c are close to zero and only few pixels are falsely detected to correspond to the same noise free pixel. 
, where f , f are images with gray value distributions as on the left. Right: Same as in the middle, but now f represents a constant image of gray value 110 corrupted by equally distributed noise.
Properties in the presence of multiplicative noise
Next, we want to investigate the case of multiplicative noise. For this reason, suppose again that V i , i = 1, 2, are independent identically distributed random variables, which follow some noise distribution. Now, let f i be corrupted by multiplicative noise, i.e. f i := u i · v i and
where each v i is again a realization of the random variable V i . All U i , V i , i = 1, 2, are further considered to be pairwise independent and we suppose that p U i (x) = 0, p V i (x) = 0 for x < 0, i.e. F i > 0 almost surely, as it is usually the case in imaging applications facing multiplicative noise. Under these preliminaries, we obtain using Proposition A.5 ii) that for f 1 , f 2 with p F i (f i ) > 0, i = 1, 2, and S = supp(p U i ) ⊆ R ≥0 the 'similarity probability' of Deledalle et al. is given by
which will be investigated in the examples later on. First, we deduce the following properties of s DDT :
Proposition 2.2. For the described multiplicative noise model with S = R ≥0 it holds that
In this case, s DDT is symmetric and has the following properties:
ii) s DDT is not bounded from above.
Proof: Equation (12) follows directly by the definition of s DDT , Proposition A.5 ii), and Corollary A.3 i). By Corollary A.3 iv) we have for f = f 1 = f 2 > 0 that
and thus, s DDT (f, f ) tends to infinity for f → 0.
These properties stand in sharp contrast to the additive case. The first property implies that by s DDT , small values f = f 1 = f 2 are always considered more likely to be generated by the same noise free pixel than bigger ones. Moreover, the unboundedness is not desirable with regard to the weight definition of a nonlocal filter, since a single pixel could get an arbitrarily large weight and dominate all others. To see what we get for s DDT for concrete noise distributions and to compare its behavior to
, we will consider different examples. In analogy to additive Gaussian noise, it may seem nearby to start with multiplicative Gaussian noise with mean one. However, in this case the assumption p V i (x) = 0 for x < 0 is violated. Only for a very small standard deviation it can be consider at least very unlikely that a realization v i < 0 occurs as it has also been pointed out in [1] . For this reason, we will not further consider this example. Instead, we start by studying multiplicative uniform noise as the simplest possible example.
Example 2.3. (Multiplicative uniform noise)
and
otherwise.
By applying (11) as well as Corollary A.3 ii) for computing p F i (f i ) we obtain by some technical computations
If we assume in contrast that the distribution of U i , i = 1, 2, is not known and we set S = R ≥0 , it follows that
These functions have both the property that for fixed f 1 they are maximal if f 2 = f 1 . Moreover, they tend to infinity for f 1 = f 2 → 0, i.e. they are both unbounded.
To analyze the performance of these measures with regard to our specific application we include 
, where f , f are both constant images of gray value 50 corrupted by multiplicative uniform noise with m = 0.4. Right: Same as on the left hand side, but now f represents a constant image of gray value 110 corrupted by equally distributed noise. two constant images of the same gray value corrupted by multiplicative uniform noise with m = 0.4. On the right, the same has been repeated with two constant images of significantly different gray value. As we can see here, except for a scaling factor the results of the two measures are quite similar. Moreover, the histograms for the images with different initial gray values have again a significant peak at zero meaning that most pixels have been correctly detected to belong to different noise free pixels. In contrast to Figure 1 (middle), the peaks of the histograms on the left are not at the largest obtained values of the measures, but at some intermediate values. This is not desirable with respect to a weight definition of a nonlocal filter, since it indicates that the measures cannot definitely determine for a large number of pixels whether the true pixels have been the same or not. However, also for different noise distributions the observations are similar:
. (Multiplicative Gamma noise)
For this example, let us assume that the distribution of U i is unknown and the noise components V i are Gamma distributed with
where Γ stands for the Gamma function and 1 A denotes the characteristic function, i.e. 1 A (v) = 1 if v ∈ A and 1 A (v) = 0 otherwise. For this noise distribution we obtain for
By the definition of the Gamma function, see also [8] , it holds that
Hence, we finally obtain
One may again expect that for fixed f 1 this similarity measure is maximal if f 2 = f 1 . However, for L > 1 and a given value f 1 it is maximal for f 2 = L−1 L f 1 . This is again in sharp contrast to the properties of s DDT in the additive case. For the special case L = 1 we have
. This implies that for fixed f 1 the measure s DDT (f 1 , f 2 ) is large whenever f 2 is small. 
, where f , f have gray value distributions as on the left. Right: Same as in the middle, but now f represents a constant image of gray value 110 corrupted by equally distributed noise.
Example 2.5. (Multiplicative Rayleigh noise)
Finally, let the distribution of U i , i = 1, 2, be again unknown and suppose now that the noise components v i are realizations of Rayleigh distributed random variables V i with
Here, using again (14) yields for S = R ≥0 and f 1 , f 2 > 0 that
.
For fixed f 1 we have in this case that
f 1 , which is again in contrast to the additive case.
does not seem to be optimal for multiplicative noise.
A new similarity measure for multiplicative noise
To deduce a different measure for the multiplicative noise model introduced in Subsection 2.2, let us consider the logarithmically transformed random variables F i = ln(F i ), where
The new random variables F i follow an additive noise model now and the supports of p U i , p V i may be the whole of R. Interestingly, computing (5) for these random variables leads to
as the following lemma shows:
Proof: Equation (16) follows directly by (6) . Besides, we have by Proposition A.5 i) and Corollary A.2 that
with S = supp(p U i ). Next, we set X = (
and define g :
. Then, Theorem A.1 yields
Hence, by the pairwise independence of U 1 , U 2 , V 1 , V 2 it follows that
Inserting this in (18) leads by the definition of the conditional density and the independence of F 1 , F 2 to the assumption. Now, similarly to Section 2 we omit the terms p U i , p F i , i = 1, 2, in (16) and suppose that S = R, which is equivalent to S = R ≥0 . With (8) this leads to
we obtain a new similarity measure. 
At the first glance, this choice of p U i may seem a bit odd. However, it can be justified by Jeffreys' prior, which is a so-called non-informative prior trying to minimize the influence of the prior on the reasoning if no prior information is available, see, e.g., [29] . For multiplicative noise with any density p V i and u > 0 this prior is given by
. Setting p U i (u) = 0 for u ≤ 0 it turns out to be proportional to (20) . Now, we want to examine the properties of our new similarity measure (19):
Proposition 3.3. For the considered multiplicative noise model it holds that
Moreover, s(·, ·) is symmetric and has the following properties:
(1) for all f 1 , f 2 , f > 0.
Proof: Corollaries A.3 i), A.2, and different variable transformations yield for f 1 , f 2 > 0 that
Moreover, it follows by Corollary A.3 iii), iv) and Proposition A.5 ii) that
The properties of s(·, ·) follow by (19), Lemma A.4 and s(f
(1).
Obviously, our new measure s(·, ·) has similarly good properties as s DDT in the additive case with S = R, although (21) differs from (12) only by the factor
within the integral. Regarding (17) and s DDT for additive noise given in (8), our new measure is not exactly 
This measure is still not bounded as it tends to infinity for
is bounded and has a maximum of c = 1 2m . Figure 4 shows that except for a scaling factor the histograms for p U 1
(1 | ·, ·) and s(·, ·)/c are quite similar for the considered images. In particular, for the two images with the same initial gray value the histograms have now their maximum at the largest obtained values. As our next example shows, this still remains true if we consider s(·, ·)/c for multiplicative Gamma noise: Example 3.5. (Example 2.4 continued) Let V i , i = 1, 2, be Gamma distributed random variables. For f 1 , f 2 > 0 Equation (14) yields
As illustrated by Figure 5 , for L = 16 this new measure gives similar histograms as initially obtained in Figure 1 for additive Gaussian noise. Hence, a similar good performance can be expected if applied for nonlocal filtering. Finally, let us assume that V i , i = 1, 2, follow a Rayleigh distribution. In this case, we obtain by (14) that
with a maximum of c = 1 2 . We will use this measure for our numerical experiments later on.
In summary, our new similarity measure turned out to have many favorable properties, which are similar to s DDT facing additive noise with S = R. To finally conclude this section we state one last observation:
Remark 3.7. If we had initially no idea how to define similarity measures for data corrupted by multiplicative noise, a first nearby approach would have been to transform f 1 , f 2 > 0 logarithmically to obtain data corrupted by additive noise and to use
as a similarity measure for any f 1 , f 2 corrupted by multiplicative noise. Interestingly, this measure can be related to the case of multiplicative Gamma noise with L ≈ 4. In detail, using the Taylor approximation
see, e.g., [20, p. 137], we can show that
This last term is exactly
as given for L = 4 in Example 3.5. Thus, s N L (ln(f 1 ), ln(f 2 )) approximates
for data corrupted by multiplicative Gamma noise with L ≈ 4. The quality of the approximation is shown in Figure 6 . As we can see here, the graphs are very close, although there are small differences visible. 
Nonlocal filters for multiplicative noise
Now, we want to deduce appropriate nonlocal filters by weighted maximum likelihood estimation as in [8] . Further literature on the topic can for example be found in [13, 27, 29, 32] . Ideally, we would like to determine an estimateû i of the true noise free pixels u i such that
with S i being the index set of those pixels, which were generated from the same noise free pixel as f i , i.e. f j = u i v j for all j ∈ S i . Since the set S i is not known, we assume that approximations w(i, j) ∈ [0, 1] of the values of the characteristic functions 1 S i (j) are given for all j = 1, . . . , N and we compute
If we set w = w N L , for additive Gaussian noise and p U i > 0 it holds that the estimates u i are given by (1) . Next, we will examine the cases of multiplicative Gamma and Rayleigh noise:
. (Multiplicative Gamma noise)
For our multiplicative noise model described in Subsection 2.2 and noise following a Gamma distribution we have according to (13) and Proposition A.5 ii)
Hence, it follows for f j > 0, j = 1, . . . , N , that
In [1] Aubert and Aujol deduced similarly
as a data fidelity term for a variational approach to remove multiplicative Gamma noise. If p U i (t) > 0 for all t > 0 or the distributions of the U i are not known, we omit the restriction p U i (t) > 0 and obtain for f j > 0, j = 1, . . . , N , by the first order optimality condition that
Note that this is again an ordinary weighted average of the f j , j = 1, . . . , N , like the original NL means filter in (1).
Example 4.2. (Multiplicative Rayleigh noise)
For our multiplicative noise model and Rayleigh distributed noise, Equation (15) and Proposition A.5 ii) yield
Hence, we obtain for f j > 0, j = 1, . . . , N , that
t 2 could also be used as a data fidelity term, where an appropriate regularization term has to be added. If p U i (t) > 0 for all t > 0 or the distributions of the U i are not known, we omit again the restriction p U i (t) > 0. For f j > 0, j = 1, . . . , N , we finally obtain by the first order optimality condition
Adaptations of the weights
For multiplicative noise and random variables U i with unknown distribution, the weights can now be defined similarly to (9) as
where
(1) as defined in Section 3. As before, g a = (g a,k ) k∈I represents a sampled two dimensional Gaussian kernel with mean zero and standard deviation a, where we normalize g a such that k∈I g a,k = 1. The parameter h > 0 controls again the amount of filtering and the index set I is set to be a squared grid of size l × l centered at 0 using reflecting boundary conditions for f . In the same way as the ordinary NL means filter the definition in (26) relies on the fact that a natural image contains usually many very similar image patches, which have to be detected by the applied similarity measure.
Figure 7 (top) shows the histograms of the weights defined in (26) for different constant image patches of size 5 × 5 corrupted by multiplicative Gamma noise with L = 16. As we can see here, multiplying the values of the similarity measure over a whole patch significantly changes the histograms compared to Figure 5 . Now, the supports of the two histograms do no longer overlap, i.e. the weights for the noisy images generated from the same constant image are always larger than those computed for the constant images of significantly different gray values. Unfortunately, the histogram on the left is no longer maximal at one. Even worse, weights close to one have never been assigned. To overcome this drawback we propose an additional adaptation of the weights inspired by the implementation of the NL means filter described at [3] . Here, we use that for random variables X, Y and a continuous function b, where E(b(Y )) exists, the conditional expectation see, e.g., [30, p. 168] . In detail, for two sets of random variables F i+k = U i+k V i+k , F j+k = U j+k V j+k , k ∈ I, fulfilling the assumptions in Subsection 2.2, we set
Assuming that the index sets i + I, j + I have an empty intersection, i.e. the considered image patches are non-overlapping, we have
The definition of the conditional expectation and Proposition A.5 ii) yield
and thus, we finally obtain
, the variable µ describes the value that we can expect for w(i, j) considering (non-overlapping) image patches which have been generated from the same noise free patch. By some technical computations we obtain for multiplicative Gamma noise
h )) and for multiplicative Rayleigh noise
Next, we set
0 otherwise (27) with q ∈ [0, 1) and incorporate these weights in our nonlocal filters deduced from (22) . Note that for overlapping image patches, µ is used as an approximation of the true expectation value here. The effect of this modification in contrast to the weights (26) can be seen in Figure 7 (bottom). The histogram for the image patches generated from the same noise free patch has now a significant peak at one. By setting, e.g., q = 0.5 we could additionally achieve that all weights of the right histogram are set to zero and thus, the corresponding patches would have no effect if used in a nonlocal filter. On the contrary, the weights of the left histogram would not be effected. For our numerical examples in the subsequent section, q has been set by hand. Alternatively, a statistical estimate for q could be obtained by considering 1 − F −1 (1 − β) for a value β ∈ (0, 1) very close to one. Here, F is the cumulative distribution function of r µ k∈I b k (
x µ otherwise and F −1 (α) = inf{x ∈ R : F (x) ≥ α} denotes the corresponding α-quantile. Thus, q would be set to the maximal value such that the weights w µ,q (i, j) do not change compared to w µ,0 (i, j) for 100 · β percent of the image patches f i+I , f j+I obtained from the same noise free patch.
As usually done, we finally restrict the number of patches being compared to a so-called similarity window. Thus, we set all weights w(i, j), w µ,q (i, j) automatically to zero if pixel j is outside of a squared image region of size ω × ω centered at pixel i. This reduces the computational costs as well as the risk of falsely assigning nonzero weights to a large number of patches.
Updating the similarity neighborhoods
In [8] Deledalle et al. suggest to refine the weights of their nonlocal filters iteratively using the previous result u (r−1) . To get the next iterate u (r) , the filter is again applied to the initial noisy image using the new weights. The idea for this updating scheme was originally taken from [27] . In the following, we apply a variant of this updating strategy. The first major difference is that we perform only one updating step. For this second step we use within the similarity windows for i = j the weights
instead of the ones defined in the former subsection and set w i,i (u (1) ) = max j w i,j (u (1) ). Here, d is a positive parameter and g a = (g a,k ) k∈ I represents again a sampled two dimensional Gaussian kernel with mean zero but with standard deviation a now. As before, g a is normalized such that k∈ I g a,k = 1. Moreover, the index set I = l × l may vary from I. Usually, we choose a < a and l < l. Furthermore,
denotes the symmetric Kullback-Leibler divergence of the density functions p X and p Y . The idea for this updating scheme was originally taken from [27] . Here, Polzehl and Spokoiny used the ordinary Kullback-Leibler divergence of
for the hypotheses u i = u j using estimates u Let us assume that p U i (x) > 0 for all x > 0. Then, we obtain by straightforward calculation using (23) and (14) that the sought symmetric Kullback-Leibler divergence is given by 
Numerical results
In the following, we present different examples demonstrating the very good performance of our nonlocal filters. These filters have been implemented in MATLAB and the parameters are chosen with respect to the best visual results. Good choices for the patch and similarity window sizes are usually l ∈ {5, 7, 9}, l ∈ {3, 5} and ω = {21, 29} with a ∈ [0. Results for multiplicative Gamma noise Our first three examples show different reconstructions of images contaminated by multiplicative Gamma noise. The original and noisy images presented in Figure 8 are the same as those presented in [33, Fig. 5 and 6 ] so that the results are directly comparable. To obtain the restored image in Figure 9 (right) we used the weighted average filter derived in (24) with weights (27) . As we see here, already without an additional updating of the weights we obtain a very good reconstruction, which is superior to the results by the variational Idivergence -TV (left) and I-divergence -NL means methods (middle) taken from [33] . Also in our next example the reconstructions in Figure 10 (bottom middle and right) outperform the result by the I-divergence -TV method at top left. At top middle we included a reconstruction by the original NL means filter using s N L (ln(·), ln(·)) instead of s N L for the patch comparison. Here, the nonzero weights have again been restricted to a similarity window and the patches are chosen in the same way as for our filters. As predicted by Remark 3.7, this result is nearly the same as the one by our nonlocal filter (24) using the weights (26) , which can be found at top right. Note that we have chosen slightly different values h to get even more similar results. By the definition of the weights we can see that for appropriate (24) with weights w µ,0 (i, j) or w µ,q (i, j) instead of w(i, j). By replacing w(i, j) by w µ,0 (i, j) we achieved an additional suppression of the noise especially in the background. Choosing further w µ,q (i, j) with an appropriate value q helped to improve the contrast, e.g., visible at the camera. Besides, it led to sharper edges and contours. By the final updating step applied at Figure 10 (bottom right) we further improved the contrast and small amounts of possibly remained noise are finally removed.
Next, we have restored the noisy image of [11, Fig. 8] shown in Figure 11 (top right). Note that we display the corrupted image in a different way. For an additional quantitative comparison with the results in [11] we use the peak signal to noise ratio (PSNR) and absolute-deviation error (MAE) defined by PSNR = 10 log 10
Here, u denotes the original noise free image, u the reconstruction and N stands for the number of pixels of the images. To detect fluctuations in the quality of the results we generated 500 noisy realizations of the original image and averaged the PSNR and MAE values for these results. Additionally, we indicate the estimated standard deviations (std.) to quantify their variability.
As a direct comparison shows, our obtained reconstruction is superior or at least competitive to the results obtained by different methods in [11, Fig. 8] . In this paper the best result was obtained by the proposed hybrid multiplicative noise removal method, which combines variational and sparsity-based shrinkage methods involving curvelets as well as TV regularization. The result of this method is presented at Figure 11 (bottom left). For computing the corresponding average PSNR and MAE values we used the implementation of [11] available at [12] .
Results for multiplicative Rayleigh noise To conclude this section, we present reconstructions of images corrupted by multiplicative Rayleigh noise. Our first example in Figure 12 shows an aerial image of size 1500 × 1500. The second set of images in Figure 13 are real singlelook SAR images provided by Sandia National Laboratories at [31] . To obtain first restoration results we have applied the nonlocal filter (25) with weights (27) adapted to multiplicative Rayleigh noise. For the improved results we performed an additional updating step. Again, our filter produces very good results, where most of the details are restored. Only extremely small details or details which lack a sufficient number of similar patches in their direct surrounding are not correctly restored.
Conclusions
In this paper we have presented a new noise adapted similarity measure for comparing data corrupted by multiplicative noise. This measure is deduced by an appropriate probability density function and its good properties have been studied theoretically as well as by numerical examples. Moreover, we have shown how this measure can be incorporated into the weight Original image (1500 × 1500), copyright [28] , with values in [1, 2047] (left) and noisy version corrupted by multiplicative Rayleigh noise with θ = 1 (right). Bottom: Results by our nonlocal filter (25) using (27) with l = 7, ω = 21, a = 2, h = 0.4, q = 0.6 (left) and after an additional updating step with l = 5, a = 1.5, d = 0.05 (right). Note that the displayed images have been subsampled to the size 500 × 500 to better meet the standard screen and printer resolutions. The PSNR and MAE values have again been averaged over the results for 500 noisy realizations of the original image. definition of nonlocal filters, which leads to very good denoising results as demonstrated for images corrupted by multiplicative Gamma and Rayleigh noise. Nevertheless, the use of our measure is not restricted to nonlocal filtering. It could also be incorporated into appropriate variational methods or used for different applications such as inpainting and segmentation, see, e.g., [14, 15, 16, 33] . Alternatively, it could also be considered for block matching in registration problems, cf. [26] . These are only a few other fields of application, which might be topics of future research.
