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Abstract
In streaming Singular Value Decomposition (SVD), d-dimensional rows of a possibly infinite matrix
arrive sequentially as points in Rd. An -coreset is a (much smaller) matrix whose sum of square distances
of the rows to any hyperplane approximates that of the original matrix to a 1 ±  factor. Our main
result is that we can maintain a -coreset while storing only O(d log2 d/2) rows. Known lower bounds of
Ω(d/2) rows show that this is nearly optimal. Moreover, each row of our coreset is a weighted subset of
the input rows. This is highly desirable since it: (1) preserves sparsity; (2) is easily interpretable; (3)
avoids precision errors; (4) applies to problems with constraints on the input. Previous streaming results
for SVD that return a subset of the input required storing Ω(d log3 n/2) rows where n is the number of
rows seen so far. Our algorithm, with storage independent of n, is the first result that uses finite memory
on infinite streams. We support our findings with experiments on the Wikipedia dataset benchmarked
against state-of-the-art algorithms.
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1 Introduction
Coresets are a small representation of a large dataset that preserve some key property of interest. For example,
given a large clustering problem over n points, one could build an -coreset of O(log n) points and then run
an off-the-shelf algorithm on the coreset to obtain a (1 + )-approximate solution. Coresets have been widely
studied in recent years for a variety of problems [7, 1, 12, 9].
Much of the large scale high-dimensional data sets available today (e.g. image streams, text streams, etc.)
are sparse. For a concrete example, we can associate a matrix with Wikipedia where (1.4× 106) words define
the columns and (4.4× 106) documents define the rows. Entry (i, j) is the number of occurrences of word j in
document i. Since most documents only contain ∼ 103 words, this matrix is very sparse. Recently, the first
algorithm that could compute the eigenvectors of this matrix on commodity hardware was provided by [10].
We benchmark our algorithm against this result for the Wikipedia matrix and show dramatic improvements
in both runtime and accuracy.
We consider Singular Value Decomposition (SVD) in the streaming model, which is applicable to processing
large datasets or real-time data [10, 12]. In the streaming model, the rows of a (possibly infinite) matrix
A ∈ R?×d arrive sequentially as (a1, a2, a3, . . .). Our main contribution is an algorithm to maintain an
-coreset for SVD while storing only O(d log d) rows. Our construction has the desirable property that it is a
weighted subset of the input. The property that each row of the coreset is a multiple of a single row of the
input is important because: (1) sparsity is preserved, (2) the coreset is easy to interpret, and (3) there are
less floating point precision issues.
Theorem 1 (Main Theorem). It is possible to maintain an -coreset for SVD in the streaming model on an
n× d matrix using O(d log d/2) space and O(d2) worst-case update time1.
Previous coreset results required dependence on n, the number of rows seen so far. This is the first
streaming result for an SVD coreset that uses finite memory on an infinite stream. Moreover, the coreset is a
weighted subset of the input, implying that properties of the input (such as sparsity) are preserved.
Our solution is a mixture of a known RAM model coreset with a novel streaming approach. The existing
construction defines a distribution over all rows of the input, and draws an i.i.d. sample which becomes
the coreset (after reweighting). Thus, the coreset is naturally a subset of the input. We use the coreset
inductively to compute the sampling probabilities after each update (i.e. after each row is received), and
maintain a set of samplers in parallel. Each sampler runs a simple procedure we call singleton sampling. If a
sampler contains exactly one element, then the probability distribution regarding which element it contains is
identical to the desired sampling distribution for the coreset. If it does not contain exactly one element, then
we ignore that sampler as having failed (at that particular time; later it may contain exactly one element and
be used). Our coreset is then the union over all samplers containing one element, therefore keeping the known
RAM construction in the streaming setting without incurring any of the overhead associated with previous
techniques.
2 Prior Work
Work Subset of Input Space In Rows
[10] Yes O(d2−2 log3 n)
[3] No O(d2−2 log3 n)
[9] ? O(d−2)
[7] Yes O(d2−2 log3 n)
[5] Yes O(d log d−2 log3 n)
** Yes O(d log d/2)
1The space and update time are measured in terms of a single d-dimensional row (i.e. multiply by d obtain the space/time in
bits)
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The result most similar to the present work is [5], where rows are sampled according to their Lewis weight.
As explained in that paper, the Lewis weight is equivalent to the statistical leverage score defined in other
literature such as [6]. While sampling O(d log d−2) rows, they construct a coreset in the RAM model. Like
all RAM model construction with inverse-quadratic dependence on , the merge-and-reduce technique can be
applied to construct a coreset in the streaming model while incurring O(log3 n) space overhead.
Also in the RAM model, a coreset of size O(d2/2) is given in [10]. When plugged into the merge-and-reduce
tree, the final space is O(d2−2 log3 n) space. In the current work, we provide a coreset using only O(d log d−2)
space, so independent of the input size n, therefore valid for infinite streams.
A dimensionality reduction technique for low-rank approximation [3] can be used to construct a coreset
for SVD of size O(d2/2) in the RAM model, leading to a streaming space of O(d2−2 log3 n). However, the
resulting coreset is not a subset of the input. This property is attained (with the same space bound) in [7].
3 Our Techniques
To construct a coreset, we must sample from a distribution over the input. This is the approach taken by
a wide-class of constructions such all those inspired by [7]. In the RAM model this is trivial since we can
access the entire input without restriction. Suppose we wish to sample one point from a stream (a1, a2,
. . . , an) where the probability of sampling ai is pi(ai)/
∑n
j=1 pi(aj) for some non-negative function pi. If the
distribution is known beforehand, then reservoir sampling will obtain the desired sample. The difficulty in
the streaming problem is that the distribution is discovered as the stream arrives.
Reservoir sampling does not work when the probabilities change. We generalize reservoir sampling in
exchange for small probability of failure. See Figure 1 for an example of our technique on a simple distribution
over two points (a, b). Here pi(a) = 1/3 and pi(b) = 2/3. Suppose that after receiving point a, we take a
random draw ua from the interval [0, 1) and keep a in memory if and only if ua < pi(a). We do the same for
b. At the end of the stream, we declare failure unless there is exactly one point stored in memory (we will
argue the probability of failure is low). Then, as seen in the top row, the distribution that we actually sample
from has been distorted (see top-right box). However, if we pre-transform the distribution (as shown in the
bottom row), then this cancels the distortion and we recover the desired distribution (see bottom-right box).
While this example does not show the probabilities pi(a) or pi(b) changing, we later apply some additional
properties gauranteed by the functions relevant to SVD that we can easily handle this generalization.
In Section 5 we restate a existing result to construct a coreset in the RAM model. Section 6 will demonstrate
how this construction can be accomplished while only looking at the d rows of the A>A (referencing the n
rows of A in a very limited way). Finally, in Section 7 we employ singleton sampling to maintain this coreset
construction in the streaming setting.
4 Preliminaries
Matrix Notation: For a matrix M ∈ Rn×d, let Mij denote the entry at row i and column j. M•j ∈ Rn
denotes the jth column and Mj• ∈ Rd denotes the ith row. To simplify notation throughout the proofs, we
let mi = M
>
i• (and likewise: ai = A
>
i• and ui = U
>
i•). For a matrix M ∈ Rn×d the term orthonormal means
that MM> = In or M>M = Id. This generalizes the notion of an orthonormal square matrix, where both
equalities are equivalent. When n 6= d, at most one of the equalities can hold.
Definition 1 (Squared-Distance). For a vector a′ ∈ Rd and a compact set S ⊂ Rd, the squared-distance
between a′ and S is:
µ(a′, S) = min
s∈S
‖a′ − s‖22
where ‖ · ‖2 is the `2-norm. This notation is overloaded for a matrix A ∈ Rn×d as:
µ(A,S) =
n∑
i=1
µ(ai, S)
3
Figure 1: Singleton Sampling. Given a distribution over elements (column 1), we can independently sample
element n with probability pn to obtain a subset (column 2), which is then filtered to only obtain singletons
(column 3). However, the final distribution is distorted (row 1). By pre-transforming the input distribution
(row 2), we can recover the desired distribution through singleton sampling.
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The above definition is the cost function used to define a coreset for SVD. The input to the SVD problem
is a matrix A ∈ Rn×d which can be considered as a set of n points in Rd, namely {a1, . . . , an}.
Definition 2 (Coreset for SVD). Let A ∈ Rn×d and  ∈ [0, 1]. A -coreset for A is matrix B ∈ Rm×d such
that for every affine (d− 1)-subspace S ⊂ Rd we have:
|µ(A,S)− µ(B,S)| ≤ µ(A,S)
The size of the coreset B is m (the number of rows in B). When for each j ∈ [m] we can write bj = wai for
some value w > 0 and i ∈ [n], we say that B is a weighted subset of the input.
If a coreset is a weighted subset of the input, then sparsity is preserved and the coreset admits a sparse
representation whenever the input does.
5 Coreset Construction
In this section we show how to build a coreset for SVD, leaving computational concerns for the next section.
Let Sd be the set of all d− 1 dimensional subspaces of Rd.
Definition 3 (Sensitivity). Let A ∈ Rn×d. The sensitivity of a row ai with respect to A is:
sA(ai) = max
S∈Sd
µ(ai, S)
µ(A,S)
One can immediately observe that the sensitivity of any row lies in the interval [0, 1]. We draw upon the
result of [5], who refer to the sensitivity by the name Lewis weight. The sensitivity has also been used by the
term leverage score in other publications.
Theorem 2 (`2 Matrix Concentration Bound from [5]). Let A ∈ Rn×d. Let t =
∑
i∈[n] sA(ai). Define a
distribution over A such that ai has weight sA(ai)/t. Sample m rows i.i.d. where:
m ≥ 3t
2
(
log2 d+ ln
1
δ
)
Construct a matrix C ∈ Rm×d such each sampled row ai ∈ A corresponds to a row tmsA(ai)ai ∈ C. With
probability 1− δ, C is an -coreset for A.
Using Theorem 2, the problem of constructing a coreset in the RAM model is reduced to computing sA(ai)
for each row ai ∈ A. The next section addresses this task. Then in Section 7 we will export this construction
to the streaming model.
6 Computing Sensitivity
We will show the construction in the RAM model, using only a restricted part of the input A>A, and then
extend this to the streaming model in the next section.
Theorem 3. Algorithm 1 takes A>A ∈ Rd×d as input, terminates in O(d3) time, and outputs Z = B(A>A) ∈
Rd×r (where r is the rank of A) such that s(ai) = ‖Ai•Z‖ for each i ∈ [n].
Before presenting Algorithm 1, we show how one could compute the sensitivity by having all of A (and
not only A>A) in memory.
Definition 4 (Thin SVD). Let A ∈ Rn×d be a matrix of rank r. A Thin Singular Value Decomposition of A
is a (not necessarily unique) decomposition A = UDV > for matrices U ∈ Rn×r, D ∈ Rr×r, and V ∈ Rd×r
such that:
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• U>U = V >V = Ir
• D ∈ Rr×r is a diagonal matrix of positive values in non-increasing order
It is well-known that the matrix D is unique, so we write DA to specify the middle matrix in a Thin
SVD of A. Algorithms such as in [13] exist to compute the Thin SVD in O(d2) time (the time is in terms of
number of operations on d-dimensional vectors).
Lemma 1 (Corollary of Lemma 3.1 of [12]). Let UDV > be a Thin SVD of a matrix A. The sensitivity (see
Definition 3) of row ai is ‖ui‖2.
The matrices U and V are not unique, but Lemma 1 implies that ‖ui‖ is invariant under any possible
choice of U . Therefore one can compute the sensitivity of a point by computing any Thin SVD and then
taking the norm of each row of U . We now turn our attention to proving Theorem 3, where B(A>A) is not
unique but the value obtained for the sensitivity is unique.
Fact 1. The rank of A>A is equal to the rank of A.
Proof. Let UDV > be a Thin SVD of A. Then A>A has a Thin SVD of V D2AV
>. The result follows since all
diagonal entries of D2A are non-zero.
We now walk through Algorithm 1 which computes the matrix Z = B(A>A). Line 1 computes a Thin
SVD in in O(d2) time. A>A is symmetric positive-definite, so it is guaranteed that U = V . By uniqueness of
singular values, we have that Λ = DA>A = D
2
A. On Line 2 we compute DA by taking the positive square-root
of the entries of D2A, which are all real since D
2
A has positive diagonal entries. Let r denote the rank of A.
DAV
> ∈ Rr×d has rank r and r ≤ d, so a right-inverse Z ∈ Rd×r exists such that DAV >Z = Ir (see Line 3).
We can therefore decompose A = (AZ)DAV
>. If this is a Thin SVD, we can calculate the sensitivity of
any row of A by using Z. First, we must verify that it is indeed a Thin SVD; it satisfies all properties but it
remains to prove that the columns of AZ are orthonormal.
Lemma 2. For any matrix Z output by Algorithm 1, AZ is orthonormal.
Proof. Algorithm 1 has exactly two sources of ambiguity: the choice of V on Line 1 and the choice of Z on
Line 3 (if r < d the right-inverse is not unique). The ambiguity of Z is irrelevant since the value of AZ is
invariant under any choice. It remains to prove the lemma under any choice of V on Line 1.
Let (U ′, DA, V ′) be a Thin SVD of A. Then A>A = V ′D2AV
′>, and therefore the choice V = V ′ is a
possible outcome of Line 1.
For each diagonal entry λ in Λ, the eigenspace Eλ is unique. Let us temporarily fix λ. Moreover, if λ
occured in slots j through j′ then Eλ = span(V•j , . . . , V•j′). Let s = j′ − j + 1 = dim(Eλ). Let Vλ ∈ Rd×s
denote the truncation of the V to just columns j through j′. By uniqueness of the space Eλ, the matrix Vλ is
unique up to right-multiplication by an orthonormal matrix Xλ ∈ Rs×s. In other words, V ′λ = VλXλ. Let X
be the block-diagonal r × r matrix of orthonormal transformations in each eigenspace from V to V ′, namely
V ′ = V X. Observe since each Xλ multiplies with λIs in D, we have the commuting relationship XD = DX.
Then we have DV ′> = DX>V > = X>DV >.
Now consider the U(V ) and U(V ′), the matrices U we get from using V or V ′, respectively. Observe the
orthonormal relation U(V ) = U(V ′)X>. Since the columns of U(V ′) and X> are orthonormal, we conclude
that U(V ) also has orthonormal columns.
Lemma 2 ensures that (AZ,D, V ) is a Thin SVD of A where the matrices Z, D, and V are taken from
any realization of Algorithm 1. We therefore conclude by Lemma 1 that s(ai) = ‖Ai•Z‖. This completes the
proof of Theorem 3.
In conclusion, we denote deterministic Algorithm 1 to take A>A and output a matrix Z. Although Z
may not be unique, it has the required invariant of s(ai) = ‖Ai•Z‖2 for each i ∈ [n].
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Algorithm 1 Input: matrix Ψ ∈ Rd×d
1: (U,Λ, V )← a Thin SVD of Ψ
2: D ← √Λ . D ∈ Rr×r where r = rank(Ψ) ≤ d
3: Z ← a right-inverse of DV > . Z ∈ Rr×d
4: return Z
7 Streaming Algorithm
Definition 5 (Streaming -coreset). A streaming -coreset is an algorithm that receives a stream of elements.
After receiving each element, it returns an -coreset for the prefix of elements received so far.
Now the rows of A will arrive in a stream. Let ai denote the i
th row of A, and let An denote the matrix
A after the first n rows have arrived. On Line 14, sn(ai) is the sensitivity of row ai with respect to An (rows
a1, . . . , an).
Algorithm 2 Input:  ∈ (0, 1), δ ∈ (0, 1), stream of points in Rd
1: m← d3d−2(log22 d+ ln(2/δ))e
2: Y ← {1, . . . , 8m} . index over the samplers
3: for each y ∈ Y do
4: My ← ∅ . each My stores a sample of rows
5: Ψ0 ← 0d×d . Ψi = A>i Ai for all i
6: for each row an ∈ Rd from the stream do
7: Ψn ← Ψn−1 + ana>n
8: for each y ∈ Y do
9: uy(an)← uniform random number in [0, 1)
10: My ←My ∪ {an}
11: Zn ← B(Ψn) . Algorithm 1
12: rn ← number of columns of Zn
13: for each ai ∈ ∪yMy do
14: sn(ai)← ‖Z>n ai‖2 . compute sensitivity
15: for each y ∈ Y do
16: for each ai ∈My do
17: if uy(ai) >
sn(ai)
sn(ai)+rn
then
18: Delete ai from My
19: Γn ← {y ∈ Y : |My| = 1} . index over singleton samples
20: Qn ← ∪y∈ΓnMy . the union of all samples containing exactly one row
21: for each ai ∈ Qn do
22: wn(ai)← rn|Qn|sn(ai)
23: return (Qn, wn) . the -coreset for An
Theorem 4 (Main Theorem). Let , δ ∈ (0, 1) and let A be a stream of rows in Rd. After receiving each row
of A, Algorithm 2 returns an -coreset for A with probability 1− δ. The space is O( d2 (log2 d+ log 1δ )) rows
and the worst-case update time is O(d2).
We denote the rank of An by rn (computed on Line 12). The next lemma shows that we know the total
sensitivity exactly.
Lemma 3. The total sensitivity of An is rn.
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Figure 2: The flow for updating the samplers after each update in Algorithm 2. The new point is first added
to each sampler, and then the deletion condition is checked for every point in every sampler.
Figure 3: The input stream is read into an array of 8m samplers {My}y∈Y . At each step, the samplers
containing exactly one element are combined to obtain a coreset.
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Proof. We must prove
∑n
i=1 sn(ai) = rn. For any Thin SVD An = UDV
T , we have that sn(ai) = ‖ui‖2 by
Lemma 1, so it suffices to compute
∑n
i=1 ‖ui‖2. Since the columns of U are orthonormal, we argue as follows:
n∑
i=1
‖ui‖2 =
n∑
i=1
rn∑
j=1
U2ij
=
rn∑
j=1
n∑
i=1
U2ij
=
rn∑
j=1
‖uj‖2
=
rn∑
j=1
1
= rn
Note that rn (the rank of An) equals the dimension of the row-space of An and therefore cannot decrease
as the stream progresses. Moreover, rn is trivially upper-bounded by d, as each row is embedded in Rd.
Algorithm 2 keeps a set of samples {My}, where each My stores a sample of rows of A. We refer to any
sample My that stores exactly one row as a singleton. As seen by Lines 19-20, any non-singletons are not used
to build the coreset (Qn, wn). We first prove that every singleton is drawn from the distribution required by
Theorem 2, namely that ai is sampled with probability sn(ai)/rn. In what follows we let M
(n)
y denote the
state of My after row an is processed.
Lemma 4. For any i ∈ [n], Pr(M (n)y = {ai} : |M (n)y | = 1) = sn(ai)/rn
Proof. Let γ` = Pr(ai ∈M (n)y ) = sn(a`)sn(a`)+rn and define ξ =
∏n
`=1(1− γ`). Observe that Pr(M (n)y = {ai}) =
ξ γi1−γi = ξsn(ai)/rn. To condition upon the event that M
(n)
y contains only a single element, we divide this
probability by Pr(|M (n)y | = 1) = ∑n`=1 Pr(M (n)y = {p`}) to obtain sn(ai)/∑n`=1 sn(a`). The result then
follows from Lemma 3.
Each sample My should have a size concentrated around 1 with high probability. If the size is too far
away from 1, there will not be enough singletons to build a coreset. Also, if the expected size is too large, the
algorithm will require too much space.
Lemma 5. The expected value of |M (n)y | is 1.
Proof. As in Lemma 6, define γ` =
sn(a`)
sn(a`)+rn
. Observe that sn(a`) ≥ 0 implies γ` ≤ sn(a`)/rn. It follows
from Line 17 that Pr(a` ∈ My) = γ` ≤ sn(a`)/rn. The expected value of |My| is therefore at most∑n
`=1
1
rn
sn(a`) = 1.
We now show that any My will be a singleton with probability at least
1
4 . This is essential for showing
that, in aggregate, there will be at least m singletons (Lemma 7) so that we can build a coreset.
Lemma 6. For any y ∈ Y , P (|M (n)y | = 1) ≥ 14 .
Proof. Markov’s inequality to Lemma 5 yields Pr(|My| ≥ 2) ≤ 12 .
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P (|My| = 1) =
n∑
`=1
P (My = {a`})
=
n∑
`=1
γ`
∏
z 6=`
(1− γz)
=
n∑
`=1
γ`
1− γ`
n∏
z=1
(1− γz)
=
1
rn
(
n∑
`=1
sn(a`)
)(
n∏
z=1
(1− γz)
)
= Pr(|My| = 0)
Decomposing 1 = Pr(|My| = 0) + Pr(|My| = 1) + Pr(|My| ≥ 2), we substitute to obtain 1 ≤ 2Pr(|My| =
1) + 12 . The result follows.
Theorem 2 guarantees that a coreset can be constructed provided that we have at least m singletons. As
seen on Line 19, |Γn| is the number of singletons after processing row an.
Lemma 7. |Γn| ≥ m with probability at least 1− δ/2.
Proof. We see from Line 19 that |Γn| is a sum of |Y | independent Bernoulli trials, each which succeeds with
probability at least 14 by Lemma 6. By a Chernoff bound, Pr(|Γn| ≤ 12 |Y | 14 ) ≤ e−|Y |/32. We note that|Y |/32 = m/4 ≥ ln(2/δ). Plugging this into the Chernoff bound yields the result.
In terms of space consumption, Algorithm 2 stores Ψn (d rows), Zn (rn ≤ d rows), and the {M (n)y }y∈Y .
These samples, of random size, are the dominating factor. The next lemma bounds their aggregate size with
high probability.
Lemma 8. Algorithm 2 stores O( d2 (log
2 d+ log 1δ )) rows with probability 1− δ/2.
Proof. Lemma 5 implies that
∑
y∈Y |M (n)y | = |Y | = 8m. Let the random variable Xn denote the space
(in rows) used by all {M (n)y }y∈Y after row an arrives. Xn =
∑
y∈Y |M (n)y | is a sum of |Y |n independent
Bernoulli trials, each event being ai ∈M (n)y for some 1 ≤ i ≤ n and y ∈ Y . We have the Chernoff bound that
Pr(Xn ≥ (1 + η)µ) ≤ e−η2µ/(2+η) for any η ≥ 1 where µ = E[Xn]. Using η = 1, this yields that Xn < 16m
with probability at least 1− e−m/3 < δ/2. Substitute the value for m from Line 1 to finish the proof.
Proof of Theorem 4. For correctness, we will apply Theorem 2 to the output (Qn, wn). The total sensitivity
t = rn ≤ d by Lemma 3. The weighting is correct (Line 22). It remains to show that |Qn| ≥ cd2
(
log22 d+ ln
1
δ
)
.
Since |Qn| = |Γn|, the result follows with probability 1− δ/2 by combining Lemma 7 and Line 1.
As for update time, the dominating factor is computing the Thin SVD on Line 1 which can be done in
O(d2) time. Then Lemma 8 completes the proof of the theorem for subspaces. The reduction from affine
subspaces to proper subspaces can be found in Section 4 of [12].
8 Experiments
We then run experimental results that we summarize in this section.
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(a) k = 3, d = 4, error (b) k = 3, d = 4, time (c) k = 3, d = 4, time log
(d) k = 7, d = 8, error (e) k = 7, d = 8, time (f) k = 7, d = 8, time log
(g) k = 14, d = 15, error (h) k = 14, d = 15, time (i) k = 14, d = 15, time log
(j) k = 29, d = 30, error (k) k = 29, d = 30, time (l) k = 29, d = 30, time log
Figure 4: Error and time comparison between two methods of streaming on full JL transform of Wikipedia, for
different values of k and d.
Wikipedia Dataset We created a document-term matrix of Wikipedia (parsed enwiki-latest-pages -
articles.xml.bz2-rss.xml from [14]), i.e. sparse matrix with 4624611 rows and 100k columns where each cell
(i, j) equals the value of how many appearances the word number j has in article number i. We use a standard
dictionary of the 100k most common words in Wikipedia [2].
In order to compact the data into a small d, one applied on it a Johnson-Lindenstrauss (JL; see [11])
transform: We multiplied this each chunk from the BOW matrix by a randomized matrix of 100K rows and
d columns, and got a dense matrix of n rows and d columns.
Tree system We implemented a tree system that separates the n points of the data into chunks of a
desired size of coreset, called m. It uses consecutive chunks of the data, merge each pair of them, and uses a
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desired algorithm in order to reduce their dimensionality to a half. The process is described well in [8]. The
result is a top coreset of the whole data, in a size of d. We built such a system. Each streaming chunk is in
the size of d, thus we had log(n/d) = 22 floors.
Algorithms. We ran JL-Wiki two streaming methods: The one described at ”Tree system”, and the new
method, implementation of Algorithm 2, labeled as ”New Streaming”. We implemented Algorithm 1 and our
streaming algorithm; See Algorithm 2. The algorithms run on the data blocks of the streaming tree are three:
1. A determinstic algorithm, appears in the proof of Theorem 5 of [4], that guarantees a coreset with an
error of  in a size of O( k2 ) (Labeled as ”CNW”).
2. A non-uniform sampling algorithm, Algorithm 1 of [12], that guarantees a tight bound of sensitivity for
any k and exact sensitivity for d = k − 1. Sampling points according to their sensitivities guarantees a
coreset with an error of  in a size of O(d log2 d2 ). (Labeled as ”Sensitivity Sampling”).
3. A uniform sampling method (Labeled as ”Uniform Sampling”).
All algorithms were implemented in Python 3.6 via the Numpy library. The ”New Streaming” results were
averaged over 10 experiments. We ran four experiments with the following parameterization:
• k=3, d=4
• k=7, d=8
• k=14, d=15
• k=29, d=30
Hardware. A desktop, with an Intel i7-6850K CPU @ 3.60GHZ 64GB RAM.
Results. We compared the error received for the different algorithms. We show the results in Figure 4
in x-logarithmic scale since the floors’ sizes of the old streaming method differ multiplicatively. In the old
streaming, for every floor, we concatenated the leaves of the floor and measured the error between this subset
to the original data. The error we determined was calculated by the formula
‖A−AV TC VC‖2−‖A−AV TA VA‖2
‖A−AV TA VA‖2 ,
where A is the recieved data matrix, VA received by SVD on A, and VC received by SVD on the top leaf
recieved from steaming A; See 4a,4d,4g,4j. We also measured running times of each input size. The are
showed in linear scale on 4b,4e,4h,4k, and in logarithmic scale on 4c,4f,4i,4l
Discussion. One can notice in Figures 4 that the error is relatively similar for the new streaming as the
streaming tree methods and as expected lower than the error of the Uniform Sampling. In addition, running
times of the new method are shorter in a scale or two than the streaming tree’s blocks methods, and usually
even shorter than those of Uniform Sampling.
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