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1. Introduction
For a positive integer m let 〈m〉 be the set {1, . . . , m}. For positive integers d, m1, . . . , md denote
by Rm1×···×md the linear space d-mode tensors A = [ai1 ,i2 ,...,id ], ij ∈ 〈mj〉, j ∈ 〈d〉. Note that a 1-mode
tensor is a vector, and a 2-mode tensor is amatrix. Assume that d 2. For a ﬁxed ik ∈ 〈mk〉 the (d − 1)-
mode tensor [ai1 ,...,id ], ij ∈ 〈mj〉, j ∈ 〈d〉\{k} is called the (k, ik) slice of A. For d = 2 the (1, i) slice and
the (2, j) slice are the ith row and the jth column of a given matrix. Let
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sk,ik :=
∑
ij∈〈mj〉,j∈〈d〉\{k}
ai1 ,...,id , ik ∈ 〈mk〉, k ∈ 〈d〉 (1.1)
be the (k, ik)-slice sum. Denote
sk := (sk,1, . . . , sk,mk), k ∈ 〈d〉 (1.2)
the k-slice vector sum. Note that (k, ik)-slice sums satisfy the compatibility conditions
m1∑
i1=1
s1,i1 = · · · =
md∑
id=1
sd,id . (1.3)
Two d-mode tensors A = [ai1 ,i2 ,...,id ],B = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md are called positive diagonally
equivalent if there exist xk = (xk,1, . . . , xk,mk) ∈ Rmk , k ∈ 〈d〉 such that ai1 ,...,id = bi1 ,...,id ex1,i1+···+xd,id
forall ij ∈ 〈mj〉and j ∈ 〈d〉.DenotebyRm1×···×md+ theconeofnonnegative,(entrywise),d-mode tensors.
In this paper we assume that B = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md+ is a given nonnegative tensor with
no zero slice (k, ik). Let sk ∈ Rmk+ , k ∈ 〈d〉 are given k positive vectors satisfying the conditions (1.3).
Denote by R
m1×···×md+ (B, s1, . . . , sd) the set of all nonnegativeA = [ai1 ,i2 ,...,id ] ∈ Rm1×···md+ having the
same zero pattern as B, i.e. ai1 ,...,id = 0 ⇐⇒ bi1 ,...,id = 0 for all indices i1, . . . , id, and satisfying the
condition (1.1). The aim of this paper is to give new necessary and sufﬁcient conditions on B so that
R
m1×...md+ (B, s1, . . . , sd) containsa tensorA,which ispositivelydiagonallyequivalent toB. Formatrices,
i.e. d = 2, this problem was solved by Menon [9] and Brualdi [4]. See also [10]. For the special case
of positive diagonal equivalence to doubly stochastic matrices see [5,13]. The result of Menon was
extended for tensors independently by Bapat–Raghavan [2] and Franklin–Lorenz [6]. (See [1,12] for
the special case where all the entries of B are positive.)2 In this paper we give a different necessary
and sufﬁcient conditions for the solution of this problem.
Theorem 1.1. Let B = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md+ , (d 2), be a given nonnegative tensor with no (k, ik)-
zero slice. Let sk ∈ Rmk+ , k = 1, . . . , d be given positive vectors satisfying (1.3). Then there exists a non-
negative tensorA ∈ Rm1×···×md+ , which is positive diagonally equivalent to B and having each (k, ik)-slice
sum equal to sk,ik , if and only the following conditions. The system of the inequalities and equalities for
xk = (xk,1, . . . , xk,mk) ∈ Rmk , k = 1, . . . , d,
x1,i1 + x2,i2 + · · · + xd,id  0 if bi1 ,i2 ,...,id > 0, (1.4)
sk xk = 0 for k = 1, . . . , d, (1.5)
imply one of the following equivalent conditions
1. x1,i1 + x2,i2 + · · · + xd,id = 0 if bi1 ,i2 ,...,id > 0.
2.
∑
bi1 ,i2 ,...,id>0
x1,i1 + x2,i2 + · · · + xd,id = 0.
In particular, there exists at most one tensor A ∈ Rm1×···×md+ with (k, ik)-slice sum sk,ik for all k, ik, which
is positive diagonally equivalent to B.
The above yields the following corollary.
Corollary 1.2. Let B ∈ Rm1×···×md+ , (d 2), be a given nonnegative tensor with no (k, ik)-zero slice. Let
sk ∈ Rmk+ , k = 1, . . . , d be given positive vectors. Then there exists a nonnegative tensor C ∈ Rm1×···×md+ ,
which is positive diagonally equivalent toB andeach (k, ik)-sumslice equal to sk,ik , if andonly if there exists a
nonnegative tensorA = [ai1 ,i2 ,...,id ] ∈ Rm1×···×md+ , having the same zero pattern asB, which satisﬁes (1.1).
2 I thank Ravi Bapat for pointing out these references in December 2009.
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For matrices, i.e. d = 2, the above corollary is due Menon [9]. For d = 3 this result is due to [2,
Theorem 3] and for d 3 [6]. Brualdi in [4] gave a nice and simple characterization for the set of
nonnegative matrices, with prescribed zero pattern and with given positive row and column sums, to
benotempty. It is anopenproblemtoﬁndananalogofBrualdi’s results ford-mode tensors,whered 3.
Note that the conditions of Theorem 1.1 are stated as a linear programming problem. Hence the
existence of a positive diagonally equivalent tensorA can be determined in polynomial time. If suchA
exists, we show that it can be found by computing the unique minimal point of certain strictly convex
functions f . Hence, Newton method can be applied to ﬁnd the unique minimal point of f and its value
very fast (see Section 3.)
2. Proof of the main theorem
Identify Rm1 × Rm2 × · · · × Rmd with Rn, where n = ∑dk=1 mk . We view y ∈ Rn as a vector
(x1 , . . . , xd ), where xk ∈ Rmk , k ∈ 〈d〉. Let ‖y‖ :=
√
yy. Deﬁne
f (y) = f ((x1 , . . . , xd )) :=
∑
ij∈〈mj〉,j∈〈d〉
bi1 ,...,id e
x1,i1+···+xd,id . (2.1)
Clearly, f is a convex function on Rn. Denote by U(s1, . . . , sd) ⊂ Rn the subspace of vectors
(x1 , . . . , xd ) satisfying the equalities (1.5).
Lemma 2.1. Let B = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md+ , (d 2), be a given nonnegative tensor with no (k, ik)-zero
slice. Let sk ∈ Rmk+ , k = 1, . . . , d be given positive vectors satisfying (1.3). Then there exists a nonnegative
tensorA ∈ Rm1×···×md+ , which is positive diagonally equivalent toB and having each (k, ik)-slice sum equal
to sk,ik , if and only the restriction of f to the subspace U(s1, . . . , sd), (f |U(s1, . . . , sd), has a critical point.
Proof. Assume ﬁrst that f |U(s1, . . . , sd) has a critical point. Use Lagrange multipliers, i.e. consider
the function f −∑dk=1 sk xk , to deduce the existence of  = (λ1, . . . , λd) and (1 , . . . , d ) ∈
U(s1, . . . , sd), where k = (ξk,1, . . . , ξk,ik), k ∈ 〈d〉, satisfying the following conditions
∑
ij∈〈mj〉,j∈〈d〉\{k}
bi1 ,...,id e
ξ1,i1+···+ξd,id = λksk,ik , ik ∈ 〈mk〉, k ∈ 〈d〉. (2.2)
Since sk > is a positive vector and the (k, ik)-slice of B is not a zero slice we deduce that λk > 0.
Summing up the above equation on ik = 1, . . . , mk , and using the equalities (1.3) we deduce that
λ1 = · · · = λd > 0. Then A = [bi1 ,...,id e(ξ1,i1−log λ1)+ξ2,i2+···+ξd,id ].
Vice versa suppose A = [bi1 ,...,id ex1,i1+···+xd,id ] has (k, ik)-slice sum equal to sk,ik for all (k, ik). Let
1m = (1, . . . , 1) ∈ Rm. Then there exists a unique ti ∈ R such that sk (xk − tk1mk) = 0 for k ∈ 〈d〉.
Let k := xk − tksk, k ∈ 〈d〉. Then (2.2) holds. 
Denote by V(s1, . . . , sd) ⊂ U(s1, . . . , sd) the subspace of all vectors (x1 , . . . , xd ) satisfying the
condition1of Theorem1.1. Clearly, for eachy ∈ Rn the function f has a constant value f (y)on the afﬁne
set y + V(s1, . . . , sd). Hence, if  ∈ U(s1, . . . , sd) is a critical point of f |U(s1, . . . , sd) then any point
in  + V(s1, . . . , sd) is also a critical of f |U(s1, . . . , sd). Denote by V(s1, . . . , sd)⊥ ⊂ U(s1, . . . , sd), the
orthogonal complement of V(s1, . . . , sd) in U(s1, . . . , sd). Thus, to study the existence of the critical
points of f |U(s1, . . . , sd), it is enough to study the existence of the critical points of f |V(s1, . . . , sd)⊥.
Since the function eat is strictly convex for t ∈ R for any a /= 0, more precisely (eat)′′ = a2eat > 0 we
deduce the following.
Lemma 2.2. LetB = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md+ , (d 2), be a given nonnegative tensor with no (k, ik)-zero
slice. Let sk ∈ Rmk+ , k = 1, . . . , d be given positive vectors satisfying (1.3). Let U(s1, . . . , sd),
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V(s1, . . . , sd),V(s1, . . . , sd)
⊥ be deﬁned as above. Then f |V(s1, . . . , sd)⊥ is strictly convex.More precisely,
the Hessian matrix of f |V(s1, . . . , sd)⊥ has positive eigenvalues at each point of V(s1, . . . , sd)⊥.
Theorem 2.3. Let B = [bi1 ,i2 ,...,id ] ∈ Rm1×···×md+ , (d 2), be a given nonnegative tensor with no (k, ik)-
zero slice. Let sk ∈ Rmk+ , k = 1, . . . , d be given positive vectors satisfying (1.3). Then the following condi-
tions are equivalent.
1. f |U(s1, . . . , sd) has a global minimum.
2. f |U(s1, . . . , sd) has a critical point.
3. lim f (yl) = ∞ for any sequence yl ∈ V(s1, . . . , sk)⊥ such that lim ‖yl‖ = ∞.
4. The only y = (x1 , . . . , xd ) ∈ V(s1, . . . , sk)⊥ that satisﬁes (1.4) is y = 0n.
Proof. 1 ⇒ 2. Trivial.
2 ⇒ 3. Let  ∈ U(s1, . . . , sd) be a critical point of f |U(s1, . . . , sd). Hence any point in  +
V(s1, . . . , sd) is a criticalpointof f |U(s1, . . . , sd).Hence f |U(s1, . . . , sd)hasacriticalpoint ∈ V(s1, . . . ,
sd)
⊥. In particular,  is a critical point of f |V(s1, . . . , sd)⊥. Let z ∈ V(s1, . . . , sd)⊥, ‖z‖ = 1. For t ∈ R
deﬁne gz(t) := f ( + tz). So gz is strictly convex on R and g′z(0) = 0. Let H(f )(y) be the Hessian
matrix of f |V(s1, . . . , sd)⊥ at y ∈ V(s1, . . . , sd)⊥, i.e., the symmetricmatrix of the secondderivatives of
f |V(s1, . . . , sd)⊥ aty ∈ V(s1, . . . , sd)⊥. Lemma2.2 implies that thesmallest eigenvalueα(y)ofH(f )(y)
is positive. Clearly, H(y) and henceα(y) are continuous onV(s1, . . . , sd)
⊥. Hencemin‖y−‖ 1 α(y) =
2a > 0. Therefore, g
′′
z (t) a for t ∈ [−1, 1]. In particular g′z(t) 2at and gz(t) f () + at2 for any
t ∈ [0, 1]. So gz(1) f () + a. Since g′z(t) increases on R it follows that g′z(t) 2a for t  1. Hence
gz(t) f () + a + 2a(t − 1) = f () + a(2t − 1) for t  1. Thus f ( + u) a(2‖u‖ − 1) for any u ∈
V(s1, . . . , sd), ‖u‖ 1. Hence 3 holds.
3 ⇒ 1. Since f = ∞ on ∂V(s1, . . . , sd)⊥ it follows that f |V(s1, . . . , sd)⊥ achieves its minimum at
 ∈ V(s1, . . . , sd)⊥. Clearly, for any point y ∈ U(s1, . . . , sd) there exits z ∈ V(s1, . . . , sd)⊥ such that
y ∈ z + V(s1, . . . , sd). Recall that f (y) = f (z) f (). Hence f () is the minimum of f |U(s1, . . . , sd).
3 ⇒ 4. Assume to the contrary that there exists 0 /= y = (x1 , . . . , xd ) ∈ V(s1, . . . , sd)⊥ which
satisﬁes (1.4). Hence, there exists ij ∈ 〈mj〉, j ∈ 〈d〉 such that bi1 ,...,id > 0 and x1,i1 + · · · + xd,id < 0.
Thus, there exist α1, . . . ,αp < 0 and β1, . . . ,βl > 0 such that f (ty) = γ +∑pl=1 βletαl . (Each αq
is equal to some x1,i1 + · · · + xd,id < 0, where bi1 ,...,id > 0, and each βq is a sum of corresponding
bi1 ,...,id > 0.) Hence, limt→∞ f (ty) = γ , which contradicts 3.
4 ⇒ 3. Let y ∈ (x1 , . . . , xd ) ∈ V(s1, . . . , sd)⊥, ‖y‖ = 1. Then
h(y) := max
bi1 ,...,id>0
x1,i1 + · · · + xd,id > 0.
The continuity of h(y) on the unit sphere in V(s1, . . . , sd)
⊥ implies that
min
y∈V(s1 ,...,sd)⊥ ,‖y‖=1
h(y) = α > 0.
Let β = minbi1 ,...,id>0 bi1 ,...,id > 0. Hence, for any y ∈ (x1 , . . . , xd ) ∈ V(s1, . . . , sd)⊥, ‖y‖ = 1 and
t > 0 we have that f (ty)βeαt . This inequality yields 3. 
Proof of Theorem 1.1. Assume ﬁrst that there exists a nonnegative tensor A ∈ Rm1×···×md+ , which is
positive diagonally equivalent to B and having each (k, ik)-slice sum equal to sk,ik . Lemma 2.1 yields
that f |U(s1, . . . , sd)has a critical point, i.e. the condition 2 of Theorem2.3 holds. Since f |V(s1, . . . , sd)⊥
is strictly convex, it has a unique critical point  ∈ V(s1, . . . , sd)⊥. Hence all critical points of a convex
f |U(s1, . . . , sk)must be of the form  + V(s1, . . . , sd). The proof of Lemma 2.1 yields thatA is unique.
Theorem 2.3 implies the condition 4. Hence the conditions (1.4) and (1.5) yield the conditions 1 and
2 of Theorem 1.1.
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Assume that the conditions (1.4) and (1.5) hold. Clearly the conditions 1 and 2 of Theorem 1.1 are
equivalent. Suppose now that the conditions (1.4) and (1.5) imply the condition 1 of Theorem1.1. Hence
the condition 4 of Theorem 2.3 holds. Use the condition 2 of Theorem 2.3 and Lemma 2.1 to deduce the
existence of a nonnegative tensor A ∈ Rm1×···×md+ , which is positive diagonally equivalent to B and
having each (k, ik)-slice sum equal to sk,ik . 
Proof of Corollary 1.2. We prove the nontrivial part of the corollary. Suppose that there exists a
nonnegative tensor A = [ai1 ,i2 ,...,id ] ∈ Rm1×···×md+ , having the same zero pattern as B, which satisﬁes
(1.1). Clearly,A is positively diagonally equivalent toA andhas each (k, ik)-sumslice equal to sk,ik . Apply
Theorem 1.1 to A to deduce that the set of inequalities x1,i1 + x2,i2 + · · · + xd,id  0 if ai1 ,i2 ,...,id > 0,
together with the equalities (1.5) yields the condition
∑
ai1 ,i2 ,...,id>0
x1,i1 + x2,i2 + · · · + xd,id = 0. Since
ai1 ,...,id > 0 ⇐⇒ bi1 ,...,id > 0 we deduce that the conditions (1.4) and (1.5) of Theorem 1.1 yield the
condition 2 of Theorem 1.1. Hence there exists a nonnegative tensor C ∈ Rm1×···×md+ , which is positive
diagonally equivalent to B and has (k, ik)-sum slices equal to sk,ik . 
3. Remarks
Theorem 1.1, the main result of this paper, is stated in terms of linear programming. Hence by the
results of [8,7] one can verify these conditions in polynomial time. The proof of Theorem2.3, combined
Lemma 2.1, shows that to ﬁnd A, which is diagonally equivalent to B, we need to ﬁnd the minimum
of the strict convex function f |V(s1, . . . , sd)⊥. There are many numerical methods to ﬁnd the unique
minimum, e.g. [3]. Since the Hessian at the critical point of our strict convex function has positive
eigenvalues, one should use the Newton algorithm, or its variant as Armijo rule [11], to obtain the
quadratic convergence.
In the special case of diagonal equivalence to doubly stochastic matrices, one can performs the
Sinkhorn scaling algorithm [13,6], which converges linearly. It seems to the author, that even in the
case ofmatrices, a variant of the Newton algorithm should outperform the Sinkhorn scaling algorithm.
The numerical aspects of the comparison between the two algorithms will be done somewhere else.
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