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We determine the relevant spinor valued wave functions for a two-dimensional quantum ring
in the presence of Rashba-type spin-orbit interaction (SOI). The case of constant SOI strength is
considered first, then we investigate the physical consequences of time-dependent (oscillating) SOI
strength. Floquet’s method is applied to find time-dependent eigenspinors, and it is shown that the
Floquet quasienergies and thus their differences (the generalized Rabi frequencies) are determined
by the radial boundary conditions. Time evolution of various initial states is calculated.
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I. INTRODUCTION
Quantum rings made of semiconducting materials ex-
hibiting Rashba-type1 spin-orbit interaction2–5 (SOI)
have attracted considerable attention due to fundamental
spin-dependent quantum interference phenomena that
are observable in these systems. Since the strength
of the SOI can be tuned with external gate voltages,3
quantum rings or systems of them6–10 also have possible
spintronic11 applications. An interesting point in this
context is the question of time-dependent SOI strength.
Studies of transport related problems with oscillating
SOI have been initiated in Ref. [12] for a ring, and in
Ref. [13] for a ring-dot system, mainly in the context of
spin currents. An analytical one-dimensional model for
this problem has been developed in Ref. [14]. In the cur-
rent paper we consider a ring with finite width, calculate
the time-dependent eigenspinors, i.e, Floquet15,16 states
of the problem with oscillating SOI strength, and inves-
tigate the dynamics of various initial states. Our method
is based on the solution of analytic equations leading to
the exact spinor valued wave functions and providing the
maximal possible insight into the dynamical processes.
This approach allows us to see clearly the appearance
of high harmonics of the driving SOI oscillations in the
Floquet states and consequently also in the position and
spin-resolved time evolution of arbitrary initial states.
Considering different two-dimensional (2D) ap-
proaches, magnetotransport in a finite-width ring
with Rashba SOI has been investigated using the
scattering matrix method, by dividing the device into
small stripes which were then connected by scattering
matrices.17 In Ref. [18] the single-electron spin orbitals
of a two-dimensional ring were found by diagonal-
ization of the Hamiltonian in a basis of multicenter
Gaussian functions. The model of a two-dimensional
hydrogen atom in the presence of Rashba SOI was
used in Ref. [19] to describe electronic bound states
around charged impurities in two-dimensional systems.
Persistent currents in semiconductor ballistic rings with
spin-orbit Rashba interaction were also investigated
by the multicomponent Tomonaga-Luttinger liquid
model.20 Luttinger model taking heavy and light-hole
states into account has recently been applied for the
investigation of spin-related quantum phases.21 For the
theoretical description of transport properties of diamet-
rically connected finite-width rings with Rashba SOI, a
tight-binding model with concentric lattice of ring chains
has been used22, while in Ref. [23] a spin-dependent
recursive Green-function technique was applied to the
relevant 2D Hamiltonian. Magnetic field related effects
in ring shaped objects with finite width have also been
investigated intensively.24–29 Our approach is similar to
that of Ref. [30], where the features of certain low-lying
states as a function of the (constant) Rashba SOI were
investigated, and Refs. [31,32], where a circular (not ring
shaped) quantum dot was considered.
In Sec. II we recall the eigenstates of the Hamiltonian
with Rashba-type SOI term in an infinite 2D space (”bulk
2D” eigenspinors) then it is shown how the radial bound-
ary conditions lead to a discrete spectrum (Subec. III A).
We transfer this method to the case of oscillating SOI
strength in Subsec. III B where we determine the Floquet
quasienergy spectrum as well as the corresponding Flo-
quet states that satisfy the radial boundary conditions.
As applications, in Sec. IV spin and charge density oscil-
lations and the dynamics of wave packets are calculated.
Summary is given in Sec. V.
II. SPIN-DEPENDENT EIGENVALUE
PROBLEM IN 2D
The Hamiltonian for an electron moving in the x − y
plane in the presence of Rashba spin-orbit interaction,
can be written as
H =
~2
2m∗
(
P 2r +
1
r2
L2z
)
+ 2α
(
1
r
SrLz − SϕPr
)
= H0 +HSO, (1)
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2using cylindrical coordinates. Here m∗ is the effective
mass of the electron, α is the Rashba coupling strength,
H0 is the spin-independent part and HSO contains the
spin-orbit interaction term. The radial and azimuthal
spin operators, Sr and Sϕ, are dimensionless here (their
true dimension comes from with the factor ~). We
have also introduced the notation Pr = −i∂/∂r and
Lz = −i∂/∂ϕ for the radial component of the momen-
tum and z component of the dimensionless orbital angu-
lar momentum, respectively. Nanoscale quantum rings,
for which the Hamiltonian above is relevant, can be fabri-
cated from e.g. InAlAs/InGaAs based heterostructures33
or HgTe/HgCdTe quantum wells.5 Let us note that the
confining potential does not appear explicitly in the
Hamiltonian above. We are going to consider hard wall
boundary conditions that will be taken into account in
Sec. III. Although soft wall confinement is definitely more
realistic (see E.g. Ref. [34]), we expect that our analytic
approach can capture the most important physical phe-
nomena appearing in rings of finite width.
The Hamiltonian of Eq. (1) commutes with
K = Lz + Sz, (2)
the z component of the total angular momentum as ob-
viously [H0,K] = 0, while in
[HSO,K] = 2α
[
1
r
SrLz − SϕPr, Lz + Sz
]
(3)
we obtain for the nonzero commutators [Sr, Lz] = iSϕ,
[Sr, Sz] = −iSϕ, [Sϕ, Lz] = −iSr and [Sϕ, Sz] = iSr.
This can also be expected from the fact that H comes
from the Dirac Hamiltonian that conserves total angular
momentum. Note that Lz and Sz alone are not constants
of motion.
Looking at the form of K, one sees that its eigenval-
ues κ are doubly degenerete, because an eigenvalue m
of Lz and 1/2 of Sz leads to κ = m + 1/2, which
gives the same result as eigenvalues m + 1 and −1/2
of the respective operators. This is similar to the one-
dimensional case, where the eigenvectors of the Hamil-
tonian in the subspace corresponding to a given value of
κ are linear combinations of the eigenstates eimϕ |↑〉 and
ei(m+1)ϕ |↓〉.31,32,35 Note that in the eigenbasis of the spin
oparator Sz we have |↑〉 =
(
1
0
)
and |↓〉 =
(
0
1
)
.
Guided by the cylindrical symmetry of the system, in
the two-dimensional case we are led to look for the solu-
tion of the eigenvalue equation of H0 + HSO in the sub-
space corresponding to a given value of κ in the form of
a linear combination of basis states φm |↑〉 and φm+1 |↓〉
where φm = Zm(kr)e
imϕ are the eigenfunctions of the
free Hamiltonian H0 = − ~22m∗∆rϕ corresponding to an
eigenvalue ~
2
2m∗ k
2 and written here in terms of cylindrical
coordinates.31 As it is well known, the cylindrical wave
functions Zm(kr) obey the Bessel equation:(
− ∂
2
∂r2
− 1
r
∂
∂r
+
m2
r2
)
Zm = k
2Zm, (4)
where k is a positive real number, while in the case of
a closed ring, m must be an integer. Accordingly we
look for the eigenfunctions of the Hamiltonian as a linear
combination ψ = aκφm |↑〉 + bκφm+1 |↓〉 , which leads to
the following equation for the eigenspinors: −∆rϕ γe−iϕ ( ∂∂r − i 1r ∂∂ϕ)
γeiϕ
(
− ∂∂r − i 1r ∂∂ϕ
)
−∆rϕ
( aκφm
bκφm+1
)
=
2m∗
~2
E
(
aκφm
bκφm+1
)
, (5)
where γ = 2m∗α/~2. Due to the recurrence relations
valid for Bessel functions36,37 one has
e−iϕ
(
∂
∂r
− i1
r
∂
∂ϕ
)
Zm+1e
i(m+1)ϕ = kZme
imϕ,
eiϕ
(
− ∂
∂r
− i1
r
∂
∂ϕ
)
Zme
imϕ = kZm+1e
i(m+1)ϕ, (6)
thus
HSOφm |↑〉 = γkφm+1 |↓〉 , (7)
HSOφm+1 |↓〉 = γkφm |↑〉 , (8)
and Eq. (5) results in
~2
2m∗
[
k2 γk
γk k2
] [
aκ
bκ
]
= E
[
aκ
bκ
]
, (9)
where the [.] brackets denote that we have written the
eigenvalue equation in the {φm |↑〉 , φm+1 |↓〉} basis. This
yields the following two eigenvalues
E± =
~2
2m∗
(
k2 ± γk) , (10)
and the corresponding ratios of the coefficients are:(
aκ
bκ
)±
= ±1. (11)
The actual values of the coefficients can be determined by
an additional normalization procedure to be given below.
The result above is valid for arbitrary positive, zero or
negative integer m.
III. BOUNDARY CONDITIONS
The geometry shown in Fig. 1 requires to specify the
solution of the spin-dependent eigenvalue problem pre-
sented in the previous section with appropriate bound-
ary conditions. In the following we consider hard wall
potentials that confine the electrons into the ring shaped
region. We assume that the spinor valued wave functions
ψ vanish at the radial coordinates r0 and r1:
ψ(kr0) = ψ(kr1) =
(
0
0
)
. (12)
3r
r1
r0
ϕ
FIG. 1: Two-dimensional quantum ring and the relavant co-
ordinates.
From now on, we use dimensionless quantities. With
the notation Ω = ~
2m∗r21
energy is to be measured in
units of ~Ω, while the strength of the Rashba spin-orbit
interaction is characterized by the dimensionless ratio
ω/Ω = 2m∗αr1/~2 = γr1.
A. Constant SOI
Results of Sec. II show that a certain energy ε can
result from two positive k values, which are given by the
solutions of Eq. (10)
k+ = − ω
2Ωr1
+
1
r1
√( ω
2Ω
)2
+ ε,
k− =
ω
2Ωr1
+
1
r1
√( ω
2Ω
)2
+ ε.
(13)
where ε = E/~Ω. For a given value of κ = m + 1/2, we
obtain four linearly independent spinors30–32
|ψ1〉 =
(
Jm(k+r)e
imϕ
Jm+1(k+r)e
i(m+1)ϕ
)
,
|ψ2〉 =
(
Nm(k+r)e
imϕ
Nm+1(k+r)e
i(m+1)ϕ
)
,
|ψ3〉 =
( −Jm(k−r)eimϕ
Jm+1(k−r)ei(m+1)ϕ
)
,
|ψ4〉 =
( −Nm(k−r)eimϕ
Nm+1(k−r)ei(m+1)ϕ
)
,
(14)
the superpositions of which correspond to the energy ε.
However, when we take the boundary conditions into ac-
count, generally we find that they cannot be satisfied for
an arbitrary energy. Equations (12) for Ψ =
∑
cn |ψn〉
mean a set of four linear equations for the expansion
coefficients cn, and nontrivial solution exists only if the
determinant
D
(
ε,
ω
Ω
)
=∣∣∣∣∣∣∣
Jm (k+r0) Nm (k+r0) −Jm (k−r0) −Nm (k−r0)
Jm+1 (k+r0) Nm+1 (k+r0) Jm+1 (k−r0) Nm+1 (k−r0)
Jm (k+r1) Nm (k+r1) −Jm (k−r1) −Nm (k−r1)
Jm+1 (k+r1) Nm+1 (k+r1) Jm+1 (k−r1) Nm+1 (k−r1)
∣∣∣∣∣∣∣
(15)
vanishes. (Note that energy and SOI dependence of D
0
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FIG. 2: Level scheme for two-dimensional rings with different
parameters. r0/r1 = 0.6, ω/Ω = 0.1 (a); r0/r1 = 0.6, ω/Ω =
4.0 (b); r0/r1 = 0.8, ω/Ω = 0.1 (c) and r0/r1 = 0.8, ω/Ω = 4.0
(d). Energy is measured in units of ~Ω = ~
2
2m∗r21
. The vertical
line in panel (b) corresponds to κ = 9/2, which is the value
for which the wave functions are plotted in Fig. 3. 1/~Ω.
results from that of the wave numbers k±.) For a cer-
tain (constant) SOI strength, by sweeping the energy,
we can look for zeros of D(ε), to find a discrete spec-
trum determined by the boundary conditions, as demon-
strated in Fig. 2. Different double ”curves” (that are
close to parabolas) represent different radial modes: the
ones with the lowest energy correspond to states with no
node between r0 and r1, while for states with energies n
step higher there are n circles between r0 and r1 where
both spinor components are zero (see Fig. 3). The two
states corresponding to the same radial mode and value
of κ are orthogonal if we take the spin degree of freedom
also into account. The eigenenergies and states can be
labeled as ε±nκ, |ψ±nκ〉, respecively, with κ and n referring
to the spatial degrees of freedom (azimuthal and radial
coordinates) while + and − distinguish the two spin di-
rections.
In this way we can obtain a complete solution of the
eigenvalue problem related to the Hamiltonian (1) with
the boundary conditions described by Eq. (12) for any
fixed SOI strength. This allows us to calculate the time
evolution of any initial state |Ψ(0)〉 = ∑nκ β+nκ|ψ+nκ〉 +
β−nκ|ψ−nκ〉 simply as
|Ψ(τ)〉 =
∑
nκ
β+nκ|ψ+nκ〉e−iε
+
nκτ + β−nκ|ψ−nκ〉e−iε
−
nκτ . (16)
4We use here the dimensionless time variable τ = Ωt/2pi,
and the expansion coefficients are given by the inner
product:
β±nκ = 〈〈ψ±nκ|Ψ(0)〉〉
=
r1∫
r0
2pi∫
0
〈ψ±nκ(r, ϕ))|Ψ(r, ϕ, 0)〉rdϕdr,
(17)
where 〈.|.〉 denotes the usual spin inner product. Note
that the eigenstates are normalized in the sense of
Eq. (17), i.e., 〈〈ψ+nκ|ψ+nκ〉〉 = 〈〈ψ−nκ|ψ−nκ〉〉 = 1.
The spinor valued eigenfunctions are visualized in
Fig. 3, where the spin independent probability density
ρ±(r, ϕ) = 〈ψ±nκ(r, ϕ)|ψ±nκ(r, ϕ)〉 (18)
is shown for n = 1, . . . , 4 as well as the position-
dependent expectation values 〈Sx〉, 〈Sy〉 and 〈Sz〉, where
e.g.
〈Sz〉(r, ϕ) = 〈ψ+nκ(r, ϕ)|Sz|ψ+nκ(r, ϕ)〉. (19)
B. Oscillating SOI strength
When the strength of the SOI is not constant, the di-
mensionless Hamiltonian still can be transformed into
an algebraic matrix using the basis states φm |↑〉 and
φm+1 |↓〉, leading to
H(τ) =
[
k2 k ω(τ)Ω
k ω(τ)Ω k
2
]
, (20)
where units of 1/r1 have been used for the wave number
k. In the following we consider the case of oscillating SOI
strength, i.e.,
ω(τ)
Ω
= A cos(ντ) = A cos
(
2piτ
T
)
. (21)
According to Floquet’s theorem, there is a time-
dependent basis
|Φr(τ)〉 = |ur(τ)〉e−irτ , |ur(τ + T )〉 = |ur(τ)〉,
〈u1(τ)|u2(τ)〉 = 0, 〈ur(τ)|ur(τ)〉 = 1, (22)
where T = 2pi/ν. Unlike the Floquet states |ur(τ)〉, the
elements of this basis themselves are not T -periodic func-
tions. Let us recall that if r is a Floquet quasi-energy
and the corresponding state is |Φr(τ)〉, then the same
holds for r +nν and |Φr(τ)〉× exp(inντ) for any integer
n. However, these states are equivalent from the dynam-
ical point of view, thus it is sufficient to focus on only
two nonequivalent quasi-energies.
The determination of the two relevant elements of the
basis (22) and the corresponding Floquet quasienergies
for a given value of k can be done numerically essentially
x z
−1/2
n=4
n=3
n=2
n=1
yb)
a)
E
n=4
n=3
n=2
n=1
r
1/20
FIG. 3: Wave functions for κ = 9/2, r0/r1 = 0.6, ω/Ω = 4.0
[See the vertical line in Fig. 2(b)]. Probability densities (18)
– that do not depend on ϕ in the current cases – are shown
in panel (a), while the position-dependent expectation value
of Sx, Sy and Sz for the states indicated by the arrows can be
seen in panel (b).
by the Fourier expansion of the eigenvalue equation. In
the current case, however, an exact analytical result can
5also be found (see Appendix A):
|Φ+(τ)〉 = e−ik2τ
[
1
1
]
e−i
Ak
ν sin ντ√
2
,
|Φ−(τ)〉 = e−ik2τ
[ −1
1
]
ei
Ak
ν sin ντ√
2
,
(23)
that is, the quasienergies k2 are doubly degenerate. Using
the basis elements we can construct a determinant similar
to that of the previous section
D2(k) =∣∣∣∣∣∣∣
Jm (kr0) Nm (kr0) −Jm (kr0) −Nm (kr0)
Jm+1 (kr0) Nm+1 (kr0) Jm+1 (kr0) Nm+1 (kr0)
Jm (kr1) Nm (kr1) −Jm (kr1) −Nm (kr1)
Jm+1 (kr1) Nm+1 (kr1) Jm+1 (kr1) Nm+1 (kr1)
∣∣∣∣∣∣∣
(24)
the zero value of which means that boundary conditions
given by Eq. (12) are satisfied (see Appendix B). Simi-
larly to the case of constant SOI, the resulting quasiener-
gies k2(n,m,±) = ±nκ (and states |Φ±nκ〉) can be distin-
guished by specifying the radial (n), the angular momen-
tum (κ) and the spin (±) quantum numbers. A repre-
sentative example of the set of the quasienergies is shown
in Fig. 4.
-40 -20 0 20 40
0
500
1000
1500
2000
E=
k2
FIG. 4: Floquet quasienergies k2 (measured in units of ~Ω)
for a ring with r0/r1 = 0.6.
Now the problem of the time evolution governed by the
Hamiltonian (20) can be solved for any given initial state
|ψ0〉 using the Floquet basis: One simply needs to expand
|ψ0〉 in this basis at τ = 0, and use the time dependence
of the basis elements to compute the dynamics.
Let us note that the results above can be adapted
to the the case when the SOI strength – besides the
oscillating part discussed above – has a constant shift,
i.e., when ω(τ)Ω = B + A cos(ντ). As it is pointed out
in the Appendix, we only have to replace iAkν sin ντ by
−iBτ + iAkν sin ντ everywhere in the exponents.
IV. TIME EVOLUTION: HIGH HARMONICS
AND WAVE PACKET MOTION
The time dependence of the Floquet states given by
Eq. (23) implies that for ”allowed” values of k (when
the boundary conditions are satisfied) the time evolution
of measurable quantities shall contain harmonics of the
driving frequency ν.
More explicitly, by using a relevant form of the Jacobi-
Anger identity,37 we can write:
e±i
Ak
ν sin ντ =
∞∑
α=−∞
Jα
(
Ak
ν
)
e±iαντ . (25)
This implies, that for SOI oscillations with large enough
amplitudes A, several multiples of ν can appear in the
time evolution.
As an example, we consider doublet states with well-
defined z component of the total angular momentum.
The time evolution of these states can be of interest be-
cause conservation of the angular momentum may pro-
vide a method for preparing them. Absorption of cir-
cularly polarized photons e.g. can excite these states.
(Interaction of short light pulses with the electrons con-
fined in a ring has been discussed in Refs. [38–40].) Spin
oscillations could be detected e.g. by Faraday rotation
experiments.41 Taking a superposition of two states with
the same quantum numbers κ and n, the resulting spin
oscillations are shown in Fig. 5 (where, in order to focus
on the appearance of the harmonics, rapid oscillations re-
sulting from the difference of the quasienergies have been
averaged out.) Note the qualitatively different behavior
for small and large amplitude SOI oscillations. The am-
plitude of the spin oscillation shown in Fig. 5 is position
dependent, but the frequencies that appear in the time
evolution are determined by the amplitude of the SOI
variation: Larger amplitude A means that we can see
more harmonics of ν.
Observable charge density oscillations appear when the
initial state is a superposition of spinors corresponding
to different radial modes. With realistic parameters, in
this case the difference of the quasienergies is larger than
routinely achievable driving frequencies. (For a ring with
r1 = 250 nm, r0 = 0.6r1 made of InGaAs, the frequency
corresponding to the ground – first excited radial mode
transition is in the THz range.) Fig. 6 illustrates the
broadening of the frequency distribution due the SOI os-
cillations. The weight of the various frequency compo-
nents in the Fourier expansion of the probability den-
sity corresponding to the equal weight superposition of
Floquet states with κ = 15/2 and n = 1, 2 is shown
in this figure. For small amplitude SOI oscillations, the
frequency distribution is narrow, it contains essentially
only the difference of the quasienergies, k21 − k22. How-
ever, larger, but still realistic SOI oscillation amplitudes
induce harmonics of the order of a few tens to appear
with non-negligible weight, resulting in a considerable
widening of the frequency distribution.
6τν
/2
pi
a) b)
rr
1/4
−1/4
0
1/2
−1/2
τν
/2
pi
c)
a), b)
c)
FIG. 5: Spin oscillations in a ring with r0/r1 = 0.6, ν = 0.01
as a function of time and coordinates r and ϕ. The am-
plitude of the SOI oscillations is A = 0.1 for panel (a),
where 〈Sy〉(τ) is shown, and A = 3.0 for panel (b), where
we can see the time evolution of 〈Sx〉(τ). The initial state is(
Φ+1,15/2 + Φ
−
1,15/2
)
/
√
2 in both cases, and rapid oscillations
due to the difference of the quasienergies have been removed
by averaging in time domain. Panel c) corresponds to the
same parameters and expectation value as a), but it shows a
circular section. (See the schematic rings on the right hand
side that illustrate what slices are plotted in the different pan-
els.)
Now we consider the time evolution of a localized wave
packet where the width of the frequency distribution also
plays a prominent role. Starting with a narrow, spin-
polarized initial state, one expects it to spread so that the
spin direction changes locally during the process. How-
ever, the boundary conditions imply that when ”bounc-
ing back” from the walls, as well as when the ”tail” and
”head” of the spreading wave packet overlap, we observe
interference phenomena. This leads to rather complex
dynamics, which, however, is periodic in the following
sense: the discrete nature of the spectrum (which is a
consequence of the boundary conditions and the geome-
33 34 35 36 37 38 39 40
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
w
ei
gh
t (
ar
bi
tra
ry
 u
ni
ts
)
A=0.01
frequency
 A=0.1
A=0.5
FIG. 6: Normalized magnitudes of the frequency amplitudes
in the Fourier series expansion of the probability density cor-
responding to
(
Φ+1,15/2 + Φ
+
2,15/2
)
/
√
2 at r = 0.75, ϕ = 0.
Note that frequency is measured in units 1/~Ω.
try) may cause the initial phases to be restored after a
certain ”revival time”. In other words, we expect peri-
odic ”collapse and revival” phenomena: The initially lo-
calized wave packet becomes delocalized along the ring,
but later it reassembles again.
τ=
τ=3T /4r τ=Tr
rT /30τ=0
b)a)
c) d)
FIG. 7: Collapse and revival phenomenon in a ring with con-
stant SOI (ω/Ω = 3.0, r0/r = 0.6.) The initial state is a Gaus-
sian wave packet, being multiplied by sin pi(r−r0)
r1−r0 to satisfy the
boundary conditions.
Having determined the distribution of the frequencies
that appear in a time evolution allows for the estima-
tion of the revival time Tr. For a single-peaked distribu-
tion with numerous frequencies involved, the width ∆ω
of the envelope is the most important quantity, we have
Tr ≈ 2pi/∆ω. In our case, similarly to the predictions of
the one-dimensional model,14 the internal structure in-
7side a peak also plays a role leading to a longer revival
time as the one that can be deduced from ∆ω. However,
for initial wave packets narrow enough in the radial di-
rection, several radial modes are excited, leading to rapid
phase oscillations. In view of this, we cannot expect per-
fect revivals, but as the example of Fig. 7 shows, the char-
acteristic features of the collapse and revival phenomena
are generally present also in the two-dimensional model.
The difference between the dynamics in the radial and az-
imuthal direction is emphasized by Fig. 7 (b),(c) and (d):
superpositions of wave packets localized at different spa-
tial positions (”Schro¨dinger-cat states”) appear rapidly
in the radial direction compared to the formation of sim-
ilar states in the azimuthal direction, and approximate
revival of the initial wave packet (involving azimuthal
coordinates as well) takes also considerably more time.
(In fact, Schro¨dinger-cat states in the azimuthal direc-
tion appear at integer fractions of Tr.) Note that the ap-
pearance of ”radial Schro¨dinger-cat states” is obviously
an interesting two-dimensional feature.
Note that the results of the current paper can be con-
sidered as a first step toward the solution of the transport
problem through a two-dimensional ring with oscillating
SOI strength, which can be of experimental importance.
If the leads connecting the ring to the electrodes are nar-
row enough, we expect the energy levels to be modified
only slightly, thus our results can provide a good approx-
imation inside the ring. Considering transport phenom-
ena, besides the usual transversal-mode-related quantiza-
tion (seen as different parabolas in Figs. 2 and 4) of the
conductance, strong SOI oscillations can lead to multi-
ple ”sideband currents”.14,42 That is, qualitatively, the
appearance of high harmonics of the driving frequency
in the energy spectrum of the transmitted electrons is
expected also in the case when wide wires strongly mod-
ify the energy spectrum of the ring. In principle, the
spin oscillations coupled to coherent propagation could
be detected also in a closed ring of finite width by an ex-
periment similar to the pump-probe method applied in
Ref. [41].
V. SUMMARY AND CONCLUSIONS
In the current paper we used a wave function picture
to describe the dynamics of electrons confined into a two-
dimensional ring shaped region, in the presence of oscil-
lating Rashba-type spin-orbit interaction strength. Our
approach is analytic until the point when evaluation of
special functions is necessary, it provides the most pos-
sible physical insight into the problem. We show that
radial boundary conditions are responsible for the dis-
creteness of the Floquet quasienergy spectrum, and de-
termine the corresponding time-dependent eigenspinors.
Using this basis it was demonstrated that high harmonics
of the SOI oscillation frequency appear in the spectrum of
spin and charge density oscillations, already with experi-
mentally achievable SOI oscillation amplitudes. We also
determined the time evolution of localized wave packets,
collapse and revival phenomena, as well as both radial
and azimuthal Schro¨dinger-cat states were shown to ap-
pear.
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Appendix
A. Floquet states
The operator given by Eq. (20) commutes with itself
at any two time instants τ1 and τ2. Therefore the time
evolution operator can be written as
U(τ) = U(0, τ) = e−i
∫ τ
0
H(τ ′)dτ ′ . (26)
As H(τ) = k21+σxkA cos(ντ), by evaluating the integral
we find
U(τ) = e−ik
2τ
∑
n
(
iAk sin ντ
ν
)n
σx
n
n!
. (27)
Note that in the more general case, when ω(τ)Ω = B +
A cos(ντ), all the steps described below still can be fol-
lowed, the single modification is that we have to add
−iBτ to the scalar term in the sum above. (That is,
iAkν sin ντ should be replaced by −iBτ + iAkν sin ντ.)
Since even powers of σx are equal to the 2 × 2 unit
matrix, while the odd ones give σx again, finally we have
U(τ) = e−ik
2τ
[
cos
(
Ak
ν sin ντ
) −i sin (Akν sin ντ)
−i sin (Akν sin ντ) cos (Akν sin ντ)
]
.
(28)
The eigenvalues of this matrix are e−ik
2τ∓iAkν sin ντ , and
the corresponding eigenvectors 1√
2
(±1
1
)
do not depend
on time. Comparing the result with Eq. (22), we obtain
the Floquet states given by Eq. (23).
B. Boundary conditions in the time-dependent case
D2(k) given by Eq. (24) is obtained by arranging the
Floquet states with both possible radial functions (evalu-
ated at the boundaries) in a determinant form. The cor-
responding linear equation, is, however, time dependent.
Its matrix, M, can be obtained from D2 by multiplying
the first two columns by exp(−ik2τ − iAkν sin ντ) while
the third and the fourth one by exp(−ik2τ + iAkν sin ντ).
(The rows of M should in principle also be obtained from
8that of D2 using the appropriate ϕ-dependent factors,
but this means only the multiplication of the equations
by exp(imϕ) or exp(i(m + 1)ϕ).) Considering only the
signs of the coefficients in the matrices/determinants, we
write symbolically
D2(k) =
∣∣∣∣∣∣∣
+ + − −
+ + + +
+ + − −
+ + + +
∣∣∣∣∣∣∣ . (29)
Using the same notations and omitting irrelevant com-
mon multiplicative factors, the matrix of the homoge-
neous equation that requires the boundary conditions to
be satisfied at any time instant reads
M = cos(
Ak
ν
sin ντ)M+ − i sin(Ak
ν
sin ντ)M−, (30)
with
M± =
+ + ∓ ∓+ + ± ±+ + ∓ ∓
+ + ± ±
 . (31)
The determinant corresponding to the linear equations
described by M± is still D2, thus when it vanishes, both
equations have a nontrivial solution vector. Choosing one
of them, we have e.g. M+α = 0. Obviously, changing the
sign of the third and fourth components of α, we obtain a
solution α˜ for which M−α˜ = 0. Finally the spinor valued
wave functions satisfying the boundary conditions in the
time-dependent case are obtained by using e.g., the first
two rows of M(r) (r0 is being replaced by r in M):(
ψ1
ψ2
)
= cos(
Ak
ν
sin ντ)
∑
n
(
[M+(r)]1n αne
imϕ
[M+(r)]2n αne
i(m+1)ϕ
)
−i sin(Ak
ν
sin ντ)
∑
n
(
[M−(r)]1n α˜ne
imϕ
[M−(r)]2n α˜ne
i(m+1)ϕ
)
= e−i
Ak
ν sin ντ
∑
n
(
[M+(r)]1n αne
imϕ
[M+(r)]2n αne
i(m+1)ϕ
)
.
(32)
According to Floquet’s theorem, these states [that corre-
spond to the zeros of D2(k)] multiplied by e
−ik2τ can be
called the time-dependent eigenstates of the problem.
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