We conducted a reliability generalization metaanalysis to examine the internal consistency of Dyadic Adjustment Scale (DAS; Spanier, 1976) scores across 91 published studies with 128 samples and 25,035 participants. The DAS was found to produce total and Dyadic cohesion, Consensus, and Satisfaction scores of acceptable internal consistency, although lower than those originally reported by Spanier (1976) . Reliability estimates of these scores did not differ by the sexual orientation, gender, marital status, or ethnicity of the sample. The Affective Expression subscale was found to produce scores with poor Cronbach's alpha across studies. Reliability estimates of Affective Expression scores were highly influenced by sample characteristics. The implications of these results are discussed as they relate to the use of the DAS in research.
The quality of romantic relationships can have a profound impact on the quality of life of the individuals comprising the romantic dyad. The presence of distress in a romantic relationship has been linked to increased risk for depression (Kurdek, 1998) , anxiety (McLeod, 1994) , and a wide variety of health problems (Prigerson, Maciejewski, & Rosenheck, 1999) . Children of parents with high-quality relationships are more likely to have higher self-esteem (Amato, 1986) and to subsequently form high-quality romantic relationships (Amato & Sobolewski, 2001 ) than their peers with parents in distressed relationships. Given the importance of relationship quality across a wide variety of contexts, it has justly been the focus of a vast body of research. The quality and utility of this research depend partly on the reliable and accurate assessment of relationship quality. To this end, a wide variety of instruments have been developed to measure the quality of a romantic relationship, including the Locke-Wallace Marital Adjustment Test (Locke & Wallace, 1959) , the Marital Satisfaction InventoryRevised (Snyder, 1997) , the Marital Satisfaction Scale (Roach, Frazier, & Bowden, 1981) , the Kansas Marital Satisfaction Scale (Schumm, Scanlon, Crow, Green, & Buckler, 1983) , and the Quality Marriage Index (Norton, 1983) , to name but a few. This study focuses on one such measure, the Dyadic Adjustment Scale (DAS; Spanier, 1976) , and examines the reliability of DAS scores across studies.
THE DAS
The DAS is perhaps the most widely used measure of relationship quality in the social and behavioral sciences literature. Spanier (1985) noted that the DAS had been used in more than 1,000 studies, within 10 years of its creation. Since that time, that number has continued to grow.
Scale Description
The DAS is a 32-item measure in a variety of response formats developed to measure dyadic adjustment. Spanier (1976) defined dyadic adjustment as ''. a process, the outcome of which is determined by the degree of: (1) troublesome dyadic differences; (2) interpersonal tensions and personal anxiety; (3) dyadic satisfaction; (4) dyadic cohesion; and (5) consensus on matters of importance to dyadic functioning'' (p. 17). Spanier's (1976) development of the instrument was based on a review of over 15 preexisting measures of marital satisfaction and adjustment. An initial pool of approximately 300 items was subsequently paired down through expert ratings, the items' abilities to differentiate between married and divorced samples, and exploratory principal axis factoring. The 32 items that were retained to form the final DAS are summed to create a total score ranging from 0 to 151, with higher scores indicating more positive dyadic adjustment. Spanier (1976) also identified four subscales: Dyadic Consensus (13 items; the degree to which the couple agrees on matters of importance to the relationship), Dyadic Satisfaction (10 items; the degree to which the couple is satisfied with their relationship), Dyadic Cohesion (5 items; the degree of closeness and shared activities experienced by the couple), and Affective Expression (4 items; the degree of demonstrations of affection and sexual relationships). Spanier argued that the subscales could be used alone ''without losing confidence in the reliability and validity of the measure' ' (1976, p. 22) .
Since its inception, the DAS has sparked a vast amount of research examining the validity and factor structure of the instrument. Total DAS scores have been consistently shown to discriminate between distressed and nondistressed couples and have been shown to identify couples with a high likelihood of divorce (Crane, Busby, & Larson, 1991; Schumm, Paff-Bergen, Hatch, & Obiorah, 1986; Spanier, 1988; Spanier & Thompson, 1982) . Typically, cutoff scores between 92 and 107 are used to differentiate between distressed and nondistressed couples (Sabourin, Valois, & Lussier, 2005) . The DAS has been translated into multiple languages, including Chinese (Shek, 1994) , French (Baillargeon, Dubois, & Marineau, 1986; Vandeleur, Fenton, Ferrero, & Preisig, 2003) , Italian (Gentili, Contreras, Cassaniti, & D'Arista, 2002) , Korean (Lee & Kim, 1996) , and Turkish (Fisiloglu & Demir, 2000) . Additionally, a number of ''short forms'' of the DAS have been developed, including versions with 4 (Sabourin et al., 2005) , 6 (Hunsley, Pinsent, Lefebvre, James-Tanner, & Vito, 1995) , 7 (Hunsley, Best, Lefebvre, & Vito, 2001; Hunsley et al., 1995; Sharpley & Rogers, 1984 ), 10 (Kurdek, 1992 , and 14 items (Busby, Crane, Larson, & Christensen, 1995) . Other researchers have examined the utility of using single items from the DAS as valid measures of relationship adjustment and satisfaction (Goodwin, 1992; Hunsley et al.) .
Factor Structure
Ever since Spanier initially identified the DAS as being comprised four interrelated factors, the validity of the proposed factor structure of the DAS has been hotly contested. A number of confirmatory (Eddy, Heyman, & Weiss, 1991; Sabourin, Lussier, Laplante, & Wright, 1990; Spanier, 1989) and exploratory (Baillargeon et al., 1986; Spanier & Thompson, 1982) factor analyses have supported the factor structure of Spanier's (1976) original data. Although Crane et al.'s (1991) exploratory factor analysis provided support for the majority of Spanier's factors, it provided less support for the construct validity of the Dyadic Satisfaction subscale. Other exploratory factor analyses have supported the validity of the four DAS factors in men only (Antill & Cotton, 1982; Sabourin, Bouchard, Wright, Lussier, & Boucher, 1988) .
The vast majority of other (exploratory) factor analyses point toward different three-factor models, typically consisting of two of the original subscales as unique factors and a third factor comprised items pulled from the remaining two original subscales (Antill & Cotton, 1982; Kazak, Jarmas, & Snitzer, 1988; Sabourin et al., 1988; Sharpley & Cross, 1982) . In four of the five exploratory factor analyses conducted in the four studies supporting various three-factor models (the exception being the analysis of women's scores conducted by Antill & Cotton) , the items comprising the Affective Expression subscale emerged as a unique factor. In those same four analyses, items from the Dyadic Satisfaction subscale were combined in a factor with items from another of Spanier's original subscales. In two analyses, items from the Dyadic Satisfaction subscale were combined with items from the Dyadic Consensus subscale (women in Sabourin et al.; Sharpley & Cross) , and in one analysis, the satisfaction items were combined with items from the Dyadic Cohesion subscale (women from Kazak et al., 1988) . In the fourth analysis (men from Kazak et al.) , the items from the Dyadic Satisfaction subscale were separated into two factors, one containing items from the Dyadic Consensus and the other containing items from the Dyadic Cohesion subscales.
The Dyadic Satisfaction subscale is of particular interest in an examination of the DAS, as it has been responsible for one of the chief critiques of the DAS: that the DAS confounds dyadic ''satisfaction'' (Bradbury, Fincham, & Beach, 2000; Eddy et al., 1991) or ''happiness'' (Norton, 1983) with the determinants of satisfaction/happiness. That is, oftentimes researchers are looking at how variables such as the level of conflict or the amount of time spent in conjoint activities influence satisfaction with one's relationships. If researchers chose the total DAS score as their dependent variable, they would likely find very strong relationships between these variables, not only because those variables actually are related to one another but also because the total DAS score measures not just satisfaction but also agreement (Dyadic Consensus) and shared activities (Dyadic Cohesion)! Critiques of the DAS using this rationale are actually critiques of common usage of the DAS, as Spanier did not originally intend to create a measure of dyadic satisfaction; rather, he attempted to create a measure of dyadic adjustment. Spanier (1976) even stated in his original article that researchers interested in a single component of dyadic adjustment may wish to use a single subscale from the DAS: ''For example, researchers interested specifically in dyadic satisfaction may use the 10-item subscale for this purpose' ' (p. 22) . In many cases, this is exactly what researchers have done. In other cases, they have erroneously used the total DAS score as a measure of dyadic satisfaction. In either case, the blame (or the credit) lies with the researcher, not with the instrument.
In a novel validity study, Kurdek (1992) examined the correlations between the DAS subscales and measures of love, liking, and marital satisfaction across heterosexual married and gay and lesbian cohabiting couples. Unequivocally, the Dyadic Satisfaction subscale accounted for a large portion of the variance of these other variables, and the hierarchical addition of the other three variables after the Dyadic Satisfaction subscale added very little to the prediction of the criterion variables. This provided support for the notion that the DAS is a multidimensional measure and that marital satisfaction is but one component of what is being measured by the DAS. This may also help explain the proliferation of three-factor models that tie items from the Dyadic Satisfaction subscale to items from other subscales. Satisfaction may be a separate component that has consistently strong relationships with the determinants of satisfaction: closeness and conflict.
It seems somewhat unfortunate that so much energy has been put forth in trying to replicate the results of Spanier's original exploratory factor analysis, rather than to directly compare competing models through confirmatory factor analysis. For example, Kurdek's (1992) results seem to suggest a factor structure in which the Dyadic Cohesion, Dyadic Consensus, and Affective Expression subscales are first-order factors measured directly by their own items, and the Dyadic Satisfaction subscale is a mixed first-and second-order factor that is measured directly by the items of the Dyadic Satisfaction subscale and indirectly by the other three latent factors. Such a model may account for the high degree of relatedness between the Dyadic Satisfaction and the other scores, as well as account for the critiques that satisfaction is separate from, but related to, the determinants of satisfaction.
Weighting Issues
The DAS has also been critiqued because, though it measures several different latent constructs, those latent constructs are given unequal weighting in the total DAS score (Norton, 1983) . For example, the 4 items comprising the Affective Expression subscale have much less influence on the total DAS score than the items comprising the 13 items of the Dyadic Consensus subscale. Furthermore, because of the different response formats used for the items comprising the DAS, some items account for a proportionately larger amount of the variance in total DAS scores than other items. Items 29 and 30, which are dichotomously scored, will produce less variance than Item 31, which is measured on a 7-point Likert-like scale. The use of different item formats and unequal weighting of subscales has been pointed out as making it possible for two couples to have quantitatively identical scores on the DAS but to be qualitatively very different from one another (Norton) . Some researchers have attempted to avoid this issue by converting items to z-scores before summing them to create total DAS scores (Fitzpatrick, Salgado, Suvak, King, & King, 2004) . The use of different response formats is also of concern in determining score reliability, as will be discussed in greater detail later.
RELIABILITY
Within the tenets of classical test theory, reliability (q xx ) is characterized as the proportion of observed score (X) variance accounted for by the true score (T) variance, or q xx ¼ Var T /Var X . Although part of the variance in a given set of observed scores is the result of variance in the underlying trait being measured, other influences such as sampling error, measurement error, and model specification error may also account for part of the observed score variance. Reliability estimates, therefore, attempt to characterize the proportion of variance in observed scores that is the result of nonerror factors. Specifically, measures of internal consistency such as Cronbach's coefficient alpha, split-half reliabilities, and KR-20 attempt to characterize the amount of the variance of a test score that is not accounted for by measurement error. The present discussion is limited to internal consistency, one source of measurement error, and excludes consideration of other types of reliability, such as test-retest and interrater.
It should be noted that reliability is a property of test scores and not measurement instruments themselves; that is, to say that tests are not reliable and data are reliable (Gronlund & Linn, 1990; . It is perfectly reasonable that a test could result in highly reliable scores when used with one sample and highly unreliable scores when used with another sample. As stated by Wilkinson and the APA Task Force on Statistical Inference (1999), ''[i] t is important to remember that a test is not reliable or unreliable. Reliability is a property of test scores on a test for a particular population of examinees'' (p. 596).
Because reliability is an artifact of test scores and not test instruments, it is important for researchers to report the reliability of the scores that are the focus of analysis. Reliability estimates are extremely important in any research, as they form the upper limit for any effect size using those scores. Specifically, the upper value of any r 2 statistic between two test scores is the product of the reliabilities of the two measures. Wilkinson and the APA Task Force on Statistical Inference (1999) comment on this issue by stating that ''[i] nterpreting the size of observed effects requires an assessment of the reliability of the scores'' (p. 596) and that ''. authors should provide reliability coefficients of the scores for the data being analyzed even when the focus of the research is not psychometric'' (p. 596). The reliability of test scores is especially important to take into account when one considers that inferences drawn from results may be influenced by the reliability of the scores. For example, a study might show that a specific predictor variable is related to the relationship quality of women but not to the relationship quality of men. This finding may be the result of actual differences between men and women. Conversely, it might be that the smaller correlation seen in men is a result of relationship quality being measured less reliably in men than in women, serving to cap the maximum possible effect size of men at a lower level than women.
Nonetheless, the vast majority of published literature fails to report reliability estimates for the data in hand (Vacha-Haase, Ness, Nilsson, & Reetz, 1999) . Because of misunderstandings regarding the meaning of score reliability, many individuals erroneously assume that the reliability estimates reported for the scores used in the development of a measure apply equally to their own data, even when their sample differs widely from the original development sample. One must invoke inductive reasoning to apply information from a very specific situation (the reliability of test scores for a specific sample) to a more general conclusion (any scores produced by this test will be reliable); therefore, this phenomenon has been labeled reliability induction (Vacha-Haase, Kogan, & Thompson, 2000) . Reliability induction occurs when researchers assume that their data are reliable because the measure that they used produced reliable scores in a previous sample.
Inductive reasoning relies in part on the number and accuracy of the previous observations. It seems logical that one would not want to base an inductive argument on a single observation (such as the reliability of test scores reported when a measure is developed). Furthermore, inductive reasoning requires that the previously and currently observed events be highly similar to one another. Although reliability induction might be a safe practice in some instances, it would certainly not seem to be so if the characteristics of the samples used in the previous and present observations are widely different from one another.
Additionally, it is often the case that the reliabilities reported when a measure is initially developed are based on the scores that were used to determine the factors, or subscales, of the measure. Because most exploratory factor analytic techniques result in a factor structure that best fits the data, these techniques tend to capitalize sampling error (Gorsuch, 1983) . The resultant factor structures are therefore never typically as strong in other samples as they are in the initial sample. This capitalization on sampling error also affects reliability estimates. Because the factor (or true score) variance is maximized in the development sample, internal consistency estimates of those factors will likely be higher than they will be with subsequent samples. Put another way, it is highly likely that the reliability coefficients reported from the sample used to create the factor structure represent the upper limit of score reliability. In these cases, reliability induction will tend to overestimate the actual score reliability of the data in hand.
Reliability Generalization
Because reliability is a characteristic of scores, because the reliability of scores serves as the upper limit to measures of size of effect for any statistical procedure using those scores, and because the role of relationship quality has been shown to be extremely important in a variety of salient contexts, it is important to be cognizant of the reliability of test scores used in relationship research. This study utilizes the reliability generalization framework described by Vacha-Haase (1998) to examine the reliability of DAS scores across published studies. Reliability generalization is a meta-analytic technique that can characterize the reliability of test scores for a given measure across a wide variety of applications. Additionally, reliability generalization procedures allow one to examine the variance in score reliability estimates across studies. If it were true that tests (not scores) were reliable, then it would be expected that the reliability estimates of scores for a given test would be the same across different samples and administrations. Any variance in reliability estimates across administrations and samples could not be the result of the test itself (as the test format and content is a constant); rather, the variance would be the result of characteristics unique to the sample and study conditions. As such, reliability generalization procedures allow one to determine what amount of the variance in reliability estimates can be accounted for by specific characteristics of the sample and data. Such information can be of great use in determining the situations under which a given test is likely to produce scores with high degrees of reliability and the situations under which they are not.
Given the impact of the quality of relationships on a wide range of aspects of individuals' lives, it is of the utmost importance that relationship quality be measured reliably. Though not without its critics, the DAS continues to be a widely used measure of relationship quality. This study seeks to use a reliability generalization meta-analytic framework to (a) characterize the reported internal consistency of DAS scores across studies and (b) determine the influence of sample characteristics on DAS score reliability.
METHOD

Sample
A sample of 554 studies was initially identified through PsycINFO using Dyadic Adjustment Scale as a keyword search term. Although a much larger number of studies in the existing literature have used the DAS as a variable, the chosen search strategy had the benefit of producing a large number of representative studies and minimizing the large number of false hits that would be anticipated using broader search terms such as marital quality or marital satisfaction. Of the 554 initial studies identified, 61 (11%) were discarded because they were published in a language other than English, and 8 (1.4%) were unable to be obtained through normal interlibrary loan channels. Each article was then reviewed for suitability. Thirty-nine (7%) studies were discarded as false hits because they did not involve original data collection of DAS scores, and 43 (7.8%) articles were discounted because they utilized a modified or incomplete version of the DAS.
A final sample of 403 articles was determined to involve original data collection in which either the DAS or one or more of its original four subscales were used in entirety. Of these articles, 34.0% (n ¼ 137) made no mention of the reliability of the DAS or the reliability of DAS scores. Eighteen percent (n ¼ 72) of these articles used reliability induction by stating that the DAS had been shown to be a reliable instrument but did not report any reliability estimates. Twenty-four percent (n ¼ 97) of these articles also used reliability induction by stating that the DAS had been shown to be a reliable instrument and by reporting reliability estimates found in other studies.
The reported reliability values were most often cited from Spanier's (1976) original study. An additional 1.5% (n ¼ 6) of articles reported reliability estimates for the data in hand in a format that made it unusable for this study (e.g., reported a range of reliabilities, stated all reliabilities were greater than .70). The remaining 22.6% (n ¼ 91) of articles reported internal consistency reliability estimates of their data for either the total DAS scores or one or more DAS subscale scores. Because reliability estimates are often reported for multiple groups in a given study, a total of 128 samples with one or more coefficient alpha reliability estimates from 91 studies were retained for the final analyses. The final 128 samples represented 25,035 participants.
Coding of Study Characteristics
Each of the articles reporting original reliability coefficients was examined in detail, and the following study and sample characteristics were recorded: (a) sample size-the number of participants in the sample; (b) percent White-the percentage of the total sample that was identified as White, Caucasian, or nonethnic European; (c) percent heterosexual-the percentage of the total sample that was identified as being in a romantic relationship with a partner of the opposite gender; (d) percent men-the percentage of the total sample identified as men; (e) percent married-the percentage of the total sample identified as being currently married.
Initially, a number of other study characteristics, such as mean relationship length, mean age, mean income, and percentage of sample recruited from a clinic, were also coded; because of inconsistency in reporting of sample and study characteristics, however, the inclusion of these variables in the final sample of articles would have resulted in an insufficient sample size for the analyses chosen. As a result, these characteristics were excluded from the analysis. In all instances, the sample characteristics were coded at the same level as the reported reliability estimates. For example, if a study reported separate reliability coefficients for husbands and wives, separate demographic information was coded for husbands and wives. If a study reported a single reliability estimate, demographic information was coded for the entire sample. In the instances where reliability estimates were reported for the total sample and demographic characteristics were coded for separate groups, aggregate demographic characteristics for the total sample were computed. Some information, such as whether the couples were same-or opposite-gender pairings were infrequently reported explicitly but could be deduced from other study characteristics. For example, a sample of married couples in which both spouses complete measures and there is an equal number of men and women is likely a heterosexual sample.
RESULTS
Reliability generalization procedures allow reliability estimates to be compared across studies. In addition to allowing one to characterize a measure's internal consistency across studies, it also allows potential sources of variability in score reliability to be examined across studies. Because coefficient alpha is a variance-accounted-for statistic, it is equivalent to a squared correlation . The square roots of the reliability coefficients were therefore treated as r-equivalent statistics or correlations. Because correlations are not normally distributed and have problematic standard errors, it is necessary to apply a transformation before they can be used in an analysis (Lipsey & Wilson, 2001) . As is standard in meta-analytic procedure, Fisher's r to Z transformation, z r ¼ (.5) [log e (1 1 r) À log e (1 À r)], was applied to the square root of all reliability estimates. Unless otherwise noted, all analyses were conducted using these transformed reliability estimates and by weighting each study by a function of the standard error of the statistic (n À 3) to take into account the effects of different sample sizes across studies. When appropriate, the resultant statistics are transformed back into the metric of coefficient alpha for ease of interpretation. All reliability coefficients are reported in the metric of coefficient alpha.
Descriptive Statistics
The descriptive statistics for the DAS total and subscale score reliability estimates are shown in Table 1 . As shown in Table 1 , reliability of total DAS scores ranged from .58 to .96, with a mean score reliability of .915. A 95% confidence interval was constructed about the mean and found to range from .906 to .922. In the social and behavioral sciences, .70 is often considered the minimum value for a measure to be considered to have an acceptable degree of internal consistency (Nunnally, 1978) . The average reliability estimate and the lower bound of the confidence interval suggest that DAS scores have an acceptable level of reliability across studies, though the mean reliability was statistically significantly lower than the value of .96 reported by Spanier (1976) . Similarly, the means and confidence intervals of the reliability estimates for the Dyadic Consensus, Dyadic Satisfaction, and Dyadic Cohesion subscales, all fell within an acceptable range, though each was statistically significantly lower than the reliability of subscale scores reported by Spanier (1976) . Although the mean reliability of Affective Expression subscale scores was greater than .70, the 95% confidence interval constructed about that mean did extend to as low as .681. This suggests that the Affective Expression subscale scores do not possess adequate internal consistency as measured by Cronbach's alpha across studies. Spanier's (1976) estimate of Affective Expression subscale score reliability did fall within the 95% confidence interval.
The present meta-analysis does not include all published and unpublished studies that have used the DAS. As previously described, reliability coefficients were not reported in many studies, and a large number of published studies were likely not obtained because of the search strategy. Additionally, it is likely that there are a number of unpublished studies that used the DAS; it is possible that many of these were not published because of statistically insignificant findings, potentially in part as a result of low reliability coefficients. Furthermore, some published works may have initially examined the score reliabilities but failed to report them because they were spuriously low. As such, it is necessary to examine how including additional studies with low reliabilities would influence the present results. The robustness of each of the mean reliability estimates was tested using Orwin's (1983) fail-safe n for effect sizes. A reliability of .69 was chosen as an unacceptable level. The results of this analysis indicated that it would take 30 studies with an average total DAS score reliability of .50 to bring the mean reliability below the level of acceptability. It would similarly take 10, 8, 4, and 2 studies with subscale score reliabilities of .50 to bring the Dyadic Consensus, Dyadic Satisfaction, Dyadic Cohesion, and Affective Expression mean reliabilities below .70, respectively. Therefore, it seems likely that the mean total DAS reliability estimates reported in this study will be likely to remain robust, save for the Affective Expression subscale.
Change Over Time
To examine how reported reliabilities of the DAS have changed over time, 95% confidence intervals were constructed about the mean DAS total score reliabilities of studies published in 5-year intervals. These confidence intervals are shown in Figure 1 . As shown in Figure 1 , reliability rates are fairly consistent from time period to time period, with the exception of consistently high reliabilities reported in work published from 1996 88 1980-1986-1990 1991-1995 1996-2000 2001-2004 1985 
DAS Score Reliability
Reliability Heterogeneity
The degree of dispersion of reliability estimates about the mean reliability was tested for the total DAS and for each of the subscales using Q tests of homogeneity. The Q test uses the v 2 distribution and tests whether it is reasonable to assume that the estimates from different studies are all estimating the same population reliability coefficient (Hedges & Olkin, 1985) . As shown in Table 1 , the results of each of these tests were statistically significant at the p , .001 level, suggesting heterogeneous variances. As such, it is assumed that the studies do not all provide reliability estimates from the same population; rather, it is likely that several different populations are being represented in the present data.
Meta-analytic procedures typically employ either fixed-or random-effects models, each of which makes different assumptions about the effect sizes (or in the present case, reliability coefficients) being examined. Fixed-effects models assume that the reliability coefficients of the populations used in different studies are homogenous, or the same. Conversely, random-effects models assume that population reliability coefficients vary randomly from study to study (Hedges & Vevea, 1998) . Put another way, fixed-effects models assume that the entire universe of studies is included in the meta-analysis, and random-effects models assume that only a sample of the universe of studies is included in the meta-analysis (Hunter & Schmidt, 2000) . Consequently, the results of random-effects models tend to be more easily generalized to studies not included in the metaanalysis than the results of fixed-effects models. Additionally, fixed-effects models tend to produce results with inflated Type I errors when the population effect size variances are heterogeneous (Field, 2003a) . Therefore, because the sampling method used in this study did not include all published studies using the DAS, because the Q tests suggested heterogeneous variance, and because random-effects models have been noted as being a more realistic representation of the real world (Field, 2003b) , random-effects models were used in all the following analyses.
Determinants of Reliability
In an attempt to explain some of the variance in reliability estimates across studies, the transformed reliability estimates were regressed on the percentage of the study sample that included White, heterosexual, men, and married individuals. For the reasons described above, the regression analyses used the random-effects weighted maximum likelihood regression analysis described by Lipsey and Wilson (2001) . Separate regression analyses were run for each of the subscale score reliabilities and the total score reliability. For each of the analyses, the use of a random-effects model resulted in statistically nonsignificant Q tests of the residual variance, indicating that the variability in the reliability coefficients between studies was statistically nonsignificant once the predictor variables were taken into account. Despite statistical nonsignificance, the residual Q statistics were often larger than those for the fixed components of the model; as such, it was determined that a random-effect model best represents the data. In addition to examining beta-weights in interpreting the regression results, structure coefficients were also calculated. Structure coefficients, or the correlations between the predictor variables and the predicted dependent variable, were used to assess for the presence of suppressor effects and high degrees of shared variance (Courville & Thompson, 2001) .
The results of the regression analyses are shown in Table 3 . As shown in Table 3 , the regression model using total score reliability as the criterion failed to achieve statistical significance, with a low overall model effect size (R 2 ¼ .06). This suggests that the variability in DAS score reliability across studies is not explained by marital status, sexual orientation, gender, or ethnicity. Total DAS scores are likely to be equally reliable across diverse samples.
The regression analysis using Dyadic Satisfaction subscale score reliabilities as the criterion was similarly statistically nonsignificant with a low effect size. Although the analyses predicting Dyadic Consensus and Dyadic Cohesion subscale reliabilities were not statistically significant, both had moderate overall effect sizes (R 2 ¼ .148 and R 2 ¼ .255, respectively). Despite the lack of statistically significant overall models, higher Dyadic Consensus and Cohesion subscale score reliabilities were most strongly associated with higher proportions of women in the study samples.
Finally, the total model using Affective Expression subscale score reliabilities as the criterion was statistically significant with a very large effect size (R 2 ¼ .424). An examination of the beta-weights and structure coefficients suggests that lower Affective Expression subscale score reliabilities were most strongly associated with samples that included higher proportions of Whites. Lower Affective Expression subscale score reliabilities were less strongly associated with samples that included more men, fewer heterosexuals, and more married individuals. The reliability of Affective Expression subscale scores appears to be largely dependent on sample characteristics.
DISCUSSION
This study examined the reliability of DAS total and subscale scores across a sample of published studies.
DAS Total
The reliability of DAS total scores was strong, with a mean score reliability of .915 (range .58 -.96) across studies. Although this number was lower than that reported by Spanier (1976) in the development of the measure, it is, nonetheless, acceptable in psychometric terms. In fact, Spanier's reported total score reliability of .96 represented the highest reliability estimate found across all the studies sampled. As previously discussed, this is likely an artifact of the fact that the reliability estimates presented by Spanier (1976) were based on the same scores that were used to determine the factor structure of the DAS. As such, Spanier's original reliability estimates were likely somewhat inflated because of a capitalization on sampling error.
The reliability of DAS scores did not give evidence of being substantially influenced by the marital status, ethnicity, sexual orientation, or gender of the sample. Spanier initially set out to design a global measure of relationship adjustment that could be used across a wide variety of cohabiting couples. In this study, the DAS gives evidence of producing internally consistent scores across a wide variety of romantic relationships. Although other study or sample characteristics may account for variance in total DAS score reliability, this study suggests that the score reliability is generalizable across diverse samples.
Dyadic Satisfaction
The Dyadic Satisfaction subscale was shown to produce scores with acceptable internal consistency, with a mean alpha of .848. The variance in score reliabilities across studies was not explained by sample characteristics, suggesting that the Dyadic Satisfaction subscale score reliabilities are stable across diverse samples. Although acceptable, the mean reliability of the Dyadic Satisfaction scores was much lower across published studies than that reported by Spanier (1976) .
Dyadic Consensus
The reliability of DAS Consensus scores was also acceptable across studies, with a mean score reliability of .872, the highest of all the subscale scores. The model used to predict score reliability with sample characteristics did not emerge as statistically significant, though it did produce a moderate effect size. This suggests that Dyadic Consensus subscale score reliabilities were relatively stable across diverse samples. The results also indicated that studies using reliability induction by referring to Spanier's reliability estimates are likely to overestimate their scores' own reliability.
Dyadic Cohesion
The Dyadic Cohesion subscale of the DAS was found to produce scores with acceptable, although somewhat low, internal consistency, with a mean alpha of .789 across studies. The variance in score reliabilities across studies was not explained by sample characteristics despite a moderate effect size, suggesting that the Dyadic Cohesion subscale score reliabilities are stable across diverse samples. The mean reliability estimate was lower than was found in Spanier's (1976) original data. The regression for both the Dyadic Consensus and Dyadic Cohesion subscales yielded statistically nonsignificant results; both yielded moderate effect sizes, however. Given the relatively low number of studies reporting reliability coefficients and sample characteristics for these studies, the possibility of a Type II error resulting from low power cannot be ruled out. Further investigation into the equivalence of these scales across genders appears warranted. Based solely on current evidence, the reliabilities of Dyadic Consensus and Cohesion subscales appear stable across gender.
Affective Expression
Although the mean Affective Expression score reliability of .714 was above the generally accepted cutoff of .70, a 95% confidence interval constructed about the average score reliability did include .70. This suggests that the reliabilities of the Affective Expression subscale scores demonstrate borderline acceptable internal consistency that was comparable with the reliability estimate reported in Spanier's (1976) study. Furthermore, sample characteristics did predict score reliability, with studies including lower proportions of Whites, men, and married individuals and higher proportions of heterosexual relationships resulting in higher score reliability estimates. The overall model was statistically significant, with a large effect size. In general, the Affective Expression subscale produces scores with borderline internal consistency that is more likely to be unacceptable in studies including large numbers of White participants.
The lower reliability of the Affective Expression scores across studies can likely be attributed to a combination of three factors. First, the Affective Expression subscale consists of only four items. Because reliability is partly a function of test length, with greater test length being equated with greater internal consistency, it is not surprising that the shortest subscale of the DAS also produces scores with the least reliability.
Second, it is highly likely that the Affective Expression subscale violates the assumption of tau-equivalence required by Cronbach's alpha. Cronbach's alpha assumes that all items measure the same latent construct on the same scale, with the same degree of accuracy and with possibly different errors (Miller, 1995; Raykov, 1997) . Because the Affective Expression subscale consisted of items that are measured on two different scales (two dichotomous items and two items scored on 6-point scales), it is likely that Cronbach's alpha is an underestimate of the scores' true reliability. An examination of congeneric measures of reliability used Affective Expression subscale scores from actual data to test the violation of the tau-equivalence assumption (Graham, in press ). The Affective Expression scores used in this examination were determined to have a Cronbach's alpha of .72; the data gave evidence of violating the tau-equivalence assumption, however, and the subscale was determined to have a congeneric reliability of .83.
Finally, it is possible that the construct underlying what Spanier called Affective Expression takes on different meanings in samples with different characteristics. This notion is particularly interesting when one notes that two of the items comprising the Affective Expression subscale refer explicitly to sex and the other two could be interpreted as not referring to sex, rather to affection and love. It is possible that non-White, nonmarried, heterosexual couples, and women tend to respond more consistently to the items of the Affective Expression subscale. Perhaps, the items referring to love and affection are interpreted as sexual (or vice versa). Alternatively, affection and sex may be viewed as highly similar constructs in these groups. These two constructs might be viewed as more distinct in men and married, homosexual, and White couples. The present data do not provide a direct answer regarding why the reliability of Affective Expression subscale scores differs greatly from group to group but does point out some interesting possibilities for future investigation.
CONCLUSION
An examination of a select sample of published studies suggests that the DAS consistently produces scores with acceptable internal consistency, although lower than what Spanier reported in the development of the measure. Furthermore, the variation in reliability estimates is not explained by sample characteristics, suggesting that the DAS meets its goal of producing a measure that can be used to assess a wide range of romantic relationships (Spanier, 1976) .
The Dyadic Consensus, Dyadic Satisfaction, and Dyadic Cohesion subscales also show evidence of producing scores of acceptable reliability across studies. The Affective Expression subscale, however, gives evidence of producing borderline unacceptable internal consistency according to Cronbach's alpha. It is likely that Cronbach's alpha provides an underestimate of the Affective Expression subscale's actual reliability, as the subscale appears to give evidence of violating the assumption of tau-equivalence (Graham, in press) . Although the true reliability of the Affective Expression subscale is likely higher than is suggested here, this study gives the evidence that the reliability is highly dependent on sample characteristics. Thus, although Spanier (1976) suggested that researchers interested in specific components of dyadic adjustment might choose any of the subscale scores as variables of interest, the evidence here suggests otherwise. Researchers are strongly cautioned that the Affective Expression subscale not be used in isolation, lest researchers subject their analyses to potentially possible bias and lower levels of reliability when used with samples consisting predominately of Whites, married couples, same-gender couples, and men. The evidence suggests that the other subscales may be used in isolation with less concern.
Although global relationship quality may often be a variable of interest, researchers are strongly cautioned to consider the aims of their study before selecting the DAS as a measure. Because the DAS measures relationship quality and not just relationship satisfaction, it is easy to find spuriously high relationships between variables that measure similar constructs. Researchers who are interested in examining relationship satisfaction unconfounded by some of its determinants are encouraged to use either the Dyadic Satisfaction subscale of the DAS, or one of the many, specific measures of relationship quality (Norton, 1983; Roach et al., 1981; Schumm et al., 1983) . Although measures in standard use such as the DAS are often attractive to researchers given the relative wealth of information about the measure and the ease with which the measure is accepted and understood by others, careful consideration is warranted. It is the individual researcher's place to determine whether the problems with the DAS preclude its use and whether other, newer measures with more sound psychometric properties might be better suited to the task at hand.
Additionally, it is hoped that this study underscores the importance of always reporting reliability estimates for data in hand. Although individuals often mistake internal consistency as a property of a test, it is most certainly not; reliability is a function of scores that is partly determined by the test but also determined by characteristics of the sample and the way in which the data were collected. If the findings of this meta-analysis are applied to the studies that were examined and did not report reliability estimates for data in hand, then the over 75% of the studies examined that either explicitly or by omission induced the reliability of their data from that of Spanier's (1976) greatly overestimated the reliability of their data.
Finally, it should be noted here that this study concerns itself solely with measures of internal consistency; other types of reliability, such as test-retest reliability, are not addressed. Different sources of measurement error are quite distinct from one another and often behave differently in the same measure. Thus, one could not expect the present results to pertain to the consistency of DAS scores over time. Similarly, this study does not examine the validity of DAS scores across diverse studies or samples. Although one could expect validity coefficients to be lower in populations with low internal consistency, validity is not directly assessed here.
Nearly 30 years after its inception, the DAS continues to be a widely popular and oft-used measure in relationship research. The measurement of relationship quality is important because the correlates and consequences of relationship quality are so widespread and encompassing. Although it is hoped that the field will continue to produce and refine methods of measurement, the DAS remains a viable force.
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