The NP-hard Traveling Salesperson Problem with Time Windows (TSPTW) is concerned with visiting a given set of customers within their assigned time windows such that a given objective function is minimized. In contrast to traditional problems, where each customer gets assigned its own time window, in modern web-based systems the supplying company defines a set of time windows, from which the customer can then choose one of them. Therefore, by design, typically several customers are assigned to the same time window. Motivated by this development and the fact that practitioners seek for formulations that can easily and quickly be implemented, we introduce two mixed-integer linear programs (MILPs) for the asymmetric TSPTW that allow to computationally exploit the structure of the time windows and are also applicable for asymmetric travel times, for which the triangle inequalities do not hold. In particular we analyze and exploit the relations between time windows in order to reduce the number of binary variables in our MILPs. For the special case of non-overlapping time windows we can further simplify the constraint set and also reduce the number of continuous variables needed. Finally, we demonstrate the efficiency of our MILPs on benchmark instances related to an online shopping application.
Introduction
The NP-hard [13] Traveling Salesperson Problem with Time Windows (TSPTW) is concerned with visiting a set of n customers within their assigned time windows such that a given objective function is minimized. The TSPTW has several applications in its own right [6] and additionally also appears as sub-problem within the more general capacitated Vehicle Routing Problem with Time Windows (cVRPTW) [14] , see e.g. [2, 8] for surveys on the cVRPTW. In their recent paper Kara and Derya [12] give a comprehensive review of exact approaches to both the symmetric and the asymmetric TSPTW and provide various benchmark instances for both problem variants.
Many modern routing applications, such as grocery home-delivery systems [11, 10] , motivate a new approach towards the TSPTW. In contrast to traditional problems, where each customer gets assigned its own time window, in modern web-based systems the supplying company defines a set of time windows, from which the customer can then choose one of them. Therefore, by design, typically several customers are assigned to the same time window. Motivated by this development and the fact that practitioners seek for formulations that can easily and quickly be implemented, we introduce two mixed-integer linear programs (MILPs) for the asymmetric TSPTW that allow to computationally exploit the structure of the time windows and are also applicable for asymmetric travel times, for which the triangle inequalities do not hold. Our MILPs are based on the MILP by Kara and Derya [12] that is one of the computationally best performing and at the same time most straight-forward MILPs for the asymmetric TSPTW.
In particular we analyze and exploit the relations between time windows in order to reduce the number of binary variables in our MILPs. For the special case of non-overlapping time windows we can further simplify the constraint set and also reduce the number of continuous variables needed. As a result of this analysis we establish a link between the structure of times windows and the computational costs of solving the corresponding TSPTW instance. This relation can be a valuable advice for suppliers on how to choose the time windows that they offer to their customers in order to allow for a computationally efficient optimization of their logistic operations.
We further note that the suggested analysis is solely based on the structure of the given time windows and hence can be done without any knowledge of the travel times between pairs of customers or the service times at the customers. This allows to perform our analysis, that can be interpreted as a preprocessing procedure, before the customers access the service of the supplier and choose their preferred time window. Hence valuable time can be saved, in particular regarding real-time applications.
Our paper is organized as follows. First we introduce the required notation to describe a TSPTW instance in Section 2. We introduce the concept of direct forward dependency of time windows in Section 3. In Section 4 we introduce the customer dependency graph and discuss different ways of determining the edge set for this graph. In particular we suggest to exploit the concept of forward dependency of time windows. In Section 5 we propose our MILPs for the general TSPTW and the TSPTW with non-overlapping time windows, where in both cases the number of binary variables are deduced from the edge set of the customer dependency graph. In Section 6 we demonstrate the efficiency of our MILPs on benchmark instances related to an online shopping application. Section 7 concludes the paper and gives an outlook on planned future extensions.
Notation and Definitions
A TSPTW instance is typically defined by the following input data:
• A set of customers C , a travel time function t : C × C → R >0 and a service time function s : C → R >0 .
• A set of time windows W = w o , w 1 , . . . , w q , w q+1 , where each time window w ∈ W is defined through its start time s w and its end time e w . We assume that the time windows are unique. Hence, there do not exist time windows w a , w b , ∈ W , w a = w b with s w a = s w b and e w a = e w b .
• A function w : C → W that assigns to each customer a time window, during which the delivery van has to arrive at the customer. We assume each time window to be non-empty, i.e. at least one customer is assigned to each time window. Otherwise the respective time window is omitted. For a given customer a i ∈ C function w(a i ) gives the time window to which the customer is assigned to.
A tour A = {a 0 , a 1 , a 2 , . . . , a n , a n+1 } contains n customers, where the indices of the customers display the sequence in which the customers are visited. A tour starts at the depot a 0 and ends at the depot a n+1 . Typically a 0 = a n+1 is assumed. Furthermore, our start and end depot get assigned to the time windows w 0 resp. w q+1 with start times s w 0 = −∞, s w q+1 = max k∈ [q] e w k and the end times set to e w 0 = min k∈[q] s w k , e w q+1 = ∞. In general, the sets of indices [u], u ∈ N resp. [u] 0 , u ∈ N 0 , contain the elements {1, 2, . . . , u − 1, u} resp. {0, 1, 2, . . . , u − 1, u}. In particular, [0] 0 := {0}. We further denote the set of indices of customers assigned to time window w ∈ W as [n w ].
Asymmetric TSP A TSPTW instance is called symmetric if and
Otherwise it is called asymmetric. Most modern routing applications, such as our online shopping application discussed in Section 6, typically deal with asymmetric travel time functions for which the triangle inequalities t(a i , a k ) ≤ t(a i , a j ) + t(a j , a k ), a i , a j , a k ∈ C , hold in theory. However, in practice the travel times are usually rounded to integers, which typically destroys the correctness of some triangle inequalities. Hence, Gendreau et al. [9] propose a simple method to restore the triangle inequalities that, however, requires to shorten some travel times. Therefore it is desirable for approaches which are applied to routing applications in practice that they can handle arbitrary asymmetric travel time functions, for which the triangle inequalities do not hold. The two Mixed-Integer Linear Programs (MILPs) suggested in Section 5 have this feature.
Structured Time Windows
We say that two time windows w a and w b are non-overlapping if and only if e w a ≤ s w b or e w b ≤ s w a . Therefore w a and w b do overlap if and only if s w b < e w a and s w a < e w b . We speak of structured time windows, if all time windows in W are pair-wise non-overlapping and if the number of customers |C | = n is much larger than the number of time windows |W | = q, i.e. n q, and therefore typically several customers are assigned to the same time window. This property is a specialty that arises in the home-delivery use case, as well as some other modern routing applications. Note that these assumptions do not impose severe restrictions to the supplier nor the customers, but allow for a more efficient optimization of the corresponding logistic operations.
Direct Forward Dependency of Time Windows
In this section we introduce a concept to describe the dependencies among the time windows W of a given TSPTW instance.
Time Window Dependency Graph For given W we define the set of directed edges between all time windows by D := d = (i, j) : w i , w j ∈ W . Now we can define the graph G W := (W , D) as time window dependency graph. It reflects the dependencies among the time windows W (and therefore also among their assigned customers).
Forward Dependency For given w a , w b ∈ W , w a = w b , we say that a time window w a is forward dependent on w b , if and only if s w a < e w b . Otherwise, w a is backward dependent on w b . Clearly, backward dependencies are not relevant, as they can not be part of a feasible solution. Hence, we define the set of all forward dependent edges as D + := d = (i, j) : w i , w j ∈ W and w i is forward dependent on w j .
Direct Forward Dependency For given w a , w b ∈ W , w a = w b , where w a is forward dependent on w b , we say that a time window w t ∈ W , w t = w a , w t = w b separates w a from w b if and only if e w a ≤ s w t and e w t ≤ s w b . Now for given w a , w b ∈ W , w a = w b , we say that w a is direct forward dependet on w b if and only if w a is forward dependent on w b and there does not exist w t ∈ W that separates w a from w b . We define the corresponding set of all direct forward dependent edges as D := d = (i, j) : w i , w j ∈ W and w i is direct forward dependent on w j . Thus, G W := (W , D) denotes the time window dependency graph which includes only direct forward dependent edges.
Properties of D The set of all direct forward dependent edges satisfies several quite natural yet important properties:
(ii) The elements of D are solely derived from the start and end times of the time windows and can be determined using a simple algorithm running in polynomial time, bounded by O(|W | 3 ). 
(vi) If we know t(a i , a j ) > 0, a i , a j ∈ C , and s(a i ) > 0, a i ∈ C , but nothing else about the problem data, then the edges in D are necessary and sufficient to find all feasible solutions of a given TSPTW instance. This situation occurs for instance before the customers access the service and choose their preferred time window.
Example 3.1 To further clarify the above definitions, in Figure 1 we illustrate a toy example that has three structured time windows.
W borders customers On the right we show the adjacency matrix of the set D + (ones) resp. D (in black). On the bottom we present an illustration of the instance.
Example 3.2 Additionally, in Figure 2 we showcase a toy example that has two kinds of time window overlaps.
First there is w 4 that is fully encased in w 1 . Secondly, there is w 5 that overlaps w 2 and w 3 .
W borders customers Figure 2: Ad Example 3.2: On the left we define the time windows and their assigned customers. On the right we show the adjacency matrix of the set D + (ones) resp. D (in black). On the bottom we present an illustration of the instance.
The Customer Dependency Graph
We denote the graph G C := (C , E) as customer dependency graph, where the edge set E indicates the considered connections between customers. Thus, E defines the binary variables used in our MILPs for the TSPTW. The standard approach in the literature for determining E is to simply use all connections between all pairs of customers. Thus in this case E would be of the form E = {(i, j) : i, j ∈ [n + 1] 0 , i = j}. However several approaches have been suggested to reduce the size of the set E by taking into account the travel times between customers, their service times and the borders of the assigned time windows. In this section we review the most important methods for reducing E and relate them to our own approach based on direct forward dependency that we suggest at the end of the section.
Methods from the Literature for Reducing the Edge Set
Customers Compatibility Gendreau et al. [9] denote two customers a i , a j ∈ C , a i = a j as compatible if and
. If the condition is not satisfied, then the respective arc (i, j) is removed from E. In several other papers very similar ideas were applied, see e.g. Dumas et al. [7] and Ascheuer et al. [1] .
Time Window Tightening Desrochers et al. [5] propose a method to reduce E that is known as time window tightening. In their approach, such as in all other approaches to the TSPTW in the literature, each customer is assigned to its own time window.
If the earliest possible time to arrive at customer a k ∈ C , starting from any possible preceding customer a i ∈ C , (i, k) ∈ E, is larger than the start time s w(a k ) , then its value can be increased. The corresponding formula reads:
The end time e w(a k ) can be decreased analogously. The time window w(a k ) can be further tightened, when considering the arrival time at all possible succeeding customers a j ∈ C , (k, j) ∈ E. In order to avoid unnecessary wait times at customer a j , the start time s w(a k ) can be further increased as follows:
Again the end time e w(a k ) can be decreased analogously.
However, this time window tightening approach can not be applied to the variant of the TSPTW considered in this paper, where several customers are assigned to the same time window. Note that the preprocessing ideas proposed by Desrochers et al. [5] were also discussed in the papers by Desrosiers et al. [6] , Ascheuer et al. [1] , Dash et al. [4] and Boland et al. [3] .
Our Approach Based on Direct Forward Dependency
We propose to derive the customer dependency graph from the time window dependency graph G W . In particular, we denote the respective edge set by E, and the corresponding customer dependency graph by G C . Hence, E is derived from D such that an edge (i, j), which connects customers a i and a j , is part of E if and only if
• a i and a j are assigned to time windows w k = w(a i ) resp. w = w(a j ) that are connected by an edge (k, ) ∈ D,
• or a i and a j are assigned to the same time window, i.e. w(a i ) = w(a j ).
This can be described by the following map:
Due to Property (vi) of D this map introduces only part of the connectivity variables between the customers without removing possible solutions.
In case of Example 2.1, the set E contains only 42 edges while introducing all edges results in a set E of size 90. Similarly for Example 2.2, the set E contains only 141 edges while introducing all edges results in a set E of size 240.
If s(a i ) and t(a i , a j ) are assumed to be zero, then customer compatibility coincides with the definition of a forward dependent edge between time windows. While customer compatibility excludes edges between pairs of customers, because the travel time between them is too long, our approach of direct forward dependencies might also remove edges between pairs of compatible customers, if there is a separating time window between them. On the other hand, there might be incompatible customers that are assigned to direct forward dependent time windows. In the following section we suggest two efficient and easy-to-implement MILPs that both build on the edge set E.
Efficient and Easy-to-Implement Mixed-Integer Linear Programs
In this section we first introduce a general MILP that can be applied to any asymmetric TSPTW instance, regardless of the structure of the defined time windows. Then in Subsection 5.2 we suggest a MILP for the TSP with structured Time Windows (TSPsTW). Both MILPs use binary variables x i j ∈ {0, 1}, (i, j) ∈ E, with the following interpretation:
1, if customer a j is visited directly after customer a i , 0, otherwise.
A MILP for the Asymmetric TSPTW
Our suggested MILP is an extension of the MILP for the asymmetric TSPTW proposed by Kara and Derya [12] . Our contributions are to reduce the number of binary variables used and to adapt the constraint set such that the triangle inequalities do not have to hold. To formulate the MILP let us additionally introduce the continuous variables z i , i ∈ [n + 1] that give the arrival times at the respective customer a i , and constants for each pair of customers
For the objective function (1a) we use the non-negative parameters α 1 and α 2 with α 1 + α 2 = 1 that define a convex combination of travel time and wait time. If we set α 1 = α 2 = 0.5, then the MILP determines a tour with minimal makespan, while for α 1 = 1, α 2 = 0 the MILP determines a tour with minimal travel time. Note that the ability to consider different objective functions is important in the online shopping application discussed in the following section. While new customer orders come in and are integrated into the delivery schedule, we suggest to minimize the sum of travel times and then after closing the delivery schedule for new customer orders the goal is to determine tours with minimal makespan. Furthermore, equalities (1b) guarantee that we visit all customers and the end depot exactly once, and equalities (1c) ensure that we leave the start depot and all customers exactly once. Equalities (1d) ensure that we visit all customers within their assigned time windows. Inequalities (1e) guarantee that the travel times and service times between customers are properly taken into account. Inequalities (1f) resp. (1g) ensure that the travel times from resp. to the start and end depot are considered.
Big-M We observe that by applying E the number of Big-M-constraints (1e) can be reduced compared to the original formulation by Kara and Derya [12] . Moreover, customers a i and a j with assigned time windows w(a i ) resp. w(a j ) that are separated by a time window w t have on average a larger corresponding M i j . However those edges are excluded in our MILP. Hence M i j is on average smaller for those edges contained in E than for those contained in the edge set E of the complete graph.
Triangle Inequalities Note that Formulation (1), in particular constraints (1g), require that the triangle inequalities hold. This restriction can be easily dropped by making the reasonable assumption that the operation times of the used vehicle are limited. In this case we assume that the vehicle can leave from the start depot no earlier than a defined time start and must return to the end depot no later than a defined time end. Due to the assumption that all time windows w i ∈ W are non-empty, the vehicle must additionally leave the start depot earlier than the end of the first time window, given by min k∈[q] e w k . Otherwise, the customers of the first time window would be omitted, which results in an infeasible tour. Analogously, the vehicle can not return to the end depot earlier than the start time of the last time window, given by max k∈[q] s w k . Hence in summary we can define the constants M 0 j := min
and replace constraints (1f) and (1g) by the following constraints, for which the assumption that the triangle inequalities must hold, can be dropped:
A MILP for the Asymmetric TSPsTW
In this subsection we propose a MILP for the asymmetric TSPsTW that exploits the absence of overlapping time windows. For TSPsTW instances we can assume that the time windows are numbered in ascending order based on their start times, i.e., i < j ⇔ s w i < s w j , i, j ∈ [q], i = j. In order to formulate a MILP for the TSPsTW let us additionally introduce the continuous non-negative variables w i , i ∈ [q] 0 , that give the wait times during time window w i . Furthermore, we set s(a 0 ) = s(a n+1 ) = 0. For a given time window w h , h ∈ [q] we define the following subsets of E:
Now we can state the following MILP formulation for the asymmetric TSPsTW:
The objective function (2a) ensures minimization of a weighted sum of travel and wait time, i.e. it has the same structure as objective function (1a). Equalities (2b) and (2c) are analogues to equalities (1b) and (1c). Inequalities (2d) are the well-known sub-tour elimination constraints. In case of structured time windows, due to the construction of E, sub-tours can only occur among customers that are assigned to the same time window. Thus, the number of sub-tour elimination constraints is significantly reduced. Inequalities (2e) and (2f) guarantee that the arrival times at all customers are neither before the start nor after the end of their assigned time window. Finally, inequality (2g) ensures that the vehicle arrives at the end depot in time. Note that compared to Formulation (1) we only need q + 1 instead of n + 1 continuous variables in MILP (2) . Let us also point out that the triangle inequalities do not have to hold for this MILP.
Vehicle Operation Times In case that no restrictions regarding the operating times of the vehicle should be imposed, we set start := s w 1 − max a j ∈C : w(a j )=w 1 {t(a 0 , a j )} and end := e w q + max a i ∈C : w(a i )=w q {s(a i ) + t(a i , a n+1 )}. Furthermore, wait time w 0 must be omitted from the objective function.
Computational Experiments
All experiments were performed on a Windows 7 64-bit machine equipped with an Intel Core i5-5300U (2×2300 MHz) and 12 GB RAM. We use Gurobi 7.5.2 as an IP-solver in single thread mode while all other environment variables are set to default. We implemented the two MILPs for the symmetric and the asymmetric TSPTW suggested by Kara and Derya [12] , where we set M = max i∈ [n] e i + max i∈ [n] t i0 in the MILP for the symmetric TSPTW as it was not specified in their paper. Furthermore, we implemented Formulations (1) and (2). We generated TSPsTW instances that reflect the online grocery shopping use case, where structured time windows are a reasonable choice in practice. The coordinates of the customers are sampled from a two-dimensional uniform distribution and the travel times are calculated as the Euclidean distance between customers. The instances are generated by a simple heuristic that assigns customers to time windows randomly and checks the feasibility of the assignment. We distinguish between benchmark instances with short time windows (i.e. each time window holds few customers) and long time windows (i.e. each time window holds many customers).
In the online grocery shopping application, the TSPTW is used as a sub-problem within a heuristic for the capacitated Vehicle Routing Problem with Time Windows (cVRPTW) that reoptimizes the overall schedule of a cVRPTW instance every time a new customer is inserted into the schedule. Moreover, the TSPTW can also be used to quickly determine if a new customer can be accepted or not. For further details on this application and the corresponding optimization approaches for solving it in real time we refer to [10, 11] .
In Table 1 resp. Table 2 we compare the run times of Formulations (1) and (2) against the MILPs for the symmetric and the asymmetric TSPTW proposed by Kara and Derya [12] . We solve all MILPs to optimality (0.0% gap) and set the time out to 20 minutes. By n − q and n + q we denote the minimal and maximal number of customers assigned to a time window in the respective benchmark instance. We use symmetric instances and the makespan objective function such that we are able to apply all four models. Table 2 : Results of our computational experiments comparing our two suggested MILPs with two MILPs from the literature on instances with up to 100 long time windows and up to 447 customers. TO 1 indicates that the time out of 20 minutes was reached prior to finding an initial solution. In brackets we report the percentage of binary variables in Formulation (1) compared to the overall number of binary variables that are used in the MILP for the asymmetric TSPTW by Kara and Derya [12] .
While the MILP for the symmetric TSPTW is clearly the fastest one, it also has the most narrow applicability. Clearly, it can not handle asymmetric instances or instances for which the triangle inequalities do not hold, which are two crucial requirements in many modern routing applications.
Both MILPs for the general asymmetric TSPTW are clearly outperformed by our MILP (2) for the TSPsTW on all considered benchmark instances. For the larger instances both MILPs for the general asymmetric TSPTW often do not even find a feasible start solution until the time out. However, Formulation (1) outperforms the asymmetric TSPTW [12] on all considered instances. The computational study shows that Formulation (1) is between 2.25 and 24 times faster than the asymmetric TSPTW [12] while being 10.71 times faster on average.
In summary the TSPsTW MILP (2) is clearly the most appropriate exact approach for the discussed online shopping application, where offering structured time windows instead of arbitrary ones does not pose a significant restriction for the supplier nor for the customer.
Conclusion
In modern web-based systems the supplying company defines a set of time windows, from which the customer can choose one of them. Therefore, by design, typically several customers are assigned to the same time window. Motivated by this development and the fact that practitioners seek for formulations that can easily and quickly be implemented, we introduced two mixed-integer linear programs (MILPs) for the asymmetric TSPTW that allow to computationally exploit the structure of time windows and are also applicable for asymmetric travel times, for which the triangle inequalities do not hold. In particular we analyzed and exploited the relations between the time windows in order to reduce the number of binary variables in our MILPs. For the special case of nonoverlapping time windows we could further simplify the constraint set and also reduce the number of continuous variables needed. Finally, we demonstrated the efficiency of our MILPs on benchmark instances related to an online shopping application.
For future research it would be interesting to do a more comprehensive computational comparison between the considered exact approaches on a large variety of benchmark instances. Additionally, it would be worthwhile to extend the concepts and MILPs introduced to the Vehicle Routing Problem with Time Windows (VRPTW) and to investigate the efficiency of the resulting exact approaches to the VRPTW.
