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Abstract
In this thesis, we investigate the dissipative transport phenomena of strongly interacting matter.
The special interest is in the shear viscosity and its value divided by entropy density. The
performed calculations are based on eﬀective models for Quantum Chromodynamics, mostly
focused on the 2-ﬂavor Nambu-Jona-Lasinio model. This allows us to study the hadronic sector
as well as the quark sector within one single model. We expand the models up to next-to-
leading order in inverse numbers of colors. We present diﬀerent possibilities of calculating linear
transport coeﬃcients and give an overview over qualitative properties as well as over recent ideas
concerning ideal ﬂuids. As present methods are not able to calculate the quark two-point function
in Minkowski space-time in the self-consistent approximation scheme of the Nambu-Jona-Lasinio
model, a new method for this purpose is developed. This self-energy parametrization method is
applied to the expansion scheme, yielding the quark spectral function with meson back-coupling
eﬀects. The usage of this spectral function in the transport calculation is only one result of this
work. We also test the application of diﬀerent transport approaches in the NJL model, and ﬁnd
an interesting behavior of the shear viscosity at the critical end point of the phase diagram. We
also use the NJL model to calculate the viscosity of a pion gas in the dilute regime. After an
analysis of other models for pions and their interaction, we ﬁnd that the NJL-result leads to an
important modiﬁcation of transport properties in comparison with the calculations which purely
rely on pion properties in the vacuum.
iv
Zusammenfassung
In dieser Arbeit werden Transporteigenschaften von stark wechselwirkender Materie untersucht.
Im Mittelpunkt steht hierbei der lineare Scherviskositäts-Koeﬃzient. Die Scherviskosität gilt
nicht nur als dominierender Ursprung von Dissipation in heißer und dichter Materie, sondern
kannn auch eine Aussage darüber machen, wie ideal ein Fluid ist. So ist auch ein Augenmerk
dieser Arbeit darauf gerichtet, das Verhältnis von Scherviskosität und Entropiedichte auf eine
mögliche universelle untere Grenze hin zu untersuchen. Dafür werden mikroskopische Berech-
nungen des Koeﬃzienten angestellt, die in erster Linie auf dem Nambu-Jona-Lasinio-Modell
beruhen. Innerhalb dieses eﬀektiven Modells für die Quantenchromodynamik kann sowohl die
hadronische Phase bei kleinen Temperaturen wie auch die chiral restaurierte Quarkphase bei
hohen Temperaturen untersucht werden und zusätzlich die Übergangsregion zwischen beiden.
Um das Modell auf das Transportproblem anzuwenden, muss ein Entwicklungsschema über die
Standard-Näherung des Modells hinaus angewendet werden. Es wird eine Übersicht über ver-
schiedene Methoden der Transporttheorie, über qualitatives Verhalten von Transportkoeﬃzien-
ten sowie über neue Konzepte und Vermutungen zur Universalität von stark gekoppelten Fluiden
gegeben. Die notwendige Bestimmung der Quark-Zustandsdichte in einem selbstkonsistenten
Näherungsschema ist mit bisherigen Berechnungsarten nicht möglich, und so wird die neue Meth-
ode der Selbstenergie-Parametrisierung entwickelt. Nach der Einführung dieses Konzepts und
einiger möglicher Varianten wird die Quark-Spektralfunktion mit diesem Ansatz berechnet und
in der Green-Kubo-Methode zur Bestimmung der Scherviskosität verwendet. Neben dieser An-
wendung werden auch weitere Konzepte zur Berechnung der Scherviskosität im Nambu-Jona-
Lasinio-Modell vorgestellt, welche unter anderem ein interessantes Verhalten der Viskosität am
kritischen Endpunkt des Phasendiagrams implizieren. Außerdem beschäftigt sich diese Arbeit
mit den Transporteigenschaften in einem Pionengas, wo auch andere Modelle für die Teilchen-
wechselwirkung angewendet werden. Dieser Ansatz kann mit einem Gas von wechselwirkenden
Pionen, die mit Hilfe des Nambu-Jona-Lasinio-Modells berechnet werden, verglichen werden. Die
im verwendeten Modell berücksichte zusammengesetzte Natur der Mesonen hat einen erheblichen
Einﬂuss auf die Temperaturabhängigkeit der Scherviskosität hat.
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Chapter 1
Introduction
The modern understanding of the fundamental physics of mesons and baryons began with the
quark model [1, 2, 3]. Based on the existence of constituent particles of nucleons, quantum
chromodynamics (QCD) was developed as a non-Abelian gauge theory, where quarks interact
by exchange of gluons [4, 5]. An important property of this theory is the asymptotic freedom
[6, 7, 8] of the theory at large momenta or small distances. The behavior at small momenta or
large distances is more complicated, since single quarks are conﬁned in hadrons and cannot be
observed. The conditions of quarks at low distances with high momenta, as they are nessecary
for the asymptotic freedom, can be realized in a system that is suﬃciently compressed or heated
up.
This idea of deconﬁned quarks at suﬃciently high density or temperature solved the paradox of
the hadron resonance gas [9, 10]. The idea of a phase diagram of strongly interacting matter was
born, consisting of a hadronic phase at low temperatures and densities, a quark-gluon phase at
high temperatures and densities [11], and possibly of more complex phases [12]. The term quark-
gluon plasma was established [13] for the quark-gluon phase in analogy to a electromagnetic
plasma where the atoms are split into electrons and ions.
More details about this new phase of matter, and the possible transitions to the hadron phase
have been tried to be extracted from the underlying theory. Whereas perturbative and qualitative
arguments only hold at asymptotically high temperatures or densities, the strong coupling of QCD
leads to a failure of the usual perturbative methods of quantum ﬁeld theory in the low-momentum
sector. Nowadays, it is possible to study a discretized version of QCD with high computational
eﬀort, although these methods of lattice QCD are restricted to the region of low densities, i. e.
small baryon chemical potentials [14, 15, 16]. The lack of an appropriate method to solve the
exact theory in certain regimes gave rise to several eﬀective models, which resemble real QCD
to some extend. An important eﬀective theory for quarks which has the same global symmetries
as QCD is the Nambu-Jona-Lasinio model [17, 18]. With the nonperturbative quantum ﬁeld
theoretical methods and these models, several structures and phenomena of strongly interacting
matter at ﬁnite temperature and density were proposed.
A selection of prominent phases is shown in the phase diagram in Fig. 1.1, where the phases
take diﬀerent positions in temperature T and chemical potential µ. The hadronic phase at low
T and µ, and the quark-gluon plasma can be phases in a thermodynamical sense, and there can
be a phase transition of ﬁrst or second order, or a crossover between these two. The results from
lattice QCD indicate that the transition is of crossover type for small µ [14, 15, 16]. Nevertheless,
at higher baryon chemical potential a ﬁrst-order transition may exist, which ends in a critical end
point before reaching the temperature-axis. This is only one scenario at higher densities, more
complicated shapes of a ﬁrst-order transition line or inhomogeneous phases are other possibilities
of the equilibrium state of strongly interacting matter at high densities and moderate tempera-
tures. At very high densities, Cooper pairs of quarks may condense and a color superconductor
[19, 20] is formed. A recent review of the phase structure of QCD is found in [21], and in [22]
with a special emphasis on high densities.
While the considerations about the phase diagram of QCD presented so far were of theoretical
nature, it is important to ask where such high energy densities exist in nature, that quarks and
gluons are not conﬁned in hadrons but real degrees of freedom. Shortly after the big bang, the
1
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Figure 1.1: Possible phase diagram of Quantum Chromodynamics. The hadronic phase (HP)
and the quark-gluon plasma (QGP) are possibly separated by a ﬁrst-order phase transition (PT),
which has a critical end point (CEP). Another transition scheme would involve inhomogeneous
phases (IP). At high chemical potentials and low temperatures, color-superconducting phases
(CSC) are expected. The position of nuclei (N) in this diagram is situated in the hadronic phase.
There are indications that the matter in the vicinity of the crossover at low chemical potential
forms a strongly coupled quark-gluon plasma (sQGP).
temperature and density of the early universe were very high, so the universe was ﬁrst in a quark-
gluon plasma phase, before undergoing a transition into hadrons. High densities at relatively low
temperatures are found in the centers of compact stars, which are formed after the burning period
of a star of a certain mass. Although there are astrophysical observations which are able to reveal
some information about the early universe and compact stars, non of these possible realizations
of deconﬁned quark matter is accessible in an experiment in laboratory.
The highest energy densities that are produced artiﬁcially in laboratory are formed in a collision
of particles in an accelerator. For an investigation of thermodynamical phases, it is necessary
to investigate a suﬃciently large piece of strongly interacting matter. Thus, one can not hope
to produce a quark-gluon plasma in a collision of two protons; heavier nuclei are the promising
projectiles for such an experiment. The history of heavy-ion collision experiments was determined
by the development of new accelerators that could attain higher collision energies than the prede-
cessors. The possible formation of a quark-gluon plasma in a heavy-ion collision was an important
perspective during the operation of the experiments at AGS (Brookhaven), SPS (Geneva), RHIC
(Brookhaven), and the currently running investigations at LHC (Geneva). The results of the
experiments at the ﬁrst three accelerators have been discussed in literature, for examples in the
review articles [23, 24]. While the beam energy at AGS was still too low, there are indications
that a quark-gluon plasma was formed at SPS [25, 26]. The experiments at RHIC ﬁnished with
the perspective that one measured signals of a deconﬁned matter, while some aspects remained
unclear and will probably be understood after the run of the heavy-ion program at LHC. A com-
plementary experiment that may reveal supplementary information about the phase diagram at
higher chemical potentials is planned at FAIR.
For the interpretation of the detector signals of a heavy-ion collision, it is essential to understand
the behavior of the formed ﬁreball from a theoretical perspective (an early work to this topic was
[27]). The formation of a quark-gluon plasma in the hot ﬁreball of a nucleus-nucleus-collision
requires not only a suﬃciently high energy density. As the new state of matter is thought to
form a thermodynamical phase, the strongly interacting matter in the ﬁreball has to be spacious
enough and attain thermal equilibrium. The spacial extend of the ﬁreball is ensured by the usage
3(a) (b)
Figure 1.2: Evolution of a ﬁreball after a non-central collision. (a) Non-central collision of two
ultra-relativistic heavy nuclei, where the large arrows indicate the direction of movement along
the beam axis. The azimuthal angle is indicated by a small arrow. (b) The ﬁreball is shown for
diﬀerent times, the earliest one on the left directly after the collision, later times are shown on
the right. The spacial anisotropy is transformed into a momentum anisotropy at later times.
of heavy nuclei instead of nucleons, while the question of thermalization is more diﬃcult. It is
believed that after an initial state after the collision, the matter is equilibrated to a thermalized
quark-gluon plasma if the initial energy is high enough [23]. This thermalized matter expands and
cools, until it is cold enough to hadronize when the hadronic transition temperature is reached.
This hadronic matter continues its expansion, very unstable hadrons decay, and the detector,
which is placed at macroscopic distances from the location of the collision, can measure the huge
amount of particles that was produced in the collision or in secondary decays.
The diﬃcult task is to identify signals that indicate the formation of a quark-gluon plasma, and
several signatures of such a formation have been proposed (see [24] for a review). The statistics
of the measured hadrons indicate that the matter at the chemical freeze-out, was equilibrated
[28]. Another signal concerns medium modiﬁcations of charm quark bound states [29], which lead
to suppression of certain states that are not bound in a dense medium due to screening. The
diﬀerent behavior of jets in heavy-ion collisions in contrast to proton-proton-collision is also an
indication of the formation of an extended dense medium [30], since the propagation of the jets
is aﬀected by the matter. The summarized results at RHIC [31, 32, 33, 34] discuss these signals,
and additionally the phenomenon that can be taken as the motivation of this work: The behavior
of the so called elliptic ﬂow and its implications is discussed in the next paragraphs, beginning
with the underlying theoretical concept.
A non-central collision of two nuclei leads to a ﬁreball of irregular shape. Such a collision is shown
in Fig. 1.2(a). In the overlapping region of the two nuclei the initial ﬁreball forms with a very
high energy density. Such a state of matter has anisotropic pressure gradients, and this will aﬀect
its evolution. A sketch of an expansion of such a ﬁreball is shown in Fig. (1.2(b)). The diﬀerent
pressure gradients lead to a larger velocity of the ﬂuid in one direction, thus the shape of the
ﬁreball changes with times, and the spatial anisotropy is transformed into a velocity anisotropy in
the end. For a systematic study of this anisotropy, it is helpful to analyze the Fourier components
with respect to the azimuthal angle of the momentum distributions [35, 36, 37, 38]. The second
Fourier component v2 is called the elliptic ﬂow.
In order to understand the experimental value of v2 for diﬀerent particle species measured in
the detectors (see [39] for one of the ﬁrst results at RHIC), one has to understand the processes
leading to this collective property of the collision products. The description of the matter in a
ﬁreball of a heavy-ion collision requires a knowledge of the initial conditions after the collision (or
after thermalization), and of the physical processes governing the further evolution. A general
treatment of the matter is a hydrodynamical description of the matter in a certain space-time
region [40, 41]. Such a hydrodynamical model requires relatively few assumptions, for example
the description of the matter as a continuous ﬂuid. The hydrodynamical parameters that indicate
the importance of dissipative processes can be taken as free parameters.
Surprisingly, the predictions from ideal hydrodynamics [42, 43], which neglects completely dis-
















Figure 1.3: Scientiﬁc work dedicated to viscous phenomena. The bars indicate the number of
articles published in one speciﬁc year. The solid bars correspond to articles with the keyword
“viscosity”, the dashed bars to articles citing [50]. The numbers are taken from the High-Energy
Physics Literature Database, http://www.slac.stanford.edu/spires.
sipative phenomena, show a reasonable agreement with the data from the diﬀerent detectors at
the RHIC experiment [44, 45]. This observation even motivated improvements in hydrodynamic
descriptions with included viscous eﬀects [46], which allowed a more accurate study of the ﬁreball-
ﬂuid. Indeed, it seems that the dissipative eﬀects, dominated by the shear viscosity coeﬃcient η,
correspond to a small but apparently nonvanishing value of η [47, 48, 49]. These developments
were also pushed by a conjecture that the shear viscosity, more precisely the ratio of the shear
viscosity η over the entropy density s of a ﬂuid, can not be arbitrarily small, but has a lower
limit [50]. Especially this conjecture, which has its origin in string theory, motivated many works
to study the shear viscosity and other transport coeﬃcients of strongly interacting matter. An
illustration of this development is shown in Fig. 1.3, it expresses the inﬂuence of the possible
discovery of the most ideal ﬂuid in nature at RHIC.
Although the shear viscosity of a ﬂuid is a parameter that can be calculated starting from the
microscopic description of the matter, the understanding of the small viscosity in ﬁreball matter
is diﬃcult. This is closely related to the fact that η/s in this matter is thought to be small,
because a small viscosity requires a strong coupling between the underlying particles. This coun-
terintuitive relation between coupling and ﬂuidity implies that the quark-gluon plasma, at least
for temperatures close to the crossover region, is not quasi-free as one could naively expect from
the concept of asymptotic freedom, but is still strongly interacting. Therefore, this region is
often called strongly coupled quark-gluon plasma (see Fig. 1.1). The strong coupling complicates
the calculation of microscopic properties from the underlying quantum ﬁeld theory enormously,
since it implies the failure of perturbative techniques that are valid for small couplings. Addi-
tionally, the high density leads to complications in the calculation of transport properties, which
are obtained the easiest in a dilute gas.
Historically, the ﬁrst microscopic calculations of transport phenomena in ﬂuids were performed
in the end of the nineteenth century, in the approximative treatment of the kinetic theory of
gases. These classical transport theories assume that ﬂuids are dilute and behave almost like
noninteracting systems of free particles. Later, these methods became more accurate and were
adapted to relativistic and quantum-mechanical systems. In the 1950s, the ﬁrst exact formulas
for transport coeﬃcients were formulated without assuming that the particles in the ﬂuid are
suﬃciently rareﬁed. However, the information that is needed in these Green-Kubo formulas is
much more diﬃcult to obtain than the building blocks of the kinetic theory of gases before. In
a quantum ﬁeld theoretical approach, the dressed two-particle Green’s functions in Minkowski
space-times are needed, which are not accessible in the diﬀerent non-perturbative methods: Lat-
tice QCD, as well as the Dyson-Schwinger approach, is restricted to Euclidean space-time, and
dynamical properties stay obscure.
So, the transport properties of the quark-gluon plasma can only be calculated from QCD for very
high temperatures [51], where asymptotic freedom leads to a decrease of the eﬀective coupling.
5In the interesting region, where the strongly coupled quark-gluon plasma is expected, these ap-
proaches fail. In the same way as in the case of the QCD phase diagram, one can try to investigate
this region, where the direct approach from QCD is impossible, in QCD-like models. One the
one hand, this simpliﬁes certainly the quantum-ﬁeld theoretical calculus, but on the other hand,
it does not avoid the necessity of the use of the Green-Kubo method for the transport coeﬃcient
calculation. Even in these simpler models, the eﬀorts that are necessary to obtain a result for
the shear viscosity in a dense and strongly interacting system are huge, especially concerning
the calculation of Green’s functions in Minkowski space-time. Thus, a suitable method for the
calculation of dynamical Green’s functions has to be developed.
Due to these inadequacies of the microscopic calculation of shear viscosity and other transport
coeﬃcients in nearly-ideal ﬂuids, one may learn more about transport phenomena in strongly
coupled systems from fundamentally diﬀerent experiments. Cold atoms in optical traps are objects
that are intensively studied, and behaviors similar to the elliptic ﬂow of particles in heavy-ion
collisions have been observed [52]. Furthermore, the interaction of the cold fermionic gases can
be controlled using Feshbach resonances, thus a system at very strong coupling can be produced
and observed in laboratory. In that unitary limit, the experimental results of collective properties
[53, 54, 55] led to several studies about viscosity and hydrodynamics [56, 57, 58]. It was argued
that the ratio of shear viscosity over entropy density takes a very small value in these systems,
smaller than in all other materials that have been measured [59].
One can conclude that the question of transport coeﬃcients of strongly interacting matter is
an exciting topic today. Especially the shear viscosity of a quark-gluon plasma close to the
crossover to the hadronic phase is interesting. The calculation makes use of transport theory
mostly used for physical chemistry and solid state physics, and involves QCD and QCD-inspired
models with ﬁeld-theoretical methods. It may lead to the conﬁrmation of a universal lower bound
for dissipation processes that was constructed from string theory, and can possibly underline the
discovery of the most ideal ﬂuid in nature at RHIC. Furthermore, the result obtained a systems
of hadrons and quarks can be compared to the behavior of ultra-cold atoms. Thus, our goal is the
calculation of transport coeﬃcients of hot and dense QCD-matter, where the focus is on shear
viscosity.
After this introduction, chapter 2 will introduce the Nambu-Jona-Lasinio model in its version for
two quark ﬂavors. The advantage of this model is that there is a hadronic phase at low tem-
peratures and chemical potentials, dominated by pions, and a quark phase at high temperatures
and chemical potentials. This model is able to describe the two phases as well as the crossover
region. The model will be discussed in the usual approximation scheme in a detailedness that is
necessary for the further investigations of transport properties. More emphasis is spent on the
extensions beyond this approximations, which are necessary for the Green-Kubo formalism.
Chapter 3 is dedicated to transport phenomena. Because transport processes are not so common
in high-energy physics as in other ﬁelds, and as textbooks that deal with transport theory are
not adapted to the context of heavy-ion collisions, some more space is spent on this topic. We
begin with a review of the concept of hydrodynamics and show the diﬀerent methods to calculate
transport coeﬃcients, where we proceed in an order that is inverse to the historical one: We
begin with the exact formulation in terms of time-correlation functions and show the Green-
Kubo formulas, we continue with the relativistic kinetic theory which is accurate in dilute gases,
and end up with the simple estimate that were derived the earliest. In the end of the chapter, one
ﬁnds a general perspective on transport and a review of the diﬀerent concepts of (ideal) ﬂuidity.
After that, we investigate spectral functions in chapter 4, which are essential in the Kubo formula
for shear viscosity. After a short overview over general properties, a review about diﬀerent
methods is given which are used to calculate spectral functions in practice. We demonstrate that
none of these methods is suitable for the application in the ﬁeld theory and the approximation
scheme we are interested in, and develop a new method. After some examples for a possible
realization of the self-energy parametrization method, we apply the new method to the Nambu-
Jona-Lasinio model and calculate the quark spectral function.
The theoretical concept of transport phenomena, together with the microscopic description from
the Nambu-Jona-Lasinio model, allows the calculation of the shear viscosity. The diﬀerent ap-
proaches that are used are explained in chapter 5. We begin with a kinetic theory of quarks,
which is not the most reliable, but the most direct transport phenomenon that can be studied
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within the model. After that, we perform calculations of transport in pion gases, where we use
the Nambu-Jona-Lasinio model as well as other theoretical descriptions of pions. We then leave
the kinetic derivation of shear viscosity and switch to the Green-Kubo method. We ﬁrst use a
diagrammatic expansion scheme that leads to some viscosity contributions of mesons, which are
essential at the critical end point of the phase diagram. In the end, using another expansion,
we make use of the spectral function calculated with the self-energy parametrization method and
calculate the shear viscosity in the quark phase.
A summary and an overview over the conclusions is given in chapter 6.
Chapter 2
Nambu-Jona-Lasinio model
The original work of Nambu and Jona-Lasinio [17, 18] was written in the pre-QCD era, where a
ﬁeld-theoretical description of nucleons was introduced inspired by the theory of superconductivity
[60]. Later, the fermionic ﬁelds in the Lagrangian were used to describe quarks, leading to a
low-energy eﬀective theory for strongly interacting fermions, incorporating additional quantum
numbers, i.e. color degrees of freedom. This model has the same global symmetries as Quantum
Chromodynamics, but no gluons and no conﬁnement.
2.1 Basics
The original work inspired people to extend the model to diﬀerent Nambu-Jona-Lasinio (NJL)-
type models [61, 62, 63]. In the whole work, the version for quarks with two ﬂavors (Nf = 2) and
three colors (Nc = 3) is investigated.
2.1.1 The model













The quark ﬁeld operator q carries Dirac-, color- and ﬂavor indices, and thus has 4 × 3 × 2 = 24
components. The symbol ~τ is the vector of Pauli matrices in isospin space. Quarks and antiquarks
interact by a point interaction, proportional to the coupling constant g. The mass m0 denotes
the bare quark mass, u and d quarks are degenerate2.
The model has the same global symmetries as QCD. The Lagrangian is invariant under the
transformation
q → exp(−iα)q, α ∈ R. (2.2)
This symmetry is associated with conservation of baryon number. L is invariant under the
SUV (2) transformation
q → exp(−i~τ~θV /2)q, ~θV ∈ R2, (2.3)
too. In the special case of m0 = 0, it is also invariant under the SUA(2) rotation
q → exp(−iγ5~τ~θA/2)q, ~θA ∈ R2. (2.4)
In this case the Lagrangian possesses chiral symmetry, the symmetry under
SUV (2)⊗ SUA(2) ∼= SUL(2)⊗ SUR(2) (2.5)
transformations. For this reason, the case of vanishing bare quark mass is called chiral limit.
1The conventions that are used in the whole work are listed in Appendix A, notably ~ = c = 1.
2The degeneracy of u and d is equivalent to the isospin limit.
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(a) (b)
Figure 2.1: Diagrammatic representation of elements of the Nambu-Jona-Lasinio model. The
dashed line of diagram 2.1(a) symbolizes the bare quark propagator S0, ﬁgure 2.1(b) denotes the
bare quark vertex ΓM , with M ∈ {σ, πa}.
2.1.2 Diagrammatic techniques















There is one scalar interaction channel
(q¯Γσq)g(q¯Γσq) (2.8)
with
Γσ = 1Dirac ⊗ 1color ⊗ 1flavor, (2.9)
and three pseudoscalar channels
(q¯Γπaq)g(q¯Γπaq) (2.10)
with
Γπa = γ5 ⊗ 1color ⊗ τa. (2.11)
In terms of Feynman diagrams, we draw the building blocks of the model according to the
nomenclature shown in ﬁgure 2.1. The bare Matsubara propagator S0 at temperature T in
momentum space is given by
S0(iωp,p) =
1
γ0iωp − γ · p−m0 (2.12)
where iωp ∈ {(2n+1)iπT, n ∈ Z} is a fermionic Matsubara frequency. The retarded and advanced
free propagators SR0 and S
A






/p−m0 ± isgn(p0)ǫ . (2.13)
This model is designed to study the strong coupling regime: large values for the NJL coupling
constant g are interesting. Perturbative techniques will fail far from the free theory, which gives
rise to the methods discussed in the following sections.
Since this interaction corresponds to a nonrenormalizable theory (see e.g. [64]), the coupling
is dimensionful and appearing integrals will be divergent. Therefore, a regularization scheme is
needed.
2.2 Quarks in Hartree approximation
2.2.1 Approximation scheme
The most common approximation scheme in the two-ﬂavor NJL model is mean ﬁeld theory,
which, as we will show, correspond to Hartree approximation. There exists an illustrative way
of deriving the appropriate equations, which is presented ﬁrst. A more systematic explanation is
given, too, which is useful for further investigations in this chapter.
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Mean field approximation
For the mean ﬁeld expansion, we write the operator products in the Lagrangian (2.1) as its mean
value plus a correction,
q¯ΓMq = 〈q¯ΓMq〉+ δM . (2.14)
The scalar average 〈q¯Γσq〉 is called the quark condensate. With help of this decomposition, the
quartic interaction terms become
(q¯ΓMq)
2 = −〈q¯ΓMq〉2 + 2〈q¯ΓMq〉q¯ΓMq + δ2M , (2.15)















The pseudoscalar quark condensates 〈q¯iγ5τaq〉 is only present if parity is spontaneously broken,
which is not the case for all investigations in this work. Thus, only the scalar quark condensate
can exhibit a nonzero value. The mean ﬁeld approximation is taken if one neglects terms of




i/∂ −m0 + 2g〈q¯q〉
)
q + g〈q¯q〉2 (2.17)
It is the Lagrangian of a free quark system without interaction, each quark carrying the mass
mH = m0 − 2g〈q¯q〉, (2.18)
where mH is called the Hartree mass. So, the NJL model in mean ﬁeld replaces the free bare
quarks by eﬀective quarks with a real, scalar, constant self-energy −2g〈q¯q〉 which is exactly the
same as speaking of an eﬀective mass. The eﬀective degrees of freedom can be seen as constituent
quarks.
Leading order 1/Nc expansion
The more systematic way of motivating NJL Hartree approximation is the expansion in the
inverse number of colors 1/Nc. Of course, in nature and for any practical calculation, the number
of colors is three and therefore ﬁxed. However, one can imagine to take 1/3 as small number and
expand in powers of it. This idea, closely related to the 1/N expansion in the O(N)-model, gives
rise to the derivation of the Hartree gap equation.
First ingredient of this construction is the functional Φ, which is the reason to call the method
Φ-derivable theory [65, 66]. The functional contains all closed two-particle-irreducible diagrams
of the NJL Lagrangian [67]. All appearing propagator lines are understood to be the dressed
ones. The thermodynamic potential per volume Ω is related to the functional Φ by




+ Tr (ΣiS) + Φ(S), (2.19)
where Σ is the self-energy: S−1 = S−10 −Σ. The trace Tr denotes a trace over all internal degrees
of freedom, including momentum or coordinate space integrals. The self-energyΣ and the dressed
Green’s function S can be derived by the minimization of Ω. From the functional stationarity
condition δΩ/δ(iS) = 0, one ﬁnds
Σ = − δΦ
δ(iS)
. (2.20)
This derivative can be associated with cutting quark lines at all possible places. Starting from
the Φ-derivable method, an approximation scheme is obtained by restricting Φ to a ﬁnite set of
diagrams. This can be done by ordering in powers of 1/Nc. One can derive the order in 1/Nc of
a given diagram using the following rules.
The bare propagator iS0 is deﬁned to be of order (1/Nc)0. The NJL four-point interaction is of
order (1/Nc)1. For each closed quark loop in the diagram, a factor proportional to the number
of color arises, so a factor of (1/Nc)−1 has to be multiplied.
Making use of these factors, the leading order diagram, proportional to (1/Nc)−1, is the “glasses”-
diagram shown in Fig. 2.2(a). By cutting the dressed quark lines, one obtains the self-energy
shown in Fig. 2.2(b).
10 CHAPTER 2. NAMBU-JONA-LASINIO MODEL
(a) (b)
Figure 2.2: Diagram 2.2(a) contributes to the Φ-functional of order (1/Nc)−1. By cutting one






Figure 2.3: Gap equation in Hartree approximation. The dashed line correspond to the bare
propagator S0, the solid line indicated with ’H’ correspond to the Hartree propagator SH .
2.2.2 Gap equation
The thermodynamic potential per volume for the Φ-functional containing the glasses diagram
can be calculated using expression (2.19). We now already from Eq. (2.17) and (2.18) that the



































The analytic steps which leads to a simpliﬁcation of the equation are shown in Appendix B.5.
























which is the potential of a free gas of Nc×Nf fermions plus a mass-dependent shift. The energy
Ek is the energy of a Hartree quark with momentum k, E2k = m
2
H + k
2. The self-energy can be
expressed using cutting rules, ending up with the equation
−S−1H = −S−10 +ΣH . (2.23)
Equivalently, just by multiplying S0 from the left and SH from the right, the diagrammatic
equation can take the form Fig. 2.3. The Hartree self-energy ΣH can be calculated from its












The same result can be obtained from the explicit expression of the thermodynamic potential by
deriving with respect to mH and imposing the stationarity condition. The functional derivative


















Figure 2.4: Bethe-Salpeter equation for quark-antiquark scattering. The solution of the Hartree
gap equation SH enters in the calculation.
of the thermodynamic potential per volume with respect to the dressed propagator can be written
as derivative with respect to the mass parameter, and the stationarity condition reads
d
dmH
ΩH = 0. (2.25)
The algebraic version of the diagrammatic gap equation can be expressed in terms of an elemen-
tary integral,
mH = m0 + 8NcNfgmH iI1, (2.26)








(iωk + µ)2 − k2 −m2H
. (2.27)
It is shown in Appendix B.2 how to simplify the expression in the case of a Hartree propagator








(1− nF (Ek − µ)− nF (Ek + µ)) . (2.28)




2. The discussion of solutions of the gap equation (2.26) is postponed, since all
parameters of L are not ﬁxed yet.
2.3 Mesons in Random Phase approximation
The description of meson properties is one of the striking features of the Nambu-Jona-Lasinio
model. As the only fundamental degrees of freedom in the Lagrangian are the quark ﬁelds, mesons
will appear as fermion-antifermion correlations.
2.3.1 Bethe-Salpeter equation
The starting point for the description of mesons is the Bethe-Salpeter equation for quark-antiquark
scattering shown in Fig. 2.4. The meson propagator can be extracted from the quark-antiquark
scattering matrix





with the bare scattering kernel
KˆM = ΓM2gΓM . (2.30)
and the polarization loop ΠˆM . Because of isospin, the diﬀerent channels M do not mix. We
separate the polarization loop ΠM from its external structure,
ΠM = ΓM ΠˆMΓM , (2.31)
and deﬁne a new the scattering matrix in terms of a new scalar function DM ,
Tˆ = −ΓMDMΓM . (2.32)
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We can now substitute the iteration of the scattering scattering kernel by the scalar equation
DM (iωq,q) =
−2g
1− 2gΠM (iωq,q) . (2.33)
ΠM is the truncated quark loop with external vertices ΓM ,






Tr [S(iωq + iωk,q + k)ΓMS(iωk,k)ΓM ] . (2.34)
It is shown in Appendix B.3 how to decompose ΠM in terms of elementary integrals,
Ππi =4NcNf iI1 − 2NcNf (iω2q − q2)iI(iωq,q) (2.35)
Πσ =4NcNf iI1 − 2NcNf (iω2q − q2 − 4m2H)iI(iωq,q). (2.36)









[(iωk + µ)− k2 −m2H ][(iωk + iωq + µ)− (k + q)2 −m2H ]
. (2.37)
In a diagrammatic interpretation of Eq. (2.33), the new quantity DM is a meson that is coupled
to quarks on both sides,
DM = gMqqDMgMqq . (2.38)
However, we call DM the meson propagator of meson M and not the quantity DM . The reason
is that the decomposition in Eq. (2.38) is artiﬁcial, guided by the interpretation of the quark
scattering matrix. In all diagrammatic evaluations, only DM enters. From the quantum number
of ΓM , one can see that M = σ is a scalar meson and M = πi forms a pseudoscalar degenerate
triplet. So we call Dσ the propagator of the σ-meson and Dπ the propagator of the pions.
2.3.2 Meson mass
The mass of the meson can be extracted from the retarded meson propagator DRM (q0,q). The
retarded propagator is obtained by analytic continuation of the Matsubara propagator calculated
in the previous section,
DRM (q0,q) = DM (iωq → q0 + iǫ,q). (2.39)
The advanced propagator is obtained similarly, but by the continuation iωq → q0− iǫ, so with the
complex conjugated argument. These propagators are obtained from the retarded and advanced
polarization, which can be calculated from Eqs. (2.35) and (2.36). The corresponding elementary
integral iI for real external 0-momenta reads












(q0 ± iǫ)2 − s2E




(q0 ± iǫ)2 − d2E
}
, (2.40)
the details of the calculation is found in appendix B.4. The quantities sE and dE are the sum
and the diﬀerence of the energies Ekq and Ek, respectively.
As the retarded propagator of a free boson has a singularity at its mass, we can try to approximate





q20 − q2 −m2M
. (2.41)
We suppressed the inﬁnitesimal imaginary part in the expression of the retarded propagator on
the right hand side for simplicity. This condition is suﬃcient to determine the meson mass mM
and the meson-quark-quark coupling constant gMqq if the propagator DRM has one ﬁrst-order pole
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in q2 on the real axis. Equivalently, one can say that the inverse propagator has a zero at the
mass. This will not be the case for all possible situations we are investigating. A generalized
version of the above condition can be formulated concentrating on the real part of the inverse
propagator,
1− 2gReΠM (q0 = ±
√
m2M + q
2,q) = 0. (2.42)
The mass mM can depend on temperature T , quark chemical potential µ and 3-momentum q 3.











The replacement of the propagator by the form of Eq. (2.41) is called the pole approximation.





q20 − q2 −m2M
. (2.44)
Another possible extension of the pole approximation is the resonance approximation. In this
generalization, the propagator has also a ﬁnite imaginary part ΥM ,
DRM (q0,q) ≈
g2Mqq
q20 − q2 −m2M + isgn(q0)ΥM
, (2.45)
where the new parameter ΥM is related to the on-shell width of the propagator. It can be














q20 − q2 − (MBreit-WignerM − isgn(q0)ΓBreit-WignerM )2
. (2.47)




2 − ΓBreit-WignerM 2, ΥM = 2MBreit-WignerM ΓBreit-WignerM . (2.48)
The presented approximations for meson propagators are not only justiﬁable approximation meth-
ods for the full random phase approximation. They also represent possibilities to characterize
quark-antiquark scattering just by the two (three if a width ΥM is present) variables of the meson
propagator parametrization.
2.4 Regularization in standard approximation
The integrals appearing in the evaluation of the NJL model in standard approximation (Hartree
and RPA) are ultraviolet divergent. Due to the pointlike interaction in the NJL Lagrangian, the
model is not renormalizable. Thus it will be necessary to construct a regularization scheme that
allows the calculation of thermodynamic potential per volume ΩH , Hartree self-energy ΣH and
polarization loop ΠM .
Concentrating on the ﬁnite-temperature versions of Hartree- and RPA integrals iI1 and iI, it
is useful to analyze these two cases more in detail. The formulations of these integrals in Eqs.
(2.28) and (2.40) show the thermal distribution function nF , which is exponentially decreasing
for high energies. These contributions are ﬁnite, and they do not need a regularization. We use












3In vacuum, JM can only depend on q
2, so mM is independent of q.
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f(k) = fvac(k), (2.50)
whereas the remaining terms are deﬁned to be the medium parts. One observes that only the
vacuum contribution is divergent. So, whenever it is possible to decompose the integral in a
thermal and a vacuum term, one has the possibility to apply the regularization procedure only to
the divergent vacuum part. Another observation in the Minkowski formulation of the integrals is












The integral over the imaginary part of f(k) is well deﬁned, only the real part of the integrand
diverges. A way of regularizing the integrals can be constructed by only apply the chosen scheme
to the real part.
There are diﬀerent ways to treat the divergent integrals in the Nambu-Jona-Lasinio model. Each
regularization scheme has certain advantages and disadvantages. In the following paragraphs the
two methods used in this work are explained.
2.4.1 3-dimensional cut-off
In standard approximation, the evaluation of ﬁnite-temperature elementary integrals iI1 and iI
involves a Matsubara sum over complex frequencies and an integral over 3-momentum. The
discrete sum can be performed analytically in the case of free propagators, as shown in Appendix
B. This ﬁrst summation avoids regularization problems, they are postponed in the remaining
integral over 3-momentum. The divergence of the integrals arises from the asymptotic behavior














the result is also ﬁnite.
A main disadvantage of this procedure is the loss of boost invariance, i.e. Lorentz covariance.
This problem becomes manifest especially in the case of iI, thus in the calculation of the meson
propagator. Even in vacuum, the meson propagator DM (q0,q) will not depend on q2, but on q0
and |q| separately. This leads to a considerable and unphysical dependency of the meson mass
mM on the momentum |q|. Sometimes, this problem is avoided by only calculating mesons at
rest, but this limits the possible applications dramatically.
2.4.2 Pauli-Villars regularization
An alternative scheme is the Paul-Villars regularization. To introduce this scheme not in the his-
torical context [68] but as a mathematical tool for our purposes, we ﬁrst revisit the 3-momentum










dk {f(k)− θ(k − Λq)f(k)} . (2.53)
So in principle the 3-momentum cut-oﬀ subtracts a function with the same values as f(k) at
high momentum, regularizing the integral and keeping the low-momentum behavior. It is not
necessary to subtract the function f(k) completely at high energy - a function is suﬃcient with
the same asymptotic behavior as f(k) chosen such that the diﬀerence is integrable. For example,
instead of θ(k−Λq) one could replace the step function by a smooth function and obtain a smooth
3-momentum cut-oﬀ.
It was discussed in the previous subsection that the disadvantage of the sharp 3-momentum cut-
oﬀ is the breaking of Lorentz covariance. In equation (2.53), we see that the violation of boost
4Of course, only iI can exhibit a finite imaginary part, whereas iI1 is always real.
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invariance is due to the factor θ(k −Λq) in front of the regulator term. If one could ﬁnd another














that has the same invariance as f(k), one could avoid this problem.
The remaining task is the construction of the function f˜(k). The Pauli-Villars scheme used here
is based on the replacement of the mass5 m. As the integrand f(k) in iI1 and iI depends on
the mass parameter, a suitable substitution lead to an appropriate compensation term. The










For our case of NJL standard approximation, the elementary integrals iI1 and iI are suﬃciently
regularized with two additional regulatorsNPV = 2. The scheme used in this work is characterized
by the following choice of cj and mj ,
c0 = +1, c1 = −2, c2 = +1, m2j = m2 + jΛ2PV . (2.56)
The Pauli-Villars method is an appropriate scheme to study mesons with ﬁnite 3-momentum,
whereas a sharp cut-oﬀ produced regularization artifacts. However, also the subtraction of asymp-
totically similar terms has its limitations. It is known that the positivity of meson spectra is
violated if ΠM is regulated within a Pauli-Villars scheme. A more severe limitation arises be-
yond NJL standard approximation. As soon as the dressed Green’s functions are no longer free
propagators with a mass m, the construction procedure of regulator terms breaks down.
2.5 Properties in mean field
The Nambu-Jona-Lasinio model has the same global symmetries as QCD, which result in the fact
that theorems that rely on these symmetries of a quantum ﬁeld theory are valid for both. In the
following three theorems based on chiral symmetry are summarized.
2.5.1 Chiral theorems
Goldstone theorem
The global chiral symmetry of the Nambu-Jona-Lasinio Lagrangian in the chiral limit (m0 = 0)
is spontaneously broken in vacuum. This implies the existence of a gapless Nambu-Goldstone
boson. For mean-ﬁeld, it turns out that this is the RPA pion. The fact that the pion is massless
can be written according to the mass deﬁnition of RPA mesons in Eq. (2.42),
1− 2gJπ(q2 = 0) = 0. (2.57)
This theorem is satisﬁed because of the chiral Ward identities. They are fulﬁlled for the pion
quark scattering because the scattering kernel in the deﬁnition of the RPA meson propagators
was constructed from the Φ-functional.
Goldberger-Treiman relation
In the chiral limit the pion decay constant fπ obeys the Goldberger-Treiman relation
fπgπqq = mH . (2.58)
The on-shell pion-quark coupling gπqq is deﬁned in Eq. (2.43). The decay constant describes the
weak pion decay [64]. Empirically, the pion decay constant is found to be fπ = 93MeV.
5As this method relies primarily on the existence of a mass m and not on the concrete solution of the Hartree
gap equation mH , we formulate these lines in the more general way, though for NJL in standard approximation
mH is used.
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set Λq[MeV] gΛ2q m0[MeV] m
vac
H [MeV]
1 664.3 2.06 5.0 300
2 587.9 2.44 5.6 400
3 569.3 2.81 5.5 500
4 568.6 3.17 5.1 600
Table 2.1: Parameters for 3-momentum cut-oﬀ regularization scheme. The ﬁtting is done to
reproduce mπ = 135.0MeV and fπ = 92.4MeV in standard approximation. This parameter table
is taken from Ref. [63].
set ΛPV [MeV] gΛ2PV m0 [MeV] m
vac
H [MeV] fπ [MeV]
1 800.0 2.90 6.13 260 93.6
2 800.0 3.07 6.40 304 100.6
3 800.0 3.49 6.77 396 111.1
4 820.0 3.70 6.70 446 117.0
5 852.0 4.16 6.54 550 126.0
Table 2.2: Parameters for Pauli-Villars regularization scheme. The ﬁtting is done to reproduce
mπ and fπ in an extended approximation scheme. The RPA pion mass for all parameter sets
is mπ = 140.0MeV, and the the resulting value of fπ in standard approximation is listed in the
table. This parameter table is taken from [69].
Gell-Mann-Oakes-Renner relation
If a mass term in L breaks chiral symmetry explicitly, the dependency of mπ on the quark
condensate obeys the equation
m2πf
2
π = −m0〈q¯q〉+O(m20). (2.59)
The mass mπ is the pole mass deduced from the RPA meson propagator as deﬁned in Eq. (2.42),
and fπ again is the pion decay constant.
2.5.2 Parameters
The free parameters of the Lagrangian m0 and g, together with the additional regularization
parameter Λq or ΛPV , are usually determined by ﬁtting observables in vacuum. The pion mass
and the pion decay constant are often taken as a reference. The third condition is a reasonable
value for the quark condensate.
The focus here will not be on parameter ﬁts. We use parameter sets from literature, one table
for sharp 3-momentum cut-oﬀ parametrization (Tab. 2.1, from [63]), and another one for Pauli-
Villars regularization (Tab. 2.2, from [69]). In the latter, only the ﬁrst parameter set is ﬁtted
to the given values in standard approximation, while the other four sets are ﬁtted in a diﬀerent
scheme. All nine parameter sets that are presented in the table can either be used with the same
treatment of vacuum and medium part, or with the procedure that is only applied to the vacuum
contribution of the integrands. Additionally, it is possible to study all parameter sets in chiral
limit, i.e. m0 = 0.
2.5.3 NJL matter in medium
Properties of quarks and mesons in medium
The thermodynamic potential per volume Ω is minimized with respect to the constituent quark
massmH for diﬀerent values of T and µ. The chiral symmetry is spontaneously broken in vacuum,
thus mH is large compared to m0 at low temperature and chemical potential. At higher values of
T and µ, the symmetry is restored. This can be a phase transition of ﬁrst or second order in the

































Figure 2.5: Hartree quark mass as a function of temperature T for µ = 0 (left), and as a function
of chemical potential at T = 0 (right). Parameters from Tab. 2.1 No 2. are shown in solid lines,































Figure 2.6: Medium dependent meson masses: Solid lines correspond to mπ, dashed lines corre-
spond to mσ. Bold lines represent results at ﬁnite m0 whereas thin lines show calculations in the
chiral limit. Parameters from Tab. 2.1 No 2.
chiral limit (m0 = 0), or a crossover for ﬁnite bare quark masses. This diﬀerent behavior of Ω
and the resulting phase transitions are extensively discussed in literature (see for example [63]),
thus we limit our discussion of chiral symmetry restoration in the NJL model to the properties
that are essential for the understanding of the result of this work.
In Fig. 2.5(a) the mass mH is shown as a function of temperature in the chirally symmetric
case and in the explicitly broken case. In both cases, the constituent quark mass is rather large
compared to the bare quark mass in vacuum. At higher temperatures, the mass falls continuously
to smaller values. In the chiral limit, the second-order phase transition happens at the point
where mH reaches the zero axis. For varying chemical potential (Fig. 2.5(b)), the mass stays at
its vacuum value6 until the ﬁrst-order phase transition happens. In the restored phase, the mass
is small if m0>0 and zero if m0 = 0.
The meson masses at ﬁnite temperature and chemical potential shown in Fig. 2.6 have a diﬀerent
behavior. We ﬁrst analyze the chiral limit. The pion is the Nambu-Goldstone boson of the
spontaneously broken chiral symmetry and has zero mass mπ in vacuum. Its chiral partner, the
σ-meson, has a mass mσ diﬀerent from mπ due to the broken symmetry: the mass of the scalar
meson is exactly two times the Hartree quark mass mH . At ﬁnite temperature, this situation
changes when the second-order phase transition occurs at TC . At TC , the masses mH , mπ and
6For µ < mH , mH either has to be constant or has to jump. This can be seen from Eq. (2.22) in the case
T = 0.

























Figure 2.7: Pion mass mπ as a function of 3-momentum as deﬁned in Eq. (2.42). The diﬀerent
lines correspond to diﬀerent temperatures at zero chemical potential. (a) is calculated Pauli-
Villars regularized with parameters from Tab. 2.2 No 2 at temperature T = 0 (solid), T =
150MeV (dashed), T = 250MeV (dotted). (b) is calculated with sharp 3-momentum cut-oﬀ
with parameters from Tab. 2.1 No 2 at temperature T = 0 (solid), T = 210MeV (dashed),
T = 300MeV (dotted).
mσ are all zero. At higher temperatures, mH is zero while mπ and mσ are degenerate7 and chiral
symmetry is restored.
If a small bare quark mass m0 is switched on, a few changes appear. mπ does not vanish in
vacuum, but takes a small value compared to mH . The mass of the scalar meson mσ turns out
to be slightly above the threshold 2mH . At ﬁnite µ and zero temperature, a similar behavior is
observed, but with the ﬁrst-order transition.
The meson mass in general is also a function of relative momentum between the particle and
the thermal medium. This dependency of the pion mass is shown in Fig. 2.7. In vacuum, due
to Lorentz covariance, the mass should be independent of q and only at ﬁnite temperature an
eﬀect may appear. But as the regularization scheme using a sharp 3-momentum cut-oﬀ (Fig.
2.7(b)) violates this symmetry, even in vacuum a momentum dependency arises as an artifact.
This is not the case for the Lorentz covariant Pauli-Villars prescription (Fig. 2.7(a)). At ﬁnite
temperature the meson mass has a momentum dependency as a medium eﬀect: The pion mass
drops at large momentum in the Pauli-Villars calculation. For small momenta, this behavior is
also present in calculations using a sharp 3-momentum cut-oﬀ, but for higher values of q again
the cut-oﬀ artifact is visible.
There are two important temperatures8 in the meson mass function. The ﬁrst is the dissociation
temperature Tdiss . For T < Tdiss, it is energetically possible that σ decays into two pions.
At Tdiss, this process is at the threshold mσ = 2mπ. The other important temperature is the
Mott temperature TMott . For temperatures higher than TMott, the pion is heavier than two
constituent quarks. Because there is no conﬁnement in Nambu-Jona-Lasinio model, the pion
becomes unstable due to decays into two quarks in this region. The Mott temperature is deﬁned
by the relation mπ = 2mH . Because in medium the mass depends on the relative momentum
between the particle and the background medium, these two transitions are not single points, but
regions in which the transition for a given momentum takes place.
The temperature dependency of the quark-meson coupling constants gMqq is shown in Fig. 2.8(a).
The quark-pion coupling is larger than the coupling for the sigma meson in vacuum. If tempera-
ture T increases, the sigma coupling grows and the pion coupling decreases, leading to a crossing
at temperatures slightly below the Mott transition. The asymptotic degeneracy of π and σ is
achieved after the transition. The meson widths as functions of temperature are shown in the
second ﬁgure, 2.8(b). The pion is stable in vacuum, hence the width Υπ is zero. The σ, in con-
trast, has a ﬁnite width. The width of π stays zero up to the Mott transition, that is deﬁned
as the point where the pion becomes unstable. The width of σ increases slowly in the chirally
7This can be seen from Eq. (2.35) and (2.36).
8More precisely, there are two important lines in the T − µ-plane separating two regions.
































Figure 2.8: Properties of π-meson (solid lines) and σ-meson (dashed line) at ﬁnite temperature
and µ = 0. The left ﬁgure shows the quark-meson coupling constant gMqq , the right ﬁgure the
square-root of the propagator width ΥM . Parameters from Tab. 2.1 No 2.
broken phase. In the restored phase, the width of both mesons increase quickly since the quark
mass is very low and the meson masses are growing — the peaks are deeply in the continuum.
Thermodynamic quantities
The aim of this work is the description of strong interacting matter at high temperature and
high densities. Such a material is characterized by its equilibrium properties and nonequilibrium
properties. This section is dedicated to the equilibrium thermodynamic quantities of mean-ﬁeld
NJL. This topic is for example discussed in [63].
The pressure p in a uniform system is related to the grand canonical potential Ω by the equation
Ω(T, µ, V ) = Ω(T, µ)V = −pV. (2.60)
This means that the pressure p is simply the negative thermodynamic potential per volume,
calculated from the Φ-functional in Sec. 2.2. The equilibrium state is the phase with maximal
pressure p. As Ω is only deﬁned up to a constant, one usually normalizes Ω (and p) in such a
way that the pressure of the vacuum vanishes,
p(T = 0, µ = 0) = 0. (2.61)
Other important quantities are the entropy S and the entropy density s. They can be obtained
from the thermodynamic potential Ω,
S = −∂Ω
∂T






Similarly, the particle number N and its density n are calculated using the derivative with respect
to the chemical potential µ,
N = −∂Ω
∂µ






With these terms, we calculate the internal energy E and the energy density ε,
E = Ω + TS + µN, ε = −p+ Ts+ µn. (2.64)
Energy density plays an important role in nuclear astrophysics because the dependency of pres-
sure, particle density and energy density deﬁnes the equation of state. For the question of trans-
port and ﬂuidity, entropy density is essential. Another thermodynamic quantity used in context
of ﬂuidity is the enthalpy density h. It is related to the functions above by the equation
H = E + pV = TS + µN, h = ε+ p = Ts+ µn. (2.65)

























Figure 2.9: Diﬀerent thermodynamic quantities of mean ﬁeld NJL as a function of temperature
T for chemical potential µ = 0. Parameters from Tab. 2.1 No 3: (a) only the vacuum terms are
regularized, (b) vacuum and medium parts are regularized.
A quantity related to the equation of state is cs, the speed of sound. This velocity can be deduced





An important system of reference is the ultra-relativistic fermion gas with 4 × Nc ×Nf degrees
















All quantities shown here should behave like such a conformal system at high temperatures.
However, this Stefan-Boltzmann limit of thermodynamic quantities is only obtained if the medium
part of the thermodynamic potential Ω is not aﬀected by the regularization procedure (see Sec.
2.4 and Eq. (2.49)).
The temperature dependency of some of the presented quantities is shown in Fig. 2.9. Beside
pressure p and entropy density s, also the diﬀerence ǫ − 3p is shown as a measure of deviation
from the conformal limit. All quantities are normalized with the Stefan-Boltzmann values. Ad-
ditionally, the square of speed of sound cs is shown in the same plot. The lines in Fig. 2.9(a) are
calculated using a regularization scheme which is only applied to the vacuum part. Entropy den-
sity s reaches its Stefan-Boltzmann-value shortly after the crossover, the pressure p approaches
this limit also for large temperatures T . The normalized measure ǫ− 3p has a maximal value at
the crossover and vanishes for high temperatures, as it should do. The speed of sound is low in
the broken phase, has a kink at the crossover and attains the conformal value c2s = 1/3 in the
chirally restored phase. The same parameters in the same temperature range are shown in Fig.
2.9(b), but with regularized temperature dependent integrand part. The change in the behavior
in this synopsis is obvious. Pressure and entropy density stay well below the conformal limit and
are decreasing at high temperatures. This can be understood because the constant momentum
cut-oﬀ erases more contributions the higher the temperature T becomes since the distribution
functions nF has more important ultraviolet parts for high temperatures than for lower ones. The

























Figure 2.10: Phase diagrams in mean ﬁeld NJL model for diﬀerent parameter sets. The σ-
dissociation line (at q = 0) is shown as dotted line, the Mott transition line (at q = 0) is shown
as dashed line. The parameter sets are those from Tab. 2.2, with (a) No 1, and (b) No 2. The
phase diagrams obtained from these parameters do not have a ﬁrst-order phase transition.
diﬀerence ǫ − 3p is much smaller than in the previous case, and gets negative for intermediate
values of T . The speed of sound cs is strongly eﬀected by these changes in the equation of state,
the conformal value of 1/
√
3 is overshot and the speed of sound becomes larger than the speed
of light in the restored phase.
2.5.4 Mean-field phase diagram
Plotting the known phase transition lines in a T -µ diagram, one obtains a phase diagram. Such
type of diagrams are shown in Figs. 2.10 and 2.11 for parameters from Tab. 2.2, and in Figs.
2.12 for all parameters from Tab. 2.1, respectively. In the chiral limit, the transition is either of
1st or of second order. For ﬁnite m0, a ﬁrst-order transition can occur, and if the ﬁrst-order line
ends in the diagram, it is not continued by a second-order transition as in chiral limit, but stops
completely in a critical end point. The remaining part is only separated by a crossover transition.
The line of Mott transition and σ-dissociation can be seen as indication for this crossover, since
there is not a strict measure for this transition.
The phase diagrams corresponding to diﬀerent parameter sets diﬀer quantitatively and qualita-
tively. There are parameters that do not show a ﬁrst order phase transition at all (Fig. 2.10(a),
2.10(b), and 2.12(a)) and there are parameters that have such a transition for high values of
chemical potential µ (Fig. 2.11(a)–2.10(a), and 2.12(b)–2.12(d)). For all parameter sets, the
transition in the chiral limit is the closest one to vacuum, followed by the σ-dissociation and
the Mott transition. The ﬁrst-order line is longer in the chiral limit than for a ﬁnite bare quark
mass, and longer for larger values of mH in vacuum. The meson transition lines coincide with
the ﬁrst-order transition line at low temperatures, but deviate from it close to the critical end
point. First the Mott transition bends to higher temperatures, later the dissociation line, none
of them hits the critical end point. Thus the two transition lines are a reasonable measure for
the crossover for a large range of chemical potentials µ, but not in the vicinity of the critical end
point.
We see that the eﬀective 2-ﬂavor model in mean ﬁeld approximation allows the calculation of the
full phase diagram for all values of T and µ. Real QCD can not be solved in this range, however
it is useful to compare the model results to the insights obtained from lattice QCD calculations.
Nowadays it is believed that the nature of the transition at µ = 0 is a crossover [14]. Thus there
is no exact value for a crossover temperature at zero chemical potential from general reasons, the
extraction of a value depends solely on the observables. Beside this ambiguity, the exact value of
the crossover temperature is still matter of discussion between diﬀerent groups [15, 16]. Recent
values for the transition region are 180–200 MeV [70] or 150–170 MeV [71, 72].
It is not possible to do such a type of calculation at ﬁnite baryon chemical potential due to the
fermion sign problem. Hence it is unknown if there exists a region where the transition is of





































Figure 2.11: Phase diagrams in mean ﬁeld Nambu-Jona-Lasinio model for diﬀerent parameter
sets. The bold solid line denotes a ﬁrst-order phase transition, the ﬁlled circle marks the critical
end point. The σ-dissociation line (at q = 0) is shown as dotted line, the Mott transition line (at
q = 0) is shown as dashed line. The region surrounded by tiny dotted lines is the spinodal region
where three minima of thermodynamic potential exist. The parameter sets are those from Tab.
2.2, with (a) No 3, (b) No 4, and (c) No 5.
ﬁrst order, which implies an existence of a critical end point. Diﬀerent extrapolation methods
indicated such a point in the QCD phase diagram [73], but advanced methods yield contrary
results [74]. Recent investigations show that extrapolations to larger values of µ have to be done
with care [75].
In comparison to the mean ﬁeld phase diagrams of Nf = 2 Nambu-Jona-Lasinio model, in lattice
QCD the chiral transition occurs at lower temperature than in almost all parameters visualized
in Fig. 2.10, 2.11, and in Fig. 2.12. If one takes the lines of Mott-transition and σ-dissociation
as an indication for chiral phase transition, most of the parameters attain a TC at µ = 0 of
more than 200 MeV. On the other hand, all phase-transitions at zero chemical potential are of
crossover-type, as it is expected from lattice QCD calculation. Furthermore, with the appropriate
parameter set one is able to describe strong interacting matter with critical endpoint, and without
critical endpoint at ﬁnite µ.
The lack of gluons in the calculation and the deconﬁnement phase transition is clearly one origin
of deviations of the NJL calculation in mean ﬁeld from real QCD. There have been tries to include
a gluonic background-ﬁeld in NJL-type models [76, 77, 78, 79] which lead to the PNJL model.
The eﬀects of such an extension on the transition temperature is not automatically a lowering of
the crossover temperature, and we will not incorporate these modiﬁcations in the calculation. In
summary, we can expect that quantitatively the transition temperatures will be overestimated in
the NJL calculations.

















































Figure 2.12: Phase diagrams in mean ﬁeld Nambu-Jona-Lasinio model for diﬀerent parameter
sets. The bold solid line denotes a ﬁrst-order phase transition, the ﬁlled circle marks the critical
end point. The σ-dissociation at q = 0 is marked with a dotted line, the Mott transition at q = 0
is indicated with a dashed line. The region surrounded by tiny dotted lines is the spinodal region.
The same parameter set in the chiral limit is shown in smaller lines, the thin solid line correspond
to the second-order phase transition. The parameter sets are those from Tab. 2.1, with (a) No
1, (b) No 2, (c) No 3, and (d) No 4.
2.6 Beyond mean-field approximation
There are diﬀerent ways of extending the standard approximation of the NJL model. We only
use a scheme that was already prepared in the derivation of Hartree approximation in Sec. 2.2.1,
an overview over other possibilities is given in [69].
2.6.1 Approximation scheme
In Sec. 2.2 the glasses-diagram in the Φ-functional of the eﬀective action was selected because of its
power of inverse number of colors. A natural extension of this approximation is the investigations
of the next-to-leading order diagrams in 1/Nc [80, 81, 82].
For a systematic generalization of the set of two-particle irreducible diagrams, we revisit the
counting scheme ﬁrst presented in Sec. 2.2.1. The order of the dressed propagator is obtained
by the consideration of the self-energy. The leading-order self-energy that is obtained from the
glasses-diagram is of order (1/N)0, and as all further contributions are sub-leading, we have a
dressed quark propagator that is of order (1/Nc)0. The bare coupling and the eﬀect of closed
fermion loops stay the same as before, the new diagrammatic building block is the RPA meson
propagator DM . From the analysis of the Bethe-Salpeter equation, we ﬁnd that DM has the
order (1/Nc)1. We summarize these conclusions in Tab. 2.3.
The Φ-functional was truncated in the Hartree version to the glasses-diagram, which is of order
(1/Nc)
−1: we have two closed quark loops, and one coupling. The diagrams of order (1/Nc)0
have as many closed fermion loops as bare couplings. The diagrams that can be constructed
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name algebraic symbol diagrammatic symbol order
dressed propagator S (1/Nc)0
coupling constant g (1/Nc)1






Meson propagator DM (1/Nc)1
Table 2.3: Counting rules in inverse numbers of colors 1/Nc. The diﬀerent elements of the
diagrammatic formulation of the Nambu-Jona-Lasinio model are shown with their order.
(a) (b) (c) (d) (e) (f)
Figure 2.13: Mean ﬁeld diagram and ring sum contributions for self-consistent 1/Nc expansion
in next-to-leading order. The glasses-diagram 2.13(a) is the leading-order term, the diagrams (b)
to (f) are examples for the next-to-leading order contributions. The propagator lines correspond
to the full quark propagator to that order.
under this condition are closed rings with diﬀerent total numbers of loops and couplings. In the
Φ-functional, all these contributions are summed, and hence this extension of the thermodynamic
potential per volume is called ring sum. A selection of typical diagrams in the ring sum is shown
in Fig. 2.13.
The thermodynamic potential per volume Ω depends on the dressed quark propagator S,
Ω1[S] = iTr ln(iS
−1) + Tr (ΣiS) + Φ1[S], (2.73)
it has not only a contribution from the glasses diagram, but also contains the ring sum. One can
see that the contributions to the thermodynamic potential per volume from the functional Φ can
be written as




so each interaction channel M has a separate term.
2.6.2 Self-consistent and perturbative extension
The NJL model in next-to-leading order in 1/Nc was derived as a self-consistent scheme, that






This can be taken as the deﬁnition of S1, the dressed quark propagator in next-to-leading order
in 1/Nc. The minimization of Ω1 will lead to a signiﬁcant diﬀerence between the thermodynamic
quantities in mean-ﬁeld approximation and the ones beyond mean-ﬁeld.
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We investigate Eq. (2.73) more in detail. The relation can be seen as an equation for the pressure
p,
p = pLO + pNLO, (2.76)
where pLO = −ΩH contains the terms of leading-order, and pNLO = −
∑
M ΩM the terms of
next-to-leading order in 1/Nc. This equation can be read as the representation of the pressure p
as the sum of diﬀerent partial pressures. We calculated the pressure in mean-ﬁeld in the previous
section, which was identiﬁed as the partial pressure of constituent quarks. If we want to use this
observation as a starting point and take pNLO as a correction to that pressure, we can not use
the self-consistent scheme and S1, because pLO will be aﬀected by the new dressing of the quark
propagator. What we can do is to keep pLO at its mean-ﬁeld value and to add the partial pressure
pNLO without an additional minimization. The correction to Ω from the next-to-leading order
terms is then calculated with help of the Green’s functions in Hartree-approximation. Because the
next-to-leading order contributions to the thermodynamic potential are added perturbatively, we
call this approximation perturbative 1/Nc-expansion, whereas the original framework is denoted
as self-consistent 1/Nc-expansion. We ﬁrst investigate the perturbative expansion
δΩH
δS




in Sec. 2.7 because the relations to the mean-ﬁeld results are closer and the derivation requires
less technical eﬀort. The self-consistent 1/Nc-expansion
δΩ1
δS




is discussed afterward in Sec. 2.8.
2.7 Perturbative 1/Nc expansion
In this section, we investigate the NJL model in the perturbative 1/Nc expansion in next-to-
leading order. This approximation scheme has been discussed in literature (see Ref. [81, 69, 83]).
2.7.1 Introduction
We will see that this framework will include RPA mesons in the calculation of the thermodynamic
potential Ω,




The meson contributions ΩM are obtained by including higher-order diagrams perturbatively in
the action functional Φ, thus they are not regarded in the minimization of the thermodynamic
potential Ω. The fermion Green’s functions SH entering in the calculation are those obtained in
mean ﬁeld.
The leading order 1/Nc diagram, the glasses, is the same as in Sec. 2.2.1. Examples of two-
particle-irreducible diagrams of the higher order, are shown in Fig. 2.14, where some representa-
tive examples of the ring sum are ﬁgured.










ln [1− 2gΠM (iωq,q)] , (2.80)
where ΠM is the polarization loop from Eq. (2.34). As this is a contribution to the thermody-
namic potential Ω, also pressure p, entropy density s and other thermodynamic quantities will
be modiﬁed by the mesonic correction. A complication arises due to the perturbative treatment
of ΩM when dealing with derivatives, since Ω is not stationary any more at the equilibrium point
mH .




























Figure 2.14: Leading-order term (a) and examples of perturbative ring sum contributions to the
thermodynamic potential. Note that all fermion lines in the diagrams are Hartree-dressed propa-
gators. The summation of these diagrams leads to the mesonic contribution of the thermodynamic
potential ΩM [SH ].
Parameter No 1 2 3 4 5
ΛM [MeV] 0 300 500 600 700
Table 2.4: Mesonic cut-oﬀ ΛM for the next-to-leading order 1/Nc-expansion. This parameter
table is taken from [69], where more details about the ﬁtting are found.
2.7.2 Regularization
The meson thermodynamic potential shown in Eq. (2.80) involves integrations over all meson
or polarization loop 4-momenta (iωq,q). In the Sec. 2.2 and Fig. 2.7 it was discussed that the
meson propagator DM (iωq,q) for ﬁnite 3-momentum is sensitive to the regularization procedure
used in the quark loop. It is favorable to use a Lorentz covariant regularization scheme in order
to avoid unphysical artifacts like the mass variation shown in Fig. 2.7.
As the Nambu-Jona-Lasinio model is not renormalizable, the integral over the meson momentum
q is divergent again, and an additional cut-oﬀ prescription like the ones discussed in Sec. 2.4 is
necessary. This work follows Ref. [69] and uses a sharp 3-momentum cut-oﬀ ΛM for the integral
in Eq. (2.80). The cut-oﬀ momentum does not depend on the regularization parameter of the
standard approximation Λq or ΛPV . For a unique parameter ﬁxing, it is necessary to ﬁt a given
observable in the extended scheme. We use the Pauli-Villars parameter sets from [69], where the
mesonic cut-oﬀ ΛM was ﬁtted to the values listed in Tab. 2.4.
2.7.3 Scattering phases
With appropriate techniques, the expression for ΩM in Eq. (2.80) can be simpliﬁed in order to
identify diﬀerent kinds of contributions. It is shown in appendix C.1 how to perform the analytic















1− 2gΠM (q0 + iǫ)
1− 2gΠM (q0 − iǫ) . (2.81)
The argument of the logarithm can also be identiﬁed as DRM/D
A
M , the fraction of retarded over
advanced meson propagator. The method used next is also used by Ref. [83]. We write the
retarded meson propagator as its absolute value and a phase,
DRM (q0,q) = |DRM (q0,q)|e−iφM (q0,q). (2.82)
This phase φM can be identiﬁed with the scattering phase of quark-antiquark scattering from
the Dyson-Lehmann-Jost representation. The integrand in Eq. (2.81) simpliﬁes with help of the
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The phase φM 9 is only deﬁned up to an additive constant,
φM → φM + 2πn, n ∈ Z. (2.84)
The choice of the constant does not change any observables since a thermodynamic potential can




φM = 0. (2.85)




number of bound states
)× π. (2.86)
However, with this convention the integrand is infrared divergent due to the Bose distribution
function nB. Hence it is convenient to use a phase convention that obeys the condition
lim
q0→0
φM (q0,q) = 0. (2.87)
One should note that the scattering phase is not a continuous function of q0 and q. For example,
if DRM or 1/D
R
M is real and changes its sign at some point, the complex phase will change its
value from 0 to ±π at this point. Exactly this happens at the pion mass pole, and it is essential
for the following subsection.
2.7.4 Meson gas
The aim of this part is the decomposition of the meson thermodynamic potential. It is ﬁrst shown
how it can be understood as the partial pressure of the mesons in the quark medium. Then the
origin of the diﬀerent contributions will be shown.
Pole approximation
For a free meson 10 with a retarded propagator
DRM (q0,q) =
g2Mqq
(q0 + iǫ)2 − q2 −m2M
, (2.88)
the scattering phase φpoleM is simply
φpoleM = sgn(q0)πθ
(−(q20 − q2 −m2M )) (2.89)
The same behavior is found if the propagator DM has a real mass pole for a speciﬁc range
of momentum. If mM < 2mH , Eq. (2.89) is also true for an RPA meson with momentum
q2 < q20 < 4m
2
H +q












In the pole part the integrand reduces to 1/2 + nB(q0), allowing to perform the integration over
q0 analytically. The result,















is the expression for an ideal Bose gas11, where EMq = (m2M + q
2)1/2.
The second term ΩcorrM can be understood as a contribution additional to the free particle part.
All momenta enter where φ /∈ Zπ, i. e. all momenta where DRM has a ﬁnite imaginary part. With
these considerations, we see that ΩcorrM is the pressure contribution from scattering processes
(q20 − q2 < 0) and the continuum (q20 − q2 > 2mH).
9This is a general statement for all complex phases, of course.
10This can be thought to be an RPA meson in pole approximation, see (2.41).
11As already discussed, in general the meson mass mM can depend on the 3-momentum q.








































Figure 2.15: Pressure p as a function of temperature T at µ = 0. The values for the pions and
σ-mesons are those for one single meson species, i.e. the partial pressure of all mesons is 3π + σ.
(a) Comparison of mean-ﬁeld pressure (mf), pions and sigma (π and σ, bold line correspond to
pM,NSR, thin line to pM, qfl), summed mesonic contribution (M) and the total pressure (full).
(b) The focus is on the low-temperature region. The mean ﬁeld pressure (mf) is shown as well
as the mesonic pressure (π and σ) and the total pressure (full). The πpole-curve denotes the
π-contribution in pole approximation.
Nozière-Schmitt-Rink contribution and quantum fluctuations
Another way of decomposing ΩM is closely related to the considerations in Sec. 2.4. A comple-
mentary approach leading to the same results was discussed in the context of BEC-BSC crossover
[83], where the notation is taken from.
The integrand of Eq. (2.83) is a sum of a term proportional to the Bose distribution function nB
and a term proportional to the constant 1/2. In elementary NJL integrals, terms proportional
to (Fermi-) distribution functions and constant terms, respectively, arise, too. As we did for this
case, we can call them a medium part and a vacuum part, respectively. In this context, it is more
usual to call them Nozière-Schmitt-Rink contribution and quantum ﬂuctuations.
The Nozière-Schmitt-Rink contribution (ﬁrst derived for non-relativistic system in Ref. [84]) to




















Quantum ﬂuctuations are ignored in the non-relativistic Nozière-Schmitt-Rink theory which de-
scribes thermal ﬂuctuations.
2.7.5 Numerical results
The calculation of ΩM is done in the Minkowski formulation, thus starting from Eq. (2.83), for
the Pauli-Villars parameter set No 2 from Tab. 2.2. The meson cut-oﬀ parameter is chosen to
be ΛM = 300MeV, according to Tab. 2.4. We restrict the investigations to the µ = 0-axis of the
phase diagram.
The result for the pressure p is shown in Fig. 2.15. The formulation in terms of scattering phases
allows the distinction between the Noziére-Schmitt-Rink contribution and quantum ﬂuctuations
for the mesonic pressures pM . The pressure components all are normalized p(T = 0, µ = 0) = 012.
12For technical reasons, the pressure components are normalized to p = 0 at T = 20MeV, except the partial
pressure of pions, which is set to the free-pion gas value at T = 20 MeV.
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In the left plot, the lines for Hartree-quark pressure, pion pressure pπ,NSR and pπ, qfl, and σ-







(pM,NSR + pM, qfl) = 3(pπ,NSR + pπ, qfl) + pσ,NSR + pσ, qfl, (2.95)
and the resulting total pressure. First, one sees that the quark contribution rapidly becomes
the dominant partial pressure of the system, while the mesonic partial pressure pmesonic is sig-
niﬁcantly smaller. The pressure components of the single mesons π and σ show a very diﬀerent
behavior. At high temperatures one can clearly see the asymptotic degeneracy of σ and π due to
restoration of chiral symmetry13. The Noziére-Schmitt-Rink pressure of the mesons is growing
for low temperatures, attains a maximum and decreases for higher temperatures. As one can see
from the degeneracy of the curves, the kink in pM,NSR coincides with the restoration of chiral
symmetry. The quantum ﬂuctuation part of the σ-meson leads to a negative contribution to the
total pressure because the mass of the scalar meson is decreasing with temperature in the broken
phase. At the transition temperature this decrease stops, and the pressure of σ becomes positive
at higher T . However, the total pressure of all mesons pmesonic is always positive, as one would
expect from a partial pressure of additional particles included in the system.
In the right hand ﬁgure, Fig. 2.15(b), the region for small temperatures is magniﬁed. The total
meson pressures pM,NSR + pM, qfl are compared to the mean-ﬁeld pressure of Hartree quarks
as well as to the π-contribution in pole approximation. The mesonic contribution pmesonic is
dominant for temperatures below 50 MeV, for higher temperatures the quarks have an important
partial pressure. The meson pressure itself is dominated by the pions, and the pions are well
described by the pole approximation,
pmesonic ≈ 3pπ ≈ 3ppoleπ . (2.96)
Visible deviations between the exact π-part and the pole approximations appear for temperatures
higher than about 60 MeV. The total σ-contribution is negative but less important than the pions
due to the higher mass of the scalar excitation and the 3-fold degeneracy of the pions.
Another interesting thermodynamic quantity is the entropy density, it can be calculated by nu-





This deﬁnes a scheme to deal with the thermodynamical inconsistency of the thermodynamic
potential per volume ΩP . The results obtained from the pressure data are shown in Fig. 2.16.
In Fig. 2.16(a) the diﬀerent contributions to the entropy density are shown similar to the plot of
the pressure (see Fig. 2.15(a)). One can see that the mean-ﬁeld result becomes dominant even for
intermediate temperatures, the mesonic entropy density smesonic grows slower with temperature.
The diﬀerent meson contributions all behave diﬀerently in the broken phase. The quantum
ﬂuctuation part of the scalar meson is negative again, because its pressure is not only negative
but also decreases in that temperature range. All other parts are positive for low temperatures,
resulting in a positive total mesonic entropy density smesonic. At the crossover, the Noziére-
Schmitt-Rink parts of π and σ have a maximum and change their sign, leading to small but
negative entropy contributions in the chirally restored phase. In contrast the quantum ﬂuctuations
of both mesons are positive in the high temperature region. It is clearly visible that σ and π are
degenerate asymptotically14. The total mesonic entropy density grows slowly at high temperature
— a behavior that is directly related to the almost linear shape of pmesonic for T > 200MeV.
The behavior for small temperatures is investigated in detail in Fig. 2.16(b). One can see that
the total entropy density in that range is dominated by the pion contribution, that is close to the
13The quantum fluctuation parts of meson thermodynamic potentials become not degenerate by its absolute
value, but have the same slope. This is due to the normalization procedure p(T = 0) = 0 chosen for all pressures:
The thermodynamic potential for π and σ in an other normalization would have different values in vacuum and
would be degenerate in the restored phase.
14This is an advantage of the plot of the entropy density: While the thermodynamic potential per volume and
hence the pressure requires a fixing of a constant, the entropy density has a finite value from the beginning. So
the chiral restoration effect on the mesons is clearly visible.









































Figure 2.16: Entropy density s as a function of temperature T at µ = 0. (a) Comparison of
mean-ﬁeld (mf), pions and sigma (π and σ, bold line correspond to sM,NSR, thin line to sM, qfl),
and the summed mesonic contribution (M). (b) Low-temperature behavior of entropy density.
The mean ﬁeld entropy density (mf) is shown as well as the mesonic pressure (π and σ, NSR- and
qﬂ contribution are summed and multiplied with the degeneracy factor) and the total pressure
(full). The πfree-curve denotes the entropy density of a free pion gas.
behavior of a free pion gas. The quarks in mean ﬁeld approximation attain the entropy density
of the pions when temperature is suﬃciently increased. The scalar meson has only a very small
contribution.
We conclude that the perturbative ring sum scheme leads to the thermodynamic behavior of a
system that can be interpreted as a gas of quarks and mesons. At low temperatures the importance
ordering of the diﬀerent excitations takes place according to the particle mass, i. e. a pion gas is
found close to vacuum.
2.8 Self-consistent 1/Nc expansion
In the previous section, the NJL standard approximation Hartree+RPAwas extended using higher
order terms in the 1/Nc counting scheme which lead to additional 2-particle irreducible diagrams
in the Φ-functional. In the perturbative treatment in Sec. 2.7 these additional terms were added
simply to the Hartree-solution, hence the described state does not lie on a stationary point of the
thermodynamic potential and is not self-consistent. In this section a self-consistent formulation
of the 1/Nc expansion will be discussed.
This generalization is much more complicated than the approximation schemes above, and some
observables are not aﬀected much by the eﬀects of ﬂuctuations. The authors of an article dealing
with a similar treatment in a non-relativistic model with a four fermion interaction (Ref. [85])
wrote: “In the end, we are not convinced from the solutions of the new gap and number equations
that the self-consistent theory is worth the eﬀort.” But as this approach will be important for
the calculation of transport properties in the Nambu-Jona-Lasinio model, it is inevitable to deal
with these obstacles.
2.8.1 Φ-functional and gap equation
The starting point for the self-consistent 1/Nc expansion is again the functional Φ containing 2-
particle irreducible diagrams. These diagrams (shown in Fig. 2.13) are the same types of diagrams
as in the perturbative extension of the thermodynamic potential (shown in Fig. 2.14). But
here the physical equilibrium state is the one that minimizes the corresponding thermodynamic
potential per volume
Ω1 = iTr ln(iS
−1) + Tr (ΣiS) + Φ1[S]. (2.98)


































is the deﬁnition of the quark propagator S1 in self-consistent next-to-leading order 1/Nc expan-
sion.
Using cutting rules as in case of Hartree approximation in Sec. 2.2 makes it possible to derive
the Dyson equation for the quark propagator. This equation is shown in Fig. 2.17. The double
line with index 1 is the RPA meson propagator containing the 1/Nc dressed quark propagator.
The Bethe-Salpeter equation for this propagator is shown in Fig. 2.18. The glasses-diagram, the
Hartree self-energy and the RPA mesons seem to be familiar. But as they contain the dressed
propagator S1 and not the Hartree propagator15 the evaluation of these quantities will diﬀer from
the mean-ﬁeld results.
2.8.2 Algebraical formulation of the approximation
For the discussion of the terms involving S1 it is useful to introduce the decomposition of the
propagator 16
S1(p0,p) = S0(p0,p)γ
0 + S3(p0,p)p · γ + Ss(p0,p) (2.100)
for p0 ∈ C. This decomposition in the vector part and the scalar part can also be done for the
inverse propagator17. The components of the inverse propagator
S−11 (p0,p) = a0(p0,p)γ
0 + a3(p0,p)p · γ + as(p0,p) (2.101)
are usually called dressing functions. These diﬀerent components arise naturally in the explicit
expressions for the 1/Nc terms presented in the following.
15The mean-field propagator SH is simply the propagator of a free fermion with an effective mass mH , whereas
the quark two-point function S1 has a much richer structure in general.
16This decomposition can be done for Matsubara, retarded, and other 2-point functions, so not specification is
made here. For concrete calculations, the superscript R for retarded and A for advanced will be added to S and
other quantities if necessary.
17A convention often used in context of Dyson-Schwinger equation uses the symbols S−1(p) = A(p)/p + B(p)
in vacuum, and S−1(p) = A(p)p0γ0 + C(p)p · γ + B(p) in medium, respectively. The convention used here (and
similar in Ref. [86]) is preferred because the focus is not on the calculation of fermion Greens functions — the
symbols A, B and C are used for various quantities in the work. Additionally, the use of the subscript indices 0, 3
and s reminds the reader of the origin of the components (0-component of Lorentz-vector, 3 spacelike components
of Lorentz-vector, and scalar part, respectively).
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Thermodynamic potential
The evaluation of the thermodynamic potential per volume Ω1 deﬁned in Eq. (2.98) yields
Ω1[S1] = iTr ln(iS
−1




The four parts of the potential are






ln detS−11 (iωp + µ,p), (2.103)

































ln [1− 2gΠM (iωq,q)] . (2.106)
The last part ΩM contains the quark polarization loop with the dressed quark propagator S1.






Tr [S1(iωp + µ,p)ΓMS1(iωp + iωq + µ,p + q)ΓM ] (2.107)
After the evaluation of the trace Tr() in Dirac-, color-, and ﬂavor-space, the thermodynamic








































ln [1− 2gΠM(iωq,q)] . (2.108)
The quark polarization loop ΠM simpliﬁes to






[S0(p+ q)S0(p) + S3(p+ q)S3(p)± Ss(p+ q)Ss(p)] ,
(2.109)
where the upper sign corresponds to M = σ and the lower one to M = π, respectively.
Gap equation and self-energies
The self-consistent 1/Nc gap equation in Fig. 2.17 has the algebraic form
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We can also write




















We note that the Hartree self-energy, even for a dressed propagator, is constant and has only
a scalar component. For reasons of analyticity18, it is immediately clear that ΣH is just a real
number. Thus also in the self-consistent next-to-leading order 1/Nc-expansion the Hartree self-
energy only shifts the eﬀective mass and does not give rise to a richer spectral structure.
The meson-exchange self-energies ΣM take the form






DM (iωq,q)ΓMS1(iωq + iωp + µ,q + p)ΓM , (2.113)
where DM is the meson propagator deﬁned in Fig. 2.18. Like in standard approximation (see
Eq. (2.33)), the meson propagator reads
DM (iωq,q) =
−2g
1− 2gΠM (iωq,q) . (2.114)
where ΠM is the polarization loop introduced in Eq. (2.107).
Since S1 has one scalar and two vector components, ΣM has three independent Dirac-structures,
too. Furthermore, ΣM depends non-trivially on the external momentum p.
2.8.3 Solution in Euclidean space-time
Regularization
For the practical evaluation of the expression derived in the previous part, the results have to
be brought to a ﬁnite value. The divergences of potentials and self energies have two diﬀerent
origins. The ﬁrst origin is the fact that one has to subtract the inﬁnite but constant vacuum
contribution from the thermodynamic potential Ω1. The second source of divergences is the
nonrenormalizability of the Nambu-Jona-Lasinio model: One has to introduce cut-oﬀ schemes.
The inﬁnite constant energy shift in Ω1 is completely caused by the ﬁrst term −iTr ln iS−11 . The
constant can be chosen to be a similar term generated by a free Fermi gas. In standard approx-
imation, the vacuum contribution (the free Fermi gas with eﬀective mass mvacH ) was subtracted.
This is a nice calibration because this sets the thermodynamic potential per volume as well as the
pressure to zero in vacuum. In the self-consistent 1/Nc extended scheme, as the quark propagator
even in vacuum is not the free particle Greens function and much more diﬃcult to obtain, an other
subtraction seems to be favorable. A simple choice is the subtraction of the bare quark contribu-
tion iTr ln iS−10 . In practice, this modiﬁes the formulas (2.103) and (2.108) via the substitution
prescription








a20(p)− a23(p)p2 − a2s(p)
(iωp + µ)2 − p2 −m20
]
. (2.115)
The regularization of divergent integrals is a task that already arose in the sections dealing
with the simpler approximation schemes. As in the perturbative ring sum calculation (see Sec.
2.7) there are two independent regularizations needed for fermion loops and for meson integrals.
Here, the methods discussed in standard approximation encounter several problems. On the one
hand, the 3-dimensional sharp cut-oﬀ seems to be disadvantageous because the regularization
18These arguments coming from the analysis of the structure of Green’s functions in the complex plane are
discussed in detail in Chap. 4
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artifacts of mesons with ﬁnite 3-momentum entering in ΩM and ΣM should be avoided19. On
the other hand, the Pauli-Villars prescription makes use of the mass parameter of S in order to
construct a Lorentz-covariant regularization scheme. But as it is clear from Eq. (2.113), the self-
consistent quark two-point function S1 has no well deﬁned mass because the quark self-energy is a
momentum dependent quantity20. The way out of this dilemma is to use the sharp 3-momentum
cut-oﬀ scheme regardless of artifacts due to the explicitly broken Lorentz covariance. It is also
not possible to distinguish between (inﬁnite) vacuum and (ﬁnite) medium parts in the Matsubara
formulation of the gap equation. This problem is a feature of the Matsubara formulation in
general, and is also present in the NJL approximations in lower order.
Computation
In principle, the gap equation (2.111) can be iterated yielding the solution of the minimizing
problem Eq. (2.99) and hence the full quark propagator in next-to-leading order 1/Nc S1. All
expressions are formulated in the Euclidean space-time containing Matsubara sums over imaginary
frequencies, and also the result is the Euclidean propagator S1(iωp,p).
This type of integral equations is very similar to that in the context of Dyson-Schwinger equations
(see e.g. [87, 88, 89]). Thus, it is possible to adopt the highly developed techniques in this ﬁeld.
The straight forward method is the discretization of the Euclidean quark propagator S(iωp,p).
Because of isotropy the three Dirac components of the quark propagator in medium all depend
on two variables:
S0,3,s(iωp,p) = S0,3,s(p4, |p|). (2.116)
Each component S0,3,s can be set on a ﬁnite N4 ×N3 grid of values
(pi4, |p|j), (i, j) ∈ {0, . . . , N4} × {0, . . . , N3}, (2.117)
the other values are obtained either by interpolation between the grid points or by extrapolation.
The value of S at each grid point can be calculated from the Dyson equation (2.111): The external
momentum (p4,p) can be chosen to be one momentum-grid point (pi4, |p|j). If one starts with a
certain S[0], one can calculate the self-energies from the Dyson equation for every grid point and
obtains a new propagator S[1]. By repeating this process, an iteration process is deﬁned with the
solution of the gap equation S1 as a ﬁxed point.
With this grid method the remaining task is the numerical implementation of the multiple inte-
grals and Matsubara frequency sums. This iteration process has been performed in the 2-ﬂavor
NJL model [90, 91].
2.8.4 Formulation in Minkowski space
In the previous section, we saw that the solution process of the 1/Nc-extended NJL model in
Euclidean space-time has certain disadvantages. The ﬁrst point is the missing splitting in vacuum
part and medium contribution. This decomposition allows an interpretation of diﬀerent terms
entering in the calculation of two-point functions, but also aﬀects the regularization procedure.
The restriction to the vacuum part avoids cut-oﬀ artifacts, i.e. a more physical behavior at high
temperatures. The second point concerns the resulting Green’s function itself — since the iteration
in Sec. 2.8.3 yields the Matsubara quark propagator S1(iωp,p), spectral properties stay obscure.
Therefore, dynamical properties, such as transport coeﬃcients, which need the knowledge of the
time-like sector, can not be calculated with the solutions in Euclidean space-time.
19This is exactly the same argument already used in the discussion of the regularization of the perturbative ring
sum in Sec. 2.7.2
20In fact, one could imagine a generalized Pauli-Villars regularization scheme, based on the observation that
the main ingredient of this prescription is the subtraction of functions with equal asymptotic behavior like the
integrand. As the asymptotic behavior of a propagator is similar to the free propagator, it seems possible to
construct a generalized Pauli-Villars regularization scheme by a propagator replacement prescription. However,
the prescription has to be adapted to each divergent integral. Additionally, it is known that in the standard
approximation, a naive mass substitution in the diagrams does not lead to the correct physical observables in the
case of RPA mesons, whereas a substitution in the elementary integrals yield the correct result. It is not clear how
to identify the correct integrals for a Pauli-Villars scheme in next-to-leading order in 1/Nc.
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In the following the diﬀerent quantities in Minkowski formulation are presented. As the Matsubara
propagator was decomposed in Sec. 2.8.2, the same can be done with the spectral function
ρ1 = i[S
R
1 − SA1 ],
ρ1(p0,p) = ρ0(p0,p)γ
0 + ρ3(p0,p)p · γ + ρs(p0,p). (2.118)
The superscripts R and A denote the retarded and advanced quantities, respectively21.
Thermodynamic potential
It is described in appendix C.4 how to write the Matsubara sums in Eq. (2.108) as integrals over
real momenta. The four parts of the potential are listed in the following.
The ﬁrst term of the thermodynamic potential per volume









[1 + nF (p0 − µ) + nF (p0 + µ)]×
× arg{aR0 (p)2 − aR3 (p)2 − aRs (p)2}
}
(2.119)
contains the complex angle of inverse retarded propagator components in the integrand. The
second term of Ω1 is









P vac + P q + P q¯
}
(2.120)





0 −ΣA0 SA0 − (ΣR3 SR3 −ΣA3 SA3 )p2 +ΣRs SRs −ΣAs SAs
]
p=(−p0,p) . (2.121)
The other two terms can be interpreted as pressure of quarks,













0 −ΣA0 SA0 − (ΣR3 SR3 −ΣA3 SA3 )p2 +ΣRs SRs −ΣAs SAs
]
p=(−p0,p) , (2.123)
respectively. The latter two are ﬁnite and need no regularization procedure. The contribution









{[1− nF (p0 − µ)− nF (p0 + µ)] ρs(p0,p)}
)2
(2.124)
because just the Hartree self-energy enters that is calculated in Appendix C.2. The last term,


















Only the retarded meson propagator DRM itself has to be calculated for general dressed quark














SR1 (−p0 + q0) + SA1 (−p0 − q0)
)]




SR1 (p0 + q0) + S
A
1 (p0 − q0)
)]




SR1 (−p0 + q0) + SA1 (−p0 − q0)
)]}
(2.126)
21An intense discussion of real momentum Green’s function and spectral densities is in Chap. 4. Here, they are
just used as abbreviations for the quantities arising naturally in the Minkowski expressions.
22This is not surprising since even in the perturbative case the analytical structure of the meson propagator in
the complex plane was allowed to have the most general form.
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It is an important point to notice that there is no loss or gain of information by formulating the
thermodynamic potential per volume in terms of Matsubara sums or in terms of integrals over
real frequencies. The only diﬀerence is that in one formulation the Matsubara quark propagator
enters while in the other the retarded and advanced Green’s functions arise. The situation is
diﬀerent for the gap equation, which is discussed in the next paragraphs.
Gap equation
The external momentum in the gap equation (2.111) can be moved to real frequencies by analytical
continuation. The gap equation for the retarded propagator SR1 is obtained by the rule iωp →
p0 + iǫ
23 and simply leads to
(SR1 )





The retarded self-energies ΣRH and Σ
R










[1− nF (p0 − µ)− nF (p0 + µ)] ρs(p0,p) (2.128)
and















DAM (−q0 − p0 − µ,q)ΓMρ1(−q0)ΓM
+ nB(q0)ρM (q0,q)ΓM
(










nF (q0 + µ)D
A
M (−q0 − p0 − µ)ΓMρ1(−q0)ΓM
}
(2.129)
We see again that every contribution can be decomposed into a vacuum and a medium part.
The retarded Hartree self-energy ΣRH even with an arbitrary fermion propagator inside is constant
and real, because the integrand is just the scalar part of the quark spectral function times a
prefactor. All imaginary parts entering in the propagator come from the meson contributions
ΣM .
Solution of the Minkowski formulation
In principle, the solution of the Dyson equation (2.127) can be found in a way similar to the
Euclidean version in Sec. 2.8.3. The components SR0,3,s of the retarded quark propagator depend




Again each component SR0,3,s can be set on a ﬁnite N0 ×N3 complex grid of values
(pi0, |p|j), (i, j) ∈ {0, . . . , N0} × {0, . . . , N3}, (2.131)
which can be interpolated and extrapolated in order to obtain the propagator for an arbitrary
momentum (p0,p). It is suﬃcient to solve the equation for the retarded propagator since it is
connected to the advanced one by an analytic relation (see Sec. 4 for details).
Despite all tries to iterate Eq. (2.127), no one ever24 solved the 1/Nc gap equation in Minkowski
space. This task is so diﬃcult because the integral kernels of the integral equation are not only
high dimensional but are also singular at many points. This prevents the simple use of extensive
23The advanced propagator SA would be obtained by the procedure iωp → p0 − iǫ.
24At least till January 2011, nobody solved the equation for real momenta.
























































Figure 2.19: Bethe-Salpeter equation for the mesons in next-to-leading order in 1/Nc. The 1/Nc-
corrected meson propagator (left-hand side of the equation) is deﬁned in terms of 1/Nc-corrected
quarks propagators and RPA mesons which include the 1/Nc-dressed quark propagators.
computational power as it is for example done for Dyson-Schwinger equations and lattice ﬁeld
theory — both dealing only with Euclidean quantities — because the expressions are numerically
unstable. The introduction of a new method leading to Minkowski Green’s functions is matter of
Sec. 4.3, and it is applied to the 1/Nc problem thereafter.
2.8.5 Mesons
The quark-antiquark scattering can be derived from the Φ-functional by cutting quark lines. The
scattering diagrams contributing to the matrix to the given order have been derived in [92]. They
can be used to construct new Bethe-Salpeter equations leading to the NLO meson propagators
shown in Fig. 2.19. Two diagrams on the right hand side of the equation were also present in
the RPA mesons: the bare NJL coupling and the summation of the polarization loop. The other
diagrams are new and involve RPA propagators with fully dressed quarks inside. There are two
non-local kernels involving one and two RPA mesons, and two which arise when the kernels are
resummed. These diagrams can be interpreted as scattering processes of the mesons themselves
contributing to the amplitude.
It can be shown (see e.g. [69]) that the resulting meson propagators obey the Goldstone theorem,
so the pseudoscalar channel will have a massless excitation in case of spontaneously broken chiral
symmetry. This is only the case for this dressed meson propagator — the RPA pions, even with
the self-consistent quark propagator, are no longer massless. As RPA propagators arise only at
intermediate states in the NLO approach, they are not restricted by chiral Ward identities. This
subject is summarized in [90].





Relativistic hydrodynamics is the relativistic theory of ﬂuids [93]. It describes the macroscopic
behavior of continuous media, such as gases or liquids. The importance of a relativistic description
may arise due to the relativistic speed of the macroscopic motion or due to the relativistic velocities
of the microscopic motion of the ﬂuid particles.
The fundamental quantity in the mathematical description of ﬂuids is the ﬂuid 4-velocity Uµ(x).
As it is a relativistic 4-velocity, it obeys the condition
Uµ(x)U
µ(x) = 1. (3.1)
By a Lorenz transformation, one can perform locally a boost in the rest frame of the ﬂuid, which
has the property
U = (1,0). (3.2)
The ﬂuid is characterized by its energy-momentum tensor T µν as a function of space time. Rel-
ativistic hydrodynamics expands the energy-momentum tensor in terms of ﬂuid 4-velocity gradi-
ents. That means that the static, homogeneous ﬂuid is taken as a starting point, with derivatives
taken as small corrections. For our purpose, the leading order (without gradients) and the next-
to-leading order1 (linear in velocity gradients) of this expansion are necessary.
For a practical hydrodynamic description, one has to remember the elementary condition, that
the mean free path of the microscopic constituents of the ﬂuid is much smaller than the system.
So, by increasing the distances a particle can propagate, one has to scale the system in the correct
way in order not to violate the requirements of relativistic hydrodynamics.
3.1.2 Ideal hydrodynamics
In ideal hydrodynamic, the energy-momentum tensor reads
T µν = (ǫ(x) + p(x))UµUν − p(x)gµν , (3.3)





ǫ 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p

 .
The particle current Jµ is
Jµ(x) = n(x)Uµ(x), (3.4)
1Note that sometimes these orders are referred as zeroth and first order.
2This expression is especially true in the case of hydrostatics, U ≡ 0
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where n(x) is the local particle density.
Thus, there are seven input parameters of the ideal hydrodynamical description: pressure, energy
density, particle density and the components of the 4-velocity. Energy momentum conservation
∂µT
µν = 0 (3.5)
and the equation of continuity for the ﬂux
∂µJ
µ = 0, (3.6)
together with the normalization of relativistic 4-velocity (3.1) lead to six constraints of the equa-
tion. In order to obtain the last required condition, one assumes that the system is in local
thermal equilibrium. This connects pressure, density and energy density by the equation of state,
p(x) = p (ǫ(x), n(x)) . (3.7)
Under this assumption, ideal relativistic hydrodynamics is a complete description of a ﬂuid with
suﬃciently small velocity gradients. Fluids that obey the ideal hydrodynamic equations are
usually called ideal fluids .
Entropy
An important issue is the evolution of entropy in a ﬂuid. It will not only characterize the diﬀerent
stages of hydrodynamic descriptions but will also give rise to an understanding of transport in
ﬂuids. The thermodynamic relation for entropy is
TS = E − pV (3.8)




(p(x) + ǫ(x)) , (3.9)
which of course depends on the space-time coordinate x. In analogy to the relation (3.4) for the




(p(x) + ǫ(x))Uµ. (3.10)
In order to derive the evolution of the entropy density in an ideal ﬂuid, we start from energy-




µν = 0. (3.11)
Applied to the energy-momentum tensor T µν in ideal hydrodynamics (3.3), one obtains
∂µ(ǫ(x) + p(x))U
µ = 0, (3.12)
which implies, in comparison with equation (3.10), that the entropy density is locally conserved,
∂µs
µ = 0. (3.13)
So no entropy production and no dissipative processes are described in ideal hydrodynamics. In
order to take those eﬀects into account, a further extension of relativistic hydrodynamics becomes
necessary.
3.2. GREEN-KUBO FORMALISM 41
3.1.3 Viscous hydrodynamics
In the previous section, the concept of a systematic expansion of the energy-momentum tensor in
powers of 4-velocity gradients was summarized. The truncation after the leading order gave rise
to ideal hydrodynamics. The equations of ideal hydrodynamics (3.3) and (3.4) do not contain
4-velocity gradients, whereas the second order can also involve terms that are linear in 4-velocity
gradients. These terms give a correction to the ideal hydrodynamic equations,
T µν = (ǫ(x) + p(x))UµUν − p(x)gµν + T (1)µν (3.14)
Jµ = n(x)Uµ + J (1)µ. (3.15)
The correction terms T (1)µν and J (1)µ read
T (1)µν = η
[










[gµν − UµUν ] ∂λUλ (3.16)









The coeﬃcients presented here are the shear viscosity η, the bulk viscosity ζ and the thermal
conductivity κ. They are called transport coefficients . As the equation of state that was already
required in ideal hydrodynamics, they are a microscopic input to the hydrodynamical description.
The part of the hydrodynamic energy-momentum tensor proportional to η, i.e. oﬀ-diagonal spatial
elements of T (1)µν , is the shear component. The thermal conductivity κ is only present if there is
a conserved 4-current in the system, associated with the charge density n and a chemical potential
µ.
In contrast to ideal hydrodynamics, entropy is not conserved in viscous hydrodynamics. This
is subject of the H-theorem: entropy increases in the system due to irreversible processes. We
do not investigate this property of viscous hydrodynamics in detail, for reference see [94]. How-
ever, it is important to notice that the correction terms T (1)µν and J (1)µ in the hydrodynamical
energy-momentum tensor T µν that are responsible for entropy production are proportional to the
transport coeﬃcients η, ζ, and κ.
3.1.4 Beyond viscous hydrodynamics
Although transport phenomena can be described in the ﬁrst-order relativistic hydrodynamic
formulation presented in the preceding paragraphs, the physical properties of the ﬂuids described
by the equations (3.16) and (3.17) are not completely satisfying. By a detailed analysis one can
see that the diﬀerential equation for heat ﬂow is parabolic, leading to a instantaneous propagation
of heat (see e.g. [93]).
The acausal behavior of viscous hydrodynamics is a shortcoming of the ﬁrst-order gradient ex-
pansion. It was shown that the extension to second-order gradients of hydrodynamical 4-velocity
lead to hyperbolic equations for heat propagation, and a causal viscous hydrodynamic can be
formulated [95]. These extensions of the ﬁrst-order methods have been rediscussed in the last
years, especially in the context of hydrodynamic description of ﬁreballs in heavy-ion collisions
[46, 96, 97, 98].
3.2 Green-Kubo Formalism
Transport coeﬃcients can be calculated from time correlation functions. The advantage of this
procedure is that it is an exact formulation of the hydrodynamic quantities. However, it is
known that the practical application involves a lot of problems. For example, Zwanzig [99] wrote
“The calculation may be hard, but we know where to start.”. Jeon and Yaﬀe [100] wrote “The
diagrammatic evaluation of transport coeﬃcients is a remarkably ineﬃcient approach”.
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3.2.1 Formalism and Kubo transformation
The foundation of the theory of transport coeﬃcients was given by works concerning friction of
Brownian motion and line-widths of nuclear magnetic resonances. In these articles, the quantity
related to dissipation processes was expressed as a time correlation function, as it is the case in the
general ﬂuctuation-dissipation theorem. Later, it was possible to express electrical conductivity,
viscosity, and thermal conductivity in terms of time-correlation functions. The name on this
method varies, referring to the important works of Green [101, 102], Mori [103], and Kubo [104].
The names Green-Kubo-method, Kubo-Mori formula, or Kubo formula will be used equivalently
in this thesis, although the term Kubo formula is better used solely for the expression of electrical
conductivity and the term time-correlation function method is maybe the most appropriate one.
A useful introduction to a non-relativistic version of these formulas is given by [99], where an
overview over the diﬀerent derivations is given. A synopsis of transport coeﬃcient calculus in
relativistic quantum ﬁeld theory was given later [105].






Such a type of Fourier transform is called Kubo transform. The thermal average 〈. . .〉 in the
integrand involves the retarded Green’s function. As we will see, each transport coeﬃcient will
be expressed as such a correlator.
3.2.2 Green-Kubo formulas for different transport coefficients
Electrical conductivity
We start with the electrical conductivity, which was the material coeﬃcient that was calculated in
the original work of Kubo [104] and is investigated in many textbooks of many-particle physics and
solid state physics [106], mainly in its non-relativistic version. We use the relativistic formulation








d4xeipx〈[J iel(x), J iel(0)]〉 (3.19)











d4xeipx〈[J iel(x), J iel(0)]〉. (3.20)




µ〈[J iel(x), J iel(0)]〉 (3.21)
has to be evaluated. Electrical conductivity is a phenomenon that is related to the linear response
of matter under the inﬂuence of an external ﬁeld: An electric ﬁeld E is applied to a piece of metal,
and as its consequence, an electric current Jel is observed, obeying the relation
Jel = σel(ω)E. (3.22)
The calculation of such a type of linear response is nicely done with the derivation of Kubo,
however, there are dissipation processes that are not induced by external ﬁelds but by internal,
thermal currents. One example for such a type of coeﬃcient is shear viscosity η.
Shear viscosity
In contrast to electrical conductivity, shear viscosity cannot be calculated as a response to an
external ﬁeld, since the correlations of internal thermal currents are not induced by an external
source, but by internal inhomogeneities. There are several methods to deal with this diﬃculty
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[108, 99], which is primarily a problem in deriving a Green-Kubo type relation for thermal currents
rather than a main diﬀerence in the further application.
We follow the works of [109, 107] in this section. The time-correlation function expression for the




































Here, Ttraceless is the traceless part of the energy-momentum tensor,
T ijtraceless = T
ij − 1
3
δijT kk . (3.25)
In comparison to Eq. (3.18) it becomes clear that the correlator for the shear viscosity involves








insead of the electric current J i.
Thermal conductivity
The thermal conductivity κ is present in the correction term J (1)µν in viscous hydrodynamics.
Like shear viscosity, it is not a coeﬃcient of a linear response to an external ﬁeld, but a measure














where the current that enters in the correlator is
Ii(x) = T 0i − h
n
J i. (3.28)
Here, h is the enthalpy density and n the particle number density, thus h/n is the enthalpy per
particle. The existence of a conserved current Jµ is essential for the thermal conductivity — it
can be seen from the deﬁnition of κ in Eq. (3.17) and will be discussed again in Sec. 3.4. The





according to Eq. (3.18).
Bulk viscosity






















according to [107]. The diagonal elements T ii of the energy-momentum tensor enter in the Green-
Kubo expression for bulk viscosity, whereas the oﬀ-diagonal elements contribute to the shear














where we limit the discussion, although there are modiﬁcations of this formula depending on the
situation [105, 110, 107].
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Other Green-Kubo relations
There are other types of relations similar to the Green-Kubo formulas for electrical conductivity,
and hydrodynamic transport coeﬃcients shear viscosity, thermal conductivity, and bulk viscosity.
One important example from a historical point of view is the early work concerning friction of
Brownian motion. Another application in solid state physics is the calculation of the paramagnetic
susceptibility. We stop here with the presentation of the time-correlation functions belonging to
diﬀerent transport coeﬃcient and discuss the practical application of the method more in detail.
3.2.3 Analysis of the Kubo transforms
In the preceding paragraphs, we saw that the transport coeﬃcients can be expressed in terms of
Kubo transforms, which are quite abstract correlation functions. An analysis and interpretation
of these time-correlators and its properties is given in [111]. We want to focus on the practical
calculation of these correlators in certain theories and on the shear viscosity coeﬃcient η, although
the treatment of the other coeﬃcients is very similar.
Energy-momentum tensor
We want to investigate the expression in Eq. (3.26) a bit more in detail for a microscopic
calculation in a quantum-ﬁeld theoretical model. In general, the energy-momentum tensor for a






∂νφa − gµνL . (3.32)
The oﬀ-diagonal part i 6= j can be written in a single form for a huge class of theories. Assuming










+ Lint[φ1, . . . , φN ], (3.33)





jφa for i 6= j. (3.34)




ψ¯a(i/∂ −ma)ψa + Lint[ψ1, . . . , ψN ], (3.35)





i∂jψa for i 6= j. (3.36)
This expression for the fermionic energy-momentum tensor is not symmetric in its indices as it
was for the multi-component scalar ﬁeld. It is possible to bring it into a symmetric form by
adding a divergence-free term.
Evaluation of the correlator
The diagrammatic representation of the correlator of the shear viscosity coeﬃcient is shown in
Fig. 3.1. This form is general for the classes of models that were discussed before, it is an eﬀective
one-loop diagram in case of the Nambu-Jona-Lasinio model and for the O(N) model if the correct
propagators are taken, respectively. The solid lines correspond to the fully dressed fermion- or
boson propagator, the ﬁlled circle correspond to the fully dressed vertex. The external dotted
lines indicate the external 4-momentum, there is no external physical particle that is coupled
to the diagram in Fig. 3.1. The evaluation of the correlators of the other transport coeﬃcients
involve similar diagrams, with diﬀerent kinds of external vertices.
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Figure 3.1: Diagrammatic representation of the Kubo-transformed correlation function. Bold
lines denote the fully dressed propagator, the ﬁlled circle denotes the fully dressed vertex.
The diagram in Fig. 3.1 is called Π , and we can express the frequency-dependent viscosity in








where the frequency is equal to p0 in natural units. For the static viscosity, the limit p0 → 0 is
taken, which leads to the derivative of the imaginary part of ΠR at zero external momentum,







We now evaluate the expression Π for a speciﬁc Lagrangian. For the Nambu-Jona Lasinio model,
the bare vertex related to the energy-momentum tensor is piγj . After setting the external 3-
momentum to zero3, the resulting equation involving the full quark vertex Γ ijfull and the full
quark propagator Sfull reads












where k = (iωk + µ,k) and k + p = (iωp + iωk + µ,k) [112, 114, 113]. For transport calculation
this Matsubara correlator has to be transformed to obtain the retarded correlation function. This
step is explained in detail in appendix D.1. The resulting retarded polarization function for the
case of the bare vertex reads














where Sfull is the dressed propagator, and ρfull is the spectral function of Sfull. In the Kubo
formula of the static shear viscosity (3.38), the derivative of the imaginary part of this expression

























Starting from this equation, one can identify the processes that are responsible for the dissipative
transport phenomena in a fermionic system. If one speciﬁes the situation to a Fermi gas at
relatively low temperature, one can see that the contributions to integral in Eq. (3.41) are
3It is useful to make this limit already here since the 3-momentum at the external couplings enters in the bare
vertex piγj
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dominated by the density of states (which is ρfull) in the vicinity of the Fermi surface (where n′F
has the most contributions). The particles at energies much lower that µ do not contribute to
tranport processes because of Pauli blocking.
In the present approxmation of a bare vertex, the fully dressed quark spectral function ρfull enters
the expression for the static viscosity. Eq. (3.41) is nice to explain the problem of propagator
dressings in Green-Kubo formalism. Consider a free particle Green’s function as it would be taken
in perturbation theory. The spectrum of such a function is δ-like with a pole at
√
m2 + k2. If one
takes the imaginary part of the expressions in Eq. (3.40), one obtains a product of Dirac-functions
with arguments that are shifted by q0, thus the product vanishes and the shear viscosity is zero
for all frequencies. We conclude hat simple perturbative or mean-ﬁeld dressings that lead to δ-like
spectra for the 2-point functions are not suitable for the Green-Kubo correlator. The reason is
that the retarded propagators in such an approximation are those of free particles, eventually
with a modiﬁed eﬀective mass. The question of linear response of a system that does not react
on a ﬁeld is nonsensical.
Remarkably, the shear viscosity calculated with nontrivial dressing, but in the limit of free prop-
agators shows the contrary behavior. This is understood mathematically from the Kubo formula
in its form in Eq. (3.41). The shear viscosity coeﬃcient η is proportional to the square of the
spectral function ρfull, which has some normalization. If the contributions to the integral over
ρfull is dominated by a smaller and smaller region, as it is the case in the limit of a free δ-like
spectrum, the integral over the square of the normalized function increases.
Explicit versions of this dependency of η on the propagator dressing were derived in several ap-
proximative calculations of the shear viscosity [112, 107], where this relation between spectral
width and transport coeﬃcients is manifest. Interpretations for this behavior for diﬀerent coef-
ﬁcients are discussed in literature, see e. g. [106] for electrical conductivity, and [115] for shear
viscosity.
3.3 Relativistic Kinetic Theory
Under certain circumstances, a system can be described as an ensemble of almost free particles.
The treatment as quasi-free particles is valid, if the particles do not interact most of the time.
Kinetic theory is the description of such dilute gases in terms of distribution functions. Additional
to the assumption of approximately free particles, particle correlations before a collision are
neglected (“hypothesis of molecular chaos” or “Stoßzahlansatz”). It is also required that the
particle distribution functions vary only slowly in space and time. Although it is not a general
restriction of kinetic theory, we take only two-particle interactions into account in this particular
work.
Kinetic theory and the calculation of nonequilibrium properties in this framework has a rela-
tively long history [116, 117] and thus are older than the Green-Kubo formalism. The kinetic
description is possible for constituents obeying either classical or quantum statistics, and for ei-
ther non-relativistic or relativistic systems. Each of the four4 possible combinations of statistics
and relativity can be explored. All these potential kinetic descriptions have been investigated
and are discussed in the literature, however, the detailedness of discussions of the various com-
binations varies. The classical, non-relativistic version of kinetic theory is not only subject to
many textbooks (see e.g. Ref. [118, 119]) but also to works concerning the mathematical foun-
dation (see e.g. Ref. [120]). For the classical relativistic version or the non-relativistic quantum
case, there are still some textbooks dealing with the general framework (see Ref. [94] for the
classical relativistic and Ref. [121] for the latter). For the relativistic quantum description, there
is few literature deriving general properties, but more works concentrated on special situations
[122, 123, 124, 125]. Therefore, some more space is spend for a systematic overview of quantum
relativistic kinetic theory.
In this section, we start with the practical calculation of transport coeﬃcients in relativistic
kinetic theory and discuss the result and its validity in the end.
4Additionally, one has to take into account how the particle interactions were calculated. Notably for kinetic
theory of gases it is usual to take classical molecules with an interaction calculated from quantum mechanics.









Figure 3.2: Two particle scattering with momentum labels according to Uehling and Uhlenbeck.
3.3.1 Uehling-Uhlenbeck equation
Assume that there are Np particle species in the system. Each particle species a,
a ∈ {P1, P2, . . . , PNp} =: P (3.42)
has a degeneracy factor ga. The main ingredients of kinetic description are the distribution
functions fa.
If we only consider elastic two-particle interactions, the evolution of the distribution function fa5







where the left hand side is called advective term and the right hand side is called collision term.
The scattering process is sketched in ﬁgure 3.2. The same ﬁgure explains the usual momentum
labeling according to Uehling and Uhlenbeck,
p + p1 −→ p′ + p′1. (3.44)
All functions of these momenta are written shortly with the same suﬃx, i.e. fa(p′) = f ′a, Eb(p
′
1) =











(gµν − UµUν)∂ν︸ ︷︷ ︸
∇µ
fa. (3.45)
In this last step, the splitting in convective derivative D and purely spatial derivative ∇µ in the
















(2π)4δ(4)(p+ p1 − p′ − p′1) |Mab|2×
× [f ′af ′1b(1 + θafa)(1 + θbf1b)− faf1b(1 + θaf ′a)(1 + θbf ′1b)]
}
(3.46)
The suppression factor 1/(1+δab) is present in the case of scattering of identical particles a = b to
avoid double counting if a and b are indistinguishable. The δ-function imposes energy-momentum
conservation. The product F of distribution functions
F = f ′af
′
1b(1 + θafa)(1 + θbf1b)− faf1b(1 + θaf ′a)(1 + θbf ′1b) (3.47)





0 a classical particles
−1 a fermions
.
5Sometimes, the kinetic equation is not formulated in terms of particle number normalized distribution functions
fa, but in terms of phase space scaled distribution functions fa. The relationship between these two is fa =
ga/(2π)3fa.
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This product of distribution factors F can be interpreted as the change of particles with momen-
tum p due to scattering processes. The ﬁrst addend with a positive sign corresponds to the gain
of particles with momentum p and p1 by scattering from states p′ and p′1, whereas the second
term with the minus sign correspond to the loss by the inverse scattering. For classical particles
(θ = 0), the collision term would only be proportional to these two functions f . However, for
fermions (θ = −1), one has to make sure that the ﬁnal state is not occupied yet, and for bosons
(θ = +1), scattering is favored if the state is populated. Thus, the classical term is extended by
the denoted suppression factor for fermions and by the denoted enhancement factor for bosons,
respectively.
3.3.2 Chapman-Enskog expansion
The Chapman-Enskog expansion linearizes the kinetic equation (3.43) in order to ﬁnd a solution
for the distribution functions fa. Besides the relativistic quantum formulation, it is also possible
to treat the non-relativistic or the classical case in a similar way.
The expansion is based on an expansion of the distribution function fa with the help of a book
keeping parameter ǫ,
f = f (0) + ǫf (1) + ǫ2f (2) + . . . . (3.48)
The parameter ǫ is also inserted in the Boltzmann-Uehling-Uhlenbeck-equation (3.43), where









The convective derivative of f , (Df is expanded in a similar way.
(Df) = ǫ(Df)(1) + ǫ2(Df)(2) + . . . (3.50)
In an approximation scheme for the Uehling-Uhlenbeck equation, each approximation step has to
fulﬁll conservation laws as the full equation does. The hydrodynamic conservation laws impose
constraints on (Df)(i). We see that lowest order of ǫ on the left-hand side of the expanded kinetic
equation (3.49) is ǫ1. The collision term on the right-hand side has to be analyzed by inserting
the expansion of the distribution functions in Eq. (3.48) in the collision term in Eq. (3.46). The
product of distribution functions leads to many diﬀerent contributions to one ǫ-order, especially
for higher orders. We call C(j)ab a collision function contribution proportional to ǫ
j , it contains
distribution function up to order j. The leading order in ǫ of Cab is proportional to ǫ0.
Thus, the expanded kinetic equation (3.49) contains many orders of ǫ on both sides of the equation.
By sorting with respect to powers of ǫ, one obtains an inﬁnite set of coupled equations,
ǫj(Df)(j) + ǫj pµ
p0










b , . . . , f
(j)
a ]. (3.51)
The truncation of this inﬁnite set of equations to a ﬁnite set up to order ǫj yields the order j +1
of the Chapman-Enskog expansion.
First order
If one only considers terms proportional to ǫ0 in equation (3.49), on obtains the ﬁrst order in the
Chapman-Enskog expansion. There is only one equation per particle species for the distribution









This order corresponds to the free solution with no time evolution of f . The associated hydro-
dynamic equations are the Euler equations of a ﬂuid. A direct result of equation (3.52) is the
distribution function of a free gas in motion with four-velocity Uν ,
f (0)a =
1
eβ(Uνpν−µa) − θa . (3.53)
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In the rest frame of the gas,
Uνp
ν = U0p
0 −U · p = 1 · E − 0, (3.54)
one directly obtains the more familiar expression for a gas at rest. This conclusion from equation
(3.52) can be proved with use of the property
f (0)a f
(0)
1b (1 + θaf
′(0)
a )(1 + θbf
′(0)




1b (1 + θaf
(0)
a )(1 + θbf
(0)
1b ), (3.55)
where f (0)a , f
(0)
b are functions deﬁned in Eq. (3.53).
Second order
One now considers terms of order ǫ0 and ǫ1 in the expansion (3.48) and sorts equation (3.49) with





























As equation (3.56) is the same as (3.52), f (0) stays the same as in the ﬁrst-order Chapman-Enskog
expansion. The remaining task is to determine f (1). We introduce the functions φa and rewrite
the second-order correction of f ,
f (1)a = f
(0)
a (1 + θaf
(0)
a )φa. (3.58)
The F -function in the collision term, which was deﬁned in Eq. (3.47), is linearized in φ with this
choice of f (1)a ,
F → f (0)a f (0)1b (1 + θaf ′(0)a )(1 + θbf ′(0)1b ) [φ′a + φ′1b − φa − φ1b] . (3.59)
The full advective term is more complicated. As the shear component is hidden in the spatial
derivative ∇µf (0)a , it is suﬃcient to concentrate on this part. Spatial derivatives of ﬁrst-order
distribution functions have the property
∂νf
(0)






and with this expression, the shear part proportional to T ijshear can be extracted. The linearized























(2π)4δ(4)(p+ p1 − p′ − p′1) |Mab|2×
× f (0)a f (0)1b (1 + θaf (0)a ′)(1 + θbf (0)1b ′)×
× [φ′a + φ′1b − φa − φ1b]
}
. (3.61)
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where the traceless tensor T ijshear is again the shear component of the energy-momentum tensor.






, . . . , BijPNp
)
. (3.63)























(2π)4δ(4)(p+ p1 − p′ − p′1) |Mab|2×










We call the linear operator one the right-hand side 2a and rewrite our linearized equation in





f (0)a (1 + θaf
(0)
a ). (3.65)
This is the ﬁnal form of the second-order Chapman-Enskog expansion for the shear component.
It is a set of linear equations for the distribution function corrections f (1)a , which are hidden in
~Bij . There are two remaining tasks if one tends to calculate the shear viscosity in this expansion
scheme. First one has to solve this set of linear integral equations, and second one has to relate the
resulting distribution functions to the shear viscosity coeﬃcient. After a short outlook concerning
higher order Chapman-Enskog expansions, we start with the derivation of the shear viscosity in
terms of f (1)a .
Higher orders
Higher orders of the Chapman-Enskog expansion correspond to the Burnett- and Super-Burnett
equations [121]. We limit the investigations to second order as it allows the calculation of linear
transport coeﬃcients.
Shear viscosity
The energy momentum tensor T µν in second-order Chapman-Enskog expansion can be expressed















pµpν = T (0)µν + T (1)µν (3.66)
The tensor consists of the ideal hydrodynamic part (proportional to f (0)a ) and the viscous cor-
rection part (proportional to f (1)a ). The latter is subject of further investigations. We recall that
in Eq. (3.16), the non-ideal part of T µν was related to the shear viscosity coeﬃcient η by the
equation
T (1)ij = −2ηT ijshear (3.67)
if we only consider shear stress. We express ﬁrst f (1)a in Eq. (3.66) in terms of Ba, as it is deﬁned
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After some algebra [121], we obtain

















We perform the sum over k and l, use Eq. (3.67), and obtain the ﬁnal expression for shear













f (0)a (1 + θaf
(0)
a )Ba (3.70)
With this result, we arrive at an equation for the shear viscosity as a function of distribution
function, here expressed in terms of B. The only remaining problem is the determination of B
in practice, starting from the linear equation (3.65). The next section, dedicated to the Sonine
expansion, describes one possible solution.
3.3.3 Sonine expansion
In the previous section, we ﬁnally obtained a linear equation for the second-order Chapman-
Enskog non-equilibrium distribution function (3.65). The unknown structure of the distribution


















Ba (p) is a set of real scalar functions of one variable. We now expand Ba in terms of orthogonal







It is useful to deﬁne

























For the Boltzmann case, these functions (the Sonine functions [126]) are analytically known.
This is not the case for the Boltzmann-Uehling-Uhlenbeck equation. But it is no problem to
obtain orthogonal functions in a numerical way. These functions will be called generalized Sonine
polynomials in this work, and we call the expansion (3.72) Sonine expansion in order to clarify
the diﬀerent kinds of expansions that enter the calculation of transport coeﬃcients. For practical
reasons, it is useful to chose a monic basis for the generalized Sonine functions,
P 0a (p) = 1
P 1a (p) = c
(1)
0 + p









The coeﬃcients c(1),1(2),...0,1,... are determined by the orthogonality relation (3.74). They depend on
all parameters that enter this equation, i.e. T , µa, and ma. It has been observed in the past
that already few polynomials are suﬃcient to reach convergence [127, 125]. We see that, starting






















The calculation of the coeﬃcients bra is shown in the following.
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Determination of coefficients
We are close to the work of [125] and [127] in the following lines. The idea is to project on
the linearized transport equation in such a way that we obtain a set of linear equations for the







f (0)a (1 + θaf
(0)
a ). (3.77)















f (0)a (1 + θaf
(0)
a ). (3.78)
We write Bija in terms of the Sonine expansion (3.72) and obtain a linear tensor equation for the






The complete expressions of Arsab and C
r
a are rather lengthy and are explicitly shown in the
appendix D.2. The simpliﬁcation and the methods of solution of the 12-dimensional integrals in
the left hand side of Eq. (3.78) are also discussed in this appendix.
3.3.4 Range of validity
As already mentioned in the beginning, the kinetic approach is based on the assumption that
each particle propagates classically between two collisions. Hence kinetic theory is valid if the




For this reason, kinetic equations are applicable to rareﬁed gases. For a practical calculation
using kinetic theory, it is inevitable to aﬃrm the inequality (3.80). There, one needs an estimate
of mean free path and interaction range. We limit the examination of these two quantities to the
case of a single component gas, where we follow the methods of [125].





where n is the particle density7 and σ is the total cross section. The cross section in the center
of mass frame and the invariant matrix element for binary collisions are connected (see e.g. [64])









in the case of equal masses. Since the total cross section σ is momentum dependent, one has
to specify the on-shell-momentum p, or alternatively, the Mandelstam variable s = (p + p1)2.









d3pd3p1f (0)(p)f (0)(p1)(p+ p1)2∫
d3pd3p1f (0)(p)f (0)(p1)
. (3.84)
The range of interaction can be estimated with the Compton wavelength of the corresponding





7The expression for a multicomponent gas is more complex; it is discussed in [125].
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where m is the mass of the particle. Another possible way is to start from the cross section σ






As one sees, the choice of the formulas is not unique. However, they all show the same qualitative
behavior.
3.4 Qualitative properties
In the two preceding sections, diﬀerent ways of calculating transport coeﬃcients have been pre-
sented. In this section, qualitative properties of the diﬀerent coeﬃcients will be discussed, moti-
vated by the fact that transport phenomena are not so familiar to many high-energy physicists.
The sometimes counterintuitive dependency of transport phenomena on microscopic situations is
reported as well as simple estimates for the diﬀerent coeﬃcients.
3.4.1 Estimates for transport coefficients
We begin with simple estimates for the various transport coeﬃcients. Simple expressions, even
though they are rough estimates of the true values or limited to special situations, are useful
because the full expressions from Green-Kubo formalism or Chapman-Enskog expansion are not






which describes the typical distance that a particle is propagating without interaction. The
average time that is needed for this distance is called relaxation time τ ,
λ = v¯τ. (3.88)
We will call these classical, non-relativistic formulas mean-free-path estimates [121].
Electrical conductivity
We proceed in the same order as we did in the previous sections, starting with the electrical
conductivity. The application of the kinetic theory of gases to the electrical conductivity of metals
was introduced by Drude [128, 129], and the Drude model allows already a basic understanding
of the microscopic mechanisms of transport phenomena of charged particles [130].
If one assumes an electron gas in an electric ﬁeld, one can calculate the average velocity due to
the acceleration in the ﬁeld and the interrupting collisions after a mean free path λ. With the








This formula has some shortcomings if the classical thermal average is used to calculate the
momentum p¯. The situation in metals is better described if the Fermi-Dirac statistic for a gas
with high chemical potential and low temperature is used in the calculation. This is the so called








v¯ for classical gases
vF for Fermi gases with T ≪ µ ,
where vF is the Fermi velocity. The Drude formula expresses a relation that is intuitively clear:
Metals with electrons which are less interacting have a better conductivity. This is manifest in
Eq. (3.89), since the conductivity is inversely proportional to the total cross section.
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Shear viscosity
A simple estimate for the shear viscosity is also found when the mean free path of a classical gas
is considered. In contrast to the electrical conductivity σel, there is a transport of momentum
and not of charge, and there is not a gradient in the electrical potential, but in the momentum
distribution.
It is shown in elementary textbooks (see e.g. [131]) that one ﬁnds a momentum ﬂow if such a
















1/3 from simple estimate
4/15 for ultra-relativistic gases
0.21 for non-relativistic gases
depends on the particles in the gas [132, 94, 133]. One should recall that these are expressions
for the shear viscosity of a classical, dilute gas. As in section 3.3.4, p¯ is the thermal average of
the momentum.
Thermal conductivity
The derivation of the thermal conductivity in a mean-free-path estimate is again subject of
standard textbooks (see e.g. [131]). The ﬂow that results from a gradient in temperature leads







where N is the number of degrees of freedom of the particles. It is also possible to express this











2.4 for 1-atomic gases
1.9 for 2-atomic gases
1.6 for 3-atomic gases.
In the same way as the electrical conductivity σel and the shear viscosity η, the thermal conduc-
tivity is inversely proportional to the cross section σ. As it was discussed in Sec. 3.1 and 3.2, a
conserved current additional to energy density and momentum density is needed in order to have
a heat conductivity in the system [133].
Bulk viscosity
The last discussion of qualitative properties concerns the bulk viscosity. Bulk viscosity plays
an important role in damping processes of modes in compact stars, but only a minor role in
the context of heavy-ion collisions. An important qualitative property of bulk viscosity is the
behavior for large temperatures or small particle masses: The bulk viscosity coeﬃcient ζ vanishes
in ultra-relativistic systems [119].
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3.4.2 Relations between transport coefficients
All transport phenomena with their associated coeﬃcients rely on the same mechanisms: Electric
charge, momentum or heat can ﬂow, limited by the interactions of the elementary particles in the
system. These interactions enter via a propagator dressing in case of the Green-Kubo method, via
an on-shell scattering amplitude in case of the Chapman-Enskog method, or via a mean free path
in case of the simple estimates. As these interactions are not inﬂuenced by the transport process
itself, they are universal for all phenomena, and the question arises if the diﬀerent coeﬃcients are
related to each other.
One of the oldest relation between transport coeﬃcients is the Wiedemann-Franz law [134], which




The factor L is called Lorenz number , and one of the advantages of the Drude model was the
possibility of explaining the empirical formula of Wiedemann and Franz. One can construct the
Lorenz number starting from Eq. (3.89) and (3.93).
In the same way, one can construct a relation between other transport coeﬃcients. For instance,





which relates the shear viscosity η and the electrical conductivity σ of a dilute gas of particles
that carry a charge qel. One may construct more of these relations, but we limit this to Eq. (3.96)
which will be used in the following.
3.4.3 Dependency on microscopic input
Density
The particle density in a system is one characteristic property. Naively one would expect that
the eﬀect on transport properties is important if the density is changed. It turns out that this is
not the case in a wide regime. In a full quantum mechanical system it is diﬃcult to change the
particle density independently without modifying the average momentum because of the Pauli
principle. However, the total particle number density can be changed by giving the particles more
quantum numbers, i.e. by modifying the degeneracy g of each particle species.
This feature of transport in dilute gases can be studies directly from equations (3.64) and (3.70).
Assume a single component gas and treat the degeneracy factor ga as a free parameter. On the
one hand, the solution Bija of the linearized transport equation scales with g
−1
a . On the other
hand, the shear viscosity is proportional to gaBija , hence the viscosity does not depend on the
degeneracy of the gas. In the mean free path estimates, we gave a formulation of each transport
coeﬃcient where the particle density n is canceled out in favor of the cross section σ, thus there
is no dependency on density in a dilute classical gas.
This result, may be surprising, has a clear physical interpretation. If the gas is denser, more
particles can transport momentum or charge, so the transport properties would increase. But
the mean free path decreases in the case of more particles in exactly such a way that the eﬀect is
eliminated. This surprising result was ﬁrst discussed by Maxwell [135, 136].
Coupling
One important property is the qualitative dependency of the transport coeﬃcient η on the mi-
croscopic input of interaction. This interaction is coded in the propagator dressing used in the
Green-Kubo formulas. It enters in terms of a diﬀerential cross section dσ/dΩ in the Chapman-
Enskog expansion, and in terms of an average cross section in the simple mean free path estimates.
A rigorous quantiﬁcation of the inﬂuence of the dressing function at diﬀerent interactions in
time-correlation functions is quite annoying. It is easier to discuss the dependency of transport
coeﬃcients on the interaction for special choices of dressing functions, as it was done for example
in [112, 107]. The correlators have been evaluated for fermionic and bosonic propagators that
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Figure 3.3: Electric system illustrating the diﬀerence of an ideal ﬂuid and an ideal gas.
are characterized by a spectral width Γ that is related to the importance of interaction: A non-
interacting particle would have zero width, and the larger the interaction becomes the more Γ
can increase. It has been shown in these works (see e.g. [112]) that transport coeﬃcients like η
decrease if the interaction is increased.
The demonstration of the inﬂuence of the coupling strength is much easier for the formula based
on kinetic theory. From (3.61), one can learn that, if |M|2 or the cross section8 σ is scaled by a
global factor x, η will be scaled by a factor 1/x. In this sense, we can write
η, κ, . . . ∝ 1
σ
. (3.97)
The equation (3.97) becomes an exact algebraical relation in case of the simple mean free path
estimates as it is directly seen from Eq. (3.89), (3.91), and (3.93).
Ideal gases and ideal fluids
In viscous hydrodynamics, entropy production and dissipation are included, in contrast to ideal
hydrodynamics. Ideal hydrodynamics is the simplest description of a ﬂuid, and an ideal gas is
the simplest description of a thermodynamical system. However, these two systems are quite
diﬀerent. We will see that the ideal gas limit does not simply lead to an ideal ﬂuid.
We derived that, if one takes a dilute, weakly interacting gas and studies the transport properties,
the ability to transport momentum, charge or other quantities becomes better if the gas is weaker
coupled. Thus, transport coeﬃcients describing the gas will become larger if the interaction
decreases. This behavior will be found in each microscopic approach. This relation between
coupling and transport is counterintuitive especially for viscosity, where many people naively
expect a smaller viscosity for fewer interactions. This motivates the more intense discussion of
this property of transport phenomena in the following paragraphs, which is not done for shear
viscosity, but for electrical conductivity. These coeﬃcients are directly related as it was derived
in Eq. (3.96), and it allows us to discuss the counterintuitive behavior of viscous ﬂuids in a more
familiar framework.
An example from everyday life which illustrates the behavior is a simple electric circuit, shown
in ﬁgure 3.4.3. A voltage U is applied to a resistor R, the resulting current I is given by Ohm’s
law,
U = RI. (3.98)
In the microscopic description, the electron ﬂuid in the resistance that enables the charge current,
has a speciﬁc electric conductivity. The conductivity is better if there are less collisions that
prevent the electrons from ﬂowing, and hence the resistance is lower. If the electrons interact
stronger, the conductivity will decrease and the resistance R is higher. The energy dissipation in





We see that, if the electron gas is almost free, the resistance is low and lot of energy is dissipated
in the system since P ∝ R−1. If the gas is strongly coupled, the resistance will be higher, leading
to less dissipative processes in the hydrodynamical description. As it was discussed above, the
8It is favorable to formulate this relation in terms of the differential and total cross section than in terms of the
invariant matrix element squared. The relation between the two quantities is shown in Eq (3.82).
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dependency of transport coeﬃcients on microscopic interactions is always like this, leading to the
conclusion that strongly interacting particles form the most ideal ﬂuids.
3.5 Relation between kinetic theory and
Green-Kubo-method
In the preceding two sections, two diﬀerent methods for the calculation of transport coeﬃcients
were shown: The time correlation function method and kinetic theory. Since in certain systems
both methods apply, the natural question arises if both expressions yield the same results in these
cases. First one has to recall that the range of application of both formalisms is not identical.
Whereas the Green-Kubo formalism is universal, kinetic theory represents the dilute gas limit.
In this section, an overview of diﬀerent connections between kinetic theory and time-correlation
function method is presented.
Already early after the works of Kubo and Green, it was shown that kinetic results can be
obtained from Kubo formulas in some limits, which will be summarized ﬁrst. In the next part,
we refer to the calculation of transport in scalar theory using Kubo’s method, where it is possible
to make a direct connection to the associated kinetic expression. Finally, starting from kinetic
theory, we summarize a construction scheme of correlation functions, resulting in a comparison
with Green-Kubo formulas.
3.5.1 Low density limit
The comparison of transport theories based on kinetic theory of dilute gases or correlation func-
tions began shortly after the works that established the latter [137]. This ﬁrst work was based
on the master equation and concentrated on a special type of constituents.
A more general derivation of this equivalence in the low-density limit was obtained later. These
derivations either rely on diagrammatic expansions [138], or on a generalized master equation
[139]. The latter identiﬁes the appearing integral equations and expressions for transport co-
eﬃcients to be the same as in a similar treatment starting with a Boltzmann equation. The
observation of identical integral equations can also be present in a concrete situation, as it is
discussed in the next paragraphs.
3.5.2 Identification of integral equations
For the precise demonstration of the equivalence of the time-correlation function method and
the kinetic approach, one ﬁrst has to ﬁnd a theoretical model where both calculations can be
performed. Elaborated calculations of transport in metals can be found in many textbooks about
solid state physics (see e.g. [106]), using both methods for mainly electrical conductivity. As
we are less interested in this topic and want to focus more on shear viscosity calculations in
relativistic quantum ﬁeld theory, we refer to the corresponding textbooks for these details.
A very simple ﬁeld theoretical model is φ4-theory or its natural generalization to N ﬁelds, the
O(N)-model. Transport coeﬃcients in scalar theories have been studied in detail in diﬀerent
works (see e.g. [140, 100, 141, 142]) in both frameworks. We follow the works of [142] and sketch
the connection between kinetic theory and Green-Kubo correlators in the O(N)-model.
In a systematic expansion up to ﬁrst nontrivial order in 1/N , the Feynman diagrams contributing
to the correlation function can be written as an equation of motion for the scalar propagator and
a vertex dressing. Both equations involve an inﬁnite series of iterated diagrams. By analysis of
the vertex iteration prescription, one ﬁnds that the integral kernel contains the sum of scattering
amplitudes and distribution functions that is also present in the collision term of the Boltzmann-
Uehling-Uhlenbeck equation. That means that the corresponding interaction terms that would
enter in a kinetic description are included in the Green-Kubo formalism because they enter in the
vertex dressing.
This link between the two ways of calculating transport properties is made by identifying integral
equations that occur in both approaches. Another connection between these ﬁelds in the context
of scalar theories has been made in an earlier work [122, 143].
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3.5.3 On-shell width from two-body cross section
A related approach is the parametrization of particle spectral functions with the help of kinetic
theory inputs, i.e. masses and collision rates. Such a work was done in [144] for a description of
a pion gas. The idea is sketched in the following, concentrating on (pseudo-)scalar particles. The






(q0 − Eq)2 + Γ (q0,q))2 −
Γ (q0,q)
(q0 + Eq)2 + Γ (q0,q)2
]
(3.100)
has the parameters mB, the mass which enters in the energy Eq =
√
m2B + q
2, and the width
Γp. This width is related to the complex self energy and can be calculated from the total cross







e−βEkσtotvrel(1 − vq · vk) (3.101)
The velocities v = p/E belonging to the two momenta are called vq and vk, the relative velocity
of the two momenta is called vrel. If the width Γq is taken to be on-shell,
Γon−shell = Γ (Eq,q), (3.102)
the dependency of σtot even simpliﬁes.
This spectral function can directly be implemented in the Green-Kubo relation for transport
coeﬃcients, which has been applied to pion gases [145, 107, 146].
Qualitatively, the result agrees with the transport properties obtained from Kinetic Theory, since
Γ ∝ σtot, (3.103)
and it is known that e. g. viscosity goes down as σtot increases in kinetic theory, and also goes
down as the spectral width increases in Green-Kubo formalism. This gets explicit for the static









nB(Eq)[1 + nB(Eq)]. (3.104)
In summary one can say that the usage of this parametrization generates the correct cross-section
dependency of linear transport coeﬃcients in Green-Kubo formalism.
3.6 Fluidity and Universality
The range of ﬂuids that are candidates for a hydrodynamic description is very large, it reaches
from materials known from all-day life, such as air, water, or honey, to very exotic ones, such as
trapped cold atoms and quark gluon plasmas. Of course, the properties of all these materials are
very diﬀerent, resulting in the wide range of magnitudes for transport coeﬃcients. In Tab. 3.1,
some examples are listed for the viscosity η of diﬀerent materials.
All these ﬂuids are very diﬀerent in the nature of their constituents and their macroscopic and
microscopic behavior. The question arises if there is a natural ﬂuidity measure9 that characterizes
the ﬂuid. Such a quantity10 would allow investigations if the (ideal) hydrodynamic description is
applicable or how good ideal hydrodynamics works.
There are known examples of dimensionless numbers that characterize hydrodynamical behavior





9Sometimes, the ratio 1/η is called fluidity [147], but here we focus on fluidity measures that are universal,
dimensionless quantities that should become small if the ideal fluid is approached.
10We are using the term fluidity measure for this general purpose, although it was mainly introduced in one
special context [148].
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material temperature T viscosity η
Glass 400◦C ≈ 1016Nsm−2
Ice -20◦C ≈ 1014Nsm−2
Pitch 20◦C ≈ 108Nsm−2
Honey 20◦C ≈ 3 · 100Nsm−2
Mercury 20◦C 1.55 · 10−3Nsm−2
Water 0◦C 1.82 · 10−3Nsm−2
Water 20◦C 1.025 · 10−3Nsm−2
Water 100◦C 2.88 · 10−4Nsm−2
Air 0◦C 1.79 · 10−5Nsm−2
Hydrogen 0◦C 8.8 · 10−6Nsm−2
Table 3.1: Viscosity coeﬃcient of diﬀerent materials at the indicated temperatures. Data taken
from [131] (water) and [147] (all other materials).





Both quantities are dimensionless and very important in many physical and technical contexts,
but they involve a macroscopic scale of reference Lmacro. The Knudsen number compares the
mean free path λ to this, and in the hydrodynamic regime, Kn ≪ 1 has to be fulﬁlled11. The
Reynolds number is important for the description of turbulent ﬂows. None the two concepts
are convincing for a universal treatment because they depend on the macroscopic situation, for
instance the cavities in which the ﬂuids are situated. We are looking for intrinsic properties of
the ﬂuids.
The characteristic quantities that are related to the deviations of a ﬂuid from the ideal hydrody-
namical description are the transport coeﬃcients η, κ, and ζ. The concept of heat conductivity κ
is based on the existence of an additional conserved current in the system. Additionally, we saw
that the bulk viscosity ζ can get arbitrarily small and vanishes exactly in the ultra-relativistic
limit (see Sec. 3.4). Remarkably this does not hold for the shear viscosity — even the viscosity
of superﬂuids is non-vanishing (see e.g. [150]). The possible construction of a ﬂuidity measure
based on that coeﬃcient is discussed in the following.
3.6.1 Heisenberg uncertainty relation
A general statement can be derived from Heisenberg’s uncertainty principle. In a relatively early
work [133], it has been pointed out that quantum mechanical particles in a ﬂuid that carry a
momentum p¯ cannot be localized in distances smaller than p¯−1, hence this limits the possible
mean free paths λ to that value,
λp¯ ≥ 1. (3.107)







It is possible to express this relation in terms of entropy density s instead of particle number










according to the estimates from [151] and [152], respectively. One should emphasize that this
estimate is obtained from general considerations of kinetic gas theory and quantum mechanics.
All relations are not strict, but have to be understood as estimates up to factors of order unity.
However, these relations indicate that η/n or η/s is a dimensionless quantity that cannot be
11The opposite limit, Kn≫ 1, is called the Knudsen regime.
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arbitrarily small for physical reasons. This seems to be a reasonable ﬂuidity measure, which
takes a small value close to the absolute minimum in case of an almost ideal ﬂuid.
Although nowadays this interpretation of the work [133] is common, one should not forget the
fundamental assumptions of this estimate. The authors considered a system of “particles” and
analyzed the range of quantum mechanical consistency with help of the “mean free path” of
the particles. One should mention that the analysis can be understood as the identiﬁcation of
the breakdown of the concept of particles and the mean free path ansatz. Indeed, Eq. (3.107)
resembles the estimate of the range of validity of relativistic kinetic theory, which yield λm ≫ 1
in case of the Compton wavelength estimate for the interaction range (see Sec. 3.3.4).
3.6.2 AdS/CFT Correspondence
A new insight in ﬂuidity was gained by the conjecture of AdS/CFT correspondence [153, 154].
The basic idea is the duality of a conformal ﬁeld theory on a ﬂat space and a string theory
in a higher-dimensional, curved anti-de Sitter space. Despite the lack of a strict proof for the
conjecture, this was found to be a powerful technical tool to calculate certain properties of strong
interacting ﬁeld theories that are not accessible with perturbative approaches [155, 156, 157, 158].
The shear viscosity is obtained in the dual supergravity theory from properties of black branes.
Remarkably, the connection between viscosity and gravitation is not so weak. The Green-Kubo
expression for shear viscosity, Eq. (3.23), involves a correlator of the energy-momentum tensor
T µν , which is coupled to gravity. The diagrammatic expression Eq. (3.38) takes the form of a
fermion-loop or boson-loop, coupled to external tensor particles, such as gravitons. There were
early derivations of Kubo’s expression that used varying gravitational ﬁelds to generate a shear
response [108], based on an idea that was even formulated earlier by Einstein [159].
After the calculation shear viscosity η in N = 4 supersymmetric Yang-Mills theory with a large
number of colors in the strong coupling limit [158, 160, 50], it was conjectured that there is a






This limit, which will be called KSS-bound in the following12, can be understood as a normal-
ization of viscosity, since the ratio η/s is dimensionless. As the entropy production in a hydro-
dynamical system is due to viscous eﬀects in the ﬂuid, one can see this quantity as the entropy
production over the entropy content of matter.
In contrast to i. e. bulk viscosity which vanishes exactly in the conformal limit, there seems to
be a lowest possible value for dissipation processes from shear ﬂow, and an ideal ﬂuid has not
zero viscosity, but a small non-vanishing value. Unfortunately it is extremely diﬃcult to calculate
shear viscosity and other transport coeﬃcients in candidates for this ideal ﬂuid scenario since it




would construct an arbitrarily small value for η/s when n and s stays constant and λ = 1/nσ
is taken to a small value, but this limit violates the underlying assumptions of a classical, non-
relativistic, dilute gas enormously, of course. The same statement holds for any application of
relativistic kinetic theory, that is also an approach based on a dilute gas of quasi-free particles.
There have been several works concerning the test of this conjecture by investigating various
materials that have been measured in experiment [109, 161, 162]. It has been found that a minimal
value of η/s is well above the conjectured lower bound for each system that have been measured
in experiment, even for counterintuitive cases as liquid helium and other superﬂuids. In the
context of these investigations it was conﬁrmed that the ratio of viscosity and entropy is extremal
(mostly minimal) especially in the vicinity of phase transitions and critical points in the speciﬁc
phase diagrams of the materials [161, 163, 164, 165]. Beside this experimental agreement with
an lower bound of the shear viscosity coeﬃcient, there are theoretical considerations indicating
12The initials KSS stand for Kovtun, Son, and Starinets, the authors of the main contribution to this topic.
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that a lower limit for the shear viscosity is required in order to fulﬁll the Heisenberg uncertainty
relation (see Sec. 3.6.1) as well as the generalized second law of thermodynamics [166].
As the underlying formalism is based on a conjecture and the universality of the shear viscosity
value of a N = 4 supersymmetric Yang-Mills theory is in question, the lower bound of viscosity
has been discussed critically. The limitations of the present derivation have been analyzed and
possible violations in special systems have been constructed [167, 168, 169].
Finally, other measures of ﬂuidity have been proposed that are inspired by the KSS-bound, but try
to adapt the claims obtained from the special AdS/CFT framework to diﬀerent limits [170, 148].
We will discuss one of these proposals in the following paragraph.
3.6.3 Relativistic and non-relativistic systems
In the following we summarize the ﬂuidity measure proposed by [148]. The authors analyze
the circumstances of the derivation of the KSS-bound and ﬁnd that the conjecture is based on
conformal, i. e. ultra-relativistic systems. A generalization to non-relativistic ﬂuids requires a
special treatment of the mass terms that enter in the quantities in both regimes in diﬀerent ways.
It is proposed to characterize relativistic and non-relativistic ﬂuids not by their entropy density










s for the ultra-relativistic limit
η
ρ for the non-relativistic limit
,
where ρ = mn is the mass density13. The kinematic viscosity ν is a quantity that is naturally
discussed in the context of the Navier-Stokes equations. In these ﬂuid equations, under certain















which is small in nearly ideal ﬂuids. The formula involves the mass density ρ as well as the speed
of sound cs.
13This non-relativistic limit assumes that µ &m
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Chapter 4
Spectral functions
4.1 Properties of spectral functions
In this section, basic properties of spectral functions of scalar bosons and fermions are summarized.
As it was motivated in the previous chapter in the calculation of the Kubo formula in Sec. 3.2.3,
the main interest is in the NJL quark spectral functions. However, it is illustrative to compare
the fermion spectra with the case of scalar theory. The content of this ﬁrst section can be found
to a large extend in [171, 172].
4.1.1 Scalar bosons
A scalar particle with the retarded propagator DRB(q0,q) has the spectral function
ρB(q0,q) = i[D
R
B(q0,q)−DAB(q0,q)] = −2ImDRB(q0,q). (4.1)
The retarded propagator is related to the advanced propagator DAB(q0,q) by the symmetries
DRB(−q0,q) = DR∗B (q0,q) = DAB(q0,q). (4.2)
The inversion of the 3-momentum argument has no eﬀect,
DRB(q0,−q) = DRB(q0,q). (4.3)
Hence the symmetry of the scalar spectral function is
ρB(−q0,−q) = −ρB(q0,q). (4.4)







which can be seen as a normalization condition to ρB.
The propagators of a free boson with mass mB are
DB,free(iωq,q) =
1








q20 − q2 −m2B − isgn(q0)ǫ
, (4.8)
leading to a spectral function
ρB,free(q0,q) = 2πsgn(q0)δ(q20 − q2 −m2B). (4.9)
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4.1.2 Fermions
The spectral function of a fermion is given by
ρF (p0,p) = i[S
R
F (p0,p)− SAF (p0,p)]. (4.10)
As it is a matrix function in Dirac space, it is useful to decompose ρ in its diﬀerent independent
Dirac components
ρF (p0,p) = ρF0(p0,p)γ
0 + ρF3(p0,p)p · γ + ρFs(p0,p)1. (4.11)









Simple formulas for the symmetries of SF and ρF cannot be provided as easily as in the scalar
case (see Eq. (4.2) and (4.4)), because the diﬀerent Dirac components behave diﬀerently. In
principle, these symmetries can be derived under the assumption of certain1 symmetries [171]. A











iωpγ0 − p · γ −mF (4.14)
SRF,free(p0,p) =
1
(p0 + iǫ)γ0 − p · γ −mF =
1
p0γ0 − p · γ −mF + isgn(p0)ǫγ0 (4.15)
SAF,free(p0,p) =
1
(p0 − iǫ)γ0 − p · γ −mF =
1
p0γ0 − p · γ −mF − isgn(p0)ǫγ0 (4.16)
The spectral function of a free fermion reads
ρF,free = 2π(/p+mF )sgn(p0)δ(p20 − p2 −m2F ), (4.17)





4.1.3 Green’s functions in the complex plane
We are now going to investigate the Fermi and Bose Green’s functions for a complex energy
argument,
SF (z,p), DB(z,p), z ∈ C. (4.18)
The continuation of two-point functions to complex arguments has a long history [173]. The
Euclidean formulation of quantum ﬁeld theory [174], which can be understood as a theory for
imaginary 0-component of the 4-momenta, is an indispensable fundament for a nonperturbative
treatment of quantum ﬁeld theory, as it is done in lattice gauge theory or in the Dyson-Schwinger
approach.
These properties of spectral functions are based on the assumption of observable degrees of
freedom of the theory. This statement is natural for quantum electrodynamics, but applies not in
general for quarks. Indeed, one conﬁnement scenario predicts important modiﬁcations to spectral
properties of conﬁned particles [175, 87], namely the positivity axiom [176, 177], and there are
indications that the positivity of quarks in the conﬁned phase is violated [178].
1Beside parity and time reversal, charge conjugation and chirality may be symmetries of the theory, but are
not present in general.
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Since quarks in the Nambu-Jona-Lasinio model do not show conﬁnement, it is correct to treat
them as observable particles and let them have the same general spectral structure as electrons
could have.
The Fermi and Bose propagators as functions of the complex energy variable are analytic in the
upper half and in the lower half of the complex plane. They do not have to be analytic on the
real axis. When the complex argument z approaches the real axis, one obtains the retarded and
advanced propagator, depending on the direction of approach.
DRB(p0,p) =DB(z → p0 + iǫ,p) DAB(p0,p) =DB(z → p0 − iǫ,p) (4.19)
SRF (p0,p) =SF (z → p0 + iǫ,p) SAF (p0,p) =SF (z → p0 − iǫ,p) (4.20)
In the case of free propagators SF,free and DB,free, the only non-analytic points are the mass
poles on the real axis2. In the general case, both Fermi and Bose 2-point functions have a branch
cut on the real z-axis. For scalars, the real part is continuous and the imaginary part changes its
sign on the branch cut.
A second important property of SF and DB is the asymptotic behavior for large absolute values of
the argument z. It is suﬃcient here to state that they have the same asymptotic behavior as the















z − ω (4.22)
with use of Cauchy’s integral formula. The Källen-Lehmann representation is an essential identity
for the understanding of Green’s functions in the complex plane. In particular, one can see the
restriction of Euclidean quantum ﬁeld theory in these equations: Once the retarded function for
real energies is obtained for ρF and ρB, any other object can be calculated by the Lehmann
representation, which is an exact equation. Such a relation does not exist for imaginary time
Green’s functions, they cannot be used to determine exactly the Minkowski Green’s functions.
4.2 Calculation of spectral functions
We will now discuss practical calculation of spectral functions for diﬀerent cases and diﬀerent
frameworks. We will start with the known NJL-results in standard approximation and then
switch to more general approaches.
4.2.1 Standard approximation NJL
At ﬁrst, a summary of spectral functions in Hartree plus Random Phase Approximation is given.
A selection of representative spectra is shown in Fig. 4.1. In the diﬀerent plots, the spectral
functions of quarks, pions, and σ-mesons are shown as a function of energy p0. Due to the
symmetries of the spectra, we restrict this to positive values of p0 at a ﬁxed 3-momentum of
|p| = 50MeV. With this choice, we can investigate the spectra for time-like (p0 > |p|) as well as
for space-like (p0 < |p|) momenta. We discuss the diﬀerent spectra at the diﬀerent temperatures
in the following.




spectral functions of the scalar and the pseudoscalar channel show a qq¯-continuum for energies
larger than
√
(2mH)2 + p2. The ﬁrst of these meson channels has a signiﬁcant peak closely
above the qq¯-threshold, which is identiﬁed as the σ-mass peak, and the latter as a bound state
at the pion mass. These are all spectral contributions at T = µ = 0, the imaginary parts of the
2One can verify this statement directly from Eqs. (4.7) and (4.8) for bosons, and from Eqs. (4.15) and (4.16)
for fermions. Note that the sgn-function that is present in all retarded and advanced propagators would lead to
an additional branch cut on the imaginary axis. However, this function is multiplied by an infinitesimal imaginary
part, so the propagators are really analytic on the imaginary z-axis.









































































Figure 4.1: Spectral functions of Hartree-quark (or precisely, ρH s/mH , solid line), pion (dashed
line) and σ-meson (dotted line), plotted as functions of energy p0 at 3-momentum |p| = 50MeV for
diﬀerent values of temperature T and chemical potential µ. We used the Pauli-Villars parameter
set 5 from Tab. 2.2, which yields relatively high temperatures for chiral symmetry restoration,
but allows the investigation of a spectra at the critical end point. (a) T = 250MeV, µ = 0, (b)
T = 270MeV, µ = 0, (c) T = 300MeV, µ = 0, (d) T ≈ TCEP MeV, µ ≈ µCEP .
propagators are zero elsewhere. At low temperatures (see Fig. 4.1(a)), the situation is similar
as in vacuum, but there is an additional spectral contribution for space-like 4-momenta. This
changes beyond the Mott transition where the pion can decay into a quark-antiquark pair since
mπ > 2mH . Closely above the Mott transition (see Fig. 4.1(b)), the pion mass pole enters
the continuum. Sigma and pion are now resonant states with ﬁnite widths. The quark mass
pole is pushed to lower energies due to restoration of chiral symmetry. At high temperatures in
the restored phase (see Fig. 4.1(c)), the Hartree quark mass gets even smaller and the peak is
close to p2 − p2 = 0. Scalar and pseudoscalar meson are asymptotically degenerate, which is
also seen in their spectra. The total spectral weight of the propagators3 is decreasing at higher
temperature. A very special situation is situated close to the critical end point (see Fig. 4.1(d)).
As the transition is of second order at this point, a massless scalar excitation is expected in the
spectrum. However, the σ mass pole is still slightly above the threshold, and the scalar meson
seems to be far from a massless particle. This puzzle was solved [179] with the observation of an
increasing spacelike spectral contribution of the σ-meson: The spectrum develops a peak close to
p0 = 0. This peak is clearly visible in Fig. 4.1(d).
The standard Nambu-Jona-Lasinio spectra are also aﬀected by the regularization procedure, as
it is shown in Fig. 4.2. At high energies, the meson spectra behave diﬀerently according to the
chosen regularization scheme. For Pauli-Villars regularization, the contribution of the regulators
deforms the spectrum in the continuum in such a way that ρM even changes its sign. That means
that the regularization violates the positivity condition of bosonic spectral functions. This does
3Note that these meson spectra are not normalized since a coupling constant is involved, see Sec. 2.3.1 for this
discussion.











































Figure 4.2: Spectral functions of π (dashed line) and σ (dotted line) in vacuum, plotted as
functions of energy p0 at |p| = 50MeV. As a comparison, the scalar part of the Hartree quark
spectral function divided by mH is plotted as solid line. (a) Pauli-Villars regularized (Parameters
from Tab. 2.2 No 5), (b) Regularized with sharp 3-momentum cut-oﬀ (Parameters from Tab. 2.1
No 3).
not happen if the integrals are regularized with a sharp 3-momentum cut-oﬀ, but this prescription
cuts oﬀ the imaginary part at high energies which leads to a vanishing spectral function at a certain
energy scale.
4.2.2 NJL quark spectra beyond mean field
Our aim is the calculation of a non-trivial quark spectral function, as it was motivated by the
previous chapter. Some general aspects of quark spectral functions and their calculations are
found in [180, 181]. In Sec. 2.8, the self-consistent 1/Nc-expansion up to next-to-leading order of
the NJL model was discussed which would lead to propagator dressings with non-trivial spectral
properties. The following part will focus on the diﬃculty of the direct calculation of spectral
functions in the NJL model in this context, but the obstacles are quite general.
The direct way to calculate the spectral function is the calculation of the propagator and the
successive extraction of the spectral function. The equation of motion for the fermion Green’s
function SF reads
SF (p0,p)
−1 = S−1F0 (p0,p)−Σ[SF ](p0,p). (4.23)
The retarded and advanced propagators are obtained for an external momentum p0 → p0 ± iǫ.
The decomposition of SF according to the Dirac structure simpliﬁes the calculation, since there
are only three and not 16 independent parts4.
SF (p0 ± iǫ,p) = γ
0(p0 −ΣF0)− γ · p(1−ΣF3) + 1(m0 +ΣFs)
(p0 −ΣF0)2 − (1 −ΣF3)p2 − (m0 +ΣFs)2 ± isgn(p0)ǫ (4.24)
All self-energies Σ0,3,s depend on the common argument (p0 ± iǫ,p). Hence the parts of the
spectral function can be written
ρ0,3,s(p0,p) = i [SF 0,3,s(p0 + iǫ,p)− SF 0,3,s(p0 − iǫ,p)] (4.25)
Thus the self-consistent spectral function requires the three retarded and advanced self-energies.
Unfortunately, the calculation of this real momentum quantity is often impossible due to the
numerical instability (see Sec. 2.8.4 for the NJL case). Indeed, calculations of quark spectral
functions in the NJL model which are based on real-time quantities [182, 183] are not done in
a self-consistent scheme. Only few works are dealing with concepts that allow the solution of
Dyson-Schwinger equations in Minkowski space-time [184, 185, 186].
4Of course, the quark spectral function has also color- and isospin indices, but again we treat u and d-quarks
as degenerate particles.
68 CHAPTER 4. SPECTRAL FUNCTIONS
Thus, the solution of the self-consistent gap equation (4.23) in Minkowski space-time seems to be
impossible in practice, and the spectral functions cannot be obtained directly from the dressed
retarded two-point function SRF . However, the equation of motion for the propagators may be
solved for Euclidean external momenta (see Sec. 2.8.3). The possibility of the reconstruction of
spectral function from Euclidean solutions is discussed in the next section.
4.2.3 Spectra from Euclidean field theory
The usual way to solve Dyson-Schwinger equations and discretized quantum ﬁeld theory on a
lattice is the formulation in Euclidean space-time
p2 = −p2 + p20 = −p2 − p24, p0 = ip4, (4.26)
that is for imaginary energy or spacelike 4-momentum. The functions SF (p, p4) or ΣF (p, p4) are
connected to the retarded and advanced expressions, as they both result from the restriction of
the functions
C\R ∋ z 7→ SF (z,p) and C\R ∋ z 7→ ΣF (z,p) (4.27)
to two diﬀerent lines of z in complex plane. As we point out in Sec. 4.1.3, no analytic expression
for the reconstruction of the retarded expression from the Euclidean expressions exists. However,
since a lot of research is dedicated to the calculation of Euclidean Green’s functions, certain
methods have been developed to extract the real momentum part anyway. Simple extrapolation
schemes from −p2 to +p2, for example via a Padé extrapolation, only lead to the real part of the
correlators and the imaginary part stays unknown. Thus we focus on more careful methods of
extraction. Two prominent examples for these eﬀorts are given in the following.
The ﬁrst method which is presented is rather straight forward. It is possible to ﬁt Euclidean
two-point functions with some ansatz for the spectrum using the Källen-Lehmann representation
(4.21),






ip4 − ω . (4.28)
A popular ansatz for the spectral function is a two-pole structure [86, 187] which can be written
as
ρansatzF (p0,p) = Z1(/p−m1)sgn(p0)δ(p20 − E21) + Z2(/p−m2)sgn(p0)δ(p20 − E22) (4.29)






2 instead of a single
one. The prefactors Z1 and Z2 and the energies of the modes m1 and m2 are ﬁtting parameters.
This ansatz for the quark spectrum is motivated by the existence of the plasmino mode also
found in Hard Thermal Loop (HTL) calculations [172, 188]. However, this type of spectrum is
not suitable for a transport calculation since both spectral peaks have zero width, these modes
thus do not couple.
The Maximum Entropy Method (MEM)[189, 190, 187] determines the spectral function in a
more sophisticated way. The spectral function is interpreted as a probability distribution and
the most plausible spectrum for a given Euclidean correlator is determined. This method was
even applied to the 1/Nc NJL problem [90]. The resulting spectral densities have a rich structure
allowing the identiﬁcation of diﬀerent modes and excitations. While the position in energy of the
spectral contribution is obtained quite well, the absolute height and width of these terms remain
uncertain — a disadvantage that is especially present at ﬁnite temperature. Unfortunately, these
properties of the spectrum are essential for the transport coeﬃcients we tend to extract. Thus
even this elaborated method is not suitable since it is not sensitive to the quantities inﬂuencing
Green-Kubo formulas strongly.
We conclude that there is no method which allows the calculation of a spectral function in a
self-consistent scheme that is adapted to the transport problem.
4.3 The method of Self-energy parametrization
In this section, a method for the calculation of a spectral function is presented.



















Figure 4.3: Check of the spectral function sum rule Eq. (4.13). The solid line corresponds to the
propagator deﬁned in Eq. (4.30), the dashed line to the one from Eq. (4.33), both as a function
of the parameter Γ .
4.3.1 Propagator ansätze: Review of the literature
The calculation of the spectral function in a self-consistent scheme that can be used in a transport
calculation requires a propagator with the correct analytic structure (because of self-consistency)
and nontrivial spectral information (because of transport application). As the usual application
of the Kubo formula in literature [142, 112, 113] is made with an ansatz function, one can try to
adopt this approach for the solution of the self-consistent gap equation.
One important property of the spectrum ansatz is the validity of the Källen-Lehmann dispersion
integral Eq. (4.21), which is a consequence of the analytic structure of the correlator in the
complex plane. As the interest is focused on ﬁnite temperature and thermal properties the ansatz
should also yield a well-behaved thermodynamic potential per volume Ω. It is not so easy to
construct an ansatz-function that obeys all these conditions. We ﬁrst investigate parametrizations
of spectral functions used in comparable approaches to transport calculations. There have been
several works concerning transport coeﬃcients in quantum ﬁeld theory with Green-Kubo relations,
hence, there are some traditional parametrizations that have been used in practice.
A simple parametrization of a quark propagator is a Breit-Wigner type
SRF (p0,p) =
1
p0γ0 − pγ −M + isgn(p0)Γ , (4.30)
with the two real constants
M > 0, Γ = const. (4.31)
Such a parametrization has been used in NJL calculations of shear viscosity [112, 191, 114]. A
related parametrization was used in [113], but with the momentum-dependent Γ parameter
M > 0, Γ =
λ2√
M2 + p2
, λ = const. (4.32)
This parametrization is favorable because the spectral width Γ should decrease for high 3-
momentum. Both parametrizations are not suitable for a self-consistent treatment of the gap
equation. First of all, the sum rule (4.13) is violated as shown in Fig. 4.3. The sum rule integral
should be equal to one for all parametrizations possible with the form Eq. (4.30) and (4.32). It
is shown that this is only the case for small widths Γ , where the formulas take the form of a free
Fermi propagator and the sum rule has to be fulﬁlled. For larger values of Γ the spectral weight
decreases. While this normalization problem might be cured by introducing a certain prefactor,
an additional complication is present in this parametrization. The form in the complex plane
of Eq. (4.30) is not analytic at the places where it is required. There is a discontinuity of the
spectral function at p0 = 0 due to the sign-function. Indeed, this discontinuity is also present for
the free Fermi propagator, but in that case, the gap is inﬁnitesimally small because the imaginary
part is inﬁnitesimal. Furthermore, the polarization loop obtained with such a propagator shows
an unexpected behavior because of these non-analyticities. This is discussed in Appendix E.1.
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A naive construction for a spectral function is directly based on the expression for the free
propagator, Eq. (4.15), by replacing the inﬁnitesimal imaginary part ǫ by a ﬁnite value Γ .
SRF (p0,p) =
1
(p0 + iΓ )γ0 − pγ −M , (4.33)
This parametrization has no discontinuity on the imaginary axis and no sum rule violation (see
Fig. 4.3 for a demonstration). A severe artifact of this parametrization is the lack of a thermody-
namic potential per volume Ω, and hence all thermodynamic variables. The problem lies in the
free part of the thermodynamic potential, which is always inﬁnite. This complication is discussed
in detail in Appendix E.2.
4.3.2 Self-energy dispersion relations
A solution to the problem of the propagator parametrization can be constructed by the investi-
gation of the self-energy Σ. The self-energy has a structure in the complex plane similar to the
propagator S: In general, there is a branch cut on the real axis. As it is discussed in appendix E.2,
the imaginary part of the self-energy has to decrease for large momentum p0. These properties











z − ω , (4.34)
quite similar to the dispersion relation of the propagator S. The subtracted part of the dispersion
relation, the sum over the coeﬃcients ςj , corresponds to the analytic part and the dispersion
integral to the part with a branch-cut on the real axis. The full propagator is then obtained by
SF (z,p) =
1
zγ0 − p · γ −mF −Σ(z,p) . (4.35)
From arguments similar to the ones in Appendix E.2 one can see that only ς0,3,s; j=0 can contribute:
this self-energy part is real-valued and constant, thus its scalar part ςs; j=0 is the shift in the
eﬀective mass. The functions ImΣR0,3,s(p0) are real functions of a single variable p0 that are
decreasing for large p0. The Cauchy principle value of the integral in Eq. (4.34) is well deﬁned if
the functions ImΣR0,3,s(p0) are suﬃciently smooth. The symmetries of these functions result from
the symmetries of the propagator and read
ImΣR0 (−p0,p) = +ImΣR0 (p0,p) (4.36)
ImΣR3 (−p0,p) = −ImΣR3 (p0,p) (4.37)
ImΣRs (−p0,p) = −ImΣRs (p0,p) (4.38)
The usage of self-energies and dispersion relations is a technique also known in many-body physics
and self-consistent approaches in nuclear theory [192]. As a consequence, all analytic properties
of the propagator are fulﬁlled by construction and the sum rule of the spectral function is correct.
Self-energy dispersion relations determine solutions of self-consistent equations in a more practica-
ble way than the direct calculation of the propagator S. Instead of calculating functions obeying
several side conditions that even complicate the explicit construction of a nontrivial example,
three continuous functions of a real variable with few constraints and a set of constants have to
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with a set of parameters Γj is taken.
With the help of this parametrization of the retarded self-energy, the gap equation can be solved
by an iteration process. Starting with initial parameters ς(0)0,3,s and ̺
(j)
0,3,s
(0), on can iterate the





















(a+1) ←− S−1F (a+1). (4.42)
A more direct way of calculating the solution of the self-consistent problem with the parametrized



























for the restricted parametrization. Once this minimization is performed, the self-energy parame-
ters ς0,3,s; 0 and ̺
(j)
0,3,s or Γj are known. The spectral function is obtained from the retarded and












p0 + iǫ− ω (4.45)
and the advanced one, which is obtained by complex conjugation of the integrand.
In summary, it can be said that the parametrization or expansion of the imaginary part of the
retarded self-energy is a nice method to construct a valid propagator that is suitable for self-
consistent calculations.
4.3.3 Optimization for the practical calculation
In the previous paragraphs, a method was presented which allowed the construction of ansätze
for Green’s functions with the correct analytic properties. Although these propagators fulﬁll the
conditions that are necessary for the usage in the self-consistent scheme, the practical calculation
seems to be still challenging. It seems that the numerical eﬀort that is necessary for the compu-
tation of the spectral functions, compared to the prescription in Sec. 4.2.2 increased, since the
retarded propagator itself is not known analytically but has to be determined from the dispersion
integral in Eq. (4.45) for each evaluation. Moreover, the propagator is not directly obtained
from the iteration prescription of an integral equation but from the minimization process in an
abstract parameter space described in Eq. (4.43). Finally, the problem is still in a Minkowski
formulation, so all appearing numerical integrations are not expected to be stable.
The ﬁrst point is a technical detail. The parametrization of the imaginary part of the retarded
self-energy can be chosen such that the integral (4.45) can be solved analytically. This restricts
the set of possible ansatz-functions, but we will construct simple examples where these conditions
are fulﬁlled.
The usage of real-momentum integrals is due to the choice of calculating the thermodynamic
potential per volume Ω from the real-time propagators. There is no need of this formulation —
it has been shown in Sec. 2.8.3 and 2.8.4 that both Euclidean and Minkowski evaluation of the






















iωp − ω . (4.47)
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requires only evaluations of Euclidean expressions — and the resulting quantities, the self-energy
parameters, determine directly the spectral function without any computational eﬀort or fur-
ther assumptions. Thus, this self-energy parametrization (SEP) method determines the spectral
function in a way such that only Euclidean integrals have to be evaluated.
The remaining task is the minimization of the thermodynamic potential with respect to the
parameters. Minimization routines work well if the dependency of the function on the variables
(the self-energy parameters) is smooth. It is helpful to choose
R
n ∋ ̺0,3,s 7→ ImΣR0,3,s[̺0,3,s] or Rn ∋ Γj 7→ ImΣR0,3,s[Γj ] (4.50)
to be smooth or linear. The question arises if such a type of parametrization really exists. This
question will be answered in the next section.
4.4 Self-energy parametrizations
In the following, three examples are presented fulﬁlling all conditions to imaginary parts of re-
tarded self-energies mentioned above. We call the diﬀerent self-energy parametrizations SEP1,
SEP2, and SEP3.
4.4.1 Simplest version
The maybe simplest way (called SEP1 in the following) for a self-energy that conserves the
analytic properties of the propagator and yields nontrivial transport coeﬃcients is obtained by
the two-parameter imaginary part
ImΣR,SEP1s (p0,p) = −Γ
λp0
1 + λ2p20
, ImΣR,SEP10 (p0,p) = ImΣ
R,SEP1
3 (p0,p) = 0. (4.51)
Only a scalar self-energy is included in this approach, and according to Eq. (4.34), we can add a
constant real self-energy term which we callM−m0. The parameters Γ andM are the variational
parameters of this parametrization while λ is just an arbitrary ﬁxed constant ensuring the correct
asymptotic behavior of the self-energy. From these prescriptions, by a dispersion integral (see
Appendix E.3 for details) the retarded self-energy
ΣR,SEP1(p0,p) =
(






and the Matsubara self-energy
ΣR,SEP1(iωp,p) =
(





An illustration of typical functions resulting from this parametrization is shown in Fig. 4.4.
The imaginary part of ΣR at positive p2 is shown in Fig. 4.4(a), it is the simple parametrized
function deﬁned in Eq. (4.51). All other quantities can be derived from this function by the
dispersion integral. Note that three rapidly varying complex functions obeying certain conditions
are generated by this simple parametrization. The resulting spectral function (shown in Fig.
Fig. 4.4(d)) has a peak with a certain width. The energy scale where the peak appears can be
seen as the mass of the described particle. The mass is shifted with the parameters M and Γ 5
5An estimate for the peak position for small widths is M − Γ


































































Figure 4.4: Illustration of the simplest presented self-energy parametrization SEP1 of Eq. (4.51).
(a) Real part (thin line) and imaginary part (bold line) of the scalar self-energy as a function
of p2 = (p0 + iǫ,p = 0)2. The parameter M is shown as a dotted line. (b) Real Matsubara
propagator parts S3 (dashed line) and Ss (dotted line) as functions of the imaginary frequency
iωp. (c) Real part of retarded propagator constituents S0 (solid line), S3 (dashed line) and Ss
(dotted line) as functions of energy p0 at p = 0. (d) Spectral function ρs as a function of energy
p0 at p = 0.
while the width is mainly proportional to the factor Γ . All possible parametrizations from that
approach can only change the position and the width of the particle, so no further structure can
be generated in this framework.
It is easily seen that ΣSEP1 depends smoothly on the two parameters Γ and M . The Hartree






The construction of a whole basis of functions could be achieved by allowing diﬀerent functions
belonging to diﬀerent values of the ultraviolet regulator λ. The imaginary part of the self-energy










This idea will not be investigated further, another parametrization is constructed instead.
4.4.2 Grid interpolation
A more direct approach to the full representation of the imaginary part of the retarded self-energy
is the usage of a discrete grid of points (p0)i, (|p|)j . The parametrization determines the values of
Σ0,3,s at the grid points. In between they can be interpolated, outside of the grid an extrapolation
can be deﬁned.


































































Figure 4.5: Illustration of grid interpolated self-energy (SEP2). Only a scalar self-energy part is
taken with four grid points. (a) Real part (thin line) and imaginary part (bold line) of the scalar
self-energy as functions of p2 = (p0 + iǫ,p = 0)2. The parameter Ms is shown as a dotted line.
(b) Real Matsubara propagator part Ss (dotted line) as a function of the imaginary frequency
iωp. (c) Real parts of the retarded propagator constituents S0, S3, and Ss as functions of the
energy p0 at p = 0. All terms show a similar behavior. (d) Spectral function ρ as a function of
the energy p0 at p = 0. The part ρ0 is shown as a solid line, the dotted line denotes the scalar
part ρs.
We restrict this approach (called SEP2 in the following) to a linear interpolated grid with N0×N3
points. The imaginary part of the retarded self-energy reads
ImΣR,SEP20,3,s ((p0)i, (|p|)j) = Γ0,3,s((p0)i, (p)j), i, j ∈ {1, . . . , N0} × {1, . . . , N3} (4.56)
After linear interpolation, the imaginary part for p0 ∈ [(p0)i, (p0)i+1] and |p| ∈ [(|p|)j , (|p|)j+1]
can be written as






i,j |p|+ b3i,j), (4.57)
which is a piecewise linear function that is continuous. The parameters a0,3i,j and b
0,3
i,j can easily
be expressed in terms of grid points Γ0,3,s((p0)i, (p)j). Outside the grid, the self-energy can be
extrapolated in diﬀerent ways. It is not possible to extrapolate the self-energy in p0 direction
constantly, but it is in principle possible to do this in |p|-direction. One could set the imaginary
part to zero outside, but one can also extrapolate it with a decreasing function, such as
ImΣR,SEP20,3,s (p0 > (p0)N0 ,p) = (cj
1
p0
)(a3j |p|+ b3j). (4.58)
The corresponding real parts are more diﬃcult since all grid points enter into a single value of
ReΣ. The derivation and the ﬁnal result are explicitly shown in Appendix E.4.
In Fig. 4.5 an illustration of a typical self-energy on a grid is shown. For simplicity, the case is
restricted to p = 0 and only four grid points. The parametrized imaginary part of ΣR is shown in





























Figure 4.6: Illustration of the intuitive self-energy parametrization SEP3. (a) Imaginary part
(bold line) of the scalar retarded self-energy as a function of p0 at p = 100MeV. (b) Scalar
component of the spectral function ρs as a function of the energy p0 at p = 100MeV.
Fig. 4.5(a). The function is ﬁrst zero, then it opens at a threshold and rises faster after a second
threshold. After the last grid point, an extrapolation is performed. The resulting real part shown
in the same ﬁgure has already a very complex structure. The mass parameter is chosen such that
the propagator has a pole below the threshold. The resulting spectral function is shown in Fig.
4.5(d). There is a sharp mass pole and a continuum that opens at higher energies. Note that this
complex behavior is modeled with only four self-energy parameters and the mass M .
Like SEP1, also this parametrization depends smoothly on the discrete self-energy values. The
Hartree self-energy is obtained by setting the imaginary part to zero and the mass parameter M
to the Hartree value mH . It is obvious that this parametrization can approximate each allowed
function in the limit of inﬁnite grid points.
4.4.3 Intuitive parametrization
Although the parametrization SEP2 presented in the previous section is general enough to
parametrize all possible forms of Σ, a large basis is needed in practice. On the other hand,
guided by physical intuition and experience, one can guess what kind of structure one would
expect to appear in spectral densities and complex self-energies (see for instance [64], Fig. 7.1
and 7.2). Considering the RPA meson spectral functions shown in Fig. 4.1, a mass peak is es-
sential in the spectrum, which can be δ-like or broad. Furthermore, a multi-particle continuum
at higher frequencies has to be modeled. It is favorable to allow an enhanced spacelike part as it
was observed in the meson spectra.
The modeling of the imaginary part of a retarded self-energy which includes these structures is
restricted to functions whose Cauchy integral can be solved analytically. One of these functions
was presented in the ﬁrst parametrization SEP1, it can be taken as a starting point in the devel-
opment. In the grid-interpolated self-energy the imaginary part was a piecewise linear function,
which works well. It turns out that the dispersion integral is also solvable analytically if the
imaginary part of the retarded self-energy is piecewise a polynomial.
For the modeling of spectra it is suﬃcient to restrict oneself to the scalar self-energy and neglect





+ ImΣR,SEP3, conts (p0,p) + ImΣ
R,SEP3, space
s (p0,p), (4.59)
where the ﬁrst one has exactly the form of SEP1. The second term is thought to model the
multi-particle continuum, which is fulﬁlled with the ansatz
ImΣR,SEP3, conts (p0,p) =− Γcont(p)sgn(p0)χ[Eτ1 ,Eτ2 ](|p0|)×
× (p20 − (Eτ1 + Eτ2)|p0|+ Eτ1Eτ2) (4.60)









2 and Γcont(p), τ1(p) and τ2(p) are the parametrization inputs. It
is possible to create a 3-momentum dependency using a grid interpolation method as it was done
in the previous parametrization. This parametrization results in a spectral contribution between
the energies τ1 and τ2, where τ1 < τ2. The third term is a spectral enhancement at spacelike
momenta p20 − p2 < 0 that can be obtained with the parametrization





The sum of these three terms is the complete imaginary part of the retarded self-energy. The real
part for real and complex momenta can be obtained by a dispersion integral that can be solved
analytically, as it is shown in Appendix E.5. A typical spectral function obtained from the SEP3
version is shown in Fig. 4.6.
The ﬁve parameters of SEP3 are MSEP1, ΓSEP1, Γcont, τ1, τ2, and Γspace. For practical calcu-
lation, these parameters are not all suitable for a direct minimization process. First, they do
not have the same dimensions, which can be adapted easily by multiplying Γcont and Γspace with
the correct power of the cut-oﬀ Λq. Second, the condition τ1 < τ2 has to be fulﬁlled in the
whole minimization procedure. Third, the Hesse matrix of the potential at the Hartree solution
is singular due to the nonlinear dependency of ImΣR on τ1 and τ2. It is possible to avoid these
complications that come from the non-linear dependency of Σ on the parameters by mapping
the parameters to a more appropriate set. This idea will not be investigated further, since the
numerical results of the practical calculations are not based on the parametrization SEP3.
4.5 Results
After the introduction of the self-energy parametrization method in Sec. 4.3 and the discussion of
possible realizations in Sec. 4.4, we can apply the method to a certain system. We use the method
to calculate the quark spectral function in the self-consistent 1/Nc expansion in next-to-leading
order (see Sec. 2.8). In this section, the results for the calculation of this spectral function ρ1 are
shown, which result from the minimization of the 1/Nc-corrected thermodynamic potential per
volume Ω1. All results use SEP1 and the Nambu-Jona-Lasinio parameters from Tab. 2.1 with a
meson cut-oﬀ of ΛM = 300MeV.
4.5.1 Interpretation
The practical calculation of the spectral function using the SEP method always requires a lim-
itation in the parameter space. On a ﬁnite computer, not inﬁnitely many basis functions or
grid points can be used, but one has to restrict the parametrization and minimization of the
thermodynamic potential per volume Ω to a ﬁnite dimension.
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An artist’s view of this restriction is shown in Fig. 4.7. The inﬁnite dimensional self-energy
parameter space is shown with its basis vectors in Σj direction, where Σj stands for a variable in
a ﬁxed self-energy parametrization. Ω is a scalar function of all these parameters with an absolute
minimum, the ﬁxed point of the gap equation, marked with the large spiral. If the self-energy is
restricted to a ﬁnite set of parameters, the only available points in the self-energy parametrization
are those in a small subspace or subset, indicated with a gray band-like structure in the ﬁgure.
The solution of the minimization procedure will ﬁnd the absolute minimum on the subspace,
denoted with a small spiral within the gray parameter subset. It is obvious that the truncated
parametrization will yield a satisfying result if the chosen parametrization is close enough to the
real minimum, i. e. if the available spectral functions are realistic.
The solution of the self-consistent next-to-leading order 1/Nc-expansion of the NJL gap equation
was the motivation to develop the SEP method presented in this work. It was essential to treat
the meson contributions not only in a perturbative, but in a full self-consistent way. However, in
general, the absolute minimum of the thermodynamic potential is outside of the set of spectral
functions that is generated with a chosen truncated parametrization of the retarded self-energy.
Hence the solution of the minimization procedure with the SEP method does not have to be a
ﬁxed point of the NJL gap equation, and the full self-consistency is lost.
The loose of “full self-consistency” turns out to be not a true limitation of the method. First,
one should notice that it is in principle a discretization error that is also present in Euclidean
solutions — this eﬀect vanishes for very ﬁne discretization, that is for a large set of basis functions.
But even in a small basis the obtained result has rich information for phenomenology. For the
practical description, the behavior of the SEP-method solution for the propagator S in the gap
equation is not the most important feature, but the fact that the mesons are back coupled. Thus
the pion is really a composite particle of two fully dressed quarks, and this pion is fully back
coupled to the quark again.
The absence of self-consistency aﬀects also the thermodynamic properties, i.e. derivatives of Ω
with respect to T and µ. This was already observed for the perturbative ring sum contribution














where Σj again represents a self-energy parametrization basis. In the SEP method, Ω was
minimized with respect to this basis, so all partial derivatives ∂Ω/∂Σj are zero by construction.
We conclude that the ambiguity of thermal derivatives in inconsistent potentials are not present
in the meson back-coupled SEP method.
4.5.2 Minimization
The thermodynamic potential per volume Ω1 is a scalar function of the self-energy parameters
M and Γs. Thus a 2-dimensional minimization procedure can be applied to the problem. As a
starting point, the Hartree solution for the same values of temperature and chemical potential
can be taken as the initial values of a ﬁrst calculation. Once a solution for a speciﬁc T and µ is
obtained with the SEP method, it can be taken as an initial value for the minimization in the
vicinity of the speciﬁed T -µ constellation. The dependency of Σ on M and Γs was chosen such
that Σ is a smooth function, yielding a smooth dependency of Ω1 on the two parametrization
variables. There are diﬀerent suitable algorithms for low-dimensional minimization of a smooth
function. In contrast to many other optimization problems, the challenge in this minimization is
not the complicated structure of the function Ω itself or the coexistence of many local minima,
but the time-consuming evaluation of each point Ω(M,Γs). Thus, a good guess for the initial
value and a rapid convergence in the vicinity of the ﬁxed point without evaluating the function
too often are essential.
For the numerical evaluation, a line search parallel to the M and Γs coordinates does not need
derivatives of Ω, but is not eﬃcient. The steepest-descent method is reasonable in the vicinity
of the absolute minimum, but makes use of the gradients ∇M,ΓsΩ1 that have to be determined
6This quantity is proportional to the entropy density: s = −∂Ω/∂T .
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Figure 4.8: The thermodynamic potential Ω1 in MeVfm
−3 as a function of the two SEP1-
parameters M and Γs. Small values of Ω are coded in black, intermediate values in blue and
high values in white. The diﬀerent ﬁgures correspond to diﬀerent temperatures at µ = 0: (a)
T = 300MeV, (b) T = 250MeV, (c) T = 200MeV, and (d) T = 150MeV.
by numerical diﬀerentiation. The smooth structure of the potential is an advantage when a
quasi-Newton method is used, but even for a quasi-Newton algorithm as the Broyden-Fletcher-
Goldfarb-Shanno prescription much more evaluations of Ω are needed.
It turns out that at high temperatures7 the minimum is found quickly, since the starting guess —
the Hartree solution — is close enough to the 1/Nc corrected solution. The algorithms converge
quickly to the minimum nearby. From general considerations, one can expect that the discretiza-
tion error due to the restricted parametrization basis is not severe at temperatures deeply in the
restored phase. For temperatures above the crossover, convergence is reached faster when the
initial value for the minimization routine is chosen to be the solution at a proximate temperature.
This works for temperatures down to the crossover region.
At low temperatures, the minimization of the thermodynamic potential per volume as a function
of the self-energy parameters M and Γs fails. The problem is explained in Fig. 4.8 by showing
the minimal region of the thermodynamic potential Ω1 as a function of the two SEP variables
for diﬀerent temperatures. At high temperatures, shown in Fig. 4.8(a) and 4.8(b), the minimum
of Ω1 is clearly visible in a well-behaved minimal region, whereas at low temperatures, see Fig.
4.8(c) and 4.8(d), there is not a well deﬁned minimum anymore, but a large ﬂat region.
The failure of the SEP method using the simplest SEP1 version at low temperatures is not unex-
pected. The range of spectral functions that can be obtained with this parametrization is limited,
all spectra consist of a mass peak with a certain width, even though a richer structure in the
spectrum is expected at low temperatures: a pion-quark continuum and a spacelike contribution
due to scattering eﬀects with the medium have to be mentioned. Referring to Fig. 4.7 one can say
that the subset of allowed parametrized spectral functions is far away from the global minimum


























Figure 4.9: SEP 1 parameters as a function of temperature. As a comparison, the Hartree mass
for the same NJL parameter set is shown as a thin line.
of Ω1, so the distance between the projected solution and the real solution increases when the
temperature is lowered. Hence, the restriction of the SEP1 choice to the restored phase can be
understood as an artifact of the simplicity of the available spectra. Concluding that the meson
back coupled self-energies can be calculated for high temperatures, the resulting spectra can be
analyzed.
4.5.3 Spectra
The convincing advantage of the SEP method is the immediate access to Minkowski Green’s
functions and hence to spectral densities, when the self-energy parameters are determined. The
parameters M and ΓS have been calculated in a way sketched in the previous section, their
temperature dependency is shown in Fig. 4.9.
In this ﬁgure, the constant self-energy part M and the width Γs are plotted as well as the
approximate peak position M − Γs. For a comparison with the mean-ﬁeld case the Hartree mass
mH is shown in the plot, too. As in the previous section, the discussion of the result begins at high
temperatures, at 400 MeV. The SEP1-parameter M and the Hartree mass mH are almost equal,
the width parameter Γs is very small. If the minimum of Hartree thermodynamic potential ΩH
was calculated with the same method, the result would be M = mH and Γs = 0. One observes
that the solution of the minimization procedure approaches the mean-ﬁeld value in the limit of
high temperatures. When the temperature decreases, the diﬀerence between the Hartree and
the 1/Nc corrected values grows. The mass parameter M , which is a signal of chiral symmetry
breaking, increases, but less strong than in the Hartree case. The width, a pure eﬀect of the
mesonic ring sum contribution to the thermodynamic potential, is also increasing, which can be
understood as the growing importance of mesonic correlations at lower temperatures. The mass
peak position, which is estimated to be the diﬀerence of the two minimization parameters, is
also increasing. This behavior changes at temperatures directly above the crossover region. The
width increases stronger, aﬃrming the assumption that meson eﬀects are strong at the crossover



























































































Figure 4.10: Scalar part of the spectral function ρ1s (solid line) as a function of the frequency
p0 at p = 0 for diﬀerent temperatures. As a comparison, the δ-like Hartree spectral functions
are indicated with dashed lines. (a) T = 400MeV, (b) T = 300MeV, (c) T = 240MeV, (d)
T = 230MeV, (e) T = 223MeV, (f) T = 220MeV. Parameter set from Tab. 2.1 No 2.
and in the chirally broken phase. The real self-energy part M decreases when the temperature
becomes lower than about 240 MeV, resulting in a mass peak position of M − Γs that becomes
very low. This behavior continues up to the breakdown of the SEP method at about 220 MeV.
The spectral functions are obtained by inserting these parameters into the expression for the
retarded self-energy. A selection of spectra at representative temperatures is shown in Fig. 4.10.
In these plots, the scalar part of the quark spectral function ρ1s is shown as a function of energy.
The vector parts would lead to similar curves as it was demonstrated in Fig. 4.4(d). A comparison
to the mean-ﬁeld case can be made since the scalar part of the Hartree quark spectral function
at the speciﬁc temperature is shown in the same plot. The behavior at high temperature (Fig.
4.10(a)) is not surprising: As it was already understood from the plain parameters the leading
order in 1/Nc resembles the next-to-leading order. The spectrum constructed from Ω1 is a narrow
peak at low energies, which has approximately the same position as the δ-peak of the Hartree
spectral function. The spectral width of the peak is very small. For lower temperatures (see
Fig. 4.10(b) and 4.10(c)) the spectrum broadens and the maximum is shifted to higher energies,
though the position of the Hartree mass peak moves faster. At even lower temperatures (see Fig.
4.10(d) and 4.10(e)) the diﬀerence in the peak positions of ρ1s and ρHs becomes more signiﬁcant,
because the mass-peak of the SEP1 solution stops its movement to higher energy and even turns
back to lower values, while the Hartree mass continues its growth. In the end (see Fig. 4.10(f))
the peak position falls even below the value for 400 MeV, the highest temperature shown here
(Fig. 4.10(a),) and approaches zero.
4.5.4 Thermodynamics
The minimization procedure of the SEP method provides the parameters of the retarded self-
energy which allows the calculation of the spectral function. The value of Ω1 at the minimum is
a side product of the calculation. For a homogeneous system, this value is directly connected to
the thermodynamic pressure of the system
p1 = −(Ω1 −Ωvac1 ) (4.63)
in the same way as it was discussed in the case of Hartree thermodynamic quantities in Sec. 2.5.3.
















Figure 4.11: Entropy density as a function of the temperature. The values obtained with the
SEP method are shown as a bold line, the mean-ﬁeld results are shown as a dashed line for
unregularized medium part (no reg), and dotted line for regularized medium part (reg).
speciﬁc ansatz for the method used here turns out to be only applicable at higher temperatures.
However, this vacuum constant is not present for derivatives of the thermodynamic potential,
for instance for entropy density s = −∂Ω/∂T , because the additive constant vanishes in the
derivation.
The entropy density s as a function of the temperature T for the results obtained with the SEP
method is shown in Fig. 4.11. The SEP-curve is shown as a bold line, and the Hartree curve for
the same NJL parameter set is also shown for comparison. As already stated in Fig. 2.9, there is a
severe diﬀerence at high temperatures between the calculations with regularized medium part and
unregularized medium part, so both results are plotted. One observes that the entropy density
calculated from Ω1 is almost equal to the entropy density of a mean-ﬁeld NJL system — with
regularized medium. The asymptotic approach of the 1/Nc corrected quantities to the mean-ﬁeld
values was already known from potential, parameters and spectral density, and the fact that
it is the entropy density with regularization artifacts that is reached in the restored phase can
also be understood. As the SEP method calculates Ω always in the Euclidean formulation, the
separation of vacuum and medium is not possible since these parts can only be distinguished in a
Minkowski formulation. Thus the medium is regularized in the SEP calculation and the entropy
density is clearly below the more physical curve with unregularized medium part. For smaller
temperatures approaching the crossover, the SEP curve deviates from the mean-ﬁeld result to
smaller entropy densities. This can be understood as an eﬀect of smaller mass change in 1/Nc
corrected system, compared to the mean-ﬁeld constituent quark mass. The Hartree mass peak
goes quickly to higher values when approaching the chirally broken region, while the position of
the peak in the quark spectrum obtained with the meson-back coupled equation changes less.
The more the two spectra diﬀer, the more the corresponding entropy densities deviate from each
other.
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Chapter 5
Results
5.1 Perturbative NJL viscosity
The simplest transport calculation that can be made within the Nambu-Jona-Lasinio model is
probably relativistic kinetic theory applied to bare quarks and antiquarks and their bare scattering
amplitudes. For a ﬁrst study this simple system will be investigated.
5.1.1 Particles and interaction
We decide to describe a system of quarks and antiquarks, hence the degrees of freedom from
spin, isospin and color are averaged. We do not average over quarks and antiquarks because their
interaction diﬀers fundamentally. For the kinetic approach explained in Sec. 3.3, we need the
scattering amplitudes for quarks which interact with quarks and antiquarks, and the scattering
amplitudes for antiquarks which interact with quarks and antiquarks. The lowest order diagrams
in the coupling g are shown in Fig. 5.1. The qq¯-scattering exists in the s- and t-channel. The
bare quark propagator is called S0, so the scattering amplitudes of bare quarks and antiquarks









where the usual notation (for example v′1 = v(p
′
1)) of the Uehling-Uhlenbeck momentum labeling
is taken (see Fig. 3.2). The bare scattering of qq has no s-channel but a t- and a u-channel. The








The antiquark-antiquark scattering is obtained by changing the direction of all fermion lines.
The spin-averaging of the squared amplitudes are performed in Appendix F.2 for quark-antiquark
(a) (b) (c) (d)
Figure 5.1: Diagrams contributing to qq¯-scattering (where (a) correspond to the s-channel and
(b) to the t-channel), and to the qq-scattering (where (c) correspond to the t-channel and (d) to
the u-channel). The diagrams for q¯q¯-scattering are obtained analogously. These are all diagrams
up to order g1 in perturbation theory.
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Figure 5.2: (a) Total cross section of qq- and qq¯-scattering in vacuum in lowest order perturbation
theory in the NJL model. Note that the cross section increases monotonic with the external
momentum. (b) Estimate of λ/d for two diﬀerent formulas. Parameters from Tab. 2.1 No 2.
scattering, and F.3 for the quark-quark term, respectively. The resulting matrix element square
for qq¯-processes is
































= 4(p1 · p′1 ±m20)(p · p′ ±m20) (5.5)









= p1 · pp′ · p′1 − p1 · p′p · p′1 + p1 · p′1p · p′ +m40
+m20(∓p1 · p− p1 · p′ ± p1 · p′1 ± p · p′ − p · p′1 ∓ p′ · p′1). (5.6)


































= 4(p′1 · p±m20)(p′ · p1 ±m20) (5.9)









= p′ · pp′1 · p′1 − p′ · p′1p · p1 + p′ · p1p · p′1 +m40
+m20(±p′ · p+ p′ · p′1 ± p′ · p1 ± p · p′1 + p · p1 ± p′1 · p1). (5.10)
The diﬀerent signs correspond to the two diﬀerent interaction channels Γπ and Γσ, the mass m0 is
the bare quark mass from the Nambu-Jona-Lasinio Lagrangian. In addition to spin averaging, one
has to average over isospin and color quantum numbers. The squared invariant matrix elements
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|Mq0 q¯0 |2 and |Mq0q0 |2 depend on all four relevant momenta1, hence it is diﬃcult to visualize the
behavior of the function. Therefore, the total cross section σtot is calculated and plotted as a
function of Mandelstam-variable s in Fig. 5.2(a). The total cross section increases monotonically
with the total energy
√
s. Such a dependency is unphysical because unitarity is violated: the
total cross section has to decrease for large momenta. On the one hand, this is an artifact of the
Born approximation. On the other hand, the fact that the NJL model can not be renormalized
has the same origin. The bare NJL coupling is constant and has no momentum-dependency, thus
the interaction stays very strong even for very large momenta. This would not be the case if the
coupling is realized by a (heavy) boson: For large momenta, the propagator of the boson would
damp the amplitude. One possibility to avoid this eﬀect is the introduction of a cut-oﬀ, similar
to the regularization of mean-ﬁeld NJL model: All amplitudes with a 3-momentum larger than a
ﬁxed cut-oﬀ Λq are set to zero. The same cut-oﬀ as in the NJL parameters can be used for this
purpose.
It is important to check the validity of the kinetic approach for the perturbative NJL quark-
antiquark gas (see Sec. 3.3.4). Therefore, the mean-free-path λ and an estimate for the typical
range of the interaction are calculated for diﬀerent temperatures. We use the estimates from Eqs.
(3.85) and (3.86) for the interaction range d. The ratio λ/d is shown in Fig. 5.2(b) as a function
of temperature T at µ = 0. This ratio is assumed to be large for the kinetic treatment. In the
ﬁgure, one sees that λ/d for the two diﬀerent estimates has the same qualitative behavior: A
very large value for small temperatures is is going to values smaller than 10 for a temperature of
roughly 50 MeV, or 150 MeV, depending on the estimate. The ratio becomes much smaller for
larger temperatures. There are two eﬀects driving λ/d down for high temperatures. The thermal
momentum increases at higher temperatures and as the cross section gets larger for higher s (see
Fig. 5.2(a) discussed in the paragraph above), thus the typical cross section is higher in a hot
NJL quark system. The other eﬀect inﬂuences the mean free path λ that is inversely proportional
to the particle density nq0 . The density of thermally generated quarks and antiquarks is zero
in vacuum and rises strongly2 if temperature increases, and the mean free path of quarks and
antiquarks reduces in the dense system. The resulting application range for kinetic theory is
limited to low temperature of some tens of MeV. This result is disappointing because the only
region in the QCD phase diagram where the idea of perturbative quarks would be realistic is the
phase at very high temperatures.
One has to conclude that the kinetic approach with perturbative NJL input works only in the
region where it is a unphysical description. In the hot and dense systems, where a perturbative
approach may be a better concept, the kinetic description fails. Nevertheless, the results for the
shear viscosity η and the ratio η/s are discussed in short in the following, because they will be
useful for the understanding of the further investigations in the following sections.
5.1.2 Perturbative viscosity
Shear viscosity of the quark-antiquark system in the NJL model is calculated with relativistic
kinetic theory in this section. In the language of Sec. 3.3 this corresponds to NP = 2 with
particle species a ∈ {q0q¯0}. All collision rates C[fa, fb] are nonzero. For the solution of the
linearized Boltzmann-Uehling-Uhlenbeck equation the non-equilibrium part of the distribution
functions (see Sec. 3.3.3) is expanded in generalized Sonine polynomials. This expansion has to
be truncated to a ﬁnite number of polynomials NS . We ﬁnd that the diﬀerence in η for NS = 1
and NS = 3 is of the order of 1 %, thus the series converges rapidly.
The shear viscosity η as a function of temperature T is shown in Fig. 5.3 at chemical potential
µ = 0. There are three diﬀerent curves. The ﬁrst curve uses the full NS = 3 calculation of the
Chapman-Enskog expansion with the perturbative NJL scattering kernel calculated in Sec. 5.1.1.
As a comparison, the simple estimate from Eq. (3.91) is also plotted. Because of the ultraviolet
behavior of the NJL point interaction, a calculation was added which uses a 3-momentum cut-oﬀ
at Λq. All resulting viscosities increase for low temperatures. For very low temperatures one
would expect a decreasing viscosity, but this is out of the range of T > 5MeV shown here because
1The momenta of the two particles before and after the cattering, p, p1, p′, and p′1, are not all independend
because of energy-momentum conservation.
2Bare quarks are used as interacting particles of the system, so temperature excesses the value of the bare quark
mass of few MeV very early.


















Figure 5.3: Shear viscosity of NJL quarks in lowest order perturbation theory as a function
of temperature T at µ = 0. The diﬀerent lines correspond to the calculation without cut-oﬀ,
the estimate using the formula η = p¯/3σ and the regularized scattering amplitudes. Recall the
validity range estimate in Fig. 5.2(b). Parameters from Tab. 2.1 No 2.
the bare quark mass is so small. All three formulas for shear viscosity yield a similar result in the
low-temperature regime. Close to the vacuum, the two calculation with diﬀerent cross sections
are very similar, because the high momenta where the regularized and the unregularized matrix
element diﬀer are not occupied thermally. When temperature increases, the calculation without
cut-oﬀ is still very close to the estimate η = p¯/3σ, and both curves continue their drop. This
is mainly an eﬀect of the total cross section shown in Fig. 5.2(a). The cross section increases
if momentum increases, and the hotter the system gets the harder the momenta become. With
increasing averaged cross section, viscosity has to go down. The η-curve for the calculation
including a 3-momentum cut-oﬀ deviates visibly from the two other curves for temperatures
higher than about 70 MeV. For higher temperatures the qualitative behavior of viscosity for the
diﬀerent scattering amplitudes diﬀers: The transport coeﬃcient with regularized couplings has a
minimum at T ≈ 90MeV and increases if the system becomes hotter. This behavior is a result
of the modiﬁed ultraviolet part of the regularized cross section: The thermal average of the cross
section involves harder momenta for higher temperatures, and the drop in |M|2 results in an
increasing shear viscosity. This is a general statement for temperature-independent inputs of
kinetic theory, because this qualitative behavior of averaged momentum p¯ and UV-behavior of
|M|2 is universal.
With the entropy density s of the system, the ratio of shear viscosity over entropy density η/s
can be calculated as well. This plot is shown in Fig. 5.4. The two curves correspond to the
scattering without cut-oﬀ, and with cut-oﬀ, respectively. As it was pointed out in the discussion
of shear viscosity in Fig. 5.3, both calculations are very similar at low temperatures. Entropy
density increases rapidly at low temperature and approaches quickly the ultra-relativistic Stefan-
Boltzmann limit because of the small bare quark masses. This leads to a very large ratio η/s for
low temperatures. As temperature increases, the shear viscosity over entropy density becomes
smaller. This drop stops for the regularized cross section at about η/s = 1 for T between 100
MeV and 250 MeV while η/s of unregularized |M|2 continues its decline. The latter even falls













Figure 5.4: Ratio of shear viscosity η and entropy density s as a function of temperature T at
µ = 0. Particles and interactions are obtained from the NJL model in lowest order perturbation
theory. The diﬀerent lines correspond to the calculation without cut-oﬀ and the regularized
scattering amplitude. Recall the validity range estimate in Fig. 5.2(b). Parameters from Tab.
2.1 No 2.
below the value of 1/4π, but only at values for T where the kinetic description can not be applied
and the whole calculation is not valid.
5.2 Quarks exchanging RPA mesons
In the previous section bare NJL quarks interacting via their perturbative coupling were investi-
gated. A more accurate system is a system of Hartree quarks and antiquarks. Their scattering
was described as the exchange of an RPA meson in Sec. 2.3. The transport properties of such a
system are discussed in the following.
5.2.1 Scattering amplitudes
The Nambu-Jona-Lasinio model in Hartree approximation was presented in Sec. 2.2. The dressed
propagator has a large constituent quark mass mH in vacuum. The quark-antiquark interaction
is resummed to an RPA meson exchange. If one restricts the terms to one-meson exchange,
the possible diagrams are listed in Fig. 5.5. As the RPA meson is an s-channel resummed bare
amplitude, the same types of diagrams as for the bare interaction discussed in the previous section
appear.


























Figure 5.5: Diagrams contributing to qq¯-scattering (Fig. 5.1(a) in s-channel and 5.1(b) in t-
channel) and qq-scattering (Fig. 5.1(c) in t-channel and 5.1(d) u-channel). The diagrams for q¯q¯-
scattering are obtained by inversion of the qq terms. These are all possible diagrams constructed
by a one-meson exchange.
The spin-averaging of the squared amplitudes is calculated in Appendix F.2 and F.3. The resulting
matrix element square for qq¯-processes is
































= 4(p1 · p′1 ±m2H)(p · p′ ±m2H)|DM (t)|2 (5.15)
and the interference terms(










p1 · pp′ · p′1 − p1 · p′p · p′1 + p1 · p′1p · p′






The resulting matrix element square for qq-processes with a single meson exchange is
































= 4(p′1 · p±m2H)(p′ · p1 ±m2H)|DM (u)|2 (5.19)











p′ · pp′1 · p′1 − p′ · p′1p · p1 + p′ · p1p · p′1






The diﬀerent signs belong to the two diﬀerent mesons Dπ and Dσ, the mass mH is the Hartree
quark mass. These expressions are similar to the perturbative NJL viscosity (see Sec. 5.1).







































Figure 5.6: Real part of the full RPA pion propagatorDπ and real part of the RPA pion propagator
in resonance approximation Dpoleπ as functions of the zero-component of the external momentum
q0 at |q| = 0. The bare NJL coupling (−2gΛ2 = −4.88) is also shown. All values are normalized
by multiplying the cut-oﬀ square Λ2q. The left ﬁgure is in vacuum (T = µ = 0), the right ﬁgure
is at T = 300 MeV and µ = 0. Parameters from Tab. 2.1 No 2.
Indeed, the only diﬀerence is the fermion coupling, the whole kinematics and momentum depen-
dency is analogical to the perturbative case. One obtains the perturbative result by setting
mH → m0 , DM (s, t, u)→ −2g. (5.21)
The interaction in the qq¯ system with one-meson exchange is the resummed perturbative inter-
action. One can see from Fig. 5.6 that the resummed interaction is really much stronger than
the bare interaction. The pion propagator Dπ is shown as a function of q0 and compared to the
bare NJL coupling −2g. For small momenta, bare quark coupling and pion propagator diﬀer
by many orders of magnitude in vacuum (see Fig. 5.6(a)) and still by a large factor at high
temperatures (Fig. 5.6(b)). At high momenta, all RPA propagators fall to the bare coupling. As
it was discussed in the previous section, this high-momentum limit causes some artifacts because
the Nambu-Jona-Lasinio model is not renormalizable. Therefore the resonance approximation for
the RPA meson propagator is also shown in Fig. 5.6. The resonance approximation turns out
to be a good replacement in vacuum for low momenta. In the ultraviolet the interaction shows
a physical asymptotic behavior. This approximation has also the advantage that no additional
evaluation of a complicated function has to be done in the Monte-Carlo integrand. The only
practical disadvantage of the usage of the resonance approximation is found in the asymptotic
high-temperature behaviour of the transport coeﬃcients. At high temperatures, the average ther-
mal momenta are very large and the meson propagators are evaluated mainly in the ultraviolet,
where the amplitude approaches the bare scattering amplitude. Thus, one would ﬁnd the per-
turbative result in the high temperature phase if the full RPA propagators were used, whereas
this limit is not obtained in the resonance approximation. That is not a severe problem because
the kinetic approach for extremely high temperatures where both interactions would lead to the
same results is not valid. All calculations that follow are done in resonance approximation.
Because the resummation increases the eﬀective coupling of quarks and antiquarks strongly, one
expects a similar behavior for the scattering cross section. The total cross section for qq-scattering
and qq¯-scattering in vacuum is shown in Fig. 5.7(a). In comparison to the previous calculation
(see Fig. 5.2(a)), σtot is several orders of magnitude larger. The cross section decreases at high
momenta as a consequence of the resonance approximation for the RPA meson propagators.
Before applying the kinetic formulas for the shear viscosity the validity of the underlying as-
sumptions has to be checked. Therefore, the ratio of mean free path λ and the typical range of
interaction d of quarks and antiquarks has to be calculated. Compared to the calculation in lowest
order perturbation theory one can expect that the mean free path is smaller and the range of in-
teraction is larger because all interaction channels are stronger. Therefore λ/d has smaller values
for the single meson exchange interaction, and the region where the kinetic condition λ/d≫ 1 if
fulﬁlled will be smaller.
































Figure 5.7: (a) Total cross section of qq-scattering, and qq¯-scattering in vacuum calculated with
the one-meson exchange diagrams from Fig. 5.5. (b) Estimate of λ/d with the two diﬀerent
formulas. Parameters from Tab. 2.1 No 2.
The diﬀerent estimates (see Sec. 3.3.4 for details) for λ and d are shown in Fig. 5.7(b). The
ratio of mean free path and interaction range is shown as a function of temperature for chemical
potential µ = 0. The ratio is much smaller than unity for most of the temperatures. It has
a small maximum at the crossover temperature and increases close to the vacuum. This is
in agreement with the considerations in the previous paragraph: The quark-antiquark system
coupled so strongly that the dilute gas limit of kinetic theory fails for almost all temperatures.
Only for very small temperatures the density of heavy Hartree constituent quarks gets small
enough to increase the mean free path suﬃciently for fulﬁlling the kinetic theory assumptions. In
the restored phase the increase in density is stronger than the reduction in interaction, and the
kinetic fails again.
5.2.2 Viscosity
The estimate for mean free path and range of interaction showed that the system of quarks and
antiquarks interacting via one meson exchange diagrams can not be described in kinetic theory
even at intermediate temperatures. However, we can perform the calculation and discuss the
result in short. These results will deliver insight into the application range of kinetic theory and
the consequences of its failure.
The results of the calculation in kinetic theory are summarized in Fig. 5.8. In Fig. 5.8(a) the shear
viscosity η is shown as a function of temperature T . The lines for diﬀerent numbers of generalized
Sonine functions used in the expansion of the distribution functions show the same qualitative
behavior, as well as the estimate η = p¯/3σ. The viscosity η is small for low temperatures and
increases in the crossover region. A maximum is located close to the Mott temperature, before the
viscosity decreases for higher temperatures. The ratio of viscosity and entropy density is shown
in Fig. 5.8(b). η/s as a function of temperature is decreasing for low temperatures and shows a
large ﬂat structure in the broken phase. The maximum in viscosity at the crossover temperature
is still visible in this plot. The absolute value of the ratio is very small, but the formulas used
here should not be applied in this range. Once again we ﬁnd that η/s is small in strongly coupled
systems, kinetic theory even can construct arbitrarily small values for the ratio η/s but is not
applicable because the underlying assumptions are not fulﬁlled.
5.3 Pion gas
For a moment we leave the Nambu-Jona-Lasinio model and investigate a gas of pions. One the
one hand, this is a preparatory act for the section thereafter, but on the other hand it allows the
application of the mathematical tools developed in Sec. 3.3 in a system of reference.































Figure 5.8: Results for shear viscosity η with RPA meson exchange as interaction. The estimate
in Fig. 5.7(b) has shown that the kinetic approach used for the interaction is not valid. (a)
Shear viscosity as a function of temperature T at µ = 0. The diﬀerent lines correspond to the
complete calculation using one and three generalized Sonine-polynomials, and the estimate using
the formula η = p¯/3σ. (b) Ratio of shear viscosity and entropy density η/s as a function of
temperature T at µ = 0. The two lines show the result for one and three Sonine-polynomials.
Parameters from Tab. 2.1 No 2.
Particle π0 π± K± K0, K¯0 η
Mass [MeV] 134.98 139.57 493.7 497.6 574.9
Table 5.1: Table of the lightest hadrons with their rounded masses. Data taken from [193].
5.3.1 Introduction
In the previous two sections kinetic theory was applied to the quark-antiquark system. It turned
out that the system interacts so strongly that the kinetic approach can only be applied in a
very dilute system, that is realized at low temperatures and chemical potentials. Unfortunately,
one does not expect that strongly interacting matter at low temperatures behaves like a quark
gas because of conﬁnement. In the hadronic phase at low temperature, quarks are conﬁned and
thermodynamic properties, as well as transport coeﬃcients, should be governed by the lightest
degrees of freedoms. The lightest hadrons (see Tab. 5.3.1) are the pions, so we will concentrate
on these mesons in this section.
The particle density at zero chemical potential is purely generated by thermal eﬀects, so it is
exponentially suppressed close to the vacuum, when the hadron mass is much higher than the
temperature of the hadron gas. In this region, the hadron gas is expected to be very dilute, and
low momenta govern the dynamics of the system. But the dilute gas limit is exactly the physics
where kinetic theory can be applied3, so we can be sure that there is a regime where the results
for transport coeﬃcients of a pion gas within kinetic theory are reasonable.
In the chiral limit, the pions are the Goldstone bosons of the spontaneously broken chiral sym-
metry and have zero mass. As a additional consequence, their scattering has to vanish for small
Ecm. Hence, the pion scattering for slow kinematics depends on the pion mass.
In all the calculation we will treat non-chiral pions in the isospin limit. That means that we treat
the three diﬀerent pions as degenerate indistinguishable particles, and one has to average out the
isospin quantum number for all appearing formulas.
The only conserved quantity of such a degenerate pion gas is charge. However, sometimes it is
useful to introduce a pion chemical potential µπ. This assumption of particle number conservation
can be motivated from experimental results as well as from considerations of chemical equilibration
[194, 195, 196, 197], and ﬁnds also its application in literature [198].
3When temperatures are very low, one can approximate the system by a non-relativistic gas. This idea will not
be followed in this work, see e.g. [127] for such a pion gas.
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The hadron gas can be seen as a generalization of the pion gas concept, involving kaons, η, or
nucleons, depending on the region of QCD phase diagram that is under investigation. Baryons
should be included at higher baryon chemical potential µB, whereas heavier mesons play an
important role for higher temperatures already for small µB.
5.3.2 Review of the literature
Important literature concerning interacting pions is summarized in the following. The basis for
the theoretical description of pion scattering is given byWeinberg [199] using current algebra. The
idea of chiral symmetry and deviation from chiral symmetry, including chiral perturbation theory,
led to the extension of this work [200, 201, 202, 203]. These interaction terms even have been used
for calculations of transport properties [127, 145]. Beside these fundamental considerations there
have been diﬀerent eﬀorts to extract pion scattering amplitudes from experimental measurements.
Prominent examples are models from empirical phase shifts [204], the inverse amplitude method
(IAM) [205, 198, 124], and ﬁts of phenomenological amplitudes to experimental data [125].
All these pion descriptions are performed in vacuum, pion mass and invariant matrix elements
are constantly extrapolated to ﬁnite temperature or baryon chemical potential. An intrinsic
dependency on temperature is obtained with a microscopic description of the scattering process,
for example with the Linear σ-model [146].
The extension of a pion gas to a hadron gas need additional information about particle scattering.
The same ideas as for the pion gas can be used for these additional degrees of freedom, see
[204, 124, 125, 107, 206] for interactions in hadron gases.
5.3.3 Pion scattering
The invariant matrix element of ππ-scattering according to leading-order chiral perturbation






2 − 24m2πs+ 3(t− u)2
]
. (5.22)
As it was discussed before, the pion mass mπ enters in the matrix element, as well as the pion
decay constant fπ. The Mandelstam variables s, t and u introduce a momentum dependency
in the invariant matrix element. By setting the external 3-momenta to zero4, one obtaines the





We will call this constant scattering amplitude Weinberg interaction. It is obvious that the
scattering vanishes in chiral limit, where mπ = 0. We take these two scattering terms as diﬀerent
descriptions of the pion interaction, although it is clear that the Weinberg interaction is the
low-momentum limit of the LO-ChPT result.
The two scattering amplitudes lead to scattering cross sections that are only identical for s = 4mπ.
The total cross section σtot as a function of
√
s is shown in Fig. 5.9(a). Because MWeinbergππ
is constant the total cross section decreases for growing s (see Eq. (3.82)). In contrast, as
MLO−ChPTππ rises with center-of-mass momentum, the total cross section in leading-order chiral
perturbation theory increases.
This totally diﬀerent behavior of the scattering cross section will leads to a signiﬁcant diﬀerence in
the dependency of viscosity and temperature. As we saw already in Sec. 5.1, a larger temperature
lead to a population of larger momenta. The cross section decreases for larger momenta for the
Weinberg interaction, and increases for leading-order chiral perturbation theory, thus the eﬀective
coupling at a thermal momentum for the two interactions diﬀer.
We ﬁrst check if the kinetic framework can be applied to the system. Therefore, the usual es-
timates for mean free path λ and interaction range d are plotted in Fig. 5.9(b). As it was
expected, kinetic theory seems to work perfectly at low temperatures because of the low density
4That means s = 4m2pi , t = u = 0

























 0  50  100  150  200  250













Figure 5.9: ππ-scattering for Weinberg result Eq. (5.23), and leading-order chiral perturba-
tion theory Eq. (5.22), respectively. (a) Total cross section for ππ-scattering as a function of
Mandelstam-variable s. (b) Estimate of mean free path λ and interaction range d as a function
of temperature for µπ = 0.
of the system. At larger temperatures, the Weinberg term allows a calculation up to very high
temperatures, whereas the LO-ChPT result predicts a range of applicability up to temperatures
about 100 MeV. This diﬀerence of the two formulas is easily understood because the average mo-
mentum rises with temperature T , and the LO-ChPT-scattering is enhanced for larger momenta.
Because of the important diﬀerence between the LO-ChPT interaction and the Weinberg intera-
tion, we investigate the pion system for both interactions separately. We begin with the constant
scattering amplitude. Of course, both results agree at low temperatures, where the thermal mo-
mentum is very small. At higher temperatures, the LO-ChPT interaction should give a more
reliable result, however, the monotonic increase of the cross section in this approximation limits
the range of a reasonable application.
5.3.4 Weinberg interaction
We ﬁrst investigate the role of the Sonine expansion in the well-studied pion system. Therefore
we investigate the viscosity as a function of temperature for diﬀerent expansions. The analysis of
shear viscosity and its temperature dependency in the best Sonine expansion is done afterward.
The calculation of shear viscosity in kinetic theory with the two interactions has already been
documented in literature [125, 124], although the focus in the two cited works is diﬀerent.
A calculation for diﬀerent Sonine expansions and the Weinberg interaction is presented in Fig.
5.10. In the left plot, we chose a single monome
Pj(p) = p
j (5.24)
as a basis function and neglect all other functions, such that NS = 1. We see that the choice
of P (p) = p2, as it was used in [124] includes the most contributions, all other choices of j lead
to smaller results. In the other plot, Fig. 5.10(b), the basis is constructed from orthogonalized
monic polynomials from j = 0 up to j = NS − 1. One can see that the diﬀerence in the result for
η is huge for NS between one and three, but is converged if NS > 2. As a demonstration, some
points for NS = 5 are plotted, and one can see that they are in good agreement with NS = 3.
The crosses in both plots correspond to the estimated η = p¯/3σ, which is in the same order
of magnitude but lower than the exact result. We conclude that η is calculated to a satisfying
accuracy with NS = 3, and approximately by NS = 1 when p2 is taken as the basis function.
Now it is possible to calculate the shear viscosity and the thermal conductivity for diﬀerent values
of chemical potential µπ . Of course we ﬁrst have to check the validity of the kinetic approach
again for each calculation because the variation in density will change the mean free path.
The Sonine-converged calculation of shear viscosity with pions interacting with the constant
Weinberg scattering amplitude is shown in Fig. 5.11(a). The calculation was done for chemical








































Figure 5.10: Diﬀerent Sonine-expansions are tested in the viscosity calculation for a pion gas with
Weinberg ππ-interaction. Shear viscosity is plotted as a function of temperature T at µπ = 0.
The diﬀerent lines and points correspond to diﬀerent truncations. Crosses denote the mean free
path estimate p¯/3σ. (a) One monomial Pj(p) = pj is used for diﬀerent values of j. (b) The
polynomial PNS (p) =
∑NS−1
j=0 cjp



































Figure 5.11: Transport coeﬃcients of a gas of pions interacting via the Weinberg scattering
amplitude. (a) Shear viscosity η for diﬀerent pion chemical potentials µπ. (b) Estimates for the
thermal conductivity κ of a pion gas with Weinberg ππ-interaction as a function of temperature.
The diﬀerent lines correspond to the diﬀerent values of µπ indicated in the ﬁgure.
potentials
µπ ∈ {0MeV, 50MeV, 100MeV}, (5.25)
so no condensation of the boson takes place. The estimates for λ/d indicate that the kinetic
approach is reasonable even for the highest chemical potential shown in the plot, even for tem-
peratures above 250 MeV. In the ﬁgure, one sees that a higher pion chemical potential leads to
a lower viscosity, although the changes in viscosity are not very large. This change reminds to a







where it was also found that a denser system of pions interacting with a constant invariant matrix
element has a lower viscosity than a dilute one.
The thermal conductivity κ is calculated from its mean free path estimate as it was discussed in
Sec. 3.4.1. We do not use a systematic Chapman-Enskog expansion but restrict the calculation
to the estimates, motivated by the fact that the results for the shear viscosity coeﬃcient indicate
that the mean free path estimate and the full calculation are in good agreement. In Fig. 5.11(b),






























Figure 5.12: Fluidity of a pion gas interacting via the Weinberg scattering amplitude. The
diﬀerent dimensionless ﬂuidity measures are shown as a function of temperature T . (a) η/s for
diﬀerent values µπ, (b) Lη/Ln calculated from the general formula (solid line) and from the
non-relativistic limit (dashed line).
the results for κ for the estimate from Eq. (3.93) are shown as well as the estimate from Eq.
(3.94). For the latter, we did two calculations, which diﬀer in a diﬀerent treatment of the heat





we also used the simple relation from a classical free gas, cV = N/2, where the number of degrees
of freedom is set to N = 3. The three diﬀerent curves are shown in Fig. 5.11(b) for pions
interacting by the Weinberg scattering amplitude. We ﬁnd that the three estimates all lead to
a thermal conductivity that increases with temperature. Indeed, the qualitative behaviour of
the estimates is similar to the shape of the shear viscosity curve, as one would expect from the
relation between the diﬀerent transport coeﬃents. The quantitative diﬀerences between the three
estimates are relatively large.
In Fig. 5.12(a) the ratio of shear viscosity and entropy density for the pion system is plotted for
the same chemical potentials as in Fig. 5.11(a). The ratio is large in the dilute system at low
temperatures and becomes smaller for higher values of T . Remarkably the ﬂuidity measure η/s
ﬂattens at some point, staying on values of the order of magnitude of 101 to 102. We can conclude
that pions with the constant ππ-scattering amplitude are not coupled very strongly, even in a
system that is expected to be considerably hot and dense. This motivates the investigation of
the LO-ChPT interaction which becomes much stronger even for moderate momenta.
The ﬂuidity measure Lη/Ln as a function of the temperature T is shown in Fig. 5.12(b). We
have to restrict this calculation to µπ = 0 because the concept of a pion chemical potential causes
severe artifacts in the thermodynamic relations of p, ǫ, and cs. We show the general curve related
to η/h as well as the non-relativistic limit, which involves η/ρ. One can see that the relativistic
corrections become important at temperatures of a few tens of MeV. The general curve decreases
monotonically with temperature T , no plateau-like structure like in η/s is observed. This can
be understood as h = Ts for zero pion chemical potential, thus if η/s does not change with
temperature, η/h will decrease as 1/T .
5.3.5 Leading-order chiral perturbation theory
We now investigate the pion gas that interacts via the scattering amplitude in leading-order
chiral perturbation theory. We proceed in the same order as in the preceding part concerning the
Weinberg scattering amplitude.
The investigation of the Sonine-expansion is visualized in Fig. 5.13 for the ππ-interaction from
leading-order chiral perturbation theory. The diﬀerent Sonine basis functions, corresponding to
diﬀerent values of j in Fig. 5.13(a), again show a diﬀerent behavior. For low temperatures,
j = 1 and j = 2 pic up the most contributions, whereas the largest values at higher temperatures







































Figure 5.13: Diﬀerent Sonine-expansions are tested in the viscosity calculation for a pion gas
with LO-ChPT ππ-interaction. The shear viscosity is plotted as a function of temperature T
at µπ = 0, the diﬀerent lines correspond to diﬀerent truncations. The Points show the value of
the estimate η = p¯/3σ. (a) One monomial Pj(p) = pj is used for diﬀerent values of j. (b) The
polynomial PNS (p) =
∑NS−1
j=0 cjp
j is used for diﬀerent values of NS.
are obtained by j = 0 and j = 1. Diﬀerent sizes of the basis have an eﬀect that diﬀers from
the inﬂuence in the Weinberg interaction calculation. The convergence is already reached with
Ns = 2, as it can be seen in Fig. 5.13(b) where the lines for NS = 1, NS = 2, and NS = 5
are shown. The viscosity estimate is denoted with crosses in both ﬁgures, and in contrast to the
Weinberg interaction, it is found that the estimate is larger than the exact result, although it is
in the same order of magnitude. One can conclude that the choice NS = 2 is suﬃcient for the
calculation of η with LO-ChPT interaction.
The Sonine-converged calculation of shear viscosity using the leading-order chiral perturbation
theory is shown in Fig. 5.14(a). The chemical potentials of the pions are
µπ ∈ {0MeV, 50MeV, 100MeV, 135MeV}, (5.28)
indicated by diﬀerent lines in the ﬁgure. Although the LO-ChPT interaction is reliable for a larger
temperature range than the Weinberg interaction, it turns out that the range of applicability due
to the estimate of λ and d is more restricted than for the Weinberg calculation. If one takes
λ/d > 10 as a courageous limit of kinetic theory5, one ﬁnds that T < 150MeV for µπ = 0, and
T < 80MeV for µπ = 135MeV, all other are in between these extreme cases. The behavior that
is found for µπ = 0 is that the viscosity is low for small temperatures and has a maximum at a
temperature of a few tens of MeV. The viscosity becomes smaller for high temperatures because
the interaction increases for larger thermal momentum. Only few changes in the behavior of
the viscosity appear if the chemical potential µπ takes a small value. While these curves in Fig.
5.14(a) are close to the curve of µπ = 0, the viscosity is aﬀected stronger close to the condensation
point µπ = mπ. The general behavior is similar to the result for Weinberg interaction: A system
with higher particle chemical potential has a lower shear viscosity.
The thermal conductivity of a pion system interacting by the leading-order chiral perturbation
theory scattering amplitude is shown in Fig. 5.14(b). We restrict this investigation to µπ = 0 and
use the same estimates as discussed in Sec. 5.3.4. The curves diﬀerent curves resemble the shear
viscosity curves shown in Fig. 5.14(a) in their qualitative behaviour: The thermal conductivity
increases for small temperatures, has a maximum at temperatures of a few tens of MeV, and is
decreasing for larger temperatures. This behavior is similar for all heat conductivity estimates,
while the absolute values of the three curves diﬀer.
The shear viscosity divided by entropy density for the same temperatures T and chemical poten-
tials µπ as in Fig. 5.14(a) is shown in Fig. 5.15(a). Starting from T = 0, one ﬁnds a decreasing
curve that falls below the values of η/s obtained from the calculation using the Weinberg inter-
action (see Fig. 5.12(a)) already for small temperatures. The curves decrease monotonically, and
5The same limit has been used in a similar calculation of pions and hadrons [125], where the LO-ChPT
interaction was used for the shear viscosity of a pion gas at µpi = 0.




































Figure 5.14: Results for transport coeﬃcients of a pion gas with LO-ChPT ππ-interaction as a
function of temperature. (a) Shear viscosity η, where the diﬀerent lines correspond to the diﬀerent
values of µπ indicated in the ﬁgure. (b) Mean free path estimates for the thermal conductivity
κ. The diﬀerent curves in the ﬁgures correspond to diﬀerent estimate. The direct calculation
evaluates Eq. (3.93), while the two other lines result from Eq. (3.94). The thermal conductivity




































Figure 5.15: Fluidity measures of a pion gas interacting via the LO-ChPT scattering amplitude.
All dimensionless measures are shown as a function of temperature T . (a) η/s for diﬀerent values
of pion chemical potential µπ. (b) Fluidity measure Lη/Ln (solid line) and its nonrelativistic
limit (dashed line) for µπ = 0.
if one evaluate the plot for the limiting temperature for kinetic theory, one ﬁnds values of order
one. Again, η/s is smaller if the density and the chemical potential are higher.
The ﬂuidity measure Lη/Ln as a function of temperature is shown in Fig. 5.15(b). As we restrict
this estimate to µπ = 0 as in Sec. 5.3.4, we only show the general curve obtained from η/h, and the
non-relativistic curve which is obtained from η/ρ. Both curves coincide for small temperatures,
where the non-relativistic description is reasonable. Lη/Ln decreases at higher temperatures, and
reach a small value in the region where we have to stop the investigation in the kinetic theory
because we exit the dilute gas limit. If one compares the absolute values of Lη/Ln with the ones
from the Weinberg interaction, one sees that the ﬂuidity measure is signiﬁcantly smaller. For
temperatures of about 150MeV, the ratio becomes smaller than one, as it was also observed for
critical and supercritical ﬂuids [148].
5.4 NJL pion gas
The pion-pion interaction in the NJL model is interesting because it is not an elementary inter-
action of the model but an eﬀective interaction between eﬀective degrees of freedom.












Figure 5.16: Diagrams contributing to ππ-scattering in Nambu-Jona-Lasinio model: the box-
diagram (a), and the σ-propagation diagram (b). Both diagrams are taken in s-, t-, and u-channel,
resulting in diﬀerent contributions to diﬀerent isospin amplitudes.
Thus, the pions are particles containing a quark and an antiquark which are inﬂuenced by chiral
symmetry breaking and restoration, which implies a dramatic temperature dependency. The
calculation of the pion includes medium eﬀects, resulting in a nontrivial pion propagator. Even
when this propagator is approximated by a simpler function in order to interprete the quark-
antiquark scattering channel as a particle, the pion mass that is deduced from this formulation
has an important temperature dependency. The eﬀective interactions between these NJL pions
are not elementary, but consist of elementary quark diagrams that have an intrinsic dependency
on temperature and quark chemical potential. The calculations with Weinberg interaction and
LO-ChPT made use of pion masses and interactions in vacuum and generated all temperature
dependency via the occupation number in the distribution functions in kinetic theory, whereas a
calculation with these quantities in the NJL model would include medium modiﬁcations of the
particles themselves.
5.4.1 pipi cross-section
The construction of eﬀective ππ-interaction diagrams in the NJL model can be done in many
ways. The aim is to ﬁnd the correct scattering in vacuum, as it is required from chiral symmetry.
In order to obtain this limit correctly, a systematic and consistent choice of Feynman diagrams
is needed. An expansion scheme in the NJL-model was already presented in the chapter 2, the
1/Nc-counting, summarized in Tab. 2.3. The leading-order diagrams for the π − π scattering in
this counting scheme can be constructed according to [207, 208]6 which are described by the two
diagrams shown in Fig. 5.16. The ﬁrst diagram (Fig. 5.16(a)) is called box-diagram and consists
of a quark-box (or an antiquark-box) with four fermion propagators. The second diagram (Fig.
5.16(b)) is called σ-propagation diagram because the pions couple to a scalar meson through a
quark-triangle, and a σ-exchange takes place.
In our work, the diagrams are evaluated in the same way as for the calculation of the π − π
scattering length [207, 208]. This can be seen as the static limit of the whole diagrams, with
all momenta going to their lowest possible value. An overview over possible extensions of this
scheme is given in the end of this section.
The evaluation of the box diagram makes use of diﬀerent crossing symmetries. A detailed deriva-
tion of the possible combinations is gived in [207]. The process
πa + πb → πc + πd (5.29)
with isospin indices a, b, c, and d, leads to the amplitudes
iMNJL (1)ππ ab;cd = −4NcNf i(δabδcd + δacδbd − δadδbc)g4πqq
[
iI(0) + iI(pthr)− p2thriK(pthr)
]
, (5.30)
iMNJL (2)ππ ab;cd = −4NcNf i(δabδcd − δacδbd − δadδbc)g4πqq
[
iI(0) + iI(pthr)− p2thriK(pthr)
]
, (5.31)
6There are also other works dealing with π−π scattering in NJL-type models, see for example [209] and [210].
An earlier work describing meson interactions in the model is [211].
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The 4-momentum pthr is deﬁned by
pthr = (2mπ,0), (5.33)
so it is the total 4-momentum of two pions at rest. The elementary integral iI was already deﬁned


















[(iωk + µ)2 − k2 −m2H ]2[(iωk + iωp + µ)2 − (k + p)2 −m2H ]2
(5.35)
are evaluated in Appendix B.6, and B.7, respectively. An analytic continuation to real mo-
menta iωp → p0 ± iǫ is necessary since the external momentum pthr is timelike. For the speciﬁc















































The evaluation of the σ-propagation diagram for the same reaction process (see [207]) leads to
the amplitudes
iMNJL (4)ππ ab;cd = δabδcdg4πqqΓ 2σππ(pthr,−pthr)iDσ(2pthr) (5.38)
and
iMNJL (5)ππ ab;cd = δabδcdg4πqqΓ 2σππ(pthr, pthr)iDσ(0), (5.39)
where Dσ is the RPA propagator of the σ-meson7. The σππ-vertex Γσππ is calculated from the
quark triangle. It can be expressed in terms of elementary integrals,
iΓσππ(p,−p) = −8NcNfmH iI(p) (5.40)
for the s-channel, and
iΓσππ(p, p) = −8NcNfmH [iI(0)− p2iK(p)] (5.41)
for t-channel, respectively. The full scattering amplitudes of these diﬀerent isospin channels are
obtained by
iMNJL, 0ππ = 6iMNJL (1)ππ ab;cd − iMNJL (3)ππ ab;cd + 3iMNJL (4)ππ ab;cd + 2iMNJL (5)ππ ab;cd (5.42)
for I = 0, and
iMNJL, 2ππ = 2iMNJL (3)ππ ab;cd + 2iMNJL (5)ππ ab;cd (5.43)
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iMNJL (1)ππ ab;cd iMNJL (3)ππ ab;cd iMNJL (4)ππ ab;cd iMNJL (5)ππ ab;cd aNJL, 0ππ [m−1π ] aNJL, 2ππ [m−1π ]
-72.5 -77.0 74.5 74.9 0.153 -0.0407
Table 5.2: ππ-scattering amplitudes, their diﬀerent contributions and the resulting scattering
length. All quantities are calculated in vacuum using the parameters from Tab. 2.1 No 2.
for I = 2, while the amplitude is identically zero for I = 1.
The diﬀerent contributions to the scattering amplitudes are listed in Tab. 5.2. One sees that
they all have absolute values that are close to each other. That is important since in the chiral
limit, the scattering amplitude at threshold vanishes while the single diagrams still have a ﬁnite
contribution, hence the total amplitude has to vanish by destructive interference of the diﬀerent
terms.




iMNJL, 0,2ππ (s = p2thr = 4m2π, t = u = 0). (5.44)
The result for the NJL calculation of the scattering lengths aNJL, 0ππ and a
NJL, 2
ππ is also found in








which yields8 aWeinberg, 0ππ = 0.149 and a
Weinberg, 2
ππ = −0.0425. The agreement of NJL model
and the general prediction is very good, although there is a diﬀerence which may arise from the
truncation of the scattering diagrams or from deviation from chiral symmetry [208]. There is
also a dependency of the scattering length on the NJL parameter set [207], but we ﬁnd that the
chosen values are reasonable.
In the same way as in Sec. 5.3, we want to treat the pions in isospin limit. For the diﬀerential













The expressions for the scattering amplitudes iMππ calculated in the NJL model are fully tem-
perature dependent. We will investigate the implications of the thermal modiﬁcations of the
scattering length and the consequences for transport properties in the next section.
5.4.2 Temperature dependent scattering
Using the temperature-dependent NJL expressions for scattering matrices iMππ, we can calculate
the ππ-scattering lengths aI=0,2 as functions of temperature. We restrict our investigations to
the case of µ = 0 for the same parameter set as it was used in Tab. 5.2.
The numerical results for the scattering length are shown in Fig. 5.17(a), where aNJL, 0ππ and




ππ . For tempera-
tures up to 120 MeV it is diﬃcult to distinguish the NJL-result from the Weinberg value in the
plot. This changes dramatically for higher temperature. Close to the dissociation temperature9
Tdiss, the I = 0-length increases strongly, changes its sign and takes a large negative values, while
the isospin-2-length decreases smoothly in this region. Close to the Mott temperature TMott,
both scattering lengths aNJL, 0ππ and a
NJL, 2
ππ diverge. This behavior is understood if one considers
the temperature dependency of the masses of pions, σ-mesons and constituent quarks, which is
pictured in Fig. 5.17(b). In this ﬁgure, besides the three above-mentioned masses, the values of
2mH and 1/2mσ are shown in the plot in order to identify the two transition temperatures Tdiss
7The same notation is used as in Sec. 2.3.
8We set mpi and fpi to the value used as a fitting condition in the NJL parameter set for consistency.
9More details about the meson transition temperatures Tdiss and TMott can be found in Secs. 2.5.3 and 2.5.4.


































Figure 5.17: Investigation of medium modiﬁcations of ππ-scattering for µ = 0. (a) Scattering
length a0 and a2 as functions of temperature. Bold lines denote the NJL calculation, the thin lines
extrapolate the Weinberg-value from T = 0. (b) Masses of diﬀerent particles. The bold q-line
shows the value of 2mH , the thin q line the value of mH . The bold π-line corresponds to the
medium dependent pion mass, the thin line is the extrapolation of the vacuum value. The bold
σ line is 1/2mσ, and the thin σ-line shows mσ. The two vertical lines indicate the σ-dissociation
temperature (Tdiss ≈ 230MeV), and the Mott temperature (at TMott ≈ 245MeV), respectively.
and TMott (indicated with vertical lines). The dissociation temperature separates the regions
where the scalar meson is stable and the region where it is unstable with respect to decays into
two pions. At Tdiss, the process
π(p1) + π(p2)→ σ(p1 + p2) (5.47)
is resonant at threshold, i. e. the σ-meson is on-shell for two pions at rest. The process described
in the reaction (5.47) is present in the σ-propagation diagram shown in Fig. 5.16(b) in the s-
channel. Indeed, the scattering matrix M(4) involves a σ-propagator at its mass peak at Tdiss,
leading to a strongly increasing contribution. As this scattering matrix only enters in aNJL, 0ππ ,
only the scattering length for isospin I = 0 is sensitive to the σ-dissociation transition.
The divergences of aNJL, 0ππ and a
NJL, 2
ππ at TMott result from the scattering amplitudes of Eq.
(5.32) and Eq. (5.39). The process that is at threshold at the Mott transition is
π(p1 + p2)→ q(p1) + q¯(p2), (5.48)
leading to a divergence of the intermediate quark loops in the eﬀective meson-meson vertices. As
the corresponding amplitudes enter in both isospin states, both scattering lengths are aﬀected by
this process. For higher temperatures, π is no longer a stable particle but has a ﬁnite width. The
kinetic approach treating the pions as a quasi-free gas of stable particles ends here.
We can now analyze the pion gas and test whether it is suitable for a kinetic description or not.
We ﬁrst analyze the particle number density n and the entropy density s pictured in Fig. 5.18(a).
Both quantities are not modiﬁed by the ππ-scattering processes discussed in Fig. 5.17(a), but
are aﬀected by the change of the eﬀective pion mass in medium (see e. g. Fig. 5.17(b)). In
the temperature range 0 < T < TMott, this variation is small, and indeed it is hard to see the
diﬀerences in n and s between the medium-dependent mπ and the vacuum-extrapolated curve.
The validity of the assumptions of the kinetic approach has to be veriﬁed again, since the pion
properties are modiﬁed at ﬁnite temperature. We can use the inverse σ-mass as an estimate of
the range of interaction generated by the σ-propagation diagram. Additionally, the hard sphere
estimate σ = πd2 can be calculated. In Fig. 5.18(b), the estimates for the ratio of mean free path
λ and interaction range d are shown, again for the full-temperature dependent NJL calculation in
bold lines and the Weinberg-values in thin lines10. The behavior for small values of T is similar
10The result for d = 1/m is not comparable directly. For the Weinberg case, we estimate the range of interaction
to be the Compton wavelength 1/mpi . In the NJL calculation, the effective range 1/mσ is motivated by the
σ-propagation diagram.


































Figure 5.18: Properties of the pion gas calculated from the Nambu-Jona-Lasinio model. (a)
Particle number density n and entropy density s of the NJL calculation (bold lines) and of the
extrapolated vacuum value of mπ (thin lines). (b) Estimates for λ/d of the NJL calculation
(bold lines) and the extrapolated (Weinberg) vacuum values (thin lines). The interaction range
d = 1/m is set to the inverse σ-mass in the ﬁrst case, and to the Compton wavelength of the pion
in the latter.
for both systems, and we ﬁnd a large mean free path leading to a huge value of λ/d close to the
vacuum. For higher temperatures, the deviation of the fully temperature-dependent NJL pion
gas from the Weinberg-system increases. The strong enhancement of aNJL, 0ππ at Tdiss leads to
a longer range of the ππ-interaction estimate and a smaller mean free path λ, thus the ratio
falls far below 1. Between the two transition temperatures, a value of about 1 is reached again
before the λ/d-estimates fall to zero at the Mott temperature TMott. We can conclude that the
kinetic treatment of the system used for shear viscosity calculation is reasonable for temperatures
T . 215MeV.
5.4.3 Viscosity and entropy density
The scattering matrix can be used as an input for the shear viscosity formulation in kinetic theory.
The numerical results for NS = 3 and the parameters from Tab. 2.1 No 2 are presented in this
section.
In Fig. 5.19, the shear viscosity η is plotted as a function of temperature T . One sees that
at low temperatures, the full kinetic calculation of the shear viscosity coeﬃcient using the NJL
scattering amplitudes and pion masses resembles the results obtained with vacuum masses and
the Weinberg scattering term. This is in agreement with the behavior of densities and λ/d shown
in Fig. 5.18: Both frameworks are constructed such that they coincide in vacuum and are similar
at low temperatures. The two curves begin to diﬀer visibly for temperatures T larger than
about 100 MeV, and show a signiﬁcantly diﬀerent behavior thereafter. While Weinberg viscosity
continues to grow with temperature (this is shown in Fig. 5.11(a) in detail), the NJL viscosity
ceases its increase and has a maximum at about 160 MeV. The drop ends at a very small value
at the σ-dissociation transition at Tdiss, and between Tdiss and TMott, a second maximum occurs
before η falls again in the vicinity of the Mott temperature. However, one should recall that the
strict range of application of the kinetic treatment is limited to 0 < T . 215MeV, as it was
derived in Fig. 5.18(b), hence the behavior of the curve around and in between Tdiss and TMott
has no meaning. However, it is possible to understand the viscosity minima at the transition
temperatures as eﬀects of the enhancement of scattering length at these points shown in Fig.
5.17(a): The strong coupling induced by the large scattering amplitude lead to a small shear
viscosity. Beside the two lines indicating calculations in the Sonine-expanded Chapman-Enskog
treatment, points mark the shear viscosity estimate η = p¯/3σ. The qualitative behavior is very
similar to the one found for the simple Weinberg result: The mean free path estimate is in the
same order of magnitude but smaller than the full result.
In Fig. 5.20, the ratio of shear viscosity η and entropy density s is shown for the same data. In the




















Figure 5.19: Shear viscosity of a pion gas calculated from the NJL model. The line named ’full’
is the full calculation in kinetic theory, the mean free path (mfp) estimate η = p¯/3σ is shown as
points. The pure Weinberg scattering term, identical to the NJL result in vacuum, is also shown.
region of small temperatures the two calculations lie on top of each other and result in quite high
values for η/s. While the Weinberg interaction settles at values of about 102 in the temperature
range that is investigated, the NJL calculation is aﬀected by the increasing coupling close to the
transition temperatures and bends down. At the σ-dissociation temperature the ratio falls to a
very small value, and the same behavior is found at the Mott-transition. However, the kinetic
theory already broke down before, thus the lowest value of η/s that is found in the presented
calculation is between 100 and 101 - more than one order of magnitude below the Weinberg result.
We conclude that the introduction of a fully temperature-dependent scattering amplitude and
fully temperature-dependent eﬀective particle masses aﬀect the behavior of shear viscosity enor-
mously. The eﬀect of chiral symmetry breaking and restoration is modeled in the Nambu-Jona-
Lasinio model, and the resulting temperature dependent interaction- and decay-channels absent
in the simple vacuum extrapolation are included in the presented calculation. The natural tran-
sition temperatures of the system are characterized by minima in η/s, but the immediate vicinity
of these transitions is not accessible in kinetic theory.
5.4.4 Thermal conductivity and fluidity
The numerical results for the shear viscosity and the ratio of shear viscosity over entropy density
gave an insight in the medium modiﬁcations of pions. As in Sec. 5.3, we also calculate the thermal
conductivity κ, and the ﬂuidity measure Lη/Ln. The results of these calculations are shown in
Fig. 5.21.
The heat conductivity of the NJL pions, which is shown in Fig. 5.21(a), shows important modiﬁca-
tions compared to the pion gas with the Weinberg-scattering amplitude, due to the temperature-
dependend corrections. While the agreement at low temperature is rather good, even the quali-
tative behavior of the variation of κ with temperature T changes. The similarity of the curves for
η (see Fig. 5.19) and κ are obvious: Both deviate from the vacuum-extrapolation at intermediate
temperatures and have very small values at the crossover temperatures. Even the position of the


















Figure 5.20: Ratio of shear viscosity and entropy density of a pion gas calculated from the NJL
model. As in Fig. 5.19, the full calculation in kinetic theory is compared to the the mean free
path (mfp) estimate η = p¯/3σ and viscosity from the Weinberg scattering term. Note that the
underlying assumptions are only valid for T . 215MeV.
maxima of η and κ are similar. This fact underlines the assumption that the most-ideal ﬂuid is
found at transitions: The viscous corrections in the hydrodynamic equations are negligable if all
prefactors, the transport coeﬃcients η, κ, and ζ, are small.
In Fig. 5.21(b), the ﬂuidity measure Lη/Ln is shown in its non-relativistic version as well as in its
relativistic form. The ratio is shown as a function of temperature, and the vacuum-extrapolated
function, which correspond to the Weinberg scattering amplitude, is indicated as well. The curves
show a convincing similarity with the curves for η/s, which are shown in Fig. 5.20. While the
values for Lη/Ln from the Weinberg scattering amplitude stay higher than 102 in the investigated
temperature region, the NJL result drops at the two transition temperatures Tdiss and TMott to
values below one. This result aﬃrms the conclusion from the discussion of the ratio η/s: The
pion gas in the NJL calculation behaves like an almost ideal ﬂuid in the chiral crossover region
due to the medium modiﬁcations of the particle masses and transition rates.
5.4.5 Possible extensions of the calculation
There are diﬀerent possibilities to extend the calculation of the shear viscosity of pions in the
Nambu-Jona-Lasinio model. First we will discuss if it is possible to avoid certain additional
approximations that were done in the framework, other ways of calculation of kinetic theory-
input from the NJL model will be presented thereafter.
A strong limitation of the whole calculation in this section was the extrapolation of the scatter-
ing matrix of pions at rest to pions at ﬁnite 3-momentum. This was due to the previous works
concerning the ππ-scattering length in the NJL model that can directly be used for transport
calculations in the presented framework. A more exact approach would require the calculation
of the full momentum-dependent quark-boxes, quark-triangles and meson propagators. Espe-
cially the quark-polygons are diﬃcult to calculate for real external momenta if one relaxes the
approximation of inﬁnitely heavy quarks.

































Figure 5.21: Transport properties of a NJL pion gas (bold lines) and a Weinberg pion gas (thin
lines) as functions of temperature. (a) Thermal conductivity estimates, where the mfp-curve is
obtained from κ = v¯/4σ, the cV -curve by κ = 1.2ηcV /m and the N -curve by κ = p¯/4mσ. (b)





Figure 5.22: ππ-scattering diagrams in Nambu-Jona-Lasinio model in static limit, which is the
sum of the box-diagram (a) and the σ-propagation diagram (b). The meson-meson vertices
labeled “SL” are the quark box and the quark triangle in static limit.
An easier way of including more microscopic information from the scattering processes is the
static limit of quark-boxes and quark-triangles while the propagator of the σ-meson is taken fully
momentum-dependent. This would correspond to scattering amplitudes represented by Feynman
diagrams shown in Fig. 5.22: The quarks parts of the diagrams are shrunk to eﬀective meson-
meson vertices and the RPA σ-meson is taken without further approximations. These diagrams
lead to a momentum-dependent scattering amplitude where the σ-resonance mass pole would
appear. However, this scheme can not be implemented without additional tricks because the
calculation of the propagator of the scalar meson is too time-consuming for a invocation inside the
5-dimensional integral used in relativistic kinetic theory. Moreover, the resonance approximation
of Dσ is not suitable for the calculation because the connection to the Weinberg term in vacuum
is lost: The resonance approximation ﬁts the propagator of σ at its mass mσ, but in the diagrams
for the scattering length, the propagator is evaluated at 0 and at 2mπ. The resulting deviations
are important since the diﬀerent contributions to iM are sensitive to small changes in some of
them, as it is shown in Tab. 5.2.
Another way of extending the calculation of ππ-scattering is the resummation of the calculated
cross section, diagrammatically expressed in Fig. 5.23. Such a treatment of the ππ-scattering in
transport calculation has been performed in the linear σ-model [146]. Although the resummation
technique gives rise to a momentum-dependent scattering amplitude, an immediate use of the
NJL scattering results is not suitable in this context because the low-momentum regime of the
scattering is considerably aﬀected by this procedure while the ultraviolet result falls to the bare
scattering kernel. But the bare scattering amplitude in NJL ﬁts the zero-momentum Weinberg
term, thus the resummed scattering will diﬀer from it, and the Weinberg scattering is obtained
at high momenta where it is not convincing. Hence a reﬁt of the NJL parameters has to be
performed to allow the resummation of the ππ-scattering amplitude.
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Figure 5.23: Resummation of the ππ-scattering cross section. The gray circle denotes the scat-
tering amplitude obtained from box-diagram and σ-propagation diagram, and the black circle































Figure 5.24: Expansion of the polarization loop of the Kubo-Green formula in 1/Nc. The last
diagram (e) is the leading-order contribution, the diagrams (a) to (d) are of next-to-leading order.
Lastly, on has to mention that the restriction to quarks, pions and σ-mesons comes from the
choice of the NJL Lagrangian. It is possible to include also the ρ-channel in the ππ-scattering.
Therefore, one has to include a vector interaction term in L . A calculation of this contribution
was done in a similar framework as it was presented for the ππ-scattering length [212]. Beside
the extension of the model to more interaction terms, it is also possible to include more quark
ﬂavors. A calculation of the π −K scattering length in a SU(3)-NJL model is found in [213].
5.5 Meson-quark contribution
In the previous four sections, several calculations of transport properties in relativistic kinetic
theory were discussed. Although the calculation of some aspects from the NJL model were
possible, the results were limited to the kinetic regime, where the dilute gas condition λ/d ≫ 1
was fulﬁlled. For calculations beyond this limitation, we have to leave kinetic theory behind and
consider the exact formulas for the transport coeﬃcients given by the time-correlation function
method.
Transport coeﬃcients in Green-Kubo formalism are given by the evaluation of Feynman-diagrams
of the type shown in Fig. 3.1. For a systematic approximation scheme in the framework of the
NJL model, a truncation has to be found that leads to a ﬁnite set of contributing terms. The
choice of diagram used in this section has already been used earlier [115]. However, some aspects
have not been discussed yet.
5.5.1 Expansion scheme
The idea is to expand the dressed quark loop Π shown in Fig. 3.1 in terms of 1/Nc. Such
an approximation scheme was already discussed in the context of 1/Nc-corrections to meson
properties [214, 215]. The leading-order contribution is the RPA quark loop. The diagrams to
next-to-leading order Π(a) to Π(d) are shown in Fig. 5.24. Then the full polarization loop reads
Π = ΠRPA +Π(a) +Π(b) +Π(c) +Π(d). (5.49)



























































Figure 5.25: Momentum labeling in the triangle diagram and in the box diagrams. (a) correspond
to the triangle vertex Γγ2MM , (b) correspond to Γγ2MMγ2 , and (c) correspond to Γγ2Mγ2M .
The expressions for Π(a,b,c,d) for an external momentum (iωe,0) as it is needed in the shear












M (iωe, iωq), (5.50)
where we suppress the dependency on the 3-momentum q in the integrand symbols P (a,b,c,d)M .
The integrand P (a)M corresponding to the ﬁrst diagram is deﬁned as
P
(a)
M (iωe, iωq) =
1
2
Γγ2MM (iωe + iωq,q;−iωq,−q)DM (iωq,q)×
× Γγ2MM (−iωe − iωq,−q; iωq,q)DM (iωe + iωq,q). (5.51)
The RPA meson propagator DM couples to the external vertices via the quark triangle diagram
Γγ2MM (p1; p2),









2SH(iωk + iωp1 + iωp2 + µ,k+ p1 + p2)×




where the remark +ex. indicates that both directions of fermion propagators in the diagram are
included. The underlying momentum labeling is of the two independend momenta p1 and p2 is
shown in Fig. 5.25(a). The second diagram of Fig. 5.24 has the integrand
P
(b)
M (iω1, iω2) = Γγ2MMγ2(−iωq,−q; iωq,q;−iωe,0)DM (iωq.q) (5.53)
which involves the quark box diagram









2SH(iωk + µ,k)ΓMSH(iωk + iωp1 + µ,k + p1)×
× ΓMSH(iωk + iωp1 + iωp2 + µ,k + p1 + p2)×
× kxγ2SH(iωk + iωp1 + iωp2 + iωp3 + µ,k + p1 + p2 + p3)
]
. (5.54)




M (iω1, iω2) = Γγ2Mγ2M (−iωq,−q;−iωe,0; iωq,q)DM (iωq.q), (5.55)
and involves a similar quark box diagram Γγ2Mγ2M , where the only diﬀerence to Γγ2MMγ2 is the
order of the vertices,









2SH(iωk + µ,k)ΓMSH(iωk + iωp1 + µ,k + p1)×
× kxγ2SH(iωk + iωp1 + iωp2 + µ,k + p1 + p2)×
× ΓMSH(iωk + iωp1 + iωp2 + iωp3 + µ,k + p1 + p2 + p3)
]
. (5.56)
















Figure 5.26: Diagrams contributing to the viscosity polarization loop (see Fig. 5.24) in the static
limit. It turns out that only the ﬁrst diagram (a) yield a contribution to rhe shear viscosity.
The momentum labeling in this vertex is found in Fig. 5.25(c).The exact form of the last correction
diagram Π(d) is not important because it does not yield a contribution to shear viscosity. This
is easily seen because the loop can be seen as a quark loop including two quark propagators that
are dressed in diﬀerent ways. One is the Hartree quark propagator SH , the other one is dressed
with a simple self-energy diagram that leads to a constant, real self-energy. Thus the spectral
functions of the two dressed propagators are δ-like with peaks at diﬀerent positions, hence their
product vanishes. A more explicit derivation of this result is found in [115].
In summary, the shear viscosity η in this expansion can be expressed as a sum over three terms
η = η(a) + η(b) + η(c), (5.57)
where each contribution




ImΠ(a,b,c)(ωe + iǫ) (5.58)
could be expressed as a sum over mesonic parts Π(a,b,c)M (ωe) corresponding to the four RPA meson
channels of the 2-ﬂavor Nambu-Jona-Lasinio model.
5.5.2 Simplification and calculation
The three non-vanishing contributions Π(a,b,c) to the shear viscosity η formulated in the previous
section are highly nontrivial diagrams. The continuation to real frequencies, the calculation of the
imaginary part and the numerical computation are complicated tasks. This can be simpliﬁed much
by taking a systematic approximation often used in the NJL model involving meson propagators
in diagrams: the static limit. This corresponds to the limit of vanishing external momentum11,
or equivalently to the limit of inﬁnitely heavy constituent quarks. One can express this limit
diagrammatically by contracting all quark boxes and triangles to eﬀective meson-meson vertices,
as it is shown in Fig. 5.26.
Thus the eﬀective meson vertices Γγ2MM , Γγ2MMγ2 , and Γγ2Mγ2M are expanded in powers of
the external momentum q/m. It is found that the static-limit expressions of these vertices are
independent of q0 and depend on the 3-components of q like
ΓSLγ2MM
(
p1 = (iωp1 ,p); p2 = (iωp1 ,−p)
) ∝ pxpy (5.59)
ΓSLγ2MMγ2
(
p1 = (iωp1 ,p); p2 = (iωp2 ,−p); p3 = (iωp3 ,0)
) ∝ p2xp2y (5.60)
ΓSLγ2Mγ2M
(
p1 = (iωp1 ,p); p2 = (iωp2 ,0); p3 = (iωp3 ,−p)
) ∝ p2xp2y (5.61)
11The static limit correspond to the limit of minimal external 4-momentum. In the case of external on-shell
mesons coupling to quark boxes and quark triangles as they were discussed in Sec. 5.4.5, the vanishing 3-momentum
lead to the momentum of an external on-shell meson at rest, q = (mM , 0). For the expanded shear viscosity quark
loop, there is no restriction to on-shell particles, thus the minimal external momentum is q = (0, 0).
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Thus the only remaining diagram in the expansion of the Kubo-formula quark loop in next-to-
leading order 1/Nc is the meson loop in Fig. 5.26(a). This diagram can be interpreted as the
contribution of a meson gas with particles that interact via eﬀective vertices. If one looks more

























The same quantity for a bosonic ﬁeld theory with scalar mesons described by dressed propagators














so we can identify the supplemental terms in Eq. (5.66) as a dressed vertex.
In the restored phase, there is no problem in calculating (5.62), but in the chirally broken phase,
the pion mass pole is present in the spectral function of the pion. This mass pole causes the
same problems as the poles in the Hartree quark spectral function: A product of two δ-functions
appears in the correlator. Technically it is possible to avoid the δ-peak in the same way as for the
case of free fermion (see Sec. 3.2.3). Nevertheless, the viscosity contribution from on-shell pion
interacting is missing if this treatment is applied. Therefore the interpretation of shear viscosity
from formula (5.62) in the chirally broken phase has to be done with care. The spectral weight
of on-shell pions in systematically ignored in the broken phase, while it is taken into account in
the restored phase. One could imagine that it is possible to add these missing contributions in
the low-temperature region by including some processes to allow on-shell pions to interact, but
such terms are not present in this current approximation scheme.
The qualitative understanding of the shear viscosity obtained from the presented treatment of the
time-correlation function method is a rather diﬃcult issue. In contrast to the results obtained
with kinetic theory (see Sec. 5.1, 5.2, 5.3, and 5.4) it is diﬃcult to identify the origin of the
interactions entering in the calculation. What enters is the meson-quark coupling (hidden in DM
and Γγ2MM ) and the decays of π and σ into quarks (hidden in ImDM ). What does not enter is
any meson-meson scattering, especially no ππ-scattering as it was essential in Sec. 5.4.
We conclude that the approximations leading to the shear viscosity formula (5.62) is very natural
and systematic in the context of the NJL model, but it will be diﬃcult to interprete the results
presented in the next section.
5.5.3 Viscosity for µ = 0
We ﬁrst focus on the region relevant for heavy-ion collisions at small chemical potential µ. We
set µ = 0 for simplicity and use the parameter set from Tab. 2.2 No 2 with a mesonic cut-oﬀ
ΛM = 300MeV.















Figure 5.27: Shear viscosity coeﬃcient η as a function of temperature, calculated from the ex-
panded Kubo-correlation function in static limit. The quark chemical potential is set to µ = 0,
the parameters used here are found in Tab. 2.2 No 2 with a mesonic cut-oﬀ ΛM = 300MeV. The
sum of σ-contributions and the three pions gives the full result.
The resulting viscosity from Eq. (5.62) as a function of temperature T is shown in Fig. 5.27. We
begin the discussion of this plot at elevated temperatures. We ﬁnd that in the restored phase,
the contributions of the mesonic resonances π and σ are degenerate asymptotically and the
summed shear viscosity of them decreases with temperature. This behavior can be understood
when the temperature-dependency of meson spectral functions (see Sec. 4.2.1 and Fig. 4.1)
are considered. In the restored phase, π and σ can decay into a quark-antiquark pair. The
broadening of the spectra due to these decays increases the higher the temperature T becomes,
and the broader spectral function ρM leads lower viscosity than a spectrum with a smaller width.
When one approaches the crossover temperature, the viscosity rises: While the σ-meson shows a
smooth behavior of η(T ), the pion contribution rises very strongly. This is an eﬀect of the Mott
transition12, that is smeared over the temperature range
T ∈ [TMott(|q| = 0), TMott(|q| = ΛM )] (5.68)
because RPA mesons with diﬀerent 3-momentum q enter in the viscosity formula (5.62). As it
was discussed in the previous section, the contributions from the pion mass peak in the spectrum
do not contribute to η. Therefore, in Fig. 5.27 this on-shell contribution of the π-meson is missing
at temperatures T < TMott(|q| = ΛM ), but in the Mott transition range, there are mesons with





These constellations lead to a strong increase of the spectral density at the continuum threshold
which enters quadratically in the Kubo formula, and we ﬁnd an enhancement in the shear viscosity.
In the restored phase, close to the transition temperature, the viscosity coeﬃcient has a minimum
12The small window of Mott transition was not resolved in the previous work [115]
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as a result mainly from the continuum- and particle-hole-branch contribution of the pion spectra.
For lower temperatures, ησ again falls below ηπ.
It would be interesting to study the ratio of shear viscosity and entropy density η/s for the Kubo
formula results, especially because we saw in the results with kinetic theory that the region where
η/s is expected to be small is out of the range of validity of the approximations. Unlike in kinetic
theory, it is not obvious which entropy density s has to be taken, because no quasi-free gas of
particles was assumed. As it was shown in Sec. 2.7, there is also a perturbative 1/Nc-correction to
the thermodynamic potential in the NJL model, hence one can calculate a 1/Nc-corrected entropy
density. However, in the evaluation of Kubo-formula additional approximations were made, i.e.
the static limit which lead to eﬀective meson-meson vertices. This limit of inﬁnitely heavy quarks
has to be translated to the calculation of entropy density and thermodynamic quantities, too.
Moreover, the result has been interpreted as viscosity of bosonic ﬁelds with a certain dressing of
propagators and their vertices, and the thermodynamic potential should be truncated in the same
way. Finally, in the chirally broken phase the on-shell contribution of the pions is missing. Even
if one could separate the diﬀerent contributions in the thermodynamic potential per volume, the













Despite these diﬃculties in interpreting the meson-contributions to the shear viscosity obtained
with the Kubo formula, an amazing result is obtained in the neighborhood of the critical end-point
of the phase diagram. This is discussed in the following section.
5.5.4 The critical end point
We calculate the shear viscosity with the same method used in the previous paragraphs in the
vicinity of the critical end point. Therefore we take the parameter set from Tab. 2.2 No 5 with
a mesonic cut-oﬀ ΛM = 700MeV. The phase diagram for this parameter set is found in Fig.
2.11(c).
We vary the temperature T at µ / µcrit around Tc ≈ 120MeV, thus in the cross over region. The
result is shown in Fig. 5.28. The ﬁrst observation is that the shear viscosity is strongly varying in
the relatively small temperature range: The total shear viscosity varies by a factor of more than
103, the single contributions of σ and π even more. Beside the rapid variations of thermodynamic
quantities in the critical region, a special input naturally included in the Kubo formula result
Eq. (5.62) is essential for the behavior. We ﬁrst analyze the integrand of the mentioned equation




2 ∝ [ImD′M (q0,q)]2, (5.71)
where all primes denote derivatives with respect to q0. As it was discussed in Sec. 4.2.1, the
spectral function of the σ-meson
ρσ(q0,q) = −2ImDσ(q0,q) (5.72)
has a special behavior at the critical point: It develops a pole at q0 = 0 due to the second-order
phase transition. One can estimate from Fig. 4.1(d) that the closer one approaches the critical
end point, the larger the derivative of the spectrum at q0 = 0 will become. Thus we ﬁnd even
with this limited approach that the contribution of the σ-meson at the critical point will lead to
a divergence of the shear viscosity η. In the vicinity of this point, as it is investigated in Fig.
5.28, a strong enhancement of the σ-contribution to η is found, that is dominating the complete
transport coeﬃcient behavior, diﬀerent from µ = 0 where the scalar meson played a minor role.
A minimum in viscosity is found below the critical temperature.
5.6 Green-Kubo formalism with SEP-method
In this section the shear viscosity is calculated in NJL model using Green-Kubo formalism. We
apply the systematic approximation schemes developed in chapter 2 to the Green-Kubo correlator
and calculate the dressed Green’s functions with the SEP-method introduced in chapter 4.



















Figure 5.28: Shear viscosity close to the critical end point of the phase diagram. η was calculated
from the with Kubo-formula from Eq. (5.62) at µ = 430MeV / µcrit. The parameters used here
are found in Tab. 2.2 No 5 using a meson cut-oﬀ ΛM = 700MeV.
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Figure 5.29: This diagram enters in the Green-Kubo formula in next-to-leading in 1/Nc.
5.6.1 Framework
The shear viscosity of NJL quarks in Green-Kubo formulation makes use of the quark spectral
function ρfull. In Chap. 2, diﬀerent dressings for the quark 2-point functions have been presented,
but it was pointed out that the spectral function for this purpose should not be a spectrum of
non-interacting particles since this yields trivial results. As a consequence neither the bare quark
spectrum nor the Hartree quark spectrum can be used as input for the time correlator. The
simplest systematic expansion that is suitable here is the next-to-leading order in the inverse
number of colors presented in Sec. 2.8. In a diagrammatic expansion, the expression for the
static shear viscosity can be written





where the function ΠR is the retarded version of the diagram shown in Fig. 5.29
The dressed vertex can be derived from the Φ-functional as it was done for the corrected Bethe-
Salpeter-equation in Sec. 2.8.5,
Γ ijη = Γ
ij
η loopM + Γ
ij
η loopM [Γη] + Γ
ij




The diagrammatic version of the vertex dressing equation for the vertex in the Green-Kubo
formula with the correct order in 1/Nc is shown in Fig. 5.30. This integral equation for the

























































Figure 5.31: Example for a typical diagram contributing to η in the self-consistent 1/Nc-expansion
in next-to-leading order. Note the ππ-scattering elements similar to the diagrams shown in Fig.
5.16.
vertex leads to a large set of contributions to the shear viscosity. For an illustration of the various
diagrams resulting from this self-consistent vertex dressing, a typical contribution13 to η is shown
in Fig. 5.31. There are dressed quark propagators and RPA mesons containing dressed quarks in
diﬀerent diagrams. On can identify diagrams resembling diﬀerent meson scattering processes.
Before entering into details of calculation, one can ﬁrst estimate the importance of terms in
diﬀerent regions in the phase diagram. In the restored phase at high temperatures, meson contri-
butions are vanishing since the weight decreases and the masses grow. The propagators approach
their Hartree values and the vertex get back to the bare one, neglecting all terms involving meson
propagators. Thus at high temperature one expects that all observables behave like a gas of light,
weakly interacting fermions. In the chirally broken phase at low temperatures, mesons are the
less massive degrees of freedom, so they will govern the thermodynamic quantities as pressure
and entropy density. Dissipative quantities such as shear viscosity are then dominated by the
interaction of these light bosons. As the density of the system rises thermally starting from vac-
uum, one expects the behavior of a dilute pion gas — that should coincide with the relativistic
kinetic description.
5.6.2 The vertex
The calculation of the dressed vertex starts with the analysis of the Dirac structure. This is a
nontrivial task since the bare vertex in the integral equation is anisotropic. It can be simpliﬁed to
some extent if the energy-momentum tensor T ij is symmetrized. Then the spacelike components
of a Lorentz-vector x can be decomposed in a part x‖ which is in the i − j plane and a part
x⊥ which is perpendicular to the i − j-plane. With this step, the vertex can be written as a
sum of scalar, vector and tensor components. The functions Γ s,V 0,... proportional to these Dirac
structures,
Γ ijη = p
⊥
[
Γ s1+ Γ V 0γ0 + Γ V ‖γ‖ + Γ V⊥γ⊥+
+ Γ T0‖σ0‖ + Γ T0⊥σ0⊥ + Γ T⊥‖σ⊥‖ + Γ T‖‖σ‖‖
]
, (5.75)
are called form factors. The short hand notation used for example for Γ V ‖γ‖ indicates that the
prefactor of the Dirac components γi and γj are the same. The diﬀerent components can be
projected out by the usage of the projectors
Γ s, V 0, V ‖, ... = trDirac
[
Ps, V 0, V ‖, ...Γ
]
. (5.76)
13A similar illustration of a typical contribution was shown for the O(N)-model in [142].
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The projectors P are the Dirac matrices listed in the following,
Ps =1
4















σ⊥‖ PT‖‖ = 1
32
σij . (5.77)
Finally, the diﬀerent components of the vertex deﬁned in Eq. (5.74) have to be calculated. The




in its unsymmetrical form, as it was formulated in Sec. 3.2.3. The imaginary time expression
second term of Eq. (5.74) reads















KijloopM (k1, k2) =Tr
[
Γ ijη (k1, k2)S(k2)ΓMS(k1)
]
. (5.80)
Since there is no external momentum, the spatial arguments ofKijloopM can be suppressed because
they are always equal to l. In Appendix H.1 is is shown how to perform the analytic continuation
to the real momentum q0. This results in a splitting of the vacuum and the medium part,












1− nF (l0 + µ)
][
KijloopM (−l0 + iǫ,−l0 + q0 + iǫ)
−KijloopM (−l0 − iǫ,−l0 + q0 + iǫ) +KijloopM (−l0 − q0 − iǫ,−l0 + iǫ)
−KijloopM (−l0 − q0 − iǫ,−l0 − iǫ)
]
+ nF (l0 − µ)
[
KijloopM (l0 + iǫ, l0 + q0 + iǫ)
−KijloopM (l0 − iǫ, l0 + q0 + iǫ) +KijloopM (l0 − q0 − iǫ, l0 + iǫ)
−KijloopM (l0 − q0 − iǫ, l0 − iǫ)
]}
. (5.81)
This ﬁrst loop diagram is rather simple, and has a trivial Dirac structure. The next diagram
containing one meson,









KijloopM ((iωl + iωp2 + µ,p + l), (iωl, l), (iωl + iωp1 + µ,p + l))
(5.82)
in imaginary time, has the Kernel
Kij1 mesonM (k1, k2, k3) =Γ
ij
η (k1, k3)S(k1)ΓMDM (k2)ΓMS(k3). (5.83)
The continuation to real energies is performed in Appendix H.2. On obtains the retarded expres-
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Kij1 mesonM (−l0 + µ+ iǫ,−l0 + iǫ,−l0 + q0 + µ+ iǫ)
−Kij1 mesonM (−l0 + µ+ iǫ,−l0 − iǫ,−l0 + q0 + µ+ iǫ)
− nB(l0)
[
Kij1 mesonM (l0 + µ+ iǫ, l0 + iǫ, l0 + q0 + µ+ iǫ)
−Kij1 mesonM (l0 + µ+ iǫ, l0 − iǫ, l0 + q0 + µ+ iǫ)
]
− [1− nF (l0)]
[
Kij1 mesonM (−l0 − q0 + µ+ iǫ,−l0 − q0 − iǫ,−l0 + µ+ iǫ)
−Kij1 mesonM (−l0 − q0 + µ+ iǫ,−l0 − q0 − iǫ,−l0 + µ− iǫ)
+Kij1 mesonM (−l0 + µ+ iǫ,−l0 − iǫ,−l0 + q0 + µ− iǫ)




Kij1 mesonM (l0 − q0 + µ+ iǫ, l0 − q0 − iǫ, l0 + µ+ iǫ)
−Kij1 mesonM (l0 − q0 + µ+ iǫ, l0 − q0 − iǫ, l0 + µ− iǫ)
+Kij1 mesonM (l0 + µ+ iǫ, l0 − iǫ, l0 + q0 + µ− iǫ)
−Kij1 mesonM (l0 + µ− iǫ, l0 − iǫ, l0 + q0 + µ− iǫ)
]}
(5.84)
for external momentum q0+iǫ. The last diagram Γ
ij
η 2 mesonsM1M2
of the vertex equation, involving
two meson propagators, can be written as Matsubara sums


















Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − iωk + µ, i− ωl + iωp2 + µ)×
×K2 mesonsM1M2(iωk + iωp1 , iωk + µ, iωk + iωp2)
}
(5.85)
with the two functions in the integrand
Λij2 mesonsM1M2(k1, k2, k3) = Tr
[




K2 mesonsM1M2(k1, k2, k3) = DM1(k1)ΓM1S(k2)ΓM2DM2(k3) (5.87)
One can estimate (see Appendix H.3 for details) that the continuation to real frequencies would
lead to a sum of 80 terms.
We cease continuing the demonstration of the realization of the present approximation and turn to
the practical calculation. The statement for the NJL-Dyson equation in next-to-leading order in
1/Nc, Eq. (2.127), is also true for the self-consistent vertex iteration: The Minkowski formulation
of the iteration prescription is not numerically stable and is extremely diﬃcult to compute. The
vertex Γ ijη is even more complex than the quark propagator, it depends on four variables (instead
of two), has eight Dirac components (instead of three) and is anisotropic, so more integrals remain
to the numerical evaluation. Additionally, the required diagrams for the dressed vertex involve
more loops than the self-energy in next-to-leading order in 1/Nc.
The spectral function was only obtained by using the new method of self-energy parametrization.
It was based on the existence of a thermodynamic potential Ω, such that the propagator S
could be found in a minimization procedure. Such a potential does not exist for the vertex, so
an other method should be developed. Indeed, a similar problem in O(N) model was solved
approximately in [142], based on a variational formulation of the self-consistent vertex equation.
However, in scalar theories no spontaneous symmetry breaking and no complication due to the
Dirac decomposition of all parts have to be taken into account.
















Figure 5.32: Shear viscosity.
5.6.3 Shear viscosity
For the computation of shear viscosity within the framework presented in this section, one needs
the dressed quark propagator and the dressed vertex in next-to-leading order in 1/Nc. For the
quark propagator and the spectral function, we can use the results obtained with the self-energy
parametrization method SEP1 in Sec. 4.5. We saw in the previous subsection that the numerical
calculation of the fully dressed vertex causes problems. As in previous works of shear viscosity in
the NJL model [112, 191, 114, 113], we restrict the calculation to the bare vertex. This approx-
imation corresponds to the of Eq. (5.74) after the second term, because the higher order loops
in an iteration of the bare vertex are vanishing. Thus, all diagrams involving meson propagators
are neglected. These iterated diagrams are very important at low temperatures since they are
expected to introduce meson-meson scattering eﬀects into the calculation of shear viscosity (see
e.g. Fig. 5.31). However, the SEP1-result was only successful at high temperatures, where one
can estimate that the vertex corrections that are not present in our truncation play a minor role.
The calculated shear viscosity η is shown in Fig. 5.32 as a function of temperature. The same
parameter set as in Sec. 4.5 is used, it can be found in Tab. 2.1 No 2. We begin with the
discussion at high temperatures where η rapidly grows when the temperature T is increased. It
is helpful to compare this behavior to the temperature-dependency of the quark spectra shown
in Fig. 4.10. At high temperatures, the quark spectra resemble more and more the spectrum of
Hartree constituent quarks, the width of the mass peak gets smaller the larger temperature T
becomes. The small width of ρ1 is a signature of few interactions in the chirally restored quark gas,
leading to a large shear viscosity η. For smaller temperatures, the mesonic contributions to the
self-energy that are essential since meson resonances are more important close to the hadronic
phase. This leads to a smaller shear viscosity if one approaches the crossover region. When
the peak in spectral function ceases its movement to higher energies and turns back to lower
values (see the spectral functions plotted in Figs. 4.10(e) and 4.10(f) where this behavior can be
observed), the main contributions in the Kubo formula are shifted to lower energies. Therefore,
η has a minimum close to the crossover and rises strongly when the mass peak of the spectrum
moves to small values of energy, before the SEP1-method fails.












Figure 5.33: Shear viscosity over entropy density.
Not only shear viscosity, but also shear viscosity over entropy density is an interesting quantity
to study. The entropy density from the SEP1-calculation was already discussed earlier (see Sec.
4.5.4), but it is worth the eﬀort to analyze the calculation of s and η a bit more in detail.
In both calculations, the meson-back coupled self-energy of quarks was included in a simple
parametrization, thus there is a systematic error present in both calculations, which is thought
to be less important in the high temperature regime. Beside this systematic limitation of both
quantities, s is strongly aﬀected by regularization artifacts as is was shown in Fig. 4.11. The
Green-Kubo expression of η to the same order in (1/Nc) was truncated because the meson-
scattering eﬀects in the calculation caused a severe complication of the computation of the fully
dressed vertex. In summary, one can say that the regulator artifacts of Ω1 lead to an entropy
density that is too small, and the cancellation of coupling terms due to the truncation of the
vertex equation leads to a shear viscosity that is too large, hence η/s will be much larger than in
an exact calculation.
The ratio η/s is plotted as a function of temperature in Fig. 5.33. Beside the problematic
ratio η1/s1, also the ratio of shear viscosity and mean-ﬁeld entropy density is shown: As is was
discussed in Fig. 4.11, the diﬀerence in entropy density between Hartree- and self-consistent
1/Nc-result is smaller than the diﬀerence in s between the version regularized medium part and
the version without medium regularization. Both versions of sH are used in the ﬁgure, leading
to quite diﬀerent results. Besides the fact that the absolute value of η/s is quite high due to
the absence of meson scattering eﬀects, one sees that the ratio rises for high temperatures and
exhibits a minimum at the transition to the chirally broken phase.
The high-temperature behavior of the shear viscosity seems to have a reasonable behavior be-
cause it approaches a free quark gas asymptotically. This feature implemented with help of the
exchange of an RPA meson in the quark self-energy arises naturally in the 1/Nc-expansion to
next-to-leading order in the NJL model, but has a diﬀerent origin than asymptotic freedom in
full QCD. Hence it is impossible to ﬁnd the asymptotic behavior of perturbative QCD at high
temperatures. Additionally, the contributions of gluons are not present in the NJL calculation,
especially important at high temperatures.
Investigations of fermions in lattice QCD indicate that quarks in the high-temperature phase do
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not show many signals of strong coupling: Quark ﬂuctuations reach rapidly the Stefan-Boltzmann
limit of a non-interacting Fermi gas [216]. This seems not to be the case for the gauge part: One
ﬁnds that gluons behave diﬀerently in this region of the phase diagram [217]. From the result for
the shear viscosity obtained with the NJL model, one can say that our model calculation conﬁrms
the observation of quark ﬂuctuations that fall rapidly to the free Stefan-Boltzmann limit.
Chapter 6
Summary and conclusions
In this thesis, we studied the non-equilibrium properties of strongly interacting matter, inspired
by recent results and conjectures in the context of heavy-ion collisions. We focused on the trans-
port properties close to equilibrium, and on the microscopic calculation of the linear transport
coeﬃcients, especially of the shear viscosity. The microscopic calculation of viscous properties
allowed the comparison with new ideas of universality of almost ideal ﬂuids and propositions
concerning ﬂuidity.
The analysis was mainly based on the Nambu-Jona-Lasinio model, which had the advantage
that it can describe a hadronic phase, a quark phase, and diﬀerent transition scenarios between
these two. The ability to work in the transition region was the main advantage of the model,
since it described pions as bound quark states in the one regime, and chirally restored quarks
with mesonic resonances in the other regime. Thus we could ﬁnd consequences of hadronization
when approaching the crossover zone from high temperatures, and consequences from meson
dissociation when we approached from low temperatures. These were eﬀects that are not included
in simpler models where quarks and mesons are equally treated as elementary particles.
Although the usage of the NJL model as an eﬀective description of strongly interacting particles
simpliﬁed the calculation of various thermal properties signiﬁcantly, the remaining task of ﬁnding
nontrivial spectral functions in a self-consistent scheme is still hard. Therefore, we developed the
self-energy parametrization method (SEP), which allowed the calculation of spectral functions
by only dealing with integrals in Euclidean space-time. This was demonstrated by introducing
several self-energy expansions and the application to the NJL model in next-to-leading order in
1/Nc.
The numerical results of the diﬀerent approaches gave insights to transport processes and theoret-
ical concepts of strongly interacting matter as well as to the NJL model. We ﬁrst demonstrated
that the application of relativistic kinetic theory to the quark phase of the NJL model in lowest-
order perturbation theory and in mean-ﬁeld is not possible. The reason was mainly that the
decreasing interaction at higher energies was compensated by a particle density that increased
much faster with temperature, thus the dilute-gas limit is never reached.
Therefore, the low-temperature phase, where the correct description was given by an arbitrarily
rareﬁed pion gas when the temperature and chemical potential are suﬃciently small, seemed to
be promising for the application of kinetic theory. We summarized the results obtained with
chiral perturbation theory to leading-order and with the Weinberg interaction. We investigated
the eﬀects of the Sonine-expansion truncation of the distribution function corrections of the
Chapman-Enskog expansion in these pion descriptions. We then used the NJL model for the
description of pions and their interactions, based on earlier works concerning the ππ-scattering
length. This allowed not only the reproduction of the Weinberg interaction in vacuum, but also
the inclusion of eﬀects that come from the restoration of chiral symmetry which strongly aﬀected
the properties of the mesons. This is in contrast to many other approaches, which treat pions
and their interaction in vacuum and generate a temperature-dependent shear viscosity by solely
changing the average momentum and the diﬀerent thermal occupation of states. We observed a
strong change of the viscosity curve due to the dissociation of the σ-meson into two pions, and
due to the Mott transition. We observed a minimal ratio of η/s in the vicinity of the transitions,
although the kinetic approach is not valid at these points. We conclude that we could observe a
119
120 CHAPTER 6. SUMMARY AND CONCLUSIONS
mechanism that changes the behavior of a pion gas from its properties in vacuum to the crossover-
region enormously because the pion was really described as a composite particle.
Our ﬁrst application of the Green-Kubo method to the NJL-model was done in a very classical,
systematic expansion scheme of the model. The interpretation of the result was clariﬁed, and we
pointed out that this scheme is equivalent to a meson gas, where the mesons are have nontrivial
spectra due to their interaction with quarks. The identiﬁed mechanisms that were included in
this systematic loop expansion in static limit are not thought to be the dominant contributions
to transport properties. However, these methods can reveal properties of diﬀerent regions of the
phase diagram. The Mott transition region was resolved in more details than in the past, although
the important on-shell meson-meson scattering contribution is excluded in the work. Finally, the
shear viscosity coeﬃcients as been calculated at the critical end point, and a minimum in the
vicinity was observed as well as one could show the divergence at this point in an analytical way.
The comparison of shear viscosity and entropy density turned out to be not directly possible,
since the additional approximation of the static limit aﬀects the systematics.
The last calculation used the SEP-results for the quark spectral function in order to calculate the
shear viscosity with the Green-Kubo method. These pion-back coupled quark spectral functions
were used in the expansion up to next-to-leading order in 1/Nc of the Green-Kubo correlation
function. The lack of a method similar to the new SEP-approach which can be used in the cal-
culation of the 1/Nc-dressed vertex led to an additional truncation. Luckily, the restriction to
the special type of self-energy parametrization and the additional vertex truncation were both
reasonable in the high-temperature limit, thus the calculation in the restored phase was in that
sense consistent. The resulting η/s showed a minimum in the vicinity of the crossover region
and an increasing value for higher temperatures like one would expect it from asymptotic free-
dom. However, absolute value of η/s was questionable since some additional mechanisms become
important in these two limits. Like in the previous application of the Green-Kubo formula, the
approximation schemes of η and s were diﬀerent, thus the ratio of the two quantities is not follow
a systematic expansion.
This is a good point to rediscuss the application of the Green-Kubo formalism and the relativistic
kinetic theory in certain situations. We can draw some general conclusions concerning the two
methods and their usage in the context of strongly interacting matter, based on the summarized
observation of this study. The conclusions in the following paragraphs allow the investigation of
this task from a more general perspective.
Kinetic theory is a good description in dilute systems, for example in a pion gas close to the
vacuum (see Secs. 5.3 and 5.4). However, it cannot be applied in a dense and strongly coupled
system, which are the interesting objects for the question of ideal ﬂuids and universal lower bounds
for the ratio of shear viscosity over entropy density. This qualitative statement that purely relies
on the dependency of transport coeﬃcients on the coupling strength (see Sec. 3.4.3) and the
range of applicability of kinetic theory (see Sec. 3.3.4). The results discussed in chapter 5 allow
a more quantitative statement: All curves for λ/d which indicated the validity of the kinetic
approach resemble the curves of η/s for a given system. One can verify this observation from
the comparison of Fig. 5.2(b) with 5.4, Fig. 5.7(b) with 5.8(b), Fig. 5.9(b) with 5.12(a) and
5.15(a), and Fig. 5.18(b) with 5.20. The similarity of η/s and λ/d aﬃrms the impossibility of
studying the region of nearly ideal ﬂuids within kinetic theory, since the former is found in the
region of η/s < 1, while the latter is valid for λ/d ≫ 1. Indeed, the minimal value of η/n that
was formulated from considerations of the Heisenberg uncertainty principle (see Sec. 3.6.1) was
identiﬁed as an estimate for the breakdown of the picture of the kinetic theory of particles. As one
can relate the minimal viscosity from the Heisenberg uncertainty relation estimate to the ratio
of shear viscosity over entropy density, this observation is well in agreement with the diﬀerent
concepts of ﬂuidity that were discussed in Sec. 3.6.
Although the kinetic description of NJL quarks that was discussed in Secs. 5.1 and 5.2 was not
satisfying, one can learn something from these results. Assume that the ratio of shear viscosity
over entropy density is small in the chiral crossover region, and the quarks and gluons are strongly
coupled. All qualitative arguments as well as all results in this work indicate that the description
of this matter cannot be done with kinetic theory since the matter is very dense and strongly
interacting. When the temperature is increased, the coupling is expected to decrease because of












Figure 6.1: Shear viscosity over entropy density at high temperature and at low temperature. The
low temperature region was obtained from the kinetic approach for the NJL pion gas discussed in
Sec. 5.4, whereas the high temperature region is the result for the quark phase that was calculated
from the Green-Kubo. This is a synopsis of Figs. 5.33 and 5.20, which both were calculated from
the parameter set No 2 from Tab. 2.1.
produced particles. In order to enter the kinetic regime, the mean-free path, which is aﬀected by
the density as well as by the coupling, has to become larger than the typical interaction range,
which is related to the coupling. Thus, the coupling has to decrease stronger that the density is
increasing, starting from the strongly coupled cross over region, in order to achieve a situation
where relativistic kinetic theory may be applied. Although the estimates from perturbative QCD
indicate justiﬁable conditions for the application of the kinetic concept for asymptotically high
temperatures, we can conclude that the point from which on a kinetic treatment make sense has
to be chosen with care.
The time-correlation function method does not have the limitation of relativistic kinetic theory,
and can be applied in a dilute gas as well as a strongly coupled medium. The experiences that were
made in past when applying the method to a concrete model could be veriﬁed in our calculation:
The technical eﬀorts that are needed are considerably higher, compared to kinetic theory. The
approximation schemes that could be realized in this work lead to results of the Green-Kubo
formula which showed additional troubles. Although very systematic expansion and truncation
schemes were used that were known to work in several situations, the interpretation of the obtained
viscosity coeﬃcient and its relation to the microscopic physics was a diﬃcult issue. Even after
identifying the physical processes and interactions that are included in the Green-Kubo correlator,
the consequences of the systematic truncation schemes remained confusing. Furthermore, the
calculation of η/s, which could in principle be done in the limit of strong coupling, yields another
ambiguity that is related to the problem of relating the input of the Green-Kubo correlator to the
qualitative understanding of the physics. The truncation schemes that were necessary to calculate
η numerically were diﬀerent from that which were used to calculate s, hence the resulting value of
η/s is not reliable. This is a completely new situation, compared to the application of relativistic
kinetic theory, where thermodynamic quantities like entropy density are taken in the free gas
limit systematically.
After this critical discussion of the diﬀerent theoretical transport concepts, we want to underline
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three important results that were obtained by the presented study. First, we calculated the
low-temperature region and the high-temperature region within the same model. This ability
is the convincing advantage of the NJL model. The results are not obtained within the same
approximations, but at least with the same set of parameters. The two results are summarized
in Fig. 6.1. Second, we studied many diﬀerent systems and calculated the ratio of shear viscosity
over entropy density in each of them. We always found that there is an extremal value of η/s in the
vicinity of a (phase) transition: The ﬂuidity measure was minimal in the chiral crossover region
and in the vicinity of the meson transition temperatures, and diverged at the critical end point
due to the contribution of the σ-meson. Third, the self-energy parametrization method allowed
the calculation of real-frequency Green’s function by only evaluating integrals in Euclidean space-
time. The application to other models and to contexts diﬀerent than transport phenomena seems
to be promising, though it was developed for shear viscosity in the NJL model. Additionally,
there are more possible parametrizations of imaginary parts of retarded self-energies than the
ones that have been investigated in this study, and there may be versions that are even more
suitable or successful than the ﬁrst examples presented in this work.
The last lines are dedicated to a further outlook. Beside an improvement of the SEP methods
and its application to other problems, the results of this thesis can be seen as a starting point
for further investigations of transport properties. The calculation of the fully dressed vertex in
next-to-leading order in 1/Nc that is necessary for the Green-Kubo correlator would require a
simpliﬁcating technique similar to the SEP method. Although the variational approach used in
scalar theories might be a promising candidate for such a task, the adaption to fermions is surely
still diﬃcult. A clearly more direct and relatively simple extension of this thesis can be done
in the kinetic approach. The investigation of a pion gas in the NJL model already revealed a
number of interesting features. These calculations can be extended in order to give a even more
precise description of transport coeﬃcients in the hadronic phase. The inclusion of kaons modiﬁes
the behavior at higher temperatures. The improvement of the modeling of the ππ interaction a
very promising point, because the momentum-dependency of the cross section from leading-order
chiral perturbation theory has some disadvantages. Resummation techniques, but especially the
inclusion of a ρ-meson exchange lead to a more realistic momentum-dependency — the latter
can even link this results to calculations with phenomenological scattering amplitudes. Lastly,
an interdisciplinary aspect of the calculation of transport coeﬃcients in a NJL pion gas has to be
mentioned. The pion interaction is characterized by a scattering length, that diverges at some
point, and a minimum of η/s is found. A similar situation is found in cold fermion gases in the
vicinity of the Feshbach resonance. Thus, our result relates strongly interacting matter at the
chiral crossover region to the unitary limit of a gas of cold fermionic atoms. One might expect
that it is possible to study the transport coeﬃcients in cold atomic gases with methods similar to
the ones that have been developed in this thesis. The kinetic approach is even more justiﬁable in
this context, since it is well under control that a cold gas at low pressure is suﬃciently rareﬁed.
Appendix A
Conventions
The notations and conventions that are used in this work are summarized here. We use a metric




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 .
We chose natural units and set
~ = c = kB = 1. (A.1)
In the evaluations of Feynman diagrams, several diﬀerent traces appear. The functional trace over
the total phase space is noted Tr , the trace over quark operators in Dirac-, color-, and ﬂavor-space
will be called Tr. Sometimes, the trace over the spinor indices solely is needed, which will be
abbreviated with trDirac.
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Appendix B
Calculation of elementary integrals
In this part, the calculation of certain quantities in the standard approximation of the NJL model
is presented. Most of them can be expressed in terms of so called elementary integrals.
B.1 Techniques in the complex plane






eβz − 1 (B.1)
for complex arguments z ∈ C. In the following, z denotes a complex number and
iωF =(2n+ 1)iπT n ∈ Z (B.2)
iωB =2niπT n ∈ Z (B.3)
are arbitrary fermionic and bosonic Matsubara frequencies, for the temperature T = 1/β.
B.1.1 Properties of distribution functions
The distribution functions have the following properties for inversion of their arguments,
nF (−z) =1− nF (z) nB(−z) =− 1− nB(z). (B.4)
An important issue is to note the behavior under shifts by Matsubara frequencies,
nF (z + iωB) =nF (z) nB(z + iωB) =nB(z) (B.5)
nF (z + iωF ) =− nB(z) nB(z + iωF ) =− nF (z). (B.6)
Sometimes, the integrals over the plain distribution functions are needed. The solutions of the
integrals are known analytically,∫










The Fermi distribution function and the Bose distribution function have a set of poles at iωF and
iωB, respectively, and are analytic elsewhere.
B.1.2 Contour integral trick
A useful trick for the calculations in the appendix is the formulation of Matsubara sums as a
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over Fermionic Matsubara frequencies (FMF ), or Bosonic Matsubara frequencies (BMF ), re-
spectively. Each term belonging to iωk or iωq in the sums can be written as an integration over
a closed path C0 in the complex plane if the functions fF or fB are analytic in iωk or iωq.





fF (z + µ)






z − iωq (B.10)
The integration contour C0 is a small circle around the Matsubara frequency iωk or iωq. For the
full sum over all frequencies a function with the required residuals at all Matsubara frequencies
is needed. The Bose distribution function has poles at all Bose Matsubara frequencies, while the
Fermi distribution function has poles at all Fermi Matsubara frequencies. The residua are
Resz∈FMF nF (z) = −T, Resz∈BMF nB(z) = +T. (B.11)
Hence under the the assumptions of analyticity at the Matsubara frequencies the Matsubara sum



















The contours CB and CB are now a combination of all circles around Matsubara frequencies on
the imaginary axis in the complex z-plane.
This contour integration trick is a convincing technique because the contour can be deformed
in regions where the function nF (z)fF (z) or nB(z)fB(z) are holomorphic. This simpliﬁes the
calculation of elementary integrals.
B.2 Elementary integral iI1








(iωk + µ)2 − E2k
(B.14)
with the energy Ek = (m2H + k
2)1/2 depending on Hartree quark mass mH . The Matsubara sum











(z + µ)2 − E2k
. (B.15)
The integration contour C is shown in Fig. B.1(a). The integrand has two poles in the complex
plane at z1,2 = ±Ek − µ. After the deformations sketched in Fig. B.1(b) and B.1(c), on arrives












z + µ− Ek −
1
z + µ+ Ek
)
nF (z) (B.16)







(nF (Ek − µ)− nF (−Ek − µ)) . (B.17)







(1− nF (Ek − µ)− nF (Ek + µ)) . (B.18)
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(a) (b) (c)
Figure B.1: Integration contours for the elementary integral iI1. The diﬀerent integration paths
in the ﬁgure are the initial path C from Eq. (B.15) in (a), the path in (b) is obtained by merging
all circles around the poles of nF , and (c) is the ﬁnal form leading to Eq. (B.16).
This is the ﬁnal form for the integral iI1. The integrand depends only on the absolute value of








(1− nF (Ek − µ)− nF (Ek + µ)) (B.19)
The integral is UV-divergent1 and hence a regularization is needed in order to obtain a ﬁnite
result. The integrand has no singularity and the result is purely real. It is obvious that iI1 is

















for |µ| > mH
One sees that iI1 stays at its vacuum value till the chemical potential µ gets larger than the
energy gap - which is the Hartree quark mass mH .
B.3 Polarization loop
The polarization loop ΠM is deﬁned as







(iωq + iωk + µ)2 − (q + k)2 −m2H
][
(iωk + µ)2 − k2 −m2H
]×
×Tr [((iωq + iωk + µ)γ0 − γ(q + k) +mH)ΓM((iωk + µ)γ0 − γk +mH)ΓM ] .
(B.20)
This expression can be written as a linear combination of the elementary integrals iI1 and iI.












where the upper sign correspond to the scalar channel, Πσ, and the lower one the the pseudoscalar
polarization functions Πaπ . After the calculation of the trace, the integrand reads
4NcNf
k2 + k · q ±m2H[




1The UV-divergence is not present for the terms containing a Fermi distribution function
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(a) (b) (c)
Figure B.2: Integration contours for the elementary integral iI. (a) shows the initial path C,
which is deformed in (b) and (c) such that one arrives at Eq. (B.29).







(q + k)2 −m2H
+
−q2 + 2m2H ± 2m2H[




We shift the integration variable in the second term by −q and extract the constant prefactors in
the third term. This leads to the ﬁnal results for the polarization loops
Ππi =4NcNf iI1 − 2NcNf (q2)iI(q) (B.24)
Πσ =4NcNf iI1 − 2NcNf (q2 − 4m2H)iI(q), (B.25)
where the elementary integral iI1 is calculated in Sec. B.2, and iI is discussed in the next section.
B.4 Elementary integral iI













With help of the energies Ek and Ekq , deﬁned as E2k = k
2 +m2H and E
2
kq = (k + q)
2 +m2H , the









[(iωk + µ)− E2k ][(iωk + iωq + µ)− E2kq]
. (B.27)











[(z + µ)2 − E2k][(z + iωq + µ)2 − E2kq ]
, (B.28)
with the integration path C shown in Fig. B.2(a). We analyze the structure of the integrand in
the complex plane. Beside the poles of the Fermi distribution function, there are four poles at
z1,2 = ±Ek − µ and z3,4 = ±Ekq − iωq − µ. After the deformations of the integration contour









[(z + µ)2 − E2k ][(z + iωq + µ)2 − E2kq ]
. (B.29)
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nF (Ek − µ)
iωq − dE −
nF (Ekq − µ)
iωq + dE
− nF (Ek − µ)
iωq + sE
+
nF (−Ekq − µ)
iωq + sE
−nF (Ek − µ)
iωq − sE +
nF (Ekq − µ)
iωq − sE +
nF (−Ek − µ)
iωq + dE




The new symbols sE and dE correspond to the sum and the diﬀerence of the energies, respectively:
sE = Ekq + Ek and dE = Ekq − Ek. The periodicity of distribution functions in imaginary
arguments from Eq. (B.5) and (B.6) has been used. The terms in the sum can be split in a
suitable way, and the energy Ekq can be eliminated in the argument of nF by a substitution











nF (Ek − µ)
(
1










































This is the ﬁnal result for imaginary external momentum iωq. For the expression for real momen-
tum q0, we calculate for example the retarded2 expression by analytical continuation iωq → q0+iǫ.












(q0 + iǫ)2 − s2E




(q0 + iǫ)2 − d2E
}
(B.33)





















The imaginary part is calculated in the next paragraphs.
B.4.2 Imaginary part







2The advanced expression would be obtained by the prescription iωq → q0 − iǫ. As it can always be obtained
from the retarded iI by complex conjugation, we restrict this demonstration to the retarded case.
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× (δ(q0 − sE)− δ(q0 + sE))
− π
2dE
nF (Ek − µ) + nF (Ek + µ)
2EkqEk
dE×
× (δ(q0 − dE)− δ(q0 + dE))
}
. (B.36)
We switch to spherical coordinates for the integration variable k. We chose them such that q is
parallel to kz , yielding
q · k = |q||k| cos θk. (B.37)
First the θk-integration is performed, eliminating the δ-functions. From now on, one has to
distinguish between spacelike q2 and timelike q2.






























+ θ(q0 + Ek)(q0 + Ek)
(





− θ(−q0 + Ek)(−q0 + Ek)
(





























1− χ[ q02 ±√△](Ek)
)










1− χ[− q02 ±√△](Ek)
)
+ θ(q0 + Ek)(q0 + Ek)
(
−nF (Ek − µ) + nF (Ek + µ)
2(q0 + Ek)
)(
1− χ[− q02 ±√△](Ek)
)
− θ(−q0 + Ek)(−q0 + Ek)
(
−nF (Ek − µ) + nF (Ek + µ)
2(−q0 + Ek)
)(
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The integration range3 is restricted by the step functions θ and the indicator functions χ.
If q2 = q20 − q2 > 0:
ImiI(q0,q) =− 1
8π






























(nF (Ek − µ) + nF (Ek + µ))
)}
(B.41)














dEk(nF (Ek − µ) + nF (Ek + µ)) (B.42)
After algebraical simpliﬁcations one obtains momentum integrals over ﬁnite intervals.
















∫ | q02 |+√△
| q02 |−
√△
dEk(nF (Ek − µ) + nF (Ek + µ))
)
, (B.43)




∫ √△+| q02 |
√△−| q02 |
dEk(nF (Ek − µ) + nF (Ek + µ)) (B.44)
The integral over the Fermi distribution function nF is known analytically, see Eq. (B.7).
If q20 − q2 > 0:
ImiI(q0,q) =− 1
16π









































If q20 − q2 < 0:


























These expressions are understood to be regularized. For the Pauli-Villars scheme, the sum over
regulator masses can be applied directly. For a sharp 3-momentum cut-oﬀ, the integration ranges
in Eq. (B.43) and Eq. (B.44) must be analyzed more carefully.
B.4.3 Numerical integration
The numerical integration of the integral iI with its real and imaginary part is an important issue
because this expression enters in various expressions in the NJL model. While the imaginary part
was derived analytically, the real part has two nontrivial integrals remaining (one if q = 0) for a
numerical treatment. If the imaginary part for the given external momentum (q0,q) is zero, there
3We postpone the discussion of regulators to the end of this section.
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is no diﬃculty. If the imaginary part ImiI is nonzero, there are singularities in the integrand and
the integration procedure becomes more involved. We present three diﬀerent methods to treat
such a type of numerical challenge.
A direct calculation that is implemented easily is the replacement of the imaginary part in Eq.
(B.33) by a ﬁnite value E ,
iI(q0 + iǫ) −→ iI(q0 + iE). (B.47)
The choice of an appropriate value of E depends on the other relevant scales in the expression as
well as on the required accuracy. The replaced integrand has no singularities any more but more
or less sharp maxima, depending on the magnitude of E . In general, the numerical accuracy that
can be obtained with this method is limited; it is better if E is small, but such a choice increases
the integration eﬀort. An improvement in accuracy is obtained if the replacement is done for
several diﬀerent values of E is obtained and an extrapolation for E → 0 is performed,
iI(q0 + iǫ) −→ limE→0 iI(q0 + iE). (B.48)
In this case, even the imaginary part has a reasonable accuracy. However, this treatment requires
a multidimensional integration over an integrand with diﬀerent maxima, and the procedure has
to be repeated several times if the extrapolation method is used.
For a more exact solution of the problem, the integrand can not be replaced by a simplifying
expression but has to be integrated with its singularities. For practical calculation, this can be















x− xs dx, (B.49)
where f has a ﬁrst-order singularity4 in xs. The integrand of the ﬁrst integral on the right hand
side of Eq. is now well-behaved in the limit x→ xs and the second one can be solved analytically.
However, if one has two integrations, there may remain a logarithmic divergence that has to be
subtracted in a similar way in the next integral. The analysis of the pole position as well as
the implementation is clearly more involved, whereas the numerical eﬀort is smaller than in the
previous method.
The last method makes use of complex analysis. As the elementary integral iI has the properties
iI(q0 + iǫ,q) = (iI)




iI = 0 (B.51)
faster that 1/q0, there exists a type of Lehmann representation for the integral,






q0 + iǫ− ω . (B.52)







q0 − ω , (B.53)
which is a 1-dimensional integral with no (if the imaginary part of iI is zero) ore one (if the
imaginary part is nonzero) ﬁrst-order singularity. This is the way the integral is evaluated the
fastest and the most exactly5.
4The generalization to higher orders poles or several of them is obvious
5A similar method was applied in [143].
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(a) (b) (c)
Figure B.3: Integration contours for the free thermodynamic potential Ω. In (a), the contour
C used in Eq. (B.57) consists of circles around the fermionic Matsubara frequencies. After the
merging of the circles on the positive and negative half plane in (b), the integration contours are
bend to the branch cuts on the real axis as shown in (c).
B.5 Mean-field thermodynamic potential
B.5.1 Free part
The free part of the thermodynamic potential per volume is also derived in textbooks (see e.g.
[218]), but it is instructive to use a similar technique as in the rest of the work. The part of Ω
can be written6 as






ln detS−1H (iωk + µ,k). (B.54)
The evaluation of the determinant in the integrand yields
detS−1H (iωk + µ,k) =
[
(iωk + µ)
2 − k2 −m2H
]2NcNf
, (B.55)
leading to the contribution of the thermodynamic potential per volume












with the usual notation E2k = k
2 − m2H . The Matsubara sum can be written in the form of a
contour integration with a contour C shown in Fig. B.3(a),










(z + µ)2 − E2k
]
. (B.57)
The integrand of Eq. (B.57) will be analyzed now in order to simplify the expression. The
logarithm is analytic in the complex plane without the negative real axis7 where it has a branch
cut: The imaginary part jumps from −π to π. Thus, the integrand has a branch cut on the real
axis between −Ek − µ and +Ek − µ, as it is shown in Fig. B.3(a). In Fig. B.3(b) and B.3(c), it
is shown how to deform the integration path to arrive at the expression









nF (k0 + iǫ) ln
[
(k0 + iǫ+ µ)
2 − E2k
]
− nF (k0 − iǫ) ln
[
(k0 − iǫ+ µ)2 − E2k
] }
. (B.58)
6The presented expression is not finite in the way it is written here. As usual, a infinite “vacuum term” has to
be subtracted in order to bring it to a finite value and makes all algebra valid performed in this section. Since
this term can be chosen to be −iTr ln iSvac −1
H
or −iTr ln iS−1
0
that have the have the same structure, the terms
are omitted here.
7This is a special choice of a branch of the complex logarithm, another choice correspond to another fixing of
the thermodynamic potential per volume.
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As the continuation of the Fermi distribution function to real values is analytic, and the logarithm
has the property
ln(z) = ln(|z|) + i arg(z) = [ ln(z∗)]∗, (B.59)
Eq. (B.58) can be written as















We ﬁrst shift the integration variable by µ, which leads to the more symmetric expression















Now, one can identify the angle sgn(k0)π in the integrand, and the integral takes the simple form






dk0sgn(k0)nF (k0 − µ). (B.62)
It is useful to split the integral into two intervals, where property of the Fermi distribution function
from Eq. (B.4) can be used,






dk0 [1− nF (k0 − µ)− nF (k0 + µ)] . (B.63)
This type of integral can be solved analytically as shown in Eq. (B.7),





Ek + T ln(1 + e













and the integrand has no singularities. However, the regularization has to be applied at least for







for the 3-momentum cut-oﬀ scheme. The Pauli-Villars prescription requires the subtraction of an










cjfm2H+jΛ2PV (k)− cjfmvac 2H +jΛ2PV (k)
)
(B.67)
This sum over six terms, which rise cubically each separately leads to a well-behaved ultraviolet








m4H ln (2Ek + 2|k|) (B.68)
For the 3-momentum cut-oﬀ regularization, the primitive is evaluated at 0 and Λq, whereas for
the Pauli-Villars regularization the regulator terms at 0 are summed.
B.5. MEAN-FIELD THERMODYNAMIC POTENTIAL 135
B.5.2 Self-energy term
The second term in the thermodynamic potential contains the self-energy Σ, which is the Hartree
self-energy ΣH in case of the mean ﬁeld thermodynamic potential per volume,










0 − kγ +mH
]
(iωK + µ)2 − k2 −m2H
. (B.69)
Because the mean ﬁeld self-energy is constant,
ΣH = mH −m0, (B.70)
the integral simpliﬁes and one obtains







(iωK + µ)2 − k2 −m2H
. (B.71)
In this integral, one can identify the elementary integral iI1,
Tr(ΣH iSH) = 4NcNfΣHiI1. (B.72)
This expression is closely related to the Hartree self-energy ΣH again. Therefore, one can write
the self-energy term of the thermodynamic potential per volume







A similar term is obtained by the evaluation of the Φ-functional where the Hartree self-energy
enters, too. This is discussed in the next paragraphs.
B.5.3 Glasses diagram

















ΓM iS(iωk + µ,k)
])2
, (B.74)













0 − γk +mH
]
(iωk + µ)2 − k2 −m2H
)2
, (B.75)
which resembles the expression obtained in Eq. (B.69). Indeed, the integral in the parenthesis









Thus, the sum of the self-energy term and the glasses diagram lead to the contribution




which is the mass-dependent shift additional to the free fermions in the thermodynamic potential
per volume ΩH .
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B.6 Elementary integral iK









[(iωk + µ)2 − k2 −m2H ]2[(iωk + iωq + µ)2 − (k + q)2 −m2H ]
,
(B.78)












[(z + µ)2 − E2k]2[(z + iωq + µ)2 − E2kq]
, (B.79)
where we use the same notation for the energies as in Sec. B.4. For further investigations,
the structure of the integrand in the complex z-plane has to be analyzed. It is found that the
integrand has two poles of ﬁrst order at
z1,2 = ±Ekq − iωq − µ, (B.80)
and two poles of second order at
z3,4 = ±Ek − µ. (B.81)
Besides the orders of the poles, the structure in the complex plane is equivalent to Fig. B.2, and









[(z + µ)2 − E2k]2[(z + iωq + µ)2 − E2kq]
. (B.82)
The explicit form is signiﬁcantly more lengthy than the result for iI. We limit the derivation to
the special case
iωq → q0 + iǫ, q = 0, µ = 0, T > 0, (B.83)
















T (q20 − 4E2k)
]}
(B.84)
for this special parameters.
B.7 Elementary integral iL









[(iωk + µ)− k2 −m2H ]2[(iωk + iωq + µ)− (k + q)2 −m2H ]2
,
(B.85)











[(z + µ)2 − E2k]2[(z + iωq + µ)2 − E2kq ]2
, (B.86)
one encounters the same structure in complex plane, but all four poles are of second order. This









[(z + µ)2 − E2k]2[(z + iωq + µ)2 − E2kq ]2
, (B.87)
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where the same deformations have been performed as in the previous section concerning iK. For




























for real external momentum q0.
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Appendix C
Calculation of the NLO integrals
In this part, we derive expressions for the diﬀerent integrals that appear in the evaluation of
Feynman diagrams in the NJL model in next-to-leading order in 1/Nc-counting. The ﬁrst section
concerns the perturbative ring sum contribution, all other sections deal with quantities in the
self-consistent scheme.
C.1 Ring sum











ln [1− 2gΠM (iωq,q)] . (C.1)











nB(z) ln [1− 2gΠM (z,q)] , (C.2)
where the contour C consists of circles around the bosonic Matsubara frequencies iωq. We analyze
the integrand in the complex plane to perform a contour deformation. The logarithm has a branch
cut on the negative real axis, thus we have branch cuts in the complex plane where the argument
of the logarithm is real and negative, and where the argument of the logarithm is complex and
changes its sign. As the argument is related to the RPA meson propagator,
1− 2gΠM (z,q) = −2g
DM (z,q)
, (C.3)
we can use our knowledge about the meson propagator to identify the structure in the complex
plane. In Hartree approximation and RPA, the meson propagator DM (z,q) is real for







The sign of ReDM is negative if q20 + q
2 < m2M , and positive elsewhere. This situation is rather
complex, since diﬀerent cases for π and σ for diﬀerent values of T and µ have to be distinguished.
Therefore, we ﬁrst assume the most general case for ΠM , which will help us in the self-consistent
approximation scheme, too. The specialization to the perturbative ring sum can be done later.
In the general case, the meson propagator DM has a branch cut on the real axis, where the
retarded and advanced propagator are above and below the axis, respectively. The imaginary
part of the meson propagator changes its sign when Imz changes its sign, and therefore a branch
cut is found on the real axis. The situation, including the integration contour C, is sketched in
Fig. C.1(a). We merge the diﬀerent circles as it is shown in Fig. C.1(b), and deform the resulting
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(a) (b) (c)
Figure C.1: Integration contours for the calculation of the ring sum contribution to the ther-
modynamic potential per volume. (a) is the contour integral equivalent of the Matsubara sum,
which is, after the intermediate step (b), deformed to (c).
path in a way that the integration is done along the real axis. This integration path, which is












+ nB(q0 + iǫ) ln [1− 2gΠM (q0 + iǫ,q)]
− nB(q0 − iǫ) ln [1− 2gΠM (q0 − iǫ,q)]
}
. (C.5)













1− 2gΠM(q0 + iǫ,q)
1− 2gΠM(q0 − iǫ,q) . (C.6)












1− 2gΠM (q0 + iǫ,q)







1− 2gΠM (q0 + iǫ,q)
1− 2gΠM (q0 − iǫ,q) , (C.7)









1− 2gΠM (q0 + iǫ,q)
1− 2gΠM (q0 − iǫ,q)
− [1 + nB(q0)] ln 1− 2gΠM (−q0 + iǫ,q)
1− 2gΠM (−q0 − iǫ,q) . (C.8)
The polarization loop ΠM has the property
ΠM (q0 ± iǫ,q) = ΠM (−q0 ∓ iǫ,q), (C.9)















1− 2gΠM (q0 + iǫ)
1− 2gΠM (q0 − iǫ) . (C.10)
We can try to relate this expression to the RPA meson propagators DM . Therefore, we add and




















1− 2gΠM (q0 − iǫ,q)
]}
, (C.11)
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where we can identify the arguments of the logarithm as the retarded and advanced meson
















lnDRM (q0,q)− lnDAM (q0,q)
]
. (C.12)
The diﬀerence of retarded and advanced boson propagator is the sign of the imaginary part. We
write the logarithms of the propagators as
lnDM (q0 ± iǫ,q) = ln |DRM (q0,q)| ∓ iφM (q0,q) (C.13)















We have a choice in a constant shift of the thermodynamic potential per volume, which correspond
to the ﬁxing of the deﬁnition of φM . An angle in the complex plane is deﬁned up to a multiple











the Bose distribution function nB is present, which has a pole at zero. We obtain a ﬁnite value
if we chose the scattering phase such that
lim
q0→0
φM (q0) = 0 ⇒ lim
q0→0
nB(q0)φM (q0) = Tφ
′
M (x). (C.16)










has now an infrared divergence. For a well-deﬁned potential, it is required that φM vanishes for
large q0. This can be obtained by a phase convention that fulﬁlls the Levinson theorem.
We turn back to the special case of the perturbative ring sum, where we know more about the
structure of the scattering phases and propagators. The integral has a contribution for momenta







{ −iπ for q2 < q20 < m2π + q2
0 for m2π + q




With these considerations, some parts of the q0-integral can be solved analytically in the case of
the perturbative ring sum contribution.
C.2 Hartree self-energy
The Hartree self-energy for a dressed propagator S1 has only a scalar contribution, like in the







Ss(iωk + µ,k), (C.18)
thus only the scalar component of the propagator Ss enters in the calculation. In principle, one
can use the equation above for the calculation of the Hartree self-energy ΣH : one only has to









Ss(iωk + µ,k). (C.19)
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(a) (b) (c)
Figure C.2: Integration contours for calculation of ΣH(S1). (a) shows the contour introduced in
Eq. (C.20), which is deformed in (b) and (c).
However, we can try to rewrite the expression as an integral in the complex plane to obtain a









nF (z)Ss(z + µ,k), (C.20)
where the closed integration contour C is a set of circles around fermionic Matsubara frequencies.
We want to deform this integration contour and therefore, the structure of the integrand in the
complex plane has to be investigated. The poles of nF on the imaginary axis are known, what
is left is the scalar part of the dressed quark propagator. The exact analytic structure S1 is
unknown, but from reasons of analyticity, the most general form of S1 has a branch cut on the
real axis, where the change between retarded and advanced propagators occurs. The contour C
in the complex plane is shown in Fig. C.2(a) as well as the poles and the branch cut. With this











+ nF (k0 + iǫ)Ss(k0 + µ+ iǫ,k)
− nF (k0 − iǫ)Ss(k0 + µ− iǫ,k)
}
, (C.21)
where the two contributions with diﬀerent signs come from the two integration paths close to the
real axis, which have diﬀerent directions. Because the Fermi distribution function is continuous









nF (k0 − µ)
[
Ss(k0 + iǫ,k)− Ss(k0 − iǫ,k)
]
, (C.22)
where the integration variable k0 was shifted by µ. The two propagators can be identiﬁed as the
retarded and the advanced propagators, and their diﬀerence is related to the spectral function ρ,
S(k0 + iǫ,k)− S(k0 − iǫ,k) = SR(k0,k)− SA(k0,k) = −iρ(k0,k). (C.23)










nF (k0 − µ)ρs(k0 + iǫ,k), (C.24)
which is nice to interpret because it is a phase space integral over a thermal distribution function
times a density of states. We can identify a part that is independent of temperature and chemical
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nF (k0 − µ)ρs(k0 + iǫ,k)
}
. (C.25)














and can see the temperature-independent part clearly. In contrast to the Hartree self-energy with
Hartree propagators, there are two and not one remaining integrals that have to be solved numer-
ically. From Eq. (C.26) one can see that ΣH is real and constant like in Hartree approximation,
so no nontrivial structure in the spectral function is generated from this self-energy term.
Special case of Hartree approximation
As a check of the calculation, we specialize the result obtained for a general propagator S1 to
the case of a Hartree dressing. The Hartree spectral function ρH is just the spectrum of a free




[δ(k0 − Ek)− δ(k0 + Ek)] . (C.27)









nF (Ek − µ)− [1− nF (Ek + µ)]
}
. (C.28)
One can directly identify the elementary integral iI1 in its form from Eq. (B.19).
C.3 Polarization loop
The polarization loop ΠM , with the dressed propagator S1 in the internal lines, reads






Tr [S1(iωp + µ,p)ΓMS1(iωp + iωq + µ,p + q)ΓM ] (C.29)
for external momentum (iωq,q). The trace P in the integrand
P (iωp + µ,p; iωp + iωq + µ,p+ q) = Tr [S1(iωp + µ,p)ΓMS1(iωp + iωq + µ,p + q)ΓM ] , (C.30)
can be simpliﬁed using the decomposition of the propagator S1 with respect to the diﬀerent Dirac
components,
P (iωp + µ,p; iωp + iωq + µ,p + q) =4NcNf
[
S0(iωp + µ,p)S0(iωp + iωq + µ,p + q)
− S3(iωp + µ,p)S3(iωp + iωq + µ,p + q)p(p + q)
± Ss(iωp + µ,p)Ss(iωp + iωq + µ,p + q)
]
. (C.31)
The upper sign stands for the σ-channel, and the lower sign for the πa-channels. By the choice
of a coordinate system for p such that q points in pz-direction, one can write the expression for
ΠM in the form









d(cos θp)p2P (iωp + µ,p; iωp + iωq + µ,p+ q), (C.32)
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(a) (b) (c)
Figure C.3: Integration contours for the calculation of ΠM . The rewriting of the Matsubara sum
leads to (a), which can be deformed into (b) by merging the circles that are not separated by
branch cuts. Since the path elements at large |z| do not contribute, one arrives ﬁnally at (c).
which is already the ﬁnal result for Euclidean external momenta.
If we want to calculate the quantity for real external frequencies, the starting point is to express









nF (z)P (z + µ,p; z + iωq + µ,p + q). (C.33)
The contour C is a set of circles around the fermionic Matsubara frequencies, where nF has ﬁrst
order poles. We analyze the integrand in the rest of the plane of complex z. The propagator S1
appears twice in P for diﬀerent arguments, there is a branch cut if the argument of one propagator
is real. Hence, we ﬁnd two branch cuts, one for real z, one for real z+iωq. The situation, including
the integration contour, is ﬁgured in Fig. C.3(a). We can deform the integration contour as it is










+ nF (p0 + iǫ)P (p0 + µ+ iǫ,p; p0 + iωq + µ+ iǫ,p + q)
− nF (p0 − iǫ)P (p0 + µ− iǫ,p; p0 + iωq + µ− iǫ,p + q)
+ nF (p0 − iωq + iǫ)P (p0 + µ− iωq + iǫ,p; p0 + µ+ iǫ,p + q)
− nF (p0 − iωq − iǫ)P (p0 + µ− iωq − iǫ,p; p0 + µ− iǫ,p + q)
}
. (C.34)
We ﬁrst eliminate all inﬁnitesimal imaginary parts in the arguments when a ﬁnite imaginary part













+ P (p0 + µ+ iǫ,p; p0 + iωq + µ,p + q)
− P (p0 + µ− iǫ,p; p0 + iωq + µ,p + q)
+ P (p0 + µ− iωq,p; p0 + µ+ iǫ,p+ q)
− P (p0 + µ− iωq,p; p0 + µ− iǫ,p+ q)
]}
, (C.35)
we are ready to perform the analytical continuation to real external frequencies
iωq → q0 + iǫ, (C.36)
where we choose the positive sign to obtain the retarded polarization loop — the advanced loop
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nF (p0 − µ)
[
+ P (p0 + iǫ,p; p0 + q0 + iǫ,p + q)
− P (p0 − iǫ,p; p0 + q0 + iǫ,p + q)
+ P (p0 − q0 − iǫ,p; p0 + iǫ,p + q)
− P (p0 − q0 − iǫ,p; p0 − iǫ,p + q)
]}
, (C.37)
where the integration variable p0 was shifted in order to put the µ-dependency in the Fermi
distribution function solely. A further simpliﬁcation is obtained by reconsidering the exact form










nF (p0 − µ)×
× Tr[(S1(p0 + iǫ,p)− S1(p0 − iǫ,p))ΓMS1(p0 + q0 + iǫ,p+ q)ΓM
+ S1(p0 − q0 − iǫ,pΓM
(





The diﬀerence of retarded and advanced quark propagator is related to the spectral function ρ1,









nF (p0 − µ)Tr
[
ρ1(p0,p)ΓMS1(p0 + q0 + iǫ,p + q)ΓM
+ S1(p0 − q0 − iǫ,p)ΓMρ1(p0,p + q)ΓM
]}
. (C.39)
By the substitution in the 3-momentum integral
−p′ = p + q (C.40)




















This is the ﬁnal expression for the retarded polarization loop ΠRM , which contains a distribution
function times a density of state as was found in the calculation of ΣH . The evaluation of the






















Ss(p0 + q0 + iǫ,p + q) + Ss(p0 − q0 − iǫ,p + q)
]]
, (C.42)
where we used the same conventions for the sign as above.
C.4 Thermodynamic potential
C.4.1 Free part
The free part of thermodynamic potential per volume Ω1 reads






ln detS−11 (iωk + µ,k), (C.43)
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where the inﬁnite constant that has to be subtracted was omitted. The determinant was already
evaluated in the mean-ﬁeld case, the Dirac components of the inverse propagator are similar.
This consideration leads to












where all a0,3,s-functions depend on the common variables (iωk + µ,k). This is already the ﬁnal
expression for the thermodynamic potential per volume in terms of the Matsubara propagator
S1(ωk,k). In the following, it is shown how to rewrite the expression in terms of the retarded
and advanced propagators S1(k0 ± iǫ,k).
We begin with the introduction of a contour C around the Fermi Matsubara frequencies and write
the Matsubara sum as














For further investigations, the structures of the integrand in the complex z-plane have to be
identiﬁed. Beside the poles of nF (z) on the imaginary axis, the logarithm can have a branch cut
when the imaginary part of the argument changes its sign. This is the case on the real axis, thus
we ﬁnd a situation that was already shown in Fig. C.2 in the context of the Hartree self-energy.
The contour C shown in Fig. C.2(a) is deformed as it is shown in Fig. C.2(b) and C.2(c), and
we arrive at









nF (k0 + iǫ) ln
[
a20 − a23k2 − a2s
] ∣∣∣
(k0+µ+iǫ,k)
− nF (k0 + iǫ) ln
[






The imaginary part in the distribution function can be omitted, and the integration variable k0
can be shifted by µ:








nF (k0 − µ) ln
{[
a20 − a23k2 − a2s
] ∣∣
(k0+iǫ,k)





The separation in vacuum and medium part can be done with the splitting of the integration
range,









[1− nF (k0 + µ)] ln
([
a20 − a23k2 − a2s
] ∣∣
(−k0+iǫ,k)




+ nF (k0 − µ) ln
([
a20 − a23k2 − a2s
] ∣∣
(k0+iǫ,k)






This formulation is in terms of real-momentumGreen’s functions, and the temperature-independent
part and the medium contribution are clearly visible.
Special case of Hartree approximation
The specialization to the mean ﬁeld case is done in order to check the result in Eq. (C.48). The
arguments in the logarithm take the form[
a20 − a23k2 − a2s
] ∣∣
(k0±iǫ,k) = (k0 ± iǫ)
2 − k2 −m2H = (k0 ± iǫ)2 − E2k , (C.49)












= 2iπsgn(k0)θ(E2k − k20). (C.50)
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The same arguments as in Sec. B.5 can be used for the complex angles. We write the free part
of the thermodynamic potential per volume as a k0-integral over a ﬁnite range with help of the
θ-function,








[1− nF (k0 + µ)]sgn(−k0) +nF (k0 −µ)sgn(k0)
}
. (C.51)
This is exactly the same form as it was derived in Eq. (B.63) in mean ﬁeld approximation.
C.4.2 Self-energy term
The self-energy term of the thermodynamic potential per volume Ω1 contains the dressed quark
propagator S1 and the self-energy Σ1,






Tr(Σ1(iωp + µ,p)iS1(iωp + µ,p)). (C.52)
Both quantities depend on the 4-momentum p, thus we use the abbreviation
p = (iωp + µ,p). (C.53)


















the trace can be evaluated and the intermediate result







S0(p)Σ0(p)− S3(p)Σ3(p)p2 + Ss(p)Σs(p)
]
(C.55)
is obtained. For the evaluation in Euclidean space-time, this is the ﬁnal expression where all
further steps have to be done for explicit forms of S1 and Ω1. The numerical eﬀort that is
















In this expression, the Matsubara propagator and the Matsubara self-energy are present. In the
next lines, it will be shown that the contribution to Ω1 can also be evaluated by use of the
retarded and advanced expressions, which has certain advantages and disadvantages.







because all functions in the integrand of Eq. (C.55) depend on the same argument,






P (iωp + µ,p). (C.58)
We write the Matsubara sum as a contour integral in the complex plane with the usual integration
path,








nF (z)P (z + µ,p). (C.59)
We now analyze the structure of the integrand in the complex plane. Both S1 and Σ1 have a
branch cut for real arguments, hence beside the poles of nF on the imaginary z-axis, there is a
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branch cut on the real axis. A similar situation is shown in Fig. C.2, and we can perform the
same contour deformation steps as in this ﬁgure. This leads to two integral paths along the real










+ nF (p0 + iǫ)P (p0 + µ+ iǫ,p)
− nF (p0 − iǫ)P (p0 + µ− iǫ,p)
]
, (C.60)
and can use the fact that nF is continuous for real arguments. This leads to








nF (p0 − µ)
[
P (p0 + iǫ,p)− P (p0 − iǫ,p)
]
, (C.61)
where the integration variable p0 was shifted by −µ. The integral over all real values p0 is now
split into the positive and and the negative part, which can be written as









nF (p0 − µ)
[
P (p0 + iǫ,p)− P (p0 − iǫ,p)
]
+ [1− nF (p0 + µ)]
[




The vacuum term and the medium contribution can be identiﬁed immediately from the last










P vac + P q + P q¯
}
, (C.63)





0 −ΣA0 SA0 − (ΣR3 SR3 −ΣA3 SA3 )p2 +ΣRs SRs −ΣAs SAs
]
p=(−p0,p) , (C.64)
and the other two terms can be interpreted as contributions to the partial pressure from quarks



































where the Hartree self-energy calculated in Sec. C.2 is appearing. In order to use the previous







which has the same form as the expression in mean ﬁeld approximation, but the special propagator
dressing is entering in the calculation of ΣH , of course.
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(a) (b) (c)
Figure C.4: Integration contours for the calculation of ΣM , the next-to-leading order contribution
to the quark self-energy. Eq. (C.69) was expressed in Eq. (C.70) as integral along the contour C
shown in (a). Without crossing a branch cut, the contour is deformed as it is shown in (b) and
(c), which leads to Eq. (C.71).
C.4.4 Ring sum
The last term in the thermodynamic potential per volume Ω1 is the ring sum. It is the term
that was already calculated in the perturbative expansion scheme, but here, the polarization loop
with dressed quark propagators enter. The polarization loop was calculated in Sec. C.3, which
can be put into the ring sum expression. Fortunately, we treated the ring sum contribution in
the perturbative case in Sec. C.1 in the general case, so no assumptions were made concerning
the dressing functions of the quarks before Eq. (C.17). Thus, we can use the same expressions
as before, with the modiﬁed polarization loop ΠM .
C.5 Meson back-coupling self-energy
The next-to-leading order contribution to the quark self-energy has the form






DM (iωq,q)ΓMS1(iωq + iωp + µ,q + p)ΓM , (C.69)
where the sum over bosonic Matsubara frequencies can be written as a contour integral,








nB(z)DM (z,q)ΓMS1(z + iωp + µ,q + p)ΓM . (C.70)
The integrand has two branch cuts due to the propagators DM and S1, which both have cuts for
real arguments. Thus, we ﬁnd that the integrand in non-analytic for real z and for real z + iωp.
This situation is shown in Fig. C.4(a). We deform the contour as it is shown in Figs. C.4(b) and










nB(q0 + iǫ)DM (q0 + iǫ,q)×
× ΓMS1(q0 + iωp + µ+ iǫ,q+ p)ΓM
− nB(q0 − iǫ)DM (q0 − iǫ,q)ΓMS1(q0 + iωp + µ− iǫ,q+ p)ΓM
+ nB(q0 − iωp + iǫ)DM (q0 − iωp + iǫ,q)ΓMS1(q0 + µ+ iǫ,q+ p)ΓM
+ nB(q0 − iωp − iǫ)DM (q0 − iωp − iǫ,q)ΓMS1(q0 + µ− iǫ,q+ p)ΓM
}
. (C.71)
First, one can neglect all inﬁnitesimal imaginary parts iǫ if a ﬁnite fermionic Matsubara frequency
iωp is added or subtracted. Furthermore, the Bose distribution functions nB with diﬀerent
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arguments can be simpliﬁed. We use the identity (B.6) in the third and fourth term and write









+ nB(q0)DM (q0 + iǫ,q)ΓMS1(q0 + iωp + µ,q + p)ΓM
− nB(q0)DM (q0 − iǫ,q)ΓMS1(q0 + iωp + µ,q + p)ΓM
− nF (q0)DM (q0 − iωp,q)ΓMS1(q0 + µ+ iǫ,q+ p)ΓM




We can identify the spectral function of mesons ρM in the term proportional to nB, and the
spectral function of quarks in the term proportional to nF ,









2nB(q0)ρM (q0,q)ΓMS1(q0 + iωp + µ,q + p)ΓM




Now we can calculate the retarded self-energy ΣRM by the prescription iωp → p0 + iǫ. This
analytical continuation yields

















In order to prepare the separation in vacuum part and medium part, we shift the integration vari-
able q0 in the term proportional to nF by µ, which yields a form more resembling the integrations
before,













nF (q0 − µ)DM (q0 − p0 − µ− iǫ,q)ΓMρ1(q0,q + p)ΓM
}
. (C.75)
In this expressions, we split the integral over q0 into two parts, according to the sign of q0. The
resulting equation









nB(q0)ρM (q0,q)ΓMS1(q0 + p0 + µ+ iǫ,q+ p)ΓM








nF (−q0 − µ)DM (−q0 − p0 − µ− iǫ,q)ΓMρ1(−q0,q+ p)ΓM
}
, (C.76)
with the relations (B.4), can be written in such a way that the separation is clear,









nB(q0)ρM (q0,q)ΓMS1(q0 + p0 + µ+ iǫ,q+ p)ΓM








[1− nF (q0µ)]DM (−q0 − p0 − µ− iǫ,q)ΓMρ1(−q0,q+ p)ΓM
}
. (C.77)
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1 (−q0 + p0 + µ,p + q)ΓM
1
2
DAM (−q0 − p0 − µ,q)ΓMρ1(−q0)ΓM
}
, (C.78)
















nF (q0 + µ)D
A




nF (q0 − µ)DAM (q0 − p0 − µ)ΓMρ1(q0)ΓM
+ nB(q0)ρM (q0,q)ΓM
(






In summary, one can say that the formulation for the retarded self-energy in Eqs. (C.78) and
(C.79) makes use of the retarded and advanced meson and quark propagators. The regularization
can be applied solely to the 4-momentum integral in Eq. (C.78), since the medium part is ﬁnite.
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Appendix D
Evaluation of transport integrals
D.1 Evaluation of the Green-Kubo formula
The diagram that appears in the evaluation of transport properties is shown in Fig. 3.1, which







Tr [Γ (iωe + iωk + µ,k; iωk + µ,k)S(iωk + µ,k)γS(iωe + iωk + µ,k)]
(D.1)
for fermions with a dressed propagator S, a dressed vertex Γ , and a bare vertex γ. We concentrate
on the static shear viscosity η in the NJL model
lim
p0→0
















Γ xyfull(iωe + iωk + µ; iωk + µ, )S(iωk + µ)pxγ




We omit the 3-momentum arguments because they are all equal to k. In order to derive the
retarded expression that is needed in the Kubo formula for shear viscosity, we ﬁrst rewrite the











Γ xyfull(iωe + z + µ; z + µ, )S(z + µ)pxγ




If we assume that the fully dressed vertex has poles and branch cuts only at places where the
dressed propagator S has branch cuts, too, we encounter a situation similar to the one in the
calculation of the meson propagator. We perform the same contour deformations as they are
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The retarded function Π is obtained by the analytical continuation iωe → p0 + iǫ,













Γ xyfull(p0 + k0 + iǫ; k0 + iǫ)S(k0 + iǫ)pxγ












Γ xyfull(k0 − iǫ; k0 − p0 − iǫ)S(k0 − p0 − iǫ)pxγ2S(k0 − iǫ)
]}
. (D.6)






0)↔ Γ xyfull(p20, p10) , Γ xyfull(p10 ± iǫ, p20)↔ Γ xyfull(p10 ∓ iǫ, p20) , . . . (D.7)
have to be taken into account. We stop the most general derivation here and specialize in a
certain class of vertices. We chose real vertices Γ xy which do not depend on the 0-component of


















Γ xyS(k0 − p0 − iǫ)pxγ2ρ(k0)
] }
, (D.8)





















where we wrote the expression in terms of retarded and advanced propagators. If one takes the
imaginary part of Eq. (D.9), the term with the retarded propagator has the inverse sign of the


















This expression enters in the Green-Kubo formula for the static shear viscosity,





If we take Γ xy = pxγ2 and µ = 0, we obtain





















and the derivative with respect to p0 yields




















where the primed Bose distribution function denotes its derivative with respect to the argument













ρ20 − ρ23(k2 − 2k2y)− ρ2s
]
,
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which is a 4-dimensional integral over the diﬀerent components of the fermion spectral function
























thus we end up with a 2-dimensional integral for the static shear viscosity at µ = 0 when the
vertex is truncated to the bare one.
D.2 Practical calculation of transport coefficients in kinetic
theory
D.2.1 Analytical simplification
The Sonine expansion coeﬃcients bsb or a multicomponent quantum gas in second order Chapman-






For Np particles and a Sonine expansion up to order Ns, this tensor equation correspond to a


















This equation can be simpliﬁed by performing the sum over i and j, and by using the symmetries













With our choice for the integral measure in the Sonine orthogonality relation (3.74), the coeﬃ-
cients Cra have the property
r > 0⇒ Cra = 0 (D.19)
The formula for Arsab is quite extensive. The tensor A
rs





















(2π)4δ4(p+ p1 − p′ − p′1)
16EE1E′E′1
|Mab|2 ×








































(2π)4δ4(p+ p1 − p′ − p′1)
16EE1E′E′1
|Mab|2 ×
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The coeﬃcients Cra can be identiﬁed as one dimensional integrals and are easily solved in a
numerical way. However, the treatment of the 12 dimensional integral in Arsab is more involved
and is discussed in the following lines.
First, the δ-function from energy-momentum conservation eliminates four integrations. We choose
to eliminate the p′1-integration by setting
p′1 = p + p1 − p′. (D.23)
With the fourth Dirac function, we can perform the integration of |p′| analytically. Because the
number of zeros of |p|+ |p1| − |p′| − |p + p1 − p′| varies, one has to check all possible solutions




Y P 2 cos2 β − 4
(
1− P 2 cos2 β(E+E1)2
)(














P = p + p1 (D.26)
cosβ = ∢(P, p′)
=
|p| cosϑ′ + |p1| [sinϑ1 sinϑ′ cosϕ′ + cosϑ1 cosϑ′]√
|p|2 + |p1|2 + 2|p||p1| cosϑ1
. (D.27)
The remaining eight integrals can be reduced by a appropriate choice of the coordinate systems.
We choose the z-axis of the coordinate systems of p1, p′ and p′1 to be parallel to p. With this
choice, the angular integration dΩ becomes trivial and leads to a factor of 4π. A shift in the
integration variables ϕ′ and ϕ′1 by ϕ1 lead to the elimination of the ϕ1 dependency.

















A set of 5-dimensional integrals remains which have to be solved in a numerical way.
D.2.2 Numerical evaluation of the collision integral
The collision integrals that have to be calculated in a numerical way for the determination of
Arsab are 5-dimensional, two 3-momentum integrals and three angular integrals are remaining.
The integrand is lengthy, but does not contain singularities. Moreover, the main contributions
come from a compact subset of the integration range since the distribution functions damp the
integrand exponentially for large 3-momenta.
We used a Vegas-like algorithm [219], which is a type of Monte Carlo integration method especially
common in particle physics. The integration range
(p, p1, θ
′, ϕ′, θ1) ∈ [0,∞[×[0,∞[×[0, π]× [0, 2π]× [0, π] (D.29)
has to be mapped a 5-dimensional unit hypercube. We ﬁrst introduce an additional transforma-
tion of the momentum variables,
p =q cosψ p1 =q sinψ, (D.30)
such that q ∈ [0,∞[ and ψ ∈ [0, π/2]. As the integrand is decreasing exponentially for large q
and well-behaved close to zero, we introduce for simplicity a cutoﬀ ΛUV for large momenta, and











dψ qf(q, ψ), (D.31)
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where we can improve the integration by choosing a logarithmic scaling of q. With these tricks,
it is found that a accuracy of 0.1–1 % is reached with a reasonable number of evaluations of the
integrand. This is possible because all systems where we applied the Chapman-Enskog expansion
to calculate transport coeﬃcients had scattering amplitudes Mab that were known analytically,
thus no additional time-consuming numerical method has to be applied at each invocation of the
integrand.
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Appendix E
Propagator parametrizations
E.1 Polarization loop with Breit-Wigner type propagator
The polarization loop for a Breit-Wigner type propagator will be analyzed in this section. We





p2 − mRp 2
, (E.1)
where mp takes the form that is discussed in Eqs. (4.30), (4.31), and (4.32).
The ﬁrst idea is to decompose the quark loop







ΓM [/q + /k + mqk]ΓM [/k + mk]
[(q + k)2 − m2qk][k2 − m2k ]
(E.2)
in the same way as in the Hartree approximation, where one can identify the elementary integrals
iI1 and iI. After the evaluation of the trace for Γσ (upper sign) and Γπa (lower sign),
Tr[/q + /k + mqk][/k − mk] = 4NcNf
(
k2 + kq ± mqkmk
)
, (E.3)
one can bring the function ΠM to the form














q2 − (mqk ± mk)2
[(q + k)2 − m2qk][k2 − m2k ]
.
(E.4)
This formula resembles strongly the expression of ΠM for Hartree quark propagators, the main
diﬀerence is the fact that in mean ﬁeld approximation, the nominator of the second integral
is constant and can be separated from the integration. This second part is the origin of the
imaginary part of the polarization loop and the meson propagator, so we concentrate on this
part.







q2 − (mqk ± mk)2
[(iωk + iωq + µ)2 − E2qk][(iωk + µ)2 − E2k ]
, (E.5)
where
E2p = m2p + p2 (E.6)
is a complex generalization of the energy. The aim is to calculate an expression for the retarded
function iI. We ﬁrst write this form as a contour integral in the complex plane in the same way










q2 − (mqk ± mk)2
[(z + iωq + µ)2 − E2qk][(z + µ)2 − E2k ]
. (E.7)
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The structure in the complex plane should be the same as from the full function ΠM , but there








ω − z (E.8)
for an arbitrary z ∈ C causes problems, since the self-energy in the given parametrization is
Σ(k0 ± iǫ,k) = M ∓ isgn(k0)Γk, (E.9)







ω − z sgn(ω) (E.10)
is not well-deﬁned. Moreover, the propagator in this parametrization is not continuous on the
imaginary axis, due to the sign-function. The calculation of iI can not be done without incon-
sistencies due to the wrong analytic structures of the propagator parametrization.
E.2 Thermodynamic potential with naive parametrization
In this section, we show that the propagator parametrization
SRF
−1(p0,p) = (p0 + iΓ )γ0 − pγ −M (E.11)
leads to problems when the thermodynamic potential per volume is calculated. It is suﬃcient to
concentrate on the free part,
Ωfree =iTr ln(iS−11 ), (E.12)










[1− nF (k0 + µ)] ln
([
(−k0 − iΓ )2 − k2 −M2
]
[(−k0 + iΓ )2 − k2 −M2]
)
+ nF (k0 − µ) ln
([
(k0 + iΓ )
2 − k2 −M2]
[(k0 − iΓ )2 − k2 −M2]
)}
, (E.13)










[1− nF (k0 − µ)− nF (k0 + µ)]×
× arg [(k0 + iΓ )2 − p2 −M2]
}
. (E.14)






(k0 + iΓ )





This dependency on k0 leads to an integral that is not well-deﬁned, and as the asymptotic
behavior is sensitive to the propagator parameter Γ , there is no unique subtraction scheme that
brings Ωfree to a ﬁnite value. The origin of this behavior is the self-energy: for large values of
k0 and k, the retarded self-energy ΣR(k0,k) is constant. In contrast to the other propagator
parametrization discussed in Sec. E.1, we have no wrong analytic structures in the complex
plane, but a self-energy with an unphysical UV-behavior. This is so severe that it is impossible
to calculate a thermodynamic potential from this parametrization.
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(a) (b) (c)
Figure E.1: Integration contours for the dispersion integral of the retarded self-energy in the
parametrization SEP1. The poles lie at ω1,2 = ±i/λ and ω3 = p0+ iǫ. The integral in Eq. (E.18)
can be interpreted as an integration in the complex plane along the real axis, as it is shown in
(a). As the integrand goes fast enough to zero for large |z|, we can add a half circle as it is shown
in (b). Thus, the integral is equal to the residuum of the pole that is in the closed contour (c).
E.3 SEP1: Simplest version
The imaginary part of the retarded self-energy in the simplest parametrization SEP1 is deﬁned
as
ImΣR,SEP1s (p0,p) = −Γ
λp0
1 + λ2p20
, ImΣR,SEP10 (p0,p) = ImΣ
R,SEP1
3 (p0,p) = 0. (E.16)
We chose the constant λ to be positive. The full SEP1 formula contains also a constant self-energy
M , which is related to the mass.
E.3.1 Retarded self-energy
The retarded self-energy in this parametrization is obtained by the dispersion integral






[1 + λ2ω2][p0 + iǫ− ω] , (E.17)
where the constant M has to be added to the integral. The integral over ω can be solved
analytically by considering the integrand for complex values of the integration variable. From the
form






(ω + iλ)(ω − iλ)(ω − p0 − iǫ)
, (E.18)
one can see that the integrand has three poles in the complex plane. The integral contour is
shown in Fig. E.1(a). As the absolute value of the integrand is proportional to |ω|−2 for large
|ω|, we can close the contour in the lower half plane as it is shown in Fig. E.1(b). After the
deformation of the integration path (see Fig. E.1(c)), we can write the integral as






(ω + iλ )(ω − iλ )(ω − p0 − iǫ)
. (E.19)
The residuum is calculated easily,
ΣR,SEP1(p0,p) = M −m0 + iΓ
λp0 + i
, (E.20)
and after the separation of the real and the imaginary part, we obtain
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(a) (b) (c)
Figure E.2: Integration contours for the dispersion integral for the Matsubara self-energy in the
parametrization SEP1. The poles lie at ω1,2 = ±i/λ and ω3 = iωp, where we assumed that
Imiωp > 0.
We ﬁnd that the imaginary part is again the same as before, but there is a momentum-dependent
real part of the scalar self-energy additional to M , which results from the dispersion relation.
E.3.2 Matsubara self-energy
The Matsubara self-energy is obtained by a similar dispersion integral as the retarded self-energy,






[1 + λ2ω2][iωp − ω] , (E.22)
where iωp is a fermionic Matsubara frequency. As before, we can solve the integral in an analytical
way when we use complex analysis. We identify the three poles and the integration path from
the equation






(ω + iλ)(ω − iλ)(ω − iωp)
, (E.23)
the situation is drawn in Fig. E.2(a). A distinction has to me made according to the sign of the
imaginary part of iωp. If the sign is positive, we close the contour in the lower half plane, as it is
shown in Fig. E.2(b). If the imaginary part is negative, we close it in the upper half plane. The
resulting integration path is a circle which contains only one ﬁrst-order pole: It is ω = −i/λ for
the ﬁrst case (see Fig. E.2(c)), and the complex conjugate value for the latter. The integration
can be calculated by the evaluation of the residuum,






(ω + iλ)(ω − iλ)(ω − iωp)
, (E.24)
which leads to the form
ΣR,SEP1(p0,p) =





−2 iλ [− iλ−iωp]
forωp > 0







This can be written in short
ΣR,SEP1(iωp,p) = M −m0 + Γ 1
1 + λ|ωp| , (E.25)
where both sign of ωp were taken into account. We see that the Matsubara self-energy is real and
momentum dependent due to the contribution from the dispersion integral.
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E.4 SEP2: Grid interpolation
The imaginary part of the retarded self-energy in the SEP2 version is deﬁned on a N0×N3-grid,
ImΣR,SEP20,3,s ((p0)i, (|p|)j) = Γ0,3,s((p0)i, (p)j), i, j ∈ {1, . . . , N0} × {1, . . . , N3}. (E.26)
We skip the indices for the diﬀerent Dirac-components of Σ in the following because all are treated
in the same way. Between the discrete values ((p0)i, (p)j), a linear interpolation is performed.
For such a type of interpolated self-energy, the imaginary part reads
ImΣR,SEP2(p0,p) = (a0i (|p|)p0 + b0i (|p|)) (E.27)
for p0 ∈ [(p0)i, (p0)i+1], where the new constants a and b can be derived from Γ (p0)i, (p)j),
a0i (|p|) =
Γ ((p0)i+1, |p|)− Γ ((p0)i, |p|)
(p0)i+1 − (p0)i (E.28)
b0i (|p|) =Γ ((p0)i, |p|)− (p0)ia0i (|p|). (E.29)
The functions Γ ((p0)i, |p|) are obtained by a interpolation of the p-grid, that does not have to be
speciﬁed for the further calculation. Values of p0 and p outside the grid have to be extrapolated
in suitable way. While the extrapolation of 3-momentum is done constantly, we set the imaginary
part of the retarded self-energy for large |p0| to




where the constant c(|p|) is determined by the condition of continuity at p0 = (p0)N0 ,
c(|p|) = Γ ((p0)N0 , |p|)(p0)N0 . (E.31)










which can be used in a dispersion integral. For simplicity, we restrict the grid to positive frequen-
cies p0 and use the symmetries of the propagator components in order to obtain the negative grid







ω − z (E.33)











f˜(z)− f˜(−z) if Imf(ω) = Imf(−ω)
f˜(z) + f˜(−z) if Imf(ω) = −Imf(−ω) . (E.35)
Thus, it is suﬃcient to calculate the dispersion integral for ω > 0 to obtain the retarded self-energy
and the Matsubara self-energy.
E.4.1 Retarded self-energy
The retarded self-energy can be calculated with the dispersion relation







a0i (|p|)ω + b0i (|p|)








ω − p0 − iǫ
±
(
p0 + iǫ→ −p0 − iǫ
)
, (E.36)
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where the last term compensates the fact that only positive values of ω enter in the integral, as it
was formulated in Eq. (E.35). We can restrict ourselves to the calculation of the real part of the






a0i (|p|)ω + b0i (|p|)
ω − p0 − iǫ =
a0i (|p|)
2π




































analytically, and ﬁnally the real part of the retarded self-energy is obtained:





































The Matsubara self-energy is obtained from the dispersion integral







a0i (|p|)ω + b0i (|p|)




















a0i (|p|)ω + b0i (|p|)
ω − iωp =+







































































The full Matsubara self-energy is obtained by summing the result from Eq. (E.41) over all
grid-points, adding extrapolation part from Eq. (E.41) and the constant M . Furthermore, the
compensation due to Eq. (E.35) has to be added.
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E.5 SEP3: Intuitive parametrization





+ ImΣR,SEP3, conts (p0,p) + ImΣ
R,SEP3, space
s (p0,p). (E.43)
The ﬁrst term was analyzed in Sec. E.3. Here, we concentrate on the continuum part
ImΣR,SEP3, conts (p0,p) =− Γcont(p)sgn(p0)χ[Eτ1 ,Eτ2 ](|p0|)×
× (p20 − (Eτ1 + Eτ2)|p0|+ Eτ1Eτ2), (E.44)
and the spacelike part




















ω − z . (E.46)
This type of integral can be solved analytically.
E.5.1 Retarded self-energy
We obtain the retarded expressions of the self-energy components by the usual integration,







ω − p0 − iǫ +
1
ω + p0 + iǫ
)
×
× (ω2 − (Eτ1 + Eτ2)ω + Eτ1Eτ2)
}
, (E.47)
is the form for the continuum term and






ω − p0 − iǫ (E.48)
for the spacelike contribution. In the dispersion integral for the real part of the retarded self-
energy, the integrals ∫
dω
1
ω − p0 = ln(ω − p0) (E.49)∫
dω
ω
ω − p0 =ω + p0 ln(ω − p0) (E.50)∫
dω
ω2
ω − p0 =
1
2
ω2 + p0ω + p
2
0 ln(ω − p0) (E.51)∫
dω
ω3







2 + p20ω + p
3
0 ln(ω − p0) (E.52)
appear. Thus, it is possible to derive an analytic expression for the retarded and advanced
self-energies ReΣR,SEP3, conts and ReΣ
R,SEP3, space
s .
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E.5.2 Matsubara self-energy
The continuation of the self-energy to the imaginary axis can be done with the dispersion integrals






ω2 + |ωp|2 (ω
2 − (Eτ1 + Eτ2)ω + Eτ1Eτ2) (E.53)
and








p2ω − ω3) (E.54)
for the continuum part and the spacelike part, respectively. As the integrands are odd for the
imaginary part of the Matsubara self-energy, one can see that ΣSEP3, conts and Σ
SEP3, space
s are
purely real on the imaginary axis. The integrals that enter in this calculation are∫
dω
ω
ω2 + |ωp|2 = ln(ω
2 + |ωp|2) (E.55)∫
dω
ω2










|ωp|2 ln(ω2 + |ωp|2) (E.57)∫
dω
ω4
ω2 + |ωp|2 =
ω3
3
+ |ωp|2ω − |ωp|3 arctan( ω|ωp| ). (E.58)
Thus, one can give explicit forms of the self-energy in the form of SEP3 on the real axis as well
as on the imaginary axis.
Appendix F
Calculation of NJL scattering
amplitudes
F.1 Useful formulas
We use the usual momentum labeling
p+ p1 −→ p′ + p′1 (F.1)
in the following, which is also applied to masses, spin, isospin, color of the scattering particles. We
chose a coordinate system where the z-component of p1, p′, and p′1 are parallel to the p-direction.
The Mandelstam variables
s = (p+ p1)
2 =(E + E1)
2 − p2 + p21 + 2pp1 cos θ1 (F.2)
t = (p− p′)2 =(E − E′)2 − p2 + p′2 − 2pp′ cos θ′ (F.3)
u = (p− p′1)2 =(E + E′1)2 − p2 + p′12 + 2pp′1 cos θ′1 (F.4)
in such a coordinate frame enter usually in the expressions for the scattering amplitudes. Some-





s2 +m4 +m41 − 2m2m21 − 2(m2 +m21)s
]
(F.5)
enters as well as the scattering angle in the same frame,














We now turn to the calculation of the diﬀerent scattering amplitudes used in this work.
F.2 Quark-antiquark scattering
It turns out that the scattering processes in Figs. 5.5 and 5.1 can be calculated together, just by




mH single meson exchange
.
Additionally, the intermediate amplitude that is DM for single meson exchange has to be replaced
by −2g when only the perturbative matrix element is required.
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according to the diagrams shown in Figs. 5.5(a) and 5.5(b). We want to calculate the spin-






































and can exclude each contribution where diﬀerent meson channels M1 and M2 mix. Thus, we see
























because of the diﬀerent products. As all quarks carry spin-, isospin-, and color-quantum numbers,
the matrix element squared depends on all spins s, all isospins i, and all color c. Due to the
structure of the vertices in the NJL model, we can decompose |M|2 in a way
|Mqq¯|2 = |Mss1s
′s′1
qq¯ |2 × |Mii1i
′i′1
qq¯ |2 × |Mcc1c
′c′1
qq¯ |2 (F.11)








































































The analysis of the expressions for the diﬀerent channels M lead to a factor of 1 for M = σ, and





+ 16(p1 · p∓m2)(p′ · p′1 ∓m2)|DM (s)|2
+ 16(p1 · p′1 ±m2)(p · p′ ±m2)|DM (t)|2
+ 4
[
p1 · pp′ · p′1 − p1 · p′p · p′1 + p1 · p′1p · p′









where the forms of DM and m have to be adapted to the diﬀerent diagrams.
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F.3 Quark-quark scattering
We calculate the quark-quark scattering amplitude for the perturbative NJL case and for the
one meson exchange at the same time, as it was discussed in the previous section. With the









which results from the diagrams shown in Figs. 5.5(c) and 5.5(d). The squared matrix element






























































while the considerations of isospin- and color-averaging are the same as in Sec. F.2. The ﬁnal




16(p′ · p∓m2)(p′1 · p1 ∓m2)|DM (t)|2
+ 16(p′1 · p±m2)(p′ · p1 ±m2)|DM (u)|2
+ 4
[
p′ · pp′1 · p′1 − p′ · p′1p · p1 + p′ · p1p · p′1









which similar to the result for qq¯-scattering.
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Appendix G
Expanded quark loop in static limit












M (iωe, iωq), (G.1)
where we discussed already that the function Π(d) has no contribution to the shear viscosity.
G.1 Meson loop Π(a)












ΓSLγ2MM (iωe + iωq,q;−iωq,−q)DM (iωq,q)×
× ΓSLγ2MM (−iωe − iωq,−q; iωq,q)DM (iωe + iωq,q), (G.2)
where we can write the Matsubara sum as a contour integral. We ﬁrst want to analyze the
quark triangles in static limit that enter in this expression. The full quark triangle diagram
Γγ2MM (p1; p2) is given by









2SH(iωk + iωp1 + iωp2 + µ,k+ p1 + p2)×




and its static limit is obtained in the limit of all external momenta going to zero. For simplicity,









[k2 −m2H ][(k + p)2 −m2H ]
− p2 kxky











[k2 −m2H ][(k + p)2 −m2H ]
− (p2 − 4m2H)
kxky
[k2 −m2H ]2[(k + p)2 −m2H ]
]
+ ex., (G.5)
The factors of kx and ky lead to many terms that are odd and vanish when integrating over
all 3-components of k. We can ﬁnd the remaining terms with a Feynman parameter trick. The
integrals in the previous equation are expressed as
kxpy








[(k − p2 )2 −m2H ][(k + p2 )2 −m2H ]
(G.6)
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(a) (b) (c)
Figure G.1: Integration contours for the meson loop contribution to the shear viscosity. The
contour C shown in (a) is deformed as it is shown in (b) and (c).
and
kxky









[l2 −m2 + p2x(1 − x)]
3
, (G.7)
where the leading-order dependency on external 3-momentum becomes manifest. For the static
limit, we just have to set all external momentum to zero in the integrand, and we get a result







































yDM (iωq,q)DM (iωe + iωq,q). (G.11)
We rewrite the Matsubara sum as a contour integral, and according to [115], we chose a special



















nB(z)DM (z,q)DM (iωe + z,q)
}
. (G.12)
The integral contour C is shown in Fig. G.1(a). When the integral contour is deformed according
to Figs. G.1(b) and G.1(c), we obtain integrations along the branch cuts of the two meson











ImDM (q0,q)DM (iωe + q0,q)
+DM (q0 − iωe,q)ImDM (q0,q)
}
. (G.13)
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We perform the analytical continuation to retarded external momentum iωq → p0 + iǫ, which
leads to












TDM(0,q)DM (p0 + iǫ,q)








ImDM (q0,q)DM (p0 + q0 + iǫ,q)
+DM (q0 − p0 − iǫ,q)ImDM (q0,q)
}}
. (G.14)
A more compact form is obtained by considering the symmetries of the bosonic Green’s functions
DM , thus the imaginary part reads




















ImDM (q0,q)ImDM (p0 + q0 + iǫ,q)
+ ImDM (q0 − p0 − iǫ,q)ImDM (q0,q)
}}
. (G.15)
After shifting the momenta and using the meson spectral function in the expression, we obtain


















[nB(q0)− nB(q0 + p0)] [ρM (q0,q)ρM (p0 + q0,q)]
}
, (G.16)

























The primes denote the derivatives with respect to the 0-momentum component of the function
arguments.
G.2 The contributions Π(b) and Π(c)




M (iω1, iω2) = Γ
SL




M (iω1, iω2) = Γ
SL
γ2Mγ2M (−iωq,−q;−iωe,0; iωq,q)DM (iωq.q). (G.19)

















in the same way as in Sec. G.1. The quantities Λ(b,c)M are real, constant numbers as in the case of
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where the contour C is around the bosonic Matsubara frequencies. The integrand has a branch cut
at the real axis, so we ﬁnd a situation that was already discussed in Fig. C.1. When we perform



















This expression is real and independent of the external momentum, hence the derivative of the
imaginary part is zero. We see that η(1) is the only contribution to shear viscosity in the given
approximation.
Appendix H
Calculation of the vertex dressing
H.1 Quark loop part
The quark loop part of the vertex in the Kubo formula for shear viscosity reads











(iωl + µ, l), (iωl + iωe + µ, l)
)
ΓM , (H.1)
where the integrand KijloopM is
KijloopM (k1, k2) =Tr
[
Γ ijη (k1, k2)S(k2)ΓMS(k1)
]
. (H.2)
In the further calculations, we suppress the 3-momentum argument since it is always equal to l
in all functions. The Matsubara sum over all frequencies iωl can be written as a contour integral













loopM (z + µ, z + iωe + µ), (H.3)
where the contour is around the fermionic Matsubara frequencies. For a deformation of the
contour, the singularities and nonanalyticities of the kernel in the complex plane have to be
speciﬁed. The two quark propagators and the fully dressed vertex (see Eq. (H.2)) are assumed
to have branch cuts for real arguments, thus there are branch cuts for
z = l0 and z = l0 − iωe, l0 ∈ R. (H.4)
A similar contour integral with the same structures in the complex z-plane was found in the
calculation of the polarization loop ΠM . We perform the same steps as they are shown in Fig.
C.3. This leads to the integral












+ nF (l0 + iǫ)K
ij
loopM (l0 + µ+ iǫ, l0 + iωe + µ+ iǫ)
− nF (l0 − iǫ)KijloopM (l0 + µ− iǫ, l0 + iωe + µ− iǫ)
+ nF (l0 − iωe + iǫ)KijloopM (l0 + µ− iωe + iǫ, l0 + µ+ iǫ)
− nF (l0 − iωe − iǫ)KijloopM (l0 + µ− iωe − iǫ, l0 + µ− iǫ)
}
. (H.5)
The periodicity of nF for imaginary arguments lead to the expression













+KijloopM (l0 + µ+ iǫ, l0 + iωe + µ)
−KijloopM (l0 + µ− iǫ, l0 + iωe + µ) +KijloopM (l0 + µ− iωe, l0 + µ+ iǫ)
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where we could eliminate all inﬁnitesimal imaginary parts iǫ where the limit ǫ→ 0 was continuous.
The integration variable l0 can be shifted by µ,











nF (l0 − µ)
{
+KijloopM (l0 + iǫ, l0 + iωe)
−KijloopM (l0 − iǫ, l0 + iωe) +KijloopM (l0 − iωe, l0 + iǫ)
−KijloopM (l0 − iωe, l0 − iǫ)
}
, (H.7)














nF (l0 − µ)
{
+KijloopM (l0 + iǫ, l0 + q0 + iǫ)
−KijloopM (l0 − iǫ, l0 + q0 + iǫ) +KijloopM (l0 − q0 − iǫ, l0 + iǫ)
−KijloopM (l0 − q0 − iǫ, l0 − iǫ)
}
. (H.8)
In the end, we split the vertex into a vacuum and a medium part with the usual trick (see appendix














1− nF (l0 + µ)
][
KijloopM (−l0 + iǫ,−l0 + q0 + iǫ)
−KijloopM (−l0 − iǫ,−l0 + q0 + iǫ) +KijloopM (−l0 − q0 − iǫ,−l0 + iǫ)
−KijloopM (−l0 − q0 − iǫ,−l0 − iǫ)
]
+ nF (l0 − µ)
[
KijloopM (l0 + iǫ, l0 + q0 + iǫ)
−KijloopM (l0 − iǫ, l0 + q0 + iǫ) +KijloopM (l0 − q0 − iǫ, l0 + iǫ)
−KijloopM (l0 − q0 − iǫ, l0 − iǫ)
]}
. (H.9)
This is the ﬁnal result, the retarded vertex contribution as a function of the external real mo-
mentum q0.
Summation of the bare vertex
An important issue is the special case of the RPA-like summation of fermion loops in the Green-
















liγjS(iωl + µ, l)ΓMS(iωl + iωe + µ, l)
]
(H.10)
at their ends. This is exactly the quark loop part of the vertex iteration formula, with the
diﬀerence that the bare vertex from the Green-Kubo relation enters in the expression and not
the fully dressed one. It is easy to show that this Feynman diagram element is equal to zero. For
M = πa, the Pauli matrices in isospin space lead to a vanishing trace in the integrand. The scalar
channel is also equal to zero since the integrand is odd in li due to the factor from the energy-
momentum tensor. That means that only the single quark loop contributes to the viscosity if the
vertex equation is truncated to the ﬁrst two diagrams.
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(a) (b) (c)
Figure H.1: Integration contours for the one-meson part of the viscosity vertex. (a) is the rewritten
Matsubara sum involving the contour C, which is deformed in (b) in order to arrive at the ﬁnal
form (c).
H.2 One-meson part
The one-meson part of the vertex iteration equation reads









Kij1 mesonM ((iωl+iωp2 +µ,p+ l), (iωl, l), (iωl+iωp1 +µ,p+ l)),
(H.11)
where the integrand is deﬁned by the equation
Kij1 mesonM (k1, k2, k3) =Γ
ij
η (k1, k3)S(k1)ΓMDM (k2)ΓMS(k3). (H.12)
As usual, we rewrite the summation over the bosonic Matsubara frequencies as a contour integral,














×Kij1 mesonM ((z + iωp2 + µ,p + l), (z, l), (z + iωp1 + µ,p + l))
}
. (H.13)
The 3-momentum arguments of the kernel will not change in the whole calculation, thus we
suppress them for simplicity in the rest of the section. The integration path of the variable z can
be deformed depending on the structure of the kernel. There are three propagators with diﬀerent
arguments in the integrand, each of them has a branch cut on the real axis. The condition can
be written as
z + iωp2 ∈ R or z ∈ R or z + iωp1 ∈ R, (H.14)
thus we have a situation as it is shown in Fig. H.1. We deform the integration contour as it is
indicated in Figs. H.1(b) and H.1(c), which leads to the expression














Kij1 mesonM (l0 + iωp2 + µ, l0 + iǫ, l0 + iωp1 + µ)
−Kij1 mesonM (l0 + iωp2 + µ, l0 − iǫ, l0 + iωp1 + µ)
]
+ nB(l0 − iωp1)
[
Kij1 mesonM (l0 + iωp2 − iωp1 + µ, l0 − iωp1 , l0 + µ+ iǫ)
−Kij1 mesonM (l0 + iωp2 − iωp1 + µ, l0 − iωp1 , l0 + µ− iǫ)
]
+ nB(l0 − iωp2)
[
Kij1 mesonM (l0 + µ+ iǫ, l0 − iωp2 , l0 + iωp1 − iωp2 + µ)
−Kij1 mesonM (l0 + µ− iǫ, l0 − iωp2 , l0 + iωp1 − iωp2 + µ)
]}
. (H.15)
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The continuity of the Bose distribution functions and the propagators for complex arguments have
already been implemented (see Sec. H.1 for details). We use the relation (B.6) to eliminate the
fermionic Matsubara frequencies in the arguments of the Bose distribution functions and arrive
at














Kij1 mesonM (l0 + iωp2 + µ, l0 + iǫ, l0 + iωp1 + µ)




Kij1 mesonM (l0 + iωp2 − iωp1 + µ, l0 − iωp1 , l0 + µ+ iǫ)




Kij1 mesonM (l0 + µ+ iǫ, l0 − iωp2 , l0 + iωp1 − iωp2 + µ)
−Kij1 mesonM (l0 + µ− iǫ, l0 − iωp2 , l0 + iωp1 − iωp2 + µ)
]}
. (H.16)
We ﬁrst perform the analytic continuation for the external momentum p1, and then the continu-
ation p2. This leads to the retarded vertex contribution















Kij1 mesonM (l0 + iωp2 + µ, l0 + iǫ, l0 + iωp1 + µ)




Kij1 mesonM (l0 + p
0
2 − p01 + µ+ iǫ, l0 − p01 − iǫ, l0 + µ+ iǫ)
−Kij1 mesonM (l0 + p02 − p01 + µ+ iǫ, l0 − p01 − iǫ, l0 + µ− iǫ)
+Kij1 mesonM (l0 + µ+ iǫ, l0 − p02 − iǫ, l0 + p01 − p02 + µ− iǫ)
−Kij1 mesonM (l0 + µ− iǫ, l0 − p02 − iǫ, l0 + p01 − p02 + µ− iǫ)
]}
. (H.17)
The splitting of the l0-integral yields the identiﬁcation of the vacuum part and the medium part.
This procedure, which is analog to the calculation in Sec. H.1, leads to the ﬁnal equation















Kij1 mesonM (−l0 + µ+ iǫ,−l0 + iǫ,−l0 + q0 + µ+ iǫ)
−Kij1 mesonM (−l0 + µ+ iǫ,−l0 − iǫ,−l0 + q0 + µ+ iǫ)
− nB(l0)
[
Kij1 mesonM (l0 + µ+ iǫ, l0 + iǫ, l0 + q0 + µ+ iǫ)
−Kij1 mesonM (l0 + µ+ iǫ, l0 − iǫ, l0 + q0 + µ+ iǫ)
]
− [1− nF (l0)]
[
Kij1 mesonM (−l0 − q0 + µ+ iǫ,−l0 − q0 − iǫ,−l0 + µ+ iǫ)
−Kij1 mesonM (−l0 − q0 + µ+ iǫ,−l0 − q0 − iǫ,−l0 + µ− iǫ)
+Kij1 mesonM (−l0 + µ+ iǫ,−l0 − iǫ,−l0 + q0 + µ− iǫ)




Kij1 mesonM (l0 − q0 + µ+ iǫ, l0 − q0 − iǫ, l0 + µ+ iǫ)
−Kij1 mesonM (l0 − q0 + µ+ iǫ, l0 − q0 − iǫ, l0 + µ− iǫ)
+Kij1 mesonM (l0 + µ+ iǫ, l0 − iǫ, l0 + q0 + µ− iǫ)
−Kij1 mesonM (l0 + µ− iǫ, l0 − iǫ, l0 + q0 + µ− iǫ)
]}
. (H.18)
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(a) (b) (c)
Figure H.2: Integration contours for the two-meson contribution to the viscosity vertex. The
Matsubara sum over iωk in Eq. H.19 is written as the integration along the contour C in (a).
The contour is deformed as it is shown in (b) and (c).
The medium part consists of the terms proportional to the distribution functions nB and nF .
H.3 Two-meson part
The last diagram in the vertex equation involves two mesons,


















Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − iωk + µ, i− ωl + iωp2 + µ)×
×K2 mesonsM1M2(iωk + iωp1 , iωk + µ, iωk + iωp2)
}
. (H.19)
The two functions in the integrand Λij2 mesonsM1M2 and K2 mesonsM1M2 are
Λij2 mesonsM1M2(k1, k2, k3) = Tr
[




K2 mesonsM1M2(k1, k2, k3) = DM1(k1)ΓM1S(k2)ΓM2DM2(k3). (H.21)
We want to proceed in the same way as we did for the other vertex contributions: we start
with the formulation of one of the Matsubara sums as a contour integral. If we do this with the
summation over the fermionic Matsubara frequencies iωk, the result is



















Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − zk + µ, iωl + iωp2 + µ)×
×K2 mesonsM1M2(zk + iωp1 , zk + µ, zk + iωp2)
}
. (H.22)
The integration contour can be deformed in the complex zk-plane. The integrand has four diﬀerent
branch cuts due to the diﬀerent propagators S1 and DM . The situation is sketched in Fig. H.2(a),
including the poles of nF (zk) and the integration contour C. If the contour C is deformed in a
way that is shown in Figs. H.2(b) and H.2(c), we obtain an integral along the lines parametrized
by the formulas
C1,2(k0) =k0 + iωl ± iǫ C3,4(k0) =k0 ± iǫ
C5,6(k0) =k0 − iωp1 ± iǫ C7,8(k0) =k0 − iωp2 ± iǫ
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for k0 ∈ R. This leads to the sum

















nF (k0 + iωl)
[
K2 mesonsM1M2(k0 + iωl + iωp1 , k0 + iωl + µ, k0 + iωl + iωp2)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ,−k0 + µ− iǫ, iωl + iωp2 + µ)
−K2 mesonsM1M2(k0 + iωl + iωp1 , k0 + iωl + µ, k0 + iωl + iωp2)×




K2 mesonsM1M2(k0 + iωp1 , k0 + µ+ iǫ, k0 + iωp2)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − k0 + µ, iωl + iωp2 + µ)
−K2 mesonsM1M2(k0 + iωp1 , k0 + µ− iǫ, k0 + iωp2)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − k0 + µ, iωl + iωp2 + µ)
]
+ nF (k0 − iωp1)
[
K2 mesonsM1M2(k0 + iǫ, k0 − iωp1 + µ, k0 − iωp1 + iωp2)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − k0 − iωp1 + µ, iωl + iωp2 + µ)
−K2 mesonsM1M2(k0 − iǫ, k0 − iωp1 + µ, k0 − iωp1 + iωp2)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − k0 − iωp1 + µ, iωl + iωp2 + µ)
]
+ nF (k0 − iωp2)
[
K2 mesonsM1M2(k0 − iωp2 + iωp1 , k0 − iωp2 + µ, k0 + iǫ)×
× Λij2 mesonsM1M2(iωl + iωp1 + µ, iωl − k0 − iωp2 + µ, iωl + iωp2 + µ)
]}
. (H.23)
This is the result for the ﬁrst Matsubara sum, where one can simplify the distribution functions
nF (k0 + iωl) = nF (k0), nF (k0 − iωp1) = −nB(k0), nF (k0 − iωp2) = −nB(k0). (H.24)

















One can estimate that the number of branch cuts in the complex plane of zl is more complex than
for zk, which was shown in Fig. H.2. Indeed, there are ﬁve branch cuts in the whole integrand,
which results in a sum of integrals along the curves
C1,2 =l0 − iωp1 ± iǫ C3,4 =l0 + iωp1 ± iǫ
C5,6 =l0 − iωp2 ± iǫ C7,8 =l0 + iωp2 ± iǫ
C9,10 =l0 ± iǫ. (H.26)
for real l0. If one wrote down this sum explicitly, one would end up with a sum of 80 terms, a
formula that is ten times longer than Eq. (H.23). We stop the calculation at this point. The
complete derivation of the retarded two-meson contribution to the shear viscosity vertex would
additionally require the analytical continuation of the two external momenta p1 and p2.
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