Abstract-Traffic density in wireless networks is time-and space-varying as users move from one area to another. For example, the majority of traffic stays in residential areas in the early morning and late evening; but moves to business or commercial areas in daytime. Therefore, it is challenging to efficiently locate base stations during network planning stage, due to the time-varying traffic distribution. Base stations vary from highly congested to seldom utilized depending on time. However, measurement studies show that the movement of the traffic density is highly predictable, and the traffic always travel along similar routes among different parts in a city or town during one day or over a week. Therefore, we introduce the traffic-tracing gateway (TTG), which acts as the base station that tracks the movement of the traffic. Given the traffic distribution of a period, we design an algorithm to determine the optimal trajectories of TTGs that can cover the maximum traffic. Our solution framework can optimally deploy TTGs in the congested areas to provide better coverage and relieve congestion. Our simulation studies based on realistic user mobility show that TTGs can result in significant improvement over fixed infrastructure based network across multiple metrics in multiple scenarios.
I. INTRODUCTION
Good network planning is important to balance between two goals: 1) to provide good service to meet traffic demand; and 2) to reduce the deployment cost. However, network planning is challenging in wireless networks, due to the temporal and spatial variance of traffic demand. For instance, it was shown in [1, 2] that traffic demand changes over time primarily due to temporal variation in user mobility; the maximum demand can be more than double of the minimum at the same area.
Fortunately, detailed analysis of the traffic distribution shows that the traffic changes are not random, but have a high predictability [3] . Users and consequently the traffic generated by them usually have fixed patterns of movement during a day or a week. For example, the data from the cellular network in a city [1, 2, 4] indicate that in the early morning or at night, a large amount of traffic is generated in the residential areas; during the working hours, the majority of the traffic stay in the business or commercial areas; and in the evening, the traffic spreads in restaurants or shopping malls. Similarly, the data from the WiFi network in a university setting [5, 6] show that high workload appears in the coverage of different access points during specific time periods according to the building types (e.g., academic, residential). In the early morning or during holidays, most traffic is in the residential buildings; during the schooltime, the majority of the workloads remains in the academic buildings; and during lunch or dinner time, access points in restaurants and cafes are congested. Therefore, despite the significant traffic variance in one area, the traffic movement patterns among multiple areas in a city or within a campus have a high degree of predictability.
Based on the observation of the stability of the traffic mobility patterns, we introduce a new component into wireless networks, called traffic-tracing gateway (TTG), which can move around in response to the change in the traffic demand. In the TTG system, the fixed network architecture provides the basic coverage and wireless resource most of the time. When a large amount of user traffic moves into a specific area, TTGs serve the additional traffic to relieve congestion. In order to efficiently re-utilize TTGs, the TTGs trace the traffic across space and time. Because traffic demand has high predictability, it is possible to derive the optimal trajectories, given the traffic distribution at different locations and at different time periods.
A base station logically has two interfaces, one connecting to the backbone network (backbone interface) and the other connecting to the customer devices (access interface). Those two interfaces typically do not interfere to avoid performance degradation. The fixed base stations often have wired connection and consequently these backbone interfaces have no interference with the wireless access interface. However, both interfaces of TTGs are wireless interfaces to support mobility, and thus need to operate on different spectrums with different technologies. Therefore, a heterogeneous wireless network is the natural choice.
Today, various wireless networks coexist, including WiFi, 2G, 3G, WiMAX and LTE networks. WiFi has become the standard wireless access technique for most laptops or smartphones, and provides the low-cost network access; the cellular access provides the constant and reliable connection; WiMAX operates on the spectrum of higher frequency, and provides larger coverage and higher throughput; and LTE Advanced is the latest mobile network technology, and is designed to provide high-speed transmissions for future applications. In the context of TTGs, the access interface usually has a small transmission range for efficient spectrum reuse and a relatively low cost. The backbone interface needs larger transmission range and higher capacity to support TTGs. Therefore, given the access interface, multiple wireless techniques can serve as the backbone interface. For example, TTGs can be equipped with WiFi or cellular as the access interface, and WiMAX or LTE Advanced with directional antennas as the backbone interface. Note that TTGs are typically more sophisticated than a typical cellular user. TTGs can have higher transmission power, larger antennas, and multiple/diretional antennas. Therefore, they can utilize wireless backhaul link much more efficiently. Figure 1 illustrates the idea of TTGs. In the figure, A, B, C, and D are traditional base stations forming the basic network architecture with wired backhaul connections. The TTG moves along the predesigned trajectory in response to the changes in the traffic distribution and serves the congested traffic in different areas at different time, as shown in Figure 1 . The TTG connects to the mobile switching center through wireless backhual. Our goal is to find optimal trajectories for TTGs that trace the traffic. We will also address practical concerns where one cannot afford dedicated TTGs. The rest of the paper is organized as follows. In Section II, we define the problem of finding optimal TTG trajectories, given the traffic distribution. Section III describes a dynamic programming based solution, and its practical extensions. The performance evaluation is presented in Section IV in multiple scenarios. We discuss the related work in Section V, and conclude in Section VI.
II. PROBLEM DEFINITION
The focus of this paper is to introduce a new component, TTG, to supplement the existing fixed network architecture. We focus on determining the TTG trajectories according to the traffic density distribution. In general, the TTGs are located in the areas where the traffic density is high, and move to the next position when the traffic density changes.
A. TTG Constraints
Without loss of generality, suppose the wireless network is designed to cover a rectangular area, where the location of TTG i is [x i (t), y i (t)] at time t, and 0 ≤ x i (t) ≤ X and 0 ≤ y i (t) ≤ Y . We consider the following two constraints: 1) Speed: The TTG is usually located on a car or a bus, which has a speed limit S. Suppose the derivative of
Then, without any constraint on the mobility patterns or directions,
2) Transmission Range: The backbone interface of the TTG is designed to always have connection to the central base station within the area X × Y . The access interface, which is designed to communicate with customer devices, usually has a transmission range constraint R, i.e., the coverage of the access interface is a circle C i with the center [x i (t), y i (t)] and radius R. At anytime t, traffic generated at
B. Formulation
We aim to design the optimal TTG trajectories within a given time period T , which could be a day, a week, or longer, given the traffic density function f (u, v, t) that indicates the traffic density at position [u, v] at time t, 0 ≤ t ≤ T . Considering the time-dimension, the complete traffic distribution model becomes three dimensions X × Y × T , as shown in Figure 2 ( Figure 2 is an illustration and is not scaled). In this model, the coverage of a TTG i is illustrated as C i ([x i (t), y i (t)]). For any time t, i.e., on the plane t in the 3D space, the projected area of C i is a circle defined in Eq. (2) . For a traditional fixed base station, i.e., [
is a cylinder, marked as Fixed Base Station in Figure 2 . However, due to the movement of TTG i, C i ([x i (t), y i (t)]) becomes twisted, marked as TTG in Figure 2 .
If we have N TTGs, the total coverage of those TTGs is the union of all C i ,
Therefore, designing the optimal TTG trajectories is equal to covering as much traffic as possible into D. Some wireless network measurement studies [1, 2, 5, 6] provide the traffic distribution function f (u, v, t). In this model, we suppose that f (u, v, t) is known as the input. Then the objective function of the optimization problem is,
where the optimization is taken over all possible trajectories (D is the decision variable), and Eq. (1) and (2) are constraints of the objective function of Eq. (4). 
Traffic covered by all TTGs at time h V ( x, y, h)
Maximum traffic covered by TTGs from h to nt
Maximum traffic covered from t to T , from [x, y, t]
III. ANALYSIS AND SOLUTION
The optimization problem is complex, because in the objective function of Eq. (4): (a) f (u, v, t) is not necessarily linear or convex, but can be any type of functions; and (b) D is not a function of integral variables u or v, but the integral domain defined by [x i (t), y i (t)]. In order to solve this complex problem, we employ dynamic programming.
Dynamic programming solves a complex problem by breaking it down into simpler subproblems in a recursive manner. In this problem, we discretize the TTG trajectories across time. We divide time T into small intervals, T = n t δt, and find the optimal locations at each time interval t that optimize the overall system performance. In order to find the solution in the discrete model, we also discretize the other two dimensions into small intervals X = n x δx and Y = n y δy, and δx = δy = S * δt.
In this discrete model, we define two index variables.
•
• I(k, l, h): the index variable indicating whether point
Based on the index variables, we can derive the objective function in the discrete format as:
where f (k, l, h) is the discrete format of f (u, v, t), which can be considered as
and
indicate the coordinates of each TTG. In order to break the problem in a recursive manner, we introduce two important definitions based on [ x(h), y(h), h].
• F ( x, y, h): the traffic density covered by N TTGs located at positions [ x, y] and time slot h,
Given f (k, l, h), F ( x, y, h) is available by the summarization for any [ x, y, h].
• V ( x, y, h): the maximum traffic TTGs can cover from h to n t , if they start moving from [ x, y]. Obviously the boundary condition is
V ( V ( x, y, 1) = Ω.
The dynamic programming based solution starts searching the optimal locations V ( x, y, h) of TTGs from time slot n t to time slot 1 with the boundary condition V ( x, y, n t ). For each step h, we have obtained V ( x, y, h + 1) for any [ x, y] from the previous step, and derive the V ( x, y, h) according to the following analysis.
A. Analysis for the Recursive Method
are the feasible movements of N TTGs at time h. Since δx = δy = S * δt, dx i (h) = 1, −1 or 0 and dy i (h) = 1, −1 or 0 in the discrete model. According to the definition, V ( x, y, h) should be the maximum value of the sum of F ( x, y, h) and
where o(1) is the higher-order infinitesimal of the discrete increment 1 of h. Since x and y are vectors, the derivatives of V ( x, y, h) over x and x are
When δt → 0 in theory or δt is small enough in the practical system, we can find the derivative of V over h as
With the calculation of ∂V ∂h in Eq. (13), and the boundary condition in Eq. (10), one can obtain V ( x, y, 1) by
However, the value of
∂yi dy i guarantees TTGs move to the optimal positions from h + 1 to h.
Since the definition of F ( x, y, h) already contains the constraint of Eq. (2) 
The constraint of Eq. (15) is for each individual TTG. Two TTGs do not have speed correlation to each other. Therefore,
So we focus on this smaller optimization problem max dxi,dyi
The key of this smaller linear optimization problem is to find ∂V ∂xi and ∂V ∂yi , which can be derived numerically. Suppose we have known V ( x, y, h + 1) for any [ x, y] . Then according to the definition, the left and right derivatives of
Since the left and right derivatives are not necessarily equal, the value of dx * i depends on four cases according to the values of
When the left and right derivatives are equal, the solution is simpler, and the equal case has been covered by two cases above, Eq. (20) x, y, h ) from the definition of the derivative. P (x, y, t) on line 9 stores the optimal movement of time h, or the position of time (h+1), if the current position is [ x, y]. Obviously, the initial value of P ( x, y, n t ) on line 1 is trival since the TTG will not move anymore at time n t . After obtaining ∀[ x, y], V ( x, y, 1), line 10 and 11 derive Ω and the corresponding optimal starting point [ x * (1), y * (1)] according to Eq. (11) . From [ x * (1), y * (1), we can search P ( x, y, h),
return Ω, and [ x * (t), y
which stores the optimal movement, to obtain the optimal path on line 12 and 13. The model and the algorithms determine the optimal trajectories of TTGs. However, in real networks, it is impossible and unnecessary to implement all base stations as TTGs. When there is a combination of fixed base stations and TTGs, the model needs minor modifications to account for two cases. The first case is when we supplement TTGs to an existing wireless networks. The fixed base stations in the network have been constructed already, and cannot be re-located to new positions. For those pre-located fixed base stations, the constraint of Eq.
(1) is replaced by x i (t) = x i and y i (t) = y i , where [x i , y i ] is the geometry coordinate of a pre-located fixed base station. The second case is when we design a new network. Although the fixed base stations cannot move, we can choose the optimal positions for them. In this case, the constraint of Eq. (1) for the fixed base stations becomeṡ
With these modifications, the fixed base stations can also be considered as TTGs, and either have fixed positions or have speed as 0.
C. Extension for Limited TTG Capacity
The previous analysis is based on an assumption that the TTG has unlimited capacity. So, in Eq. (9), as long as a point [k, l, h] is in the coverage of any TTG, this TTG is able to forward the traffic from this point to the destination with acceptable delay and packet loss rate. However, TTGs are not always capable of forwarding all traffic generated within their coverage, and multiple TTGs need to cooperate to serve customers in a highly congested area. The cooperation among multiple TTGs to forward traffic is inevitably related to the routing strategy for the load balancing. For example, the coverage of two TTGs is shown in Figure 3 . Areas A and C are separately covered by TTGs 1 and 2, and area B is covered by both. Suppose the capacity of a TTG is M , and the traffic requirements from areas A, B and C are r A = M/4, r B = M/2, and r C = M . Ideally, if TTG 1 serves the traffic from areas A and B, and TTG 2 serves the traffic from C, the network is able to meet all the demand. However, if the traffic from area B is routed to TTG 2, part of the traffic from area C exceeds the capacity of TTG 2 and suffers performance degradation. Therefore, in order to achieve the optimal results, we have to choose the optimal routing strategy to achieve load balancing.
With the consideration of load balancing, we modify the definitions in Eq. (9) for TTGs with limited capacity. The discrete model provides the feasibility for the numerical analysis for TTGs with limited capacities. Based on the discrete format, we introduce a i (k, l, h) which indicates the fraction of the traffic from point [k, l] is forwarded by TTG i at time interval h,
With the optimal routing strategy for the load balancing, F ( x, y, h) should be the maximum traffic covered by N TTGs, if their positions are [ x, y] at time interval h. Therefore,
such that:
where a i (k, l, h) is the decision variable, and M i is the capacity of TTG k. The constraint of Eq. (27) limits the total fraction of forwarded traffic not to exceed 1; the constraint of Eq. (28) shows that the traffic served by a TTG cannot exceed its capacity; and the constraint of Eq. (29) indicates that the traffic can be forwarded by a TTG, if this point is in its coverage, where J i (k, l, h) is the index function defined in Eq. (5).
With known J i (k, l, h) and M i , the optimization problem of Eq. (26) with constraints of Eq. (27) to (29) can be easily transferred as a linear optimization problem, which can be solved with some efficient algorithms and tools [7, 8] .
The proposed algorithms have high complexity. By adjusting the discrete unit, δt, it covers all granularities of the solution, and finds the good balance between the computation complexity and system performance. Additionally, this complex computation is not required in real time, but required when a network is newly constructed or updated. The TTG trajectories depend on the movement of the traffic density f (k, l, h), which seldom vary significantly within a short time. Normally, we expect the optimal TTG trajectories need to be updated every few months. Therefore, the high complexity of the algorithm is not an obstacle.
IV. SIMULATION ANALYSIS
In this section, we compare the performance of the TTG system with the traditional system under different scenarios. Through the performance comparison of the first two scenarios, we show the improvement by TTGs, and analyze some factors influencing the performance. In the third scenario, we apply TTGs to a practical environment, and discuss the feasibility and the economical way to deploy TTGs in real networks.
A. Simulation Setup
The simulation testbed is implemented in Qualnet [9] . In the first two scenarios, the size of the simulation area is 5000×5000 square meters. In the third scenario, the simulation area is as shown in the map of Figure 10 . In the simulation, we focus on the WiFi traffic demand, so TTGs are equipped with the WiFi interfaces as the access interface, and 3G interfaces (High-Speed Downlink Packet Access) as the backbone interface. The WiFi access points have the transmission range limits, while the 3G network has ubiquitous coverage in the simulation area. These two interfaces utilize the default protocols at physical and link layers. In the network layer, we use AODV [14] , which routes packets within the heterogeneous network. In order to simplify the analysis in the simulation, all of the traffic at the application layer is the constant bit rate (CBR) over UDP. Since UDP is different form TCP and there is no congestion control and retransmissions, CBR applications enables us to clearly compare the system performance in terms of throughput, delay and packet loss rate. In all figures, the xaxis is the CBR rate of one traffic generators, and the minimum CBR rate on the x-axis is not zero to obtain the valid values of packet loss rate and delay. In each simulation scenario, different numbers of traffic generators and base stations may exist for comparison purpose.
B. Scenario 1: Supplementing an Existing Network with TTGs
This scenario simulates the urban WiFi network in [1] that consists of three areas "Transit", "Commercial", and "Residential" parts in the city. In each area, we have two fixed base stations. One TTG moves along the optimal trajectory derived from Algorithm 1. The traffic generators can be classified as fixed and mobile. There are three fixed traffic generators, each of which stays inside one area, and three mobile traffic generators that move among three areas. In those figures, we compare the system performance with fixed base stations only (NO-TTG), and the system with both fixed base stations and TTGs (TTG). Figure 4 shows significant improvement of the system throughput. The major contributions of TTGs come from two aspects. First, in the NO-TTG system, during the movement from one part to another, the customer devices have weak or no connections to the fixed base stations. In the TTG system, TTGs move with the change of the traffic density, and provide much better connections, which improve the throughput. Second, when a large amount of traffic moves into one area, TTGs help fixed base stations to relieve the traffic congestions. The additional resource improves throughput, packet loss rate, and delay. Figure 5 shows that the packet loss rate of the TTG system is much lower than that of the NO-TTG system. Two reasons result in the packet loss in the system, the transmission failure due to the poor wireless link quality and the buffer overflow due to the high CBR rates. Without TTGs, the weak connections during the movement from one area to another results in the packet loss rate around 15%. In comparison, TTGs provide much better coverage, and keep the packet loss rate at 0%, while the packet loss rate of the NO-TTG system reaches up to 40%. When the CBR rate is high, a large number of packets in NO-TTG system are dropped due to the buffer overflow, since CBR keeps transmitting packets without considering any other flows or congestion control. The packet loss rate is much lower in the TTG system, since it allocates more resources in the congested areas. Figure 6 shows the average end-to-end packet delay at the application layer. Due to the better coverage and congestion relief, the packet waiting time in the buffer is much less in the TTG system. One unexpected observation is that the delay of the NO-TTG system increases very slowly after a critical CBR rate. The reason is that the calculation of average end-to-end delay is based on the packets successfully received. Higher and higher CBR rates result in higher loss rate, i.e., packets are never delivered. Therefore, the average delay does not increase significantly. In order to understand the performance comparison in a wide range, we enable the CBR rate to increase to a very high level, which may not happen in the real scenarios.
During the simulation, we found that the load balancing is essential to the system performance. First, as the discussion in Section III-C, we need to appropriately choose the routing strategy for load balancing, which enable TTGs to achieve high throughput. Second, other metrics, such as delay and packet loss rate, require good load balancing solution. For example, in Figure 3 , if r A = r B = M/4 and r C = M/2, TTG 2 can serve r B and r C while TTG 1 serves r A . But this strategy leads to higher delay and packet loss rate of traffic from areas B and C. The optimal solution is that TTG 1 serves r A and r B , and TTG 2 serves r C . Significant amount of work has studied load balancing among multiple overlapping base stations. Therefore, the TTG system can employ the exiting algorithms and solutions [10, 11] .
C. Scenario 2: Different Percentage of TTGs
The above comparison shows the significant performance improvement, but the TTGs are additional resources. In this section, the scenario is similar to Section IV-B, but we keep 10 base stations including both fixed base stations and TTGs, and gradually substitute the fixed base stations with TTGs. We compare the performance as a function of the percentage of TTGs in the system. Figure 7 shows the throughput comparison based on different percentage of TTGs. First, more TTGs (40%) enable the system to allocate base stations closer to the traffic sources, which makes the wireless link capacity much higher than that in the system with less (20%) or no TTGs. In addition, more TTGs provide more consistent service according to the distribution of the traffic density at any time. So the system throughput improvement is better with the higher percentage of TTGs. Figure 8 and Figure 9 show the packet loss rate and average end-to-end delay. The system with higher percentage of TTGs undoubtedly has lower packet loss and delay. Similar to the case in Figure 6 , when the throughput is far from the system capacity, the packet loss rate is low and the delay increases according to the CBR rate. However, when the throughput is close to the maximum system capacity, the packet loss rate is high, and the delay flattens. Comparing the CBR rates at which various systems reach their limits, we find that the upper bound of the system performance with more TTGs is much higher than that of the system without TTGs.
In the performance comparison of this section, we only choose two percentages, 20% and 40%, since we find that the improvement of the system performance does not linearly increase with the percentage of the TTGs. The ratio significantly depends on the traffic distribution. In this scenario, the system needs some base stations to statically stay in a area to serve the fixed traffic. When the percentage of TTGs increases further, part of the optimal TTG trajectories are exactly inside an area with very low mobility. Therefore, the performance improvement does not obviously change even with higher percentage. For example, the upper bound of the system throughput, with 100% of TTGs, is only 10% higher than that of 40% of TTGs. In general, the number of TTGs in a system is an important design parameter. There exists a balance between network performance and operational complexity.
D. Designing TTG Deployment for City of Davis
In the real systems, it may be too costly to allocate TTGs on dedicated vehicles. It is more economical to utilize the public transportation vehicles to carry TTG devices. However, those buses or shuttles cannot exactly follow the optimal trajectories obtained by the algorithms. Fortunately, as long as the bus/shuttle trajectories are approximately close to the optimal trajectories, the system performance is still good. For example, with 100˜200 meters of the transmission radius of TTGs' access interface, the system performance is similar if a TTG moves along one street or another that is a block away. In order to assess the feasibility of deploying TTGs in the real system, and compare the performance of those sub-optimal trajectories with the optimal ones, we consider a practical TTG deployment scenario in the city of Davis, CA.
We obtain the distribution of access points in Davis from wigle [12] . Rather than considering the whole city, we focus on five areas, which have much higher density of access points, as shown in Figure 10 . Three of them are residential areas, one is downtown and one is campus. In order to cover the traffic moving between these three residential areas and downtown/campus, three TTGs follow the optimal trajectories to provide better coverage and congestion relief. To compare with those TTGs, we select three bus routes from 14 routes of UNITRANS in Davis, route J, route L and W [13], as shown in Figure 10 . Figure 11 to Figure 13 shows the throughput, packet loss rate and delay of multiple cases. NO-TTG stands for the traditional system without TTGs; Optimal stands for the system with three TTGs following the optimal trajectories; and 1Bus stands for the system that has one bus each route that serves as a TTG. Due to the sub-optimal trajectories, the performance of 1Bus is lower than Optimal. In order to reach the comparable performance, we have one more case, 3Bus, which still has 3 bus routes but each route has 3 buses working as TTGs (The Bus system in Davis provides public transportation service to the entire city with 49 buses on 14 routes).
Figures 11 shows the throughput comparison among different cases. Compared with NO-TTG, all of the other three cases have shown the great improvement. The difference between Optimal and 1Bus shows the benefits of the optimal trajectories over the sub-optimal. Those bus routes are closed curves on the map, and buses move along those loops with much shorter periods, such as one or two hours, compared with the period of the traffic density change, such as one day. Therefore, buses cannot always stay in the areas with higher traffic density, and cannot provide the best results. The result of 3bus is comparative or even better than the Optimal, since one or more buses in a route always appear in the congested areas. When one bus moves out of the congested area, another one moves in and substitutes its place. In addition, since more TTGs serve traffic in both congested and non-congested areas, the result of 3Bus is better. However, the cost of 3Bus is much higher, 9 TTGs totally, than that of Optimal, 3 TTGs in total. Figure 12 shows the improvement of the packet loss rate of those TTG systems, 1Bus, 3Bus and Optimal. Similar to the result of the throughput, the packet loss rates of Optimal and 3Bus are close. But the packet loss rates of 1Bus and NO-TTG are around 6% and 8% even when the CBR rate is low. The reason is the same as discussed in Figure 5 that 1Bus and NO-TTG cannot provide the full coverage, and some packets are dropped, especially when the customers move from "Residence" to "Downtown" or campus. Figure 13 shows the end-to-end delay improvement among different cases. Two reasons reduce the average delay of the TTG system: (1) the capacity of the wireless links between TTGs and customer devices is usually higher than that between fixed base stations and customer devices, due to shorter transmission distance; and (2) during the congestion, TTGs can shunt traffic resulting in the shorter waiting time in the buffer. One unexpected scenario is that the delay of 3Bus is much higher than that of Optimal at one CBR rate, which is even far from the system capacity. The major reason is the slow handoff between base stations. When one bus enters into an area to substitute the one that is leaving, the routing protocol AODV keeps the traffic to be forwarded to the leaving bus, as long as the link quality is acceptable. Therefore, the poor connections to the leaving TTG increase the average packet delay. Meanwhile, the TTG of the Optimal case stays in the congested area, which continuously provides the better wireless connections. But due to the low CBR rate, the traffic can almost be successfully forwarded, so the throughput and packet loss rate of 3Bus and Optimal are comparable. When the CBR rate is high, the probe packets of AODV are easily dropped due to the congestion and weak connections to the leaving TTG, and thus the customer devices scan and quickly switch to the incoming TTG. Since two TTGs of the 3Bus case serve the traffic, compared with one TTG of the Optimal case, the delay of 3Bus is lower than that of Optimal.
V. RELATED WORK
Optimizing the base station locations is an efficient approach to improve the system performance. Liu et al. [15] studied scaling behavior of the throughput capacity with the number of gateways and nodes. S. Sen and B. Raman [16] gave the good problem formulation and solution that incorporates many inter-dependent network variables, such as network topology, antenna types, and performance constraints. With respect to algorithms for gateway placement, there are three main objectives, improving throughput, supporting QoS, and load balancing. To improve the throughput, Li et al. [17] formulated a throughput optimization considering the number of gateways and interference model. Robinson et al. [18] studied how to optimally add new gateways to an existing mesh network. Chen et al. [19] proposed an algorithm to efficiently design the network topology considering the node failure and deployment cost. To support QoS, Aoun et al. [20] proposed a polynomial time near-optimal algorithm to place a minimum number of gateways to satisfy QoS requirement. Benyamina et al. [21] mainly optimized the end-to-end bounded delay communications by a clustering algorithm. For load balancing, Wu et al. [22] modeled the gateway placement as a linear program, and proposed two-stage load balancing, weightbased gateway selection and mesh node attachment. Zeng, and Chen [23] partitioned the network into load-balance and disjointed clusters to balance load among gateways.
However, none of the above studies consider the characteristics of the spatial and temporal changes in the traffic density and use that to optimally locate the base stations. Therefore, it is difficult to achieve both goals of network planning at the same time. In addition, most of the studies, which propose the practical solutions rather than theoretical analysis, focus on the interference mitigation by the integrate solution of routing and scheduling (Chen et al. [19] first discussed the topology formation and then combined it with interference mitigation). The solution based on routing and scheduling is highly dependent on specific platforms. For example, the optimal solution based on WiFi network may not apply to the cellular network. The idea of temporarily adding more base stations/gateways in a football stadium during a game looks similar, but actually different from the TTG system. The gateway in that case is stationary, and serve only one area in a period. It cannot automatically trace traffic density change over time. The proposed algorithm in this paper takes the traffic distribution as the main input instead of the routing or scheduling. Therefore, the algorithm is compatible for multiple platforms, and the optimization result enables TTGs to serve congested traffic in the best locations all the time.
VI. CONCLUSION
In this paper, we propose a novel network component, TTG, to serve as the mobile base station to trace the traffic movement. The TTG system can efficiently locate base stations to the areas with weak wireless connection or congestion, to provide better coverage and relieve congestions. Different from other means to locate the base stations according to specific routing or scheduling algorithms, we propose the model and algorithms to find out the optimal TTG trajectories according to the traffic density distribution during a time period, by a dynamic programming based solution. Various metrics in the performance verification show the significant improvement of the TTG system in multiple scenarios.
