Purpose To systematically investigate the influence of various data consistency layers, (semi-)supervised learning and ensembling strategies, defined in a Σ-net, for accelerated parallel MR image reconstruction using deep learning. Theory and Methods MR image reconstruction is formulated as learned unrolled optimization scheme with a Down-Up network as regularization and varying data consistency layers. The different architectures are split into sensitivity networks, which rely on explicit coil sensitivity maps, and parallel coil networks, which learn the combination of coils implicitly. Different content and adversarial losses, a semi-supervised fine-tuning scheme and model ensembling are investigated. Results Evaluated on the fastMRI multicoil validation set, architectures involving raw k-space data outperform image enhancement methods significantly. Semisupervised fine-tuning adapts to new k-space data and provides, together with reconstructions based on adversarial training, the visually most appealing results although quantitative quality metrics are reduced. The Σ-net ensembles the benefits from different models and achieves similar scores compared to the single state-ofthe-art approaches. Conclusion This work provides an open-source framework to perform a systematic wide-range comparison of state-of-the-art reconstruction approaches for parallel MR image reconstruction on the fastMRI knee dataset and explores the importance of data consistency. A suitable trade-off between perceptual image quality and quantitative scores are achieved with the ensembled Σ-net.
INTRODUCTION
Parallel Imaging (PI) (1) (2) (3) (4) forms the foundation of accelerating data acquisition in Magnetic Resonance Imaging (MRI), which is tremendously time-consuming. In the last decade, PI combined with Compressed Sensing (CS) techniques have resulted in substantial improvements in acquisition speed and image quality (5) (6) (7) (8) (9) (10) (11) (12) and many advanced regularization techniques have been proposed (13) (14) (15) . Although PI-CS can achieve state-of-the-art performance, designing effective regularization schemes and tuning of hyper-parameters are non-trivial. Starting in 2016, deep learning algorithms have become extremely popular and effective tools in data-driven learning of inverse problems and have enabled progress beyond the limitations of CS (16) (17) (18) (19) (20) (21) .
Current research of deep learning for (parallel) MRI reconstruction focuses on two major branches. The first branch deals with the design of effective network architectures and loss functions. To this end, many different architectures were proposed, exploiting different content losses such as the 1 norm and Structural Similarity Index (SSIM) (22, 23) and adversarial losses based on Generative Adversarial Networks (GANs) (24) (25) (26) (27) (28) . The second branch deals with the question of how we can incorporate the rich domain knowledge of MRI in the reconstruction models. Various types of domain knowledge have been explored and many authors have exploited Data Consistency (DC), unique to singlecoil and multicoil imaging, iterative reconstruction approaches (16, (28) (29) (30) (31) , k-space learning (32) (33) (34) (35) , complex geometry (36, 37) and dedicated applications such as multi-contrast reconstruction (38, 39) , dynamic MRI (40) (41) (42) (43) (44) (45) and Magnetic Resonance (MR) fingerprinting (36, 46) . For further references in this field, we refer the interested reader to survey papers (47) (48) (49) (50) .
Despite the tremendous volume of research, there remain several challenges in the field of learning MR image reconstruction. Learning-based approaches are often evaluated in dedicated research settings with small, homogeneous datasets, which are often not available to the public. Hence, it is often non-trivial to draw reliable conclusions from the reported findings because the results highly depend on the dataset and hyper-parameter tuning, which make many results non-reproducible.
As such, it is still largely unclear which types of approaches are more effective and if they are effective in general or only effective for the application studied for a specific experimental environment.
The fastMRI knee dataset (51) is the first publicly available dataset that mitigates the issue of small, homogeneous datasets for MR image reconstruction, and was already used for evaluation in (34, (52) (53) (54) (55) . The fastMRI knee dataset consists of almost 1,500 clinical knee datasets from various Siemens MR scanners at different field strengths and contains fully-sampled coronal Proton Density (PD) scans Σ-net: Systematic Evaluation of Iterative Deep Neural Networks for Fast Parallel MR Image Reconstruction with and without Fat Saturation (FS), which can then be retrospectively undersampled. Examples of challenging and heterogeneous fastMRI datasets are illustrated in Supporting Figure 1 . The fastMRI dataset is accompanied by the fastMRI challenge, which provides a great opportunity to push the limits of acquisition speed and compare a variety of approaches developed by the community on a common basis.
The evaluation of the fastMRI challenge relies on a Root-Sum-of-Squares (RSS) reconstruction of the fully-sampled k-space data. However, RSS reconstruction provides a bias towards approaches which do not depend on explicit coil sensitivity maps, which is evident when we compare the RSS and a sensitivity-combined reference image qualitatively and quantitatively, as shown in Supporting Figure 2 . The bias is due to the fact that the RSS combination of the individual coil channels accumulates the magnitude components of the noise, which causes a bias in low signal intensity regions and in the background. Additionally, the noise does not remain Gaussian any more as the magnitude of the noise adds up in the final image, which is not the case if the images are combined with explicit coil sensitivity maps.
This forces the network to learn the scan-specific noise bias, which is undesirable.
Therefore, in this work, we consider sensitivity-combined reconstruction as a ground truth to appropriately evaluate the efficacy of multicoil approaches that might involve explicit coil sensitivity maps. Note that pre-whitening (56, 57) of the data might reduce this bias effect in the RSS reconstruction and also in the sensitivitycombined reconstruction, as both the noise influence of possibly broken coil elements as well as correlations between coil elements might be compensated.
The aim of this work is to bridge the gap of aforementioned challenges that we have observed in deep learning for parallel MR image reconstruction. First, we introduce the concept of Sensitivity Networks (SNs), relying on explicit coil sensitivity maps, and Parallel Coil Networks (PCNs), that learn sensitivity maps implicitly.
Second, we perform a large-scale evaluation of different networks with varying DC layers and a common Down-Up Network (DUN) as regularization, which allows us to directly compare image enhancement and image reconstruction approaches with the same model capacity. Third, we study the influence of supervised learning, including both content and adversarial losses, semi-supervised fine-tuning and model ensembling, defined as Σ-net. These three concepts represent amongst others many state-of-the-art approaches including (16, 20, 28, 29, 51, (58) (59) (60) (61) , enabling a systematic comparisons. All experiments are performed on the fastMRI multicoil knee dataset (51) , where a fully-sampled sensitivity-combined reconstruction is used as a re-defined reference for the dataset, which we denote as SENSE target throughout our manuscript. A first evaluation of Σ-net on the RSS references was targeted 
THEORY

Learning Unrolled Optimization
Accelerated MR image reconstruction aims at recovering a reconstruction x ∈ C Nx from a set of undersampled k-space measurements y ∈ C Ny which are corrupted by additive Gaussian noise n ∈ C Ny following y = Ax + n.
[1]
This inverse problem involves a linear forward operator A : C Nx → C Ny modelling the MR physics. Here, N x and N y define the dimensions of the reconstruction x and the k-space data y according to the underlying multicoil or singlecoil problem.
These dimensions and the linear forward operators will be specified separately in the later sections for SNs and PCNs.
An approximate solution to the inverse problem in Equation [1] can be obtained by learning a fixed iterative reconstruction scheme (16, 29, 40, 41, 61) . We define the fixed unrolled algorithm for MR image reconstruction as
x t+1 = g(x t+ 1 2 , y, A) [3] for 0 ≤ t < T . Here, f θ represents a Neural Network (NN)-based reconstruction block with trainable parameters θ, g denotes a DC layer and T is the number of fixed iterations, also termed cascades (41) or stages (16) in literature. The reconstruction block in f θ has the form of an encoding-decoding structure, which can be realized by any type of Convolutional Neural Networks (CNNs), U-net architectures (63) or is motivated by variational methods (16) . In this work, we show the efficiency of a DUN (64) over U-net for MR image reconstruction. The DC can be realized in various ways, similar to choosing an optimizer for solving inverse problems. In this work, we compare Gradient Descent (GD) (16) , Proximal Gradient (PG) (29, 41) and Variable Splitting (VS) (61) schemes. Both DUNs and DC will be presented in the following sections. MR Image Reconstruction
Down-Up Networks (DUNs)
Down-Up Networks (DUNs) (64) have shown many advantages compared to U-net, which will be shortly outlined, and they have also achieved top performances in the NTIRE 2019 challenge on real image denoising (65) . The DUN as shown in Figure 1 first downsamples the image by convolutions with stride 2 and then performs analysis on a coarser scale. The method then applies multiple Down-Up Blocks (DUBs), similar to a U-net but with improved residual connections. The outputs of the DUBs are concatenated and further analyzed by a residual convolution/activation block, followed by sub-pixel convolutions (66) . Several things can be noted: First, DUNs are more memory efficient than conventional networks because the DUN performs the bulk of the computations on a coarser scale (64) . This finding was supported by comparing the memory footprint on the Graphics Processing Unit (GPU) of U-net and DUN with the same model capacity and number of base features n f =64. We observe that the DUN only requires 72% of GPU memory compared to U-net. Note that shifting the computation to a coarser scale has not shown any limitation on analysis at the finest scale (64, 67) . In fact, the DUN allows one to increase the number of features at coarse levels, which improves the expressiveness of the model. Second, the iterative down-up structures have shown to be efficient in propagating information at different scales, resulting in improved performance for super-resolution tasks (68) . Third, the DUN relies on sub-pixel convolution, which performs superior in terms of expressiveness and computational efficiency over upsampling convolution (69) .
In our DUN, presented in Figure 1 , we first perform complex-valued whitening (70) to normalize the image and perform the learning in normalized space. The complex-valued image is split into two channels, containing the real and imaginary parts. We start with an initial number of filters n f =64, which is doubled after each downsampling and used 2 DUBs. In the upsampling path, the number of features is doubled prior to sub-pixel shuffling to preserve the number of features. Each downsampling and upsampling is performed with stride 2. Finally, the reconstruction is unnormalized using the initial normalization parameters. Note that we did not use batch-normalization as this has been shown to have unexpected aliasing for image restoration tasks (71) . While in other works it is common to use dense connections (72, 73) , we did not utilise these in our network either due to their high memory requirement. 
where A * denotes the adjoint operator of A. Instead of alternating GD, we can use a PG scheme, where the DC is modelled by the proximal mapping
This is especially feasible if the proximal mapping is easy to compute and a closedform solution exists. If no closed-form solution exists, as this is typically the case for parallel MRI involving coil sensitivity maps, the proximal mapping can be solved numerically using a conjugate gradient optimizer (29) .
For inverse problems where the inverse of A, hence, the proximal mapping in Equation [5] is intractable to compute, the operations involved in A can be split using an additional variable as proposed for sensitivity-weighted parallel MRI in (61) . To review VS, we first introduce the sensitivity-weighted multi-coil operator for the q th coil as A q = M FC q . The operator C q : C Nx → C Nx applies the q th pre-computed coil sensitivity map to x, for q = 1, . . . , Q. This is followed by a Fourier Transform where α > 0 and β > 0 balance the influence of the soft constraints. Solving these sub-problems yields the following closed-form solution
Here, I denotes the identity matrix and * the adjoint operation.
All presented DC layers, i.e., GD, PG and VS ensure soft DC to the measurement data y, representing image reconstruction networks. By setting λ=0 in Equation [4] we obtain
This represents an image enhancement network, where the influence of DC is omitted.
Sensitivity Networks and Parallel Coil Networks
We investigate two types of architectures for parallel MR image reconstruction: Sensitivity Networks (SNs) and Parallel Coil Networks (PCNs), visualized in Figure 2 .
The major difference between these network architectures is their way of (weighted) coil combination.
For SNs, the coil combination is defined with the operator A : C Nx → C Ny using explicit coil sensitivity maps as in (16) . To overcome Field of View (FoV) issues in the SNs, we use an extended set of M =2 coil sensitivity maps according to (4), hence,
. The dimensions are given as N x = N fe · N pe · M and N y = N fe · N pe · Q, where N fe and N pe denote the number of Frequency Encoding (FE) and Phase Encoding (PE) lines, respectively. In the case of SNs, the NN f θ : C Nx → C Nx has two complex-valued input and output channels.
In contrast, PCNs reconstruct individual coil images x = [x 1 , . . . , x Q ] for Q coils, hence, N x = N y = N fe · N pe · Q. The operator A : C Nx → C Ny simply performs coil-wise FTs and k-space masking and results in the same DC term as in (41) 
Supervised Learning
The networks were trained using a combined 1 and SSIM (22, 23) content loss base between the reference x ref and the reconstruction
where is the pixel wise product and | · | denotes the RSS reconstruction to combine the individual output channels. The SSIM % is given in percent only during training, to increase numerical stability. This loss formulation also involves a binary foreground mask m to focus the network training on the image content and not on the background. The parameter γ 1 =10 −3 is chosen empirically to match the scale of the two losses.
In addition to the content loss base , we investigate the impact of an adversarial loss based on Least Squares Generative Adversarial Networks (LSGAN). Specifically, we adopt the LSGAN formulation as proposed in (74), and combine it with base , yielding the following two objective functions, which are optimized in an alternating manner,
Here, h η defines a discriminator network with trainable parameters η which has the task to identify if the input is a fully-sampled image 
Semi-Supervised Fine-Tuning
A major drawback of supervised learning approaches is their tendency to produce overly smooth reconstructions. Pixel-based losses such as the 1 or 2 norm do not have the capability to account for fine details and texture in the images and are known for their averaging behaviour (75) . Even patch-based losses such as SSIM do not have the capability to adapt to the characteristics of MR images. Hence, Σ-net: Systematic Evaluation of Iterative Deep Neural Networks for Fast Parallel MR Image Reconstruction supervised learning produces the best reconstruction to account for a wide range of given training data from various scanners, contrasts and noise levels, according to the underlying loss function. However, if new data are presented which have different characteristics, the trained model might not produce appealing results. To overcome these issues, we propose a semi-supervised fine-tuning approach, motivated by (76, 77) . We consider the problem
The aim is to adapt the network parameters θ to new k-space data, ensured by the first DC term. Instead of using a latent noise vector as in (76), we already have a pre-trained reconstruction network involving available prior knowledge, which slightly needs to be adapted to the new data. Hence, θ is initialized by the learned parameters of a supervised learning approach. To avoid overfitting to the k-space data, we add a regularization term based on the supervised model reconstruction, which we term now x prior . Motivated by the fastMRI challenge guidelines where SSIM is the major evaluation metric, we allow the fine-tuned reconstructions to deviate from the initial reconstruction x prior by a certain amount γ th ∈ [0, 1]. The influence of the regularizer is handled by the parameter γ prior > 0. The hyperparameters were set to γ prior =1 and γ th =0.8 empirically and might be adapted for specific applications.
Ensembling
When training single models, we observe that the final reconstructions appear very similar at first glance. We note only subtle differences, not only in different areas in the image, but also in terms of quantitative values, which might end in a great dissatisfaction that apparently different models lead to similar results. This can be noted even when the same models are trained with different initializations, as the highly non-convex networks are trapped in different local minima. As these models make subtle, different errors in the reconstruction, it becomes challenging to select a single best model for a specific task. To overcome these uncertainties, the reconstruction models trained under the same conditions are ensembled by simple averaging. This increases the robustness not only quantitatively but also qualitatively (78) , and was also used for ImageNet to yield top performances (79) . In our work, we use model ensembling on all networks defined in a Σ-net to balance the trade-off between quantitative scores and qualitative image appearance. 
METHODS
Data Processing
All our experiments were performed on the fastMRI knee dataset (51) . Instead of using the RSS target of the fastMRI dataset, we re-defined the target as the sensitivity-weighted coil-combined image of the fully sampled data, which allowed us a valid comparison for any approach based on coil sensitivity maps. We estimated two sets (M =2) of sensitivity maps according to soft SENSE (4) to account for any field-of-view issues or other obstacles in the data. As aforementioned in the section about supervised learning, we utilised the foreground information. The foreground masks for 10 subjects were semi-automatically generated by first using graph-cut algorithms (80) to obtain a rough segmentation, followed by manually applying standard image processing techniques including connected component analysis, hole-filling, binary mask dilation and erosion. These images were treated as ground truth to train a U-net for foreground segmentation.
The trained network was applied to remainder of the data to obtain the reference foreground masks. The underlying U-net architecture consisted of n f =32 features with 4 downsampling levels. We note that perfect foreground masks are not neces- Similarly, networks with adversarial losses were also trained for each individual contrast and acceleration factor for 10 epochs based on the pre-trained models.
Adam optimizer with a learning rate of 10 −4 was used to train the discriminator, while the settings for training the generator remained the same with the base model for a fair comparison. Fine-tuning was performed for 50 iterations using the Adam optimizer with learning rate of 5 × 10 −5 at test time.
Experimental Setup
We performed two sets of experiments. In the first set, we compareed the influence of different DC layers. For SNs, we studied GD, PG and VS for image reconstruction and additionally used the identity (ID) to compare to image enhancement, for 
Reproducible Research
Especially in the era of machine learning, it becomes more and more challenging to reproduce different approaches because they rely on their own framework and datasets. With our work, we provide a unified framework for various regularization networks and DC layers, allowing for a fair comparison between the different network architectures. To support the reproducible research initiative (83) and to verify the results of this manuscript, we make all Pytorch source code available at https: //github.com/khammernik/sigmanet. We built upon the fastMRI framework 1 and provide not only improved data loaders, but also an interface for regularization and DC layers, which can be easily extended. The framework also includes data processing scripts to reduce data and to estimate both foreground masks and coil sensitivity maps. To estimate the coil sensitivity maps, the BART toolbox (84) is required. All coil sensitivity maps are stored in *.h5 along with other important variables. A detailed description of these files is provided in Appendix A.
RESULTS
In ID . Table 1 also shows that any type of reconstruction network outperforms all image enhancement networks, i.e., residual U-net and SN * ID , substantially. For shared parameters, we note that reconstruction networks with PG as DC outperform GD and VS for both acceleration factors, while VS outperforms GD slightly only for acceleration factor R=8. For variable parameters in the cascades, we observe that GD as DC performs superior than PG and VS in all cases. Furthermore, we note that PCNs yield inferior quantitative results than SNs. All results were statistically significant with p 10 −5 .
The qualitative results for different DC layers is depicted in Figure 3 for a PDFS case and R=4. We observe that the reconstruction networks appear not only sharper than image enhancement networks, but also depict the correct anatomy of the lateral meniscus, indicated by the green arrow. There is no obvious difference between the different DC layers GD, PG and VS and also between PCNs and SNs. The result for SN 8s PG appears slightly sharper and contains more noise than all other images. Similar observations can be made for a PD case at acceleration factor R=8 as illustrated in Figure 4 , where the anatomy in the lateral aspect of the knee greatly deviates, especially for the SN 8 ID . These deviations in anatomy are depicted in the detailed view of Figure 5 . Additionally, we note for the PD case at acceleration R=8 that some bright intensities in the lateral meniscus area are not visible in neither image enhancement nor the image reconstruction networks, indicated by the green arrow.
In the second set of experiments, we compare the influence of different (semi-)supervised learning strategies which were conducted on the base network SN 8 GD . The quantitative results for this set of experiments are reported in Table 2 . Qualitative results for a PDFS case is depicted in Figure 6 along with a detailed view of areas of the medial and lateral aspect of the knee and the interchondylar notch. Quantitative values indicate that the base network SN 8 GD achieves the best scores, followed by the ensembled Σ-net 8 . The quantitative values for SN 8 GD-FT and SN 8 GD-GAN drop substantially for all cases. In the qualitative results, we observe that the base network SN 8 GD is most blurred. The texture is improved for SN 8 GD-FT , while SN 8
GD-GAN appears most textured. The ensembled Σ-net 8 combines the properties of different SNs and appears slightly more textured than the base network SN 8 GD with minimally decreased quantitative scores.
To support our findings in the importance of DC, we study the DC qualitatively and quantitatively for a single PDFS case at acceleration R=4 for SN 8 ID , SN 8 GD , Figure 3 . We observe the same behaviour: The lowest SSIM score is achieved for SN 8 ID and the highest SSIM score for SN 8 GD . Scores for SN 8 GD-FT and SN 8 GD-GAN dropped again compared to SN 8 GD . The dataterm measure D-NMSE indicates best DC for SN 8 GD-FT , followed by SN 8 GD-GAN and SN 8 GD . DC is not maintained in SN 8 ID , also supported by the k-space plot Ax−y of a depicted coil. Interestingly, the D-NMSE is lower for SN 8 GD-GAN than SN 8 GD , however, we observe a bright spot in the center of k-space for SN 8 GD-GAN . We note that the improved textures and the drop in SSIM of SN 8 GD-FT from SN 8 GD is consistent with Equation [6] , hence, expected.
DISCUSSION
To the best of our knowledge, this is the first large-scale comparison of state-of-theart approaches based on a systematic evaluation of different model configurations with the same model complexity. Our first set of experiments is concerned with comparing the effect of different DC layers. In particular, SN ID represents any image enhancement networks like (51, 58, 59) , SN 8 GD represents (16, 20) , SN 8 GD-GAN represents (28), SN 8s GD-PG represents MoDL (29), SN 8 GD-VS represents VS-net (61) and PCN 8 PG represents (55, 60) . Note that the difference to the original approaches is that we have employed the same base architecture for the regularization network, realized by DUNs, and a fixed number of iterations (T =8). This systematic evaluation allows us to compare the different approaches in a fairer and more informative way, while re-implementation of the original architectures would yield in different model complexities, i.e., number of parameters, regarding the regularization networks. From the results we have observed that while GD outperforms other DC types in many scenarios quantitatively, perceptually most models result in similar performance for the underlying experimental setup. Note that we have not compared with other extensions of unrolled approaches (40) but we believe that these extensions can mutually benefit all models, in exchange of higher memory consumption.
Regarding the training setting, we have used the same combination that worked robust across all scenarios to enable a fair comparison between different models in a reproducible way. We have used DUNs (SN ID ) as the base architecture, which indeed outperforms U-net for 70% of memory utilization. This ensures sufficient expressibility of the model, yet the efficient memory usage is crucial to enable a certain number of cascades for the experiments. It is important to note that we expect further improved results by elaborating other network architectures, fine-Σ-net: Systematic Evaluation of Iterative Deep Neural Networks for Fast Parallel MR Image Reconstruction tuning the learning rate with, e.g., scheduling, and/or curriculum learning. Again, these strategies cannot be tested extensively as they may be model specific strategies that are based on empirical experience only. This is out of scope for this work.
However we do not expect that the general trend will change according to our observations.
Besides different training procedures and DC layers, we also compare two different types of network architectures, SNs and PCNs. For SNs we provide explicit coil sensitivity maps and the coil combination is performed by the forward operator A, One of the main aims of this work is to examine the benefits of image reconstruction approaches compared to image enhancement approaches. We have found that image reconstruction approaches significantly outperform image enhancement approaches (p 10 −5 ). However, we have observed that even without DC, high quantitative results can be achieved. Nevertheless, while the reconstruction results appear correct qualitatively, the anatomy appears completely different in certain areas compared to the reference, as illustrated in Figure 5 , which might result in misdiagnosis. The enhancement approaches overfit severely, even if the overall result seems consistent. The reconstruction approaches have better DC, hence, anatomical consistency. However, for R=8, we see a loss in content for both models, highlighted by the green arrow in Figure 5 , which may indicate the limit of acceleration in static 2D MRI reconstruction.
Our systematic experiments also study the influence of shared and variable parameters across the individual cascades. While variable parameters increase the model complexity by the number of cascades T , the same set of parameters is applied to the individual cascades in the shared setting (see Supporting Table 1 ). Our results support the findings of Aggarwal et al. (29) , who also used shared parameters but a different regularization network. However, we have found that the gap between SN 8s GD and SN 8s PG is smaller compared the findings in (29) which might be due to a different network training procedure, imperfect validation set, different data set and most importantly, the high sensitivity of the trainable parameter λ.
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For shared parameters, we also observe that the training of VS is very sensitive to parameter selection and the training parameters, resulting in decreased values for acceleration factor R=4 and improved results for acceleration factor R=8 compared to GD. The ambiguities in splitting methods, both PG and VS, are more obvious when examining the results for variable parameters. We clearly observe a decrease in quantitative values and DC with GD outperforms all other methods in the case of a variable parameter setting. We also observe instabilities during training the different architectures and a huge influence of the parameter λ. These findings also suggest that we have to carefully setup our training procedure and either keep λ and other hyper-parameters fixed or optimize with a different learning rate than the convolution kernels. We also find that the quantitative results further improve by having a greater model complexity, however, this also rises the question if it is really required to rise this complexity by such a large margin for a small improvement in quantitative values, or if more focus should be given on a careful evaluation of a specific application in future work.
The second set of experiments investigates the effect of adversarial loss, semisupervised fine-tuning and model ensembling. We have observed that models trained with an adversarial loss can reconstruct images with visually better details and textures, though with a compromise of decreased quantitative values, which is consistent with preliminary findings (24) (25) (26) (27) (28) 85, 86) . In addition, we note that combination of DC layers and adversarial loss is complementary and improved sharpness of the results with minimal risk of hallucination. Therefore, we have not made direct comparisons with methods such as DAGAN (24) and CycleGAN (25), as we have observed that SN 8 GD served as a superior base network than U-net. Nevertheless, we have not utilized other components proposed in literature such as perceptual loss, k-space loss and cycle consistency, but we expect that the addition of these elements can provide further improvements. Similarly, we use LSGAN as we find it to be stable, but other types of GANs, e.g., Wasserstein GAN (28), can be considered, even though extensive comparisons are beyond the scope of this work.
On the other hand, the semi-supervised approach fine-tunes each test image by considering the specific features and characteristics of the new unseen k-space data, while exploiting the prior knowledge learned from the supervised learning stage. Results show that the semi-supervised fine-tuning can recover more textures compared to the models trained with the supervised base loss alone, with more details that are specific to the test sample. We note that the fine-tuning process results in lower quantitative values. While this may appear counter intuitive, it is consistent with Equation [6] that data-specific information is recovered even though Σ-net: Systematic Evaluation of Iterative Deep Neural Networks for Fast Parallel MR Image Reconstruction it may not directly optimize the metric of interest. Our findings support that the balance between the perceptual quality and data fidelity shall be considered. This can be achieved via varying the trade-off parameters between different losses to find an optimal balance between them. However, the aim of this work is also to investigate the effects of these losses, thus we do not further investigate an optimal tuning of these parameters.
In addition, we have also proposed to ensemble models with different network In this work, we have studied many variants for learning parallel MR image reconstruction systematically. In general, deep learning approaches have shown robust, near perfect result for R=4 and also impressive results for R=8. However, while higher quantitative scores correlate with improved image quality in general, they simply cannot guarantee if local structures are accurately depicted, because the provided measures are not sensitive to this. This necessitates careful side-byside comparisons such that the radiologist agrees on local, anatomical consistency.
Moreover, metrics which are more sensitive to local consistencies might be a key ingredient to assess the algorithms quantitatively in the future.
Another concern is that the current limit of machine learning based algorithms for inverse problem is unclear. While this limit seems to be much further away than the current theoretical limit of CS, it is unclear how far the acceleration factor should be pushed. An acceleration factor of R=8 might lead to mis-diagnosis, as our networks cannot recover the bright intensities in the lateral meniscus, as illustrated in Figure 5 . Hence, the acceleration limit of MR data acquisition highly depends on the specific purpose and more application-specific approaches might be studied in the future, where higher acceleration can be considered (87, 88). this is out-of-scope for this work as we highlight that all models were trained systematically in a common setting.
Up to now, we have only scratched the surface of deep learning for MR image reconstruction, we are yet to understand their generalization ability to, e.g., variations in anatomy, noise, contrast, as well as finding the failing mode (89). The fastMRI dataset is a big step towards reproducible MR image reconstruction research for studying the model performances, nevertheless, it raised new challenges.
In particular, radiologists' perspective and quantitative scores did not align for local characteristics of the images, suggesting that one should direct the research in both careful network setup according to the underlying target application and finding new evaluation schemes to judge, which algorithms fulfill the target application's requirements.
Center (1Z01 CL040004).
APPENDIX A
Description of Sensitivity Map Files
We followed the file descriptions of (51) and generate HDF5 files with the same filenames as the original fastMRI dataset. We computed an extended set of coil We observe a substantial difference between image enhancement and image reconstruction networks in terms of blurring and depicted anatomy. The lateral meniscus, indicated by the green arrow, shows a gap for image enhancement networks compared to reconstruction networks. We observe no substantial differences between different DC layers. SN 8s PG contains more noise and appears slightly sharper than the other reconstructions. by the green arrows, shows a substantial deviation of anatomy for image enhancement networks, more prominent for SN 8 ID . We observe no substantial differences between different DC layers.
SN 8s PG appears slightly sharper than the other reconstructions. Figure 5 .
Detailed view of the depicted cases in Figure 3 and Figure 4 for image enhancement and image reconstruction. We clearly observe the deviations in anatomy for the image enhancement network in both contrasts and acceleration factors. The area in the lateral meniscus, indicated by the green arrow, is depicted neither in the image enhancement SN 8 ID nor the reconstruction network SN 8 GD for this high acceleration factor of R=8.
Σ-net: Systematic Evaluation of Iterative Deep Neural Networks for Fast Parallel MR Image Reconstruction Figure 6 . We show the influence of different learning schemes on a PDFS case (multicoil val/file1000114.h5 for acceleration factor R=8 on the full knee, along with zoomed regions of the lateral and medial meniscus and the intercondylar notch. We observe that the image for SN 8 GD is most blurred, and texture is increased for both SN 8 GD-FT and SN 8 GD-GAN . The SN 8 GD-GAN result appears most textured. The Σ-net 8 results exploit the advantages of all included network architectures and show also improved texture compared to the SN 8 GD network, while maintaining the quantitative scores as depicted in Table 2 . 
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S. Figure 4 : Comparison of different DC terms for a coronal PD case and acceleration R=8 (multicoil val/file1002351.h5, slice 23). We observe a substantial difference between image enhancement and image reconstruction networks in terms of blurring and depicted anatomy. The area in the lateral aspect of the knee, indicated by the green arrows, shows a substantial deviation of anatomy for image enhancement networks, more prominent for SN 8 ID . We observe no substantial differences between different DC layers. SN 8s PG appears slightly sharper than the other reconstructions. is the reference of the fastMRI challenge, and the fully-sampled sensitivity-combined reconstruction (SENSE) (right). The SSIM between the two fully sampled scan is 0.6979, respectively. Although only foreground information is important, the background is also included in evaluation and has, however, a huge influence on the quantitative scores. Removing the background in both RSS and SENSE already yields an substantial increase of the SSIM to 0.9625. 
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