Several authors have studied the boundedness of maximal operators defined by means of general subsets. For example, in [8] , a Hardy-Littlewood type operator is associated with a collection of subsets Ω x c R+ 4 * 1 , x € R n . The natural way to define the balls for these sets is to take the subset of Ω x at level t, that is, the set of points z G R n so that (z, t) e Ω x . Our idea is to also replace the cone Γ(JC) = {(y, t) e R+ +1 : \x -y\ < t} in the definition of the tent spaces (see [2] ), by a more general family of subsets of R" +1 . As an application, we look at a family of integral operators (e.g. the Fourier transform) as the action of continuous linear forms, and using the duality established between certain spaces, we obtain pointwise estimates that will allow us to give another proof of well-known bounds for the Fourier transform of H p functions (see [4] , [12] ). We can also improve the Fejer-Riesz inequality for harmonic extensions (see [5] ) and we find a generalization considering Hardy spaces defined in terms of arbitrary kernels (see [14] ). Our main tool will be given by the properties that the tent spaces satisfy (see [2] , [1] , [10] ), and in particular their relation with a class of Carleson measures, for which we find a suitable atomic decomposition. We begin by giving some basic definitions. DEFINITION 1. Let Ω = {Ω X } X €R » be a collection of measurable subsets, where Ω x c R+ 4 A simple example of a symmetric family of sets of the form x + Ω can be found in the comments previous to Lemma 11. Another example, for a general family of sets {Ω x }, is given by defining Ω Λ (ί) = (-/!,-n + 1), if n G Z, and Ω x (0 = (-n -1, -n + 1), if n < x < n + 1. We now give the proof of the atomic decomposition for the tent space T^. We restrict ourselves to the case n = 1, but a similar proof also works in any other dimension. A related result is given in [6] . THEOREM Proof. We first show the easy part, for which we will not make use of the extra hypotheses on Ω. The only thing to observe is that || \\ T P is always a p-norm, for 0 < p < 1 and hence, if / = £/ ^j a j >then 11/llτS < Έj \λj\ p \M then Ω x (t) c M/. Let K G Z be the greatest integer satisfying Ω x (ί) c Afc (it is clear that we can find such a number since AQ(/)(X) < oo, a.e. XGR). Let s G Z so that Ωjc(ί) c If. We want to show that if We observe that in the previous proof, we obtained the atomic decomposition for all 0 < p < oo. An immediate application of this theorem is given by the following duality result. We first recall that for the case when Ω x is the cone Γ(JC) , it was proved in [2] and [1] that the space of Carleson measures of order \jp (0 < p < 1) could be identified as the dual of the tent space T^ (see Theorem 16). For the general case we are considering, we restrict our study only to the inclusion needed in order to obtain the estimates we mention below. THEOREM 
(ii) If Ω satisfies that for every compact K c R+ , the set {x eR: Ω x Π K φ 0} has finite measure, then using the ideas of [2] , it is easy to show that in fact equality holds; namely V^p = (7^)*. We do not know what happens in the general case.
As was proved in [4] the non-tangential maximal function and the radial maximal function of Poisson integrals of functions (distributions) in the Hardy space H p (R n ) have an equivalent ZA"norm", p > 0. This leads us to consider how this result could be extended for all functions in the tent spaces T^ relative to both cones Γ(x) and lines {(x, t) : t > 0}. From the point of view of the dual spaces we see that the latter is a much bigger space than the former. We give the details in what follows. We say that a function / belongs to //£ if PI(f)(x 9 t) = P t * f(x) belongs to the space T^, where P is the Poisson kernel in R.
LEMMA 11. Let ψ and Ω be as before, and suppose 0 < p < 1. 
Consider the function φ{t)
= ψ ι / p -
(t)ψ'(t). Then, if g e L°° and dμiy, t) = g{y)φ{t)dy dt, we have that μ e V^p and Proof. Let I = (a,b).

if and only if \x\ > (l-p)/(2πp).
Hence, f{x) = 0 if |JC| < (1 -p)/{2πp) and f e H&. Therefore, since f r (x) = f{rx) e i/£, if / e H&, one finds that fix) = 0, for all x e R, and so H^ = 0.
(iii) The above calculations show that, in fact, a necessary condition for //£ to be nontrivial is that the Laplace transform of φ ,
for all x / 0 , which, for example, happens if for all s > 0, there exists a constant C s > 0 such that ψit) < C s e st , for all t > 0. We give now a characterization of the class of Carleson measures in terms of the boundedness of the mean operator. Some related questions can be found in [7] and [9] . Given a symmetric family Ω such that Ω^(ί) is an open interval and for all intervals / c R there exists (x, t) e R^ with Ω^(ί) = / (these conditions hold if, for example, Ω is given by a function ψ as in Lemma 11), we define the following mean operator:
We extend the notion of Carleson measure to consider the case of weights simply by saying that the pair (μ, u) e Vg if (5) \μ\(ίa)<C{u{I))\ where u is a positive and locally integrable function in R and u{I) = Jj u(x) dx. Thus, in our previous notation, μ e V£ means that (μ, 1) G Vfi. Recall that A p denotes the class of Muckenhoupfs weights (see [5] <5(x o ,g) ^ bounded, for all (x 0 , t 0 For our next result, we need to introduce a densely defined bilinear functional. We will restrict the action of this operator, when considering distributions in the Hardy space H p (R n ), to the dense subspace <9$ of those functions in the class S? with mean zero. Proof. It suffices to consider the case 0 < p < 1 and z Φ 0. We recall that by Example 18 we have where q' = ooifO<q<l, and F£' g is a Triebel-Lizorkin space (see [13] ), then, by a similar argument as above, we obtain 0<p<l, 0<q<oo, 0 <s < n(l/p -1), and 0</?<l, 0<#<oo, 0<s < n(l/p-1).
The following result gives the regularity of a harmonic extension in the x-variable, when integrated against an M a measure on t.
