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Abstract
Bobkov, Houdre´, and the last author [BHT00] introduced a Poincare´-type functional parame-
ter, λ∞, of a graph G. They related λ∞ to the vertex expansion of the graph via a Cheeger-type
inequality, analogous to the inequality relating the spectral gap of the graph, λ2, to its edge
expansion. While λ2 can be computed efficiently, the computational complexity of λ∞ has
remained an open question. Following the work of the second author with Raghavendra and
Vempala [LRV13], wherein the complexity of λ∞ was related to the so-called small-set expansion
(SSE) problem, it has been believed that computing λ∞ is a hard problem. We confirm this
conjecture by proving that computing λ∞ is indeed NP-hard, even for weighted trees.
Our gadget further proves NP-hardness of computing spread constant of a weighted tree;
i.e., a geometric measure of the graph, introduced by Alon, Boppana, and Spencer [ABS98], in
the context of deriving an asymptotic isoperimetric inequality of Cartesian products of graphs.
We conclude this case by providing a fully polynomial time approximation scheme.
We further study a generalization of spread constant in machine learning literature, namely
the maximum variance embedding problem. For trees, we provide fast combinatorial algorithms
that avoid solving a semidefinite relaxation of the problem. On the other hand, for general
graphs, we propose a randomized projection method that can outperform the optimal orthogonal
projection, i.e., PCA, classically used for rounding of the optimum lifted solution (to SDP
relaxation) of the problem.
1 Introduction
1.1 λ∞ and Vertex Expansion
One of the fundamental quantities in discrete optimization, spectral graph theory, and the theory
of Markov chains is the spectral gap of a graph, denoted by λ2. Applying Courant-Fischer-Weyl
Theorem, λ2 can be characterized as the second smallest eigenvalue of the normalized Laplacian
matrix of the graph (see [CG97]), that can be efficiently computed. Cheeger-type inequalities
[Che69] for graphs [AM85, Alo86, SJ89] also motivate the study of λ2 by connecting it to various
isoperimetric constants, e.g.,
λ2/2 ≤ φE(G) ≤
√
2λ2 ,
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where φE(G) is the edge expansion of the undirected graph G = (V,E) . Measures such as the edge
expansion of a graph are of particular interest in theory and practice (e.g., see [HLW06, Kho16,
ARV09, ZLM13] and references therein), yet are NP-hard to compute.
Bobkov, Houdre´, and the third author [BHT00] introduced a novel Poincare´-type functional
parameter, λ∞ , and derived new Cheeger-type inequalities,
λ∞/2 ≤ φV (G) ≤ 4λ∞ + 4
√
λ∞ , (1)
where φV (G) = φV (G,π) denotes the vertex expansion of the graph G for an arbitrary probability
measure over the vertex set π . Formally, vertex expansion is defined as
φV (G)
def
= min
S⊆V
π(N(S) ∪N(V \ S))
min{π(S), π(V \ S)} ,
where for S ⊆ V , N(S) def= {j ∈ V \ S : ∃i ∈ S such that {i, j} ∈ E}.
For an undirected graph G = (V,E) with non-negative edge weights given by w : E → R≥0, λ2
can be defined as
λ2
def
= inf
f :V→R
Ev∼π
[
Eu∼σN(v)
[|f(v)− f(u)|2]]
Varπ [f ]
,
where π is the stationary probability distribution over the vertices and σN(v) is a probability distri-
bution over the vertices in N(v) where a vertex u ∈ N(v) is sampled with probability proportional
to w(u, v).
In contrast, Bobkov, Houdre´, and the last author defined λ∞ as
λ∞
def
= inf
f :V→R
Ev∼π
[
supu∈N(v) |f(v)− f(u)|2
]
Varπ [f ]
, (2)
where π is an arbitrary probability distribution over the vertices. In general one can convert bounds
for vertex and edge expansion at the cost of a degrade by a multiplicative factor of maximum degree
of the graph, ∆ = ∆(G). However, directly using (an estimate for) λ∞ can yield better bounds on
vertex expansion and relevant measures (Equation (1)), as pointed out by [BHT00] in the context
of refining certain isoperimetric and concentration bounds from [AM85].
Computing the edge expansion of a graph is NP-hard, whereas λ2 can be computed efficiently
(see Remark 2). Computing vertex expansion is also NP-hard, yet the complexity of computing
λ∞ remained an open problem.
Works due to [BHT00, LRV13] imply that λ∞ is SSE-hard (see [RS10]) to approximate better
than O(log∆) in certain parameter regimes, (refer to [LRV13] for formal statement). Even though
the small-set expansion hypothesis remains unproven, this suggested that the computation of λ∞
is likely to be hard. Nevertheless, the fundamental question of proving NP-hardness of the compu-
tation of λ∞ remained unresolved since 2000 . We settle this question by proving that computing
λ∞ is NP-hard, even in the case of star graphs:
Theorem 1. There exists a polynomial p such that the following holds. Given a star graph G ,
and rational probability distribution π over the vertices, computing λ∞(G,π) to p(|G,π|) many bits
accuracy is NP-hard (here |G,π| denotes the length of the input string).
Remark 2. We note that λ2 is an irrational number in general (e.g., the eigenvalues of the nor-
malized adjacency matrix of an n-cycle are {cos(2πk/n) : k ∈ [n]}), and λ∞ is also believed to be
irrational in general. Therefore, they are not computable exactly by a Turing machine. Thus, we
restrict ourselves to the problem of computing them to an accuracy of polynomially many bits.
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The complexity of computing λ∞ of unweighted trees (i.e., uniform π) remains an open problem.
Nevertheless, in this case we show the vertex expansion (a motivation to compute λ∞ in the first
place) can be computed in polynomial time:
Theorem 3. Given a tree G and uniform distribution π over the vertex set, the vertex expansion
φV (G) can be computed in polynomial time.
On the other hand we affirm the vertex expansion of a tree (a star in particular) remains
NP-hard to compute for weighted trees.
Theorem 4. There exists a polynomial p such that the following holds. Given a star graph G ,
and rational probability distribution π over the vertices, computing φV (G,π) to p(|G,π|) many bits
accuracy is NP-hard (here |G,π| denotes the length of the input string).
1.2 Spread Constant and Maximum Variance Embedding
We further study a problem that has been discovered multiple times in the literature, due to appli-
cations in functional analysis [Fie73, Fie90, Fie93, GHW08], spectral graph theory [GBS08], theory
of Markov chains [BDX04, SBXD06], machine learning [WS06b, WS06a] and data visualization
[SGBS08]. The common ground for above citations is finding a Lipschitz embedding of vertices of
a graph into a Euclidean space, such that the variance of the representation is maximized. The
Lipschitzness constraint requires mapping of neighboring vertices, with respect to G , to nearby
locations in the target space. Embedding into R1 was first introduced by Alon, Boppana, and
Spencer [ABS98] as the spread constant. They showed that isoperimetric properties of Cartesian
products of a graph [CT98], in asymptotic fashion, can be well-understood in a wide range by
merely bounding the second moment over Lipschitz valuations of the vertices.
The spread constant of a graph, C (= C(G,π)) , can be formally defined as
C
def
= sup
f∈L(G)
Varπ [f ] ,
where L(G) denotes the set of Lipschitz functions f : V → R with respect to the distance metric
defined by G , i.e., satisfying |f(u)− f(v)| ≤ 1 , ∀ {u, v} ∈ E .
Our next main result is that the spread constant is also NP-hard to compute, even on star
graphs:
Theorem 5. There exists a polynomial p such that the following holds. Given a star graph G ,
and rational probability distribution π over vertices, computing C(G,π) to p(|G,π|) bits accuracy is
NP-hard (here |G,π| denotes the length of the input string).
We conclude the case for weighted trees by providing a fully polynomial time approximation
scheme:
Theorem 6. Given a tree graph G , and rational probability distribution π over vertices, C(G,π)
can be 1 + ǫ approximated in time poly(n, 1/ǫ), for any ǫ > 0.
The search for an embedding of maximum (normalized) second moment can be generalized to
higher dimensional spaces, having
Ck
def
= sup
f∈Lk2(G)
Eu∼π
[‖f(u)− Ev∼π [f(v)] ‖22] ,
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where Lk(G), denotes the set of Lipschitz functions f : V → Rk with respect to G , i.e., satisfying
‖f(u)−f(v)‖2 ≤ 1 , ∀ {u, v} ∈ E . This objective, namely, themaximum variance embedding (MVE)
has also appeared in machine learning literature as a heuristic for non-linear dimension reduction.
Introduced by Weinberger, Sha, and Saul [WSS04] as the maximum variance unfolding (MVU),
they showed well-sampled manifolds lying in high-dimensional spaces can be better represented
in lower dimensional Euclidean spaces by an “unfolding” caused by the maximization of variance
while (local) structure of the manifold is preserved due to the Lipschitzness constraint.
For embedding into Rn , i.e., when k = n , the problem can be reformulated as a convex (semidef-
inite) program (SDP 7 below, see Theorem 7.1 from [MT05] and section 3 from [SBXD06] for more
details.)
SDP 7.
max Eu,v∼π
[
‖xu − xv‖22
]
s.t. ‖xu − xv‖22 ≤ 1 , ∀ {u, v} ∈ E, xv ∈ R|V | , ∀v ∈ V .
This relaxation has been a mediate step followed by principal component analysis (PCA) as a
heuristic algorithm (namely, MVU) to find a candidate solution for Ck [WSS04]. It is easy to see
the worst case guarantee of approximation of Ck by the classical MVU algorithm is Ω(n/k), e.g.,
considering an n-cube example, projecting into k principal components may preserve as low as k/n
fraction of total variance. We propose a simple randomized projection routine with considerably
improved performance guarantee:
Theorem 8. Our polynomial time randomized algorithm approximates Ck to O((log n)/k) for
k ≤ log n , and 1 + O
(√
(log n)/k
)
for k > log n. In particular, for k = Ω
(
(log n)/ǫ2
)
, the
approximation factor is 1 + ǫ.
1.3 Other Related Works
The convex relaxation of maximum variance embedding, i.e., corresponding to Cn, is SDP dual to
the problem of absolute algebraic connectivity of the graph, introduced by Fiedler [Fie90, GHW08].
This optimized spectral gap has found connections to the problem of speeding up a Markov chain
with the same structure and only re-weighting of the edges, namely fastest mixing Markov process
problem [SBXD06].
While the lifted relaxation can be reformulated as a convex program and solved up to arbitrary
precision in strongly polynomial time, e.g., using interior point methods [NN94, Nes13], the chal-
lenge remains on how to retrieve a low dimensional solution from the lifted relaxation. For C1, this
SDP is shown to have an integrality gap Ω(log n/(log log n)) [Nao14], and has enabled approxima-
tion of spread constant up to a multiplicative factor of O(log n) [MT+06, SBXD06]. Exploiting
structure of the input can lead to combinatorial rounding algorithms, e.g., Go¨ring, Helmberg, and
Wappler [GHW08] showed Cn = Ck, for k > tree-width of the input graph, a corollary of which
would be a 2-approximation for spread constant of trees.
For sparsest cut problems and vertex expansion in particular, NP-hardness results are far from
the best known algorithmic bounds. [AMS07] showed there is no polynomial time approximation
scheme for the problem of sparsest cut in general graphs, unless NP-complete problems can be
solved in randomized subexponential time. On the other hand Feige et al. [FHL08] showed that
vertex expansion can be O(
√
log n) approximated. [LRV13] gave an algorithm to compute a set have
vertex expansion O(
√
φV log∆); they also showed a matching (up to constant factors) lower-bound
based on the small-set expansion hypothesis for certain regimes of parameters.
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1.4 Overview of Techniques
Proving the NP-hardness of computing λ∞ involves multiple steps. First, using a folklore observa-
tion we get that the “inf” in (2) can be replaced with a “min”, see (3); for the sake of completeness,
we prove this in Lemma 25. To prove Theorem 1 we reduce the NP-complete Integer Parti-
tioning problem (Problem 10) to computing λ∞ of the star graph as our gadget.
Recall that λ∞ can be an irrational number, and cannot be computed exactly in general. Since
we want to prove NP-hardness for the problem of computing λ∞ to a polynomially many bits of
accuracy, it will not suffice to show that the value of λ∞ is simply different for the yes and the no
instances of the Integer Partitioning problem. We will show a non-trivial separation between
the yes and no instances of the Integer Partitioning problem corresponds to a measurable
(polynomially many bits deep) difference in λ∞.
To be able to show this gap, we find some crucial structural properties of an optimum solution (to
λ∞ as an optimization problem in (3)) of a star graph. Applying first and second order optimality
conditions, we show that there is at most one non-extreme (see Lemma 13) variable in the solution
to the underlying optimization problem. Similar approach leads to our hardness results for vertex
expansion and spread constant.
The main tool in design of our algorithms for vertex expansion and spread constant of trees
is dynamic programming to search into a restricted set of potentially optimal solutions using our
enhanced characterizations of the optima. In particular, we extend a characterization by [ABS98]
for spread constant, for special case of a tree. They showed there exists a set U ⊆ V such that the
absolute value of the optimum embedding of the graph, corresponding to C1, is the graph-distance
from U . We show for (weighted) trees such a U can be chosen of size 1 (Lemma 19). This allows us
to reduce computing spread constant of a tree to a knapsack problem, and approximate it efficiently.
Last but not least we propose a new algorithm for MVE of general graphs, to reduce the
dimension of an optimum lifted (SDP) solution. Using the Johnson-Lindenstrauss lemma, we show
random projections to O(log n/ǫ) dimensions suffice to bound the loss in the variance by O(ǫ) in
expectation, whereas the prevalent (and more computationally intensive) PCA can in the worst
case guarantee a negligible performance for sublinearly many dimensions.
1.5 Notation
Let n and m denote the number of vertices and edges of the graph. We may abuse the notation
for λ∞(G,π) when G and π are clear from the context, denoting λ∞ as a function from valua-
tion of the vertices to the objective value of the optimization problem, i.e., λ∞ : R
V → R, x 7→
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
/Varπ [x].
Similarly, given G and π, we denote by C and Ck as functions over R
V and RV×k (corresponding
to the embedding of vertices) mapping a valid (Lipschitz) embedding to its (Euclidean) variance
and 0 otherwise.
We denote a star graph with n−1 leaves by Sn. Name the center 0 ∈ V which is connected to all
other vertices [n−1] ⊆ V that are leaves of our tree. The edge set, E, for Sn is {{0, i} |i ∈ [n− 1]} .
The indicator function 1[condition] denotes whether the condition is satisfied, with 1[True] = 1
and 1[False] = 0. We can write sign(·) : α 7→ 1[α > 0]− 1[α < 0] ∀α ∈ R .
Vectors of ones and zeros, where the dimension is clear form context, are denoted by 0 and 1.
Convex hull of S ⊆ Rk is denoted by conv(S) def= {αx+ (1− α)y : x, y ∈ S, 0 ≤ α ≤ 1} .
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2 λ∞ of a Star
In this section we prove Theorem 1, re-stated below. Before we start, note that the infimum in
the definition of λ∞ is bounded and feasible for any connected graph; explained as Lemma 25 in
Appendix A for completeness. Therefore, λ∞ is the optimal solution to the following optimization
problem:
λ∞ = min
x:V→R
Ev∼π
[
max
u∈N(v)
|xu − xv|2
]
s.t. Varπ [x] ≥ 1 . (3)
Theorem 9. For any constant β ∈ Q>1 , given a star graph G , and distribution π , verifying
λ∞(G) ≤ β up to polynomially many bits is NP-hard.
The main idea is to prove a lower bound, λ∞(Sn, π) ≥ 11−π0 , that is satisfied with equality if
and only if the leaves can be partitioned in half with respect to π, so we use a reduction from the
following classical NP-complete problem.
Problem 10 (Integer Partition Problem). Given positive integers {p1, · · · , pn} we are to decide
whether this multiset can be partitioned into two subsets of equal sum.
It is not hard to verify that the lower bound of 11−π0 can be achieved if the leaves can be split
in half, by embedding them at equal distances to the center. In this case we have a binary and
balanced embedding, formally defined as follows.
Definition 11. For a star graph, we call a valuation/embedding x : V → R , binary, if all leaves
are assigned numbers at the same absolute distance from the value assigned to the root, i.e.,
|xk − x0| = max
i
|xi − x0|, ∀k ∈ [n− 1] ,
and call it balanced around vertex v, if its first order moment with respect to xv is zero, i.e.,∑
k∈V
πk(xk − xv) = 0 ⇐⇒ Eu∼π [xu] = xv .
The challenge is in the other direction where not only do we have an un-balanced set of leaves
to the left and right of the center, but also they are not necessarily at equal distances from the
center, i.e., not binary, in an optimum valuation.
In §2.1 we show the spread of vertices by an optimum valuation for λ∞(Sn, π) is almost binary,
i.e., all but at most one of the leaves are at equal distances from the center. This paves the way for
showing the aforementioned inequality, yet another major step remains. We need to show a large
enough increase on λ∞ when a balanced partition of the leaves is not feasible. We show this and
formally present the reduction in §2.2.
Before we start let us denote a useful fact.
Fact 12. Given positive numbers a, b, c, d ∈ R , and ab < cd , we have ab < a+cb+d < cd , i.e., mediant of
two (positive) ratios falls in between. Consequently, ef <
e−g
f−g for e > f > g > 0 .
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2.1 The Optimum is Almost Binary
Let us rewrite (3), i.e., the optimization problem defined by λ∞, for a star.
λ∞(Sn, π) = min
x∈RV \{0}
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
Varπ [x]
= min
x∈RV \{0},x0=0
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
Varπ [x]
uniform shift invariance
= min
x∈RV \{0},x0=0
π0 ·maxi∈[n−1] x2i +
∑
i∈[n−1] πix
2
i
Varπ [x]
star structure
= min
x∈RV \{0},x0=0
π0 ·maxi∈[n−1] x2i + Ei∼π
[
x2i
]
Ei∼π
[
x2i
]− (Ei∼π [xi])2 . (4)
We are going to characterize the optimum valuation, namely
y ∈ argminx∈RV \{0},x0=0
π0 ·maxi∈[n−1] x2i + Ei∼π
[
x2i
]
Ei∼π
[
x2i
]− (Ei∼π [xi])2 . (5)
Lemma 13. There exists at most one vertex i 6= 0 with |yi| 6= maxk |yk| .
Proof. Note that y0 = 0. We prove the claim by contradiction, assuming ∃i, j > 0, i 6= j for which
yi, yj ∈ (−max
k
|yk|,max
k
|yk|) . (6)
We find a contradiction by showing λ∞(·) can be further decreased, slightly moving from y
along the direction v = πiej − πjei , i.e., adding to one and decreasing another, while keeping the
expectation intact. Namely for y′ = y + δv , we have
Ek∼π
[
y′k
]
=
∑
k
πky
′
k =
(∑
k
πkyk
)
− πiπjδ + πjπiδ = Ek∼π [yk] .
The assumption by eq. (6) guarantees that for sufficiently small δ , we have
max
k
y2k = max
k
y′2k .
The only term in formulation of λ∞(·) as of equation 4, that is affected by changing y to y′ is
in the second moment γ
def
= Ek∼π
[
y′2k
]− Ek∼π [y2k] , for which we have
Ek∼π
[
y′2k
]
= Ek∼π
[
y2k
]
+ πi(−2yiπjδ + (πjδ)2) + πj(2yjπiδ + (πiδ)2)
= Ek∼π
[
y2k
]
+ 2δπiπj(yj − yi) + δ2(πiπ2j + πjπ2i ) = Ek∼π
[
y2k
]
+ γ .
We can assure a γ > 0 by setting δ = ǫ · (sign(yj − yi) + 1[yj − yi = 0]) , for a small ǫ > 0 .
Computing λ∞ at y
′ we have
λ∞(y
′) =
π0 ·maxi∈[n−1] y′2i + Ei∼π
[
y′2i
]
Ei∼π
[
y′2i
]− (Ei∼π [y′i])2
=
π0 ·maxi∈[n−1] y2i + Ei∼π
[
y2i
]
+ γ
Ei∼π
[
y2i
]− (Ei∼π [yi])2 + γ (7)
∈
(
γ
γ
,
π0 ·maxi∈[n−1] y2i + Ei∼π
[
y2i
]
Ei∼π
[
y2i
]− (Ei∼π [yi])2
)
= (1, λ∞(y)) , Fact 12 (8)
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where we applied Fact 12 for a = b = γ , c = π0 · maxi∈[n−1] y2i + Ei∼π
[
y2i
]
and d = Ei∼π
[
y2i
] −
(Ei∼π [yi])
2 . Equation (7) shows λ∞(y
′) is a median of two fractions c/d = λ∞(y) and a/b = 1 .
Noticing c/d > 1 , the last line provides the desired contradiction λ∞(y
′) < λ∞(y) .
It is now easy to prove the desired tight lower bound on λ∞ of a star.
Lemma 14. λ∞ ≥ 11−π0 and the equality holds if and only if y is (i) binary, and (ii) balanced
around the root.
Proof. Recall y0 = 0. Without loss of generality assume the following.
max
k
|yk| = 1 scale invariance
∃ i ∈ [n− 1] ∀ k 6= i |yk| = 1 Lemma 13
Let π− =
∑
k 6=i πk · 1[yk = −1] and π+ =
∑
k 6=i πk · 1[yk = +1] . We need to show
λ∞ =
π− · (−1)2 + π+ · (1)2 + πiy2i + π0 · (1)2
π− · (−1)2 + π+ · (1)2 + πiy2i − (π− · (−1) + π+ · 1 + πiyi)2
≥ 1
1− π0 ,
and the equality holds if and only if the valuation is binary and balanced, in which case, y2i = 1,
and π+ · 1 + πi · yi + π− · (−1) = 0 .
We show equivalence between the target inequality λ∞ ≥ 11−π0 and inequality
π0πi(1− y2i ) + (π+ − π− + πiyi)2 ≥ 0 ,
that is trivial due to the fact that yi ∈ [0, 1] . Re-writing the latter inequality as
π0πi − π0πiy2i + π2+ + π2− + π2i y2i − 2π+π− − 2π−πiyi + 2π+πiyi ≥ 0
and applying πi = 1− π+ − π− − π0 , we get
π0(1− π+ − π− − π0)− π0πiy2i + π2+ + π2− + π2i y2i − 2π+π− − 2π−πiyi + 2π+πiyi ≥ 0
Rearranging and adding terms to both sides we get
π+ + π− + πiy
2
i + π0 − π0π+ − π0π− − π0πiy2i − π20 ≥
π+ + π− + πiy
2
i − π2+ − π2− − π2i y2i − 2π+πiyi + 2π+π− + 2π−πiyi.
Factorizing this expression, we get
(π+ + π− + πiy
2
i + π0) · (1− π0) ≥ (π+ + π− + πiy2i )− (π+ − π− + πiyi)2.
A final rearrangement give us
λ∞ =
π+ + π− + πiy
2
i + π0
(π+ + π− + πiy2i )− (π+ − π− + πiyi)2
≥ 1
1− π0 ,
where derivations (holding in both directions) also hold in equality form, and so does for strict
inequality. We also implicitly used the fact that πi ∈ (0, 1),∀i and that Varπ [x] > 0 , particularly
assuring the denominators are positive in the last inequality.
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2.2 The Reduction
Given a decision oracle for λ∞ ≤ β, we provide a polynomial reduction from the NP-hard integer
Partition problem [Kar72].
Given an instance for the Partition problem, namely P = {pj : j ∈ [n− 1]} define a star Sn,
with vertex set V = {0, · · · , n − 1}, and E = {(0, j)|j ∈ [n − 1]}, and a probability measure π on
the vertex set defined as follows.
πj =
{
β−1
β , j = 0
1
β ·
pj∑
k pk
, j ∈ [n− 1]
To respond to Partition, we forward the answer from the oracle on whether λ∞(Sn, π) ≤ β .
Note that applying Lemma 14 we know if the answer to Partition is yes then λ∞ = β, and
otherwise it is larger. What left to show is to lower-bound the increase in λ∞ due to the no-
Partition scenario, such that it affects a polynomially deep bit of the answer. We do this in the
following lemma that shows λ∞ > β + Ω((β − 1)/(β(
∑
i pi)
2)) in no-Partition case, increasing
a digit (of λ∞) no deeper than O(log
∑
i pi) that is polynomially bounded by the length of binary
representation of the input to the Partition problem, i.e., Θ(
∑
i log pi).
Lemma 15. λ∞ = β if and only if P can be Partitioned, otherwise λ∞ ≥ β +Ω
(
β−1
β(
∑
k pk)
2
)
.
Proof. Applying Lemma 14 for the star, we have λ∞ = β for some normalized optimal valuation
y ∈ RV , if and only if yk = ±1 for every leaf k and it is balanced w.r.t.π, i.e.,∑
k
πk · 1[yk > 0]−
∑
k
πk · 1[yk < 0] = 0 ⇐⇒
∑
k
pk · 1[yk > 0] =
∑
k
pk · 1[yk < 0] ,
which is proof of a Partition of P with corresponding parts {k|yk < 0} and {k|yk > 0} .
The argument is clearly reversible and given a valid Partition, i.e., S ⊆ [n−1] where∑j∈S pj =∑
j /∈S pj , the following assignment for y (upper) bounds λ∞ by
1
1−π0
= β .
yk =


0, k = 0
1, k ∈ S
−1, otherwise
Considering the no-Partition case, let b∗ be the optimal balance (minimum difference of sums)
of π over all partitions of the leaves, i.e., minS⊆[n−1] |
∑
j∈S πj −
∑
j∈[n−1]\S πj |. Since the pj’s are
integers, we have that the optimal balance is at least
b∗ ≥ 1
β
· 1∑
j pj
. (9)
Let y be the vector corresponding to λ∞ of this star instance. As before, we will assume that
maxk |yk| = 1 , y0 = 0 , and let i ∈ [n − 1] be the only (if any) index such that |yi| < 1 (otherwise
any index). By symmetry we can also assume yi ≥ 0. We are going to lower bound
λ∞ =
π+ + π− + πiy
2
i + π0
(π+ + π− + πiy2i )− (π+ − π− + πiyi)2
=
1− πi(1− y2i )
1− π0 − πi(1− y2i )− (−π− + π+ + πiyi)2
(π · 1 = 1) . (10)
Let κ ∈ (0, 1/2) be a constant to be fixed later, and let ǫ = κb∗.
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Case 1 0 ≤ y2i < 1− ǫ. Continuing from equation 10,
λ∞ ≥ 1− πi(1− y
2
i )
1− π0 − πi(1− y2i )
neglecting second term in denominator
>
1− πiǫ
1− π0 − πiǫ (1− y
2
i > ǫ) and fact 12
=
1
1− π0 +
π0πiǫ
(1− π0)(1 − π0 − πiǫ)
≥ 1
1− π0 +
π0πiǫ
(1− π0)(1 − π0)
= β + β(β − 1)πiǫ 1
1− π0 = β
= β + β(β − 1)πiκb∗ ǫ = κb∗
≥ β + (β − 1) πiκ∑
i pi
inequality 9
≥ β + β − 1
β
· κ
(
∑
i pi)
2
πi ≥ 1
β
∑
i pi
Case 2 1 ≥ y2i ≥ 1− ǫ⇒ |yi| = yi > 1− ǫ we similarly have
λ∞ =
1− πi(1− y2i )
1− π0 − πi(1− y2i )− (−π− + π+ + πiyi)2
equation 10
>
1 + (−π− + π+ + πiyi)2
1− π0 fact 12 and λ∞ > 1
= β + β(−π− + π+ + πi − (1− yi)πi)2
≥ β + β| − π− + π+ + πi|(| − π− + π+ + πi| − 2|(1 − yi)πi|) (a− b)2 ≥ |a|(|a| − 2|b|)
≥ β + βb∗(b∗ − 2ǫ) ∗
= β + β(b∗)2(1− 2κ) ǫ = κb∗
≥ β + 1
β
· (1− 2κ)
(
∑
i pi)
2
. inequality 9
In inequality above, denoted by ∗ , we applied |−π−+π++πi| ≥ b∗ and further lower-bounded
|−π−+π++πi|−2|(1−yi)πi| > 0 , considering |−π−+π++πi| ≥ b∗ and 2|(1−yi)πi| < 2ǫπi ≤ 2ǫ < b∗.
Substituting κ = 1/3 , we would have
λ∞ ≥ β +min
{
β − 1
β
· 1
3(
∑
i pi)
2
,
1
β
· 1
3(
∑
i pi)
2
}
.
While our gadget showed the first NP-hardness result for λ∞, we notice it does not capture all
complexity of the problem by suggesting an approximation algorithm for this case in Appendix B.
3 Spread Constant of a Tree
In this section we study the maximum variance embedding problem for trees. Trees can be optimally
embedded in k ≥ 2 dims. by solving a semidefinite program, as [GHW08] showed Ck = Cn∀k ≥ 2.
10
Much less is known for k = 1, i.e., the spread constant, where the SDP relaxation provides only a
2-approximation.
Integrality Gap. Consider a star with 3 leaves, i.e., S4, known as the claw graph, and let π0 = 0
and πi = 1/3 : i ∈ [3]. This example shows the integrality gap for computing C using the SDP
relaxation is ≥ 9/8. Note that one can construct instances with arbitrary many vertices using the
same structure.
We show computing C of a weighted tree is indeed an NP-hard problem, using the same star
gadget we built for λ∞. The analysis becomes even more straightforward as we characterize the
optimum embedding of a star to be fully binary.
We conclude this case in §3.1 by providing a 1 + ǫ approximation algorithm for C of weighted
trees, and a combinatorial algorithm for computing its C2 avoiding a semidefinite program. In this
line we enhance characterization of the optimal embedding for trees from the results by previous
studies [GHW08, ABS98].
Let us start with a useful lemma.
Lemma 16. If V =
⋃˙
Ai and y, y
′ : V → Rd be two valuations that preserve distances inside Ai’s,
‖yu − yv‖ = ‖y′u − y′v‖ ∀u, v ∈ Ai ∀Ai.
Let µy(Ai) =
∑
v∈Ai
πv
πAi
yv. We will have
Var [y]−Var [y′] =∑
i<j
πAiπAj
(
‖µy(Ai)− µy(Aj)‖2 −
∥∥µy′(Ai)− µy′(Aj)∥∥2) .
Proof. Variance can be written as
Var [y] = Ev
[‖yv − µy‖2] = 1
2
Ev,w
[‖yv − yw‖2] = ∑
v<w
πvπw‖yv − yw‖2 .
Due to isometry inside each Ai, while transforming y to y
′, we need to track contribution of pairs
of vertices from different Ai’s. Fix some i < j.∑
v∈Ai,w∈Aj
πvπw‖yv − yw‖2 =
∑
v∈Ai,w∈Aj
πvπw‖yv − µy(Ai) + µy(Ai)− µy(Aj) + µy(Aj)− yw‖2
=
∑
v∈Ai,w∈Aj
πvπw
(‖yv − µy(Ai)‖2 + ‖µy(Ai)− µy(Aj)‖2 + ‖µy(Aj)− yw‖2)
(11)
+ 2πvπw(yv − µy(Ai)) · (µy(Ai)− µy(Aj)) (12)
+ 2πvπw(µy(Ai)− µy(Aj)) · (µy(Aj)− yw) (13)
+ 2πvπw(yv − µy(Ai)) · (µy(Aj)− yw) (14)
First note that the terms from (12), (13), (14) have zero contribution to the summation. This is
because (inner) product is linear,
∑
v∈Ai
πv(yv − µy(Ai)) = 0, and
∑
w∈Aj
πv(yw − µy(Aj)) = 0.
Now, from (11) the only terms that can differ in computing variance for y and y′ are∑
v∈Ai,w∈Aj
πvπw‖µy(Ai)− µy(Aj)‖2 = πAiπAj‖µy(Ai)− µy(Aj)‖2
that are exactly accounted for in the statement.
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Think of µy(A) as the barycenter of the corresponding vertices in the embedding, weighted by
π. In particular, consider a partition of vertices into two components due to removal of a single
edge in the tree. The above lemma immediately shows shifting one of the components in (at least)
one direction (left or right) increases the variance of the embedding (as it will further separate the
barycenters of the two parts). Hence we can feasibly increase the variance unless moving in target
direction is violating Lipschitzness of the removed edge. So we have the following characterization.
Lemma 17. For any optimum embedding of a tree, all edges are fully stretched.
This paves the way for a fully binary characterization of optimum embedding of a star. Similar
to our analysis for λ∞ we can reduce the Partition problem to computing spread constant of a
star. In particular we show C(Sn, π) ≤ 1 − π0, holding with equality if and only if the leaves can
be equally partitioned. Proof of our NP-hardness result is discussed in Appendix D.
3.1 Embedding into R1 and R2
Approximation Scheme for C1. Alon, Boppana, and Spencer [ABS98] showed there exists an
integral optimal embedding y ∈ RV×1 for the spread constant of a general graph, with the following
property. They showed there exists a set U of vertices and an assignment of signs s(C) ∈ {±1}
corresponding to every connected component C ⊆ V \ U , such that for every vertex v in C,
yv = dG(U, v) · s(C)
and yu is zero for u ∈ U . Noticeably, this characterization facilitates an O(2O(n) · poly(n)) time
algorithm to compute the spread constant. For weighted trees we show the following result.
Theorem 18. Given a tree G and a distribution π over vertices, the spread constant C1(G,π) can
be 1 + ǫ approximated in time poly(|G,π|, 1/ǫ), where |G,π| denotes length of the input.
The key in reducing the search space is to further enhance the [ABS98] characterization for
trees. We show U can be chosen as a singleton set, while this is far from true in general (even for
series-parallel graphs).
Let y : V → R be an optimal embedding for spread constant of our tree, i.e., C(G,π). The
desired characterization (a singleton U) is immediate by the following lemma.
Lemma 19. The optimum embedding y, in absolute value, is equal to distances from a particular
vertex in the tree.
Proof. Recall that all edges are stretched due to Lemma 17. We prove the desired by showing there
is no simple path in G where the corresponding y sequence is tri-tonic, i.e., increasing-decreasing-
increasing (or decreasing-increasing-decreasing).
We prove this by contradiction. WLOG assume all edges are fully stretched, and we have
a simple path R = {R1, . . .} for which yR is increasing-decreasing-increasing. Consider the two
critical positions of the path where monotonicity is broken,
yRi < yRi+1 > yRi+2 and yRj > yRj+1 < yRj+2 , j > i .
WLOG assume yRi+1 = 0 and yRj+1 = −d < 0. Let A be the sub-tree including Ri after
removing Ri+1 from the tree, and let B be the subtree including Rj+2 due to removal of Rj+1. Let
C = V \ A \B be the third subtree, together with A and B decomposing V .
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We denote by µA, µB , µC as the barycenters of the subtrees corresponding to A, B, and C,
e.g.,
µA =
∑
v∈A
πv
πA
yv.
where πA, πB , πC are sum of corresponding probabilities.
First we show that µA = 0 − α and µB = −d + β for some α, β > 0, otherwise and in either
case, the total variance can be increased by shrinking the edge between the corresponding subtree
and C or mirroring the subtree around the neighbor in C. Lemma 16 shows all needed to secure
an increase in the variance, is to depart the barycenters.
Let us prove µA < 0. First, see µA < µT\A as if otherwise we can increase |µA − µT\A| and the
variance (applying Lemma 16) by simply shifting yA to the right, i.e., shrinking the edge between
A and T \A. Now if µT\A < 0 we can increase |µA−µT\A| by mirroring yA around 0 and applying
Lemma 16.
Similarly, to prevent increasing the variance by shifting yB to the left or mirroring it around
−d, µB > −d can be proved. So let µB = −d+ β.
Applying Lemma 16, let us write the increase (difference) in the variance due to mirroring both
yA (around 0) and yB (around −d) while we can reverse the effect of either by simply negating α
or β in the resulting formula.
Var
[
y′
]−Var [y] = πAπB((α − (−d− β))2 − ((−α) − (−d+ β))2)
+ πAπC((α − µC)2 − (−α− µC)2) + πBπC((−d− β − µC)2 − (−d+ β − µC)2)
= πAπB(2d)(2α + 2β) + πAπC(−2µc)(2α) + πBπC(−2d − 2µC)(−2β)
= α(4πAπBd− 4πAπCµC) + β(4πAπBd+ 4πBπC(d+ µC)) .
Hence, being free to decide signs on ±α,±β, we can increase the variance
|α(4πAπBd− 4πAπCµC)|+ |β(4πAπBd+ 4πBπC(d+ µC))| ,
the sum of which will be strictly positive (former for µC ≤ 0 and latter for µC ≥ 0), so we have the
desired contradiction and the original valuation was not optimal.
Now the proof of Theorem 18 is straightforward. We can enumerate over all O(n) possible
cases for U . Let U = {v}. WLOG let yv = 0 as the objective is shift invariant. We can write the
maximization objective as
Var [y] = (E
[
y2
]− E [y]2) .
E
[
y2
]
is only a function of v, i.e., invariant to s(·). All left is to minimize (E [y])2 or equivalently
|E [y] |. While all branches are fully stretched away from yv = 0 and we only need to decide their
sing, positive/negative, to minimize a sum (total moment) in absolute value. Now the problem has
become a knapsack that we can 1 + ǫ approximate in fully polynomial time.
A Combinatorial Solution for C2. We end this section by providing a fast combinatorial
algorithm to compute C2 of a (weighted) tree, i.e., finding the maximum variance embedding of tree
in R2 without solving the extensive SDP relaxation. We extend the following useful characterization
for the optimum.
Lemma 20 ([GHW08]). Let y : V → Rn be a normalized (zero-mean) optimal solution to Cn , and
S ⊆ V be a separator, removing which creates disconnected components C1, C2 ⊆ V . Then there
exists i ∈ {1, 2} for which
conv{0, yv} ∩ conv{yu : u ∈ S} 6= ∅ ∀v ∈ Ci .
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Proposition 21. Given a tree T = (V,E) , for any C2-optimal embedding y : V → R2 , either
(i) the barycenter overlaps a single vertex v , and for every other vertex u ∈ V the graph distance
between v and u matches that of the ℓ2 distance in the embedding, i.e.,
dT (u, v) = ‖yu − yv‖2
or (ii) the barycenter belongs to a line segment corresponding to a single edge, i.e., Eπ [yv] ∈
conv{yu, yv} for some (u, v) ∈ E , and the embedding spans only the line through yu and yv with all
edges being stretched away from the barycenter.
Proof. Without loss of generality, assume all edges are fully stretched and the barycenter is at the
origin, Ev∼π [yv] = 0 . Applying Theorem 20 for every vertex v ∈ V , for which yv 6= 0 , for all
neighbors u ∈ N(v) , except at most one, we have
yu = yv +
1
‖yv‖2 yv ,
as the shadow of separator vertex v , with respect to the origin covers all and only the half line
{(1 + α)yv : α > 0} .
If more than a single edge (the segment between two embedded vertices) or a single vertex
overlaps the origin Theorem 20 forces all other edges connected to them to remain in their starting
direction moving away from the origin. This would dismiss any other edges in the graph that
potentially connect such rays that contradicts connectivity of the graph.
Finally note that if the line through a segment corresponding to an edge (u, v) does not include
the origin, their neighbors and the rest of the tree falls in diverging rays from the origin into u and
v , and we will have a separating line (hyper-plane) between the origin and convex hull of y , which
contradicts 0 being the mean of y .
So one of the cases in the statement is valid.
We are now ready to present our combinatorial algorithm.
Theorem 22. C2(G,π) of an n-vertex tree can be computed in time O(n).
Proof Sketch. Apply Proposition 21.
Consider Scenario (i) with the barycenter overlapping yv for some vertex v. Proposition 21
ensures the deg(v) subtrees (branches neighboring to v) are fully stretched away from yv and the
barycenter of the embedding overlaps yv. Let us check when this is feasible. Contribution of every
branch bi to total moment with respect to the barycenter, due to Proposition 21, has a magnitude∑
u∈bi
πudT (v, u)
which can be towards an arbitrary direction. Call this value Mi corresponding to branch bi. We
need to decide whether there exists an arrangement of vectors of known magnitudes, i.e., {Mi}, that
sum up to zero. Using the triangle inequality, observe that the necessary and sufficient condition
for existence of the desired arrangement is the largest moment for these vectors to be no larger
than the sum of all the rest, i.e., 2maxi {Mi} ≤
∑
iMi.
For scenario (ii) we have a similar situation where moments of the two branches, corresponding
to endpoints of the edge containing the barycenter, need to cancel each other. Assume this edge
is e, and compute total moment for each branch with respect to their endpoint, say M1 and M2.
Displacing the origin (barycenter) away from an endpoint increases the moment of that branch (to
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the origin) at a rate of total probability-mass of that branch, say π1 and π2. One can find a feasible
location along e for the barycenter by solving a linear equation, απ1 +M1 = (1 − α)π2 +M2. We
have a feasible location for the barycenter if (and only if) the solution satisfies α ∈ (0, 1).
Now, an O(n2) algorithm is straightforward, by trying the above O(n) cases. For each case
finding the moments and a feasible barycenter in can be done in O(n), as well as computing the
final answer, i.e., the second moment with respect to the barycenter if the case is feasible.
It is easy to see the above O(n)+O(n) cases can be inspected (for feasibility of overlap with the
barycenter) in a total time of O(n), given pre-computed moments due to every branch neighboring
every vertex. Before showing that this information can be pre-computed in O(n), we denote another
key observation that: one may find one and only one feasible barycenter among the above O(n)
cases. Thus we finish the algorithm by computing the second moment with respect to the feasible
barycenter.
Performing two rounds of depth first search (DFS) from an arbitrary vertex on the tree, we
can precompute moments and probability masses due to all neighboring branches out of every
vertex. In the first DFS this information is computed in post-order and the second DFS provides
the information corresponding to parent branch of every node to it, in pre-order.
4 Randomized Rounding Preserves More Variance
Principal Component Analysis is a prevalent subroutine to lower the dimension after solving a lifted
relaxation. In this section we discuss an alternative solution, as Algorithm 2, that can guarantee
negligible loss for embedding in dimensions logarithmic to the number of vertices. This follows the
proof for the approximation bounds proposed by Theorem 8.
Require: xv ∈ Rn ∀v ∈ V
Ensure: yv ∈ Rk ∀v ∈ V
Solve SDP 7.
Sample k independent Gaussian vectors gi ∼ N(0, 1)n , for i ∈ [k]. Let G denote [g1g2 . . . gk]T
and let τk = k + 2
√
3k log n+ 6 log n.
return
{
Gxu/
√
τk : u ∈ V
}
.
Algorithm 1: Gaussian Rounding
For each u ∈ V , let yu def= Gxu. Then, for any u, v ∈ V ,
EG
[
‖yu − yv‖2
]
=
∑
i∈[k]
EG
[
〈gi, xu − xv〉2
]
= k ‖xu − xv‖2 .
Therefore, we get that EG
[
Eu,v∼V
[
‖yu − yv‖2
]]
= kEu,v∼V
[
‖xu − xv‖2
]
. Using Fact 24 below,
we get that
Pr
[
Eu,v∼V
[
‖yu − yv‖2
]
≥ k
2
Eu,v∼V
[
‖xu − xv‖2
]]
≥ 1
12
. (15)
Fact 23 ([LM00], Lemma 1). Let U be a χ2 random variable with D degrees of freedom. For any
positive t,
Pr[U −D ≥ 2
√
Dt+ 2t] ≤ e−t.
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Since ‖yu−yv‖
2
‖xu−xv‖
2 is a χ
2-random variable with k degrees of freedom, plugging in t = 3 log n in
Fact 23, we get
Pr
[
‖yu − yv‖2
‖xu − xv‖2
− k ≥ 2
√
3k log n+ 6 log n
]
≤ e−3 logn = 1
n3
.
Recall that τk = k+ 2
√
3k log n+ 6 log n. Using the union bound over all pairs of vertices in V
we get
Pr
[
‖yu − yv‖2
‖xu − xv‖2
≤ τk ∀u, v ∈ V
]
≥ 1− 1
n
.
Hence, w.h.p., for {u, v} ∈ E, ‖yu − yv‖2/τk ≤ ‖xu − xv‖2 ≤ 1 . Therefore, w.h.p.,
{
yu/
√
τk : u ∈ V
}
is a k-dimensional Lipschitz embedding of G. From eq. (15), we get that
Pr
[
Eu,v∼V
[
‖yu − yv‖2
τk
]
≥ k
2τk
Eu,v∼V
[
‖xu − xv‖2
]]
≥ 1
12
.
Using the union bound over these two events, we get a O(τk/k) approximation to Ck, with
constant probability. Note that
τk/k =
{
O((log n)/k) k ≤ log n
1 +O
(√
(log n)/k
)
k > log n
.
In particular, when k = Ω((log n)/ǫ2), τk/k = 1 + ǫ.
Fact 24 (Folklore). Let g1, . . . , gl be (not necessarily independent) Gaussian random variables each
having mean 0, and E
[
g2i
]
= σ2i . Then,
Pr

∑
i∈[l]
g2i ≥
1
2
∑
i∈[l]
σ2i

 ≥ 1
12
.
5 Conclusion
We provided the first NP-hardness results for λ∞ , the spread constant, and maximum variance
unfolding, showing NP-hardness of these problem for weighted stars. On the other hand, our ap-
proximation schemes suggest this special case to be easier than the general problem. We anticipate
our methodology to be fruitful for complexity analysis of other graph functional constants.
λ∞ can range between λ2/∆ and λ2 , while it is O(log∆) approximable [ST12]. The second
author together with Raghavendra and Vempala [LRV13] showed that an asymptotic improvement
on this bound would disprove the small-set Expansion hypothesis (which in turn is closely related
to the Unique Games Conjecture [RS10], see also [RST12]). Such consequences provide additional
computational complexity motivation to study the approximability of λ∞ .
λ2 can help bounding mixing rate of a Markov chain while λ∞ is related to another disper-
sion process [CLTZ18]. λ∞ does not only contrast λ2 in terms of complexity, but also provides
qualitatively different bounds for isoperimetric invariants of the graph. Such measures can provide
information on clusters in a network [FCMR08], structure of a chemical molecule [Mer94], and
spread of a rumor in a social network [GS12], to name but a few.
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Last but not least, we provided new approximation results for maximum variance embedding,
in particular, proposing a randomized rounding instead of PCA in reducing dimension of a lifted
maximum variance unfolding. While worst-case guarantees for our algorithm are better than that
of PCA, it would be interesting to investigate the performance of this technique in real-world
applications of MVU.
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A Omitted Proofs
Proof of Fact 24.
E



∑
i∈[l]
g2i


2
 =∑
i∈[l]
E
[
g4i
]
+ 2
∑
i,j∈[l]
i 6=j
E
[
g2i g
2
j
]
≤ 3
∑
i∈[l]
σ4i + 2
∑
i,j∈[l]
i 6=j
√
E
[
g4i
]√
E
[
g4j
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(Cauchy-Schwarz inequality)
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i 6=j
σ2i σ
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Using the Paley-Zygmund inequality,
Pr

∑
i∈[l]
g2i ≥
1
2
∑
i∈[l]
σ2

 ≥ (1− 1
2
)2
·
(∑
i∈[l] σ
2
i
)2
3
(∑
i∈[l] σ
2
i
)2 = 112 .
Lemma 25 (Folklore). There is at least one optimal valuation f : V → R, achieving λ∞ in equation
3.
Proof. From the definition we have
λ∞ = inf
f :V→R
∫
V supy:y∈N(x) |f(x)− f(y)|2 dπ(x)
Varv∼π [f(v)]
Equation 3
= inf
x∈R\{0}
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
Varv∼π [xv]
= inf
x∈R\{0}
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
Ev∼π [|xv − Eu∼π [xu] |2]
= inf
x∈R\{0}
Ev∼π
[
maxu∈N(v) |(xu + ν)− (xv + ν)|2
]
Ev∼π [|(xv + ν)− Eu∼π [(xu + ν)] |2] shift invariance ∀ν ∈ R
= inf
x∈R\{0},Eu∼pi[xu]=0
Ev∼π
[
maxu∈N(v) |xu − xv|2
]
Ev∼π [x2v]
let ν = −Eu∼π [xu] = 0
= inf
x∈R\{0},Eu∼pi[xu]=0
Ev∼π
[
maxu∈N(v) |ρxu − ρxv|2
]
ρ2Ev∼π [x2v]
∀ρ > 0
= inf
x∈R\{0},Eu∼pi[xu]=0,Eu∼pi[x2u]=1
Ev∼π
[
max
u∈N(v)
|xu − xv|2
]
for ρ2 =
(
Eu∼π
[
x2u
])−1
.
Therefore,
λ∞ = inf
xTπ=0,xTdiag(π)x=1
Ev∼π
[
max
u∈N(v)
|xu − xv|2
]
. (16)
Considering a pair of permutations p : V → [n] and q : E → [m] , define the set
S(p,q)
def
= {x ∈ Rn : xu ≤ xv ,∀ p(u) < p(v), |xv − xu| ≤ |xv′ − xu′ | ,∀ q(u, v) < q(u′, v′)}.
Note that sign(xu − xv) is uniform across S(p,q) for every pair of vertices u, v ∈ V . Therefore
every S(p,q) can be redefined without absolute values in the notation and hence is a polyhedron.
Moreover, ∪p,qS(p,q) = Rn. Finally, due to the constraints corresponding to permutation of edges,
in the definition of S(p,q) , the “farthest” neighbor v to each vertex u is constant for all x ∈ S(p,q).
In other words, for every vertex u ∈ V there exists a vertex v ∈ V such that
|xv − xu| = max
w∈N(u)
|xw − xu| ∀x ∈ S(p,q).
We denote this v by fp,q,u.
Since, Rn = ∪(p,q)∈[n!]×[m!]S(p,q), we can rewrite λ∞ from equation 16 as
λ∞ = min
(p,q)∈[n!]×[m!]
inf
x∈S(p,q),xTπ=0,xTdiag(π)x=1
Ev∼π
[
(xu − xfp,q,u)2
]
. (17)
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For a fixed S(p,q), the function under infimum is a degree 2 polynomial with coefficients from Z[π],
Ev∼π
[
(xu − xfp,q,u)2
]
=
∑
u
πv(xu − xfp,q,u)2 ,
hence is continuous.
Moreover, for each case (p, q) the domain of infimum is the intersection of surface of an ellipsoid
xTdiag(π)x = 1 ,
a hyperplane
xTπ = 0 ,
and a polyhedron S(p,q) . Since all three are compact sets, their intersection is also a compact set.
Therefore, each inf in equation 17 computes the infimum of a continuous function over a compact
set. Hence, applying the Extreme Value Theorem, we can replace these infima with min ,
λ∞ = min
(p,q)∈[n!]×[m!]
min
x∈P(p,q),xTπ=0,xTdiag(π)x=1
Ev∼π
[
(xu − xfp,q,u)2
]
,
allowing us to replace inf with min in either λ∞ formulation.
Corollary 26. λ∞ is an algebraic number for rational inputs.
Proposition 27. Spread constant is a rational number, if not ∞, for rational inputs.
Proof. Following notation from Lemma 34, Without loss of generality, we may assume yi = 0 for
some arbitrary vertex i . Lipschitz conditions give constraints of form
yu − yv ≤ 1, yv − yu ≤ 1,∀(u, v) ∈ E .
that defines a bounded polytope in RV assuming the graph is connected. Vertices of the polytope,
being intersection of n constraints holding at equality (hyperplanes), are rational.
Variance, being a linear combination of functions of form
(yi − yj)2 ,
is strongly convex so is maximized at a vertex of our polytope and has rational value there, which
equals the spread constant of the graph.
B 1 + ǫ Approximation of λ∞ of Star
Theorem 28. For ǫ ∈ (0,min(0.1,mini πi)), there exists a poly(n, ǫ−1) time algorithm computing
a (1 + ǫ)-approximation for λ∞ . on star graphs.
Proof. Searching for a (near) optimal y, we can bound the search space using the following assump-
tions.
y0 = 0 uniform-shift invariance
max
k
|yk| = 1 scale invariance
∃i ∈ [n− 1], |yk| = 1,∀k 6= i, yi ∈ [−1, 1] by Lemma 13
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Without loss of generality we can assume the only (possibly) non-extreme leaf i is known,
suffering a multiplicative factor of O(n) in the runtime. The decision to be made is on the value
for yi ∈ [−1, 1] along partitioning of the remaining leaves (i.e., yk ∈ {−1,+1} for 0 < k 6= i).
Namely for π− =
∑
k 6=i πk · 1[yk = −1] and π+ =
∑
k 6=i πk · 1[yk = +1] , the objective is to
minimize
λ∞ = min
π−,π+,yi
π− · (−1)2 + π+ · (1)2 + πiy2i + π0 · (1)2
π− · (−1)2 + π+ · (1)2 + πiy2i − (π− · (−1) + π+ · 1 + πiyi)2
= min
π−,π+,yi
π− + π+ + πiy
2
i + π0
π− + π+ + πiy2i − (−π− + π+ + πiyi)2
, (18)
where π0, πi, π−+π+ = 1−π0−πi are known constants and the optimization is over a pair of valid
−π− + π+ and yi) .
Without loss of generality, assume π− ≥ π+ and yi ≥ 0 (else negating yi increases the denomi-
nator only), allowing to bound the variance at the optimal y , from below.
D
def
= Varπ [y] =
∑
j<k
πjπk(yj − yk)2
≥ π0(π− + π+) + πiπ− y0 = 0, yi ≥ 0
≥ 1
2
(π0 + πi)(π− + π+) π− ≥ π+
=
1
2
(π0 + πi)(1− π0 − πi)
∑
j
πj = 1
≥ 1
2
2ǫ · (1− 2ǫ) ǫ < min
k
πk
≥ 1
2
ǫ · (1 − ǫ) ǫ < 0.1 . (19)
The following lemma paves the way for a dynamic programming solution. It shows minimizing
λ∞(·) in a dense enough lattice over the search space for valid pairs of −π− + π+ and yi negligibly
degrades the answer.
Lemma 29. Given d and y′i satisfying |d−(−π−+π+)| < ǫ2/100 and max(0, yi−ǫ2/100) ≤ y′i ≤ yi
we have
π− + π+ + πiy
′2
i + π0
π− + π+ + πiy
′2
i − (d+ πiy′i)2
≤ π− + π+ + πiy
2
i + π0
π− + π+ + πiy
2
i − (−π− + π+ + πiyi)2
(1 + ǫ) .
Proof. Since y′i ≤ yi for each i ∈ [n− 1], we have
π− + π+ + πiy
′2
i + π0 ≤ π− + π+ + πiy2i + π0.
Therefore, the numerator of λ∞ expression for y
′ (LHS above) can be upper bounded by the
numerator of the λ∞ expression for y (in the RHS.) Now we lower bound the denominator of the
λ∞ expression for y
′.
We first observe that
y′2i ≥ y2i − 2yiǫ2/100, (20)
which can be verified considering two cases; whether yi ≥ ǫ2/100 or not. In the first case
y′2i ≥ max(0, yi − ǫ2/100)2 = (yi − ǫ2/100)2 ≥ y2i − 2yiǫ2/100 .
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In the other case, 0 ≤ y′i ≤ yi ≤ ǫ2/100 , hence we have y′2i ≥ 0 ≥ yi(yi− 2ǫ2/100) = y2i − 2yiǫ2/100.
Next, we can show
(d+ πiy
′
i)
2 ≤ (| − π− + π+ + πiyi|+ 2ǫ2/100)2. (21)
This is due to the fact that given |a−a′| ≤ α and |b− b′| ≤ β we have (a+ b)2 ≤ (|a′+ b′|+α+β)2 ,
which we applied for a = d, a′ = −π− + π+, α = β = ǫ2/100, b = πiy′i, b′ = πiyi.
D′
def
= π− + π+ + πiy
′2
i − (d+ πiy′i)2
≥ π− + π+ + πi(y2i − 2yiǫ2/100) −
(
| − π− + π+ + πiyi|+ ǫ
2
50
)2
(22)
≥
(
π− + π+ + πiy
2
i −
ǫ2
50
)
− (−π− + π+ + πiyi)2 − ǫ
2
50
(
2| − π− + π+ + πiyi|+ ǫ
2
50
)
(23)
≥ (π− + π+ + πiy2i − (−π− + π+ + πiyi)2)− ǫ2/10 (24)
= D − ǫ2/10 .
Note that inequality 22 applied inequalities 20 and 21. Inequalities 23 and 24 apply trivial bounds
πi, yi ∈ [0, 1] and ǫ ∈ (0, 0.1).
Finally we have the desired
(1 + ǫ)D′ ≥ (1 + ǫ)(D − ǫ2/10)
≥ D + ǫD − ǫ2/10 − ǫ3/10
≥ D + ǫ(D − 1
10
ǫ(1− ǫ))
≥ D + ǫ · 0 inequality 19.
Algorithm 2 concludes this section with a dynamic programming solution. Enumerating over all
choices for the special index i , feasible balances of the remaining leaves are computed using dynamic
programming over a dense quantization of the values, i.e., dp[·] is True for entries corresponding to
a valid π− + π+.
C Vertex Expansion of Trees
We can show the following theorem on hardness of computing vertex expansion of a weighted star,
using similar approach as for λ∞, yet easier due to discrete search space of this problem.
Theorem 30. Given a star graph G , and rational probability distribution π over the vertices,
computing φV (G,π) to polynomially (in the size of input) many bits is NP-hard.
While we do not know complexity of computing λ∞ for unweighted trees, we observe the vertex
expansion of a tree is not a hard problem:
Theorem 31. Given a tree G and uniform distribution π over the vertices, φV (G) can be computed
in polynomial time.
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Require: Star graph G = (V,E), π ∈ ∆n, ǫ ∈ (0,min(0.1,mini πi))
Ensure: λ ∈ λ∞(G) · [1, 1 + ǫ]
λ←∞
π′ ← ⌊100n
ǫ2
π⌋ ǫ2100n
for i ∈ [n− 1] do
dp← all False for − 1 : ǫ2100n : 1
dp[0]← True
for j ∈ [n− 1]− {i} do
dp[·] = dp[·] ∗ δ[· − π′i] ∨ dp[·] ∗ δ[· + π′i]
end for
for (d, y′i) where dp[d] = True and y
′
i ∈ 0 : ǫ
2
100 : 1 do
λ← min(λ, π−+π++πiy′2i +π0
π−+π++πiy′2i −(d+πiy
′
i
)2
) {where π− + π+ = 1− π0 − πi}
end for
end for
return λ
Algorithm 2: Approximating λ∞ of a star
Proof Sketch. Root the tree from an arbitrary vertex. We propose a dynamic programming solution.
Let dp[v][lv ][lp][nv][bv] for some vertex v ∈ V , indicate whether one can partition the tree into
some A and B = V \A such that v and its parent p belong to lv, lp ∈ {A,B} respectively, and nv of
vertices in the subtree rooted at v belong to A, and bv of vertices of this subtree are at the boundary
of our partitioning (depending on inner/outer/symmetric definition for the vertex expansion).
We can solve this dp in post-order traversal due to a depth first search from the root of our
tree. To compute values corresponding to every vertex v, dp[v][·][·][·][·], we need to accumulate
information corresponding to consistent dp variables from children of v, to find all possible pairs of
nv and bv using their previously computed dp tables. This can be done by solving another dynamic
programming task at every node v to accumulate the information from its children.
D NP-Hardness of Spread Constant for a Weighted Star
Theorem 32. For any positive constant β ∈ Q<1 , given a star graph G , and distribution π over
the vertex set, verifying whether C(G,π) ≤ β up to polynomially many bits is NP-hard.
We use the same ideas of our proof for hardness result for λ∞. Given a Partition instance
P = {p1, . . . , pn−1} define a star graph Sn and a distribution π0 = 1− β , πi = β pi∑
j pj
∀i ≥ 1 . The
proof is immediate due to the following lemma.
Lemma 33. The answer to Partition of P is yes if and only if C = β , otherwise C < β −
Ωβ(
1
(
∑
i pi)
2 ).
Proof sketch. Let y be an optimum solution to C(Sn, π). I.e., y : V → R is a Lipschitz valuation
maximizing Varπ [y].
A direct consequence of Lemma 17 is the following binary characterization of the optimum.
Lemma 34. All leaf values are at unit distance from the root, i.e., |yj − y0| = 1 ,∀j ∈ [n− 1] .
Assuming y0 = 0 (due to shift invariance of the problem) let yi ∈ {±1} ,∀i ∈ [n− 1].
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Defining π− =
∑
i πi · 1[yi = −1] and π+ =
∑
i πi · 1[yi = +1] , we can write
C = Varπ [y] =
∑
j<k
πjπk(yj − yk)2
= 4π−π+ + (π− + π+)π0 = 4π−π+ + (1− π0)π0
≤ 4
(
π− + π+
2
)2
+ (1− π0)π0 AM-GM inequality (25)
= (1− π0)2 + (1− π0)π0 = 1− π0 .
The above shows C ≤ 1− π0 = β and moreover holding with equality if and only if inequality (25)
does; i.e., when π− = π+. The case of yes is immediate. If the answer to Partition is no, given
|π− − π+| > β 1∑
j pj
one can upper bound C by β − Ωβ( 1(∑j pj)2 ) using (25).
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