In this paper, the series pattern solution of the Cauchy problem for Turing reactiondiffusion model is obtained by using the homotopy analysis method (HAM). Turing reactiondiffusion model is nonlinear reaction-diffusion system which usually has power-law nonlinearities or may be rewritten in the form of power-law nonlinearities. Using the HAM, it is possible to find the exact solution or an approximate solution of the problem. This technique provides a series of functions which converges rapidly to the exact solution of the problem. The efficiency of the approach will be shown by applying the procedure on two problems. Furthermore, the so-called homotopy-Pade technique (HPT) is applied to enlarge the convergence region and rate of solution series given by the HAM.
Introduction
Turing [8] suggested that, under certain conditions, chemicals can react and diffuse in such a way as to produce steady state heterogeneous spatial patterns of chemical or morphogen concentration. Turing reaction-diffusion system which usually has power-law nonlinearities or may be rewritten in the form of power-law nonlinearities is arisen in biology. In the present paper, we consider the Cauchy problem for the reaction-diffusion system  
where k = 1, 2, ..., n and X ∈ R d . We prefer to write (1.1) in the matrix form [7]     
Φ(X, 0) = G(X), (1.2) where Φ is the vector of morghogen concentrations, f (Φ) represents the reaction kinetics and C is the diagonal matrix of positive constant diffusion coefficients. In this paper, we employe the HAM [4, 5] to find the series pattern solution of (1.2). Furthermore, the so-called homotopy-Pade technique (HPT) [4] is applied to enlarge the convergence region and rate of solution series given by the HAM.
Description of the method
In this section, we obtain the recurrent relation to find the series pattern solutions of the Cauchy problem for the Turing reaction-diffusion model which is a nonlinear reactiondiffusion system, by using HAM. The Turing reaction-diffusion model is arisen in mathematical modeling in biology. Here, we first outline a definition and a theorem as already given in [5, 6] .
Definition 2.1. Let ϕ be a function of the homotopy-parameter q, then
is called the mth-order homotopy-derivative of ϕ, where m ≥ 0 is an integer [5] .
u r 2 −r 3 . . .
where m ≥ 0 and k ≥ 0 are positive integers.
Proof. Please refer to [6] . 
HAM solution
In what follows, we consider Liao's homotopy analysis method [3, 4, 5] . Suppose
which has the property L[C 1 ] = 0, where C 1 is a function with respect to X. From (1.2), we have
We consider the so-called zero-order deformation equation
where q ∈ [0, 1] is the embedding parameter, is a diagonal matrix of nonzero convergenceparameters, H(X, t) is a diagonal matrix of auxiliary functions, Ψ 0 (X, t) is an initial guess of the exact solution Ψ(X, t) and Φ(X, t; q) is an unknown function which depends also on convergence-parameters and auxiliary functions. Expanding Φ(X, t; q) in Taylor series with respect to q, we have
where
Operating on both sides of Eq. (2.7) with D m , we have the so called mth-order deformation equation
and
For Eqs. (2.6) and (2.10), we have 
Now, the solution of the mth-order deformation equation (2.9) with initial condition Ψ m (X, t) = 0, for m ≥ 1 becomes 
Remark 2.2.
It is important to notice that HAM may need significant more computation time and computer hardware requirements, in this case, for an alternative way refer to [9] .
Test examples
This section employs the HAM to solve Cauchy problem for the two-dimensional two species reaction-diffusion systems. A chemical mechanism for pattern formation which first described by Alan Turing is given by [7] 
where f k is the kinetic, which will always be nonlinear. We assume that
where α k,i is a real constant, and β k,i and γ k,i are nonnegative integers. We have
(3.17)
Example 3.1. Consider the Cauchy problem for a two-dimensional Brusselator system
The exact solution of (3.18 
. By using HAM, starting with u 0 (x, y, t) = u(x, y, 0) and v 0 (x, y, t) = v(x, y, 0), with H(x, y, t) = I, we find
and, in general, by mathematical induction,
and similarly
19)
.
(3.20)
It is clear that, the necessary conditions for the series in (3.19) and (3.20) to be convergent are |1 + 1 | < 1 and |1 + 2 | < 1. Therefore, for the convergence region −2 < 1 , 2 < 0, the exact solution of (3.18 ) is obtained
The solution (3.21) is the same solution which is obtained by using (2.14) [2] .
Example 3.2. Consider the problem
The exact solution of (3.22 ) is u(x, y, t) = x 2 + y 2 + 2t and v(x, y, t) = 
Thus,
(3.23)

It is clear that, the necessary conditions for the series in (3.23) to be convergent are
The solution (3.24) is the same solution which is obtained by using (2.14).
Comparison and discussion
In this part, comparison between exact and approximate solutions, to check the accuracy of the method, are given. Finally, the so-called homotopy- [6] (0, 0, 0; 1 ) and v ′ approx [6] (0, 0, 0; 2 ) for Example 3.1.
For comparison the solution series given by HAM with the exact solution we report absolute error which defined by ∥ w∥ = |w − w| , where w and w are exact and approximate solutions respectively. For an alternative way to report error refer to [10] .
For the approximate solutions, we plot -curves for Example (3.1) to discover the convergent region. According to the -curves, it is easy to discover the valid region of , which corresponds to the line segment nearly parallel to the horizontal axis. For an alternative way to obtain the valid region of and to show the convergence of the obtained series refer to [10] . Figure 1 shows the convergent region where the prime denotes differentiation with respect to the similarity variable t. In the Figure 1 , the value -1 is in the convergent region. Figures. 2 and 3 show the comparison of the approximate and exact solution of the Example (3.1). Tables 1 and 2 show the absolute errors of the approximate solutions given by HAM for Example (3.1). Tables 3 and 4 show the absolute errors of the approximate solutions given by HPT for Example (3.1). According to the Tables 1-4 , it is found that the HPT can greatly enlarge the convergence region and rate of solution series given by the HAM. For the Example (3.2), we have
Thus, the first-order iteration, at = −I, gives the exact solution. Table 1 The absolute errors of u approx [6] Table 2 The absolute errors of v approx [6] (x, y, t; −1) for Example (3.1). Table 3 The absolute errors of u HP T [3, 3] Table 4 The absolute errors of v HP T [3, 3] 
Concluding remarks
In this paper the HAM was employed to obtain the series solution of the Cauchy problem for the reaction-diffusion system. The results show that the methods are promising tools for solving the nonlinear systems of PDEs. The HAM is more suitable than other methods to solve the nonlinear problems, because the HAM provides us with a convenient way to control the convergence of approximation series, which is a fundamental qualitative difference in analysis between HAM and other methods. Thus the convergence-parameter plays an important role within the frame of the HAM which can be determined by the socalled -curves. Also, it is found that the HPT can greatly enlarge the convergence region and rate of solution series given by the HAM. This paper used the homotopy analysis method to solve a system of PDEs with power-law nonlinearities under the application of Theorem 2.1. For the other kind of nonlinearities, it is possible to use a version of the proposed theorem in [11] . Moreover, the diffusion term in (1.1) may be generalized in the form ∑ n k=1 α k ∇(D k ∇ϕ k ), and the reaction term f k may be generalized in the form which contains independent variables, ϕ i and differentiations of ϕ i with respect to independent variables. Finally, we pointed out that the corresponding analytical and numerical solutions are obtained using Mathematica.
