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Abstract
In recent years, Generative Adversarial Networks (GANs) have received significant attention from
the research community. With a straightforward implementation and outstanding results, GANs
have been used for numerous applications. Despite the success, GANs lack a proper theoretical
explanation. These models suffer from issues like mode collapse, non-convergence, and instability
during training. To address these issues, researchers have proposed theoretically rigorous frameworks
inspired by varied fields of Game theory, Statistical theory, Dynamical systems, etc.
In this paper, we propose to give an appropriate structure to study these contributions system-
atically. We essentially categorize the papers based on the issues they raise and the kind of novelty
they introduce to address them. Besides, we provide insight into how each of the discussed articles
solves the concerned problems. We compare and contrast different results and put forth a summary
of theoretical contributions about GANs with focus on image/visual applications. We expect this
summary paper to give a bird’s eye view to a person wishing to understand the theoretical progress
in GANs so far.
Keywords: Generative Adversarial Networks, Neural Networks, Two-Player Zero Sum Games,
Generative Models, Divergence Minimization
1. Introduction
Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) are generative neural network
models which aim to produce images that look like real data. Besides images, GANs can be trained
to generate text, speech, or any sequences, although we here restrict our discussion on images. Given
a data-set consisting of real-world images, we assume it follows a distribution referred to as the data
distribution pd. In general, any generative model aims to learn pd. Broadly there are two classes of
generative models.
The first class consists of explicit models like Restricted Boltzmann Machines (RBM) (Hinton
et al., 2006) and Variational Auto-encoders (VAE) (Kingma and Welling, 2014) which use latent
variables as a hidden representation of the data samples. These models specify an explicit pa-
rameterized log-likelihood functions to represent the data. We can learn the parameters from the
data. Estimating the maximum likelihood of the parameters requires integrating over the entire
space of latent variables, which is intractable. Hence approximation techniques are used which
may not always yield the best results. GANs, on the other hand, belong to the second class, i.e.,
implicit models, which do not provide any distribution but generate the images which are sam-
pled from the distribution it learns. As mentioned in (Mohamed and Lakshminarayanan, 2016),
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it follows the likelihood-free inference approach. The paper shows that in a GAN, the probability
density function is estimated using density comparison techniques. GANs generate sharper images
for even highly complex data-sets like CIFAR, SVHN, etc. as compared to VAE’s and RBM’s.
With a straightforward implementation and striking results, GANs have caught the attention of the
research community.
In the entire set-up of design and training of GANs, there are three main components: (i) its
architecture, (ii) loss function, and (iii) optimization technique. The typical architecture of a GAN
consists of two different neural networks: (a) a generator and (b) a discriminator (Figure 1). An
input to the generator is a low dimensional noise vector. It transforms the noise into a data vector
which forms a potential data sample. The discriminator takes this data vector as input and assigns it
a score based on how likely the data vector is from the original data distribution. The data, sampled
from both the real distribution and from the generator, is used to train the discriminator. Based
on the score, the generator learns how to produce vectors such that the discriminator is confused.
The loss function is a min-max loss where the generator minimizes the loss which the discriminator
tries to maximize. In the landmark paper, the authors model the problem as a two-player zero-sum
game (Goodfellow et al., 2014). They prove the convergence of this loss to the saddle point where
pd = pg in the space of distribution, i.e., on assuming that the generator and discriminator have
infinite capacity. They propose to use simultaneous gradient descent to optimize over the loss.
The assumptions made for the convergence analysis do not hold in practice. It is widely observed
that these models tend to learn only a single mode of data distribution. This major challenge faced
is referred to as mode collapse. As a result of this phenomenon, the generator produces the same set
of images every time. Although the images are sharp, they lack variation. Another major challenge
is that the training of GANs is highly unstable and the loss plots obtained during training are not
indicative of convergence. These practical issues show the lack of sound theoretical understanding
of GANs. It can happen that while training a GAN, though the loss is diverging, the network is
producing realistic images and there is no explanation for this. It has resulted in plethora of research
papers around GAN set-up, especially to address the above two issues.
Our Contributions. In this paper, our goal is to give a framework to the discussions in the recent
papers. We hope to give the reader an overview of the vital research so far and at the same time
give the progress a structure to simplify further analysis. Researchers have rigorously analyzed the
models in various lights obtaining concepts from fields of game theory, statistical learning theory,
optimization, online learning, dynamical system, etc. In this work, we focus only on theoretical
contributions and summarize the recent work based on the issues each address and novel approaches
proposed. A related work by Hitawala (Hitawala, 2018) also presents a comparative study of models
with different modifications over vanilla GANs. The author does not focus on the issues related to
the model and its training. Hence the models the author chooses to discuss are entirely different
from ours.
Organization. We now discuss the layout for the rest of the paper. We begin with a technical
description of GAN set-up in Section 2, followed by some of the success stories in Section 3. In
Section 4, we explain the two practical challenges that the model faces:
C1 Mode collapse
C2 Non-convergence and instability
We identify certain questions that one must address in order to completely solve the above two
challenges (Section 4). In the literature, the researchers used mainly the following four types of
solution techniques to resolve the questions.
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S1 Modify the loss function: There are papers which modify the loss based on heuristics and also
raise a fundamental issue of vanishing gradients which lead to non-convergence in training.
We further categorize the papers which modify the loss for the specific motives as listed below,
i. Resolve vanishing gradient problem
ii. Regularization for vanishing gradients
iii. Regularization for non-convergence
iv. Overcome the problem of Biased Gradient Estimator
v. Resolve non-convergence
S2 Modify the architecture: There are many papers which primarily propose an architectural
change. These changes sometimes lead to change in the loss function too. We list the different
ways in which these changes have been proposed.
i. Auto-encoder based architectures
ii. Using a mix of discriminators or generators (Ensemble method)
iii. Introduce memory within the network
S3 Modify the optimizer : There are some papers which suggest to use a different optimizer other
than gradient descent or modify the optimizer backed with the rigorous theoretical analysis.
S4 Provide convergence and equilibrium analysis: Theoreticians published papers that do not aim
to propose solutions but rather build a theoretical framework to explain the convergence of
loss, instability in training, and mode collapse. These papers also give generalization bounds
for sample complexity. The papers are subdivided based on questions (given in Section 4) they
address
i. Addressing Q1
ii. Addressing Q3
iii. Addressing Q3
In Section 5, we discuss each of the papers in further depth. For a better organization, we
categorize the papers based on the novelty that they introduce as listed above. Mostly, papers make
changes to one of the primary components of GAN set-up which we discussed above. According
to our observation, there are papers which change the same component with differing motivations.
In Section 6.1, we compare the images generated by approaches followed in few of the papers. In
Section 6.2, we summarize papers in tabular form 1 based on the issues they raise and address. We
conclude the paper in Section 7. In summary, the paper is organized as follows.
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2. Primary GAN Set-Up
In this section we provide the key elements of GANs as proposed in (Goodfellow et al., 2014). It in-
cludes the typical architecture2 used, the loss function and the optimizer followed by the convergence
analysis. Before we begin, we list the notations that we would be using henceforth.
2.1 Notation
Given below in Table 1 is a list of the basic notations related to GANs .
We list some useful definitions which are used later.
Definition 1 (KL Divergence) Given two probability distributions pd(x), pg(x) with positive sup-
port ∀ x. The kl divergence is given by,
KL(pd ‖ pg) =
∫ ∞
−∞
pd(x) log
pd(x)
pg(x)
dx (1)
Note that in the above defintion the difference between data distrbution pd and model distribution
pg is weighted by pd. KL divergence is not symmetric hence we also define the following.
2. architecture and model are used interchangebly
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Symbol Parameter
D Discriminator
G Generator
Dθ D parameterized by θ
Gφ G parameterized by φ
pd Data distribution
pg Model(G) distribution
pz(z) Random noise distribution
x ∼ pd real data sample
xˆ ∼ pg generated sample
V Utility function for D Equation (4)
U Utility function for G
Table 1: Notation
Definition 2 (Reverse KL Divergence) Given two probability distributions pd(x), pg(x) with pos-
itive support ∀ x. The reverse kl divergence is given by,
KL(pg ‖ pd) =
∫ ∞
−∞
pg(x) log
pg(x)
pd(x)
dx (2)
According to (Goodfellow et al., 2014), the following divergence is minimized during the training of
GAN,
Definition 3 (Jenson Shannon Divergence (JSD)) The Jenson Shannon Divergence is a sym-
metric distance metric between the two distribution pd(x), pg(x) given by,
JSD(pd ‖ pg) = 1
2
KL(pd ‖ pd + pg
2
) +
1
2
KL(pg ‖ pd + pg
2
) (3)
We state the definition of the standard Lp distance metric
Definition 4 (Lp distance) The Lp distance between any two n-dimensional vectors x = (x1, . . . , xn), y =
(y1, . . . , yn) for 1 ≤ p ≤ ∞ is given by,
‖ x− y ‖= (
n∑
i=1
|xi − yi|p)1/p
Given a machine learning classification task with two classes, the loss between the predicted proba-
bility p and the target probability y is given by,
Definition 5 (Binary Cross Entropy) Given p is the predicted probability for one class and y is
the target probability for the same.
BCE(p, y) = −y log p− (1− y) log(1− p)
Definition 6 (Integral Probability Metric) LetF be a set of measurable, symmetric and bounded
real valued functions on X . Given P,Q ∈P(X ),
dF (P,Q) = sup
f∈F
{ E
x∼P
f(x)− E
x∼Q
f(x)}
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2.2 Architecture
The model is primarily set up as a two player game, where the players are the neural networks.
One player is the generator G which takes noise z ∈ Z as the input and transforms it into a vector
denoted by xˆ ∼ pg(z). The generated xˆ has similar dimension as that of a sample from the real data
x ∼ pd. The generator is typically a multi-layered perceptron with transpose convolutional layers
especially when generating images. It typically maps a lower dimensional noise vector z to a higher
dimensional data vector xˆ.
The other player is called the discriminator D. It takes as an input, a vector of dimension
equivalent to the data sample i.e, x or xˆ. Then the network D finally gives a scalar output, which
represents its confidence about the input being a real sample x or a fake sample xˆ. D typically
is again a multi-layered perceptron with convolutional layers which at the end gives the image, a
binary score.
The block diagram for the above architectures is given in Figure 1. Given the architectures of
the players, the specific game set up between the two during training is further described below.
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Figure 1: GANs Block Diagram
2.3 Loss Function
The loss function is designed such that the players D and G are pitted against each other. At
a particular iteration, D tries to get better at classifying x and xˆ. Its parameters denoted by θ
are trained to maximize the loss to distinguish between the real and generated samples. In the
same iteration, G is also trained. The parameters of G denoted by φ are optimized such that the
discriminator is not able to distinguish between x and xˆ. G is essentially trained to produce images
which are more realistic such that the discriminator is confused. Ideally, φ is trained to minimize
the same loss that θ is maximizing. Hence it is similar to a zero-sum game where the players have
total competition (Loss of D is gain for G and vice versa).
Formally the loss is given by,
min
φ
max
θ
V (Dθ, Gφ) = Ex∼pd(x)[logDθ(x)] + Ez∼pz(z)[log(1−Dθ(Gφ(z)))] (4)
This is a typical binary cross entropy loss (Definition 5), where the real data samples x are given
label 1 and generated samples xˆ := G(z) are given label 0. Early in the training, the discriminator
is very powerful and is able to discriminate almost perfectly, given the generated images are far from
realistic. In this phase, the gradients w.r.t. φ is very small, hence there is no strong signal for G to
improve. Authors in (Goodfellow et al., 2014) instead propose the following objective for G which
has better gradients when D(G(z)) takes low values.
max
φ
log(Dθ(Gφ(z))) (5)
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Ideally, at the end of training, we would like the generator to have learnt the data distribution
i.e. The next challenge is to ensure that the optimizer over the loss actually converges to the desired
global minima in finite time with finite samples. In the following subsection we discuss the first
method proposed to optimize over the loss.
2.4 Optimizer
In a typical generative model the main goal is to ensure that pg = pd, i.e. the generated distribution
has learned the data distribution. Given the min max objective, the above occurs at a saddle point
φ∗, θ∗. In Algorithm 1 of (Goodfellow et al., 2014), the authors propose Simultaneous Gradient
Descent as the optimizer. In this method, we first fix φ and optimize over θ by maximizing Equation
(4). Then we fix θ and maximize the Equation (5) over φ. We have to check for the following aspects
in order to prove that this method converges.
2.4.1 Existence of Saddle Point
The authors prove that the objective given by Equation (4) has a global optima at pg = pd. The opti-
mal discriminator for a fixed generator is given byD∗G(x) =
pd(x)
pd(x)+pg(x)
. For the optimal discriminator
as given above, the generator is shown to minimize the following Jenson Shannon Divergence(JSD)
Equation (3),
C(G) = − log(4) +KL
(
pd ‖ pd + pg
2
)
+KL
(
pg ‖ pd + pg
2
)
(6)
C(G) = − log(4) + 2.JSD(pd ‖ pg) (7)
Theorem 7 (Goodfellow et al., 2014) The global minimum of the virtual training criterion
C(G) is achieved if and only if pg = pd. At that point, C(G) achieves the value log 4.
Assumption: the theorem holds true only in the space of density functions. Given that D,G
have finite parameters, they may not model every distribution from the entire space of distri-
butions possible.
2.4.2 Convergence to A Saddle Point
Given that the global optima exists under certain assumptions, we proceed to reiterate the results
from (Goodfellow et al., 2014) that Simultaneous Gradient Descent converges to the optima.
Proposition 1 (Goodfellow et al., 2014) If G and D have enough capacity, and at each step
of the algorithm, the discriminator is allowed to reach its optimum given G, and pg is updated
so as to improve the criterion then pg converges to pd
Assumption: In the proof, V (G,D) is set to U(pg, D) and the proposition holds true as
U(pg, D) is convex in pg. Given that Gφ cannot model all possible pg and G is non-convex
w.r.t. φ the results may not hold true.
Major Issues With the Analysis
1. There is no quantitative estimate of the required capacity of G,D.
2. It is not possible to train the discriminator to convergence at every iteration in finite time.
3. The above proposition does not guarantee that the convergence will happen in finite iterations.
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Figure 2: KL vs Reverse KL
4. We also do not have generalization bounds, which provides an estimate of how well the model
generalizes for a given number of training samples.
Now that we are familiarized with the architecture of vanilla GAN, the primary loss function
and also the algorithm to optimize the loss, we proceed to brief about its actual performance. The
model’s performance with minor changes is beyond expectation despite the major challenges in its
theory. This has led to its popularity and has attracted attention from theorists and also from those
interested in applications of generative models. Before discussing the challenges in GANs, we briefly
summarize the success of GANs compared to other generative models in various applications and
3. Success Stories
In this section, we discuss briefly about the advantages of GANs over two of the existing generative
models. Then we also mention a few interesting applications of GANs in variety of areas including
vision, text and other domains like music and even art.
3.1 GANs vs Rest
Speaking of a generative model, we think of modeling the distribution explicitly by estimating it’s
parameters from the data. Given random variable X which denotes our data, we model pθ(x);x ∼ X.
The objective is to maximize the log likelihood given by log pθ(x). Any generative model which at
the end of training provides us the value of pθ(x) is called an explicit model. Restricted Boltzmann
Machines (RBMs) (Hinton et al., 2006) , Deep Belief Networks (DBNs) (Hinton, 2010), Variational
Autoencoders (VAEs) (Kingma and Welling, 2014) are popular explicit models to name a few. These
are latent variable models where estimating the maximum likelihood of the parameters requires
integrating over the entire space of latent variables, making it intractable. RBMs maximize the
likelihood using a procedure called contrastive divergence which uses MCMC sampling. VAEs on
the other hand minimize the variational lower bound to the negative log likelihood. The former
faces the issues of mixing related to MCMC and the latter due to minimization of KL divergence as
discussed further below. Although the theory is elegant and the models are simple to implement, the
images generated are blurry (Figure 3). Besides they fail to produce complex images when trained
on other datasets such as CIFAR, SVHN, etc.
GANs on the other hand are implicit models, which directly generate data without providing
the density function. The images generated are sharper and realistic. It is believed that minimizing
JSD (Equation (3)) instead of KL(Equation (1)) might be one of the reasons for such good results.
Maximizing likelihood technique is followed by VAEs which corresponds to minimizing KL. On
examining Equation (1), we can conclude that there is high penalty for whenever pd(x) > 0 but
pg(x) → 0 hence all data points must be fit into the model without missing modes. On the other
hand penalty is low when pd(x) → 0 but pg(x) > 0, implies generation of unrealistic samples.
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(a) RBM Generated
MNIST
(b) DCGAN
(c) VAE Learned Frey Face
Manifold
(d) Celeb A faces using BE-
GAN
Figure 3: Generative reults on MNIST digits and faces from the RBM, VAE, DCGAN and BEGAN
paper to compare the quality of the results generated.
Similarly we can argue that reverse KL given by Equation (2) would lead to better quality at the
cost of missing samples from pd. Refer to Figure (2) for better illustration. Unlike KL, JSD given
by Equaiton (3) which GAN minimizes is symmetrical and ensures better quality images.
3.2 Applications
The follow-up research has vastly improvised upon the quality of results produced from vanilla
GANs. Alec et al. DCGAN (Radford et al., 2015) have proposed a stable architecture and suitable
values for the hyper-parameters for better training. Vision finds major application of GANs in super
resolution (Karras et al., 2017; Ledig et al., 2017), transferring domain knowledge from images of
one domain to another (Zhu et al., 2017; Kim et al., 2017; Yoo et al., 2016b,a), object detection (Li
et al., 2017), image editing (Wu et al., 2017), medical images (Frid-Adar et al., 2018). Gans have
also been used to generate music (Dong et al., 2018) and paintings (Liu et al., 2017b). It is has
also been used for generating text (Yu et al., 2016, 2017; Subramanian et al., 2017). These are but
a few of the applications that developed recently. The samples generated by these applications are
exceptional.
Given the cool applications it is a wonder how effective GAN is even though it lacks a concrete
theoretical analysis. Even after much progress, GANs are not without problems. Apart from the fact
they have not been explained well theoretically, there are other issues with the generated samples
which we list in the following section. Subsequently, we discuss the various mathematical approaches
proposed towards characterization and mitigation of the issues.
4. Primary Challenges in GAN Set-Up
In this section we discuss the key issues with GANs. Issues pertaining to the performance which
are evident through experiments. There have been extensive papers trying to explain these issues
with theoretical rigour. As a product of which we are introduced to other fundamental drawbacks of
GANs. Typically the approach is to set up a generalized framework for the min-max objective given
by Equation (4) and then continue the analysis of convergence by borrowing the tools from the set
framework. To be specific, authors in (Nowozin et al., 2016) view the GAN objective as Divergence
Minimization and accordingly prove the convergence. There are papers which model it as a two-
player zero sum game and borrow the concept of Nash equilibrium to derive the optimal behaviour
of the models. There is also a line of work which views it as a Regret Minimization problem. Till
date there has not been a satisfactory explanation not only for why the model fails but also for why
it works sometimes when it does.
There are three primary challenges we encounter while implementing the model: (i) mode col-
lapse, (ii) Non-Convergence and Instability, and (iii) Evaluation of Generative Models.
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Figure 4: In the second row, we see that vanilla GAN generates only one kind of image. (Metz et al.,
2016)
4.1 Mode Collapse
The most significant and widely discussed problem is Mode Collapse. The data distribution pd
generally is highly complex and spreads over many modes. These modes essentially represent the
variation within the data. For example, considering the MNIST handwritten digit dataset, each
mode could represent each type of digit. Ideally at convergence, pg = pd i.e., the generated distribu-
tion should have equivalent number of modes. Unfortunately, it is found that the generated samples
lack variation. This phenomenon which indicates that pg has just captured few modes is termed as
mode collapse. Although the images generated are very sharp and realistic they do no have much
variation. This phenomenon is clearly visible in Figure 4. Many researchers try to explain the
problem and overcome it with novel approaches. In the subsequent sections we look into few key
papers in further detail.
4.2 Non-Convergence And Instability
Training a GAN model is considered to be a precarious task. In a typical neural network training
we look at the training and testing loss curves as an indication for stopping the training. It is
assumed that when the training loss does not decrease any further and test loss is also at its lowest,
we consider the loss has converged and model has attained the optimal parameters. Whereas in a
GAN there are G and D, G tries to maximize the loss that D minimizes. Hence the convergence is
not evident through the training loss curves.
Generally, it is observed that the discriminator and generator losses converge to a particular
value. This does not always imply that pg = pd, rather generator is always generating just few
samples (mode collapse). It has also been observed that the generator and discriminator losses have
not converged to any value, yet the generator is generating realistic samples. usually the losses
are not smooth but have damped oscillations as in Figure 5. These oscillations indicate that the
training is highly unstable. Finally, sensitivity to hyper-parameters is a prevalent issue in deep
learning models yet the issue is exaggerated within GANs.
Figure 5: Training loss curves for GANs (Fig 7 from Jayathilaka (2018))
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We can design a GAN set-up without mode collapse and unstable training only if we find positive
answers for the three question given below.
Q1 Does the model have enough capacity to capture the complex data distribution pd?
Q2 Given enough capacity, will minimizing the given objective function guarantee pg = pd
at optimality with considerable generalization bounds?
Q3 Assuming there exists a global optima which corresponds to pg = pd, do we have an
optimization algorithm which reaches it in finite iterations?
In the next subsection, we briefly discuss a third major challenge with GANs. Although in the
rest of paper, our focus is restricted to the above two challenges.
4.3 Evaluation of Generative Models
In many problems like classification, regression, object detection, segmentation etc., there is a precise
quantitative way of testing a model’s performance in terms of its accuracy or loss or mAP (mean
Average Precision). In a generative model like GAN, measuring its performance is not an obvious
task. Our aim is to generate realistic images similar to the data while not always generating the
same images as in the data. Hence, mean square error loss between generated and real images or
any such distance metric or similarity score is not a correct measure for realistic looking samples.
Unless we have a human score the images, qualitative estimation is not defined well for such models.
In the original paper (Goodfellow et al., 2014) the authors use Parzen window to fit the generated
samples and estimate the model’s log-likelihood. It is also a common practice to evaluate based
on the model’s performance on some surrogate tasks like classification, de-noising or missing value
imputation. The most widely accepted measure, for now, is the inception score, proposed by Salimans
et al. (Salimans et al., 2016). (Borji, 2018) is a good survey discussing the pros and cons of the
evaluation metrics. Ultimately, it is desirable to have a metric that evaluates both diversity and
visual fidelity simultaneously.
In the past few years, researchers have actively worked towards proposing a solution for the above
challenges. Besides providing new loss functions and architectures, significant amount of work has
been dedicated towards building a theoretical framework to analyze the challenges. In the next
section we categorize the recent work based on the kind of modifications they introduce in GAN
set-up. We also briefly summarize each of these papers.
5. Progress So Far
In this section, we discuss recent works which address the issues in GANs and build a theoretical
framework to explain why the model works or why it fails. We have organized the section by
categorizing the papers based on the kind of novelty they introduce. Primarily there are three ways
in which researchers have tried to change the vanilla GAN set-up for resolving the issues discussed
in the previous section. S1) Proposing a new loss or introducing regularization in the existing loss
(5.1). S2) Changing the architecture (5.2). S3) Changing the optimizer used (5.3). S4) Finally, we
also discuss the papers which provide rigorous theoretical analysis for a specific approach followed
or for the existing issues (5.4).
5.1 Loss Functions
We begin with the papers which modify the loss function without changing the architecture. The
original objective for the vanilla GAN is given by Equation (4). The loss function can be modified to
achieve better performance and resolve various issues as discussed by the following papers. We have
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further categorized the papers which modify the loss, in five groups. This is based on the rationale
the papers follow behind introducing the loss.
5.1.1 Resolve Vanishing Gradients.
The following papers in this subsection introduce new loss function to overcome the problem of
vanishing gradients as characterized in the first paper that we discuss (Arjovsky and Bottou, 2017)
Towards Principled Methods for Training GANs (Arjovsky and Bottou, 2017)
In this paper the authors analyze the gradients for D and G to pin-point the reason for mode
collapse and stability issues. The notion of perfect discriminator is introduced. According to theory
the discriminator will have a cost at most 2log2 − 2JSD(pd ‖ pg) given in Equation 7. However
when trained to convergence the error goes to 0 because of disjoint support of the distributions.
Both pd and pg lie on low dimensional manifolds and hence unlikely to align perfectly. This results
in the problem of vanishing gradient. When the discriminator is trained to convergence and becomes
perfect, the gradients w.r.t. the generator parameters φ vanishes when using Equation (4). If the
two distributions pd and pg are on disjoint support then there will always exist a D
∗ whose accuracy
is 1 and gradient is 0 near the real samples, which results into vanishing gradients.
To avoid vanishing gradients, Equation (5) is minimized w.r.t. G instead of Equation (4). Let
D∗ = pdpgφ0+pd
, be the optimal D when G’s parameters are fixed to φ0.
Ez ∼p(z)[−∇θ logD∗(gφ(z))|φ=φ0 ] = ∇φ[KL(pgφ ‖ pd)− 2JSD(pgφ ‖ pd)]|φ=φ0
Using the above, although reduces the problem of vanishing gradients yet it leads to mode collapse.
The gradients for G are such that, the JSD is in opposite direction, pushing for the distributions to
be different. The inverted KL is not maximum likelihood, instead it assigns extremely high cost to
generating fake looking samples, and extremely low cost to mode dropping. Moreover, the authors
show results which show that if the D above is not optimal i.e. it has not yet reached to being D∗
then the gradients will follow Cauchy distribution with infinite mean and variance causing unstable
updates
Hence the authors discuss the following ways to mitigate the issue of vanishing gradients instead
of using Equation 5
• They propose to add continuous noise  to the real data i.e, x ∼ pd and model dat xˆ ∼ pg
hence the gradients w.r.t. G will be ∇φJSD(pd+||pg+) which leads to matching of the noisy
distributions. The noise is annealed over the time and hence the procedure leads to the
matching of the actual distributions pd and pg. Hence minimizing the JSD between the noisy
variants mitigates the issue of mode collapse, but the training will become highly sensitive to
the kind of noise used.
• The authors also introduce Wasserstein metric (Equation 8) discussed in further detail in the
next paper Arjovsky et al. (2017). They give insightful relation where this metric is upper
bounded by 2var()1/2 + 2
√
JSD(pd+||pg+)
Wasserstein GAN (Arjovsky et al., 2017)
The authors propose a different distance metric to overcome vanishing gradients. The Earth Mover
(EM) distance can be useful for learning distributions in lower dimensional manifold. The EM
distance or Wasserstein distance is given by,
W (pd, pg) = inf
γ∈Π(pd,pg)
E(x,y)∼γ [‖ x− y ‖] (8)
Π(pd, pg) denotes the set of all joint distributions γ(x, y) whose marginals are respectively pd and
pg. The Wasserstein distance is much weaker distance and is continuous in φ if g is continuous in φ.
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Equation (8) is intractable hence Kantorovich-Rubinstein duality is used to transform the objective
into,
W (pd, pg) = sup
‖f‖L≤1
Ex∼pd [f(x)]− Ex∼pg [f(x)] (9)
where the supremum is over all the 1-Lipschitz functions. Thus given a parameterized family of 1-
Lipschitz functions {fw}w∈W , solve the following problem which characterizes the Wasserstein GAN
or WGAN objective,
max
w∈W
Ex∼pd [fw(x)]− Ez∼pz(Z)[fw(gφ(z))] (10)
The fw can be modeled as a neural network, where the fact that f is 1-Lipschitz depends on W
being compact. One way of enforcing the compactness is to clamp the weights to a fixed box. Using
the above objective waives the need for balancing the generator and discriminator. In this case
discriminator referred to as the critic could be trained till optimality without losing gradients.
A two-step computation of the exact GAN Wasserstein distance (Liu et al., 2018)
WGAN uses weight clipping to ensure 1-Lipschitz condition in order to optimize over the dual
formulation given by Equation (9). But clipping weights causes vanishing and exploding gradients
problem. Hence the authors propose a two-step formulation to compute Wasserstein distance, which
is equivalent to the dual and does not need additional weight clipping or penalty.
To understand the proposed solution we would look at how the problem is set up such that it
is equivalent to the Kantorovich duality. Then we would see how it is solved and finally we will see
the modified objective of WGAN. Problem Set Up
Problem 1 Suppose X and Y are two bounded domains in Rn. Given two probability measures
µ ∈ P(X), ν ∈ P(Y ) and a cost function c : X × Y → [0,+∞]. Find functions φ, ψ such that,
C(µ, ν) = sup
φ−ψ≤c
{∫
φ(y)dν(y)−
∫
ψ(x)dµ(x)
}
where C(µ, ν) is the Wasserstein distance between µ and ν.
The problem is further transformed to the following,
Problem 2 Find the function ψ such that
C(µ, ν) = sup
ψ
{∫
ψc(y)dν(y)−
∫
ψ(x)dµ(x)
}
where C(µ, ν) is the Wasserstein distance between µ and ν and ψc is the c-transform of the ψ defined
below:
∀y ∈ Y ψc(y) = inf
x∈X
(ψ(x) + c(x, y))
Since, we only have access to the samples so we need to discretize the problem as follows,
Problem 3 Let,
dˆ(ψ) =
1
m
∑
i∈I
ψc (yi)− 1
n
∑
j∈J
ψ (xj)
Find ψ such that Cˆ(µ, ν) = supψdˆ(ψ)) where C(µ, ν) is the Wasserstein distance between µ and ν
and ψc is the c-transform of the ψ defined below:
∀yi ∈ Yˆ ψc (yi) = inf
x∈Xˆ
(ψ(x) + c (x, yi))
In order to make ψc = ψ WGAN restricts the function to be 1-Lipschitz. The authors propose
a new formulation to evade the above restriction.
13
Manisha and Gujar
Problem 4 Solve the following problem,
maxf hˆ(f) =
{
1
m
∑
i∈I f (yi)− 1n
∑
j∈J f (xj)
}
s.t. f (yi)− f (xj) ≤ c (xj , yi) , ∀j ∈ J ,∀i ∈ I
The authors go on to prove that Problem 3 and 4 are equivalent in the following theorem,
Theorem 8 If the cost function c(, ) satisfies the triangle inequality, then solving Problem 4 is
equivalent to solving Problem 3, i.e., the optimal objectives of Problem 4 and 3 are equal and f∗(xj) =
ψ∗(xj) and f∗(yi) = (ψc)∗(yi), where f∗, ψ∗ are optimizers for Problem 4 and 3 respectively.
Solving the dual formulation: Step 1: Solve the following linear programming
maxT
1
m
∑
i∈I Ti − 1n
∑
j∈J Tj
s.t. Ti − Tj ≤ cij ,∀i ∈ I, ∀j ∈ J
The optimizer T ∗ is unique upto a scalar hence we set T ∗t ← T ∗t −
(∑
k∈I∪J T
∗
k
)
/(m+n) ∀t ∈ I∪J .
The result obtained is exact Wasserstein distance but not differentiable hence we have the following
step
Step 2: Optimize the following regression problem
min
f
1
m+ n
∑
i∈I
(f (yi)− T ∗i )2 +
∑
j∈J
(
f (xj)− T ∗j
)2
This provides a differentiable approximation
WGAN-TS: Given D is the discriminator and G the generator, the new objective for WGAN is given
as follows,
minG maxD Cˆ(f) =
1
m
∑
i∈I D(yi)− 1n
∑
j∈J D(G(zj))
s.t. D (yi)−D (G (zj)) ≤ c (yi, G (zj)) , ∀i,∀j
where c(yi, G(zj)) =‖ yi −G(zj) ‖1. The generator loss is computed as follows,
min
G
− 1
n
∑
j∈J
D (G (zj))
Improved Techniques for Training GANs (Salimans et al., 2016)
The authors propose different heuristics to deal with the issue of vanishing gradients, mode collapse
and non-convergence. They introduce the notion of feature matching which prevents the generator
from getting over trained on the current discriminator by minimizing the following objective, given
f(x) is the feature obtained from the intermediate layer of the discriminator.
‖ Ex∼pdf(x)− Ez∼pz(z)f(G(z)) ‖22
The discriminator is trained in the usual way which tries to find the features most discriminative of
the real and fake data.
The authors introduce the technique of Mini batch discrimination for overcoming the issue
of mode collapse. Instead of discriminating between one real sample and one generated sampled
at a time, the idea is to discriminate between the representation of batch of samples, where the
representation models the differences between the samples within a batch. The representation of a
single sample includes the value of how different it is from every other sample within a batch. The
difference is captured by the metric cb defined below. Let f(xi) ∈ RA denote a vector of features for
input xi produced by some intermediate layer in the discriminator. f(xi) is multiplied by a tensor
T ∈ RA×B×C, which results in a matrix Mi ∈ RB×C .
cb(xi, xj) = exp(− ‖Mi,b −Mj,b ‖L1) ∈ R
14
GANs: The Progress So Far
o(xi)b =
n∑
j=1
cb(xi, xj) ∈ R
o(xi) = [o(xi)1, o(xi)2, . . . , o(xi)B] ∈ RB, o(X) ∈ Rn×B
The o(xi) is concatenated with f(xi) and fed to the next layer of the discriminator. The authors
also introduce other heuristics to deal with the convergence of the training which we explain further
in Subsection 5.1.5
Loss Sensitive GAN on Lipschitz Densities (Qi, 2017)
In this paper the authors introduce a margin between the generator loss and discriminator loss such
that discriminator loss is always lower than the generator’s loss by a margin.
Dθ(x) ≤ Dθ(Gφ(z))−∆(x,Gφ(x))
where ∆(x,Gφ(x)) is the margin and set to the Lp distance with p = 1. The above margin is relaxed
using slack variable and finally, Loss Sensitive GAN (LS-GAN) optimizes Dθ and Gφ alternately.
Loss for D is,
min
θ
E
x∼pd
[Dθ(x) + λ E
xˆ∼pg
(∆(x, xˆ) +Dθ(x)−Dθ(xˆ))+]
with (a)+ = max(a, 0). G minimizes the following,
min
φ
E
z∼pz(z)
Dθ(Gφ(z))
Comparison with WGAN: The WGAN objective given by Equation (10) it maximizes the first order
moments of fw. The second term in this equation can take very small values for generated samples,
hence the loss can be arbitrarily high. In order to mitigate this, weight clipping is used. On the
contrary in LS-GAN the loss is maximized till Dθ(xˆ) −Dθ(x) exceeds ∆(x, xˆ). At optimality they
prove that non-parametric solution to their loss function has non vanishing gradient almost every-
where.
Least Squares GAN (Mao et al., 2016)
The authors propose to use least square loss as opposed to binary cross entropy (Definition 5) used
in the original objective given by Equation (4) for the discriminator. In GAN D tries to learn the
decision boundary between x and xˆ. Given the loss is BCE, it assigns probability 1 to those fake
samples which are in the right side of the decision boundary yet far away from the real data causing
vanishing gradients. Hence they propose a loss which penalizes fake samples far from decision
boundary hence forcing the generator to generate samples towards decision boundary.
Let a, b be the labels for fake and real data respectively, then the objective function for Least
Squares GAN (LSGAN) is given by the following. c is the value that G wants D to believe for fake
data.
min
D
VLSGAN(D) =
1
2
Ex∼pd(x)
[
(D(x)− b)2]+ 1
2
Ez∼pz(z)
[
(D(G(z))− a)2]
min
G
VLSGAN(G) =
1
2
Ez∼pz(z)
[
(D(G(z))− c)2] (11)
The above objective is equivalent to minimizing Pearson χ2 divergence when b− c = 1, b− a = 2.
15
Manisha and Gujar
A Convex Duality Framework for GANs (Farnia and Tse, 2018)
As shown in the original paper Goodfellow et al. (2014), GANs are trained using a minmax objective
which reduces to minimizing the JSD divergence if we assume the models to have infinite capacity
and hence mimic all possible distributions (Section 2). In practice D is restricted to a smaller class
of distributions denoted by F as shown in (Arora et al., 2017). The authors in this paper propose
to study the divergence minimization perspective in such a restricted setting by developing a convex
duality framework.
Given an unrestricted D, the minmax objective is reduced to,
min
φ
JSD
(
pd(x), pgφ(z)
)
The authors propose a duality framework, given a general divergence measure d(P,Q) between two
probability distributions P,Q they define d’s conjugate over P as follows
d∗P (D) := sup
Q
EQ[D(x)]− d(P,Q)
On restricting D to belong to a convex class of functions F , the Theorem 1 from gives the
following result,
min
φ
max
D∈F
EPx∼pd [D(x)]− d∗pgφ (D) = minφ minQ
{
d
(
pgφ , Q
)
+ max
D∈F
{Ex∼pd [D(x)]− Exˆ∼Q[D(xˆ)]}
}
In other words the objective is searching for the generative model which is closest to the distri-
bution Q that shares the same moments as pd. Further restricting F to a linear space, i.e., for any
D1, D2 ∈ F and λ ∈ R, D1 + λD2 ∈ F . Then,
min
φ
max
D∈F
Ex∼pd [D(x)]− d∗pgφ (z)(D) = minφ minQ∈PF (pd) d
(
pgφ(z), Q
)
where PF (P ) := {Q : ∀D ∈ F ,EQ[D(x)] = EP [D(x)]} Using this formulation the authors also go on
to prove that the moment matching interpretation holds true for f -GAN and WGAN for convex set
F of 1-Lipschitz functions.
The authors also provide a hybrid loss to overcome the vanishing gradient issue of JSD, consider
two distributions P1 and P2 and denote Equation 10 by W1
dJSD,W1 (P1, P2) := min
Q
W1 (P1, Q) + JSD (Q,P2)
The above is a special case of the following framework defined by the authors,
df,W1 (P1, P2) := inf
Q
W1 (P1, Q) + df (Q,P2)
The authors prove that the above hybrid divergence is continuous w.r.t. to P1 hence avoids the
problem of vanishing gradients which occurs in JSD.
5.1.2 Regularization for Vanishing Gradients
In this subsection, we discuss papers which introduce different kinds of regularization on weights or
gradients and as a result try to deal with the key issues of mode collapse and non-convergence.
Stabilizing GANs through Regularization (Roth et al., 2017)
This is a follow up on the f -gan paper (Nowozin et al., 2016) discussed in Section 5.4.3. The au-
thors claim that the fragility of gan training is due to non-overlapping model distribution and data
distribution manifolds in the high dimensional space, which is termed as dimensionality misspec-
ification. f -GAN models fail under such conditions. Usually, such issue is taken care by adding
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high-dimensional noise, which introduces significant variance in the parameter estimation hence
making the solution impractical. Instead, the authors propose analytic convolution of the densities
with the Gaussian noise which yields a weighted penalty function on the norm of the gradients w.r.t.
the input. The following noise induced regularization results in a stable GAN training procedure.
Noise Induced Regularization: f -Gan Objective as in Equation (37), given two distributions
P,Q and discriminator D, F (P,Q;D) = EP [D]−EQ[f∗ ◦D] Noise convolution, adding white noise
ξ ∼ Λ = N (0, γI) to samples x ∼ P,Q :
EPEΛ[D(x+ ξ)] =
∫
D(x)
∫
p(x− ξ)λ(ξ)dξdx
=
∫
D(x)(p ∗ λ)(x)dx
= EP∗Λ[D]
p and λ are probability densities of P and Λ, λ(x) > 0 and (p ∗ λ)(x) > 0 (∀x).
Regularized f -GAN given that f∗ is twice differentiable
Vγ(P,Q;D) = EP [D]− EQ[f∗ ◦D]− γ
2
Ωf (Q;D)
Ωf (Q;D) := EQ[(f
∗′′ ◦D) ‖ ∇D ‖2]
According to our notations the P is pd and Q is the generator parameterized by φ i.e., Gφ
Improved Training of WGAN (Gulrajani et al., 2017)
The problem of exploding or vanishing gradients may resurface even in a WGAN setting, because
of the use of weight clipping to enforce Lipschitz constraints. The subsequent paper after WGAN,
Guljarani et. al. (Gulrajani et al., 2017) addresses the issues related to weight clipping. Apparently,
weight clipping leads to capacity under use, i.e., the critic is biased towards much simpler functions.
They introduce an alternative way of maintaining the Lipschitz constraints by introducing a gradient
penalty term. They prove that the optimal critic has unit norm gradients everywhere, hence their
penalty term constrains the gradients of the critic to be 1. The objective for WGAN with gradient
penalty or WGAN-GP is,
L = Ex˜∼pg [D(x˜)]−Ex∼pd [D(x)]
+ λExˆ∼pxˆ [(‖ ∇xˆD(xˆ) ‖2 −1)2]
(12)
pxˆ sampling uniformly along straight lines between pairs of points sampled from the data dis-
tribution pd and the generator distribution pg. The authors claim an increase in sample quality and
training speed.
Improving the Improved Training of WGANs (Wei et al., 2018)
Propose a novel way of imposing the Lipschitz condition on WGAN, in addition to gradient penalty
introduced in Equation (12) by (Gulrajani et al., 2017), to generate better photo-realistic samples.
The authors claim that gradient penalty introduced in WGAN-GP cannot ensure Lipschitz condition
everywhere in the support in finite training iterations. During the initial iterations, the generated
samples maybe far from the actual manifold hence, the domain especially near the real data may
not follow the Lipschitz condition.
To mitigate the above issue the authors propose to lay the Lipschitz constraint over the real data
by perturbing it twice. The perturbation is implicit, since for every x instead of perturbing the x
the authors perturb the D(x) by introducing dropout in the discriminator network. Finally, they
add the CT defined below to the GAN objective.
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• D(x′) : the discriminator output when the dropout rate applied in the hidden layers is small
• D(x′′) : the discriminator output after applying stochastic dropout again.
• Consistency Term: there exists a real constant M ≥ 0 such that
CT |x′,x′′= Ex∼pd
[
max
(
0,
d(D(x′), D(x′′))
d(x′, x′′)
−M ′
)]
since it is difficult to compute d(x′, x′′) as they are virtual points, hence it is assumed that the
Lipschitz constant absorbs it.
On Regularization of WGANs (Petzka et al., 2018)
There are two ways of enforcing Lipschitz constraint in WGANs, through weight clipping (Arjovsky
et al., 2017) and through a regularization term that penalizes the deviation the gradient norm of
the critic from one (Gulrajani et al., 2017). The aim is to present a theoretical argument why the
latter is harmful for training and propose a less restrictive regularization.
The latter technique WGAN-GP requires the data and model samples to be drawn from a certain
joint distribution and requires the optimal critic to be differentiable. In practice though, it is drawn
independently from the marginal distributions as given by
Observation 1 Suppose f∗ ∈ Lip1 is an optimal critic and γ∗ the optimal coupling determined by
Equation (8). Then the optimal critic f∗ has unit gradients i.e. |f∗(y)− f∗ (xt)| = ‖xt − y‖2 on
the line xt = tx+ (1− t)xˆ, 0 ≤ t ≤ 1, for (x, xˆ) sampled from γ∗ but not when x and xˆ are sampled
from their marginals pd and pg respectively as in (Gulrajani et al., 2017)
The assumption of differentiability of the optimal critic is not valid at points of interest as charac-
terized by the following observation supported by proofs,
Observation 2 The assumption of differentiability of the optimal critic is not valid at points of
interest
Hence they propose a less restrictive penalization for violating the Lipschitz constraint; given x ∼ µ
and y ∼ ν the following is added to the GAN loss leading to WGAN-LP,(
max
{
0,
|f(x)− f(y)|
‖x− y‖2 − 1
})2
The above regularization is also shown to be less sensitive to the penalty weight λ
Fisher GAN (Mroueh and Sercu, 2017)
Weight clipping in WGAN results in reducing the capacity of the discriminator and high sensitivity
to the choice of hyper-parameters of clipping. WGAN-GP has high computational cost. The authors
introduce a data-dependent constraint which maintains the capacity of the critic while ensuring the
stability of training. Based on Definition 6, the authors propose Fisher IPM, which is normalized
IPM, given by,
dF (P,Q) = sup
f∈F
EP[f(x)]− Ex∼Q[f(x)]√
1/2Ex∼Pf2(x) + 1/2Ex∼Qf2(x)
Standardizing this discrepancy introduces as we will see a data dependent constraint, that controls
the growth of the weights of the critic f parameterized by p and ensures the stability of the training
while maintaining the capacity of the critic. Learning GAN with Fisher IPM (empirical version):
min
gθ
sup
fp∈Fp
Eˆ (fp, gθ) := 1
N
N∑
i=1
fp (xi)− 1
M
M∑
j=1
fp (gθ (zj))
Subject to Ωˆ (fp, gθ) = 1
(13)
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where Ωˆ (fp, gθ) =
1
2N
∑N
i=1 f
2
p (xi) +
1
2M
∑M
j=1 f
2
p (gθ (zj)) Augmented Lagrangian Method for the
final objective,
LF (p, θ, λ) = Eˆ (fp, gθ) + λ
(
1− Ωˆ (fp, gθ)
)
− ρ
2
(
Ωˆ (fp, gθ)− 1
)2
(14)
In the final objective fp corresponds to Dθ and gθ corresponds to Gφ. Fisher IPM will give rise
to a whitened mean matching interpretation, or equivalently to mean matching with a Mahalanobis
distance. Fisher IPM corresponds to Chi-squared distance when the critic has unlimited capacity.
Spectral Normalization for GANs (Miyato et al., 2018)
In this paper the authors address the issue of vanishing gradient due to perfect discriminator by
restricting the possible discriminators. The technique weight clipping in WGAN reduces the rank
of the weight matrix and hence reduces the features used by the discriminator to distinguish the
distributions. They also claim that in WGAN-GP, the support of the model distribution changes
with training hence the effect of the previous regularization based on model samples is destabilized.
Moreover it requires a lot of computation. The authors propose spectral normalization technique
which does not effect the rank of the weight matrix. Unlike WGAN-GP, the regularization is not in
the space of model samples.
The authors introduce a sample dependant spectral normalization. Normalize the weight matrix
in each layer gl : hin → hout of the discriminator as follows,
Wˆ lSN (W
l) := W l/σ(W l)
where,
σ(W l) = max
‖h‖2≤1
‖W lh ‖2= largest singular values of W l
Power iteration method is used to estimate the singular values at each iteration to reduce the
time complexity. The modified gradients w.r.t. to the objective V (G,D) for the algorithm, given
u1, v1 are the first left and right singular vectors respectively for the matrix W
l
∂V (G,D)
∂W l
=
1
σ(W l)
(Eˆ[δhTin]− λu1vT1 ) (15)
where δ := (∂V (G,D)/∂(WˆSNh))
T , λ := Eˆ[δT (WˆSNh)] The first term in the Equation (15) is same
as the gradient of W l and the second term is as a result of normalization. λ is positive when δ and
WˆSN
lh point in the same direction and then penalizes the first singular components hence prevents
the transformation from becoming sensitive in one direction.
5.1.3 Regularization for Non-Convergence
We discuss works which modify the loss function by introducing a regularizer such that the new
objective function converges to the global optima. The papers discussed provide rigorous theoretical
analysis hence, would be a dealt with in further detail in Section 5.4
The Numerics of GANs (Mescheder et al., 2017)
The authors investigate the non-convergence of simultaneous gradient descent based on the Jacobian
of the gradients for both the D and G. In Section 5.3 we discuss the further details. In order to over
the non-convergence, they propose to add the following term as the regularizer to the loss. Given[∇φG(φ, θ)
∇θD(φ, θ)
]
L(v(θ, φ)) = −1
2
‖ v(θ, φ) ‖2
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Gradient Descent GAN Optimization is Locally Stable (Nagarajan and Kolter, 2017)
According to the convergence propoerties discussed in this paper, the authors propose the following
reglarization penalty for the generator update. Given θG = φ and θD = θ
θG := θG − α∇θG(V (DθD , GθG)) + η ‖ ∇θDV (DθD , GθG) ‖
Which Training Methods for GANs do actually Converge? (Mescheder et al., 2018)
The authors claim the non-convergence of unregularized GANs. They claim WGAN-GP doesn’t
converge but noise induced regularizer as proposed in (Roth et al., 2017) converges. The details are
in Section 5.4.3. The authors suggest the following simplified gradient penalty which is a simplified
version as proposed in (Roth et al., 2017). This would ensure non-zero loss if there is non-zero
gradients w.r.t. the discriminator in the orthogonal direction to the data manifold
R1(θ) :=
γ
2
Epd(x)
[
‖∇Dθ(x)‖2
]
(16)
To penalize the discriminator on the generator distribution pg obtained by Gφ,
R2(θ, φ) :=
γ
2
Epg(xˆ)
[
‖∇Dθ(xˆ)‖2
]
(17)
Then they prove that with small learning rates, applying simultaneous gradient descent on the GAN
objective with above regularizer is locally convergent.
On Convergence and Stability of GANs (Kodali et al., 2017)
The authors view GANs objective as Regret minimization as opposed to divergence minimization.
They make a connection between no regret algorithms and alternating SGD and prove it’s con-
vergence in convex-concave case as further discussed in Section 5.4.3. Besides they introduce an
additional term in the objective which they refer to as local smoothing. According to their findings
mode collapse is often accompanied by the discriminator function having sharp gradients around
some real data points. Hence they introduce the following penalty term in the overall GAN loss and
name the corresponding objective as DRAGAN,
λ.Ex∼pd,δ∼Nd(0,cI)[‖ ∇xDθ(x+ δ) ‖ −k]2
5.1.4 Biased Gradient Estimator
In the previous sections papers introduced loss functions without any analysis for the estimated
gradients of the loss. In this section, we discuss papers which claim that the previous loss (WGAN)
would lead to biased gradients with finite samples. Hence, the following papers propose new loss to
overcome this issue and ensure better convergence.
The Cramer Distance as a Solution to Biased Wasserstein Gradients (Bellemare
et al., 2018)
Wasserstein metric yields, from samples, biased gradients for a fixed number of samples hence may
not lead to convergence or may lead to wrong minimum. A very powerful critic is required to
approximate the Wasserstein distance well. At the same time, a powerful critic would over-fit the
empirical distribution, which is undesirable. The authors propose the Cramr distance or energy
distance which has unbiased sample gradient. Moreover, energy distance enables learning with
imperfect critic by combining with a transformation function h as described below.
The authors first give a concept of Ideal divergence, consider a divergence d
• Scale sensitivity: if there exists a β > 0 such that ∀ X,Y, c > 0
d(cX, cY ) ≤ |c|βd(X,Y )
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• Sum Invariant: if A is independent from X,Y then,
d(A+X,A+ Y ) ≤ d(X,Y )
• Unbiased gradient estimator: Let Xm = X1, X2, . . . Xm be samples from P and Pˆm :=
1
m
∑m
i=1 δXi
E
Xm∼P
∇θd
(
Pˆm, Qθ
)
= ∇θd (P,Qθ)
Cramer or energy distance for multivariate case. Let X,X ′ and Y, Y ′ be independent random
variables distributed according to P,Q. Let h be the transformation function
E(P,Q) := E(X,Y )
:= 2E‖X − Y ‖2−E
∥∥X −X ′∥∥
2
− E∥∥Y − Y ′∥∥
2
(18)
The Cramer GAN objective
min
G
max
Dh
E(h(X), h(Y ))
In our notations, h is D parametrized by θ and Y ∼ Gφ, the objective is given by, The Cramer
GAN objective
min
φ
max
θ
E(Dθ(X), Dθ(Y ))
Learning Generative models with Sinkhorn Divergences (Genevay et al., 2018)
The authors propose an optimal transport based Sinkhorn Divergence which is differentiable and
tractable. They claim that estimating distances between two distributions with non-overlapping
support is difficult with MLE. Hence weaker metrics are derived through duality. Given the dual
norm L(µ, ν) = |µ− ν‖∗B , B a unit ball of continuous functions
‖ξ‖∗B= sup
{∫
X
h(x)dξ(x);h ∈ B
}
There are two instances of this,
• Wasserstein GAN : B is the set of 1-Lipschitz functions.
• Maximum Mean Discrepency Losses
|µ, ν‖k = Eµ⊗µ
[
k
(
X,X ′
)]
+ Eν⊗ν
[
k
(
Y, Y ′
)]
− 2Eµ⊗ν [k(X,Y )]
The authors propose a different divergence based on Optimal Transport (OT) Metrics. OT
supported on two metric spaces (µ, ν) ∈M1+(X )×M1+(X ) is given by,
Wc(µ, ν) def.= min
pi∈Π(µ,ν)
∫
X×X
c(x, y)dpi(x, y)
Challenges with OT:
• Computational burden of evaluating OT losses
• Lack of smoothness
• difficult to estimate their gradients in high dimension
To overcome the challenges they define Sinkhorn distance which includes the good properties of both
OT and MMD-GAN.
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• They introduce entropic smoothing which makes the loss differentiable
• Compute the Sinkhorn distance using Sinkhorn fixed point iterations with GPU execution
• By changing the smoothing parameter  from 0 to ∞ the proposed loss transforms from pure
OT loss loss to MMD like loss.
• Good properties from MMD: i) favourable sample complexity ii) unbiased gradient estimates
(empirically)
• good properties from OT: i) can be defined for any c whereas MMD is defined for positive k
The authors introduce a regularized optimal transport problem with cost c and regularization pa-
rameter 
Wc,ε(µ, ν) =
∫
c(x, y)dpiε(x, y) (19)
where pi is given by,
min
pi∈Π(µ,ν)
∫
c(x, y)dpi(x, y) + ε
∫
log
(
pi(x, y)
dµ(x)dν(y)
)
dpi(x, y) (20)
The following theorem gives the Sinkhorn loss
Theorem 9 The Sinkhorn loss between two measures µ, ν is
Wc,ε(µ, ν) = 2Wc,ε(µ, ν)−Wc,ε(µ, µ)−Wc,ε(ν, ν)
1. as ε→ 0, Wc,ε(µ, ν)→ 2Wc(µ, ν)
2. as ε→ +∞, Wc,ε(µ, ν)→MMD−c(µ, ν)
where MMD−c uses the kernel as c
The generative model is interested in
min
θ
Eε(θ) where Eε(θ)
det
= Wc,ε (µθ, ν)
Estimating the gradients of Eε is difficult. Hence the authors approximate the loss by L steps of
Sinkhorn algorithm and obtain algorithmic loss Eˆ
(L)
ε (θ)
The choice of cost c,
cϕ(x, y)
def.
= ‖fϕ(x)− fϕ(y)‖ where fϕ : X → Rp
Thus the final objective is given by,
min
θ
max
ϕ
Wcϕ,ε (µθ, ν)
We can view the fϕ as the discriminator D mapping the data to a feature vector of dimension p and
the generator pg is given by the distribution µθ
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Improving GANs using Optimal Transport (Salimans et al., 2018)
Propose a new distance metric which measures the distance between model and data distribution. It
is highly discriminative with unbiased mini-batch gradients. In WGAN, to compute the dual given
by Equation (9), the discriminator ideally has to optimize over all possible 1-Lipschitz functions
which is not likely in finite steps. This leads to imperfect discriminator which would not approxi-
mate the actual distance given by Equation (8) well. In the paper (Genevay et al., 2018) Sinkhorn
distance is proposed, is fully tractable hence overcomes the above problem. Yet this results in an
biased estimator of the actual distance between the two distributions. The authors here propose a
new distance combines optimal transport in primal form with an energy distance defined in an ad-
versarially learned feature space, resulting in a highly discriminative distance function with unbiased
mini-batch gradients as described further below. Propose a metric Mini-batch Energy Distance
• Entropically smooth earth mover distance called Sinkhon distance
D sinkhorn (p, g) = inf
γ∈Πβ(p,g)
Ex,x∼γc(x, y) (21)
The set of allowed joint distributions are restricted to distributions with entropy at least
β. This is evaluated for a mini-batch of K data vectors. The cost function c gives rise to
a cost matrix C, where Ci,j = c(xi, yj). Similarly, γ is replaced by K × K matrix M of
soft matchings, with sufficient entropy i.e., −Tr [M log (MT)] ≥ α The resulting distance is
evaluated as follows,
Wc(X,Y ) = inf
M∈M
Tr
[
MCT
]
(22)
The gradients of a fixed mini-batch for the Equation (22) is not an unbiased estimator of the
gradients of the Equation (21)
• Generalized energy distance: The distance combines optimal transport in primal form, with an
energy distance in adversarially learned feature space that has unbiased mini-batch gradients.
Given a distance function d and X,X ′ ∈ p and Y, Y ′ ∈ g
D2GED(p, g) = 2E[d(X,Y )]− E
[
d
(
X,X ′
)]− E [d (Y, Y ′)] (23)
• Minibatch energy distance The following is the distance metric proposed, the terms which are
additional to Equation (21) makes the gradient estimator unbiased.
D2MED(p, g) = 2E [Wc(X,Y )]− E
[Wc (X,X ′)]− E [Wc (Y, Y ′)] (24)
• Transport cost function which is learnt adversarially. Given vη is the discriminator which
maps the samples to a latent space. The following is 1− (cosine similarity between latent
representation of data and generated sample)
cη(x, y) = 1− vη(x) · vη(y)‖vη(x)‖2 ‖vη(y)‖2
Demystifying MMD GANs (Bikowski et al., 2018)
Wasserstein distance can lead to biased gradients for the generator,and gave an explicit example
where optimizing with these biased gradients leads the optimizer to incorrect parameter values,
even in expectation. The authors show (Theorem 1) that the natural maximum mean discrepancy
estimator, including the estimator of energy distance, has unbiased gradients when used on top of a
fixed deep network representation. The MMD distance between two distributions P,Q is given by,
MMD(P,Q;H) = sup
f∈H,‖f‖H≤1
EPf(X)− EQf(Y )
where f ∈ F is a function class in a kernel Hilbert space H. This situation is exactly analogous
to WGANs: the generators gradients with a fixed critic are unbiased, but gradients from a learned
critic are biased with respect to the supremum over critic. The authors clarify why MMD GANs
are in some sense “less biased” than WGAN.
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5.1.5 Resolve Non-Convergence
In this subsection, the papers try to address Q2 and Q3 i.e., modify the loss function for better
convergence. For the paper which introduce a generalized frameworks for the adversarial loss function
with an aim to prove convergence, we refer the reader to Sections 5.4.2 and 5.4.3.
Improved Techniques for Training GANs (Salimans et al., 2016)
As seen in Subsection 5.1.1 in this paper authors introduce different heuristics like feature matching
and minibatch discrimination. Here we are more interested in looking at the aspects of the paper
that modifies the loss to prevent non-convergence. The introduce the notion of fictitious play where
each player’s cost is modified by including a term ‖ θ − 1t
∑t
i=1 θ[i] ‖2, where θ[i] is the values of
parameters at a past time i. This approach is inspired by fictitious play algorithm that can find
equilibrium in different kinds of games including non-convex, continuous games. It has been observed
that introducing batch normalization leads to stabler optimization in (Radford et al., 2015). The
authors claim that this results in the output corresponding to a particular input becomes dependant
on the samples within the same batch. To overcome this they introduce virtual batch normalization
where an input sample is normalized based on a reference batch which is fixed at the start of the
training itself. This procedure is computationally expensive hence used in G only. Besides, the
authors also use one-sided label smoothing by smoothing the positive labels only for better training.
Unrolled GANs (Metz et al., 2016)
As in Proposition 1, the discriminator has to be optimal at every iteration for simultaneous gradient
descent to converge which cannot be achieved in practice. For a minimax loss as given in (Goodfellow
et al., 2014), the optimal discriminatorD∗(x) is a known smooth function of the generator probability
pg(x). These smoothness guarantees are lost when D(x; θD) and G(x; θG) are drawn from parametric
families. Note here φ = θG and θ = θD. Explicitly solving for the optimal discriminator parameters
θ∗D(θG) for every update step of the generator G is computationally infeasible. As a result GAN
training suffers from mode collapse. A surrogate loss function fK(θG, θD) is introduced for training
the generator which more closely resembles the true generative objective f(θG, θ
∗D(θG)). K = 0
(Normal Gan loss), K →∞ (True generative objective function). The gradient updates:
θG ← θG − ηdfK(θG, θD)
dθG
, θD ← θD + ηdf(θG, θD)
dθD
dfK(θG, θG)
dθG
=
∂f(θG, θ
K
D (θG, θD))
∂θG
∂f(θG, θ
K
D (θG, θD))
∂θKD (θG, θD)
dθKD (θG, θD)
dθG
The authors directly addresses the issue of mode collapse. They suggest a new loss for overcoming
this problem. If one agent becomes more powerful than the other, the learning signal becomes useless.
In a standard GAN the G tries to move as much mass to a single point that maximizes the ratio
of the probability density. The D tracks the point and assigns lower probability to it and uniform
elsewhere. This cycle will repeat forever. In this paper, however, using the surrogate loss, G’s update
takes into account the response of D before hand. This helps G to spread it’s mass making the next
D step less effective instead of collapsing to a point.
Coloumb GANs:Provably Optimal Nash Equilibria via Potential Fields (Unterthiner
et al., 2018)
Propose Coulomb GANs which pose the learning problem as a potential field. Further it is proven
to have one Nash equilibrium at which the model distribution would equal the data distribution.
GANs convergence points are local Nash equilibria causing mode collapse. They propose Coloumb
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GAN which has only one Nash equilibria and the one which is optimal (data distribution = model
distribution)
• Potential function: the influence of a potential at b on a given a kernel k(a, b) and ρ(a) =
py(a)− px(a)
Φ(a) =
∫
ρ(b)k(a, b)db
In order for there to be single Nash Equilibrium, they use Plummer kernel, where d ≤ m− 2
given by
k(a, b) =
1(√‖a− b‖2+2)d
– Given that ρ(b) = 0 then Φ(a) = 0 for all a.
– Φ(a) = 0 should imply that ρ(b) = 0 Given the energy function
F (ρ) =
1
2
∫
ρ(a)Φ(a)da =
1
2
∫∫
ρ(a)ρ(b)k(a, b)dbda
Theorem 10 (Convergence with low dimensional Plummer kernel) For a, b ∈ Rm, d ≤
m − 2,  > 0 the densities px and py equalize over time when minimizing the energy F
with the low dimensional Plummer kernel by gradient descent. The convergence is faster
for larger d
• The discriminator should learn Φˆ(a) = 1Ny
∑Ny
i=1 k (a, yi)− 1Nx
∑Nx
i=1 k (a, xi) Hence the objec-
tive function is given by
LD(D;G) = 1
2
Epa
(
(D(a)− Φˆ(a))2
)
LG(G;D) = −1
2
Epz (D(G(z)))
where p(a) = 1/2
∫ N (a;G(z), I)pz(z)dz + 1/2 ∫ N (a; y, I)py(y)dy
• Thus we may not find the optimal G∗, D∗ , since neural networks may suffer from capacity or
optimization issues
• The main problem with learning Coulomb GANs is to approximate the potential function
Φ, which is a complex function in a high-dimensional space, since the potential can be non-
linear and non-smooth. When learning the discriminator, we must ensure that enough data is
sampled and averaged over.
5.2 Architecture
In this section we discuss the papers which bring about major architectural changes. In some cases
they also modify the loss and/or introduce regularizers or based on other heuristics.
Unsupervised Representation Learning with Deep Convolutional GANs (Radford
et al., 2015)
In this paper, authors introduced architectural changes to vanilla GAN and set other parameters of
learning rate which helped stabilize training significantly. They primarily introduced convolutional
layers. Other architectural guidelines are as follows,
• The pooling layers are replaced with strided convolutions in G and fractional-strided convolu-
tions in D.
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• Batchnorm layers are used both in G and D.
• ReLU is used in all layers of G except the last output which uses tanh.
• LeakyReLU in the discriminator.
• Adam optimizer is used (Kingma and Ba, 2015) with learning rate of 0.0002 and a momentum
β1 of 0.9.
They name the model DCGAN. Although, the above changes have no particular theoretical basis,
they seem to work well in practice. In the rest of section, we will focus on papers which modify
the architecture of GANs based on theoretical analysis.There are primarily three ways in which
researchers have tried to modify the architecture as listed below.
5.2.1 Auto-encoder Architectures
The most popular modification is based on having an auto-encoder architecture within the network.
Adversarially Learned Inference (Dumoulin et al., 2016)
The authors aim to incorporate the inference mechanism like that of a VAE in GANs. The approxi-
mate inference in VAE suffers from various drawbacks as disscussed in 3. Hence the authors propose
to use adversarial learning for inference which can be further used in other tasks like semi-supervised
learning and inpainting.
The set up the objective to match the following two joint distributions,
i q(x, z) = pd(x) q(z|x)
ii p(x, z) = pz(z) p(x|z)
The p(x|z) is learnt by the generator network Gx which takes in z ∈ N (0, I) as input and gives xˆ as
output. q(z|x) is learnt by the inference network Gz which takes in x ∼ pd and outputs a zˆ. In order
to match the joint distributions, the D is trained to discriminated between the joint (x, z) samples
while both the generator and inference network try to fool it. The loss function used is given by,
min
G
max
D
V (D,G) = Eq(x) [log (D (x, Gz(x)))] + Ep(z) [log (1−D (Gx(z), z))]
=
∫∫
q(x)q(z|x) log(D(x, z))dxdz
+
∫∫
p(z)p(x|z) log(1−D(x, z))dxdz
(25)
Typically q(z|x) is assumed to be N (µ(x), σ2(x)I) and to sample from this distribution the
reparameterization trick (Kingma and Welling, 2014) is used, z = µ(x) + σ(x) ,  ∼ N (0, I) To
avoid the vanishing gradient issue, generator maximizes the following loss,
V ′(D,G) = Eq(x) [log (1−D (x,Gz(x)))] + Ep(z) [log (D (Gx(z), z))]
The authors also provide convergence analysis for the joint distributions similar to the analysis
provided in Goodfellow et al. (2014). They further prove that at optimality Gx = G
−1
z and Gz = G
−1
x
almost everywhere.
Mode Regularized GANs (Che et al., 2016)
Che et al. (Che et al., 2016) give an intuition behind the problem of missing modes and also
propose regularizers to circumvent this problem. It is usually the case that the data and the model
distribution manifolds are disjoint. In such a case, the discriminator assigns zero probability to all
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the model points and one probability to all the data points. Thus, large modes usually have a much
higher chance of attracting the gradient of the discriminator. For a typical GAN model, since all
modes have similar D values, there is no reason why the generator cannot collapse to just a few
major modes. For most z the gradient of the generator pushes the generator distribution towards
the major mode. It is highly unlikely to have z which is close to the other minor modes, hence the
problem of missing modes.
• Geometric Metric Regularizer - Having another similarity metric such as L2-norm with nice
geometric properties, in addition to the gradient information from the discriminator. Together
with the G, they also have an Encoder E(x) : X → Z. Assuming d to be some similarity
metric in the data space, the authors add the following term to the loss as a regularizer,
Ex∼pd [d(x,G ◦ E(x))]
The encoder is trained by minimizing the reconstruction error.
• Mode Regularizer - This is proposed to penalize the missing modes.
– The areas near the missing modes are rarely visited by the G
– Both missing modes and non-missing modes correspond to high values of D.
Consider a minor mode M0. For x ∈M0, G(E(x)) will be located close to the mode M0. They
add the following to the loss,
Ex∼pd [logD(G ◦ E(x))]
The overall loss for G is given by,
TG = −Ez[logD(G(z))] + Ex∼pd [λ1d(x,G ◦ E(x)) + λ2 logD(G ◦ E(x))]
The overall loss for E is given by,
TE = Ex∼pd [λ1d(x,G ◦ E(x)) + λ2 logD(G ◦ E(x))]
Energy-Based GAN (Zhao et al., 2016)
Another encoder-decoder based approach for training GAN was put forth in the Energy-based GAN
(EBGAN) paper by (Zhao et al., 2016) Zhao et. al.. The paper views the discriminator as an
energy function, which assigns low energy values to real data and high to fake data. The generator
is a trainable parameterized function that produces samples in regions to which the discriminator
assigns low energy. The objective function is given by,
LD(x, z) = D(x) + [m−D(G(z))]+
LG(z) = D(G(z))
where, [.]+ = max(0, .); m - positive margin; LD - discriminator loss; LG - generator loss The
discriminator is modeled as an auto-encoder
D(x) =‖ Dec(Enc(x))− x ‖
With the binary logistic loss, only two targets are possible, so within a minibatch, the gradients
corresponding to different samples are most likely far from orthogonal. This leads to inefficient
training, and reducing the minibatch sizes is often not an option on current hardware. According
to the paper, the reconstruction loss introduced will likely produce very different gradient direc-
tions within the minibatch, allowing for larger minibatch size without loss of efficiency. When an
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EBGAN auto-encoding model is trained to reconstruct a real sample, the discriminator contributes
to discovering the data manifold by itself without the need for explicit negative samples. To prevent
the auto-encoder from learning identity function, the framework is regularized with the generator
producing contrastive samples. A Repelling regularizer is introduced to prevent mode collapse used
only with the generator loss, S ∈ Rs×N where S is a batch of sample representations taken from
encoder output layer.
fPT (S) =
1
N(N − 1)
∑
i
∑
j 6=i
(
STi Sj
‖ Si ‖‖ Sj ‖
)2
The PT term attempts to orthogonalize the pairwise sample representations.
Boundary equilibrium GANs (Berthelot et al., 2017)
The authors propose an auto-encoder based GAN (BEGAN) with a loss derived from Wasserstein
distance, in order to balance training between the generator and discriminator and provide new
approximate convergence measure. They raise threefold issues, i) Balancing the training between
discriminator and generator is difficult. ii) Controlling the sample diversity is difficult. iii) Determin-
ing convergence in GANs is difficult just by the losses. The method proposed has three components
to it, the architecture, the diversity ratio and global convergence measure to address the three issues,
• The generator instead of trying to minimize the Wasserstein distance between data sample
and model sample, it minimizes the difference in the auto-encoder loss corresponding to these
samples. The autoencoder loss is given by
L(v) = |v −D(v)|η where

D : RNx 7→ RNx
is the autoencoder function.
η ∈ {1, 2}
is the target norm.
v ∈ RNx
is a sample of dimension Nx
The objective is given by,{ LD = L (x; θD)− L (G (zD; θG) ; θD) for θD
LG = −LD for θG (26)
• Diversity ratio is given by,
γ =
E[L(G(z))]
E[L(x)]
γ = 1 at equilibrium. Lower values of γ will lead to lower image diversity since the discrimi-
nator focuses on auto-encoding images. The following procedure helps to balance the training
between the generator and discriminator,
LD = L(x)− kt,L (G (zD)) for θD
LG = L (G (zG)) for θG
kt+1 = kt + λk (γL(x)− L (G (zG))) for each
step t
• Convergence measure
Mglobal = L(x) + |γL(x)− L (G (zG))|
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VEEGAN: Reducing Mode Collapse in GANs Using Implicit Variational Learning
(Srivastava et al., 2017)
The authors address the major issue of mode collapse. They propose, having a reconstructor network
which is trained to achieve two-fold objective i) Mapping samples from true distribution to a Gaussian
ii) Mapping the generated samples also to the normal distribution (assuming z is drawn from normal).
Intuitively this is achievable only when the generated samples follow true distribution. The objective
is given by,
Oentropy(γ, θ) = E[‖ z − Fθ(Gγ(z)) ‖22] +H(Z,Fθ(X))
where γ : parameters of the generator, Fθ : reconstructor network parameterized by θ, H : cross
entropy loss.
Tractable solution:
Oentropy(γ, θ) = KL[qγ(x|z)p0(z)||pθ(z|x)p(x)]− E[log p0(z)] + E[d(z, Fθ(Gγ(z))]
Variational approaches for auto-encoding GANs (Rosca et al., 2017)
The authors propose a model combining GANs and Variational Auto-encoders to help reduce mode
collapse. The authors develop a principled approach for AE-GAN. They start with VAE objective
and introduce adversarial loss as required.
• Maximizing likelihood and the lower bound in VAE: given qη(z|x) is the variational distribution
over the latent variables z
log pθ(x) = log
∫
pθ(x|z)p(z)dz ≥ Eqη(z|x) [log pθ(x|z)]−KL [qη(z|x)‖p(z)] (27)
• Implicit variational distributions - in a VAE we need to typically assume the form of qη(z|x)
like Gaussian etc, but with GANs we can learn the distribution implicitly, by replacing the
second term in Equation (27) with
−KL [qη(z|x)‖p(z)] = Eqη(z|x)
[
log
p(z)
qη(z|x)
]
≈ Eqη(z|x)
[
log
Cω(z)
1− Cω(z)
]
• Likelihood choice : Here again we can make an explicit choice of the likelihood or if intractable
we introduce synthetic likelihood and discriminator
– Explicit likelihood: zero mean Laplace distribution as in (AGE, BEGAN, cycleGAN and
PPGN). Then replace the first term in Equation (27) with
Eqη(z|x) [−λ ‖x− Gθ(z)‖1]
– The other option is to introduce the concept of synthetic likelihood by multiplying and
dividing by p∗(x) which gives us the following,
Eqη(z|x) [log pθ(x|z)] =Eqη(z|x)
[
log
pθ(x|z)
P ∗(x)
]
Eqη(z|x) [log p
∗(x)]
Then we use the GAN loss as follows for the above term,
Eqη(z|x)
[
log
Dφ (Gθ(z))
1−Dφ (Gθ(z))
]
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• The overall Hybrid loss is as follows,
L(θ, η) = Eqη(z|x)
[
− λ ‖x− Gθ(z)‖1 + log
Dφ (Gθ(z))
1−Dφ (Gθ(z)) + log
Cω(z)
1− Cω(z)
]
(28)
The algorithm has alternative updates between θ, η, φ, ω
• Modified Equation (28) for Non saturating generator loss,
Eqη(z|x)[λ ‖x− Gθ(z)‖1 − logDφ (Gθ(z)) + log (1−Dφ (Gθ(z)))]
MMD GAN: Towards Deeper Understanding of Moment Matching Network (Li
et al., 2017)
The authors improvise on the Generative Moment Matching Network (GMMN) proposed in (Li
et al., 2015) by introducing adversarial loss leading to MMD-GAN objective. The authors claim
that the empirical results of GMMN are not comparable with GANs and requires large mini-batch
for training. The convergence results of GMMN may not hold given the loss is empirically estimated.
The primary difference between GANs and GMMN is that in GMMN instead of a discriminator
there is a two sample test based on kernel maximum mean discrepancy (MMD) where the kernel is
fixed to be Gaussian. Given two distributions P,Q the MMD loss is given by
Mk(P,Q) = ‖µP − µQ‖2H = EP
[
k
(
x, x′
)]− 2EP,Q[k(x, y)] + EQ [k (y, y′)] (29)
The following theorem guarantees convergence of the above loss.
Theorem 11 Given a kernel k, if k is a characteristic kernel, then Mk(P,Q) = 0 iff P = Q
The above theorem may not hold true when using sample estimator because of the variance of
the sample estimator. The authors propose to overcome the issues within a GMMN network by
introducing adversarial kernel learning.They show WGAN is a special case of MMD under certain
conditions.
• They propose the following objective they prove to be differentiable,
min
θ
max
φ
Mk◦Dφ (pd, Gθ)
The authors use Gaussian kernel over Dφ which are injective functions and claim the resulting
kernel is characteristic hence the above theorem hold true.
k˜ (x, xˆ) = exp
(
−‖Dφ(x)−Dφ(xˆ)‖2
)
• The D has to be a injective function which is realized using auto-encoder architecture, its are
φ = {φe, φd} which consists of the encoder and decoder parameters
min
θ
max
φ
MDφe (pd, Gθ(pz(z)))− λEy∼pd∪pg ‖y −Dφd (Dφe(y))‖2 (30)
• Comparison with WGAN: The Dφ above uses Gaussian kernel, replacing it with linear and
restricting the output of Dφ to have 1 dimension would reduce the above objective to WGAN
• The MMD distance is more stable as it correlates well with the quality of samples generated
as experimentally shown.
5.2.2 Ensemble Method
The second most significant one is having a mixture of generators and one discriminator or the other
way round which we refer to as ensemble method.
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Multi-Agent Diverse GANs (Ghosh et al., 2018)
The authors propose to resolve the issue of mode collpase, by having mutliple generators and en-
forcing each to learn a different mode calling it MAD-GAN. We look into proposed architecture and
loss function,
• k generators and 1 discrimnator
• the generators may share parameters for initial layers depending on the dataset
• To enforce each generator to learn a different mode, the discriminator not just minimizes the
loss but it also identifies which generator has generated the sample.
• the output of the discriminator is k+ 1 probability values which includes the k discriminators
and belong to the real data-set.
• Given that δ ∈ {0, 1}k+1 for j ∈ {1, . . . , k}, δ(j) = 1 if sample belongs to jth generator
otherwise δ(k + 1) = 1. The objective for discriminator:
max
θd
Ex∼pH(δ,D(x; θd))
• The objective for the generator:
min
θg
Ex∈pd logDk+1(x; θd) + Ez∈pz log(1−Dk+1(Gi(z; θig); θd))
The generators are updated in parallel
The authors do not provide on the number of generators required w.r.t. the complexity of the data
leaving k as an hyper-parameter to be tuned experimentally.
AdaGAN: Boosting Generative Models (Tolstikhin et al., 2017)
Propose a GAN based on boosting algorithm which guarantees convergence in finite steps if each
step is optimal else exponential convergence. It also addresses reduces mode collapse. The proposed
algorithm trains a weak generative model at every iteration such that the samples are re-weighted,
giving more weightage to hard (from missed modes) samples. The major components and theorems
are discussed below,
• Multiple weak generators as a mixture is the overall model for generating images
• The generators are added in a sequential manner such that at every step the added model
covers the modes which were missed by models trained thus far.
• Minimizing f -divergence over mixture models: Given Y1, . . . , Yn ∼ Q and X1, . . . , Xn ∼ P
where Yi = G(Zi) we can find the optimal Q such that,
min
Q∈G
Df (Q‖P )
Given Pg := P
t
model and new model Q at t+ 1 the new model is defined as follows,
P t+1model :=
t∑
i=1
(1− β)αiPi + βQ
Hence they optimize w.r.t. Q and β ∈ [0, 1] given by the following objective,
min
Q,β
Df ((1− β)Pg + βQ‖Pd)
31
Manisha and Gujar
Finding the optimal Q at every step is not required but they must ensure the following for
c < 1
Df ((1− β)Pg + βQ‖Pd) ≤ c.Df (Pg‖Pd)
As the training proceeds, the new model would have lesser information to add hence the value
of β should reduce. But with decreasing β tuning Q becomes harder at every step, given the
samples from mixture distribution would rarely belong to Q. Hence the authors minimize the
upper bound.
• Minimizing upper bound of f -divergence over mixture models: The upper bound is given as
follows for some reference distribution R such that βdR ≤ dPd
Df ((1− β)Pg + βQ‖Pd) ≤ βD(Q‖R) + (1− β)Df
(
Pg‖Pd − βR
1− β
)
• Solution for the minimizer of the upper bound is given by the following Theorems.
Theorem 12 For any f -divergence Df with f ∈ F and f differentiale, any fixed distributions
Pg and Pd, and any β ∈ [0, 1], the solution to the following minimization problem,
min
Q∈P
Df ((1− β)Pg + βQ‖Pd)
where P is a class of all probability distributions is,
dQ∗ =
1
β
(λ∗dPd(x)− (1− β)dPg(x))+ (31)
for some unique λ∗ satisfying
∫
dQ∗β = 1. Furthermore, β ≤ λ∗ ≤ min(1, β/δ), where δ :=
Pd(dPg = 0). Also λ
∗ = 1 if and only if Pd((1− β)dPg > dPd) = 0
Theorem 13 Given two distributions Pg, Pd and some β ∈ [0, 1], assume,
Pd(dPg = 0) < β
Let f ∈ F . The solution to the minimization of the second term of the upper bound given by
min
Q:βdQ<dPd
Df
(
Pg ‖ Pd − βQ
1− β
)
is given by the distribution
dQ†β(x) =
1
β
(dPd(x)− λ†(1− β)dPg(x))+ (32)
for some unique λ† satisfying
∫
dQ†β = 1.
The above Theorems are independent of the distribution f used.
• Final Algorithm: at each iteration they add Q to the mixture Pg with a weight β and the
optimal Q∗ as given by Equation (31),
dQ∗ =
dPd
β
(
λ∗ − (1− β)dPg
dPd
)
+
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– Here thye use adversarial training given a corresponding function h
dPg
dPd
(X) = h(D(X)), hJSD :=
1−D(X)
D(X)
Using this they can estimate the weights of training sample when they compute dQ∗ as
follows, given that pi = dPd(Xi) and di = D(Xi), pi = 1/N
wi =
pi
β
(λ∗ − (1− β)h(di))
– They use an iterative algorithm to determine λ∗ such that
∑
iwi = 1
– Choosing the value of β based on heuristics.
• Convergence analysis Necessary and sufficient conditions for the iterative process to converge.
Theorem 14 Take any f ∈ F such that f(x) 6= 0 for x 6= 1. Starting from P 1model = P1 update
the model s.t. P t+!model = (1 − β)P tmodel + βQ∗β, where on every step Q∗βisgivenbyEquation(31)
with Pg = P
T
model. In this case Df (P
t
model ‖ Pd) will reach 0 in finite number of steps iff there
exists M > 0 s.t.
Pd((1− β)dP1 > MdPd) = 0
it takes at most − lnmax(M, 1)/ln(1− β) steps.
Otherwise the convergence is exponential
Evolutionary GANs (Wang et al., 2019)
The authors propose a framework where adversarial training is viewed as mutation operations which
evolves a population of generators such that well-performing generators are preserved. Each of the
previously proposed metrics like KL divergence has vanishing gradient issue and WGAN can have
non-convergent limit cycles near equilibrium. Their method uses different metrics to jointly optimize
over the generators. By preserving the best generator at every iteration, it overcomes the weakness
of each of the metrics. There are three steps followed
• Given a Generator Gθ, several copies are produced {Gθ1 , Gθ2 , · · ·} which are modified by dif-
ferent mutations (i.e. different generator loss function)
• Evaluation: based on quality and diversity
– quality fitness score, the average discriminator value for each of the generator copies
Fq = Ez[D(G(z))]
– diversity fitness score: smaller discriminator gradients ensure higher score. Smaller dis-
criminator gradients imply that the generated samples have spread out, to avoid mode
collapse.
Fd = − log‖∇D − Ex[logD(x)]− Ez[log(1−D(G(z)))]‖
– Overall score:
F = Fq + γFd
• Selection: The worst performing generator based on the above fitness score is removed and
the rest are carried forward to the next iteration.
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Dual Discriminator GANs (Nguyen et al., 2017)
The authors propose dual discriminator GAN one trained on KL divergence and the other on reverse
KL to reduce mode collapse. They cliam KL divergence given by Equaiton 1 covers all modes but
also produces unseen and undesirable samples. Reverse KL 2 tries to fit to one single mode leading
to mode collapse. JSD 3 minimization is empirically similar to reverse KL and hence results in mode
collapse. In the solution there are two discriminators trained as follows,
• D1 gives high score to samples from Pdata and low to samples from Pg
• D2 gives high score to samples from Pg and low to samples from Pdata
Hence the overall objective is given by,
min
G
max
D1,D2
J (G,D1, D2) =α× Ex∼Pdata [logD1(x)] + Ez∼Pz [−D1(G(z))]
+ Ex∼Pdata [−D2(x)] + β × Ez∼Pz [logD2(G(z))]
(33)
Role of the hyper-parameters α, β
• stabilize the learning: Having D1(G(z)) and D2(x) instead of their log has stronger impact on
optimization but causes their output to be very large, hence α, β help stabilize that
• control the effect of KL and reverse KL
The convergence results are similar to original GAN
Generalization and Equilibrium in GANs (Arora et al., 2017)
In this paper, the authors provide generalization bounds for the new framework for GAN loss that
they define as further discussed in Section 5.4.1. We in this section focus on the other important
aspect that the paper addresses is the existence of equilibrium. Although it is unknown as to what
equilibrium GAN converges, the authors prove the existence of a particular equilibrium. The main
motivation is obtained from the min-max theorem (Neumann, 1928) which shows that if both players
are allowed to play mixed strategies, then the game has an equilibrium which is the min-max solution.
The paper models mixed strategies by considering a mixture of generators and discriminators. As an
infinite mixture is not possible; it admits an approximate solution with a finite mixture of generators.
The architecture is called it MIX+GAN where they train a mixture of T generators {Gφii ∈ T}
and T discriminators, {Dθii ∈ T}. They maintain weight wθi = e
αθi∑T
k=1 e
αθk
corresponding to each
generator whose log probability predicted by the network is αθi . The payoff function is given by,
Given
F (θ, φ) = E
x∼Dreal
[log (Dφ(x))] + E
x∼DG
[log (1−Dφ(x)))]
min{θi},{αθi}{φj},
{
αφj
}
i,j∈[T ] F (θi, φj)
= min{θi},{αθi}max{φj},{αvj}
∑
i,j∈[T ]wθiwφjF (θi, φj)
(34)
Similarly there can be an objective function corresponding to the WGAN 10.
5.2.3 Memory
Apart from the above methods, there is another paper which changes the architecture to introduce
memory within the network
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Memorization precedes generation: Learning unsupervised GANs with Memory
Networks (Kim et al., 2018)
The authors raise two-fold issues with vanilla GANs, i) GANs use unimodal continuous latent dis-
tribution to embed multiple classes hence the structural discontinuity between classes is not clear
in the generated samples. ii) Discriminators forget about the previously generated samples which
incurs instability and divergence in the training. Hence they propose memoryGAN which learns
a joint distribution for which the the continuous variable z and class variable c are independent
and modeled separately, hence enforcing discontinuity between classes. In the input to the gener-
ator Ki represents the class and z represents the variation within the class. It also memorizes the
representation of clusters of real or fake samples in the form of key vectors.
Novel Architecture is proposed with the following components:
• Discriminative memory network (DMN): Inference network µ takes in x as input and returns
q with ‖ q ‖= 1. The memory module takes q as input and outputs whether x is real or fake.
• Memory network: The memory network used above is M = (K, v, a, h), K ∈ RN×M that is
N slots of dimension M . Each v ∈ {0, 1}N is a memory value vector. a ∈ RN is a vector
which tracks the age of each item in each memory slot. h is the slot histogram where hi is
the number of data points belonging to the ith memory slot. The posterior distribution over
memory slots is given by,
p(c = i|x) =p(x|c = i)p(c = i)∑N
j=1 p(x|c = j)
=
exp
(
κKTi µ(x)
)
p(c = i)∑N
j=1 exp
(
κKTj µ(x)
)
p(c = j)
The categorical prior is given by,
p(c = i) =
hi + β∑N
j=1 (hj + β)
The memory is updated using incremental EM algorithm
• Discriminative probability:
p(y = 1|x) =
N∑
i=1
p(y = 1|c = i, x)p(c = i|x) =
N∑
i=1
vip(c = i|x) = Ei∼p(c|x) [vi]
• Memory conditioned generator network: It samples a memory index i P (c = i|vc = 1) =
hivi∑N
j hjvj
Then the tuple [Ki, z] is passed as the input to the generator. The objective is similar
to infoGAN. The authors try to minimize the mutual information between Ki and G(z,Ki)
to ensure the structural similarity between the sampled memory information and generated
sample. Given Iˆ = −Ex∼G(z,Kj)
[
κKTi µ(x)
]
LD =− Ex∼p(x)[logD(x)]− E(z,c)∼p(z,c) [log (1−D (G (z,Ki)))] + λIˆ
LG =E(z,c)∼p(z,c) [log (1−D (G (z,Ki)))] + λIˆ
(35)
5.3 Optimizers
In this section, we discuss papers which change the standard simultaneous gradient descent optimizer
used and propose new methods for optimizing in a hope to address Q3.
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The Numerics of GANs (Mescheder et al., 2017)
In the paper Mescheder et al. (Mescheder et al., 2017), the authors identify the main reason for
non-convergence of GANs to local Nash equilibria. Let x¯ = (φ¯, θ¯) be a point of Nash equilibrium
given by,
φ¯ ∈ argmax
φ
f(φ, θ¯) and θ¯ ∈ argmax
θ
f(φ¯, θ)
. Every differentiable two-player game defines a vector field v(φ, θ) =
[∇φf(φ, θ)
∇θg(φ, θ)
]
. x¯ is a stationary
point of v(x) and v′(x¯) is negative semidefinite iff x¯ is a local Nash equilibrium. v′(x¯) has eigen
values with small real part and big imaginary part which results in slow convergence. This is in
particular a problem of simultaneous gradient ascent for two-player games (in contrast to gradient
ascent for local optimization), where the Jacobian v′(x) is not symmetric and can therefore have
non-real eigenvalues. Finding a stationary field is equivalent to solving the equation v(x) = 0. They
define L(x) = 12 ‖ v(x) ‖2. Minimizing L(x) directly leads to unstable stationary points, hence
they consider a modified vector field w(x) = v(x) − γ∇L(x) for some γ > 0. The modified utility
functions for the two player game is now,
fˆ(φ, θ) = f(φ, θ)− γL(φ, θ)
and gˆ(φ, θ) = g(φ, θ)− γL(φ, θ)
The L(φ, θ) term encourages agreement between the two players, hence is called Consensus Opti-
mization.
Training GANs with Optimism (Daskalakis et al., 2018)
In this paper the authors address the issue of limit cycling behaviour in WGAN by proposing
Optimistic Mirror Descent (OMD). In GANs, to solve the zero sum game, simultaneous SGD is
used which is similar to running no-regret dynamics for each player. From game theory it is known
that this leads to limit oscillatory behaviour. Theoretical results show that no variant of GD can
converge to an equilibrium in terms of the last iterate even in convex-concave setting. It is only
the average of the weights of the two players that constitutes an equilibrium. OMD converges to
equilibrium in terms of the last iterate for bilinear functions.
Optimistic Mirror Descent: algorithm for zero-sum games which achieves faster convergence rate
to equilibrium of  = O( 1T ) for the average of the parameters.
The algorithm uses the last iteration gradient as a predictor for the next iteration’s gradient.
The update rule is as follows,
wt+1 = wt + 2η · ∇w,t − η · ∇w,t−1
θt+1 = θt − 2η · ∇θ,t + η · ∇θ,t−1
The stochastic OMD where the gradients are replaced by the unbiased estimators, estimated over a
mini-batch of B samples
∇ˆw,t = 1|B|
∑
i∈B
(∇wDwt (xi)−∇wDwt (Gθt (zi)))
∇ˆθ,t = − 1|B|
∑
i∈B
∇θ (Dwt (Gθt (zi)))
The above is claimed to be different from the variants of SGD.
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GANs Trained by a Two Time-Scale Update Rule Converge to a Local Nash
Equilibrium (Heusel et al., 2017)
The authors raise the following concerns regarding C2
• The convergence of GAN training has not been proven. Only local Nash equilibrium are found
because of gradient descent.
• The authors of (Nagarajan and Kolter, 2017) prove the stability that is required for local
equilibrium but with strong unrealistic assumptions and restricting D to linear cases.
• Recent proofs (Arora et al., 2017), (Mroueh and Sercu, 2017), (Liu et al., 2017a), (Li et al.,
2017) do not consider minibatch training and instead provide convergence proofs for when the
samples go to infinity
They propose the following optimization algorithm and prove its convergence
• Propose Two time-scale update rule (TTUR). (G and D have two different learning rates. D
converges with G fixed. If G changes slowly with small gradients, D still converges.)
• TTUR converges to a stationary local Nash equilibrium under five assumptions (Heusel et al.,
2017). Given
θn+1 = θn + b(n)
(
G (φn, θn) +M
(θ)
n
)
,
φn+1 = φn + a(n)
(
D (φn, θn) +M
(φ)
n
) (36)
The learning rates are b(n) for D and a(n) for G and M
(θ)
n and M
(φ)
n are the difference between
true gradients and stochastic gradients estimated from minibatch.
Theorem 15 If the assumptions are satisfied then the updates given by Equation (36) converge
to φ∗, λ(φ∗), where λ is the local asymptotically stable attractor
• In practice G is updated slowly such that D converges faster
The authors also raise the issue of Mode Collapse C1 and propose to use Adam Optimizer
(Kingma and Ba, 2015) to overcome the issue. They claim the update rule in Adam depends on the
average over the past gradients, hence the update does not get pushed into smaller regions hence
it seeks flat minima and avoids local minima. The authors also characterize the hyper-parameters
within the Adam which results in convergence
5.4 Theoretical Aspects
In this section we discuss the papers which provide rigorous theoretical analysis for analyzing the
convergence and generalization properties of GANs. Apart from this, there are other papers which
characterize mode collapse and other issues with the previous work. Let us first consider a paper
which gives an idea how in GANs the theoretical analysis and the practical results do not agree at
all times.
Many Paths to Equilibrium: Gans Do Not Need To Decrease Divergence At Every
Step (Fedus* et al., 2018)
In this paper, the authors give two major claims and show them empirically. i) GANs training
need not be guided by divergence minimization. Even when theoretically the problem of vanishing
gradients should occur, the discriminator provides gradients. ii) Introducing Gradient penalty as
discussed in paper (Gulrajani et al., 2017) is motivated from divergence minimization, but can be
used independently.
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The authors conduct the experiments using Equation (5) which does not suffer from vanishing
gradient problem, instead of Equation (4). To the Equation (5) they add two different gradient
penalty terms proposed in (Gulrajani et al., 2017) (GAN-GP), (Kodali et al., 2017) (DRAGAN-
NS). The discriminator loss looks as follows,
V (D,G) = −Ex∈pd [log(D(x))]− Ez∈pz [log(1−D(G(z)))] + λExˆ∈pxˆ [(‖ ∇xˆD(xˆ) ‖2 −1)2]
Where they use the following
x ∼ p data ; x model ∼ p model ; x noise ∼ p noise
DRAGAN x˜ = x+ x noise
WGAN-GP x˜ = x model
α ∼ U(0, 1)
xˆ = αx+ (1− α)x˜
These are the following results observed from their experiments
• Both GAN-GP and DRAGAN-NS stabilize training and improve convergence
• Gradient penalty makes the training less sensitive to hyperparameter tuning.
• The non-saturating version of GAN given by Equation (5) performs well on disjoint manifold
as well. No issue of vanishing gradients since the generator loss is able to amplify the small
differences in discriminator loss and obtain larger gradients.
• JSD being parameterized by density functions suffers from the problem of vanishing gradients
whereas in practice , it is parameterized by the samples from the two distributions.
• The above loss works well for over-capacity generator and lower dimension input.
For the rest of subsection, we divide the work based on which of the questions they address as
discussed in Section 4
5.4.1 Addressing Q1
We discuss the papers which relate the capacity of the network with the major challenges.
Generalization and Equilibrium in GANs (Arora et al., 2017)
In the paper Arora et al. (Arora et al., 2017), question the generalization of GAN objective as well
as the existence of pure equilibrium in the two-player game. Generalization in GANs as defined by
the authors means that the population distance between the true and the generated distribution is
close to the empirical distance between the empirical distribution.
|d(Dreal,DG)− d(Dˆreal, DˆG)|≤ 
where Dˆreal is the empirical version of Dreal with polynomial number of samples. They prove that
Jenson Shanon Divergence and Wasserstein distance do not generalize with a polynomial number
of examples. Further analysis show that GANs actually minimize a surrogate distance called the
Neural Network distance,
Definition 16 Let F be a class of functions from Rd to [0, 1] such that if f ∈ F , 1− f ∈ F . Let φ
be a concave measuring function. Then the F-divergence with respect to φ between two distributions
µ and ν supported on Rd is defined as
dF ,φ(µ, ν) = sup
D∈F
E
x∼µ[φ(D(x))] + Ex∼ν[φ(1−D(x))]− 2φ(1/2)
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The major theorem stated in the paper claims that, since there are not infinitely many discriminators,
given enough samples the expectation over the empirical distribution converges to the expectation
over the true distribution for all discriminators. Although this analysis guarantees generalization,
the assumption of finite discriminators results in lack of diversity in the generated distribution.
For JS and Wasserstein distance, when the distance between two distributions µ, ν is small would
imply that the distributions are close. However dNN (µ, ν) can be small even if the distributions
are not close. A neural network with p parameters cannot distinguish between a distribution µ and
distribution with support O˜(p/2). Such a limited capacity network cannot learn the distribution
although it has access to a lot of samples from the distribution µ.
The other important aspect that the paper addresses is the existence of equilibrium. Although it
is unknown as to what equilibrium GAN converges, the authors prove the existence of a particular
equilibrium. The main motivation is obtained from the min-max theorem (Neumann, 1928) which
shows that if both players are allowed to play mixed strategies, then the game has an equilibrium
which is the min-max solution.
Do GANs Learn the Distribution? Some Theory and Empirics (Arora et al., 2018)
In this paper the authors aim to quantify mode collapse. They claim there is no clear quantitative
metric for sample diversity in the generated samples. With a discriminator size of p, the training
objective could be  close to the optimal even though the output distribution is supported on only
O
(
p log p/2
)
images.
Hence they aim to validate mode collapse in different gans by conducting a birthday paradox test
for gans. This gives the support size of the learned distribution. Using the metric they also provide
limitation of encoder-decoder frameworks like BiGAN (Jaiswal et al., 2019), ALI (Dumoulin et al.,
2016). They propose the following Birthday Paradox Test
• Given a distribution of N , the √N samples would have duplicates.
• In the proposed method, one searches for duplicates, if there are s duplicates with high prob-
ability, the the distribution has a support of s2
• The test is likely to fail, when few samples have high probability and rest have low, although
the support is large, such non uniformity is a faliure of GAN too.
• In GANs the distribution is infinite, hence the s where the probability to find duplicates
should also be very large. But there is more than 50% probability that there is a duplicate
in 800 samples for DCGAN and MIX+DCGAN and 1200 samples for ALI. This shows the
distribution is 6.4 lakhs and 1 million respectively.
They discuss the following limitations of encoder-decoder architecture: Given the BiGan objec-
tive function,
min
G,E
max
D
| E
x∼µˆ
φ(D(x,E(x)))− E
z∼νˆ
φ(D(G(z), z))|
The following theorem concludes that given that the encoder has very small complexity and the
support of the generated distribution is small still the objective function of BiGAN becomes very
small.
Theorem 17 There exists a generator G of support
p∆2 log2(p∆LLφ/)
2
and and encoder E with at
most d˜ non-zero weights, s.t. for all discriminators D that are L-Lipschitz and have a capactity less
than p,
| E
x∼µφ(D(x,E(x)))− Ez∼νφ(D(G(z), z))|≤ 
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Approximation and Convergence Properties of Generative Adversarial Learning (Liu
et al., 2017a)
The authors find a relation between the parameters in the discriminator and the convergence of pg
to pd. They define a notion of adversarial divergence as follows,
Definition 18 (Adversarial Divergence) Let X be a topological space, F ⊆ Cb(X2),F 6= Φ.
(Cb(X
2) is the set of bounded continuous functions on X2) An adversarial divergence τ over X is
given by,
P(X)× P(X) −→ R ∪ {+∞}
(pd, pg) 7 −→ τ(pd‖pg) = sup
f∈F
Epd⊗pg [f ]
They show that τ defined above encompasses general class of objective functions which include
GAN 4, f-GAN, MMD-GAN, WGAN, WGAN-GP, entropic regularized optimal transport problems.
They show that using a restricted class of discriminators, the adversarial divergence is equivalent
to matching generalized moments. Hence they analyze the existence and properties of unique pg
which minimizes the objective given a discriminator with restricted capacity.
A Convex Duality Framework for GANs (Farnia and Tse, 2018)
As discussed in Section 5.1.1, the authors in this paper propose to study the divergence minimization
perspective in a setting where the discriminator has restricted capacity by developing a convex
duality framework. As shown in the original paper Goodfellow et al. (2014), GANs are trained
using a minmax objective which reduces to minimizing the JSD divergence if we assume the models
to have infinite capacity and hence mimic all possible distributions (Section 2). In practice D is
restricted to a smaller class of distributions denoted by F as shown in (Arora et al., 2017). The
authors show that by restricting the discriminator to a class of convex functions the convex dual
objective searches for the generative model which is closest to the distribution Q, such that Q shares
the same moments as pd. Refer to Section 5.1.1 for further details.
5.4.2 Addressing Q2
We discuss the papers which define new loss and prove its convergence in non-parametric space and
also give generalization bounds.
Generalization and Equilibrium in GANs (Arora et al., 2017)
This paper, as discussed in Section 5.4.1, uses the fact that there always exists a mixed strategy
Nash equilibrium. To simulate mixed strategies they consider a mixture of generators. As an infinite
mixture is not possible; it admits an approximate solution with a finite mixture of generators. Thus
they show the existence of −approximate equilibrium.
Approximation and Convergence Properties of Generative Adversarial Learning (Liu
et al., 2017a)
Besides what was discussed in Section 5.4.1 the authors also raise the following issue of convergence
and generalization.
• How well can GANs approximate the target distribution in the presence of large number of
samples and perfect optimization?
• Does GAN set-up always converge under the standard notion of distributional convergence?
The authors show convergence of adversarial divergence defined in 18 implies a standard notion of
topological convergence.
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Loss Sensitive GANS on Lipschitz Densities (Qi, 2017)
The authors claim the non-parametric assumption that the model has infinite modeling capacity
is too strong. Hence, they propose a new loss of which convergence results do not require the
assumption. They also provide generalization bounds.
As discussed in Section 5.1.1, the authors introduce a new margin based loss which quantifies
the quality of generated samples.
Lφ(x) = Lθ(Gφ(z))−∆(x,Gφ(x))
where ∆(x,Gφ(x)) is the margin between the losses is the difference between x and Gφ(z).
The loss is data-dependent and vanishes for better samples generated. (lp-distance). Given ζx,z is a
slack variable,
min
θ
S(θ) , E
x∼pdata(x)
Lθ(x) + λEx∼pdata(x)
z∼pz(z)
ζx,z
s.t., Lθ(x)− ζx,z ≤ Lθ(Gφ(z))−∆(x,Gφ(z)), ζx,z ≥ 0
min
φ
E
z∼Pz(z)
Lθ∗(Gφ(z))
Convergence of Loss with underlying Lipschitz densities (no need of infinite capacity) Given that
the loss function L, pG∗ , pdata are Lipschitz continuous. Then as λ→∞, PG∗ → Pdata as
∫
x|Pdata −
PG∗(x)|dx ≤ 2λ
Generalization ability
Assumption 1 • The loss function Lθ(x) is κL-Lipschitz in its parameter θ, i.e., |Lθ(x) −
Lθ′(x)|≤ κL ‖ θ − θ′ ‖ for any x;
• Lθ(x) is κL-Lipschitz in x, i.e., |Lθ(x)− Lθ(x′)|≤ κL ‖ x− x′ ‖
• The distance between two samples is bounded, i.e., |∆(x, x′)|≤ B∆
Theorem 19 Under the Assumption 1 with probability 1−η, we have |Sm−S|≤  when the number
of samples
m ≥ CNB
2
∆(κ+ 1)
2 log(κLN/η)
2
where C is a sufficiently large constant, and N is the number of parameters in the loss function.
Similarly, generalizability can be derived for T (θ, φ) with assumptions on Gφ. Sample complexity is
dependent on parameter size and Lipschitz constants.
Coloumb GANs: Provably Optimal Nash Equilibria via Potential Fields (Unterthiner
et al., 2018)
As discussed in Section 5.1.5, the authors propose a new loss function. They show that there exists
a unique Nash equlibrium in GAN set-up with the proposed loss function.
Dual Discriminator GANs (Nguyen et al., 2017)
As discussed in Section 5.2.2, the authors have proposed a D2GAN and provide the following theorem
for it’s convergence,
Theorem 20 Given D∗1, D∗2, at the Nash equilibrium point (G∗, D∗1, D∗2) for minmax optimization
problem of their model named D2GAN, we have the following form for each component
J (G?, D?1, D?2) = α(logα− 1) + β(log β − 1)
D∗1(x) = α and D
∗
2(x) = β,∀x at pG∗ = pdata
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5.4.3 Addressing Q3
We discuss the papers which actually talk about the optimization algorithm converging to the
equilibrium. Essentially they address the instability in the training algorithms.
f-GAN: Training Generative Neural Samplers using Variational Divergence
Minimization (Nowozin et al., 2016)
Couple of years after the original GAN paper Nowozin et al. generalized the idea of generative models
which use probabilistic feed forward neural networks (Nowozin et al., 2016). They call it generative
neural samplers. They even generalized the notion of statistical divergences which measure the
distances between two distributions. Given two distributions P and Q, they define f -divergence,
Df (P ‖ Q) =
∫
X
q(x)f
(
p(x)
q(x)
)
dx
where the function f : R+ → R is a lower semi continuous function satisfying f(1) = 0. They also
mention the variational lower bound of the f -divergences.
Fenchel Conjugatef∗ defined as follows is used in the loss function.
f∗(t) = sup
u∈domf
{ut− f(u)}
Variational Divergence Minimization is the new method they suggest for estimating the parameters
of the model Gφ. Given that D : X → R is the variational function parameterized by θ, the f -GAN
objective is given by,
V (φ, θ) = Ex∼pd [Dθ(x)]− Ex∼Qφ [f∗(Dθ(x))] (37)
It is shown that GAN objective is a particular instance of the above loss function. They propose
a single-step gradient descent algorithm and prove its convergence to the saddle point if there is a
neighborhood around it in which V is strongly convex in φ and strongly concave in θ .
On Convergence and Stability of GANs (Kodali et al., 2017)
The authors raise the following issues,
• In non-convex settings alternate gradient update is unstable and results in mode collapse by
converging to a potentially bad local equilibrium. The issues of cycling not addressed
• The divergences are supposed to be maxed out for disjoint distributions, yet the vanilla GAN
is able to learn the swiss roll distribution which it should not by divergence minimization
hypothesis. Hence such a theory is not suitable to discuss convergence or address instability.
• Coupled smoothing in LS-GAN and WGAN-GP both regularize the discriminator’s gradients
in the domain space. LS-GAN : Dθ(x) − Dθ(Gφ(z)) ≈‖ x,Gφ(z) ‖, WGAN : ‖ ∇xDθ(xˆ) ‖
where xˆ = x+ (1− )Gφ(z)
• WGAN-GP’s penalty doesn’t follow from KR duality as claimed.By Lemma 1 of (Gulrajani
et al., 2017), the optimal discriminator D will have norm-1 gradients (almost everywhere) only
between those x and Gφ(z) pairs which are sampled from the optimal coupling pi
∗ not for
arbitrary samples of real and fake data.
Hence they propose an alternative perspective of regret minimization for convex-concave case, If
both players update their parameters using no-regret algorithms then it is easy to show that their
averaged iterates will converge to an equilibrium pair.
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Definition 21 (No-regret algorithm). Given a sequence of convex loss functions L1, L2, . . . : K →
R, an algorithm that selects a sequence of kt’s, each of which may depend only on previously observed
L1, . . . Lt−1, is said to have no regret if
R(T )
T = o(1) where
R(T ) :=
T∑
t=1
Lt(kt)−mink∈K
T∑
t=1
Lt(k)
Guaranteed convergence under no-regret condition : φ¯T :=
1
T
∑T
t=1 φt, θ¯T :=
1
T
∑T
t=1 θt, V
∗ is the
equilibrium and R1(T ), R2(T ) : Regrets. Using standard arguments it can be shown,
V ∗ − R2(T )
T
≤ maxθ∈ΘJ(φ¯, θ)− R2(T )
T
≤ minφ∈ΦJ(φ, θ¯) + R1(T )
T
≤ V ∗ + R1(T )
T
Under no regret φ¯T , θ¯T are almost optimal. For the non-convex case they use the result that under
the notion of local regret, if both the players used a smoothed variant of OGD to minimize this
quantity then the non-convex game converges to some form of −approximate local equilibrium.
GANs Trained by a Two Time-Scale Update Rule Converge to a Local Nash
Equilibrium (Heusel et al., 2017)
As discussed in Section 5.3 in this paper, the authors propose Propose Two time-scale update rule
(TTUR). (G and D have two different learning rates. D converges with G fixed. If G changes slowly
with small gradients, D still converges.) TTUR converges to a stationary local Nash equilibrium
under five assumptions stated in the paper. Given the Equation (36) they prove the following
convergence theorem.
Theorem 22 If the assumptions are satisfied then the updates given by Equation (36) converge to
φ∗, λ(φ∗), where λ is the local asymptotically stable attractor
Adagan: Boosting Generative Models (Tolstikhin et al., 2017)
As discussed in Section 5.2.2 the authors prove convergence analysis for their method proposed.
The Numerics of GANS (Mescheder et al., 2017)
As discussed in Section 5.3 the authors identify when simultaneous gradient descent does not con-
verge to local Nash equilibrium based on the Jacobian of the gradients. The introduce a penalty
term which results in consensus optimization. The authors show that this converges to local Nash
equlibrium.
Gradient Descent GAN Optimization is Locally Stable (Nagarajan and Kolter, 2017)
This paper is a follow-up work on the above paper (Mescheder et al., 2017). They show that
Equation (4) although not convex-concave game, the optimization is locally asymptotically stable
under proper conditions. WGAN has non-convergent limit cycles. In order to prove the above, they
use ODE method for analyzing convergence properties of dynamical system.
They also suggest the addition of a regularization term on the norm of the discriminant gradient.
Besides they establish that under suitable conditions GAN optimization is locally exponentially
stable. WGAN although can perennially cycle around an equilibrium point without converging.
The regularization that they propose enhances the local stability of the optimization procedure, for
any general gan framework. They suggest the following update of Generator,
θG := θG − α∇θG(V (DθD , GθG)) + η ‖ ∇θDV (DθD , GθG) ‖
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Which Training Methods for GANs do Actually Converge? (Mescheder et al., 2018)
The authors introduce Dirac-GAN a simple example as follows,
Definition 23 (Dirac-GAN) It consists of a (univariate) generator distribution pφ = δφ and a
linear discriminator Dθ(x) = θx
Based on the above counterexample, they prove their further claims.
1) Non-convergence of unregularized gans: They analyze the unregularized objective given by,
L(θ, φ) = f(φθ) + f(0)
As given in the Dirac-GAN, usually distributions lie on low-dimensional manifolds and they claim
that for Dirac-GAN, alternating gradient descent on the above objective oscillates in stable cycles
around the equilibrium. They also show that the non-convergence is backed by analyses given by
(Mescheder et al., 2017; Nagarajan and Kolter, 2017).These instabilities arise due to the fact that,
when the pg is far from pd, the discriminator gradients push it closed while the discriminator itself is
more certain. When pg = pd, the discriminator is most certain and pushes the distributions apart.
Hence, there needs to be zero gradients for the discriminator in the orthogonal direction of the
data-manifold.
2)Introducing Gradient Penalty as in (Gulrajani et al., 2017) WGAN-GP and performing simul-
taneous gradient descent also does not converge on Dirac-GAN
3) Introducing instance noise i.e, adding Gaussian noise to input data led to convergence. Mo-
tivated from this, noise induced regularization was introduced in (Roth et al., 2017) discussed in
Subsection 5.1.2. The authors show, performing simultaneous gradient descent for this penalty
converges for Dirac-GAN.
4)The authors suggest the following simplified gradient penalty which is a simplified version as
proposed in (Roth et al., 2017). This would ensure non-zero loss if there is non-zero gradients w.r.t.
the discriminator in the orthogonal direction to the data manifold
R1(θ) :=
γ
2
Epd(x)
[
‖∇Dθ(x)‖2
]
(38)
To penalize the discriminator on the generator distribution,
R2(θ, φ) :=
γ
2
Epg(x)
[
‖∇Dθ(x)‖2
]
(39)
Then they prove that with small learning rates, applying simultaneous gradient descent on the GAN
objective with above regularizer is locally convergent.
Given the extensive summary of each paper, we present a tabular summary highlighting the
challenges addressed in each paper in the next section.
6. Comparison Based Summary
In this section we aim to present the comparison among all the papers discussed above. We provide
the comparison in a tabular manner and also provide pictorial results from various papers.
6.1 Visual Comparison
We provide some sample results for few of the papers discussed above. The image results we provide
are for the following five data-sets, i) MNIST ii) CELEB A iii) CIFAR iv) LSUN v) IMAGENET.
Given the limitations on file size, we provide the link with the images. https://drive.google.
com/file/d/1SZjzJfyN6wTrjwIt2ge6xjP6cLb-npUn/view 3. MNIST and CIFAR has images of
3. Kindly enlarge on screen for better view
44
GANs: The Progress So Far
very low resolution hence accessing the quality of images generated is tough. It is evident from the
images that few of the best results have been reported on Celeb A and LSUN dataset. Celeb A is
specific to face and LSUN consists of bedroom images. On datasets like Imagenet, there are large
variety of classes and the resolution is pretty high hence the model is not able to perform very well.
6.2 Tabular Summary
In this section, we provide a tabular summary (Table 2. This is to give a bird’s eye view over all the
papers discussed so far. We aim to highlight each of its contributions and proposed solutions. The
first column is the paper name, the second enlists the concerns raised in the paper. The third column
specifies which of the challenges out of C1 and C2 does the paper address. The fourth column points
out the novel approach followed and the final column specifies the category of the solution.
From the Table 3, we can observe that while most of the papers aim to resolve the issue of
non-convergence there a few which explicitly attempt to resolve mode collapse 4. We also find that
researchers are keenly interested in combining VAEs and GANs by changing the architectures to
build a model that includes the best of both models (S2(i)). The increased popularity of WGAN
has led to many papers which explore other distance metrics in the loss (S1(i)(ii)). WGAN-GP has
popularized the notion of gradient penalty which significantly improves the performance (S1(iii)(iv)).
There has been many papers catching upto this notion and have introduced gradient penalties of
different forms as the regularizers. While there has been few papers using ensemble methods S2(ii)
there is only one which uses the notion of memory in the network architecture S2(iii). We find that
there has been significantly less contribution in S3 which is proposing new optimizers for better
convergence and S4(i) which is characterizing the quantitative relation between the capacity of the
network and GAN related issues.
4. In a way mode collapse can also be seen as an outcome of non-convergence. Yet we find most of the papers deal
with these aspects separately and hence we find it convenient to categorize them into two different issues.
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Paper Concerns Raised Challenge Novel Approach Solution
Overtraining of the discriminator Feature Matching
Mode collapse of Generator Mini-batch Discrimination
Gradient descent may not converge Historical Averaging (Fictitious play)
Vulnerable to adversarial examples. Label-smoothing
Improved techniques for
training GANs
(Salimans et al., 2016)
GAN outputs depend on the inputs
C1
C2
Virtual Batch normalization
S1(i)
S1(v)
Perfect Discriminator resulting in
zero grads when distributions are in
low dimensional manifolds (vanishing grad)
Softer Metrics-Adding Gaussian
for Training GANs [1]
Noise (Contrastive Divergence
Towards Principled Methods
for training GANs
(Arjovsky and Bottou, 2017) The Equation 5 alternative
causes unstable updates
C2
No need for the update with softer
metric
S1
Vanishing Gradient Propose EM distance
Wasserstein GAN
(WGAN) (Arjovsky et al., 2017) Require D to learn 1-Lipschitz functions
C2
Weight Clipping
S1(i)
A Two-Step Computation of
the exact GAN Wasserstein
Distance (WGAN-TS) (Liu et al., 2018)
Vanishing and exploding gradient
due to weight clipping in WGAN
C2
Two step formulation to compute
EM without weight clipping
S1(i)
Least Squares GAN
(LSGAN) (Mao et al., 2016)
Vanishing gradients due to
binary cross entropy loss
C2
Propose least square loss
or Pearson χ2 Divergence
S1(i)
Vanishing gradients due to over-
pessimistic D
Loss having a data-dependent
margin with gradients everywhere
Assuming infinite capacity for
convergence which leads
to mode collapse
Convergence proof without the
assumption of infinite capacity.
Generalization bounds
Loss Sensitive GAN on
Lipschitz Densities
(LS-GAN) (Qi, 2017)
WGAN objective is unbounded
from above
C2
Pairwise comparison unlike WGAN
where the loss is decomposed into
two first-order moments
S1(i)
S4(ii)
Dimensionality misspecification Adding high dimensional noiseStabilizing GANs through
Regularization (Roth et al., 2017) Variance due to noise
C2
Noise induced regularization
S1(ii)
Improved Training of
WGAN (WGAN-GP)
(Gulrajani et al., 2017)
Weight clipping in WGAN
causes vanishing and exploding
gradients and capacity underuse
C2
Introduce a penalty term on gradients
of D w.r.t. the sample which lies
on a line between x and xˆ
S1(ii)
Improving the Improved
Training of WGANs
(CT-GAN) (Wei et al., 2018)
WGAN-GP regularization depends
on model samples which may not
lie close to the actual support initially.
Hence need lot of iterations
to ensure Lipschitz constraint
C2
Add a regularization through
Consistency term by perturbing
the real data sample itself, twice.
S1(ii)
WGAN-GP requires the data and model
samples to be drawn from a certain
joint distribution
In practice the data and models
samples are drawn from
marginal distributions
WGAN-GP assumes the optimal
critic to be differentiable
Prove that this assumption
does not hold true
On Regularization of
WGANs (WGAN-LP)
(Petzka et al., 2018) Weight clipping is also highly
restrictive strategy to ensure
Lipschitz condition
C2
Propose a less restrictive
regularization and also less
sensitive to hyperparameters
S1(ii)
Fisher GAN
(Mroueh and Sercu, 2017)
Weight clipping reduces the capacity
of the discriminator
WGAN-GP has high computational
cost
C2
Introduce data-dependent
regularization which maintains the
capacity of the critic while
ensuring stability
S1(ii)
Weight clipping reduced the rank
of the weight matrix
Regularization which performs
spectral normalization of weight
matrix and doesn’t affect the rank
Spectral Normalization
for GANs (SN-GAN)
(Miyato et al., 2018) WGAN-GP introduces regularization
based on unreliable model samples
C2
Not dependent on model samples
and less computationally complex
S1(ii)
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Paper Concerns Raised Challenge Novel Approaches Solution
Identify the cause based on the
Jacobian of gradients.
Propose consensus optimization
based on regularization w.r.t. φ, θ
The Numerics of GANs
(Mescheder et al., 2017)
Non-convergence of simultaneous
gradient descent
C2
Prove its convergence
S1(iii)
S3
S4(iii)
GAN is not convex-concave
objective hence gradient descent
may not converge. WGAN has
non-convergent limit cycles
Use ODE method to prove that
GAN objective is locally
asymptotically stable under
certain conditions
Gradient Descent GAN
Optimization is Locally Stable
(Nagarajan and Kolter, 2017)
Local instability in a GAN
Framework
C2
Propose regularization on gradients
of discriminator for stability
S1(iii)
S4(iii)
Noise induced regularization
(Roth et al., 2017) converges.
Which Training Methods
for GANs do actually
converge? (Mescheder et al., 2018)
Non-convergence of unregularized
GANs and WGAN-GP on
non-overlapping manifolds
C2
Propose simplified version
of the above and prove
convergence
S1(iii)
S4(iii)
Mode Collapse Introduce regularization
Non-convergence of alternative
gradient descent
View the GAN optimization
as regret minimization.
GANs learn swiss roll distribution
despite vanishing gradients
Prove convergence for the
convex-concave case.
On Convergence and Stability
of GANs (DRAGAN)
(Kodali et al., 2017)
WGAN-GP does not follow from
KR duality as WGAN does.
C1
C2
Converge to - approximate equilibrium
in non-convex case
S1(iii)
S4(iii)
Non-convergence of WGAN due
to biased gradient estimator
Propose Cramer distance with
unbiased sample gradientsCramer Distance as a Solution
to Biased Wasserstein
Gradients (Bellemare et al., 2018)
Powerful critic is needed and also
should not over-fit the empirical
distribution
C2 Cramer distance enables learning
without perfect critic
S1(iv)
Learning Generative Models
with Sinkhorn Divergences
(Genevay et al., 2018)
Biased gradient estimator in GANs
No results on sample complexity
C2
Propose Sinkhorn divergence with
entropic smoothing to make it
differentiable.
It includes properties of MMD
distance metric which has
unbiased gradient estimator and
favourable sample complexity
S1(iv)
In WGAN, it is not possible to
optimize over all possible 1-Lipschitz
functions leading to imperfect critic
Propose a new distance metric
Mini-batch energy distance does
not require Lipschitz assumption
Improving GANs using
Optimal Transport
OT˙GAN (Salimans et al., 2018)
Sinkhorn distance has biased
sample gradients
C2
Mini-batch energy distance uses
Sinkhorn distance along with
Generalized energy distance
hence has unbiased estimator
S1(iv)
Demystifying MMD GANs
(Bikowski et al., 2018)
Wasserstein distance leads to
biased sample gradients
C2
The natural maximum mean
discrepancy metric provides
unbiased gradients
S1(iv)
Unrolled GANs
(Metz et al., 2016)
Mode collapse as D cannot
be trained till optimality
at every iteration. G moves
mass to a single point and D
assigns lower probability to it.
C1
Introduce a surrogate loss which
in limit equals the optimal D
The G is updated based on the
future update of D hence
reducing mode collapse
S1(v)
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Paper Concerns Raised Challenge Novel Approach Solution
Coloumb GANs: Provably
Optimal Nash Equilibria
via Potential Fields
(Unterthiner et al., 2018)
GANs converge to local Nash
equilibrium problem causing
mode collapse
C1
C2
Coloumb GANs have unique
Nash equilibrium. Prove convergence
for non parametric settings
S1(v)
S4(ii)
Unsupervised Representation
Learning with Deep Convolutional
GANs (DCGAN) (Radford et al., 2015)
Unstable training of Vanilla GANs C2
Introduce convolutional layers
and other heuristics for stability
S2
Mode Regularized GANs
(Che et al., 2016)
Mode collapse: large modes have
better discriminator gradients
hence for all z the generator is
pushed towards major modes.
C1
Introduce geometric metric
regularizer using an encoder
which maps all the z to x
and G maps z to xˆ
S2
Difficult to balance the training
between G and D in WGAN
Propose an auto-encoder based
loss and objective for balance
Mode Collapse
Introduce diversity ratio to
generate diverse samples
Boundary Equilibrium GANs
(BEGAN) (Berthelot et al., 2017)
Cannot know convergence based
on loss plots during training
C1
C2
Introduce a convergence
measure for better training
S2
With binary logistic loss, the
gradients for different samples
are not orthogonal which
results in inefficient training
Auto-encoder based reconstruction
loss which provides gradients in
different directions for each sample
for efficient training
Energy-Based GAN
(EBGAN) (Zhao et al., 2016)
Mode Collapse
C1
C2
Repelling regularizer to
orthogonalize sample representations
S2(i)
VEEGAN: Reducing Mode
Collapse in GANs Using
Implicit Variational Learning
(Srivastava et al., 2017)
The vanilla GAN objective suffers
from mode collapse i.e.,
pg 6= pd
C1
Introduce a reconstructor
network
i) Maps x to z ii) Maps xˆ to z
This is possible iff pg = pd
S2(i)
Variational approaches
for auto-encoding
GANs (AE-GAN) (Rosca et al., 2017)
Mode Collapse in GANs but not
in VAE
C1
The authors propose a model
combining GANs and VAE
S2(i)
Multi-Agent Diverse GANs
(MAD-GANs) (Ghosh et al., 2018)
Mode collapse in vanilla GANs
with one G
C1
Propose multiple G and force them
to learn different modes as the D
has to minimize BCE and also identify
the G which generated the sample
S2(ii)
Vanilla GAN does not guarantee
convergence in finite steps
Propose a mixture model
(mixture of weak generators)
and provide sufficient and necessary
conditions for convergenceAdaGAN: Boosting Generative
Models (Tolstikhin et al., 2017)
Mode collapse
C1
C2 They sequentially combine generators
at every step such that the samples
missed are given more weightage
S2(ii)
S4(iii)
Evolutionary GANs (Wang et al., 2019)
KL divergence suffers from
vanishing gradients
WGAN has non-convergent
limit cycles near equilibrium
C2
Jointly optimize over G’s
trained on different objectives.
Overcome the weakness of each
by preserving the best G’s at every step
S2(ii)
Dual Discriminator GANs
(D2GAN) (Nguyen et al., 2017)
KL divergence metric covers all
modes but also allows unreal images
Reverse KL suffers mode
collapse
C1
Propose to combine two D’s
on trained on KL and other on
reverse KL and prove convergence
to Nash Equilibrium
S2(ii)
S4(ii)
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Paper Concerns Raised Challenge Novel Approach Solution
Unimodal z to embed multiple
classes
Jointly learn continuous variable z
and class variable c to enforce
discontinuity in classes
Memorization precedes generation:
Learning unsupervised GANs with
Memory Networks (Kim et al., 2018)
D forgets about the previous
samples generated which causes
divergence in training
C2
They propose a memory network
to mitigate the issue.
S2(iii)
Training GANs with Optimism
(Daskalakis et al., 2018)
WGAN suffer from limit
cycling behavior at equilibrium
No variant of GD can converge
in terms of last weight even in
convex-concave setting
C2
Propose optimistic mirror descent
which converges w.r.t. the last weight
for bilinear functions and faster rates
of convergence in terms of average
of weights
S3
Vanishing gradient doesn’t
occur when using Equation
5 for G
Show that GANs using Equation
5 do not minimize
divergence experimentally
Many Paths to Equilibrium:
Gans Do Not Need To
Decrease Divergence
At Every Step (Fedus* et al., 2018)
Unstable training and sensitivity
to hyperparameters
C2
Show experimentally that gradient
penalties overcome the issues.
S4 (iii)
Existence of pure strategy
Nash equilibrium is not
guaranteed but mixed strategy
Nash always exists
Introduce MIX-GAN that combines
multiple G’s and D’s, which
converges to the mixed strategy
Nash equilibriumGeneralization and Equilibrium
in GANs (Arora et al., 2017)
No generalization bounds on
vanilla GAN objective
C2
Introduce NN distance and prove
generalization bound that depends
on the number of parameters in D
S2(ii)
S4(i)
Do GANs Learn the Distribution?
Some Theory and Empirics
(Arora et al., 2018)
There has been no ways to
quantify mode collapse i.e.,
the sample diversity
C1
Introduce birthday paradox test
to measure sample diversity
S4(i)
S4(ii)
Approximation and Convergence
Properties of Generative
Adversarial Learning (Liu et al., 2017a)
It is difficult to estimate the
number of parameters required
for convergence
C2
Define adversarial divergence a
generalized framework for GAN loss
and establish a relation between
number of parameters in D and
convergence
S4(i)
S4(ii)
fGAN: Training Generative
Neural Samplers using
Variational Divergence
Minimization (Nowozin et al., 2016)
Why does single step gradient
descent for G and D at each
iteration converges sometimes
C2
Generalize GAN objective to
variational divergence
minimization and propose
algorithms for which they prove
the convergence to saddle point
under certain conditions
S4(iii)
Non-convergence in GANs
Convergence proofs have unrealistic
assumptions
Prove convergence for when
samples go to infinity (not practical)
Propose two time-scale update rule
Prove the convergence of loss when
estimated with minibatch of samples
to stationary local Nash equilibrium,
under assumptions
GANs Trained by a Two Time-Scale
Update Rule Converge to a Local
Nash Equilibrium (Heusel et al., 2017)
Mode Collapse
C1
C2
Propose that Adam optimizer which
depends on average of past gradients
hence avoids local minima
S3
S4(iii)
MMD GAN: Towards Deeper
Understanding of Moment Matching
Network (Li et al., 2017)
No proper convergence theory for
GANs unlike in Generative
Moment Matching Networks (GMMN)
Although the empirical results from
GMMN are poorer than GANs
C2
Propose to improve upon GMMNs
by introducing adversarial loss,
which requires an auto-encoder
architecture (MMD-GAN). WGAN is
a special case of MMD-GAN
S2(i)
Table 2: Summary
49
Manisha and Gujar
Paper C1 C2 S1(i) S1(ii) S1(iii) S1(iv) S1(v) S2 S2(i) S2(ii) S2(iii) S3 S4(i) S4(ii) S4(iii)
Salimans et al. (2016) X X X X
Arjovsky and Bottou (2017) X X
Arjovsky et al. (2017) X X
Liu et al. (2018) X X
Mao et al. (2016) X X
Qi (2017) X X X
Roth et al. (2017) X X
Gulrajani et al. (2017) X X
Wei et al. (2018) X X
Petzka et al. (2018) X X
Mroueh and Sercu (2017) X X
Miyato et al. (2018) X X
Mescheder et al. (2017) X X X X
Nagarajan and Kolter (2017) X X X
Mescheder et al. (2018) X X X
Kodali et al. (2017) X X X X
Bellemare et al. (2018) X X
Genevay et al. (2018) X X
Salimans et al. (2018) X X
Bikowski et al. (2018) X X
Metz et al. (2016) X X
Unterthiner et al. (2018) X X X X
Radford et al. (2015) X X
Dumoulin et al. (2016) X
Che et al. (2016) X X
Berthelot et al. (2017) X X X
Zhao et al. (2016) X X X
Srivastava et al. (2017) X X
Rosca et al. (2017) X X
Li et al. (2017) X X
Ghosh et al. (2018) X X
Tolstikhin et al. (2017) X X X X
Wang et al. (2019) X X
Nguyen et al. (2017) X X X
Kim et al. (2018) X X
Daskalakis et al. (2018) X X
Fedus* et al. (2018) X X
Arora et al. (2017) X X X
Arora et al. (2018) X X X
Farnia and Tse (2018) X X X
Liu et al. (2017a) X X X
Nowozin et al. (2016) X X
Heusel et al. (2017) X X X X
Table 3: Papers In a Glance
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7. Conclusion
GANs have opened up a new approach for generative modeling of data distribution. With simple
implementation, it can produce qualitative results beating the existing state-of-art. Despite its major
success, the training of GANs suffers from different challenges. Moreover, there is a lack of a proper
theoretical framework, which explains the convergence of GANs satisfactorily. In this summary
paper, we briefly discussed and categorized the recent papers which contribute to the theoretical
understanding of GANs. We have categorized the papers based on the two primary issues of mode
collapse and non-convergence. We also identified the four main types of solutions proposed and
further categorized the papers based on this. Through this, we get an idea of the general approach
undertaken by the community at large for solving the issues pertaining to GANs. Finally, we have
also provided samples of images generated by a few of the approaches discussed to compare the
results visually. We hope that this summary guides future research based on the areas which are
still unexplored or explored less. It is also possible to combine various solution techniques proposed
in different papers for better results.
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