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The distribution of shower maxima of UHECR air showers
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Abstract: We present the measurement of Xmax, the depth of the maximum of the longitudinal development of ultra
high energy air showers, with the fluorescence detector of the Pierre Auger Observatory. After giving an update on the
average and fluctuations of Xmax with 80% more data than previously published, we discuss the distributions of Xmax
for different energies and compare it to the predictions of air shower simulations for different primary particles.
Keywords: UHECR, The Pierre Auger Observatory, mass composition, shower maxima.
1 Introduction
Measuring the cosmic ray composition at the highest en-
ergies, along with other measurements such as the flux and
the arrival direction distribution, is a key to separate the dif-
ferent scenarios of origin and propagation of cosmic rays.
The composition cannot be determined from direct mea-
surements but must be inferred from measurements of the
shower that the cosmic ray primary produces in the atmo-
sphere. The atmospheric depth at which this shower at-
tains its maximum size, Xmax, carries information about
the mass of the primary particle and the characteristics
of hadronic interactions at very high energy. For a given
shower, Xmax will be determined by the depth of the first
interaction of the primary in the atmosphere, plus the depth
that it takes the cascade to develop. The depth of the first in-
teraction is expected to be a decreasing function of the log-
arithm of the primary energy, while the depth of the shower
development rises as ln(E) [1]. The measured distribution
of Xmax results from the folding of the distribution of the
depth of the first interaction, the shower to shower devel-
opment fluctuations, and the detector resolution.
The superposition model allows a qualitative treatment of
different nuclear primaries of mass A: at a given energy E,
it describes the shower as a superposition of A showers of
energy E/A. Under this assumption the depth of the max-
imum of the cascade will be linear with (ln(E) − ln(A)).
Showers of heavier nuclear primaries will develop faster
that lighter ones. At the same time the fluctuations of the
first interaction will be reduced (by less than 1/√A due to
correlations between the interactions of the different nucle-
ons). Thus not only the mean value of Xmax carries infor-
mation about the mass of the primary cosmic ray, but the
whole distribution is sensitive to the mass composition.
We expect the maximum of the shower to behave as
α(lnE − lnA) + β
as function of the energy E and the mass A of the primary.
The elongation rate is defined as the change of 〈Xmax〉
with energy D10 = d 〈Xmax〉 /dlogE. The parameters α
and β enclose the dependency of Xmax on the properties
of the hadronic interactions. There are different theoreti-
cal calculations extrapolating the available data to the en-
ergies of the interaction between the primary and the atmo-
spheric nucleon [2]. In fact Xmax can be used to study the
properties of the hadronic interactions at the highest ener-
gies [3, 4]. The different hadronic models predict different
values for Xmax, but its dependence on the mass of the pri-
mary is qualitatively compatible with the model described
here: at a given energy, we expect that for lighter primaries
the distribution of Xmax will be deeper and broader than
the one for heavier primaries.
We use data from the Fluorescence Detector (FD) of the
Pierre Auger Observatory [5] to measure the distribution
of Xmax for ultra high energy cosmic ray showers. First
we present an update of the measurements of 〈Xmax〉 and
RMS (Xmax) as a function of energy with 80% more statis-
tics than previously reported [6]. In addition, we present,
for the first time, the measured Xmax distributions.
2 Data Analysis
Data taken by the Pierre Auger Observatory between De-
cember 2004 and September 2010 are used here. The Sur-
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Figure 1: The resolution of Xmax obtained using events recorded
simultaneously from two FD stations, compared to a detailed
Monte Carlo simulation.
face Detector (SD) has 1660 water detector stations ar-
ranged in a 1.5 km triangular grid and sensitive to the
shower particles at the ground. The FD has 27 tele-
scopes overlooking the SD, housed in 5 different stations,
recording UV light emitted in the de-excitation of nitro-
gen molecules in the atmosphere after the passage of the
charged particles of a shower. The shower geometry is re-
constructed from the arrival times of the data. The number
of fluorescence photons emitted is proportional to the en-
ergy deposited in the atmosphere by the shower. Using the
shower geometry and correcting for the attenuation of the
light between the shower and the detector, the longitudinal
profile of the shower can be reconstructed. This profile is
fitted to a Gaisser-Hillas function [7] to determine Xmax
and the energy of the shower [8].
We follow the analysis already reported in [6]. We consider
only showers reconstructed using FD data and that have at
least a signal in one of the SD stations measured in coinci-
dence. The geometry for these events is determined with an
angular uncertainty of 0.6◦ [9]. The aerosol content in the
atmosphere is monitored constantly during data taking [10]
and only events for which a reliable measurement of the
aerosol optical depth exists are considered. Also the cloud
content is monitored nightly across the array and periods
with excessive cloud coverage are rejected. Furthermore,
we reject events with a χ2/Ndf greater than 2.5 when the
profile is fitted to a Gaisser-Hillas, as this could indicate the
presence of residual clouds. The total statistical uncertainty
in the reconstruction of Xmax is calculated including the
uncertainties due to the geometry reconstruction and to the
atmospheric conditions. Events with uncertainties above
40 g/cm2 are rejected. We also reject events that have an
angle between the shower and the telescope smaller than
20◦ to account for the difficulties of reconstructing their
geometry and for their high fraction of Cherenkov light. Fi-
nally, in order to reliably determine Xmax we require that
the maximum has been actually observed within the field
of view of the FD. 15979 events pass this quality selection.
Another set of cuts is used to ensure that the data sample is
unbiased with respect to the cosmic ray composition. Since
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Figure 2: 〈Xmax〉 (top panel) and RMS (Xmax) (bottom panel)
as a function of the energy. Data (points) are shown with the
predictions for proton and iron for several hadronic interaction
models. The number of events in each bin is indicated. Systematic
uncertainties are indicated as a band.
we require data from at least one SD station, we place an
energy dependent cut on both the shower zenith angle and
the distance of the SD station to the reconstructed core so
the trigger probability of a single station at these energies
is saturated for both proton and iron primaries.
Finally, requiring that the shower maximum is observed
means that, for some shower geometries, we could intro-
duce a composition dependent bias in our data. This is
avoided using only geometries for which we are able to
observe the full range of the Xmax distribution.
At the end 6744 events (42% of those that pass the quality
cuts) remain above 1018 eV. The systematic uncertainty
in the energy reconstruction of the FD events is 22% The
resolution in Xmax is at the level of 20 g/cm2 over the en-
ergy range considered. This resolution is estimated with a
detailed simulation of the detector and cross-checked using
the difference in the reconstructed Xmax when one event is
observed by two or more FD stations (Fig. 1).
3 Results and discussion
In Fig. 2 we present the updated results for 〈Xmax〉 and
RMS (Xmax) using 13 bins of ∆logE = 0.1 below
1019 eV and ∆logE = 0.2 above. An energy depen-
dent correction ranging from 3.5 g/cm2 (at 1018 eV) to
−0.3 g/cm2 (at 7.2 ·1019 eV, the highest energy event) has
been applied to the data to correct for a small bias observed
2
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Figure 3: Distribution of Xmax. The values of the energy limits and the number of events selected are indicated for each panel.
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Figure 4: Centered distribution, Xmax − 〈Xmax〉, for the lowest
and highest energy bins. Subtraction of the mean allows only
for the comparison of the shapes of these distributions with the
superimposed MC simulations (see text). Mixed is 50% p and Fe.
when reconstructing Monte Carlo simulated events. The to-
tal systematic uncertainty in 〈Xmax〉 goes from 10 g/cm2
at low energy to 13 g/cm2 at high energy. It includes con-
tributions from the uncertainties in the calibration, the at-
mospheric data,the reconstruction and the event selection.
The elongation rate is best described using two
slopes. Below log(E/eV) = 18.38+0.07
−0.17 we ob-
tain D10 = 82+48− 8 g/cm2/decade and above
D10 = 27
+3
−8 g/cm
2/decade, with a χ2/Ndf = 7.4/9.
A fit using one slope does not describe our data well
(χ2/Ndf = 54/11). The small elongation rate at high
energies could be interpreted as a change in composition
of cosmic rays, from lighter primaries to heavy. Due to
the small energy range, the low energy elongation rate has
large statistical uncertainties (an extension of this analysis
towards lower energy will soon be possible using the data
of the recently installed high elevation telescopes [11]).
The results of the fit are fully compatible with those in [6].
The RMS (Xmax) reported in Fig. 2 has been corrected
subtracting in quadrature a resolution that goes from
27 g/cm2 at low energy to 18 g/cm2 at high energy. The
systematic uncertainty on RMS (Xmax) is at the level of
5 g/cm2. RMS (Xmax) decreases gradually with energy,
from 55 g/cm2 to 26 g/cm2. The decrease with the en-
ergy becomes steeper around the same point where the two
sections of the 〈Xmax〉 fit are joined.
〈Xmax〉 andRMS (Xmax) have been obtained from the dis-
tributions shown in Fig. 3. The reduction in the width of the
distribution as the energy increases can be clearly observed
from the figures. This reduction is even more striking for
the tail of the distribution towards deep Xmax: the proton-
like tail at low energy gives gradually way to much more
symmetric distributions with smaller tails.
For most of the models, the data would have to be adjusted
within their systematic uncertainties to simultaneously
match both 〈Xmax〉 and RMS (Xmax) to a given composi-
tion mixture (〈Xmax〉 downward andRMS (Xmax) upward
and/or the energy scale upward). As can be seen in Fig. 2,
the MC predictions are more uncertain for the 〈Xmax〉 than
for the fluctuations. This is mainly due to the additional de-
pendence of 〈Xmax〉 on the multiplicity in hadronic inter-
actions [3]. In Fig. 4 we therefore compare the shape of the
distributions, Xmax − 〈Xmax〉, to MC predictions for dif-
ferent compositions and hadronic interaction models. As
can be seen, in this representation the various models pre-
dict a nearly universal shape. At low energy, the shape of
the data is compatible with a very light or mixed compo-
sition, whereas at high energies, the narrow shape would
favour a significant fraction of nuclei (CNO or heavier). It
is, however, worthwhile noting, that both the mixed com-
position and the pure iron predictions are at odds with the
measured 〈Xmax〉. Also, a significant departure from the
predictions of the available hadronic models would modify
this interpretation (see [4] for an estimate of the properties
of hadronic interactions up to 1018.5 eV using these data
and [12] for a comparison between our data and some of
the model predictions).
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Abstract: The surface detector array of the Pierre Auger Observatory provides information about the longitudinal de-
velopment of the hadronic component of extensive air showers in an indirect way. In this contribution we show that it
is possible to reconstruct the Muon Production Depth distribution (MPD) using the FADC traces of surface detectors far
from the shower core. We characterize the goodness of this reconstruction for zenith angles around 60◦ and different
energies of the primary particle. From the MPDs we defineXµmax as the depth, along the shower axis, where the number
of muons produced reaches a maximum. We explore the potentiality of Xµmax as a sensitive parameter to determine the
mass composition of cosmic rays.
Keywords: Muon Production Depth distributions, Pierre Auger Observatory
1 Introduction
The Pierre Auger Observatory was conceived to study the
properties of Ultra-High Energy Cosmic Rays (UHECR).
It is a hybrid detector that combines both surface and flu-
orescence detectors at the same site [1]. The origin and
chemical composition of UHECR are still an enigma. Cur-
rently, the most sensitive parameter to analyse mass com-
position is the depth of the shower maximum, Xmax, see
e.g. [2, 3], measured by the fluorescence detector (FD) [4].
The fluorescence detector operates only on clear, moonless
nights, so its duty cycle is small (about 13 %). On the other
hand, the surface detector array (SD) [5] has a duty cycle
close to 100 %. This increase in statistics makes any SD-
based observable of great interest to study the composition
of UHECR.
In an extensive air shower (EAS) muons are mainly pro-
duced by the decay of pions and kaons. Their production
points are constrained to a region very close to the shower
axis, of the order of tens of meters [6]. Muons can be taken
as travelling along straight lines to ground, due to the lesser
importance of bremsstrahlung and multiple scattering ef-
fects compared to other geometrical and kinematical fac-
tors. In [6, 7] these features are exploited to build a model
for obtaining the muon production depth (MPD) along the
shower axis. The MPDs are calculated from the muon time
structure at ground. These times are given along with the
times of the other particles reaching ground by the FADCs
of the SD. In this work we show that MPDs provide a phys-
ical observable that can be used as a sensitive parameter to
study the chemical composition of cosmic rays [8].
2 MPD reconstruction
Starting from the time signals that muons produce in the
surface detectors, the model discussed in [6, 7] derives
from geometrical arguments the distribution of muon pro-
duction distance, z:
z =
1
2
(
r2
ctg
− ctg
)
+∆ (1)
where r is the distance from the point at ground to the
shower axis, ∆ is the distance from the same point to the
shower plane and tg (geometrical delay) is the time delay
with respect to the shower front plane. The shower front
plane is defined as the plane perpendicular to the shower
axis and moving at the speed of light, c, in the direction
of the shower axis. It contains the first interaction point
and also the core hitting ground. This calculation assumes
that muons travel at the speed of light. If we account
for their finite energy E, the total time delay would be
ct = ctg + ct!(E). This extra contribution is dominant
at short distances to the core, where the geometrical time
delay is very small. At large distances (r > 600 m) the
kinematic delay, t!, acts as a correction (typically below
20%). It must be subtracted from the measured time delay
prior to the conversion into z, as described in [6, 7].
Equation 1 gives a mapping between the production dis-
tance z and the geometrical delay tg for each point at
5
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Figure 1: Muon production depth distributions (MPDs) extracted from an iron shower of 10 19 eV simulated with
AIRES [10] at two different zenith angles: 41◦ (left) and 60◦ (right). The MPD dependence with the distance to the
core is shown.
ground. The production distance can be easily related to
the total amount of traversed matterX µ using
Xµ =
∫ ∞
z
ρ(z′)dz′ (2)
where ρ is the atmosphere density. This X µ distribution is
referred to as MPD. The shape of the MPD contains rel-
evant information about the development of the hadronic
cascade and the first interaction point. To extract valu-
able physics insight from the MPD we perform a fit. It
was found that a Gaisser-Hillas function [9] can describe
the shape of the MPD well. The fit with this function pro-
vides the maximum of the distribution,X µmax. We interpret
Xµmax as the point where the production of muons reaches
the maximum along the cascade development. As shown
in the following sections, this new observable can be used
for composition studies.
The MPD is populated with the surviving muons reach-
ing ground, so its shape depends on the zenith angle. Fig-
ure 1 displays MPDs directly extracted from AIRES sim-
ulations [10] at different zenith angles and at different dis-
tances from the core, r. For angles of about 40◦ and lower,
the shape of the MPD and the position of its maximum
show a strong r dependence. However, at zenith angles
of around 60◦ and above, where the showers develop very
high in the atmosphere, the differences between the MPD
at different distances to the core become small. Thus, for
those showers we can add in the same histogram the X µ
values given by the time signals from the different surface
detectors. The addition of the signals from the different
surface detectors contributing to the MPD at small zenith
angles would demand the introduction of a correction fac-
tor that transforms all those signals to the one expected at a
reference r (see [6, 7] for a thorough discussion about this
correction). At larger zenith angles the distortion due to the
detector time resolution becomes larger. The above reasons
lead us to select the data with measured zenith angles be-
tween 55◦ and 65◦ for our analysis.
2.1 Detector effects
The precision of the method is limited so far by the detec-
tor capabilities. The total uncertainty of the MPD maxi-
mum, δXµmax, decreases as the square root of the number
of muonsNµ, and decreases quadraticallywith the distance
to the core r. This last uncertainty is linked to each single
time bin entry of the FADC traces. To keep the distortions
on the reconstructed MPD small, only detectors far from
the core can be used. The cut in r diminishes the efficiency
of the reconstruction, as the number of muons contribut-
ing to the MPD is reduced. Hence a rcut value must be
carefully chosen in order to guarantee good reconstruction
efficiencies, avoiding at the same time a bias on the mass
of the primary.
Furthermore, signals collected by the water Cherenkov
detectors are the sum of the electromagnetic (EM) and
muonic components. Both exhibit a different arrival time
behavior. As a consequence, a cut on signal threshold,
rejecting all time bins with signal below a certain value,
might help diminishing the contribution of the EM contam-
ination. The so called EM halo, coming from the decay of
muons in flight, is harder to suppress. But this component
follows closer the time distribution of their parent muons,
thus it does not hamper our analysis.
2.2 Reconstruction cuts
To study and select the cuts needed for a good MPD re-
construction and an accurate X µmax determination we have
used Monte Carlo simulations. The selection of cuts must
be a trade off between the resolution of the reconstructed
MPD and the number of muons being accepted into such
6
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Figure 2: Energy evolution of the resolution we obtain, on
an event by event basis, when we reconstruct X µmax for
showers generated with AIRES and QGSJETII [11].
reconstruction. The chosen rcut is energy independent.
This implies that any difference in resolution that we find
for different energies will be mainly a consequence of the
different amount of muons detected at ground. In our anal-
ysis, we consider only those detectors whose distance to
the shower core is larger than 1800 m. To reduce residual
EM contamination and potential baseline fluctuations we
have applied a mild cut on the threshold of the FADC sig-
nals used to build the MPD. We have discarded FADC bins
where the signal is below 0.3 VEM. Finally, the MPD is
reconstructed adding those detectors whose total recorded
signal is above 3 VEM. This requirement is set to avoid,
in real data, the contribution of detectors (usually far away
from the core) having a signal dominated by accidental par-
ticles.
This set of cuts has a high muon selection efficiency. Re-
gardless of the energy of the primary and its composition,
muon fractions above 85% are always obtained. This guar-
antees an EM contamination low enough to obtain an accu-
rate value ofXµmax.
2.3 Selection cuts
To optimize the quality of our reconstructed profiles we ap-
ply the following cuts:
• Trigger cut: All events must fulfill the T5 trigger
condition [5].
• Energy cut: Since the number of muons is energy
dependent, Nµ ∝ Eα/rβ , we have observed that in
events with energies below 20 EeV the population of
the MPD is very small, giving a very poor determi-
nation of theXµmax observable. Therefore we restrict
our analysis to events with energy larger than 20 EeV.
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Figure 3: Real reconstructed MPD, θ = (59.05 ± 0.07) ◦
and E = (94 ± 3) EeV, with its fit to a Gaisser-Hillas func-
tion.
• Fit quality: Only events with a good MPD fit
(χ2/ndf < 2.5) to a Gaisser-Hillas function are ac-
cepted.
• Shape cut: The reduced χ2 of a straight line
and a Gaisser-Hillas fit must satisfy χ2GH /ndf <
2χ2line/ndf.
• Curvature: When the fitted radius of curvature of
the shower front, R, is very large we observe an un-
derestimation of the reconstructed X µmax. So only
events with R < 29000 m are included in our analy-
sis.
The overall event selection efficiencies are high (> 80%)
and the difference between iron and proton is small for the
whole range of considered energies (see Table 1). Our cuts
do not introduce any appreciable composition bias. We fi-
nally note that for the set of surviving events, the bias in the
Xµmax reconstruction is between ± 10 g cm−2, regardless
of the initial energy or the chemical composition of the pri-
mary. The resolution ranges from about 120 g cm−2 at the
lower energies to less than 50 g cm−2 at the highest energy
(see Figure 2).
We note that the predictions of X µmax from different
hadronic models (such as those shown in Figure 4) would
not be affected if a discrepancy between a model and
data [12] is limited to the total number of muons. How-
ever, differences in the muon energy and spatial distribu-
tion would modify the predictions.
3 Application to real data
Our analysis makes use of the data collected between Jan-
uary 2004 andDecember 2010. Our initial sample of events
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Figure 4: 〈Xµmax〉 as a function of the energy. The number
of real data events in each energy bin is indicated. The
predictions for proton and iron following different hadronic
models are shown as well.
Table 1: Selection efficiencies for proton and iron
QGSJETII Monte Carlo showers as a function of energy.
log10(E/eV) εp (%) εFe (%) |εp − εFe| (%)
19.25 82 87 6
19.50 84 86 2
19.75 85 82 3
20.00 95 97 2
with zenith angle θ ∈ [55◦, 65◦] and a reconstructed energy
bigger than 20 EeV consists of 417 events. The overall se-
lection efficiency amounts to 58%, which translates into
244 surviving events. The difference between the efficien-
cies shown in Table 1 and the selection efficiency in real
data is due to the T5 cut [5]. This cut has an efficiency of
about 72% for data, while all our Monte Carlo showers are
generated as T5 events. We compute MPDs on an event by
event basis. Figure 3 shows the reconstructedMPD for one
of our most energetic events. The evolution of the 〈X µmax〉
observable as a function of energy is shown in Figure 4.
The selected data has been grouped into five bins of en-
ergy. Each bin has a width of 0.1 in log10(E/eV), except
the last one which contains all the events with energy larger
than log10(E/eV)=19.7. The error bars correspond to the
ratio between the RMS of the distributions of X µmax and
the square root of the number of entries. If compared to air
shower predictions using standard interaction models, our
measurement is compatible with a mixed composition.
Table 2 lists the most relevant sources contributing to the
systematic uncertainty. The uncertainties on the MPD re-
construction and event selection translate into a systematic
uncertainty on 〈Xµmax〉 of 11 g cm−2.
4 Conclusions
We have shown that it is possible to reconstruct the muon
production depth distribution using the FADC traces of the
SD detectors far from the core. From the MPDs we define
a new observable Xµmax. It measures the depth along the
shower axis where the number of produced muons reaches
a maximum. We have characterized the applicability of
this observable and analysed its resolution for zenith angles
∼ 60◦ and different shower energies. We have demon-
strated, for the first time, that Xµmax is a parameter sensi-
tive to the mass composition of UHECR. The result of this
study is in agreement with all previous Auger results [13]
obtained with other completely independent methods.
Table 2: Evaluation of the main sources of systematic un-
certainties.
Source Sys. Uncertainty (g cm−2)
Reconstruction bias 9.8
Core position 4.8
EM contamination 1.5
χ2 cut 0.2
Selection efficiency 1
Total 11
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Abstract: Due to its hybrid design, the Pierre Auger Observatory provides a variety of independent experimental observ-
ables that carry information on the characteristics of the longitudinal development of ultra-high energy air showers. These
include the direct measurement of the profile of the energy deposit of showers in the atmosphere through the detection of
fluorescence light but also observables derived from the shower signal measured with the surface detector array. In this
contribution we present a comparison of the results obtained with the fluorescence detector on the depth of shower max-
imum with complementary information derived from asymmetry properties of the particle signal in the surface detector
stations and the depth profile of muon production points, also derived from surface detector data. The measurements are
compared to predictions for proton- and iron-induced showers.
Keywords: UHECR, The Pierre Auger Observatory, mass composition, hadronic interactions
1 Introduction
The properties of ultra-high energy cosmic rays (UHE-
CRs) can be studied by measuring the extensive air showers
(EAS) that they produce in the atmosphere. For example,
information on the mass of the primary particles can, in
principle, be derived from the longitudinal depth profiles
of these showers. However, the longitudinal development
of the showers are strongly affected by the mass compo-
sition of cosmic rays and by the features of the hadronic
interactions, both of which vary with energy in a manner
that is unknown. If one were confident about the behaviour
of one of these quantities then the behaviour of the other
could be deduced.
In this article we present the measurement of four indepen-
dent observables that are closely related to the longitudinal
depth profile of air showers and hence, sensitive to primary
mass composition. Due to the different character of the ob-
servables employed, a direct comparison of the measure-
ment results is not possible. Instead, the data are compared
to predictions from air shower simulations. Modelling un-
certainties are considered by using the three different in-
teraction models EPOS, QGSJET II, and SIBYLL [1], but
it is understood that the differences between these models
might not fully represent the theoretical uncertainties [2].
2 Measurements of the Longitudinal Shower
Development
With the Pierre Auger Observatory [3] information on the
shower development can be extracted using both the Sur-
face Detector (SD) and the Fluorescence Detector (FD).
The SD consists of more than 1660 detector stations cov-
ering an area of approximately 3000 km2. Each SD unit is
a water-Cherenkov detector with electronics that digitises
the signal at 40 MHz sampling rate. The FD has a total of
27 optical telescopes arranged in five sites overseeing the
SD.
The observation of showers with the FD allows us to di-
rectly measure the most important observable to charac-
terise the longitudinal profile of a shower, the depth of the
shower maximum, Xmax, i.e. the depth at which air show-
ers deposit the maximum energy per unit mass of atmo-
sphere traversed [4]. On the other hand, the SD provides
observables which are related to the longitudinal shower
profile as well. These observables are subject to indepen-
dent systematic uncertainties (both experimentally and the-
oretically). Moreover the higher statistics of showers mea-
sured with the SD allows us to reach higher energies than
with the FD.
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Figure 1: Typical longitudinal development of the energy deposit (left panel), of the average asymmetry in the risetime
(centre panel) and the muon production depth (right panel).
2.1 Depth of Shower Maximum
The measurement of the longitudinal profile of the energy
deposit in the atmosphere with the Pierre Auger Observa-
tory is described in [4]. In this analysis hybrid events, i.e.
showers observed simultaneously by the FD and at least
by one SD station, have been used. The longitudinal pro-
file of the energy deposit is reconstructed by the FD from
the recorded fluorescence and Cherenkov light signals. The
collected light is corrected for the attenuation between the
shower and the detector using data from atmospheric mon-
itoring devices. The longitudinal shower profile is recon-
structed as a function of the atmospheric depth and Xmax
is obtained by fitting the profile with a Gaisser-Hillas func-
tion. A typical longitudinal profile of the energy deposit of
one shower is shown in the left panel of Fig. 1.
The Xmax results presented here are an update of [4]. Hy-
brid events recorded between December 2004 and Septem-
ber 2010 with reconstructed energy above 1018 eV have
been used for the present analysis. To obtain a good res-
olution in the measurement of Xmax, several quality cuts
are applied. The cuts and their effects are described fully
in [5]. After all cuts, 6744 events are selected for the
Xmax analysis. The average values of the shower max-
imum, 〈Xmax〉, as a function of energy are displayed in
Fig. 2, alongside predictions from several models. Uncer-
tainties of the atmospheric conditions, calibration, event se-
lection and reconstruction give rise to a systematic uncer-
tainty of ≤ 13 g/cm2 [4] which corresponds to . 13 % of
the proton-iron separation predicted by the models. Since
the Xmax resolution of the FD is at the level of 20 g/cm2
above a few EeV, the intrinsic shower-to-shower fluctua-
tions, RMS(Xmax), can be measured as well, see lower
panel of Fig. 2.
2.2 Asymmetry of Signal Risetime
For each SD event, the water-Cherenkov detectors record
the signal as a function of time. The first part of the signal
is dominated by the muon component which arrives ear-
lier and over a period of time shorter than the electromag-
netic particles, since muons travel in almost straight lines
whereas the electromagnetic particles suffer more multi-
ple scattering on their way to ground. Due to the absorp-
tion of the electromagnetic (EM) component, the number
of these particles at the ground depends, for a given energy,
on the distance to the shower maximum and therefore on
the primary mass. In consequence, the time profile of par-
ticles reaching ground is sensitive to cascade development
as the higher is the production height the narrower is the
time pulse.
The time distribution of the SD signal is characterised by
means of the risetime (the time to go from 10% to 50% of
the total integrated signal), t1/2, which depends on the dis-
tance to the shower maximum, the zenith angle θ and the
distance to the core r. In previous studies [6] the risetime
was related to the shower maximum using a subset of hy-
brid events. Using this correlation it is possible to measure
the shower evolution with surface detector data.
The azimuthal asymmetry of t1/2 from water-Cherenkov
detector signals of non-vertical showers carries information
about the longitudinal development of the showers [7]. Un-
fortunately it is not possible to define the asymmetry on an
event-by-event basis, therefore the risetime asymmetry is
obtained by grouping events in bins of energy and sec θ. A
key parameter for the analysis is the angle ζ, the azimuth
angle in the shower plane (the plane perpendicular to the
shower axis). Detectors that are struck early in the devel-
opment of the shower across the array have values of this
angle in the range −pi/2 < ζ < pi/2 with ζ = 0◦ corre-
sponding to the vertical projection of the incoming direc-
tion onto the shower plane. For each (E, sec θ) bin a fit of
〈t1/2/r〉 = a+ b cos ζ provides the asymmetry amplitude,
b/a. For a given energy, the b/a value changes with the
zenith angle, i.e. distance to the shower maximum. The
evolution of b/a with zenith angle is thus reminiscent of
the longitudinal development of the shower and has a max-
imum which is different for different primaries [8]. For
each energy bin, the asymmetry amplitude is fitted using a
Gaussian function of ln(sec θ). This allows the determina-
tion of the position of the maximum, Θmax, defined as the
value of sec θ for which b/a is maximum. In Fig.1, centre
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Figure 2: Results on shower evolution sensitive observ-
ables compared with models prediction. The error bars cor-
respond to the statistical uncertainty. The systematic uncer-
tainty is represented by the shaded bands.
panel, an example of b/a as a function of ln(sec θ) and the
corresponding fit to obtain Θmax is shown for the energy
bin of log(E/eV) = 18.85− 19.00.
Data collected with the surface detector of the Pierre Auger
Observatory from January 2004 to December 2010 have
been used for the Θmax analysis, with a total of 18581
events surviving the following cuts. Events are required
to satisfy the trigger levels described in [9] and to be in
the regime of full array efficiency for all primary species:
E > 3.16 × 1018 eV and θ ≤ 60◦. For selected events,
detectors are used in the analysis if the signal size is above
10 VEM and not saturated and if they have core distances
between 500 m and 2000 m. The measured values of Θmax
obtained for 6 bins of energy above 3.16 × 1018 eV are
shown in Fig. 2. The systematic uncertainty in the mea-
sured values of Θmax has been evaluated taking into ac-
count its possible sources: reconstruction of the core of the
shower, event selection and risetime vs core distance pa-
rameterisation and amounts to . 10% of the proton-iron
separation predicted by the models. We note that muon
numbers predicted by EAS simulations differ from those
observed in data [2]. A preliminary study, using a nor-
malization of 1.6 [2], indicates a possible change of about
≤ 5% of the proton-iron difference.
As mentioned above, the shower observables Θmax and
Xmax are expected to be correlated as both are dependent
upon the rate of shower development. The correlation be-
tween Θmax and Xmax shown in Fig. 3 has been obtained
with hybrid data using criteria similar to those adopted
in [4]. In Fig. 3 the Θmax vs Xmax correlations found with
Monte Carlo data are also shown for proton and iron pri-
maries, demonstrating that the correlation is independent
of the primary mass.
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Figure 3: Θmax vs Xmax. Black dots correspond to data,
while Monte Carlo results for proton(iron) primary are in-
dicated by red(blue) squares(circles).
2.3 Depth Profile of Muon Production Points
Using the time information of the signals recorded by the
SD it is also possible to obtain information about the longi-
tudinal development of the hadronic component of exten-
sive air showers in an indirect way. In [10] a method is pre-
sented to reconstruct the Muon Production Depth (MPD),
i.e. the depth at which a given muon is produced measured
parallel to the shower axis, using the FADC traces of de-
tectors far from the core. The MPD technique allows us to
convert the time distribution of the signal recorded by the
SD detectors into muon production distances using an ap-
proximate relation between production distance, transverse
distance and time delay with respect the shower front plane.
From the MPDs an observable can be defined, Xµmax, as
the depth along the shower axis where the number of pro-
duced muons reaches a maximum. This new observable is
a parameter sensitive to the longitudinal shower evolution
11
D. GARCIA-PINTO et al. MEASUREMENTS OF LONGITUDINAL DEVELOPMENT OF AIR SHOWERS
which, as in the case of Θmax, can be obtained with the in-
formation provided by the SD alone (see [11] for detailed
explanation of the analysis). The method is currently re-
stricted to inclined showers where muons dominate the sig-
nal at ground level (studies to extend the analysis to vertical
showers are ongoing). Once the MPD is obtained for each
event, the value ofXµmax is found by fitting a Gaisser-Hillas
function to the depth profile. An example of the MPD pro-
file and the result of the Gaisser-Hillas fit of a particular
event with E ≈ 95 EeV and zenith angle θ ≈ 60◦ is shown
in the right panel of Fig. 1.
The results of 〈Xµmax〉 presented here are based on data
collected between January 2004 and December 2010, with
zenith angles between 55◦ and 65◦. The angular window
was chosen as a trade-off between muon to EM ratio and
the reconstruction uncertainty. The finite time resolution
in the FADC traces produces an uncertainty on the recon-
struction that decreases with the core distance and increases
with the zenith angle. Thus, to keep these distortions low,
only detectors far from the core (r > 1800 m) can be used.
This distance restriction imposes a severe limitation in the
energy range where the method can by applied. Therefore
only events with reconstructed energy larger than 20 EeV
are used. After applying a set of reconstruction and quality
cuts (see [11] for a complete description of the cuts), a total
of 244 events are selected. The measured values of 〈Xµmax〉
are presented in the upper panel of Fig. 2. The systematic
uncertainty due to reconstruction bias, core position, re-
jection of the EM component and quality cuts amounts to
11 g/cm2, corresponding to about 14% of the proton-iron
separation predicted by the models [11]. The predictions of
Xµmax from different hadronic models (such as those shown
in Fig. 2) would not be affected if a discrepancy between a
model and data [2] is limited to the total number of muons.
However, differences in the muon energy and spatial distri-
bution would modify the predictions.
As for Θmax, it is expected that the values of Xµmax will
be correlated with Xmax. However there are insufficient
events to make an experimental test such as that shown in
Fig. 3. In Fig. 4 the results of model calculations are dis-
played using QGSJETII-03 as the hadronic model: the an-
ticipated correlation is seen.
3 Conclusions
It is clear from Fig. 2 that if the models give a fair repre-
sentation of the theoretical systematics of air shower mod-
elling, then one might infer the primary composition from
the data on the longitudinal air shower development pre-
sented here.
The evolution of 〈Xmax〉, Θmax and 〈Xµmax〉 with energy
is similar, despite the fact that the three analyses come
from completely independent techniques that have differ-
ent sources of systematic uncertainties. Concerning the
RMS of Xmax, a variety of compositions can give rise to
large values of the RMS, because the width of the Xmax
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Figure 4: Xmax vs Xµmax obtained for proton and iron sim-
ulated showers using QGSJETII-03 hadronic interaction
model.
is influenced by both, the shower-to-shower fluctuations of
individual components and their relative displacement in
terms of 〈Xmax〉. However, within experimental uncer-
tainties, the behaviour of 〈Xmax〉, Θmax and 〈Xµmax〉 as
shown in Fig. 2 is compatible with the energy evolution of
RMS(Xmax). In particular, at the highest energies all four
analyses show consistently that our data resemble more the
simulations of heavier primaries than pure protons.
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Abstract: Using the tail of the distribution of the depth of shower maxima observed with the Pierre Auger Observatory,
we derive an estimate of the proton-air cross-section for particle production at center-of-mass energies of 57TeV. Air
showers observed with the fluorescence detector and at least one station of the surface detector array are analysed in
the energy range from 1018 to 1018.5 eV. Systematic uncertainties in the cross-section estimate arising from the limited
knowledge of the primary mass composition, the need to use shower simulations and the selection of showers are studied
in detail.
Keywords: Proton-air, Cross-section, Pierre Auger Observatory
1 Introduction
One of the biggest challenges towards a better understand-
ing of the nature of ultra-high energy cosmic rays is to im-
prove the modeling of hadronic interaction in air showers.
Currently, none of the models is able to consistently de-
scribe cosmic ray data, which most importantly prevents a
precise determination of the primary cosmic ray mass com-
position.
Studies to exploit the sensitivity of cosmic ray data to the
characteristics of hadronic interactions at energies beyond
state-of-the-art accelerator technology began over 50 years
ago. While first measurements were based on the direct
observation of cosmic ray particles [1], the rapidly shifting
focus towards higher energies required the use of extensive
air shower observations [2, 3]. The property of interactions
most directly linked to the development of extensive air
showers is the cross-section for the production of hadronic
particles (e.g. [4, 5]).
We present the first analysis of the proton-air cross-section
based on hybrid data from the Pierre Auger Observatory.
For this purpose we analyse the shape of the distribution of
the largest values of the depth of shower maxima, Xmax,
the position at which air showers deposit the maximum en-
ergy per unit of mass of atmosphere traversed. This tail
of the Xmax-distribution is very sensitive to the proton-air
cross-section, a technique first exploited in the pioneering
work of Fly’s Eye [3]. To obtain accurate measurements
of Xmax, the timing data from the fluorescence telescopes
is combined with that from the surface detector array for a
precise reconstruction of the geometry of events.
An over-riding concern of the analysis has been the assign-
ment of realistic systematic uncertainties to the result. We
recognise and identify the unknown mass composition of
cosmic rays as the major source of systematic uncertainty
for the proton-air cross-section analysis and we evaluate
its impact on the final result. The analysis is optimised to
minimise the impact of contamination by the presence of
particles other than protons in the primary beam.
2 Analysis approach
The method used to estimate the proton-air cross-section
is the comparison of an appropriate air shower observable
with Monte Carlo predictions. A disagreement between
data and predictions is then attributed to a modified value
of the proton-air cross-section. The present analysis is a
two-step process.
Firstly, we measure an air shower observable with high sen-
sitivity to the cross-section. Secondly, we convert this mea-
surement into an estimate of the proton-air cross-section
for particle production, σp−air, in the energy interval 1018
to 1018.5 eV. The selection of this energy range has the fol-
lowing advantages and features:
Statistics: A large number of events are recorded.
Composition: The shape of the Xmax-distribution is com-
patible with there being a substantial fraction of protons in
the cosmic ray beam. The situation is less clear at higher
energies.
Energy: The average center-of-mass energy for a cosmic
ray proton interacting with a nucleon in the atmosphere
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is 57 TeV, significantly above what will be reached at the
LHC.
As the primary observable we define Λ
f
via the exponen-
tial shape dN/dXmax ∝ exp(−Xmax/Λf ) of the Xmax-
distribution of the fraction f of the most deeply penetrating
air showers. Considering only these events enhances the
contribution of protons in the sample as the average depth
at which showers maximise is higher in the atmosphere for
non-proton primaries.
The choice of the fraction f is a crucial part of the def-
inition of the observable Λ
f
. While a small value of f
will enhances the proton fraction, since protons penetrate
most deeply of all primary nuclei, it also reduces the num-
ber of events for the analysis. By varying f we investigate
how much the bias due to non-proton induced showers can
be reduced without statistical uncertainties being dominant.
Following these studies we have chosen f = 20% so that
for helium-fractions up to 15 % biases induced by helium
are kept below the level of the statistical resolution. At the
same time this choice suppresses elements heavier than he-
lium very efficiently.
3 The Measurement of Λf
We use events collected between December 2004 and
September 2010. The atmospheric and event-quality cuts
applied are identical to those used for the analysis of
〈Xmax〉 and RMS(Xmax) [6,8]. This results in 11628 high
quality events between 1018 and 1018.5 eV.
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Figure 1: Unbinned likelihood fit of Λ
f
to the tail of the
Xmax distribution.
The Xmax distribution of the data is affected by the known
geometrical acceptance of the fluorescence telescopes as
well as by detection limitations related to atmospheric light
transmission. The impact of the telescope acceptance on
the Xmax distribution is well understood and can be stud-
ied by using data (see [8]) and with detailed Monte Carlo
simulations of the shower detection process. In the follow-
ing we use the strategy developed for the measurement of
the 〈Xmax〉 and RMS(Xmax) [6,8] to extract a data sample
that has an unbiased Xmax distribution.
In the first step we derive the range of values of Xmax
that corresponds to the deepest f = 20% of the mea-
sured showers. We select only event geometries that al-
low, for each shower, the complete observation of the slant
depth range from 550 to 1004 g/cm2, which corresponds to
99.8 % of the observed Xmax-distribution. These fiducial
volume cuts reduce the data sample to 1635 events, pro-
viding a good estimate of the unbiased Xmax-distribution.
This distribution is then used to find the range of values
of Xmax that contains the 20% deepest showers, which is
identified to extend from 768 to 1004 g/cm2. Due to the
limited statistics involved in this range estimation, there is
a ±1.5 g/cm2 uncertainty on the definition of the range of
the tail, which will be included in the estimation of the sys-
tematic uncertainties.
In the second step we select those events from the orig-
inal data sample of 11628 high quality events that allow
the complete observation of values of Xmax from 768 to
1004 g/cm2, corresponding to the 20%-tail of the unbiased
distribution. This is a more relaxed fiducial volume cut
since we are not requiring that a shower track can be ob-
served at depths higher in the atmosphere than 768 g/cm2,
which maximises the event statistics and still guarantees an
unbiased Xmax distribution in the range of interest. In total
there are 3082 showers passing the fiducial volume cuts, of
which 783 events have theirXmax in the selected range and
thus directly contribute to the measurement of Λ
f
. The av-
erage energy of these events is 1018.24 eV, corresponding to
a center-of-mass energy of
√
s = 57TeV in proton-proton
collisions.
In Fig. 1 we show the data and the result of an unbinned
maximum likelihood fit of an exponential function over the
range 768 to 1004 g/cm2. This yields
Λ
f
= (55.8± 2.3stat ± 0.6syst) g/cm2 . (1)
The systematic uncertainty arises from the precision with
which the range of depths that are used can be defined.
Values ofΛ
f
have been calculated for modified event selec-
tions and for different ranges of atmospheric depths. It is
found that the changes in Λ
r
lie within the statistical uncer-
tainties. The re-analysis of sub-samples selected according
to zenith-angle, shower-telescope distance and energy pro-
duces variations of the value of Λ
f
consistent with statis-
tical fluctuations. We conclude that the systematic uncer-
tainties related to the measurement are below 5%.
4 Determination of the cross-section
We must resort to Monte Carlo simulations to derive an
estimate of the proton-air cross-section from the measure-
ment of Λ
f
. These have been made using the same energy
distribution as in the data, and the events from the simula-
tions have been analysed with the identical procedures used
for the data.
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Figure 2: Relation between ΛMC
f
and σp−air. As example
we show the conversion of the measurement ΛMC
f
= Λ
f
with the QGSJetII model.
Table 1: Cross-sections derived from the measured Λ
f
us-
ing different interaction models. The given uncertainties
are statistical only. The rescaling factor, m(E, f19), is
a measure of how much the original cross-section of the
model have to be changed.
Model Rescaling factor at 1018.24 eV σp−air/mb
QGSJet01 1.04± 0.04 524± 23
QGSJetII.3 0.95± 0.04 503± 22
SIBYLL 2.1 0.88± 0.04 497± 23
EPOS 1.99 0.96± 0.04 498± 22
In general, the Monte Carlo values of ΛMC
f
do not agree
with the measurement. It is known from previous work
that the values of ΛMC
f
derived from simulations are di-
rectly linked to the hadronic cross-sections used in the sim-
ulations. Accordingly we can explore the effect of chang-
ing cross-sections in an empirical manner by multiplying
the cross-sections that are input to the simulations by an
energy-dependent factor [7]
m(E, f19) = 1 + (f19 − 1)
lg
(
E/1015 eV
)
lg (1019 eV/1015 eV)
, (2)
where E denotes the shower energy and f19 is the fac-
tor by which the cross-section is rescaled at 1019 eV. The
rescaling factor is unity below 1015 eV reflecting the fact
that measurements of the cross-section at the Tevatron were
used for tuning the interaction models. This technique
of modifying the original cross-sections predictions dur-
ing the Monte Carlo simulation process assures a smooth
transition from accelerator data up to the energies of our
analysis. For each hadronic interaction model, the value of
f19 is obtained that reproduces the measured value of Λf .
The cross-section is then deduced by multiplying the factor
Eq. (2) to the original model cross-section.
In Fig. 2 we show the conversion curves for simu-
lations based on the four most commonly used high-
energy hadronic interaction models for air shower simu-
lations (Sibyll2.1 [9], QGSJet01 [10], QGSJetII.3 [11] and
EPOS1.99 [12]).
The need to use Monte Carlo calculations introduces
model-dependence to this section of the analysis. It is
known that other features of hadronic interactions, such as
the multiplicity and elasticity, have an impact on air shower
development [4, 5]. We use the very different multiparticle
production characteristics of the four models to sample the
systematic effect induced by these features.
The proton-air cross-sections for particle production de-
rived are given in Table 1. Only SIBYLL needs to be
modified with a rescaling factor significantly different from
unity to describe the tail of the measuredXmax distribution.
The systematic uncertainty of 22 % [13] in the absolute
value of the energy scale leads to systematic uncertainties
of 7 mb in the cross-section and 6TeV in the center-of-mass
energy.
Furthermore, the simulations needed to obtain σp−air from
the measured Λ
f
as shown in Fig. 2 depend on additional
parameters. By varying for example the energy distribu-
tion, energy and Xmax resolution of the simulated events,
we find that related systematic effects are below 7 mb.
The average depth of Xmax of showers produced by pho-
tons in the primary beam at the energies of interest lies
about 50 g/cm2 deeper in the atmosphere than for pro-
tons. The presence of photons would bias the measure-
ment. However, observational limits on the fraction of pho-
tons are < 0.5% [14, 15] and the corresponding underesti-
mation of the cross-section is less than 10 mb.
With the present limitations of air shower observations, it
is impossible to distinguish showers that are produced by
helium nuclei from those created by protons. Accordingly,
lack of knowledge of the helium fraction leads to a signifi-
cant systematic uncertainty. From simulations we find that
σp−air is overestimated by 10, 20, 30, 40 and 50 mb for
percentages of helium of 7.5, 20, 25 32.5 and 35% respec-
tively. We find that CNO-group nuclei introduce no bias
for fractions up to ∼ 50%, thus we assign no systematics
on the cross-section for it.
In Table 2, where the systematic uncertainties are sum-
marised, we quote results for 10, 25 and 50 % of helium.
Table 2: Summary of the systematic uncertainties.
Description Impact on σp−air
Λ
r
systematics ±6 mb
Hadronic interaction models +16
−9 mb
Energy scale ±7 mb
Simulations and parameterisations ±7 mb
Photons, <0.5 % <+10 mb
Helium, 10 % -12 mb
Helium, 25 % -30 mb
Helium, 50 % -80 mb
Total (w/o composition) -15 mb, +20 mb
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Figure 3: Resulting σp−air compared to other measure-
ments [1–3] and model predictions. The inner error bars
are statistical only, while the outer include all systematic
uncertainties for a helium fraction of 25 % and 10 mb pho-
ton systematics.
It is interesting to note that the model-dependence is mod-
erate and does not dominate the measurement.
We summarise our results by averaging the four values of
the cross-section (Table 1) to give
σp−air =
(
505 ± 22stat (+20−15)syst
)
mb
at a center-of-mass energy of 57 ± 6TeV. The helium-
induced systematics is -12, -30 and -80 mb for 10, 25 and
50 % of helium, respectively and the photon-induced bias
<+10 mb. In Fig. 3 we compare this result with model pre-
dictions and other measurements derived from cosmic ray
data.
5 Discussion
We have developed a method to determine the cross-section
for the production of particles in proton-air collisions from
data of the Pierre Auger Observatory. We have studied in
detail the effect of the primary cosmic ray mass composi-
tion, hadronic interaction models, simulation settings and
telescope fiducial volume limits on the final result. The
fundamental assumption for the analysis is that the light
cosmic ray mass component in the selected data set is dom-
inated by proton primaries. The systematic uncertainties
arising from the lack of knowledge of the helium and pho-
ton components are potentially the largest source of sys-
tematic uncertainty. However, for helium fractions up to
25 % the induced bias remains small. One could also ar-
gue that only a specific amount of helium is allowed in the
data since otherwise the hadronic cross-sections at ultra-
high energies would become very small and at some point
inconsistent with the extrapolation of accelerator data to√
s = 57TeV.
Our result favours a moderately slow rise of the cross-
section towards higher energies. This has implications for
expectations at the LHC. First analyses at the LHC also
indicate slightly smaller hadronic cross-sections than ex-
pected within many models [16].
We plan to convert the derived σp−air measurement into
the more fundamental cross-section of proton-proton col-
lisions using the Glauber framework [17]. Thus, a direct
comparison to accelerator measurements will be possible.
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Interpretation of the signals produced by showers from cosmic rays of 1019 eV observed in the
surface detectors of the Pierre Auger Observatory
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Abstract: Muons in extensive air showers are messengers of the hadronic-shower core whose simulation is subject to large
theoretical uncertainties due to our limited knowledge of multi-particle production in hadronic interactions. Different meth-
ods of deriving the fraction of the signal observed in the surface detectors coming from either the muonic or electromagnetic
shower components are used to compare the data from the Pierre Auger Observatory with predictions of Monte Carlo sim-
ulations. The observations are quantified relative to the predictions obtained with QGSJET II and FLUKA as interaction
models. The predicted number of muons at 1000 m from the shower axis is lower than that found in data, and the energy
that would have to be assigned to the surface detector signal, based on shower simulations, is systematically higher than that
derived from fluorescence observations.
Keywords: muons, hadronic interactions, ultra high energy extensive air showers, muon deficit, simulations
1 Introduction
The Pierre Auger Observatory is a powerful detector for
studying extensive air showers at very high energy. The
combination of the fluorescence detector (FD) and surface
detector array (SD) of the Observatory allows the simul-
taneous measurement of several observables of showers,
providing opportunities to cross-check our current under-
standing of the physics of air showers. Many features of air
showers depend directly on the characteristics of hadronic
interactions which are unknown at very high energy and in
phase space regions not covered in accelerator experiments.
For example, recent work has quantified the sensitivity of
the number of muons in ultra-high-energy air showers to
several properties of hadronic interactions, including the
multiplicity, the charge ratio (the fraction of secondary pi-
ons which are neutral), and the baryon anti-baryon pair pro-
duction [1, 2]. Using models of hadronic interactions that
do not provide a good description of shower data might lead
to incorrect conclusions about the mass and the energy as-
signment being drawn from measurements.
In this work the data of the Pierre Auger Observatory is
compared to showers simulated using the interaction model
QGSJET II.03 [3], which has become a standard reference
model for air-shower experiments. Updates are provided
to several methods presented previously [4], and a new
method is introduced. In Sec. 2, the data from the surface
and fluorescence detectors is compared simultaneously, on
an event-by-event basis, to the results of simulations. In
Sec. 3, the time structure of the particle signals in the
surface detectors and a universal property of air showers
are used to estimate the number of muons in the data. Fi-
nally, in Sec. 4, the ground signals of simulated events
are matched to those measured by rescaling the number of
muons arising from hadronic processes and changing the
energy assignment in simulated showers.
2 Study of Individual Hybrid Events
At the Auger Observatory, thousands of showers have been
recorded for which reconstruction has been possible using
both the FD and SD. These hybrid events have been used to
construct a library of simulated air-shower events where the
longitudinal profile (LP) of each simulated event matches
a measured LP. The measured LP constrains the natural
shower-to-shower fluctuations of the distribution of parti-
cles at ground. This allows the ground signals of simulated
events to be compared to the ground signals of measured
events on an event-by-event basis.
Hybrid events were selected using the criteria adopted
for the energy calibration of the SD [5] in the energy
range 18.8 < log (E) < 19.2 recorded between 1 Jan-
uary 2004 and 31 December 2008. 227 events passed all
cuts. Air showers were simulated using SENECA [6] with
QGSJET II and FLUKA [7] as the high- and low-energy
event generators. For every hybrid event, three proton-
and three iron-initiated showers were selected from a set of
200 simulated showers for each primary type. The energy
17
J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
 10
 20
 30
 200  400  600  800  1000  1200
dE
/d
X 
[P
eV
/g/
cm
2 ]
Depth [g/cm2]
Energy: (13.8 +_ 0.7) EeV
Zenith: (56.5 +_ 0.2o)
XMax: (752 +_ 9) g/cm2
χ2/dof (p) = 1.19
χ2/dof (Fe) = 1.21
Proton Sim
Iron Sim
Data
100
101
102
 500  1000  1500  2000
S 
[V
EM
]
Radius [m]
Proton Sim
Iron Sim
Data
1.5
2
2.5
 1  1.2  1.4  1.6  1.8  2
R
sec(θ)
Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)DataS(1000)Sim , averaged over the
hybrid events as a function of secθ.
and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000 m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim , is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events
is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.
3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps
J =
∑
FADC bin i
(x
i+1 − xi)︸ ︷︷ ︸
jump
I {x
i+1 − xi > 0.1} (1)
was extracted from each FADC signal, where x
i
is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N
µ
+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (Nµ = N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF
N(r, ν, β, γ) =
exp
(
ν + β log
r
1000m
+ γ log
( r
1000m
)2) (2)
is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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parameters were estimated using an empirical Bayesian ap-
proach: three iterations were performed between (i) finding
the maximum a posteriori estimate ν̂
i
, β̂
i
, and γ̂
i
for each
shower i given the fixed priors, and (ii) re-estimating the
priors given the fixed parameter estimates ν̂
i
, β̂
i
, and γ̂
i
.
The value of the muonic LDF at 1000 m, exp(ν̂), is highly
correlated with N
µ
(1000), the number of muons in sur-
face detectors 1000 m from the shower axis. The RMS
of exp(ν̂) in showers simulated using QGSJET II is 12%
and 5% for proton and iron primaries. To correct several
biases that depend on the energy and zenith angle of the
showers, a quadratic function f
(
exp(ν̂), θ̂
)
was tuned on
a library of showers simulated using QGSJET II with sim-
ulated detector response. The final estimator N̂
µ
(1000) =
f
(
exp(ν̂), θ̂
)
has a systematic uncertainty below 50◦ of
6% from uncertainty in the composition and +10%
−0%
from
uncertainty in the hadronic models, determined by recon-
structing showers simulated using EPOS 1.6. The total
systematic uncertainty decreases with the zenith angle: at
θ = 55◦ it is +9%
−3%
.
3.2 Universality of Sµ/Sem behavior on Xvmax
The ratio of the muonic signal to the electromagnetic (EM)
signal, S
µ
/Sem, at 1000 m from the shower axis exhibits
an empirical universal property for all showers at a fixed
vertical depth of shower maximum, Xvmax [11]. Sµ/Sem is
independent of the primary particle type, primary energy,
and incident zenith angle. The dependence of S
µ
/Sem on
Xvmax can be described by a simple parameterization which
leads to the following expression for the muonic signal in
showers with zenith angle between 45◦ and 65◦
Sfit
µ
=
S (1000)
1 + cosα(θ)/
(
(Xvmax/A)
1/b − a) , (3)
where S (1000) is as defined above, θ is the zenith angle,
α = 1.2, and A, a and b are fit parameters [12]. The esti-
mation of the muonic signal in data is complicated by the
dependence of the fit parameters A, a, and b in Eq. (3) on
the choice of hadronic interaction model. This dependence
gives rise to a systematic uncertainty in the measurement
of the muonic signal in data which is difficult to quantify
due to the uncertainty in properties of hadronic interac-
tions. This problem can be overcome with an additional
phenomenological consideration: for showers with zenith
angles above 45◦, the fraction of the EM signal coming
from the decay and interactions of muons rapidly increases.
As shown in [13], different models of hadronic interactions
are in agreement on the S
µ
/Sem ratio for showers with
zenith angle above 45◦, since S
µ
/Sem increasingly reflects
the equilibrium between muons and their EM halo.
The fit in Eq. (3) provides an unbiased estimate of both the
muonic and EM signals. The RMS of the muonic signal
in showers simulated using CORSIKA [14] is less than 5%
and 3% for proton and iron primaries [12]. The systematic
uncertainty of S
µ
from uncertainty in the hadronic models
is estimated to be 6%, determined by the application of the
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Figure 2: The number of muons estimated at 1000m
in data relative to the predictions of simulations using
QGSJET II with proton primaries. The results obtained
using the multivariate method are shown as the solid line
with systematic uncertainties as the dashed lines. The re-
sults obtained using the universality of S
µ
/Sem are shown
as circles with statistical and systematic uncertainties. The
results when the methods are applied on a library of iron-
initiated showers are shown as the dot and dash-dot lines.
parameterization of Eq. (3) using QGSJET II on showers
simulated using EPOS 1.99. The systematic uncertainty
of S
µ
from event reconstruction is 14% at 1019 eV, deter-
mined through complete shower simulation and reconstruc-
tion using Auger Offline. The systematic uncertainty from
event reconstruction is dominated by the systematic uncer-
tainty of S (1000), with only a few percent coming from
the uncertainty of Xvmax and the zenith angle.
3.3 Application to data
By applying the multivariate and the universality methods
to data collected between 1 January 2004 and 30 Septem-
ber 2010, a significant excess of muons is measured com-
pared to the predictions of simulations using QGSJET II;
see Fig. 2. The multivariate method was applied to SD
events over the energy range 18.6 < log (E) < 19.4 and
0◦ − 57◦. The universality method was applied to hybrid
events over the energy range 18.8 < log (E) < 19.2 and
45◦ − 65◦. For both methods, the excess is estimated here
relative to showers simulated with proton primaries.
The multivariate method is used to determine the num-
ber of muons, N
µ
(1000). The relative excess is angle-
independent, to within 3%, until about 40◦, above which
it increases. In particular, at θ = 38◦ the excess is(
1.65+0.26
−0.10
)
and at θ = 55◦ the excess is
(
1.88+0.17
−0.06
)
. The
universality of S
µ
/Sem for fixed Xvmax is used to estimate
the total muonic signal. For 45◦−53◦, the relative excess is
(1.76 ± 0.04(stat.) ± 0.29 (syst.)), while for 53◦ − 65◦
the discrepancy rises to (1.89 ± 0.04 ± 0.28).
4 Discussion
As demonstrated in the analyses, and shown in Figs. 1 and
2, simulations of air showers using QGSJET II with pro-
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Figure 3: The one-sigma contour of the fit to N
µ,Resc and
EResc from the simple matching of the ground signals in
simulated and measured hybrid events. The systematic un-
certainties from reconstruction and composition are shown
as solid and, slightly offset, dashed lines.
ton and iron primaries underestimate both the total detector
signal at ground level and the number of muons in events
collected at the Pierre Auger Observatory. These discrep-
ancies could be caused by an incorrect energy assignment
within the 22% systematic uncertainty of the energy scale
of the Auger Observatory and/or shortcomings in the sim-
ulation of the hadronic and muonic shower components.
To explore these potential sources of discrepancy, a sim-
ple modification of the ground signals was implemented in
the simulated hybrid events of Sec. 2. The uncertainty in
the energy scale motivates the rescaling of the total ground
signal by a factor EResc, and the muon deficit motivates a
rescaling of the signal from hadronically produced muons
by a factor N
µ,Resc. The rescaled muonic and EM compo-
nents of S (1000), S
µ
and SEM – both defined for proton
primaries – modify the ground signal
S (1000)Sim = E
0.92
Resc Nµ,Resc Sµ,Sim + EResc SEM,Sim , (4)
where the exponent 0.92 is the energy scaling of the muonic
signal predicted by simulations. The rescaling factors were
applied uniformly to all events. This represents a simplistic
modification, and N
µ,Resc does not reflect any changes in
the attenuation and lateral distribution of muons. However,
both the attenuation and LDF would change if, for example,
the energy spectrum of muons predicted by simulations is
not in agreement with the data.
EResc and Nµ,Resc were determined simultaneously by
making a maximum-likelihood fit between the modi-
fied, simulated S (1000) and the measured S (1000) for
the ensemble of hybrid events. The best fit values of
N
µ,Resc and EResc are
(
2.21± 0.23 (stat.) +0.18
−0.23 (syst.)
)
and
(
1.09± 0.08 +0.08
−0.06
)
respectively; see Fig. 3. The sys-
tematic uncertainties arise from uncertainty in the compo-
sition and event reconstruction.
The signal rescaling in simulated hybrid events is funda-
mentally different from the other methods. The observa-
tional muon enhancement, N rel
µ
, which includes all muons,
cannot be compared directly to N
µ,Resc, which represents
an increase of only the hadronically produced muons and
their decay products. In addition, the potential increase of
N rel
µ
with zenith angle suggests that a global rescaling of
the ground signal from muons is overly simplistic.
In summary, all of the analyses show a significant deficit
in the number of muons predicted by simulations using
QGSJET II with proton primaries compared to data. This
discrepancy cannot be explained by the composition alone,
although a heavy composition could reduce the relative ex-
cess by up to 40%. The purely-observational estimation of
the muonic signal in data, using the signal traces of sur-
face detectors and universal properties of air showers, is
compatible with results previously presented and the re-
sults obtained from inclined showers [4, 15, 16]. The in-
creased sophistication of the methods gives further weight
to the previous conclusions: at the current fluorescence en-
ergy scale, the number of muons in data is nearly twice
that predicted by simulations of proton-induced showers.
The update and application to recent data of the constant
intensity cut with universality method and the “smoothing
method” are in progress. The possible zenith angle depen-
dence of N rel
µ
suggests that, in addition to the number, there
may also be a discrepancy in the attenuation and lateral dis-
tribution of muons between the simulations and data.
An extension of the studies using EPOS 1.99 is in progress.
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A new method for determining the primary energy from the calorimetric energy of showers
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Abstract: The energy deposit integral can be used for determining the calorimetric energy of air showers observed with
fluorescence telescopes. The invisible fraction of the primary energy, averaged over many showers, is typically estimated
from Monte Carlo simulations and later added for the reconstruction of the total primary energy. In this contribution we
derive a simple parameterization of the invisible energy correction that can be applied to individual events measured with
both the fluorescence and the surface detectors. The obtained parameterization is robust with respect to a change of the
high energy hadronic interaction model employed in the simulation and has only a very small primary mass dependence,
reducing the associated systematic uncertainties of energy reconstruction.
Keywords: Ultra High Energy Extensive Air Showers, Missing Energy, Muons, Hadronic interactions
1 Introduction
When an ultra high energy cosmic ray interacts in the atmo-
sphere a cascade of particles is generated. In the cascade,
an important fraction of the energy is deposited in the atmo-
sphere as ionization of the air molecules and atoms, and the
remaining fraction is carried away by neutrinos and high
energy muons that hit the ground.
A fraction of the total deposited energy is re-emitted dur-
ing the de-excitation of the ionized molecules as fluores-
cence light that can be detected by fluorescence telescopes.
The telescopes use the atmosphere as a calorimeter, mak-
ing a direct measurement of the longitudinal shower devel-
opment. The energy deposit integral can be used to de-
termine the calorimetric energy (E
Cal
) of air showers ob-
served with fluorescence telescopes.
The fraction of energy carried away by neutrinos and high
energy muons is a priori unknown, and corrections for
this so-called missing energy (E
Missing
) must be properly
applied to the measured E
Cal
to find the primary energy
(E
Primary
). Generally, the missing energy correction is
parameterized as a function of E
Cal
(E
Missing
(E
Cal
)),
which is estimated from Monte Carlo simulations aver-
aging over many showers. The missing energy is about
10% of the primary energy depending on the high energy
hadronic interaction model and on the primary mass, as
shown in Figure 1. Since the primary mass cannot be de-
termined on an event by event basis, an average mass com-
position must be assumed. This introduces a systematic
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Figure 1: E
Missing
(E
Cal
) correction for fluorescence de-
tectors.
uncertainty in the determination of the primary energy and
possibly a bias, if the actual mass composition is different
from the assumed average.
The model dependence of the missing energy estimation as
a function of E
Cal
is a direct consequence of using a pa-
rameter that is not actually related to the missing energy,
but to the electromagnetic energy. The lack of knowledge
21
A. MARIAZZI et al. A NEW METHOD FOR DETERMINING THE PRIMARY ENERGY
Primary))/ECal(EMissing
QGSJET01
-EMontecarlo
Missing(E
-0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08 0.1
A
.U
. (
Al
l h
ist
og
ra
m
s n
or
m
ali
ze
d 
to
 1
)
0
0.02
0.04
0.06
0.08
0.1
0.12
Hadronic Model & Primary Mass
QGSJET-II Proton
EPOS 1.99 Proton
QGSJET-II Iron
EPOS 1.99 Iron
Figure 2: Difference between EQGSJET01
Missing
(E
Cal
) and the
missing energy from showers simulated with EPOS and
QGSJETII, in units of the primary energy.
of the correct interaction model at high energies also intro-
duces a systematic uncertainty and possibly a bias, that are
ultimately not known. For example, a mis-reconstruction
of the missing energy due to appearance of new physics in
the hadronic interaction models could explain features of
the cosmic ray energy spectrum like the knee without mak-
ing any use of changes in the primary spectrum slope[1].
The event by event deviations with respect to a refer-
ence average value of the missing energy for QGSJET01
mixed mass composition(EQGSJET01
Missing
(E
Cal
) ) can be seen
in Figure 2 . Looking at the spread caused by the mis-
reconstruction of the missing energy, it is then desirable
to have a missing energy parameterization as a function of
shower observables that are less model dependent, and give
a better estimation of the true missing energy on a shower-
by-shower basis.
Extensive air showers created by ultra-high energy cosmic
ray are measured with two complementary techniques at
the Pierre Auger Observatory. The longitudinal shower
development is recorded with the Fluorescence Detector
(FD), while the muonic and electromagnetic components
can be measured at ground by the Surface Detector (SD).
The lateral distribution of the shower particles at ground is
sampled with an array of more than 1600 water-Cherenkov
detectors while the fluorescence light emission along the
shower trajectory through the atmosphere is observed with
a set of 24 telescopes [2].
In this article, a new approach for the determination of the
missing energy in extensive air showers is presented. This
approach takes advantage of the hybrid nature of the Pierre
Auger Observatory, using the signal at 1000 m from the
shower core (S(1000)) and the atmospheric slant depth of
the shower maximum (X
max
) to provide a robust estima-
tion of the missing energy, reducing the systematic uncer-
tainties that this correction introduces in the determination
of the primary energy.
2 A Toy Model for the Missing Energy
In the Heitler model extended to hadronic cascades by
Matthews [3], the primary energy is distributed between
electromagnetic particles and muons.
E0 = ξ
e
c
N
max
+ ξpi
c
N
µ
(1)
One can identify the second term directly as the missing
energy:
E
Missing
= ξpi
c
N
µ
(2)
where ξe
c
is the critical energy for the electromagnetic parti-
cles and ξpi
c
is the pion critical energy. Although the number
of muons generated in the shower depends on the high en-
ergy hadronic interaction model, the pion critical energy
is a well established quantity that depends primarily on
the medium density where the first interactions take place,
making this relationship robust to changes in the hadronic
interaction model.
Nyklicek et al. [4] have shown using vertical showers that
the model dependence is reduced if E
Missing
is estimated
using its correlation with the total number of muons at
ground above 1 GeV. In their work there is a linear relation
to the number of muons (Eq. 2) and the proportionality fac-
tor obtained from Monte Carlo simulations is of the order
of a critical energy ξpi
c
≈ 10 GeV which is in agreement
with the predictions made using the extended toy model of
Matthews [3].
An observable related to the muon content of the shower
would be more suitable for the determination of the missing
energy correction. However, the number of muons is not
directly measured in the Pierre Auger Observatory. One of
the simplest observables related to the muon content of the
shower is S(1000).
Based on universality studies [5, 6], the relationship be-
tween S(1000) and the muon content should be univer-
sal when expressed as a function of the stage of develop-
ment of the cascade at ground level measured by DX =
X
ground
−X
max
(distance measured in atmospheric depth
from the ground to the point of maximum development of
the shower). For a fixed DX , a change in the primary mass
or the hadronic model that modifies the muon content of the
shower (an thus, the missing energy) will change S(1000)
accordingly. This makes the combination of these param-
eters more robust for the determination of the missing en-
ergy, and less dependent of the details of the hadronic in-
teractions or the primary mass composition. Even if the
Heitler model is an oversimplification, it provides great in-
sight on the phenomenology of shower cascades. The total
number of muons follows a power law with the primary
energy
N
µ
=
(
E0
ξpi
c
)
β
. (3)
The primary energy E0 is also a power law of S(1000) for
a fixed angle (S38◦ ), or for a fixed stage of shower devel-
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Figure 3: Fit of log(E
Missing
[GeV ]) vs.
log(S(1000)[V EM ])(bottom) and its residues(top)
for fixed DX bin.
opment using universality in DX
N
µ
=
(
α(DX)S(1000)γ
ξpi
c
)
β
(4)
where the function α(DX) takes into account the attenua-
tion with DX . Based on this toy model, one can estimate
the missing energy using S(1000) and DX
log(E
Missing
) = A(DX) +B log(S(1000)) (5)
A(DX) = log(ξpi
c
) + β log
(
α(DX)
ξpi
c
)
B = βγ.
A(DX) and B will have to be determined with fits to
Monte Carlo simulations. As we will see in section 3, theB
parameter can be set to a fixed value close to unity. This is
easy to understand if we consider that in this simple model
β depends on the inelasticity and multiplicity of pion in-
teractions and is usually within 10% of 0.9 [3] and γ is
in the 1.06 - 1.09 range [7]. Once the values of A and B
are known, we will be able to estimate the missing energy
of any event where S(1000) and X
max
are measured. We
will call this new parameterization of the missing energy
E
Missing
(S(1000), DX).
3 Results and conclusions
Showers simulated with CORSIKA[8] were subsequently
used as input in the detector simulation code, and recon-
structed using the official Offline reconstruction framework
of the Pierre Auger Observatory [9]. The generated data
sample contains approximately 4×104 showers simulated
using the hadronic interaction model QGSJETII(03)[10].
This library consists of proton and iron initiated showers
following a power law primary energy spectrum (E−1) in
the energy range log(E/eV ) = 18.5 - 20.0 and uniformly
distributed in cos2 θ in zenith angle range θ = 0−65◦. The
EPOS 1.99 [11] generated data sample contains also ap-
proximately 4×104 showers but discrete values of energy
and zenith angle.
The X
max
value for Monte Carlo simulations was taken
from the Gaisser Hillas fit of the longitudinal energy de-
posit profile and the missing energy of the simulated event
was calculated following [12]. Since the simulations in
the library are not hybrid, the FD reconstruction accuracy
was factored in by introducing a 20% Gaussian smearing of
the Monte Carlo calorimetric energy, a 2◦ Gaussian smear-
ing of the primary zenith angle and a 25 g cm−2 Gaussian
smearing of X
max
. These values are rather conservative
for hybrid events and the results presented in this work are
insensitive to the value of these parameters, as long as they
are kept within a reasonable range.
The shower library generated with the QGSJETII
hadronic interaction model was used to parameterize the
missing energy as a function of S(1000) and DX . The
surface detector events had to satisfy quality cuts for good
S(1000) reconstruction[13]. The showers were divided
in 13 equidistant bins of DX , ranging from 175 to 1100
g cm−2. For each bin of DX , the missing energy is fitted
using equation (5). A representative example of these fits
and the corresponding residues are shown in figure 3. The
variation of the parameter A with DX was then parameter-
ized with a third degree polynomial
A(DX) = 7.347− 3.41 10−4DX + 1.58 10−6DX2
−7.88 10−10DX3 (6)
the parameter B was fixed to 0.98 and the A parameter
dependence with DX for QGSJETII showers. The dif-
ference between E
Missing
(S(1000), DX) and the actual
missing energy of the QGSJETII showers as a function
of E
Cal
is presented in Figure 4 (left). Filled circles rep-
resent the values obtained using E
Missing
(S(1000), DX)
and empty circles represent Monte Carlo true values, which
are slightly shifted to the left to aid clarity. There is a good
agreement with a small bias of less than 1 % of the pri-
mary energy depending on the mass composition and its
value decreases with primary energy. The set of EPOS
simulations was used to test how E
Missing
(S(1000), DX)
performed with a change in the hadronic model. EPOS
is significantly different from QGSJETII and is known
to generate more muons than other models, and conse-
quently more missing energy. The difference between
E
Missing
(S(1000), DX) and the actual missing energy of
the EPOS showers is presented in Figure 4(right). It is im-
portant to emphasise that we are using a parameterization
obtained from QGSJETII showers to describe the missing
energy given by a significantly different hadronic model
like EPOS, without introducing important biases or loos-
ing too much accuracy. As we mentioned in the introduc-
tion, this is possible because we are estimating the miss-
ing energy using observables closely related to the muonic
component of the shower at a given shower development
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Figure 4: Average missing energy E
Missing
(S1000, DX) (filled circles) as a function of the calorimetric energy for
QGSJETII (left) and for EPOS (right) using the E
Missing
(S1000, DX) from QGSJETII. Monte Carlo true values
(empty circles) are slightly shifted to the left to aid clarity. Lines represent E
Missing
(E
Cal
) parameterizations.
stage, that are in turn tightly related to the origin of the
missing energy.
To illustrate this point, in figures 2 and 5 we show
the difference between the missing energy parameteri-
zations and the simulation true values for each of the
considered parameterizations. It can be seen in fig-
ure 5 how E
Missing
(S(1000), DX) gives a better esti-
mation of the missing energy than EQGSJET01
Missing
(E
Cal
),
even if the hadronic model or the primary mass is
changed. Using the presented missing energy estimator
E
Missing
(S(1000), DX), the hadronic interaction model
bias is removed while, at the same time, the bias due to the
mass composition is reduced by a factor of two with respect
to the previous EQGSJET01
Missing
(E
Cal
) parameterization.
E
Missing
(S(1000), DX) enables us to estimate the miss-
ing energy of almost any event with a good reconstruction
of S(1000) and X
max
, without making assumptions on the
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Figure 5: Difference between E
Missing
(S(1000), DX)
and the missing energy from showers simulated with
EPOS and QGSJETII, in units of the primary energy.
primary mass or the hadronic model. Future work will
also include tests with other hadronic interaction models
to strengthen the hypothesis of hadronic model indepen-
dence, and an extension applicable to the reconstruction of
very inclined showers.
Hybrid events that trigger the surface detector array and the
fluorescence telescopes separately are ideally suited to es-
timate the missing energy. The application of this method
to determine the missing energy from a set of such hybrid
events and a detailed study of the impact of this new miss-
ing energy correction on the surface detector calibration are
in progress.
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