The problem of identifying continuous spatiotemporal nonlinear systems from noisy and indirect observations is determined by its computational complexity. We propose a solution by means of nonlinear state space filtering along with a state partition technique. The method is demonstrated to be computationally feasible for spatiotemporal data with properties that occur typically in experimental recordings. It is applied to one component of the simulated chaotic data of a two-component reaction diffusion system, yielding estimates of both the unobserved state component and the diffusion constant.
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I. INTRODUCTION
Recent investigations into nonlinear systems with a spatiotemporal dynamical behavior initiated a fruitful interaction between experiments and theoretical modeling, especially in the physical and chemical sciences ͓1-8͔. Sometimes, the model structure can be derived directly from data by using inverse approaches ͓9-14͔. For an accurate quantitative description of spatiotemporal dynamics, the exact values of the model parameters need to be known, but these are often not available completely or determined only imprecisely by theory ͓15,16͔.
In this paper, the inverse problem of modeling, as a tool to estimate parameters and unobserved states from measurements on systems with spatiotemporal dynamics, is considered. Due to measurement influences, this identification task is not straightforward: Since the data samples provide only an incomplete amount of information, the results of the identification have to be regarded as estimates. These estimates should approximate the true parameters and the true dynamics in some optimal sense. The choice of an appropriate optimality criterion then leads to an associated cost function to be minimized. This minimization may be accomplished by initial value approaches with more or less sophisticated search strategies ͓17-21͔. In case of strong nonlinearities, noise, and indirect observations, often the cost function is so complex that the applicability of the initial value approach is significantly diminished. On the other hand, recursive techniques, to evaluate the cost function in a sequential way, provide a promising solution to accomplish the minimization of complex cost functions of deterministic dynamical systems ͓22͔.
Here, recently introduced novel nonlinear filtering techniques ͓23-26͔ to estimate parameters and indirectly and unobserved states from spatiotemporal data are utilized. These methods are based on the state space concept of system dynamics. First, the spatiotemporal system is transformed by the method of lines to a system of coupled ordinary differential equations amenable to a treatment with the state space formalism. To solve the inverse problem, then, in principle, filtering could be applied to these highdimensional ''states.'' Due to the high state dimension, the tracking of the whole filter density by means of Monte Carlo simulations is often out of scope. Even filters that maintain only mean and covariance suffer from limited computer memory capacity.
The method introduced here solves the problem at its root: The global but high-dimensional estimation problem is partitioned into several local low-dimensional ones. An illconsidered reduction of dimensionality would reduce the available information content, too. It follows that if the partition area is smaller than the spatial correlation length, one cannot expect accurate estimates any longer.
The outline of the paper is as follows. First, the state space formalism and its inverse problem, the filtering problem, is introduced briefly. Then, the state space formalism is adapted to deterministic spatiotemporal systems along with the partition method. The method will be elaborated on the estimation of an unobserved component and a parameter of a reaction-diffusion model. Rather than elaborating on mathematical details, we aim at giving a readable introduction focusing on the applicability to experiments.
II. SPATIOTEMPORAL SYSTEMS AND THE STATE SPACE CONCEPT

A. General state space modeling
Before considering the full spatiotemporal approach, in this section the state space formalism and the associated inverse problem of low-dimensional systems ͓27͔ is introduced for a dynamical system, the time evolution of its state S(t) R D s is given by the system equation
In general, the function F is nonlinear with respect to the state S(t). The dynamics depends on a parameter vector (t)R D , some external but nonrandom input u(t) R D u , and a white noise process ⑀(t)R D s . The stochastic term ⑀(t) is introduced to approximate rapidly fluctuating subsystems or unknown dynamics, e.g., unpredictable environmental influences.
In view of the parameter estimation, it is convenient to treat as an additional state component. That is, an extended state X(t) is constructed by augmenting the state S(t) with the parameter (t):
For a constant parameter vector, the associated evolution equation, called the state equation in the following, is
Typically, one cannot measure X(t) directly but only through an observation process which is described by the observation equation
The observation equation maps the unobserved state X(t) to the observation Y(t)R D y via the observation function H. Unpredictable influences and distortions occurring during the process of observation are represented by the white noise process (t)R D y . Both the dynamical noise ⑀(t) and the observational noise (t) are assumed to be mutually uncorrelated over time, i.e., their joint probability density factorizes for all times. The entity of Eqs. ͑3͒ and ͑4͒ is referred to as ͑time-continuous͒ state space model.
Because observations can be sampled at discrete times only, the problem of modeling has to be adapted accordingly by means of discretization with respect to the sampling time interval ⌬t. For notational convenience in the following, it is set to ⌬tϭ1. Discretization can be accomplished for the time-continuous state space model ͑3͒ and ͑4͒ by transforming it to the corresponding discrete state space model
The mapping f is given by the integral equation
Since this stochastic functional, in general, cannot be solved analytically, numerical approximation schemes have to be employed.
B. State space filtering
The estimation of states amounts to the estimation of probability densities; the estimated densities provide both the state estimates ͑e.g., by the mean value of the density estimates͒ and the estimation uncertainty ͑e.g., by the variance of the density estimate͒.
Therefore, the problem of retrieving the density of a state X t from indirect and noisy observations is faced. Note that the state contains the parameter vector which will be estimated simultaneously with the trajectories. Since the density of X t is conditioned on the given observations, it is often referred to as an inverse density. Finding the inverse density can be achieved in a recursive manner, i.e., the density at time t is constructed from the density at time tϪ1 and the new incoming observation at time t. The theorem of Bayes and the theory of Markov chains provide the framework for recursive or sequential estimation of the indirectly observed state from data:
The collection of random variables X 1 ,X 2 , . . . ,X t forms a stochastic process Xϭ͕X 1 ,X 2 , . . . ,X t ͖ with outcomes x 1:t ϭ͕x 1 ,x 2 , . . . ,x t ͖. The statistical properties of such a process are given by the joint probability density X (X ϭx 1:t ), or in short (x 1:t ). In order to describe dependencies between the process variables, a conditional density is defined by Analytical solutions, in general, cannot be found, therefore approximations to the filter equations are needed: For weakly nonlinear models, the optimal filter equation may be approximated by means of linearization of the system and observation function. For this so-obtained extended Kalman filter ͑EKF͒, explicit system function derivatives have to be provided. This may become rather involved quite rapidly for higher-order approximations. Besides, the rather restrictive approximation used within the EKF sometimes leads to strongly biased and inconsistent estimates ͓30͔.
An alternative approximation approach is provided by Monte Carlo methods, e.g., particle filter or Monte CarloMarkov chain algorithms. Although they may yield better estimation results, accuracy is increased for the prize of numerical expense due to cumbersome stochastic simulations. Moreover, the convergence rate is rather slow and must be accelerated by further approximations.
A hybrid approach that unites advantages of Monte Carlo methods ͑better accuracy͒ with the Kalman filter ͑easy to handle the update equations for the states͒ is the recently proposed unscented Kalman filter ͑UKF͒ ͓23-26͔. Due to the technique of ''deterministic sampling,'' a considerable reduction of the sample size is achieved. Despite its numerical simplicity, the unscented Kalman filter estimates for mean x t and covariance P t are equally or more accurate than those of the EKF of first order ͓23,30͔. The UKF is numerically easier to handle, compared with Monte Carlo methods, while giving better estimates, compared with the EKF. It has been successfully applied so far to the estimation of unobserved states and parameters in nonlinear models given by neural networks ͓31͔ and ordinary and stochastic differential equations ͓22͔.
C. The unscented Kalman filter
The UKF algorithm for state space models with mutually uncorrelated additive Gaussian noises consists of the following steps ͓32,33͔:
͑i͒ Select an initial value X 1 ϳN(x 1 ,P 1 ). In the case of deterministic state dynamics, the covariance P 1 may be interpreted as an uncertainty about the chosen initial guess x 1 for the true state.
͑ii͒ Sampling: Calculate a set of Kª2D x ϩ1 sample points, the points, from the given mean and covariance of the filter density N(x tϪ1 ,P tϪ1 ) for tу2:
where (ͱ.) i denotes the ith row of the matrix square root. The parameter ␣ (0Ͻ␣р1) determines the ''spread'' of the points around x tϪ1 . ͑iii͒ Prediction: Propagate the points through the state and observation equations. This means, compute f(x tϪ1 (i) ) and h(f(x tϪ1 (i) )) for all points x tϪ1 (i) in order to estimate the mean and covariance of the predicted prior and likelihood by
The vector products are outer products and the prime denotes the transpose of a vector. The weights are defined to be w i ϭ1/2␣
2 D x (iϭ1, . . . ,2D x ) and w K ϭ1Ϫ1/␣ 2 . Assume that f and h are polynomials of order less than three and noises are additive and Gaussian, then the estimates of the moments given in Eqs. ͑16͒-͑19͒ are exact. The state dimension D x should be canceled out from the point computation by setting ␣ϭ1/ͱD x . This ensures, for example, comparability of estimation results stemming from different state dimensions.
͑iv͒ Update: Finally, correct the predicted moments by the data y t using the Kalman update equations 
͑v͒ Proceed recursively with steps ͑ii͒-͑iv͒, using the filter density estimates made one time step before, until convergence for the state estimate is reached. For deterministic systems, the state x t is uniquely defined and will be called the true state. Since initially only a guess x 1 with some uncertainty P 1 is given, the state can be interpreted formally as a random variable with Gaussian density: X t ϳN(x t ,P t ). Its estimate is given by the mean value x t . Note that the dynamics itself remains deterministic, i.e., ⑀ t ϭ0. With an increasing amount of data, the estimated filter density becomes narrower. The limit is determined by the approximation errors of the UKF. Such errors arise, for example, in the case of polynomial order higher than two in f or h, for which the UKF estimates become biased.
The state and observation equations are not affected by the UKF in any way, unlike as with the EKF ͑truncated Taylor expansion͒ and the DD2 filter ͑truncated Stirling expansion͒ ͓30͔. The only approximation here is to neglect cumulants of the order higher than two for the densities considered. If higher-order cumulants become significant, e.g., for long-tailed or multimodal distributions, the UKF estimates are inconsistent and therefore do not sufficiently reflect the main properties of true dynamics any longer. One of the main advantages of the UKF is that there is no need for a computation of derivatives with respect to the state. This allows for the straightforward use of state space models that contain nondifferentiable terms or models where the Jacobian cannot be computed easily. This is often the case for high-dimensional systems occurring with partial differential equations. The problem of adapting partial differential equations to the state space formalism is treated in the following section.
III. PARAMETER AND STATE ESTIMATION IN SPATIOTEMPORAL SYSTEMS
A. State space modeling of spatiotemporal systems
The evolution equation of a deterministic and timehomogeneous spatiotemporal system with only local interactions is given by ‫ץ‬ t V͑r,t ͒ϭF ͑ V,r,,‫ץ‬ r ͒, ͑24͒
where V(r,t)R D v denotes the system's state variable, r ϭ(r 1 ,r 2 , . . . ,r D r )ЈR D r the spatial coordinate, R D a parameter vector, tуt 1 the time, and F a nonlinear functional. Equation ͑24͒, in conjunction with initial conditions V(r,t 1 ) and boundary conditions V (t)ϭV(r,t) (r being the boundary coordinates of the system͒, completely governs the spatiotemporal evolution of the variable V(r,t). This defines the system's spatiotemporal trajectory. Continuous spatiotemporal trajectories cannot be observed, rather V(r,t) can be taken at discrete sampling points. A discrete spatiotemporal trajectory is then a set ͕V r,t ͖ with rϭr 1 ,r 2 , . . . ,r N r and tϭt 1 ,t 2 , . . . ,t N t , where N r denotes the number of spatial sampling points. For notational convenience and with respect to the examples to come along, the description is reduced to the case of two spatial dimensions, D r ϭ2, i.e., r i ϭ(r 1,i ,r 2,i )Ј. Note that the procedure introduced next is valid for three-dimensional systems, for example, as well. Instead of indexing each point directly, the more compact writing ͕V r,t ͖ enables us to save indices and to define the method for arbitrarily shaped regions in space. For example, in some experiments there are obstacles, e.g., measurement devices, that would otherwise prevent a straightforward indexing of points. What is lost here is that the neighborhood relationships cannot be seen immediately anymore, but this will not turn out to be of much importance.
The elements of the pattern at some fixed time t, i.e., the set ͕V r,t ͖ with rϭr 1 ,r 2 , . . . ,r N r , may be interpreted as representing the components of a state vector S t with dimension D s ϭN r D v . In the following, the words ''pattern'' and ''state vector of a pattern'' are used synonymously. In order to get the pattern S t from the pattern S tϪ1 , a numerical integration over time according to Eq. ͑24͒ has to be carried out. If the method of lines ͑MOL͒ is used, the state S t is the solution of a system of coupled ordinary differential equations in time,
With S tϪ1 being the initial condition, the discrete state equation thus reads
Considering observations of spatiotemporal trajectories S t , an observation equation
is added, accounting for indirect and imprecise observations.
Here, t represents a white noise process, h s :R D s →R D y is the observation mapping, where D y again denotes the number of components that are observed ͑usually D y рD s ). Equations ͑26͒ and ͑27͒ then correspond to the state space model given in Eqs. ͑5͒ and ͑6͒.
B. Partitioned filtering
The state vector of a spatiotemporal problem of even low dimension D v turns out to be high dimensional for realistic grid sizes. For example, taking sample points lying on a two-dimensional square grid with N r 1 ϭN r 2 ϭ60, one has N r ϭ3600, and with D v ϭ2 one obtains D s ϭ7200. Therefore, the covariance matrix has 52ϫ10 6 entries. This turns out to be computationally infeasible, since matrix inversions, for example, are needed in the UKF update equations. To handle this problem, the estimation procedure is reformulated by an approximative decoupled estimation of an ensemble of patches. Patches are defined to be arbitrarily shaped and disjunct sets that constitute the pattern, if patched together in a way to be specified further. The state of each patch is denoted by S ,t with ϭ1, . . . ,N p , where N p is the number of patches. In analogy to the pattern, the phrases ''patch'' and ''state vector of a patch'' are used synonymously in the following. All points that lie outside a patch are called its exterior points.
First, an appropriate state equation is constructed for each patch by the method of lines, i.e., the spatial differential operator in Eq. ͑26͒ is substituted by a difference scheme. As a result, one gets a system of coupled ordinary differential equations called, in the following, the ''global state equation.'' In order to get S ,t , its initial conditions S ,tϪ1 and some exterior points are needed.
For example, let us assume D r ϭ2, D v ϭ1, N r 1 ϭN r 2 ϭ9 and ϭ1,2, . . . ,9, i.e., a pattern S t with D s ϭ81 at some time t is decomposed into nine patches S 1,t , . . . ,S 9,t of equal sizes and shapes. Each S i,t again consists of nine elements S r 1,j ,r 2,k ,t , where j and k indicate their positions. Let us assume, furthermore, that only immediate spatial neighboring points are coupled. In order to get, for example, S 5,t from S 5,tϪ1 , using a central difference scheme for the approximation of spatial differential operators, the relevant part of S t results as is shown in Fig. 1 .
The evolution equations for the elements of S 5,t are provided by a subset of the global state equation that may utilize components of the neighboring patches S 2,t , S 4,t , S 6,t , and S 8,t . To summarize, the question of a dynamical partition corresponds to the issue of how to proceed with these exterior points.
The simplest partition is given by the exclusion of the exterior points. This can be accomplished by using noncentral spatial difference schemes in the method of lines to solve the partial differential equation. In this case, it is impossible to benefit from the exterior points as a source of information, though. It should be better to incorporate exterior information into each local estimation problem. In particular, a possible solution is to require the exterior points of each patch to be constant numerical values rather than dynamical variables during the integration from tϪ1 to t. In this way, dynamical decoupling of the patch is achieved while still maintaining exterior information. The constants are taken to be the corresponding initial values of the neighboring patches, i.e., the respective components of S 2,tϪ1 , S 4,tϪ1 , S 6,tϪ1 , and S 8,tϪ1 in Fig. 1 . If the integration from tϪ1 to t has been performed for each patch, then the same pattern is obtained as one would get by solving the global state equation. Consequently, in this case not only exterior, but global information is utilized.
Formally, the exterior points are interpreted as introduced by an external input u ,t to the state equation of each patch. One could think of ''controlling'' the local prediction by some additional information of exterior points provided through u ,t . Thus, the state equation for S ,t of each patch reads
Analogously, the observation equation for each patch reads
The predictions for state and observations can then be updated using the UKF rules ͑20͒ and ͑21͒. This procedure has to be repeated for all patches at time tϪ1 in order to get the estimated pattern Ŝ t ϭ͕Ŝ 1,t , . . . ,Ŝ N p ,t ͖. For patterns produced by a deterministic system, the estimate of the true pattern v t is given by the mean ŝ t , while P t represents the associated estimation errors. The question that arises is: how the patch sizes should be chosen to get good estimation results? It stands to reason that the best estimate would result from solving the global problem, but as mentioned earlier this may be computationally intractable. Fortunately, due to decreasing spatial coupling strengths with increasing distances of the respective spatial points, certain covariance entries will not contribute much to the signal's variance, and therefore may be neglected during the estimation procedure. A statistical measure to quantify the dynamical importance of spatial neighbors can be formulated in terms of the correlation length. If the spatial sampling points of the pattern lie on a quadratic and regular grid, the corresponding spatial correlations can be estimated from given data yϭ͕y t,i, j ,1рi, jрͱN r ,1рtрN͖ by
where k,lϭ1,2, . . . ,ͱN r , forming the components of the correlation matrix Ĉ . The correlation lengths with respect to each spatial coordinate are then defined as the lags for which the correlations have decreased by their eth part. Taking into account the points that lie outside this range of correlation gives small covariance entries and thus has only minor effects on the estimation result. Consequently, in order to re- duce the dimensionality while achieving good estimations, the patch sizes should correspond to the correlation range spanned by the correlation lengths.
The partitioned filtering allows for an approximation by a considerable reduction of the overall system's dimensionality. For the previous example, the hardly treatable estimation of a system with dimension 81 is reduced to nine estimation problems, each of dimension nine. The partitioned filtering is an approximation to the global filtering problem, since one does not use the global covariance matrix. Due to the nonlinear interactions and the partitioning, an explicit error analysis seems to be, in general, impossible. Therefore, to gain confidence into the results, the applicability of this technique should be validated on simulated data before an application to experimental data is considered.
C. Parameter estimation in partitioned systems
So far a partition technique for state estimation was considered, i.e., the parameter values were known. A possible way for estimating unknown parameter values is treating the parameter as an additional state space component, as was described for low-dimensional systems in Sec. II A. The extended state vector of dimension D x ϭN r D v ϩD now is
͑31͒
It will be called just state in the following.
Since the parameter is treated as a state component, some ''dynamics'' has to be defined. If all patches are of the same size and shape, they may be treated as local solutions of the same system but with different initial and boundary conditions. The parameters estimated within a patch then may vary and represent an N p -dimensional ensemble of proposals from which the parameter should be chosen. The most likely parameters with respect to the data follow from the maximum of the density estimated by the frequency distribution of the proposals. For the sake of simplicity, the ensemble density is assumed to be symmetric, such that the location of the maximum is given by its average value. The predicted parameter at time t, therefore, is set to be the average of the parameters of all patches at time tϪ1. In state space notation, this reads
This section ends with a summary of the proposed method, given as the following. ͑1͒ Construct a partition. ͑2͒ Construct the extended state vector for each patch. ͑3͒ Define the control inputs for the state by taking the numerical values of the estimates of the respective exterior points one time step before.
͑4͒ Compute the prediction of each patch. The predicted parameter is obtained by averaging over the ensemble of estimated parameters one time step before.
͑5͒ Compute the update for the extended state of each patch.
͑6͒ Proceed with step 3 until convergence for the parameter estimate is reached.
͑7͒ Construct the estimated patterns using the estimated patches. The final parameter estimate is taken to be the ensemble average over the parameter estimates.
IV. EXAMPLE
The partitioned filtering method is applied to a twodimensional reaction-diffusion system ͓34 -36͔. This system is chosen due to its rich spatiotemporal dynamical behavior and its ability to accurately describe observations in catalytic surface reactions ͓37,38͔. If excited, the underlying chemical system produces concentration differences propagating through the chemical reactor. Target and spiral patterns are observed as well as spiral defect chaos. The underlying complex chemical reaction is simplified to a system of two variables, an activator v 1 and an inhibitor v 2 .
The model is given by
with the piecewise defined function
͑36͒
To solve Eqs. ͑34͒ and ͑35͒ on a rectangular grid with spatial sampling steps ⌬rϭ0.5 and with periodic boundary conditions numerically, the method of lines is used. The Laplacian is approximated by a difference scheme of second-order accuracy. The spatial resolution is chosen to be N r 1 ϭN r 2 ϭ60, while the parameters are set to c 1 ϭ0.07, c 2 ϭ0.84, c 3 ϭ1, and c 4 ϭ0.08. After the excitation of the system and omitting a transient phase, 100 consecutive patterns are recorded with a time step of ⌬tϭ0.04, an example being shown in Fig. 2 : Spiral waves are broken up and form a chaotic pattern for both components of the system. The inhibitor concentration cannot be observed directly, but its theoretical dynamical behavior including the exact values of some parameters is known. ͑Parameter estimation for the completely observed system has been performed in Refs. ͓10,17͔.͒ Therefore, in this example the typical situation that only the first component v 1 is observed is considered. To simulate possible experimental conditions, it is corrupted by an additive noise with P ϭ0.01 ͑Fig. 3͒. The diffusioncoefficient ϭc 3 is assumed to be unknown. In order to provide a partition size, the correlation matrix has been estimated from data by
giving a correlation length of 6 ͑in units of the spatial sampling interval͒. Compared with Eq. ͑30͒, the estimator given in Eq. ͑37͒ was slightly modified in order to retain the system's isotropic structure, i.e., its invariance against permutation of the spatial coordinates.
Therefore, the problem is the following. Estimate the true quantities v 1 , v 2 , and from the indirect and noisy observations y. In terms of state space modeling, this is the same as the problem of estimating X t , which has the dimension of D x ϭD v N r ϩD ϭ7201.
The estimated states v 1,t N and v 2,t N are shown for a partition into patches of size 6ϫ6 ͑Figs. 3 and 4͒, corresponding to the data correlation length of 6. Besides this, this partition provides the best trade-off between estimation accuracy and computational time. Results concerning other partitions are presented later in this section. The initial state is chosen to be Ŝ 1 ϳN(ȳ 1 •1 D s ,P s,1 ), where ȳ 1 R denotes the spatial mean value of the observed pattern y 1 R N r , 1 D s being the unit column vector of dimension D s ϭD v N r . The entries of the diagonal matrix P s,1 R D s ϫD s are set to 10. The initial parameter estimate is chosen to be twice the true value, with the same covariance as the states. The estimated parameter t is the average over the parameter ensemble at time t. The uncertainty of the final parameter estimate t N , i.e., its covariance, is taken to be P t N ϭmax(͕P ,t N ͖ ) a rather conservative estimation. Additionally, the convergence of the parameter estimate is shown in Fig. 4 for two different initial guesses.
Results obtained for all partitions are summarized in Table I . One observes that the size of the resulting patches considerably influences the computational time and the estimation quality. On one hand, small patches worsen the quality of pattern estimations, since the global covariance matrix is approximated more crudely. The advantage is that the computational time may be lower. On the other hand, large patches give better estimates but suffer from increased computing time. For the example used here, the quality of pattern and parameter estimates do not differ much for sizes larger than patches with size 6ϫ6 ͑Table I͒, while the computation time grows drastically ͑Fig. 5͒. This confirms the 6ϫ6 partition as an optimal choice. Note that the dependence between the patch size and the computational time is nonmonotonic; a minimum at intermediate values occurs. The optimal partition with respect to computational time or estimation accuracy may differ from system to system and the numerical setup as well. The method of partitioned filtering for estimating parameters and unobserved components from partial and noisy observations of spatiotemporal dynamical systems has been introduced. It has been exemplified on simulations of a reaction-diffusion system. Due to the method's recursive structure and the newly introduced partition technique, the method works efficiently for systems with several numbers of variables and spatial coordinates. A criterion for the choice of the partition is provided by means of the correlation length of the data, although there may exist systems, where the accuracy may also be good for patches smaller than those determined by the correlation length.
The example has been restricted to a system with a known structure and only one unknown parameter in order to prevent problems with structural identifiability issues, which may arise when increasing the number of unknown parameters. For example, even for linear state space models with known parameters, it may be possible that parts of the state components are not identifiable; in other words, it is impossible to estimate the complete state from partial observations. This is not a question of the amount of noise but mainly of the system's structure. For linear systems without spatial dynamics, criteria can be formulated that allow for a test for identifiability ͓39-42͔, but there is no concise theory up to now for nonlinear systems, except for some special classes, such as polynomials or compartment models of certain types ͓43-45͔. To the knowledge of the authors, the identifiability problem for partial differential equations is yet unsolved.
The here-used particular approach of unscented Kalman filtering gives minimum mean squared error estimates for the state. When estimating the state and the parameter simultaneously, the resulting estimates for the parameter are optimal for the minimum mean squared error state, which may lead to some bias in the parameter estimates. Furthermore, the unscented Kalman filter can produce biased results for the states where strong nonlinearities are apparent. Only for polynomial nonlinearities up to the second order, it is guaranteed to yield optimal estimates.
It turns out in the example that the unscented Kalman filter gives excellent results for even higher-order nonlinearities. The reason is that the nonlinearities that arise from the temporal discretization of the dynamics of a time-continuous system are only weak, unless the time steps are too large; each numerical integration scheme is based on a decomposition of the dynamics into an identity mapping to which a comparably small correction is added. For large sampling time steps, where the nonlinearities become more significant, more accurate methods based on Monte Carlo approximations could be used in the here-introduced framework of partitioned filtering. This will be a topic of further research. FIG. 5 . Left: histogram of the parameter ensemble for the 6 ϫ6 partition at tϭ100. The frequency distribution is approximately symmetric, justifying the use of the average in order to characterize the most likely parameter. Right: estimated correlation matrix ͑only the relevant part is shown͒. Axes denote spatial lags ͑in units of the spatial sampling step͒ along the respective spatial coordinates. Gray-scaled units are dimensionless.
