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Random Incident Waves for Fast Compressed
Pulse-Echo Ultrasound Imaging
Martin F. Schiffner
Abstract—Established image recovery methods in fast ultra-
sound imaging, e.g. delay-and-sum, trade the image quality for
the high frame rate. Cutting-edge inverse scattering methods
based on compressed sensing (CS) disrupt this tradeoff via
a priori information. They iteratively recover a high-quality
image from only a few sequential pulse-echo measurements
or less echo signals, if (i) a known dictionary of structural
building blocks represents the image almost sparsely, and (ii)
their individual pulse echoes, which are predicted by a linear
model, are sufficiently uncorrelated. The exclusive modeling of
the incident waves as steered plane waves or cylindrical waves,
however, has so far limited the convergence speed, the image
quality, and the potential to meet condition (ii).
Motivated by the benefits of randomness in CS, a novel method
for the fast compressed acquisition and the subsequent recovery
of images is proposed to overcome these limitations. It recovers
the spatial compressibility fluctuations in weakly-scattering soft
tissue structures, where an orthonormal basis meets condition
(i), by a sparsity-promoting ℓq-minimization method, q ∈ [0; 1].
A realistic d-dimensional model, d ∈ {2, 3}, accounting for
diffraction, single monopole scattering, the combination of power-
law absorption and dispersion, and the specifications of a planar
transducer array, predicts the pulse echoes of the individual
basis functions. Three innovative types of incident waves, whose
syntheses leverage random apodization weights, time delays, or
combinations thereof, aid in meeting condition (ii).
In two-dimensional numerical simulations, single realizations
of these waves outperform the prevalent quasi-plane wave for
both the canonical and the Fourier bases. They significantly
decorrelate the pulse echoes, e.g. they reduce the full extents
at half maximum of the point spread functions by up to 73.7%.
For a tissue-mimicking phantom and q ∈ {1, 0.5}, they improve
the convergence speed and the image quality in terms of the
mean structural similarity indices and the relative root mean-
squared errors by up to {2.7 %, 22.9 %}, {44.1 %, 55.5 %}, and
{42 %, 60.5 %}, respectively.
Index Terms—random incident waves, inverse scattering, com-
pressed sensing, sparse regularization, ultrafast ultrasound imag-
ing, computational ultrasound imaging, fast multipole method,
GPU computing
I. INTRODUCTION
MEDICAL ultrasound imaging (UI) is a safe, cost-effective, portable, and frequently-used modality that
provides sub-millimeter spatial resolutions in real-time [1, Fig.
1.15, Table 1.2], [2]. The typical progressive scanning of a
specified field of view (FOV) by focused beams, however,
requires hundreds of sequential pulse-echo measurements per
image and, owing to the finite sound speed, limits the frame
rate [3, 536–539], [4], [5]. Advances in electronic miniatur-
ization and processing power have recently led to freely pro-
grammable UI systems and software-based “ultrafast” imaging
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modes, e.g. coherent plane-wave compounding [6], synthetic
aperture (SA) imaging [7], [8], or limited-diffraction beam
imaging [9], [10], that overcome this limitation and capture
large FOVs at rates in the kilohertz range [11], [1, Sect.
1.11]. Using a fully-sampled transducer array, they sequen-
tially insonify the entire FOV by only a few unfocused
waves and process the echo signals generated by all elements.
Besides rendering UI safer [12] and more sensitive [13], they
have enabled the observation of moving objects and transient
phenomena [12], [14], [15], even in three dimensions [16].
The established image recovery methods, which are ex-
plicit and computationally efficient, gradually trade the image
quality for the frame rate [6], [8], [9], [17]. Their physical
models neglect various effects, e.g. the finite number of array
elements and their anisotropic directivities, and basic abilities
of programmable UI systems, e.g. the syntheses of complex
incident waves. The popular delay-and-sum (DAS) method,
for example, focuses the echo signals on specified points
in the FOV to quantify their echogeneity. Emitting steered
plane waves (PWs) [6], [12], [13], [15], [16], whose spatial
extent and energy content are unlimited, or outgoing {1, 2}-
spherical waves [8], [14], [16], whose isotropic sources are
points, it adds the signal samples at the round-trip times-
of-flight (TOFs) [6, (2), (6)], [8, (4), (5)]. The competing
Fourier methods, in contrast, invert the wave equation and po-
tentially improve the image quality at reduced computational
costs [7], [9], [10], [17]–[20]. Detecting the scattered waves
on infinite planes, they derive the {2, 3}-dimensional spatial
Fourier transform of the image using either an exploding
reflector model for steered PWs [17] or variants of the Fourier
diffraction theorem1 (FDT) for non-diffracting beams, e.g.
steered PWs [9], [10], [19], [20] or X waves [9], and outgoing
1-spherical (cylindrical) waves [7].
Novel inverse scattering methods, which increase both the
complexity and the computational costs, improve the image
quality [24]–[34]. They regularize the ill-posed recovery prob-
lem given both a set of echo signals and a linear model for its
prediction. Their universality, which stems from the arbitrary
sophistication of this model and its optional calibration via
experimental measurements, optimally complements the pro-
grammable UI systems. For instance, they theoretically support
incident waves and array geometries of any complexity, the
separate recovery of multiple acoustic material parameters,
1The FDT (cf. e.g. [21, Thm. 8.4], [22, Thm. 3.1], [23, Sect. 6.3]), which
is also referred to as the “generalized projection-slice theorem”, adapts the
Fourier slice theorem underlying the image recovery in x-ray computed
tomography from rays to diffracting waves. Using the Weyl expansions of
the outgoing free-space Green’s functions [21, Sect. 4.1], it decomposes all
waves into steered PWs and, thus, facilitates their treatment.
2efficient spatiotemporal sampling concepts for data rate re-
duction, denoising, and the inclusion of a priori information
about the image. Cutting-edge variants [24], [25], [27]–[30],
[32]–[34] have recently adopted “compressed sensing”2 (CS),
a data acquisition and recovery method providing essential
benefits in other modalities [39]–[41], to disrupt the tradeoff
between the image quality and the frame rate. They iteratively
recover a high-quality image from only a single pulse-echo
measurement or less echo signals, if (i) a known dictionary of
structural building blocks represents the image almost sparsely,
and (ii) their individual pulse echoes, which are predicted by
the linear model, are sufficiently uncorrelated.
The linear models, which are formulated in the time do-
main [24], [25], [28], [29] or the temporal [30]–[34] and
spatiotemporal [27] Fourier domains, however, currently limit
the convergence speed, the image quality, and the potential to
meet condition (ii). Like the established methods, they partly
neglect diffraction, the combination of frequency-dependent
absorption and dispersion, and the specifications of the in-
strumentation, including the array geometry, the acoustic lens,
and the electromechanical transfer behavior. Moreover, they
partly limit the number of spatial dimensions to only two,
intermix results for the two- and three-dimensional Euclidean
spaces, and replace the acoustic material parameters by an
abstract reflectivity function. The exclusive usage of steered
PWs [24], [25], [27]–[34] or outgoing cylindrical waves [25]
ignores basic abilities of programmable UI systems. The latter
typically specifies pulse shapes, apodization weights, and time
delays for the waves emitted by the individual array elements
and provides hundreds of degrees of freedom to synthesize
alternative types of incident waves. Although nonconvex re-
covery methods require less data [42]–[44], convex variants
are prevalent [25], [27], [28], [30], [32]–[34].
The randomization of the apodization weights and the
time delays in the syntheses of the incident waves, which is
motivated by the essential theorems underlying CS, potentially
improves the conformity with condition (ii). In fact, the linear
time-shift invariant (LTI) measurement process physically su-
perimposes the weighted and delayed echo signals induced by
the individual array elements. Each incident wave randomly
projects a complete SA acquisition sequence on a single pulse-
echo measurement and, thus, strongly compresses both the
acquisition time and the data volume. The few studies of
such waves in compressed UI and their origins will now be
reviewed.
A. Related Work
The syntheses of random waves in UI partly trace back
to time-reversal [45] and computational microwave imaging
[46]–[50]. The latter trades the hardware complexity and costs,
which are raised by transceiver arrays or mechanical scans, for
the computational costs of the image recovery. Highly disper-
sive customized apertures, e.g. complex metamaterials [47],
2The initial distinction between the terms “sparse recovery” and “com-
pressed sensing” (CS), which was based on the usage of either deterministic or
random sensing matrices and their theoretical guarantees, has been abandoned
[35, 2], [36]. Additional names include “compressive sensing” [37] and
“compressive sampling” [38].
[49], [50] or leaky reverberant cavities [46], [48], form virtual
transceiver arrays. These expand excitations at sufficiently
different frequencies into distinct spatial codes, i.e. spatially
erratic incident fields, and, reciprocally, mix the scattered fields
in reception, providing frequency-diverse projections of the
FOV. The knowledge of the two-way transfer function enables
the image recovery. Unlike the random sampling [25], [28],
[51] or mixing [25], [52] of the scattered waves, which reduce
the number of transceivers and measurements, the random
waves improve the conformity with condition (ii).
Kruizinga et al. [53] equipped a single transducer with a
plastic delay mask to enable compressive three-dimensional
UI with cheap and simple hardware. The varying thickness
of the mask introduced random time delays into both the
emitted and the received waves to decorrelate the pulse echoes
received from distinct voxels. Adopting a simple calibration
procedure, which measured the random sound field in water
and, thus, limited its range of validity, the recovery of sparse
objects required 50 sequential pulse-echo measurements at
evenly spaced angles of rotation. Ghanbarzadeh-Dagheyan et
al. [54] optimized a holey cavity with respect to its opening
sizes and the materials to enable compressive two-dimensional
UI with only a few transceivers. Encasing only two point-like
transceivers that perform a complete SA acquisition sequence,
its presence significantly improved the lateral resolution of
two point-like targets in a lossless homogeneous fluid. Unlike
the time-reversal technique [45], which uses a leaky cavity to
generate focused beams, the FOV is not progressively scanned.
Van Sloun et al. [55] proposed randomly-apodized monofre-
quent emissions from a circular array in two-dimensional
tomography. These outperformed sparse SA acquisition se-
quences using only a few emissions from random elements.
Liu et al. [56], [57] realized uniformly-distributed apodization
weights for linear and convex arrays. Unlike the inverse
scattering methods, they recovered the echo signals induced by
a complete SA acquisition sequence, which were represented
almost sparsely by a sym8 wavelet basis, and subsequently
applied the popular DAS method for image formation. De-
spite the improvements in contrast and spatial resolution, the
large number of unknown temporal samples required tens of
sequential pulse-echo measurements per image.
B. Specific Contributions
A method for the fast compressed acquisition and the subse-
quent recovery of images is proposed that features three major
innovations. First, realistic d-dimensional physical models for
the pulse-echo measurement process and the syntheses of
the incident waves minimize inaccuracies and leverage the
abilities of programmable UI systems. They linearly relate
the spatial compressibility fluctuations in weakly-scattering
soft tissue structures to the radio frequency (RF) voltage
signals provided by the instrumentation. They readily support
calibration procedures, the usage of measured incident fields,
and applications beyond ultrafast UI, e.g. progressive scan-
ning, structured insonification, or simulation studies. Second,
three innovative types of energy equivalent random waves are
synthesized using random apodization weights, time delays, or
3TABLE I: Summary of the mathematical symbols used throughout the paper.
Symbol Meaning
[N ] Set of consecutive positive integers, [N ] = {1, 2, . . . , N} for N ∈ N
[N ]0 Set of consecutive nonnegative integers, [N ]0 = {0, 1, . . . , N} for N ∈ N0
〈a,b〉 Inner product of the vectors a = (a1, . . . , aN)
T ∈ CN and b = (b1, . . . , bN )
T ∈ CN , 〈a,b〉 =
∑N
n=1 anb
∗
n
‖a‖q ℓq-norm, q ∈ [1;∞), or ℓq-quasinorm, q ∈ (0; 1), of the vector a ∈ C
N , ‖a‖qq =
∑N
n=1|an|
q
‖a‖0 Number of nonzero components, ‖a‖0 := ‖a‖
0
0 = limq→0‖a‖
q
q = |{n ∈ [N ] : an 6= 0}|
r Spatial position in the d-dimensional Euclidean space, r = (r1, . . . , rd)
T ∈ Rd
rρ, rd Lateral coordinates rρ = (r1, . . . , rd−1)
T ∈ Rd−1 and axial coordinate rd ∈ R of the spatial position r = (r
T
ρ , rd)
T
Sd−1 Unit (d− 1)-sphere, Sd−1 = {r ∈ Rd : ‖r‖2 = 1}
S
d−1
+ Unit (d− 1)-hemisphere, S
d−1
+ = {r ∈ R
d : ‖r‖2 = 1, rd ∈ R
+}
eδ Unit vector indicating the direction of the rδ-axis, δ ∈ [d], in a d-dimensional Cartesian coordinate system, eδ ∈ S
d−1
H Superscript indicating an adjoint (conjugate transpose) matrix
I Identity matrix
·˜ Tilde accent indicating a time-domain signal
combinations thereof. The associated spatial codes decorrelate
the pulse echoes of the structural building blocks defined by
an orthonormal basis meeting condition (i) and, thus, improve
the conformity with condition (ii). Third, both convex and
nonconvex variants of a sparsity-promoting ℓq-minimization
method, q ∈ [0; 1], enable the quantitative recovery of the
compressibility fluctuations.
Two-dimensional numerical simulations validate the pro-
posed method using single realizations of the random waves
for a wire phantom and a tissue-mimicking phantom. Although
the random waves decrease the robustness against additive
errors for the wire phantom, they significantly increase both
the image quality and the convergence speed for the tissue-
mimicking phantom. The study significantly expands the initial
results published in two abstracts [58], [59].
These contributions are organized as follows. Section II
briefly reviews the CS framework. Sections III and IV present
the physical models for the pulse-echo measurement process
and the syntheses of the incident waves. Section V details
the image recovery based on CS, and Sect. VI adds an
efficient matrix-free implementation. Section VII summarizes
the parameters of the numerical simulations, and Sect. VIII
presents the results. Section IX discusses these results and the
proposed method. Eventually, Sect. X concludes the paper.
Table I summarizes the mathematical symbols.
II. COMPRESSED SENSING IN A NUTSHELL
CS deals with the stable3 recovery of a high-dimensional
vector x ∈ CN from a low-dimensional vector of potentially
corrupted observations y(η) ∈ CM , M ≪ N . Both vectors
satisfy the underdetermined linear algebraic system
y(η) = Φx+ η, (1)
where the known matrix Φ ∈ CM×N represents the nonadap-
tive observation process, and the unknown vector η ∈ CM
denotes additive errors of bounded ℓ2-norm ‖η‖2 ≤ η.
Since basic linear algebra either negates the existence of
any solution to the underdetermined linear algebraic system
3The adjective “stable” indicates that neither inaccurate observations nor a
sparsity defect result in huge recovery errors [35, 7, 8].
(1) or predicts infinitely many solutions, CS replaces the
identity by an inequality using the known upper bound on
the ℓ2-norm of the additive errors and postulates that a known
dictionary of structural building blocks, e.g. an orthonormal
basis or a frame, represents the high-dimensional vector almost
sparsely [60]. The latter constraint effectively reduces the total
number of unknown components to a relatively small number
of unknown coefficients associated with the relevant structural
building blocks. The identification of these building blocks
and the subsequent estimation of their coefficients then enable
the approximate recovery of the high-dimensional vector. Both
measures render CS a unique type of regularization method
(cf. e.g. [61, Chapt. 1], [62, Sect. 1.3]).
Let the column vectors ψn ∈ C
N , n ∈ [N ], of the unitary
matrix Ψ ∈ CN×N , which represents a suitable orthonormal
basis of CN , e.g. the Fourier, a wavelet, or the canonical basis,
define the admissible structural building blocks. The vector of
transform coefficients
θ = ΨHx (2)
constitutes a nearly-sparse representation of the high-
dimensional vector, if the sorted absolute values of its compo-
nents decay rapidly. The exact indices of the significant com-
ponents, which exceed a specified absolute value, however, are
typically unknown a priori.
The insertions of the nearly-sparse representation (2) and
the sensing matrix
A = ΦΨ, (3)
which is assumed not to contain any zero columns, i.e. an ∈
CM \ {0} for all n ∈ [N ], into the underdetermined linear
algebraic system (1) yield
y(η) = ΦΨ︸︷︷︸
=A
θ + η = Aθ + η. (4)
The associated CS problem reads
Recover nearly-sparse θ ∈ CN
subject to
∥∥y(η) −Aθ∥∥
2
≤ η
(5)
and the methods for its stable solution coalesce into the
sparsity-promoting ℓq-minimization method [63, (1.11) and
4(1.12)], [60, (2) and (11)], [42, (Pq,θ)]
4
θˆ(q,η) ∈ argmin
θ˜∈CN
∥∥θ˜∥∥
q
subject to
∥∥y(η) −Aθ˜∥∥
2
≤ η,
(Pq,η)
where the parameter q ∈ [0; 1] determines the type of op-
timization method. The parameter q = 1 induces the con-
vex ℓ1-minimization method, whose implementation permits
computationally efficient algorithms, whereas the half-open
parameter interval q ∈ [0; 1) induces the nonconvex ℓq-
minimization method, whose global intractability necessitates
local approximations.
Multiple sufficient conditions on the sensing matrix (3)
ensure the stable recovery of the nearly-sparse representation
(2) in the CS problem (5) by the sparsity-promoting ℓq-
minimization method (Pq,η). They specify upper bounds for
various characteristic measures quantifying the suitability of
the sensing matrix (3), e.g. the null space constants [35,
Def. 4.21], [63, Def. 1.2], the restricted isometry ratio [42],
and the restricted isometry constant (RIC) [38], [64], [65].
The evaluation of these measures for a fixed sensing matrix
(3), however, is a computationally-intractable combinatorial
problem [66]. Its complexity impedes both the deterministic
construction of high-dimensional sensing matrices (3), whose
characteristic measures meet the upper bounds, and the verifi-
cation of the sufficient conditions. In contrast, the evaluation of
a characteristic measure named worst-case coherence [35, Def.
5.1] is relatively simple. It loosely bounds from above the RIC
[35, Prop. 6.2] and, by its Welch lower bound [35, Thm. 5.7],
[36, Lem. 3.7], ensures the restricted isometry property (RIP)
for s nonzero components, if the number of observations meets
M ∈ Ω(s2). Fortunately, certain types of random sensing
matrices (3) also obey the RIP with very high probability,
if the number of observations is sufficiently large [35, 6],
[60]. Realizations of independent and identically distributed
(i.i.d.) random variables governed by certain distributions,
e.g. Gaussian or Bernoulli, as entries [67, Thm. 5.2]5 and
randomly and uniformly chosen scaled rows of a Fourier basis
[69, Thm. 3.3], for example, require M ∈ Ω(s ln(N/s)) and
M ∈ Ω(s ln4(N)) observations, respectively. These orders of
growth are almost linear in s and, thus, significantly better
than that guaranteed by the worst-case coherence.
In medical imaging, the individual entries of the observation
process and, in conjunction with the orthonormal basis, those
of the sensing matrix (3) depend on the underlying physical
model. Various imaging parameters controlling the instrumen-
tation, however, enable the systematic manipulation of groups
of these entries within technologically and physiologically tol-
erable limits. The randomizations of these degrees of freedom
generate sensing matrices (3) with random structures that po-
tentially improve the aforementioned characteristic measures
and, consequently, aid in meeting the associated sufficient
conditions. In fact, the degrees of freedom in the physical
4The first author confirms the validity of the results, which are exclusively
stated for RN , for CN in [64].
5The result holds universally under any unitary transform, i.e. the right
multiplication of a random observation process by any complex-valued unitary
Nlat ×Nlat matrix preserves the RIP [68, 222], [67, Sect. 6].
models underlying magnetic resonance imaging (MRI) [35,
11, 12], [41] and compressed beamforming in UI [70]–[74],
for example, specify subsets of scaled Fourier coefficients to
be processed. Their random and uniform selection generates
the aforementioned random sensing matrix meeting the RIP
with relatively few observations. In addition, the introduction
of diagonal weighting matrices, whose entries equal the ℓ2-
norms of the sensing matrix’s column vectors ‖an‖2 or their
reciprocals, into the underdetermined linear algebraic system
(4) always enables the ℓ2-normalization of the sensing matrix’s
column vectors without violating the mathematical equiva-
lence. The resulting normalized sensing matrix minimizes
both the restricted isometry ratio and the RIC for 1-sparse
representations (2) and better conforms with the associated
sufficient conditions [35, Prop. 6.2].
The transform point spread function (TPSF) frequently
quantifies the coherence of the sensing matrices (3) in medical
imaging (cf. e.g. [39], [41]). It equals the mutual correlation
coefficient of the column vectors given by [39, (23)], [41, (2)]
TPSF {A} (n1, n2) =
〈an1 , an2〉
‖an1‖2 ‖an2‖2
(6)
for all (n1, n2) ∈ [N ]
2
. If the orthonormal basis is canonical,
i.e. Ψ = I, the TPSF (6) reduces to the point spread
function (PSF) and exclusively quantifies the coherence of
the observation process [41]. For n1 = n2, both column
vectors match, and the TPSF (6) trivially attains its maximum
absolute value of unity. For n1 6= n2, however, both column
vectors typically differ, and the absolute value of the TPSF
(6) ideally approaches zero with noise-like statistics [39], [41].
These properties, which are referred to as incoherent aliasing,
indicate the reliable discrimination of the admissible structural
building blocks by the observation process and guide the
sparsity-promoting ℓq-minimization method (Pq,η). Owing to
the high dimensionality of the sensing matrices (3), practical
evaluations of the TPSF (6) usually select one index from the
expected support of the nearly-sparse representation (2), i.e.
n2 ∈ supp(θ) (cf. e.g. [39, Fig. 1], [41, Figs. 4 and 5]).
III. LINEAR PHYSICAL MODEL FOR THE PULSE-ECHO
MEASUREMENT PROCESS
The proposed d-dimensional, d ∈ {2, 3}, physical model
uses the interactions of arbitrary incident waves with the
human body to predict the RF voltage signals provided by
the instrumentation. The interactions include diffraction, single
monopole scattering, and the combined effects of power-law
absorption and dispersion. A rigid baffle on the hyperplane
rd = 0, which embeds the vibrating faces of the transducer
elements and bounds the half-space rd > 0, approximates the
complex boundary conditions. The temporal Fourier domain
simplifies the mathematical formulation of the model and
enables the parallel processing of distinct discrete frequencies
in numerical evaluations.
A. Pulse-Echo Measurement Process
The UI system sequentially performs Nin ∈ N independent
pulse-echo measurements using a planar transducer array (cf.
5TABLE II: Geometric and electromechanical parameters of the instrumentation for all δ ∈ [d− 1], m ∈ [Nel − 1]0, l ∈ L
(n)
BP .
Symbol Meaning
Nel,δ Number of elements along the rδ-axis, Nel,δ ∈ N
wel,δ Width of the vibrating faces along the rδ-axis, wel,δ ∈ R
+
kel,δ Width of the kerfs separating the elements along the rδ-axis, kel,δ ∈ R
+
0
∆rel,δ Element pitch, i.e. constant spacing between the centers of the adjacent vibrating faces along the rδ-axis, ∆rel,δ = wel,δ + kel,δ
rel,m Center coordinates of the vibrating faces,
M = {rel,m ∈ R
d : rel,m =
∑d−1
δ=1(mδ −Mel,δ)∆rel,δeδ,mδ ∈ [Nel,δ − 1]0 ,m = I(m,Nel)}, where
Mel,δ = (Nel,δ − 1)/2 and I(m,Nel) =
∑d−2
δ=1 mδ
∏d−1
k=δ+1Nel,k +md−1
Nel Total number of elements, Nel = |M| =
∏d−1
δ=1 Nel,δ
Lm Coplanar compact sets specifying the (d− 1)-dimensional vibrating faces on the hyperplane rd = 0,
Lm =
∏d−1
δ=1 [rel,m,δ − 0.5wel,δ; rel,m,δ + 0.5wel,δ] ⊂ R
d−1
χ
(tx)
m,l Transmitter apodization functions accounting for the heterogeneous normal velocities and the acoustic lens, χ
(tx)
m,l : Lm 7→ C
χ
(rx)
m,l Receiver apodization functions accounting for the heterogeneous sensitivities and the acoustic lens, χ
(rx)
m,l : Lm 7→ C
h
(tx)
m,l Transmitter electromechanical transfer functions accounting for the driving circuits, the cables, and the radiating elements, h
(tx)
m,l ∈ C
h
(rx)
m,l Receiver electromechanical transfer functions accounting for the receiving elements, the cables, and the amplifiers, h
(rx)
m,l ∈ C
PSfrag replacements
r1
r2
Linear transducer array
(number of elements: Nel = Nel,1)
wel,1 kel,1 ∆rel,1
rel,0,1 rel,Nel−1,1
Lossy homogeneous
fluid (κ0, ρ0, b¯, ζ)
Lossy heterogeneous
object (κ1, ρ0, b¯, ζ)
Ω
κ1
Incident wave
Scattered wave
ΩFOV
Field of view
(FOV)
Fig. 1: Pulse-echo measurement process in the two-
dimensional Euclidean space, i.e. d = 2. A linear transducer
array emits a broadband incident wave into a lossy homoge-
neous fluid with the unperturbed values of the compressibility
κ0 ∈ R+ and the mass density ρ0 ∈ R+. This wave penetrates
an embedded lossy heterogeneous object represented by the
bounded set Ω ⊂ {r ∈ Rd : rd > 0}, and its interactions
with the unperturbed compressibility κ1 : Ω 7→ R
+ induce a
scattered wave. A portion of the latter mechanically excites the
faces of the array elements that generate RF voltage signals.
These enable the imaging of the specified FOV represented by
the bounded set ΩFOV ⊂ {r ∈ Rd : rd > 0}.
Fig. 1 and Table II). Each measurement begins at the time
instant t = 0 and triggers the concurrent recording of the
RF voltage signals u˜
(rx,n)
m : T
(n)
rec 7→ R generated by all array
elements m ∈ [Nel − 1]0 in the specified time interval
T(n)rec =
[
t
(n)
lb ; t
(n)
ub
]
, (7)
where t
(n)
lb ∈ R
+
0 and t
(n)
ub > t
(n)
lb denote its lower and
upper bounds, respectively. The finite recording times T
(n)
rec =
|T
(n)
rec | = t
(n)
ub − t
(n)
lb enable the representation of these signals
by the Fourier series (cf. e.g. [75, (2.2.1/2)], [76, (2.12/13)])
u˜(rx,n)m (t) = u
(rx,n)
m,0 + 2Re
{ ∞∑
l=1
u
(rx,n)
m,l e
jωlt
}
(8a)
for all (n,m) ∈ [Nin − 1]0 × [Nel − 1]0, where ωl = 2πfl =
2πl/T
(n)
rec denote the discrete angular frequencies, and
u
(rx,n)
m,l =
1
T
(n)
rec
∫
T
(n)
rec
u˜(rx,n)m (t)e
−jωltdt (8b)
are the complex-valued coefficients, whose conjugate even
symmetry renders the negative frequency indices redundant.
The bandpass characters of the recorded RF voltage signals,
which are described by the lower and upper frequency bounds
f
(n)
lb ∈ R
+ and f
(n)
ub ≥ f
(n)
lb +1/T
(n)
rec , respectively, define the
sets of relevant discrete frequencies
F
(n)
BP =
{
fl ∈ R
+ : fl =
l
T
(n)
rec
, l ∈ L
(n)
BP
}
(9a)
for all n ∈ [Nin − 1]0, where the admissible index sets are
L
(n)
BP =
{
l ∈ N : l
(n)
lb ≤ l ≤ l
(n)
ub
}
(9b)
with the lower and upper bounds
l
(n)
lb =
⌈
T (n)rec f
(n)
lb
⌉
and l
(n)
ub =
⌊
T (n)rec f
(n)
ub
⌋
, (9c)
respectively. These enable the truncation of each Fourier series
(8a), where, defining the effective bandwidths B
(n)
u = f
(n)
ub −
f
(n)
lb , the number of relevant discrete frequencies approximates
the effective time-bandwidth products
N
(n)
f,BP =
∣∣L(n)BP ∣∣ = l(n)ub − l(n)lb + 1 ≈ T (n)rec B(n)u (10)
for all n ∈ [Nin − 1]0, and the representation of each pulse-
echo measurement by NelN
(n)
f,BP coefficients (8b).
6× ×
∫
Ω
f
(B,n)
m,l (r)dr ×
Pulse-echo measurement process
γ(κ)(r)
p
(in,n)
l (r)
φ
(B,n)
l (r) f
(B,n)
m,l (r)
−
¯
kl
2Υ
(rx)
m,l (r)
F
(B,n)
m,l
h
(rx)
m,l
u
(B,n)
m,l
Fig. 2: Block diagram of the pulse-echo measurement process (17b). Given the incident acoustic pressure fields p
(in,n)
l : R
d 7→ C,
which satisfy the Helmholtz equations (15), the Born approximation linearly maps the compressibility fluctuations (11) to the
recorded RF voltage signals (17).
B. Acoustic Model for Human Soft Tissues
Medical UI usually models soft tissue structures6 as quies-
cent, lossless, and heterogeneous fluids that linearly propagate
small-amplitude disturbances of the stationary state as longitu-
dinal waves [78]–[81]. The relevant acoustic material parame-
ters are the unperturbed values of both the compressibility and
the mass density, which are typically normalized by their spa-
tial averages κ0 ∈ R
+ and ρ0 ∈ R
+, respectively [78], [80],
[81]. For the sake of simplicity, the proposed model considers
a homogeneous unperturbed mass density. The relative spatial
fluctuations in the unperturbed compressibility read (cf. Fig. 1)
γ(κ)(r) =
{
1− κ1(r)/κ0 for r ∈ Ω,
0 for r /∈ Ω.
(11)
The spatial amplitude absorption coefficient αl ∈ R
+
0 ,
which is commonly neglected, obeys the power law (cf. e.g.
[82, Sect. 4.3.8], [83, (4)])
αl = b¯ |ωl|
ζ
(12)
in the entire Euclidean space for all relevant discrete frequen-
cies l ∈ L
(n)
BP , where the parameter pair (b¯, ζ) ∈ R
+
0 × R
+
0
depends on both the specific type of tissue and the ambient
conditions. The exponent ζ usually ranges between 1.0 and
1.5 [84], [82, 112], [83]. Given reference values of the
angular frequency ωref ∈ R
+ and the associated phase velocity
cref ∈ R+, the complex-valued wavenumber [85], [86]
¯
kl =
ωl
cref
+ βE,ref,l︸ ︷︷ ︸
=βl=ωl/cl
−j b¯ |ωl|
ζ︸ ︷︷ ︸
=αl
, (13a)
where the phase term βl ∈ R sums the real-valued wavenum-
ber kref,l = ωl/cref and the excess dispersion term
βE,ref,l =
{
−2b¯ωl ln
(
|ωl/ωref|
)
/π for ζ = 1,
b¯ tan
(
ζπ/2
)
ωl
(
|ωl|
ζ−1 − |ωref|
ζ−1)
else,
(13b)
combines power-law absorption with anomalous dispersion.
C. Recorded Radio Frequency Voltage Signals
The array elements transduce the compressive blocked
forces exerted by the free-space scattered acoustic pressure
fields p
(sc,n)
l : R
d 7→ C on their planar faces Lm ⊂ Rd−1 into
the RF voltage signals (cf. e.g. [87, Sect. 9.2], [78], [80], [88])
u
(rx,n)
m,l = 2h
(rx)
m,l
∫
Lm
χ
(rx)
m,l(rρ)p
(sc,n)
l (rρ, 0)drρ (14)
for all (n, l,m) ∈ [Nin − 1]0×L
(n)
BP ×[Nel − 1]0, where h
(rx)
m,l ∈
C denote the electromechanical transfer functions and χ
(rx)
m,l :
Lm 7→ C are the apodization functions (cf. Table II).
The Born approximation, which drives the established im-
age recovery methods in ultrafast UI [6]–[10], [88], uses the
incident acoustic pressure fields p
(in,n)
l : R
d 7→ C induced by
the transducer array in the homogeneous fluid and governed
by the Helmholtz equations (cf. e.g. [21, (6.4)], [22, 47], [23,
(30)]) (
∆+
¯
kl
2
)
p
(in,n)
l (r) = 0 (15)
to estimate the free-space scattered acoustic pressure fields as
(cf. e.g. [21, (6.53)], [22, (3.16)], [23, (40)], [89, (57)])
p
(sc,n)
l (r) ≈ ¯
kl
2
∫
Ω
γ(κ)(r′)p
(in,n)
l (r
′)gl(r− r
′)dr′ (16)
for all (n, l) ∈ [Nin − 1]0 × L
(n)
BP , where the outgoing free-
space Green’s functions (A.55) account for diffraction and
monopole scattering (cf. Appendix I). The resulting single
scattering is valid for weakly-scattering heterogeneous objects,
i.e. |p
(sc,n)
l (r)| ≪ |p
(in,n)
l (r)| for all r ∈ Ω. These feature both
small absolute values of the compressibility fluctuations (11)
and small acoustic sizes [90], [89, 708].
The Born approximation of the scattered acoustic pressure
fields (16) estimates the recorded RF voltage signals (14) as
the Fredholm integral equations of the first kind
u
(rx,n)
m,l ≈ u
(B,n)
m,l = Φm,l
[
p
(in,n)
l , γ
(κ)
]
(17a)
for all (n, l,m) ∈ [Nin − 1]0 × L
(n)
BP × [Nel − 1]0, where the
6The anatomic term “soft tissue” refers to tendons, ligaments, skin, nerves,
muscle, fat, fibrous tissue, blood vessels, or other supporting tissue of the
body [77, “soft tissue”]. In the context of UI, however, the term additionally
includes organs like liver, kidney, thyroid, brain, and the heart.
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h
(tx)
0,l
...
h
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Fig. 3: Block diagram of the syntheses of the incident waves. Given the apodization weights a
(n)
m ∈ R and the time delays
∆t
(n)
m ∈ R
+
0 , the voltage generation (cf. (a)) maps the reference voltage signals u
(tx,n)
l ∈ C to the excitation voltages (20). These
voltages control the synthesis process (cf. (b)) that superimposes the quasi-(d− 1)-spherical waves emitted by the individual
elements of the planar transducer array (18) to form various types of incident waves (19).
properties of the pulse-echo measurement process
Φm,l
[
p
(in,n)
l , γ
(κ)
]
= −
¯
kl
2h
(rx)
m,l
∫
Ω
γ(κ)(r)p
(in,n)
l (r)Υ
(rx)
m,l (r)dr
(17b)
significantly depend on the incident waves (cf. Fig. 2), and the
apodized spatial receive functions
Υ
(rx)
m,l (r) = −2
∫
Lm
χ
(rx)
m,l(r
′
ρ)gl(r
′
ρ − rρ,−rd)dr
′
ρ, (17c)
which correspond to the spatial impulse responses in the time
domain [79], [80], characterize the anisotropic directivities of
the planar faces.
IV. SYNTHESES OF THE INCIDENT WAVES
Modern programmable UI systems synthesize various types
of incident waves by superimposing the weighted and delayed
waves emitted by the individual elements of the planar trans-
ducer array. These quasi-(d − 1)-spherical waves, which are
referred to as quasi-cylindrical waves (QCWs) in the two-
dimensional Euclidean space, i.e. d = 2, reflect the anisotropic
directivities of the vibrating faces and, thus, differ from the
outgoing (d − 1)-spherical waves induced by isotropic point
sources. The LTI measurement process superimposes their
pulse echoes such that each incident wave projects a complete
SA acquisition sequence on a single pulse-echo measurement.
The highly probable satisfaction of the RIP by certain types
of random sensing matrices for relatively few observations
(cf. Sect. II) motivates the randomization of the apodization
weights and the time delays. Unlike the steered quasi-plane
waves (QPWs), which practically implement the steered PWs
in ultrafast UI, the resulting random waves decorrelate the
pulse echoes of the lossy heterogeneous object’s admissible
structural building blocks. They strongly compress both the
acquisition time and the data volume of a complete SA acqui-
sition sequence and potentially improve the image recovery.
A. Superpositions of Quasi-(d− 1)-Spherical Waves
The array elements transduce their excitation voltages
u
(tx,n)
m,l ∈ C into the homogeneous normal velocities on their
planar faces Lm ⊂ Rd−1 [78], [88]. The Rayleigh-Sommerfeld
diffraction equations uniquely solve the Helmholtz equations
(15) for these boundary conditions (cf. e.g. [21, (2.48)], [89,
(13) of §8.11]) and represent the individual quasi-(d − 1)-
spherical waves by the incident acoustic pressure fields
p
(in,n)
l (r, Lm) = jωlρ0h
(tx)
m,lu
(tx,n)
m,l Υ
(tx)
m,l (r) (18a)
for all (n, l,m) ∈ [Nin − 1]0 × L
(n)
BP × [Nel − 1]0, where
h
(tx)
m,l ∈ C denote the electromechanical transfer functions, and
the apodized spatial transmit functions
Υ
(tx)
m,l (r) = −2
∫
Lm
χ
(tx)
m,l(r
′
ρ)gl(rρ − r
′
ρ, rd)dr
′
ρ (18b)
characterize the anisotropic directivities of the vibrating faces
for all rd > 0, similar to the apodized spatial receive functions
(17c) (cf. Table II). Their superpositions represent the incident
waves by the acoustic pressure fields
p
(in,n)
l (r) = jωlρ0
Nel−1∑
m=0
h
(tx)
m,lu
(tx,n)
m,l Υ
(tx)
m,l (r) (19)
for all (n, l) ∈ [Nin − 1]0 × L
(n)
BP , where the excitation
voltages determine the synthesized types of incident waves
(cf. Fig. 3(b)).
B. Types of Incident Waves
The generation of the excitation voltages typically applies
quantized apodization weights a
(n)
m ∈ R and time delays
∆t
(n)
m ∈ R
+
0 to the reference voltage signals u
(tx,n)
l ∈ C,
whose electric energies are constant for all n ∈ [Nin − 1]0.
Apodization weights of unity absolute values then ensure the
energy equivalence of the incident waves and only require the
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Fig. 4: Syntheses of a steered quasi-plane wave (QPW) (cf. (a)) and a proposed type of random wave (cf. (b)) in the two-
dimensional Euclidean space, i.e. d = 2. The gray semicircles represent the individual quasi-cylindrical waves (QCWs) emitted
by each element of the linear transducer array. Their dashed variants indicate negatively-apodized QCWs, i.e. a
(0)
m = −1 in
(24), whereas their solid variants indicate positively-apodized QCWs, i.e. a
(0)
m = 1 in (21) and (24). Their distinct radii reflect
the time delays in (21) and (24), whose maxima equal ∆t
(0)
max = maxm∈[Nel−1]0{∆t
(0)
m } = (Nel − 1)∆rel,1|e
(0)
ϑ,1|/cref. The
dashed black line indicates the approximated planar wavefront. The black arrow shows the preferred direction of propagation.
quantization of the time delays. For a clock signal with the
frequency fclk = 1/Tclk ∈ R+ and the quantization operator
Q
[
∆t(n)m
]
=
⌈
∆t(n)m fclk
⌋
Tclk, (20a)
the generated excitation voltages are
u
(tx,n)
m,l = u
(tx,n)
l a
(n)
m e
−jωlQ[∆t(n)m ] (20b)
for all (n, l,m) ∈ [Nin − 1]0 × L
(n)
BP × [Nel − 1]0, where the
asymmetric brackets denote the rounding to the nearest integer
and the complex exponential functions induce the phase shifts
corresponding to the time delays (cf. Fig. 3(a)).
1) Steered Quasi-Plane Waves: Steered QPWs denote the
approximations of steered PWs synthesized by the UI system.
The time delays in the excitation voltages (20) depend affine-
linearly on the center coordinates of the vibrating faces on
each coordinate axis, whereas all apodization weights equal
unity. These specifications yield
a(n)m = 1 and ∆t
(n)
m =
〈
rel,m − r
(n)
ref , e
(n)
ϑ
〉
cref
(21a)
for all (n,m) ∈ [Nin − 1]0 × [Nel − 1]0, where rel,m ∈ M
denote the center coordinates of the vibrating faces, e
(n)
ϑ =
(e
(n)
ϑ,1, . . . , e
(n)
ϑ,d)
T ∈ Sd−1+ indicate the preferred directions
of propagation, and r
(n)
ref = (r
(n)
ref,1, . . . , r
(n)
ref,d−1, 0)
T are the
reference positions with the components
r
(n)
ref,δ =
{
−Mel,δ∆rel,δ for e
(n)
ϑ,δ ≥ 0,
Mel,δ∆rel,δ for e
(n)
ϑ,δ < 0,
(21b)
for all δ ∈ [d− 1] (cf. Table II). The latter ensure the
nonnegativity of the time delays and, thus, the causality
of the voltage generation. The finite number of elements
and their anisotropic directivities limit the accuracies of the
approximations to bounded areas in front of the array (cf.
Fig. 4(a)).
2) Randomly-ApodizedQuasi-(d−1)-Spherical Waves: The
first type of random wave uses realizations of i.i.d. random
variables Λ
(n)
m as the apodization weights in the excitation
voltages (20), whereas all time delays equal zero. These
specifications yield
a(n)m = Λ
(n)
m and ∆t
(n)
m = 0 (22a)
for all (n,m) ∈ [Nin − 1]0 × [Nel − 1]0. The Bernoulli distri-
bution
Λ(n)m =
{
1 with probability 0.5,
−1 with probability 0.5,
(22b)
exclusively requires inverting buffer amplifiers and, thus, en-
ables a relatively simple hardware realization.
3) Randomly-Delayed Quasi-(d−1)-Spherical Waves: The
second type of random wave assigns random permutations
of uniformly spaced time instants to the time delays in the
excitation voltages (20), whereas all apodization weights equal
unity. These specifications yield
a(n)m = 1 and ∆t
(n)
m = Π
(n)
m
(
[Nel − 1]0
)
T
(n)
inc (23a)
for all (n,m) ∈ [Nin − 1]0 × [Nel − 1]0, where
Π
(n)
m ([Nel − 1]0) denote the elements of index m in
random permutations of the set [Nel − 1]0 and T
(n)
inc ∈ R
+
are fixed time periods. The latter significantly influence the
properties of the superpositions and, consequently, those of
the pulse-echo measurement process (17b).
In the limiting cases T
(n)
inc → 0+, the superpositions
converge to steered QPWs with the preferred directions of
9propagation e
(n)
ϑ = ed, because the apodization weights and
the time delays in (23a) converge to those in (21). The specific
fixed time periods
T
(n)
inc =
1
Nel − 1
max
m∈[Nel−1]0
{〈
rel,m − r
(n)
ref , e
(n)
ϑ
〉
cref
}
=
1
Nel − 1
d−1∑
δ=1
(Nel,δ − 1)
∆rel,δ
∣∣e(n)ϑ,δ∣∣
cref
(23b)
result in the syntheses times of the steered QPWs. In the
two-dimensional Euclidean space, i.e. d = 2, they simplify
to T
(n)
inc = ∆rel,1|e
(n)
ϑ,1|/cref and induce random permutations
of the time delays specified for the steered QPWs in (21).
4) Randomly-Apodized and Randomly-Delayed Quasi-(d−
1)-Spherical Waves: The third type of random wave combines
realizations of i.i.d. random variables Λ
(n)
m as the apodization
weights with random permutations of uniformly spaced time
instants as the time delays in the excitation voltages (20).
These specifications yield
a(n)m = Λ
(n)
m and ∆t
(n)
m = Π
(n)
m
(
[Nel − 1]0
)
T
(n)
inc (24)
for all (n,m) ∈ [Nin − 1]0 × [Nel − 1]0, where the Bernoulli
distribution (22b) is combined with the fixed time periods
(23b). They result in irregular wavefronts that do not resemble
any common models (cf. Fig. 4(b)).
V. IMAGE RECOVERY BASED ON COMPRESSED SENSING
The proposed method aims at recovering the compressibility
fluctuations (11) inside the specified FOV (cf. Fig. 1) from
only a few recordings of the RF voltage signals, which are
modeled by their Born approximation (17). The numerical
solution of this linear inverse scattering problem (ISP) neces-
sitates suitable spatial discretizations of the physical models.
These discretizations, however, result in an ill-conditioned
and, for only a few sequential pulse-echo measurements,
typically underdetermined dense linear algebraic system (1)
that does not support any direct solution. The proposed method
circumvents this difficulty by reformulating the discretized
linear ISP as an instance of the CS problem (5). Postulating the
existence of a nearly-sparse representation of the discretized
compressibility fluctuations in a known orthonormal basis (2),
the sparsity-promoting ℓq-minimization method (Pq,η) ensures
its stable recovery if the sensing matrix (3) meets one of the
sufficient conditions (cf. Sect. II).
A. Spatial Discretizations of the Physical Models
Two types of regular grids emulate the geometries and the
spatial heterogeneities of the vibrating faces and the FOV
containing the lossy heterogeneous object (cf. Table III). The
apodization functions (cf. Table II) and the compressibility
fluctuations (11) are discretized as
χ
(tx)
m,l(rρ) = ∆A
Nmat−1∑
ν=0
χ
(tx)
m,ν,lδ
[
rρ − r
(m)
mat,ν,ρ
]
, (25a)
χ
(rx)
m,l(rρ) = ∆A
Nmat−1∑
ν=0
χ
(rx)
m,ν,lδ
[
rρ − r
(m)
mat,ν,ρ
]
, (25b)
γ(κ)(r) = ∆V
Nlat−1∑
i=0
γ
(κ)
i δ(r− rlat,i), (25c)
where χ
(tx)
m,ν,l = χ
(tx)
m,l[r
(m)
mat,ν,ρ], χ
(rx)
m,ν,l = χ
(rx)
m,l[r
(m)
mat,ν,ρ], and
γ
(κ)
i = γ
(κ)(rlat,i) denote their regular samples for all
(m, ν, l) ∈ [Nel − 1]0 × [Nmat − 1]0 × L
(n)
BP or all i ∈
[Nlat − 1]0.
B. Computations of the Incident Acoustic Pressure Fields
The insertions of the apodized spatial transmit functions
(18b) and the discretized transmitter apodization functions
(25a) into the incident acoustic pressure fields (19) yield the
discretizations
p
(in,n)
l (rlat,i) =− j2ωlρ0∆A
Nel−1∑
m=0
h
(tx)
m,lu
(tx,n)
m,l
×
Nmat−1∑
ν=0
χ
(tx)
m,ν,lgl
[
rlat,i − r
(m)
mat,ν
] (26)
for all (n, l, i) ∈ [Nin − 1]0 × L
(n)
BP × [Nlat − 1]0, where
the acoustic energy, which includes all sequential pulse-echo
measurements and all relevant discrete frequencies, equals
E(in)(rlat,i) =
Nin−1∑
n=0
∑
l∈L
(n)
BP
∣∣p(in,n)l (rlat,i)∣∣2 (27)
for all i ∈ [Nlat − 1]0.
C. Linear System Induced by the Born Approximation
With the discretized versions of the receiver apodization
functions (25b) and the compressibility fluctuations (25c), the
Born approximation of the recorded RF voltage signals (17)
yields the linear algebraic equations
u
(rx,n)
m,l ≈ u
(B,n)
m,l =
Nlat−1∑
i=0
φm,l,i
[
p
(in,n)
l
]
γ
(κ)
i (28a)
for all (n, l,m) ∈ [Nin − 1]0 × L
(n)
BP × [Nel − 1]0, where the
coefficients satisfy
φm,l,i
[
p
(in,n)
l
]
=2
¯
kl
2∆A∆V h
(rx)
m,lp
(in,n)
l (rlat,i)
×
Nmat−1∑
ν=0
χ
(rx)
m,ν,lgl
[
r
(m)
mat,ν − rlat,i
]
,
(28b)
and the number of observations equals
Nobs = Nel
Nin−1∑
n=0
N
(n)
f,BP. (29)
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TABLE III: Geometric parameters of the spatial discretizations for all δ ∈ [d− 1], ζ ∈ [d], m ∈ [Nel − 1]0.
Symbol Meaning
Nmat,δ Number of grid points per vibrating face along the rδ-axis, Nmat,δ ∈ N
∆rmat,δ Constant spacing between the adjacent grid points on each vibrating face along the rδ-axis, ∆rmat,δ = wel,δ/Nmat,δ
r
(m)
mat,ν Coordinates of the grid points on each vibrating face,
Vm = {r
(m)
mat,ν ∈ R
d : r
(m)
mat,ν = rel,m +
∑d−1
δ=1(νδ −Mmat,δ)∆rmat,δeδ, νδ ∈ [Nmat,δ − 1]0 , ν = I(ν,Nmat)}, where
Mmat,δ = (Nmat,δ − 1)/2 and I(ν,Nmat) =
∑d−2
δ=1 νδ
∏d−1
k=δ+1Nmat,k + νd−1
Nmat Total number of grid points per vibrating face, Nmat = |Vm| =
∏d−1
δ=1 Nmat,δ
∆A (d− 1)-dimensional surface element, ∆A =
∏d−1
δ=1 ∆rmat,δ
Nlat,ζ Number of grid points in the FOV along the rζ -axis, Nlat,ζ ∈ N
∆rlat,ζ Constant spacing between the adjacent grid points in the FOV along the rζ-axis, ∆rlat,ζ ∈ R
+
rlat,0 Offset of the grid points in the FOV, rlat,0 ∈ R
d−1 × R+
rlat,i Coordinates of the grid points in the FOV,
L = {rlat,i ∈ R
d : rlat,i = rlat,0 +
∑d
ζ=1 iζ∆rlat,ζeζ , iζ ∈ [Nlat,ζ − 1]0 , i = I(i,Nlat)}, where
I(i,Nlat) =
∑d−1
ζ=1 iζ
∏d
k=ζ+1Nlat,k + id
Nlat Total number of grid points in the FOV, Nlat = |L| =
∏d
ζ=1Nlat,ζ
∆V d-dimensional volume element, ∆V =
∏d
ζ=1 ∆rlat,ζ
Stacking the regular samples in the discretized compress-
ibility fluctuations (25c) for all grid points into the complex-
valued7 Nlat × 1 vector
γ(κ) =
[
γ
(κ)
0 . . . γ
(κ)
Nlat−1
]T
(30)
and the recorded RF voltage signals (8b) and their Born
approximation (28) into the complex-valued Nobs× 1 vectors
u(rx) =
Nin−1
vcat
n=0
vcat
l∈L
(n)
BP
Nel−1
vcat
m=0
u
(rx,n)
m,l , (31a)
u(B) =
Nin−1
vcat
n=0
vcat
l∈L
(n)
BP
Nel−1
vcat
m=0
u
(B,n)
m,l , (31b)
respectively, the complex-valued Nobs ×Nlat matrix
Φ
[
p(in)
]
=
Nin−1
vcat
n=0
vcat
l∈L
(n)
BP
Nel−1
vcat
m=0
Nlat−1
hcat
i=0
φm,l,i
[
p
(in,n)
l
]
, (31c)
represents the pulse-echo measurement process and defines the
ill-conditioned, and, for only a few sequential measurements,
typically underdetermined dense linear algebraic system
u(rx) ≈ u(B) = Φ
[
p(in)
]
γ(κ). (31d)
These unwanted properties, which result from the discretiza-
tion of the Fredholm integral equations of the first kind (17)
[61, ] [62, 2, 3], the relatively small number of sequential
pulse-echo measurements per image, and the slow spatial
decays of the outgoing free-space Green’s functions (A.55)
[91], [92], prevent the direct recovery of the compressibility
fluctuations (30) from the recorded RF voltage signals (31a).
The reformulation of this discretized linear ISP as an instance
of the CS problem (5), however, circumvents this difficulty.
D. Regularization of the Inverse Scattering Problem
Postulating the knowledge of a suitable orthonormal basis
of CNlat , which is represented by the complex-valued unitary
7The positivity of the relevant discrete frequencies forming the sets (9)
results in the recovery of complex-valued compressibility fluctuations (30)
that contain only positive spatial frequencies along the rd-axis.
Nlat × Nlat matrix Ψ of structural building blocks ψi, the
complex-valued Nlat × 1 vector of transform coefficients
θ
(κ) = ΨHγ(κ) (32)
constitutes a nearly-sparse representation of the compressibil-
ity fluctuations (30). Inserting this representation, defining the
complex-valued Nobs ×Nlat sensing matrix
A
[
p(in)
]
= Φ
[
p(in)
]
Ψ, (33)
and accounting for an unknown complex-valued Nobs × 1
vector of additive errors of bounded ℓ2-norm ‖η‖2 ≤ η, the
linear algebraic system (31) becomes
u(rx) = Φ
[
p(in)
]
Ψ︸ ︷︷ ︸
=A[p(in)]
θ(κ) + η = A
[
p(in)
]
θ(κ)︸ ︷︷ ︸
=u(B)
+ η. (34)
The additive errors reflect the inaccuracies of the discretized
physical models and the voltage measurements.
The column vectors of the sensing matrix (33), i.e. the
Born approximations of the recorded RF voltage signals (31b)
induced by the individual components of the nearly-sparse
representation (32), define the pulse echoes of the admissible
structural building blocks. Although their ℓ2-normalization
by diagonal weighting matrices minimizes both the restricted
isometry ratio and the restricted isometry constant for 1-sparse
representations (32) (cf. Sect. II), it potentially amplifies the
additive errors. In fact, the density of population and the
dynamic range of the recorded electric energies
E
(B)
i =
∥∥ai[p(in)]∥∥22 (35)
for all i ∈ [Nlat], which characterize the transfer behavior, vary
significantly with the orthonormal basis. The imposition of a
hard threshold on the ℓ2-norms, whose value is dictated by the
signal-to-noise ratio (SNR) of the recorded RF voltage signals
(31a), mitigates this amplification.
Let the factor ξ ∈ (0; 1] specify the lower bound on the
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ℓ2-norms of the sensing matrix’s column vectors
aξ,lb
[
p(in)
]
= ξ max
i∈[Nlat]
{∥∥ai[p(in)]∥∥2} . (36)
The thresholded ℓ2-norms of these column vectors
aξ,i
[
p(in)
]
= max
{∥∥ai[p(in)]∥∥2, aξ,lb[p(in)]} (37)
populate the real-valued Nlat ×Nlat weighting matrix
Wξ = diag
{
aξ,1
[
p(in)
]
. . . aξ,Nlat
[
p(in)
]}
(38a)
and its inverse matrix
W−1ξ = diag
{
1
aξ,1[p(in)]
. . . 1
aξ,Nlat [p(in)]
}
, (38b)
whose dependences on the incident acoustic pressure fields
(26) are omitted for the sake of notational lucidity. The right
multiplication of the sensing matrix (33) by the diagonal
inverse weighting matrix (38b) yields the complex-valued
normalized Nobs ×Nlat sensing matrix
A¯ξ
[
p(in)
]
= A
[
p(in)
]
W−1ξ = Φ
[
p(in)
]
ΨW−1ξ , (39)
whose column vectors exhibit unity ℓ2-norms, if the ℓ2-norm
of the corresponding column vector in the original sensing
matrix (33) is not smaller than the specified lower bound (36).
This matrix maintains the potential dense population of the
sensing matrix (33).
With the normalized versions of the recorded RF voltage
signals u¯(rx) = u(rx)/‖u(rx)‖2, the additive errors η¯ =
η/‖u(rx)‖2 of bounded ℓ2-norm ‖η¯‖2 ≤ η¯ = η/‖u(rx)‖2, and
the nearly-sparse representation
θ¯
(κ)
ξ =
1∥∥u(rx)∥∥
2
Wξθ
(κ), (40)
the insertions of the weighting matrices (38) and the normal-
ized sensing matrix (39) into the linear algebraic system (34)
yield the equivalent system
u¯(rx) =
1∥∥u(rx)∥∥
2
[
A
[
p(in)
]
W−1ξ︸ ︷︷ ︸
=A¯ξ[p(in)]
Wξθ
(κ) + η
]
= A¯ξ
[
p(in)
]
θ¯
(κ)
ξ + η¯.
(41)
The associated normalized CS problem (5) reads
Recover nearly-sparse θ¯
(κ)
ξ ∈ C
Nlat
subject to
∥∥u¯(rx) − A¯ξ[p(in)]θ¯(κ)ξ ∥∥2 ≤ η¯ (42)
and the sparsity-promoting ℓq-minimization method for its
stable solution (Pq,η), q ∈ [0; 1], recovers the complex-valued
normalized Nlat × 1 vector of transform coefficients
ˆ¯θ
(κ,q,η)
ξ ∈ argmin
θ˜∈CNlat
∥∥θ˜∥∥
q
subject to
∥∥u¯(rx) − A¯ξ[p(in)]θ˜∥∥2 ≤ η¯.
(R¯q,ξ,η)
The inversions of both the normalization in (40) and the basis
transform in (32) estimate the compressibility fluctuations (30)
as
γˆ
(κ,q,η)
ξ =
∥∥u(rx)∥∥
2
ΨW−1ξ
ˆ¯θ
(κ,q,η)
ξ . (43)
Their doubled real parts estimate the physically meaningful
real-valued regular samples in the discretized compressibility
fluctuations (25c) for all grid points.
VI. IMPLEMENTATION
The Fourier coefficients of the recorded RF voltage signals
(8b) were determined first. The proposed method influenced
the statistical properties of the additive errors in the linear al-
gebraic system (34). In the absence of any model inaccuracies,
the expected energies of both these errors and the recorded RF
voltage signals (31a) permitted an estimate of the ℓ2-norm of
the additive errors in the normalized CS problem (42). Matrix-
free compositions of the fast multipole method (FMM) and
a fast basis transform accelerated the sparsity-promoting ℓq-
minimization method (R¯q,ξ,η).
A. Determination of the Relevant Fourier Coefficients
The concurrent analog-to-digital conversion (ADC) of the
RF voltage signals generated by all array elements at the
rates f
(n)
s = 1/T
(n)
s > 2f
(n)
ub quantized the endpoints of
each recording time interval (7) as t
(n)
lb = q
(n)
lb T
(n)
s and
t
(n)
ub = q
(n)
ub T
(n)
s , where q
(n)
lb , q
(n)
ub ∈ N0 and q
(n)
ub > q
(n)
lb .
It recorded N
(n)
t = q
(n)
ub − q
(n)
lb real-valued samples per
signal8 and, thus, NelN
(n)
t samples per pulse-echo measure-
ment for all n ∈ [Nin − 1]0. Normalized N
(n)
t -point discrete
Fourier transforms (DFTs) (cf. e.g. [93, Sect. 3.3.2], [75, Sect.
2.2.3], [76, Sect. 6.2]) provided the Fourier coefficients (8b)
forming the vector (31a) for the quantized recording times
T
(n)
rec = N
(n)
t T
(n)
s . The effective time-bandwidth products
(10), the quantized recording times, the lower bounds on the
sampling rates, and the effective bandwidths approximate the
efficiencies of these procedures as
Efficiency(n) =
2N
(n)
f,BP
N
(n)
t
≈ 2T (n)s B
(n)
u < 1−
f
(n)
lb
f
(n)
ub
(44)
for all n ∈ [Nin − 1]0, where a Fourier coefficient occupies
twice the data volume of a signal sample. The upper bounds
show that the digitized data volumes exceeded those occupied
by the relevant Fourier coefficients.
B. Additive Errors
Additive errors, which were statistically modeled as Gaus-
sian white noise (GWN) (cf. e.g. [75, 110]) with zero mean
and the variance σ2η , corrupted the recorded samples of all
RF voltage signals. The expected energy of the recorded RF
voltage signals (31a) in the linear algebraic system (34) was
E
{∥∥u(rx)∥∥2
2
}
=
∥∥u(B)∥∥2
2
+ σ2ηNel
Nin−1∑
n=0
N
(n)
f,BP
N
(n)
t
.
8Assuming identical samples at the endpoints of the recording time intervals
(7), i.e. u˜
(rx,n)
m [t
(n)
lb
] = u˜
(rx,n)
m [t
(n)
ub
] for all (n,m) ∈ [Nin − 1]0 ×
[Nel − 1]0. In general, the averages of the left and right limits replace any
discontinuities [76, 40].
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It permitted the ℓ2-norm of the normalized additive errors in
the normalized CS problem (42) and the sparsity-promoting
ℓq-minimization method (R¯q,ξ,η) to be estimated as
ˆ¯η =
[
1 +
∥∥u(B)∥∥2
2
σ2ηNel
∑Nin−1
n=0 N
(n)
f,BP/N
(n)
t
]− 12
. (45)
C. Sparsity-Promoting ℓq-Minimization Method
Spectral projected gradient for ℓ1-minimization (SPGℓ1)
[94] implemented the convex ℓ1-minimization method (R¯1,ξ,η).
Foucart’s algorithm [42, Sect. 4] iteratively applied this
method based on SPGℓ1 to a sequence of renormalized
CS problems to approximate the nonconvex ℓq-minimization
method (R¯q,ξ,η) for the half-open parameter interval q ∈
[0; 1). SPGℓ1 is iterative and left multiplied a sequence
of recursively-generated vectors by the potentially densely-
populated normalized sensing matrix (39) or its adjoint. Its
matrix-free implementation interpreted each type of matrix-
vector product as a linear map and dedicated a customized
auxiliary function to its numerical evaluation. Both functions
aimed at circumventing the explicit storage of the associated
matrix in the fast but limited random-access memory (RAM)
and accelerating the numerical computations. In fact, the
memory consumption of the normalized sensing matrix (39)
and the number of multiplications executed by the associated
matrix-vector product pose challenges for modern UI systems.
They equal Mconv = NobsNlatwc, where wc ∈ R+ denotes the
amount of memory allocated to a complex-valued variable,
and Nmul,conv = NobsNlat, respectively. For this reason, both
functions composed the FMM, a fast basis transform, and the
normalization of the column vectors. The latter corresponded
to a multiplication by the diagonal inverse weighting matrix
(38b) and readily permitted an efficient evaluation.
D. Fast Multipole Method for the Observation Process
The FMM (cf. e.g. [95, Chapt. 9], [92], [96]) efficiently
approximated the action of the observation process (31c) or
its adjoint on a suitable vector. It substituted the outgoing
free-space Green’s functions (A.55) in the entries of the ob-
servation process (28b) by error-regulated truncated multipole
expansions if the grid points rlat,i ∈ L and r
(m)
mat,ν ∈ Vm,
satisfied a specific geometric relationship [95, Chapt. 9],
[96]. This substitution decomposed the observation process
(31c) into the sum Φ[p(in)] ≈ Φ(near)[p(in)] + Φ(far)[p(in)],
where Φ(near)[p(in)] accounted for the grid points close to the
planar transducer array, and Φ(far)[p(in)] accounted for those
exceeding a specified distance from the planar transducer array
[95, Sect. 9.1], [96, (8) and (23)]. The sparse population of
the summand Φ(near)[p(in)] enabled both its explicit storage
in the RAM and fast numerical evaluations of the associated
matrix-vector products. The resulting block structure of the
summand Φ(far)[p(in)], which consisted of the products of
only a few unique diagonal translation matrices and densely-
populated aggregation and disaggregation matrices, provided
similar benefits. The small number of unique matrices enabled
their explicit storage in the RAM, whereas the diagonal
population of the translation matrices concurrently reduced the
computational costs.
Two C programs based on CUDA (NVIDIA Corp., Santa
Clara, CA, USA) implemented parallelized versions of the
FMM for the observation process (31c) and its adjoint. A
Tesla K40c graphics processing unit (GPU) performed all
computations with 32 bit single precision. A Matlab (The
MathWorks, Inc., Natick, MA, USA) interface, which used
the MEX framework and the 8B floating-point format for real-
valued variables, i.e. wc = 16B, simplified the data analyses.
E. Fast Basis Transform for the Nearly-Sparse Representation
A fast basis transform implemented the matrix-vector prod-
ucts between the unitary matrix Ψ, which represents the
orthonormal basis specified in the nearly-sparse representation
(32), or its adjoint and a suitable vector. The fast Fourier trans-
form (FFT), for example, efficiently implemented the matrix-
vector products involving the unitary DFT matrix Ψ, which
represents the discrete Fourier basis, or its adjoint. Various
wavelet [93] or wave atom bases [97] provide comparably-fast
transforms that circumvent the explicit storage of the matrices
in the RAM and minimize the computational costs.
VII. SIMULATION STUDY
The proposed method was validated using synthetic RF volt-
age signals. These were generated by numerical simulations of
a typical pulse-echo measurement process probing two lossy
heterogeneous objects by each type of incident wave. The first
object mimicked a wire phantom, whereas the second object
approximated the structure and the properties of human soft
tissues. Additive errors of five distinct energy levels corrupted
these synthetic RF voltage signals.
A. Parameters
1) Instrumentation: A commercial linear transducer array
was emulated in the two-dimensional Euclidean space (cf.
Table IV(a)). The kerfs of width zero simplified the imple-
mentation. The products h
(c)
m,l = −jωlρ0h
(tx)
m,l in the incident
acoustic pressure fields (26) corresponded to a modulated
Gaussian pulse in the time domain.
2) Pulse-Echo Measurement Process: A single pulse-echo
measurement was simulated for each type of incident wave (cf.
Table IV(b)). The object-specific recording time interval (7)
was identical for all types of incident waves. The lower and up-
per frequency bounds were derived from the modulated Gaus-
sian pulse. The relevant Fourier coefficients were determined
at the approximate efficiency (44) of Efficiency(0) ≈ 28%.
3) Syntheses of the Incident Waves: The reference volt-
age signal in the excitation voltages (20) corresponded to
a single period of a sinusoid, whose amplitude was irrele-
vant in the LTI measurement process (cf. Table IV(c)). The
frequency of the clock signal in the quantization operator
(20a) matched the specifications of commercial UI systems.
The steered QPW propagated preferentially along the r2-
axis. The fixed time period (23b) emerged from the direction
e
(0)
ϑ = (cos(ϑ), sin(ϑ))
T.
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TABLE IV: Values of all simulation parameters for the two-dimensional Euclidean space, i.e. d = 2, b¯ = b/(2π)ζ .
a) Instrumentation (cf. Table II) b) Pulse-echo measurements c) Wave syntheses d) Discretization (cf. Table III)
Nel = Nel,1 = 128 kel,1 = 0 Nin = 1, f
(0)
s = 20MHz u˜
(tx,0)(t) = uˆ sin(ωct) Nmat = Nmat,1 = 4
∆rel,1 = wel,1 = 304.8 µm χ
(tx)
m,l(r1) = χ
(rx)
m,l(r1) = 1 f
(0)
lb = 2.6MHz fclk = 80MHz ∆rmat,1 = 76.2 µm
fc = ωc/(2π) = 4MHz Bh,frac = 0.7 f
(0)
ub = 5.4MHz QPW: e
(0)
ϑ = e2 Nlat,1 = Nlat,2 = 512
h
(rx)
m,l = 1VmN
−1 B
(0)
u = 2.8MHz e
(0)
ϑ,1 ≈ cos(77.6
◦) ∆rlat,1 = ∆rlat,2 = ∆rmat,1
tcut = 12 ln(10)/(ωcBh,frac) a = 3 ln(10)/tcut
2 rlat,0 = (−511, 1)
T∆rlat,1/2
h˜
(c)
m (t) = e
−a(t−tcut)
2
cos[ωc(t− tcut)], t ∈ [0; 2tcut] Nlat = 262 144
e) Wire phantom f) Tissue-mimicking phantom g) Regularization
‖γ(κ)‖0 = 21 q
(0)
lb = 1, q
(0)
ub = 1648 ‖θ
(κ)‖0 = 10 q
(0)
lb = 0, q
(0)
ub = 1607 Niter = 1000
Ψ = I T
(0)
rec = 1647T
(0)
s Ψ = ΨDFT T
(0)
rec = 1607T
(0)
s q ∈ {0.5; 1}
b = 0.217 dBMHz−2 m−1 l
(0)
lb = 215, l
(0)
ub = 444 b = 0.5 dBMHz
−1 cm−1 l
(0)
lb = 209, l
(0)
ub = 433 Nrcn = 10
ωref = ωc N
(0)
f,BP = 230 ωref = ωc N
(0)
f,BP = 225 ǫn = 1/(2 + n), n ∈ [4]0
cref = 1500m s
−1 Nobs = 29 440 cref = 1540m s
−1 Nobs = 28 800
4) Spatial Discretizations: The constant spacing between
the adjacent grid points on each vibrating face along the r1-
axis ensured approximately 3.7 points per smallest wavelength
(cf. Table IV(d)). The FOV was square shaped and laterally
centered in front of the linear transducer array. The identical
spacings between the adjacent grid points on each vibrating
face and in the FOV, i.e. ∆rlat,1 = ∆rlat,2 = ∆rmat,1,
simplified the computations of the incident acoustic pressure
fields (26) and the implementation of the FMM.
5) Wire Phantom: The wires were represented by identical
nonzero components in the compressibility fluctuations (30)
(cf. Table IV(e)). Their axial distances from the linear
transducer array ranged from 5mm to 37mm, and their axial
and lateral spacings amounted to approximately 5mm and
10mm, respectively. The canonical basis defined the structural
building block with the index n ∈ [Nlat] as the individual
sample located at the position rlat,n−1 ∈ L and induced a
sparse representation (32). The absorption parameters in the
wavenumber (13) equaled those of pure water at a temperature
of 20 ◦C [82, Table 4.8], where the quadratic frequency de-
pendence prevented dispersion. The quantized recording time
interval (7) and the associated number of relevant discrete
frequencies (10) resulted in the ratio Nobs/Nlat ≈ 11.23%.
6) Tissue-Mimicking Phantom: The discrete Fourier basis
defined the structural building block with the index n ∈ [Nlat]
as the complex exponential function with the normalized
discrete lateral and axial frequencies Kˆn,1 = (⌈n/512⌉ −
257)/512 and Kˆn,2 = (n + 511)/512 − ⌈n/512⌉, respec-
tively (cf. Table IV(f)). Nonzero components of identical
absolute value and uniformly distributed phase in the sparse
representation (32) spawned dense compressibility fluctua-
tions (30). Typical absorption parameters for soft tissues
[82, Table 4.20] governed the wavenumber (13), where the
linear frequency dependence implied anomalous dispersion.
The quantized recording time interval (7) and the associated
number of relevant discrete frequencies (10) resulted in the
ratio Nobs/Nlat ≈ 10.99%.
7) Additive Errors: The five variances
σ2η =
2
∥∥u(B,QPW)∥∥2
2
Nel
10−
SNRdB
10dB , (46)
where ‖u(B,QPW)‖22 equals the energy of the Born approxi-
mation of the recorded RF voltage signals (31b) induced by
the QPW, and SNRdB ∈ {3 dB, 6 dB, 10dB, 20 dB, 30 dB} is
the reference SNR, specified additive errors of distinct energy
levels.
8) Regularization: The variances (46), the effective time-
bandwidth product (10), and the quantized recording time
permitted the approximation of the estimated ℓ2-norm of the
normalized additive errors (45) as
ˆ¯η ≈
[
1 +
∥∥u(B)∥∥2
2
f
(0)
s∥∥u(B,QPW)∥∥2
2
2B
(0)
u
10
SNRdB
10dB
]− 12
.
For each reference SNR, the empirical factors
ξ =
∥∥u(B,QPW)∥∥
2∥∥u(B)∥∥
2
10−
SNRdB
20dB (47)
specified the lower bounds on the ℓ2-norms of the column
vectors (36). The maximum number of iterations in SPGℓ1
was Niter (cf. Table IV(g)). The normalization parameters
ǫn induced a sequence of five renormalized CS problems in
Foucart’s algorithm (cf. Subsect. VI-C). Since SPGℓ1 provided
the initial guess, Foucart’s algorithm entailed six ℓ1 minimiza-
tions.
9) Reference Sensing Matrices: Two types of sensing ma-
trices, which emerged from GWN, served as benchmarks. For
a sufficiently large number of observations (29), both the real-
valued random Nobs ×Nlat observation process
Φ(RIP) =
Nobs
vcat
m=1
Nlat
hcat
i=1
φ
(RIP)
m,i , φ
(RIP)
m,i ∼
i.i.d.
N
(
0;
1
Nobs
)
(48a)
and the associated complex-valued Nobs×Nlat sensing matrix
A(RIP) = Φ(RIP)Ψ (48b)
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met the RIP with very high probability (cf. Sect. II). The spec-
ified variance ensured recorded electric energies (35) of unity
expectation. The replacement of the incident acoustic pres-
sure field (26) in the observation process (31c) by complex-
valued GWN additionally formed the complex-valued struc-
tured Nobs ×Nlat observation process
Φ(GWN) = Φ
[
p(in)
]
, p
(in,0)
l (rlat,i) ∼
i.i.d.
N (0; 1) (49a)
and the associated complex-valued Nobs×Nlat sensing matrix
A(GWN) = Φ(GWN)Ψ. (49b)
Although the complex-valued GWN violated the Helmholtz
equations (15), this replacement correctly respected the
monopole scattering and the reception by the instrumentation.
B. Methods
1) Incident Acoustic Pressure Fields: The acoustic pressure
fields (26) were computed for all types of incident waves. For
the wire phantom, their spatial and spectral dependencies were
analyzed for the discrete frequency closest to the center fre-
quency and three closely spaced positions next to the r2-axis,
respectively. The least-squares fit of an affine linear model
to the unwrapped phase of the acoustic pressure field (26)
associated with the QPW at the first position was subtracted
from all unwrapped phases to emphasize the differences.
2) Recorded Radio Frequency Voltage Signals: Ten realiza-
tions of the recorded RF voltage signals (31a) were derived
from their Born approximation (31b) for each type of incident
wave and each SNR by inserting the sparse representation (32)
and the additive errors into the linear algebraic system (34).
3) Recorded Electric Energies: The recorded electric ener-
gies (35) were computed for all sensing matrices (33) except
for the first reference (48b), which approximately induced the
expected energies of unity. Their visual inspections revealed
the transfer behaviors of the sensing matrices (33) for the
tissue-mimicking phantom.
4) Transform Point Spread Functions: The TPSFs (6)
associated with all sensing matrices were evaluated for all
(n1, n2) ∈ [Nlat] × I, where I ⊂ [Nlat] fixed nine in-
dices. For the wire phantom, the positions rlat,n2−1 were
approximately uniformly distributed along the diagonal from
(−17.5mm, 2mm)T to (17.5mm, 37mm)T and numbered
from 1 to 9 with increasing axial coordinate. For the
tissue-mimicking phantom, the normalized spatial frequen-
cies Kˆn2 = (Kˆn2,1, Kˆn2,2)
T were approximately uniformly
distributed along the semicircle with the center Kˆc =
(0, 25)T/128 and the radius Kˆr = 101/512 and numbered
from 1 to 9 with increasing polar angle. The thresholded ℓ2-
norms of the column vectors (37), however, substituted the
original ℓ2-norms in the denominators of the TPSFs (6) for
this phantom to avoid the numerical inaccuracies caused by
their high dynamic ranges. The empirical factors (47) with
SNRdB = 10dB specified their lower bounds (36). In addition
to a visual inspection, each computed TPSF (6) was charac-
terized by its full extent at half maximum (FEHM) for each
index n2 ∈ I and its empirical cumulative distribution function
(CDF). The latter excluded all n1 = n2 and, thus, stated
the percentages of diverse pulse echoes whose correlation
coefficient did not exceed a specified threshold.
5) Adjoint Normalized Sensing Matrices: The normalized
recorded RF voltage signals (41) generated by all types of
incident waves were left multiplied by the adjoint normalized
sensing matrices (39). The visual inspections of these products,
which underlay the implementation of the sparsity-promoting
ℓq-minimization method (R¯q,ξ,η), revealed important interfer-
ence effects affecting the recovery.
6) Recovery by ℓq-Minimization: The 200 instances of the
normalized CS problem (42) generated by all types of incident
waves and all realizations of the recorded RF voltage signals
(31a) were solved by the sparsity-promoting ℓq-minimization
method (R¯q,ξ,η). In addition to a visual inspection, structural
differences between the recovered compressibility fluctuations
(43) and their specified version (30) were quantified by the
mean structural similarity (SSIM) indices [98, (2)], whereas
quantitative differences were measured by the relative root
mean-squared errors (RMSEs). The sparsity and speed of
convergence were gauged by the numbers of components
within the illustrated dynamic range and the numbers of
iterations in SPGℓ1, respectively. For each wire, the incident
acoustic energies (27) and the recorded electric energies (35)
were related to the sample means of the relative RMSEs caused
by the nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η).
VIII. RESULTS
A. Wire Phantom
1) Incident Acoustic Pressure Fields: The random waves
differed significantly from the QPW (cf. Fig. 5). The inter-
ference of the QCWs introduced beamlike fluctuations into
the absolute values. These were relatively subtle and regular
for the QPW but pronounced and irregular for the random
waves. Their dynamic ranges increased from 8.15dB for the
QPW to 67.54dB for the superposition of randomly-delayed
QCWs. The paths of constant phase, which were approxi-
mately parallel to the r1-axis for the QPW, turned irregular
with heterogeneous normal vectors exhibiting nonzero r2-
components for the random waves. They indicated a transition
from plane to irregular wavefronts.
At the three indicated positions, the absolute values reflected
the approximate Gaussian shape of the electromechanical
pulse echo, and the phase differences depended approximately
affine-linearly on the frequency. Their slopes indicated the di-
verse TOFs of the wavefronts from the linear transducer array
to each position. The QPW achieved very similar absolute
values at all three positions, whereas the random waves in-
duced notches and peaks at various frequencies that erratically
modified the approximate Gaussian shape for each position.
The former additionally achieved linear phases, whereas the
latter introduced erratic deviations from this linear frequency
dependence. The superposition of randomly-apodized QCWs
induced relatively modest modifications, whereas both super-
positions of QCWs using random time delays induced more
pronounced modifications.
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Fig. 5: Incident acoustic pressure fields (26) associated with the quasi-plane wave (cf. (a) and (e)) and the superpositions
of randomly-apodized quasi-cylindrical waves (QCWs) (cf. (b) and (f)), randomly-delayed QCWs (cf. (c) and (g)), and both
randomly-apodized and randomly-delayed QCWs (cf. (d) and (h)). The top row (cf. (a) to (d)) displays these fields at the
discrete frequency closest to the center frequency as functions of the position. For each type of incident wave, the large image
shows the normalized absolute value (right colorbar), whereas the inset image shows the phase inside the region indicated by
the red square (top colorbar). The bottom row (cf. (e) to (h)) displays the normalized absolute values and the normalized phase
differences at the three positions indicated by the markers in the top row as functions of the frequency.
2) Point Spread Functions: Although all computed PSFs
(6) correctly attained their maximum absolute values of unity
at the fixed positions, they differed in their behavior for the
remaining positions (cf. Fig. 6). Both reference observation
processes produced random values close to zero that rendered
the maxima sharp and isolated. The random observation
process (48a) uniformly distributed these values over the
FOV, whereas its structured version (49a) formed noticeable
gaps that were laterally adjacent to the maxima and shaped
hourglasses of larger absolute values (cf. inset image). The
observation processes (31c) induced by all incident waves
concentrated relatively large absolute values close to unity in
elliptical-shaped regions around the maxima. The lengths of
the minor and major axes ranged from 0.15mm to 0.3mm
and from 0.46mm to 0.76mm, respectively. They distributed
the nonzero values less uniformly and formed sidelobes of
various characters.
The observation process (31c) induced by the QPW deviated
most significantly from both references. It formed the largest
elliptical-shaped region and coherent sidelobes of approxi-
mately constant absolute values. In contrast, the observation
processes (31c) induced by the random waves resembled that
induced by the GWN (49a). The sizes of the elliptical-shaped
regions decreased relative to the QPW. The sidelobes diffused
and fluctuated in their values, similar to a speckle pattern,
resulting in more uniform distributions. Both superpositions
of QCWs using random time delays distributed the nonzero
values slightly more uniformly than the superposition of
randomly-apodized QCWs. In addition, the distributed values
appeared more random.
The random waves achieved FEHMs that were smaller than
or equal to those of the QPW for all fixed positions, except
those numbered s ∈ {6, 7} (cf. Table V). The FEHMs gen-
erally increased with the axial coordinate of these positions.
The maximum normalized differences ranged from 23.5% for
the superposition of both randomly-apodized and randomly-
delayed QCWs at the ninth fixed position, i.e. s = 9, to
73.7% for the superposition of randomly-delayed QCWs at
the first fixed position, i.e. s = 1. The mean FEHMs reflected
these reductions relative to the QPW. The superposition of
randomly-apodized QCWs produced the largest sample mean
and sample standard deviation among the random waves.
Both reference observation processes consistently achieved
the minimum FEHM of a two-dimensional volume element
∆V ≈ 5.81× 10−3mm2 for all fixed positions.
The empirical CDFs confirmed the beneficial properties
of the random waves (cf. Fig. 7). The random observation
process (48a) primarily attained absolute values ranging from
−70dB to −30.93dB. Only approximately 4.3% of the FOV
were attributed to smaller absolute values. The structured
random observation process (49a) deviated modestly from
this behavior. The absolute values ranged from −70 dB to
−16.79dB. This increased dynamic range reflected the gaps
that were laterally adjacent to the maxima (cf. Fig. 6(b)).
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TABLE V: Full extents at half maximum of the point spread functions (6) associated with the observation processes
(31c) induced by all incident waves. They were evaluated for nine uniformly distributed positions along the diagonal from
(−17.5mm, 2mm)T to (17.5mm, 37mm)T and numbered from 1 to 9 with increasing axial coordinate.
Incident wave
Full extent at half maximum (mm2)
1 2 3 4 5 6 7 8 9 Sample mean± std. dev.
QPW 0.19 0.18 0.21 0.24 0.28 0.32 0.38 0.42 0.51 0.30± 0.11
Rnd. apo. 0.07 0.09 0.14 0.17 0.16 0.18 0.44 0.36 0.51 0.24± 0.16
Rnd. del. 0.05 0.10 0.09 0.11 0.14 0.33 0.20 0.34 0.46 0.20± 0.14
Rnd. apo. del. 0.11 0.15 0.12 0.19 0.23 0.19 0.33 0.28 0.39 0.22± 0.10
PSfrag replacements
Lateral position r1 (mm)Lateral position r1 (mm)
A
x
ia
l
p
o
si
ti
o
n
r 2
(m
m
)
A
x
ia
l
p
o
si
ti
o
n
r 2
(m
m
)
A
x
ia
l
p
o
si
ti
o
n
r 2
(m
m
)
1mm
1mm
1mm
1mm
1mm
1mm
dB
-20
-15
-15
-15
-15
-15
-15
-10
-10
-10
-10
-10
-10
-5
-5
-5
-5
-5
-5
0
0
0
0
0
0
5
5
5
5
5
5
10
10
10
10
10
10
15
15
15
15
15
15
20
0
0
0
0
0
0
5
5
5
5
5
5
10
10
10
10
10
10
15
15
15
15
15
15
20
20
20
20
20
20
25
25
25
25
25
25
30
30
30
30
30
30
35
35
35
35
35
35
40
0
-10
-20
-30
-40
-50
-60
-70
(a) (b)
(c) (d)
(e) (f)
Fig. 6: Absolute values of the point spread functions (6)
associated with the random observation process (cf. (a)) and
the observation processes (31c) induced by the Gaussian
white noise (cf. (b)), the quasi-plane wave (cf. (c)), and the
superpositions of randomly-apodized quasi-cylindrical waves
(QCWs) (cf. (d)), randomly-delayed QCWs (cf. (e)), and both
randomly-apodized and randomly-delayed QCWs (cf. (f)). The
green crosshairs indicate the third fixed position. The inset
images magnify the regions indicated by the white squares.
The observation processes (31c) induced by the random waves
deviated in a stronger but similar fashion from both references.
The absolute values below −70dB constituted approximately
49.5% to 56.2% of the FOV and those above this threshold,
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Fig. 7: Empirical cumulative distribution functions (CDFs) of
the point spread functions (6) associated with both reference
observation processes and the observation processes (31c)
induced by all incident waves. The inset graphic magnifies
the region indicated by the red rectangle.
which reached up to −0.11dB, formed the remaining 43.8%
to 50.5%. The superposition of randomly-apodized QCWs
distributed the latter values over the smallest percentage of the
FOV. Clearly, the observation process (31c) induced by the
QPW deviated strongest from both references. The absolute
values ranging from −70dB to −0.15dB strongly concen-
trated on only 20.1% of the FOV and indicated the distinctive
sidelobes (cf. Fig. 6(c)).
3) Adjoint Normalized Sensing Matrices: All incident
waves accurately detected the wires (cf. Fig. 8). The random
waves substituted the coherent sidelobes produced by the
QPW, whose absolute values did not fluctuate, by noise-
like artifacts with a more uniform spatial distribution. These
artifacts appeared slightly less uniform for the superposition
of randomly-apodized QCWs than for both superpositions of
QCWs using random time delays.
4) Recovery by ℓq-Minimization: All incident waves en-
abled both the accurate detection and the precise localization
of the wires (cf. Fig. 9). The spatial extents recovered by the
convex ℓ1-minimization method (R¯1,ξ,η) were smaller for the
random waves than for the QPW. These reductions were more
17
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Fig. 8: Absolute values of the matrix-vector products between
the adjoint normalized sensing matrix (39) and the normalized
recorded RF voltage signals (41) for the quasi-plane wave
(cf. (a)) and the superpositions of randomly-apodized quasi-
cylindrical waves (QCWs) (cf. (b)), randomly-delayed QCWs
(cf. (c)), and both randomly-apodized and randomly-delayed
QCWs (cf. (d)). The green crosshairs indicate the positions of
the wires and coincide with local maxima. The inset images
magnify the regions indicated by the white squares. The
reference SNR amounted to SNRdB = 30dB.
pronounced for smaller axial coordinates and, thus, approxi-
mately followed the trend of the normalized differences in the
FEHMs of the PSFs (6) (cf. Table V). Moreover, the random
waves caused less artifacts near the wires than the QPW
(cf. inset images). Both advantages agreed with the reduced
numbers of components within the illustrated dynamic range
relative to the QPW. The normalized differences ranged from
58.4% for the superposition of randomly-apodized QCWs to
66.4% for the superposition of randomly-delayed QCWs. In
contrast, the nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η)
consistently recovered isolated components that matched the
specified compressibility fluctuations (30). The numbers of
components within the illustrated dynamic range equaled the
number of wires.
The mean SSIM indices confirmed the excellent structural
recovery, whereas the relative RMSEs revealed an increased
sensitivity of the quantitative recovery using the random
waves to the energy of the additive errors (cf. Fig. 10). All
incident waves achieved mean SSIM indices close to unity
and comparable trends in both the relative RMSEs and the
numbers of iterations for all reference SNRs and the convex
ℓ1-minimization method (R¯1,ξ,η). The sample means of the
relative RMSEs decreased from at most 87.6% for the super-
position of randomly-apodized QCWs at the lowest reference
SNR to at least 34.1% for the superposition of randomly-
delayed QCWs at the highest reference SNR. Concurrently,
the sample means of the normalized numbers of iterations in-
creased from at least 3.4% for the QPW to at most 28.3% for
the superposition of both randomly-apodized and randomly-
delayed QCWs. The sample standard deviations of the relative
RMSEs exceeded those of the mean SSIM indices and the
normalized numbers of iterations for SNRdB ≥ 10 dB. The
nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η) consistently
improved both the mean SSIM indices and the relative RMSEs
for all reference SNRs. The random waves, however, caused
significantly larger relative RMSEs than the QPW at the low
reference SNRs, i.e. SNRdB ∈ Q = {3 dB, 6 dB, 10 dB},
and the superposition of randomly-apodized QCWs performed
worst. The sample means of the normalized numbers of
iterations increased significantly by at least 18% for the
QPW at the lowest reference SNR to at most 71.7% for
the superposition of both randomly-apodized and randomly-
delayed QCWs at the highest reference SNR. In addition,
the sample standard deviations of the relative RMSEs were
reduced for SNRdB ≥ 10dB.
The variations in the incident acoustic energies (27) across
the isolated positions of the wires were negligible for the QPW
but strong and erratic for the random waves (cf. Fig. 11). The
dynamic ranges amounted to at least 7.6 dB for the super-
position of randomly-delayed QCWs and at most 8.7dB for
the superposition of randomly-apodized QCWs. The recorded
electric energies (35) strongly reflected these variations and
generally decreased with increasing axial coordinates of the
identical wires. Fixing the energy of the additive errors in the
linear algebraic system (34), they additionally reflected the
SNRs of the recorded RF voltage signals (31a) induced by the
individual wires. Those insonified by relatively low incident
acoustic energies (27), e.g. the wires with the indices 6, 8,
and 16 for the superposition of randomly-apodized QCWs (cf.
blue bars in (a)), induced recorded RF voltage signals (31a)
of worse SNR (cf. blue bars in (b)) than those insonified
by relatively high incident acoustic energies (27), e.g. the
wires with the indices 3, 11, and 16 for the superposition
of both randomly-apodized and randomly-delayed QCWs (cf.
gray bars in (a) and (b)). These variations in the SNRs
induced variations in the mean relative RMSEs caused by the
nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η) (cf. (c)).
B. Tissue-Mimicking Phantom
1) Recorded Electric Energies: The transfer behaviors of
the sensing matrices (33) induced by all incident waves resem-
bled those of bandpass filters suppressing relatively low and
high spatial frequencies (cf. Fig. 12). The high dynamic ranges
exceeding 70 dB indicated the existence of structural building
blocks whose pulse echoes contained relatively low electric
energies (35). The QPW induced relatively large electric
energies (35) exceeding −20dB in a sickle-shaped passband
inside the interval of normalized spatial frequencies Kˆ ∈
[−0.24; 0.24] × [0.15; 0.49], whereas the random waves in-
duced those in arbelos-shaped passbands inside the intervals of
normalized spatial frequencies Kˆ ∈ [−0.43; 0.43] × [0; 0.49].
All formed passbands, which were significantly enlarged by
18
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Fig. 9: Absolute values of the recovered compressibility fluctuations (43) for the quasi-plane wave (cf. (a) and (e)) and the
superpositions of randomly-apodized quasi-cylindrical waves (QCWs) (cf. (b) and (f)), randomly-delayed QCWs (cf. (c) and
(g)), and both randomly-apodized and randomly-delayed QCWs (cf. (d) and (h)). The top row (cf. (a) to (d)) shows the results
of the convex ℓ1-minimization method (R¯1,ξ,η), whereas the bottom row (cf. (e) to (h)) shows those of the nonconvex ℓ0.5-
minimization method (R¯0.5,ξ,η). The large images represent the nonzero absolute values by crosshairs of proportional gray
values and sizes, whereas the inset images exclusively use gray values to magnify the regions indicated by the white squares.
The reference SNR amounted to SNRdB = 30dB.
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Fig. 10: Sample means and sample standard deviations of the mean structural similarity (SSIM) indices and the relative root
mean-squared errors (RMSEs) achieved by the recovered compressibility fluctuations (43) and the normalized numbers of
iterations in SPGℓ1. The assignment of all incident waves and both parameters q ∈ {0.5; 1} governing the sparsity-promoting
ℓq-minimization method (R¯q,ξ,η) to the columns and rows in this figure equals that in Fig. 9. The dashed red lines indicate the
reference SNR selected for Fig. 9. The maximum sample mean of 1348.6 normalized the numbers of iterations.
the latter waves, strongly agreed with the predictions of the
FDT (cf. footnote 1 in Sect. I). The bounded FOV, however,
expanded the predicted passbands by beamlike artifacts. Ow-
ing to the periodicity of the DFT, these artifacts re-entered
the illustrations at the maximum normalized axial frequency
of unity, i.e. Kˆ2 = 1. The absence of aliasing confirmed the
specifications of sufficiently small constant spacings between
the adjacent grid points in the FOV.
19
 
 
PSfrag replacements
Index of the wire (1)
N
o
rm
.
in
ci
d
en
t
ac
o
u
st
ic
en
er
g
y
(%
)
N
o
rm
.
re
co
rd
ed
el
ec
tr
ic
en
er
g
y
(%
)
M
ea
n
re
la
ti
v
e
R
M
S
E
(%
)
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
6
6
6
7
7
7
8
8
8
9
9
9
10
10
10
11
11
11
12
12
12
13
13
13
14
14
14
15
15
15
16
16
16
17
17
17
18
18
18
19
19
19
20
20
20
21
21
21
0
0
0
20
20
20
40
40
40
60
60
60
80
80
80
100
100
100
QPW
Rnd. apo.
Rnd. del.
Rnd. apo. del.
(a)
(b)
(c)
Fig. 11: Normalized incident acoustic energies (27) (cf. (a)),
normalized recorded electric energies (35) (cf. (b)), and sample
means of the relative root mean-squared errors (RMSEs)
caused by the nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η)
(cf. (c)) for all individual wires. The maximum energies
normalized both types of energy. The r2-coordinate of each
wire increased monotonically with its index. The reference
SNR amounted to SNRdB = 3dB.
2) Transform Point Spread Functions: Although all com-
puted TPSFs (6) correctly attained their maximum absolute
values of unity at the fixed spatial frequencies, they differed
in their behavior for the remaining spatial frequencies (cf.
Fig. 13). Both reference sensing matrices produced similar
results as the random observation process (48a), i.e. uniformly
distributed random values close to zero that rendered the
maxima sharp and isolated (cf. Fig. 6(a)). The structured
random sensing matrix (49b), however, significantly elongated
these maxima along the Kˆ2-axis in addition to modest lateral
extensions (cf. inset image). The sensing matrices (33) induced
by the random waves approximately maintained these maxima
but confined similar noise-like artifacts to their passbands. In
contrast, the sensing matrix (33) induced by the QPW formed
smooth coherent sidelobes, whose absolute values lacked
noise-like features, and indicated the presence of unspecified
spatial frequencies by secondary isolated maxima, e.g. an
absolute value of approximately −2.4 dB at the normalized
spatial frequency Kˆ ≈ (0.12, 0.35)T.
The random waves achieved smaller FEHMs than the QPW
for all fixed spatial frequencies, except that numbered s = 5
(cf. Table VI). These were identical for each fixed spatial fre-
quency, except that numbered s = 8, where the superposition
 
 
PSfrag replacements
Norm. lateral frequency Kˆ1 (1)Norm. lateral frequency Kˆ1 (1)
N
o
rm
.
ax
ia
l
fr
eq
u
en
cy
Kˆ
2
(1
)
N
o
rm
.
ax
ia
l
fr
eq
u
en
cy
Kˆ
2
(1
)
dB-0.5
-0.5
-0.5
-0.5
-0.25
-0.25
-0.25
-0.25
0
0
0
0
0.25
0.25
0.25
0.25
0.5
0.5
0.5
0.5
0
0
0
0
0.2
0.2
0.2
0.2
0.4
0.4
0.4
0.4
0.6
0.6
0.6
0.6
0.8
0.8
0.8
0.8
1.0
1.0
1.0
1.0
0
-10
-20
-30
-40
-50
-60
-70
−22.5dB
−25dB
−27.5dB
−30dB
(a) (b)
(c) (d)
Fig. 12: Recorded electric energies (35) induced by the quasi-
plane wave (cf. (a)) and the superpositions of randomly-
apodized quasi-cylindrical waves (QCWs) (cf. (b)), randomly-
delayed QCWs (cf. (c)), and both randomly-apodized and
randomly-delayed QCWs (cf. (d)). The green contours indicate
the values −6 dB, −10 dB, and −20 dB.
of randomly-delayed QCWs produced a slightly larger FEHM
than the other two random waves. The secondary maxima,
which were erroneously formed by the QPW (cf. Fig. 13(c)),
approximately doubled these FEHMs for all fixed spatial
frequencies, except that numbered s = 5. In fact, the maximum
normalized differences ranged from 41.2% at the fixed spatial
frequencies s ∈ {1, 9} to 62.5% at the fixed spatial frequen-
cies s ∈ {4, 6}. The mean FEHMs reflected these increases
relative to the random waves. For s = 5, the fixed normalized
spatial frequency Kˆn2 = (0, 201)
T/512 matched the preferred
direction of propagation of the QPW that outperformed the
random waves by a normalized difference exceeding 200%.
Both reference sensing matrices consistently achieved the
minimum FEHM of a two-dimensional normalized spatial
frequency element ∆Kˆ ≈ 3.81× 10−6 for all fixed spatial
frequencies.
The empirical CDFs confirmed the beneficial properties of
the random waves (cf. Fig. 14). The random sensing matrix
(48b) almost exclusively attained absolute values ranging from
−70dB to −33.2dB. Only approximately 0.3% of the admis-
sible spatial frequencies were attributed to smaller absolute
values. The structured random sensing matrix (49b) deviated
marginally from this behavior. The absolute values, however,
ranged from −70dB to −7.78dB. This increased dynamic
range reflected the extended maxima (cf. Fig. 13(b)). The
sensing matrices (33) induced by the random waves deviated
in a stronger but almost identical fashion from both references.
The absolute values below −70dB constituted approximately
20% of the admissible spatial frequencies and those above this
threshold, which reached up to −0.47dB, formed the remain-
20
TABLE VI: Full extents at half maximum of the transform point spread functions (6) associated with the sensing matrices
(33) induced by all incident waves. They were evaluated for nine uniformly distributed normalized spatial frequencies along
the semicircle with the center Kˆc = (0, 25)
T/128 and the radius Kˆr = 101/512 and numbered from 1 to 9 with increasing
polar angle.
Incident wave
Full extent at half maximum (10−6)
1 2 3 4 5 6 7 8 9 Sample mean± std. dev.
QPW 64.85 26.70 22.89 30.52 3.81 30.52 22.89 26.70 64.85 32.64± 19.92
Rnd. apo. 38.15 11.44 11.44 11.44 11.44 11.44 11.44 11.44 38.15 17.38± 11.77
Rnd. del. 38.15 11.44 11.44 11.44 11.44 11.44 11.44 15.26 38.15 17.80± 11.60
Rnd. apo. del. 38.15 11.44 11.44 11.44 11.44 11.44 11.44 11.44 38.15 17.38± 11.77
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Fig. 13: Absolute values of the transform point spread func-
tions (6) associated with the random sensing matrix (cf.
(a)) and the sensing matrices (33) induced by the Gaussian
white noise (cf. (b)), the quasi-plane wave (cf. (c)), and the
superpositions of randomly-apodized quasi-cylindrical waves
(QCWs) (cf. (d)), randomly-delayed QCWs (cf. (e)), and both
randomly-apodized and randomly-delayed QCWs (cf. (f)). The
green crosshairs indicate the seventh fixed normalized spatial
frequency. The inset images magnify the regions indicated by
the white squares.
ing 80%. Clearly, the sensing matrix (33) induced by the QPW
deviated strongest from both references. The absolute values
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Fig. 14: Empirical cumulative distribution functions (CDFs)
of the transform point spread functions (6) associated with
both reference sensing matrices and the sensing matrices (33)
induced by all incident waves. The inset graphic magnifies the
region indicated by the red rectangle.
ranging from −70 dB to −0.19dB strongly concentrated on
only 11% of the admissible spatial frequencies and reflected
both the distinctive sidelobes and the secondary maxima (cf.
Fig. 13(c)).
3) Adjoint Normalized Sensing Matrices: All incident
waves accurately detected at least 80% of the specified
spatial frequencies (cf. Fig. 15). The QPW, which missed
the normalized spatial frequency Kˆ ≈ (−0.23, 0.25)T, pro-
duced smooth coherent sidelobes and erroneously indicated
the presence of multiple unspecified spatial frequencies by
isolated local maxima. A pronounced local maximum was
located at Kˆ1 ≈ (−0.19, 0.25)T and multiple smaller lo-
cal maxima were located at Kˆ2 ≈ (−0.11, 0.44)T, Kˆ3 ≈
(−0.03, 0.46)T, Kˆ4 ≈ (0.02, 0.46)T, Kˆ5 ≈ (0.07, 0.46)T,
and Kˆ6 ≈ (0.11, 0.27)T. These misguided the sparsity-
promoting ℓq-minimization method (R¯q,ξ,η) for sufficiently
large additive errors. In contrast, the random waves substituted
both these sidelobes and the undesired local maxima by similar
noise-like artifacts inside their passbands. These facilitated the
identification of the specified spatial frequencies.
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Fig. 15: Absolute values of the matrix-vector products between
the adjoint normalized sensing matrix (39) and the normalized
recorded RF voltage signals (41) for the quasi-plane wave
(cf. (a)) and the superpositions of randomly-apodized quasi-
cylindrical waves (QCWs) (cf. (b)), randomly-delayed QCWs
(cf. (c)), and both randomly-apodized and randomly-delayed
QCWs (cf. (d)). The green crosshairs indicate the specified
spatial frequencies and mostly coincide with local maxima.
The inset images magnify the regions indicated by the white
squares. The reference SNR amounted to SNRdB = 10dB.
4) Recovery by ℓq-Minimization: The random waves en-
abled both the accurate detection and the precise determination
of the specified spatial frequencies, whereas the QPW under-
performed (cf. Fig. 16). The latter specifically failed at de-
tecting the normalized spatial frequency Kˆ ≈ (−0.23, 0.25)T
near the edge of the passband and erroneously indicated mul-
tiple unspecified spatial frequencies. These coincided with the
coherent sidelobes and the undesired local maxima at Kˆ2 to
Kˆ6 (cf. Fig. 15(a)). Using the convex ℓ1-minimization method
(R¯1,ξ,η), the axial extents recovered by the random waves
fell below those recovered by the QPW (cf. inset images).
This advantage was reflected by the normalized differences in
the numbers of discrete spatial frequencies indicated within
the illustrated dynamic range, which exceeded 98%. The
nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η) consistently
reduced both the axial extents recovered by all incident waves
and the number of unspecified spatial frequencies erroneously
indicated by the QPW. In fact, the numbers of discrete
spatial frequencies indicated within the illustrated dynamic
range equaled the number of specified spatial frequencies
for both superpositions of QCWs using random time delays,
whereas the superposition of randomly-apodized QCWs only
caused a negligible increase. The recovered spatial frequencies
strongly resembled the specified sparse representation (32).
The QPW, however, still overestimated the number of speci-
fied spatial frequencies. The aforementioned findings resulted
in significantly different periodic patterns in the recovered
compressibility fluctuations (43) (cf. reclined images and their
insets).
Both the mean SSIM indices and the relative RMSEs were
consistent for the random waves, but indicated an increased
sensitivity of the recovery based on the QPW to the energy
of the additive errors (cf. Fig. 17). Using the convex ℓ1-
minimization method (R¯1,ξ,η), the random waves achieved
mean SSIM indices increasing from 80.2% to 90.6%, relative
RMSEs decreasing from 33.3% to 20.6%, and comparable
trends in the normalized numbers of iterations for all reference
SNRs. The sample means of the latter increased from at
least 5.2% for the superposition of both randomly-apodized
and randomly-delayed QCWs at the lowest reference SNR to
at most 27.2% for the superposition of randomly-apodized
QCWs at the highest reference SNR. In contrast, the QPW
produced significantly worse mean SSIM indices and relative
RMSEs for the low reference SNRs, i.e. SNRdB ∈ Q. The
sample means of the former metric increased from 36.6%
to 46.4%, whereas those of the latter metric decreased from
74.9% to 63.4%. For the high reference SNRs, i.e. SNRdB ∈
{20dB, 30 dB}, however, both metrics improved significantly
and attained values up to 99.9% and down to 1.4%, re-
spectively. The sample means of the normalized numbers
of iterations increased from 6.4% at the lowest reference
SNR to 13.1% at the highest reference SNR. Using the
nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η), the random
waves consistently achieved mean SSIM indices close to unity
and relative RMSEs below 6.9% for all reference SNRs.
The sample means of the normalized numbers of iterations
increased significantly by at least 23% for the superposition
of randomly-delayed QCWs at SNRdB = 6dB to at most
72.8% for the superposition of randomly-apodized QCWs at
the highest reference SNR. In contrast, the QPW produced
only slightly better mean SSIM indices and relative RMSEs
than for the convex ℓ1-minimization method (R¯1,ξ,η). For all
reference SNRs except SNRdB = 30dB, the sample means
of the normalized numbers of iterations drastically exceeded
those for the random waves by up to 22.9%.
C. Memory Consumption and Computational Costs
The approximate decomposition of the observation pro-
cess (31c) by the FMM reduced the memory consump-
tion, which theoretically amounted to Mconv = 115GiB for
the wire phantom and Mconv = 112.5GiB for the tissue-
mimicking phantom, to MFMM ≈ 2.24%Mconv ≈ 2.58GiB
and MFMM ≈ 2.21%Mconv ≈ 2.49GiB, respectively. It
concurrently reduced the number of multiplications, which
theoretically amounted to Nmul,conv ≈ 7.72× 109 for the wire
phantom and Nmul,conv ≈ 7.55× 109 for the tissue-mimicking
phantom, to Nmul,FMM ≈ 93.91%Nmul,conv ≈ 7.25× 109 and
Nmul,FMM ≈ 92.32%Nmul,conv ≈ 6.97× 109, respectively.
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Fig. 16: Absolute values of the recovered compressibility fluctuations (43) (top colorbar; reclined) and their nearly-sparse
representations (32) (right colorbar; upright) for the quasi-plane wave (cf. (a) and (e)) and the superpositions of randomly-
apodized quasi-cylindrical waves (QCWs) (cf. (b) and (f)), randomly-delayed QCWs (cf. (c) and (g)), and both randomly-
apodized and randomly-delayed QCWs (cf. (d) and (h)). The top row (cf. (a) to (d)) shows the results of the convex ℓ1-
minimization method (R¯1,ξ,η), whereas the bottom row (cf. (e) to (h)) shows those of the nonconvex ℓ0.5-minimization method
(R¯0.5,ξ,η). The large upright images represent the nonzero absolute values by crosshairs of corresponding gray values and sizes,
whereas the remaining images exclusively use gray values. The inset images magnify the regions indicated by the red and
white squares. The reference SNR amounted to SNRdB = 10dB.
IX. DISCUSSION
A. Random Waves Decorrelate the Pulse Echoes of the Ad-
missible Structural Building Blocks
The isolated maxima of minimum FEHMs, which were
embedded in random values close to zero and characterized the
TPSFs (6) associated with all reference sensing matrices (cf.
Figs. 6(a), 6(b), 13(a) and 13(b)), indicate optimal spatial and
spectral resolutions. They resolved the adjacent grid points
in the FOV for the wire phantom and the adjacent discrete
spatial frequencies for the tissue-mimicking phantom. In fact,
the RIP for 4-sparse representations (32), which was met by
the random sensing matrices (48b) with very high probability,
ensured the stable recovery of all 2-sparse representations (32),
including those whose nonzero components populate adjacent
grid points or discrete spatial frequencies.
The noise-like properties of random values close to zero en-
abled their removal by the sparsity-promoting ℓq-minimization
method (R¯q,ξ,η). The gaps formed by the structured random
observation process (49a) for the wire phantom (cf. Fig. 6(b))
arose from the single reception angle in the pulse-echo setup,
i.e. the fixed position of the linear transducer array on a
single edge of the FOV. The elimination of these gaps by
the structured random sensing matrix (49b) for the tissue-
mimicking phantom (cf. Fig. 13(b)) hints at potential benefits
provided by the random waves for the specified structural
building blocks, i.e. the complex exponential functions.
The increased FEHMs of the TPSFs (6) associated with
the sensing matrices (33) induced by all incident waves (cf.
Tables V and VI), which resulted from the elliptical-shaped
regions of absolute values close to unity around the maxima
for the wire phantom (cf. Figs. 6(c) to 6(f)) and the extended
maxima for the tissue-mimicking phantom (cf. Figs. 13(c)
to 13(f)), indicate degraded spatial and spectral resolutions. In
contrast to the GWN forming the structured random sensing
matrix (49b), the incident acoustic pressure fields met the
Helmholtz equations (15) and, thus, strongly correlated the
pulse echoes of the adjacent grid points and the adjacent
discrete spatial frequencies. In their attempt to replicate the
desirable properties of the GWN, however, the random waves
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Fig. 17: Sample means and sample standard deviations of the mean structural similarity (SSIM) indices and the relative root
mean-squared errors (RMSEs) achieved by the recovered compressibility fluctuations (43) and the normalized numbers of
iterations in SPGℓ1. The assignment of all incident waves and both parameters q ∈ {0.5; 1} governing the sparsity-promoting
ℓq-minimization method (R¯q,ξ,η) to the columns and rows in this figure equals that in Fig. 16. The dashed red lines indicate
the reference SNR selected for Fig. 16. The maximum sample mean of 1127.6 normalized the numbers of iterations.
significantly outperformed the QPW.
In fact, the noise-like artifacts (cf. Figs. 6(d) to 6(f)
and 13(d) to 13(f)) with more uniform distributions of the
nonzero values, which populated 43.8% to 50.5% of the FOV
for the wire phantom (cf. Fig. 7) and 80% of the admissible
spatial frequencies for the tissue-mimicking phantom (cf.
Fig. 14), resembled those induced by the structured random
sensing matrices (49b) (cf. Figs. 6(b) and 13(b)). Unlike the
coherent sidelobes and the secondary maxima induced by the
QPW (cf. Figs. 6(c) and 13(c)), they prevented sparse ap-
proximations and, thus, enabled their removal by the sparsity-
promoting ℓq-minimization method (R¯q,ξ,η). The reductions
in the FEHMs, which ranged from 23.53% to 73.68% for
the wire phantom (cf. Table V) and from 41.17% to 62.52%
for the tissue-mimicking phantom (cf. Table VI) with few
exceptions, indicate improved spatial and spectral resolutions.
The slightly increased mean FEHM and the deviation in the
empirical CDF produced by the superposition of randomly-
apodized QCWs for the wire phantom, however, indicate
potential benefits provided by the random time delays.
B. Image Recovery by ℓq-Minimization is Quantitative
The left multiplications of the normalized recorded RF
voltage signals (41) by the adjoint normalized sensing matrices
(39) initialized SPGℓ1 and qualitatively recovered the normal-
ized nearly-sparse representations (40) (cf. Figs. 8 and 15).
They linearly combined the TPSFs (6) for all n1 ∈ supp[θ
(κ)]
and added errors, as shown in (A.57) (cf. Appendix II).
Equivalently, they assigned linear combinations of the zero-
lag cross-correlations (A.58) between the recorded RF voltage
signals (8) and the pulse echoes of the admissible structural
building blocks to the components and, thus, significantly en-
hanced the popular DAS method. In fact, the latter combines
the canonical basis with the approximation of all pulse echoes
by delayed Dirac delta distributions [28, Sect. IV.A.2].
The proposed method, in contrast, enabled the quantitative
recovery of the specified compressibility fluctuations (30)
via the sparsity-promoting ℓq-minimization method (R¯q,ξ,η).
Since the identification of the significant components in
the normalized nearly-sparse representations (40) essentially
thresholded the aforementioned products [41, Fig. 2], however,
the coherent sidelobes and the secondary maxima in the TPSFs
(6) induced by the QPW (cf. Figs. 6(c) and 13(c)) caused
artifacts for sufficiently large additive errors (cf. Figs. 9(a),
16(a) and 16(e)). The FEHMs for the wire phantom, which
significantly exceeded the size of a volume element (cf.
Table V), increased the numbers of components within the
illustrated dynamic range and, thus, the relative RMSEs for
the convex ℓ1-minimization method (R¯1,ξ,η) (cf. Figs. 10(a)
to 10(d)). Although the tissue-mimicking phantom reduced
this ratio (cf. Table VI) and, thus, the relative RMSEs for
the random waves (cf. Figs. 17(b) to 17(d)), the secondary
maxima prevented this reduction for the QPW (cf. Fig. 17(a)).
The mean SSIM indices, however, confirmed the excellent
structural recovery of both phantoms by the random waves.
The consistent improvements of all quality metrics by the
nonconvex ℓ0.5-minimization method (R¯0.5,ξ,η) (cf. Figs. 10
and 17) indicate its superiority to the convex ℓ1-minimization
method (R¯1,ξ,η) for the specified compressibility fluctuations
(30). The larger numbers of iterations, which arose from the
six executions of SPGℓ1, however, increase the computational
costs and the recovery times. These findings agree with those
derived from numerical experiments in the literature (cf. e.g.
[42, Sect. 5], [43, Sect. 3], [44, Sect. III]). In fact, the
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minimization of the ℓq-quasinorm, q ∈ (0; 1), in the sparsity-
promoting method (Pq,η) exactly recovered sparse represen-
tations (2) from a significantly smaller number of error-free
observations [43], [44]. Sufficient conditions, which relax the
upper bounds on the restricted isometry ratio or constant for
smaller parameters q, ensure the stable recovery and justify
these findings [42, Thm. 3.1], [44, Thm. 1]9.
The intractability of the nonconvex ℓq-minimization method
(R¯q,ξ,η), q ∈ [0; 1), necessitates the approximation of the
global minima by local minima using suitable initializations.
Although the proposed implementation does not guarantee the
recovery of the global minimum [42, Sect. 4], the observed
improvements indicate its convergence to the specified sparse
representations (32).
The simulation study focused on the two parameters q ∈
{0.5; 1}. Foucart et al. [42, Sect. 5] demonstrated the benefits
of retaining the sparsest result provided by a finite set of
discrete parameters q ∈ [0; 1] at the expense of higher
computational costs. The reweighted ℓ1 minimization [99] is
a special instance of Foucart’s algorithm for q = 0 that does
not unequivocally achieve the best results. Achim et al. [100]
proposed a method to infer the optimal parameter q from the
characteristic exponent of a symmetric α-stable distribution
modeling the temporal samples of an individual beamformed
RF voltage signal or its DFTs. The author speculates that
suitable statistical models for the normalized nearly-sparse
representation (40) could enable similar methods.
C. Spatially Extended Structural Building Blocks Increase the
Robustness Against the Additive Errors
For the wire phantom, the substantial relative RMSEs at
the low reference SNRs (cf. Figs. 10(f) to 10(h)) revealed
an undesired sensitivity of the compressibility fluctuations
(43) recovered by the random waves to the energy of the
additive errors. The variations in the incident acoustic energies
(27) across the isolated positions of the wires and the
resulting variations in the mean relative RMSEs (cf. Figs. 11(a)
and 11(c)) suggest that (i) the energy-guided relocation of
the wires, (ii) different realizations of the random waves, or
(iii) multiple sequential pulse-echo measurements overcome
this sensitivity. A fixed experimental setup, however, excludes
option (i), and only option (iii) ensures consistent results
for various configurations. The variations further suggest that
(iv) spatially extended structural building blocks reduce this
sensitivity.
Indeed, for the tissue-mimicking phantom, the negligible
relative RMSEs at the low reference SNRs (cf. Figs. 17(f)
to 17(h)) indicate the robustness of the compressibility fluctu-
ations (43) recovered by the random waves against the additive
errors. In contrast to the wires, the spatially extended complex
exponential functions scattered the incident acoustic pressure
fields (26) at all grid points in the FOV and, thus, completely
reradiated their spatial variations. The significantly enlarged
passbands of the sensing matrices (33) induced by the random
waves (cf. Figs. 12(b) to 12(d)) prove that their scattered waves
interfere less destructively on the faces of the array elements
9Foucart et al. [42] corrected a minor imprecision in the argument.
than those caused by the QPW. In addition to the robustness,
they explain the reductions of the mean FEHMs relative to
the QPW for the wire phantom (cf. Table V). Their strong
agreement with the predictions of the FDT further indicates
the correctness of the numerical simulations.
D. Worst-Case Coherences Provide Impractical Upper
Bounds on the Numbers of Nonzero Components
The arguments of the maxima in the empirical CDFs of
the TPSFs (6) (cf. Figs. 7 and 14) bounded from below the
worst-case coherences of the sensing matrices (33), which are
defined as [35, Def. 5.1]
µ
(
A
[
p(in)
])
= max
n1 6=n2
{∣∣TPSF{A[p(in)]}(n1, n2)∣∣} (50)
and obey the Welch lower bounds [35, Thm. 5.7]
µlb,W
(
A
[
p(in)
])
=
√
Nlat −Nobs
Nobs(Nlat − 1)
, (51)
according to the inequality
µlb,W
(
A
[
p(in)
])
≤ µlb
(
A
[
p(in)
])
≤ µ
(
A
[
p(in)
])
. (52)
These measures, in turn, loosely bounded from above the
RICs of the normalized sensing matrices (39) for 2s nonzero
components [35, Prop. 6.2], i.e.
δ2s
(
A¯ξ
[
p(in)
])
≤ (2s− 1)µ
(
A
[
p(in)
])
< δ2s,ub (53)
for all factors ξ ≤ min
i∈[Nlat]
{‖ai[p(in)]‖2}/ max
i∈[Nlat]
{‖ai[p(in)]‖2},
where δ2s,ub denotes the specific upper bound imposed by a
suitable sufficient condition ensuring the stable recovery. The
complete relaxation of this upper bound, i.e. δ2s,ub = 1 [35,
134], and the successive insertions of both lower bounds on
the worst-case coherences (52) yield the upper bounds on the
numbers of nonzero components
s <
1
2
[
1
µlb
(
A
[
p(in)
]) +1] ≤ 1
2
[
1
µlb,W
(
A
[
p(in)
]) +1]. (54)
These upper bounds, however, did not provide any practical
guarantees for the normalized sensing matrices (39) induced
by all incident waves and, thus, seemed to contradict the nu-
merical simulations (cf. Table VII). Moreover, both reference
sensing matrices only ensured the recovery of at most 22
nonzero components, and neither of the investigated sensing
matrices (33) achieved the Welch lower bounds (51). Multiple
authors confirmed this impracticality [66] and the worst-case
coherences close to unity in pulse-echo UI [25, Fig. 6], [51,
Table 1], [28, Fig. 9].
The impracticality of the upper bounds (54) arose from
both the looseness of the upper bounds on the RICs provided
by the worst-case coherences (53) and the limited spatial
and spectral resolutions. The latter prevented the recovery
of sparse representations (32) whose nonzero components
populated adjacent grid points or discrete spatial frequencies.
The upper bounds s < 2 prohibited such configurations and
reflected this limitation. They did not contradict the numer-
ical simulations because specific configurations meeting the
resolution requirements were recoverable. The increase of the
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TABLE VII: Upper bounds on the numbers of nonzero components (54) for both reference sensing matrices and the sensing
matrices (33) induced by all incident waves. Their best possible values arose from the Welch lower bounds on the worst-case
coherences (51), whereas their remaining values arose from the lower bounds on the worst-case coherences (52) provided by
the arguments of the maxima in the empirical CDFs of the TPSFs (6).
Object
Upper bound on the number of nonzero components (1) [lower bound on the worst-case coherence (%)]
Welch lower bound RIP GWN QPW Rnd. apo. Rnd. del. Rnd. apo. del.
Wire phantom 91 [0.55] 18 [2.84] 3 [14.47] 1 [98.28] 1 [98.71] 1 [98.67] 1 [98.46]
Tissue-mimicking phantom 90 [0.56] 23 [2.19] 1 [40.82] 1 [97.87] 1 [94.68] 1 [94.21] 1 [94.77]
constant spacings between the adjacent grid points in the FOV
trivially decorrelates their pulse echoes and, thus, effectively
reduces the worst-case coherences (50) and increases the upper
bounds (54). Faithful discrete representations of the continuous
physical models, however, impose upper bounds on these
spacings and enforce a trade-off. The impracticality of the
upper bounds (54) emphasizes the importance of alternative
concepts to assess the suitability of the normalized sensing
matrices (39), e.g. the presented and frequently-used investiga-
tion of the TPSFs (cf. e.g. [39], [41]) and quantitative recovery
experiments. These empirically revealed the advantages of the
random waves over the QPW.
E. Multiple Sequential Pulse-Echo Measurements per Image
do not Resolve the Effective Underdeterminedness
The number of sequential pulse-echo measurements per
image simultaneously controls both the acquisition time and
the number of observations (29). Its sufficient increase for-
mally resolves the typical underdeterminedness of the linear
algebraic system (31) in ultrafast UI. The wire and the
tissue-mimicking phantoms, for instance, required the minimal
numbers Nin ≥ 9 and Nin ≥ 10, respectively, for this purpose.
Even an observation process (31c) of full mathematical rank,
however, remains ill-conditioned and, thus, exhibits a non-
trivial quasi-nullspace, i.e. a set of nonzero compressibility
fluctuations (30) whose pulse echoes contain relatively low
electric energies [61, 4], [62, 1, 3]. These vectors represent
lossy heterogeneous objects that are almost invisible to the
pulse-echo measurement process [21, Sects. 6.9.1 and 6.9.4].
Their existence renders the linear algebraic system (31) effec-
tively underdetermined because the additions of their linear
combinations to any exact solution only induce negligible
residuals [61, 4], [62, 1, 3]. The complex exponential functions
of relatively low and high spatial frequencies exemplified
such vectors for the observation processes (31c) induced
by all waves incident on the tissue-mimicking phantom (cf.
Fig. 12). The maximal passbands, which are limited by the
electromechanical transfer behavior of the instrumentation and
approximately achieved by the random waves, are invariant
to the number of sequential pulse-echo measurements per
image. Although the increase of the latter does not eliminate
the need for regularization, it (i) enlarges the suboptimal
passbands achieved by the steered QPWs for various preferred
directions of propagation and (ii) improves the robustness
of the recovered compressibility fluctuations (43) against the
additive errors (cf. Subsect. IX-C).
F. Significance of the Fast Multipole Method for the Sparsity-
Promoting ℓq-Minimization Method
The numerical evaluations of tens to hundreds of matrix-
vector products involving the normalized sensing matrix
(39) or its adjoint by the sparsity-promoting ℓq-minimization
method (R¯q,ξ,η) (cf. Figs. 10 and 17) emphasize the signifi-
cance of both auxiliary functions in the proposed matrix-free
implementation. The normalized reductions in the memory
consumption and the number of multiplications achieved by
the FMM, which amounted up to 97.8% and 7.7%, respec-
tively, confirm its effectiveness in achieving both aims of
these functions. Although modern UI systems typically lack
the amounts of fast RAM required for the explicit storage
of the observation process (31c), they can readily store its
approximate decomposition provided by the FMM. A detailed
analysis of the FMM for the excitation by steered PWs
reported even higher normalized reductions in the memory
consumption and the number of multiplications of 99.75%
and 76%, respectively [101]. The author hypothesizes that
additional optimizations in the discretization of the truncated
multipole expansions enable further improvements.
The availability of the FMM, which results from the usage
of the outgoing free-space Green’s functions (A.55), is a cru-
cial advantage of the analytical derivation of the observation
process (31c) over the numerical constructions using simula-
tion software or experimental measurements proposed in [26],
[54]. The FMM provides explicit analytical expressions for
the sparse approximation of the observation process (31c),
whereas algebraic methods, e.g. the singular value decomposi-
tion [61], [62] and its enhancements [102], the adaptive cross
approximation [103], or various transforms [91], [97], [104],
rely on the numerical values of its entries (28b) or its action
on a suitable vector. The constancy of the observation process
(31c) in multiple instances of the normalized CS problem (42),
which frequently occurs in practice, reduces the relevance of
the increased complexity.
G. Reduction of the Number of Observations Enables Sub-
Nyquist Sampling Rates
The number of observations (29) defines the minimal data
volume required for the determination of the relevant Fourier
coefficients (8b). It simultaneously controls both the memory
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consumption and the computational costs raised by the numer-
ical evaluations of the matrix-vector products involving the
normalized sensing matrix (39) or its adjoint. Besides mini-
mizing the number of sequential pulse-echo measurements per
image, (i) the deactivation of selected receiving array elements
[25, Sect. III-C.1)], [51, Sects. 3.2 and 4], [28, Sect. V-B],
(ii) the random temporal mixing of the recorded RF voltage
signals [25, Sect. III-C.2)], (iii) random temporal projections
[29], and (iv) customized alternative discretizations of the
frequency axis [39, Sects. VI-B and VII] enable its significant
reduction. The latter specifically reduce the cardinalities of the
sets of relevant discrete frequencies (9) below the effective
time-bandwidth products (10). These approaches, however,
potentially discard essential observations discriminating the
pulse echoes of the structural building blocks and typically
increase their correlations.
Optimal methods therefore (i) minimize these correlations
and (ii) capture Fourier coefficients (8b) of relatively high
SNRs. The suppression of the incoherent aliasing by the
sparsity-promoting ℓq-minimization method (R¯q,ξ,η) then en-
ables sub-Nyquist spatiotemporal sampling rates. In the simu-
lation study, for instance, the approximate Gaussian distribu-
tion of the energy in the Fourier coefficients (8b) over the fre-
quency axis (cf. Table IV) permits the selection of only a few
consecutive discrete frequencies around the center frequency
[72, Sect. III-B], [73, Sect. IV-B]. A uniform distribution of
this energy, in contrast, would permit the selection of randomly
and uniformly distributed discrete frequencies [73, Sect. IV-B].
Using sub-Nyquist temporal sampling rates, the proposed
method resembles the compressed beamforming methods
[70]–[74]. In fact, both types of methods leverage a sparsity-
promoting ℓq-minimization method (Pq,η) to recover specific
signals from only a few Fourier coefficients (8b) associated
with the selected discrete frequencies. The former, however,
recovers d-dimensional acoustic material parameters based on
realistic physical models. It minimizes the number of sequen-
tial pulse-echo measurements per image and, thus, maximizes
the frame rate. The latter methods, in contrast, use the popular
DAS method to focus the recorded RF voltage signals. They
model the one-dimensional focused signals composing the
image as quantized finite streams of known pulses10 and indi-
vidually recover hundreds of nearly-sparse parameter vectors
defining these streams. They primarily reduce the temporal
sampling rates, and only their most recent versions additionally
support high frame rates [70], [71]. The superior physical
model driving the proposed method, however, further increases
the frame rate and significantly improves the image quality.
H. Experimental Validations
An experimental validation of the proposed method us-
ing the plane-wave imaging challenge in medical ultrasound
(PICMUS) data and Nin ∈ {1, 3} sequential pulse-echo
measurements based on steered QPWs was presented in [107].
10Finite streams of known pulses are special instances of finite rate of
innovation signals, i.e. analog signals defined by a finite number of parameters
in an underlying signal model per unit of time (cf. e.g. [105] and [106]).
Comparisons to established image recovery methods, includ-
ing SA, DAS, filtered backpropagation, and the progressive
scanning by focused beams, at increasing stages of evolution
were shown in [30], [32]–[34].
I. Limitations
Multiple important investigations had to be left for future
research. These mainly include statistical analyses of the
admissible numbers of significant components in the nearly-
sparse representation (32) for various numbers of sequential
pulse-echo measurements per image, parameters q governing
the sparsity-promoting ℓq-minimization method (R¯q,ξ,η), en-
ergy levels of the additive errors, realizations of the random
waves, and orthonormal bases (cf. e.g. [43, Figs. 1 and 2], [44,
Figs. 3 and 4]). The large numbers of parameter combinations
and the high computational costs induced by the proposed
implementation of the sparsity-promoting ℓq-minimization
method (R¯q,ξ,η) currently prevent such combinatorial analyses
for normalized CS problems (42) of the investigated sizes.
Furthermore, the presented study focused on simple types
of random waves that can readily be synthesized by pro-
grammable UI systems. Although more advanced syntheses,
e.g. element specific coded excitation voltages, increase the
complexity of the transmit hardware, they potentially further
decorrelate the pulse echoes and, thus, deserve additional
studies. Moreover, the numerical simulations of the pulse-
echo measurement process in the two-dimensional Euclidean
space, i.e. d = 2, exclude variations along the elevational
direction. They underestimate the diffraction-induced decay
of the ultrasonic waves, which is asymptotically proportional
to ‖r‖−(d−1)/22 for the outgoing free-space Green’s functions
(A.55), and predict less realistic results. The rectilinear bound-
ary conditions prohibit the usage of curved transducer arrays,
and the linear wave propagation neglects finite amplitude
effects. Eventually, the Born approximation, which dominates
practical image recovery methods in UI, excludes multiple
scattering and, thus, any phase aberrations. Despite these
limitations and open investigations, however, the presented
results reliably outline the potential drawbacks and the benefits
of random incident waves in fast compressed pulse-echo UI.
X. CONCLUSION AND OUTLOOK
The proposed syntheses of random waves applied random
apodization weights, time delays, or combinations thereof to
reference excitation voltages and aided in meeting a central re-
quirement of the CS framework in fast compressed pulse-echo
UI. They decorrelated the pulse echoes of the admissible struc-
tural building blocks composing the lossy heterogeneous ob-
ject to be imaged relative to the prevalent steered QPWs. These
blocks equaled the individual basis functions in a nearly-sparse
representation of the spatial compressibility fluctuations. A
sparsity-promoting ℓq-minimization method enabled both the
structural and the quantitative recovery of two phantoms from
synthetic RF voltage signals. These were generated by single
realizations of the random waves in numerical simulations of
the pulse-echo measurement process in the two-dimensional
Euclidean space. Although the spatial variations in the incident
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acoustic energies caused residual errors at low SNRs for the
sparse wire phantom, they improved the identification of the
spatially extended structural building blocks defined by the
discrete Fourier basis and significantly enlarged the passbands
of the sensing matrices for the tissue-mimicking phantom.
The FMM enabled an efficient GPU-based implementation of
both types of matrix-vector products required by the iterative
algorithms.
The proposed physical models for the pulse-echo mea-
surement process and the syntheses of the incident waves
provide the flexibility to investigate alternative types of inci-
dent waves, e.g. superpositions of multiple individually coded
quasi-(d − 1)-spherical waves [108], random focused beams,
structured waves [109], and even arbitrary experimentally
measured waves. The author is currently investigating the
superpositions of multiple individually coded quasi-(d − 1)-
spherical waves to further decorrelate the pulse echoes. He
is simultaneously extending the implementation to the three-
dimensional Euclidean space and exploring nonlinear CS to
regularize the nonlinear ISP generalizing the Born approxi-
mation. Alternative orthonormal bases, e.g. wavelet bases, and
customized redundant dictionaries [110], which can be learned
from the ultrasound images of interest [111], potentially
further improve fast compressed pulse-echo UI and deserve
additional studies.
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APPENDIX I
The outgoing free-space Green’s functions (cf. e.g. [21,
(2.14) and (2.19)], [22, (3.14) and (3.15)])
gl(r) =
{
jH
(2)
0 (¯
kl ‖r‖2) /4 for d = 2,
−e−j¯
kl‖r‖2/(4π ‖r‖2) for d = 3,
(A.55)
uniquely solve the fundamental inhomogeneous Helmholtz
equations (
∆+
¯
kl
2
)
gl(r) = δ(r)
subject to the Sommerfeld radiation conditions (SRCs) (cf. e.g.
[21, (1.48) or (2.8)], [22, (7.61)])
lim
r→∞
max
‖r‖2=r
‖r‖
d−1
2
2
[
〈∇gl(r), er(r)〉 + j
¯
klgl(r)
]
= 0 (A.56)
for all l ∈ L
(n)
BP , where H
(2)
0 denotes the zero-order Hankel
function of the second kind [112, §10.2(ii) and 10.4.3], δ
indicates the Dirac delta distribution, and er(r) = r/‖r‖2 for
all r ∈ Rd \ {0} is the radial unit vector. The SRCs (A.56)
account for a lossy homogeneous fluid of infinite extent and
ensure the causality in the time domain [21, Sect. 2.1.4].
APPENDIX II
The left multiplication of the normalized recorded RF
voltage signals (41) by the adjoint normalized sensing matrix
(39) yields
ˇ¯θ
(κ)
ξ = A¯
H
ξ
[
p(in)
]
u¯(rx) =
1∥∥u(rx)∥∥
2
W−1ξ A
H
[
p(in)
]
u(rx)︸ ︷︷ ︸
=θˇ(κ)
.
Its components linearly combine the TPSFs (6) according to
ˇ¯θ
(κ)
ξ,i =
〈
A¯ξ
[
p(in)
]
θ¯
(κ)
ξ + η¯︸ ︷︷ ︸
=u¯(rx)
,
ai
[
p(in)
]
aξ,i
[
p(in)
]〉
=
〈 ∑
q∈[Nlat]
aq
[
p(in)
]
aξ,q
[
p(in)
] θ¯(κ)ξ,q︸ ︷︷ ︸
=A¯ξ[p(in)]θ¯
(κ)
ξ
,
ai
[
p(in)
]
aξ,i
[
p(in)
]〉+ 〈η¯, ai [p(in)]〉
aξ,i
[
p(in)
]
=
∑
q∈[Nlat]
‖aq‖2 ‖ai‖2 θ¯
(κ)
ξ,qTPSF {A} (q, i)
aξ,qaξ,i
+
〈η¯, ai〉
aξ,i
(A.57)
for all i ∈ [Nlat − 1]0, where the dependence on p
(in) was
omitted in the last line. Inserting the Fourier coefficients (8b),
the components contain the zero-lag cross-correlations
θˇ
(κ)
i =
Nin−1∑
n=0
∑
l∈L
(n)
BP
Nel−1∑
m=0
a
(n)
m,l,i
∗ 1
T
(n)
rec
∫
T
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rec
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=u
(rx,n)
m,l
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m=0
1
T
(n)
rec
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T
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l∈L
(n)
BP
a
(n)
m,l,ie
jωlt
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dt
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n=0
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m=0
1
T
(n)
rec
∫
T
(n)
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u˜(rx,n)m (t)a˜
(n)
m,i
∗(t)dt
(A.58)
for all i ∈ [Nlat − 1]0.
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