Although Mg alloys possess many attractive properties, the use of Mg alloys has been limited due to their extremely poor corrosion resistance. In the authors' previous study, they have developed a new process for Mg/Al cladding by hot extrusion with a convex die. In the extrusion process, it was found that the thickness uniformity of the Al coating layer can be controlled by changing the die angle.
Introduction
Mg alloys have the lowest density among all structural metal materials and they have attracted attentions over many years. In recent years, Mg alloys are expected as a material saving weight of automobile components and being of some helps to solve the global environmental issues [5] . However, 3 the practical use of Mg alloys has been limited due to their extremely poor corrosion resistance [1] .
Although a number of processes have been proposed to overcome this disadvantage, those processes still possess problems e.g. difficult surface treatment prior to the process, non-uniformity of the coating and negative effect on the environment [4] . Therefore, the present authors have developed a new cladding process of Mg alloys with pure Al, as a more promising process, by a conventional hot extrusion method with a convex die [9] . The Mg/Al cladding extrudate exhibited an excellent corrosion resistance and notably, it was found that the coating thickness uniformity can be controlled by changing the die angle, which is defined as the angle between extrusion direction and the die's working face. Thus, this new cladding process is expected to provide a broader range of application field to Mg alloys. However, detailed information about the influences of other extrusion parameters such as the extrusion temperature and ram speed on the coating thickness uniformity are still unclear, which is necessary for obtaining the uniform thickness coating under given conditions. Therefore, in the present study, sensitivity analysis was performed to evaluate the influences of some extrusion parameters on the coating thickness uniformity. In order to perform the sensitivity analysis, the process for Mg/Al cladding was modelled by using a finite element (FE) code, and validity of the model was investigated.
Methodology

FE model
An FE model of the extrusion process was developed in the commercial Forge 2011 software. The FE code is based on the Norton-Hoff viscoplastic flow rule [2] :
where s is the deviatoric stress tensor, K is material consistency, m is the strain rate sensitivity and ̇ is the strain rate tensor. ̅ is the effective strain rate, which is described as
The flow stress model for AZ80 Mg alloy (Mg-8.2mass%Al-0.56mass%Zn-0.44mass%Mn) was developed from the inverse analysis in our previous study [10] . The derived flow stress model is:
where ε is strain, T is temperature and ̇ is strain rate. The flow stress model of a commercial pure Al (99.6%: Al-0.125Si-0.175Fe-0.025Zn-0.025Cu-0.015Mn-0.015Mg-0.015Ti), which corresponds to a coating material, was taken from the database of Forge and expressed by using a Hansel-Spittel law [6] as follows:
The temperature range to which this model can be applied is 523-823 K, which covers the extrusion temperature range of our focus.
The initial geometries of the extrusion process were identical to the ones used in our previous experiment [9] . Fig. 1 shows the initial meshes of the billet, coating material plate and the extrusion tools of the container and die. Considering the symmetry of the geometries, a 2D axisymmetric hot extrusion module was adopted. The meshes in the container and die were set uniformly. On the other hand, those in the billet and coating material plate were not uniform, being finer in the vicinity of the die aperture, where severe deformation occurs. The bearing of this die is slightly tilted and the corner radius of the die aperture is set to 0.5 mm. The mesh was refined also at the corner of the die and container wall.
In this study, friction at all interfaces was controlled by a Coulomb limited Tresca law which is expressed by the following relations: 
where τ is the shear stress, μ is the Coulomb's friction coefficient, σ n is the normal stress vector, � is the shear friction coefficient and ∆ and ∆ are differences of velocities between two solids in vector and scalar representation, respectively. In the experimental extrusion process, boron nitride (BN) powder was sprayed on the container and die surfaces as a lubricant [9] . It is known that the friction parameter of the BN powder, µ, is 0.17 [3] and it is empirically known that the friction coefficient, μ, is approximately half of the coefficient � [11] . Therefore, in the present simulation, the friction coefficients µ and � were set at 0.17 and 0.34, respectively, at the interfaces of container/billet, container/coating material and die/coating material. Since the billet and coating materials are bonded together after flowing out through the die bearing, the friction parameter for the interface between the billet and coating material was taken as the "bilateral sticking" which means that nodes at the interface cannot leave the contact.
The ambient temperature was set at 298 K and the initial temperature of the container, die, billet and coating material was set at 583 K, which is the same temperature as that in the experiment [9] . All the tools were assumed to be perfectly rigid, and for simplicity the friction coefficient at the tool/deformed materials interfaces and the thermal coefficient were assumed to be constant through the whole process. 
Model validation
The validity of the model was investigated by comparing the coating thicknesses obtained in the simulation with the experimental results. The coating thickness was evaluated with an automated thickness measurement option in Forge software. The measured coating thickness was smoothed by using the moving-average method per 20 points and compared with the experimental results for the various die angles.
Sensitivity analysis
Container Die Coating material plate
The sensitivity analysis can be used to assess the relative importance of input parameter values to the observed output [7] . In the present study, the sensitivity analysis was performed to find which extrusion parameters contribute most to the coating thickness uniformity.
It is empirically known that there are anomalous parts at the beginning and ending stages of the extrusion process. Therefore, the coating thickness was measured in the middle part of the extrudate with a range from 50 to 90 mm from the tip of the simulated extrudate in the extrusion direction as shown in 
where d i is the coating thickness at the i th position numerated in the measured range, n is the number of the measurement points and d ave is the average coating thickness. For the sensitivity analysis, full twolevel Factorial Design (FD) was adopted owing to the low computational costs [8] . The sensitivities of the following five parameters were evaluated: (1) initial thickness of the coating material plate, l initial , (2) extrusion temperature, T, (3) ram speed, V ram , (4) die angle, θ and (5) ratio of simulated flow stress to the experimental one for pure Al, a. The parameter a was defined as follows:
The parameter levels were empirically chosen and are presented in Table 1 . In FD, the average response from high-level runs was compared with the average response from the low-level runs and the influences of the parameter were determined as follows:
where y is the model output, "+" and "-" indicate the upper and lower limits of the parameter range, respectively and m is the number of model simulations at each level. Furthermore, in order to investigate the influence of each extrusion parameter on the average coating thickness, the sensitivity analysis for the average coating thickness was also performed. The average coating thickness was used as an output, y, and E was calculated by using equation (9) .
As explained in this section, the sensitivity analysis is performed with the help of the numerical simulation of the extrusion process as an effective way of data collection. In the following sections, firstly, the developed model is verified and then the sensitivity analysis results are shown. One of the possible reasons for this should be related to uncertainty in the accuracy of friction coefficient 9 at the die/coating interface. As mentioned above, the friction coefficient at the interface was set at the value of the BN lubricant. However, in the real process, the lubricant may gradually flow off from the die surface as the extrusion proceeds and eventually it can cause errors. In the present study, as was mentioned in the earlier section, the focused coating thickness is in the range from 50 to 90 mm from the tip of the simulated extrudate, and the error is not significant in this range. Therefore, the accuracy of the developed 2D FE model is considered to be reasonable for the present study. 
Sensitivity Analysis
Sensitivity analysis for the coating thickness uniformity
The uniformity obtained for all conditions simulated in the present sensitivity analysis are presented in Fig. 3 . From this figure, it can be seen that the higher uniformity is obtained when the die angle is larger and the initial thickness of the coating material plate is thinner. Table 1 . The higher absolute value of the E indicates the higher influence on the coating thickness uniformity. Table 1 . The higher absolute value of the E indicates the higher influence on the average coating thickness.
Sensitivity analysis for the average coating thickness
As a summary of the sensitivity analysis, the uniformity of the coating thickness and the average coating thickness are summarized in Table 2 . The level of non-uniformity and the average coating thickness are ranked and are presented in ascending order of the uniformity and thickness. The first place for the uniformity is the results which showed the least value of the level of non-uniformity, and the first place for the average coating thickness is the results which showed the thinnest average coating thickness. From the table, it is clear that the most uniform thickness coating was obtained in Simulation #25 because it exhibits the least value of the level of non-uniformity. Therefore, the optimal condition to obtain the uniform thickness coating is given by the die angle of 110 o , the initial thickness of the coating material plate of 2 mm, the extrusion temperature of 623 K, the ram speed of 1 mm/s and the ratio of the flow stress of 0.9. 
Conclusions
The process for Mg/Al cladding by hot extrusion with convex dies was modeled and validity of the model was assessed. A sensitivity analysis was performed to evaluate the influences of some extrusion parameters on the coating thickness uniformity and the average coating thickness. The following conclusions were obtained.
• The developed 2D FE model of the process for AZ80 Mg alloy/Al cladding is considered to be reliable. 
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• The die angle and the initial thickness of the coating material plate have the highest influence on the coating thickness uniformity and the average coating thickness, respectively. These two parameters showed much more significant influences on both the coating thickness uniformity and average coating thickness than the other parameters such as extrusion temperature, ram speed and the ratio of simulated flow stress to the experimental one for pure Al.
