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We investigate the parallel performance of an iterative solver for 3D heterogeneous Helmholtz problems related to
applications in seismic wave propagation. For large 3D problems, the computation is no longer feasible on a single pro-
cessor, and the memory requirements increase rapidly. Therefore, parallelization of the solver is needed. We employ a com-
plex shifted-Laplace preconditioner combined with the Bi-CGSTAB iterative method and use a multigrid method to
approximate the inverse of the resulting preconditioning operator. A 3D multigrid method with 2D semi-coarsening is
employed. We show numerical results for large problems arising in geophysical applications.
 2007 Elsevier Inc. All rights reserved.
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Important applications of the acoustic wave equation can be found in many fields, for instance, in geophys-
ics, marine and aero acoustics. In geophysics, numerical methods can be employed in acoustic imaging tech-
niques to gain insight in geological structures and physical properties deep within the Earth’s subsurface
[25,26]. The numerical solution of the wave equation has greatly helped both forward modeling and migration
of seismic wave fields in complex Earth structures. It also serves as a starting point for solving the full inverse
problem [29,30]. The wave equation can be solved either in the time- or in the frequency-domain. The numer-
ical scheme can be based on finite difference or finite elements discretizations. In this paper, we focus on
developing an efficient method for solving the wave equation in the frequency domain based on second-order
finite-difference scheme.0021-9991/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcp.2007.03.033
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domain wave equation (also called Helmholtz equation) is obtained. The Helmholtz equation can also be
obtained if one considers the frequency-domain solution of the Telegraph equation, the Schro¨dinger equation
in non-relativistic quantum mechanics [24], and the Klein–Gordon equation in relativistic quantum mechanics
[14]. Once the solutions in the frequency domain are obtained, we can calculate the solution of the wave equa-
tion in the time domain with the help of the inverse Fourier transform [5]. To represent a solution of the wave
equation for a given time interval accurately, however, a wide range of frequencies has to be resolved and the
Helmholtz equation has to be solved for each frequency separately. For the purpose of the top 5 to 6 km of the
Earth imaging in exploration seismology, the frequencies usually range from 10 to 60 Hz, with a small interval
between the frequencies.
For 2D problems the computation can be performed by using, for example, direct methods combined with
nested dissection reordering [13], and a LU decomposition. Only one LU decomposition is needed to calculate
the solutions at multiple source locations. This leads to algorithms in the frequency domain that are more effi-
cient than time domain methods. However, in 3D problems, the matrix size rapidly becomes too large and
instead of LU decomposition, one has to resort to an iterative method. With the iterative method, we no
longer have the main advantage in the frequency domain which is associated with the LU decomposition. Still,
efficiency may be gained from using only a subset of the available frequencies to generate the time-domain
solution [25].
For the 3D Helmholtz equation, many iterative methods suffer from slow convergence, especially if high
frequencies have to be resolved. For this reason, the development of fast iterative methods for high-frequency
Helmholtz problems remains a subject of active research. For recent work on this subject, see [21,9,17].
Recently, a novel 2D iterative solver has been developed in [11,12]. This method is robust and efficient for solv-
ing heterogeneous high-frequency Helmholtz problems. Numerical results for large 2D problems representa-
tive for the geophysical applications have been presented in [31]. In the present paper, we solve the 3D
heterogeneous high-frequency Helmholtz equation efficiently, based on the 2D solver proposed in [12].
From the exploration-seismology point of view, the Earth is a heterogeneous semi-infinite medium. Since we
choose to simulate seismic recording of finite duration of waves propagation at a finite velocity through the
Earth, we can truncate our Earth model to the region of explorational interest, and apply absorbing conditions
to the truncated edges of the Earth model [18]. A popular choice of boundary conditions, often used in geophys-
ics, is a so-called absorption layer (or ‘‘sponge’’ layer) as the boundary conditions; (see, e.g., [7,16] and [22]). This
layer is not a physical layer. It is used to gradually damp the outgoing waves by adding more dissipation to the
wave equation. An iterative solver should be able to deal with these discretization features efficiently.
The outline of this paper is as follows. In Section 2, we present the finite difference discretization of the 3D
Helmholtz equation, with the description of the second-order absorbing boundary conditions. We verify the
accuracy of the discretization by comparing to the results obtained from an analytical solution for a constant
wavenumber. In Section 3, a 3D multigrid method with semi-coarsening for the preconditioner solve is dis-
cussed. In Section 4, we introduce a parallel approach for 3D problems. A performance comparison of a single
processor to that of multiple processors for a number of problems is presented. Finally, numerical results for a
large 3D model arising in a geophysical application are reported.2. Finite difference discretization
We start with the description of the 3D Helmholtz equation in a domain X  R3 of the following form:
r2uðx;xÞ  kðxÞ2uðx;xÞ ¼ gðx;xÞ; x 2 X; ð1Þwhere u represents the pressure field, kðxÞ ¼ x=cðxÞ is the wavenumber, c(x) is the acoustic-wave velocity
which varies with position and x ¼ 2pf denotes angular frequency. The source term is denoted by g and
r2 ¼ ð o2ox2
1
þ o2ox2
2
þ o2ox2
3
Þ is the Laplace operator.
In order to mimic an infinite space and to avoid reflections from the boundary, we add absorption layers
(Xe) to the physical domain, X, (see Fig. 1). In Xe, we consider the damped Helmholtz equation in the follow-
ing form [33]:
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Fig. 1. A cross-section of the 3D domain with absorption layer in the case of a regular heterogeneous medium.
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wherea ¼ 0:25 kx xdk
2
kxe  xdk2
; x 2 Xe; ð3Þwith xd is a point of the boundary C and xe is a point in the absorption layer C
e. The imaginary unit is denoted
by ı. On the boundary Ce, this equation is supplemented by the following second-order absorbing boundary
conditions [10,3].
On each face the boundary condition is of the form:ou
oxk
 ıxu ı
2x
X
16j 6¼k63
o2u
ox2j
¼ 0 on Ce: ð4ÞOn each edge, we have the condition 3
2
x2u ıx ou
oxm
ou
oxj
 
 1
2
o2u
ox2k
¼ 0 on Ce: ð5ÞFurthermore, on each corner, the conditions are given by:2ıxuþ
X3
j¼1
ou
oxj
¼ 0 on Ce: ð6ÞEqs. (1)–(6) are discretized by second-order scheme. The discretization results in the linear system:A/ ¼ b; ð7Þ
where / and b are the pressure field and source, respectively.
For second order finite-differences, the well-known 7-point discretization stencil Ah corresponding to
matrix A is:
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CA: ð8ÞNow, A is a large but sparse matrix with complex values, because of the absorbing boundary conditions.
The vectors / and b are discrete versions of u and g in (1), respectively. We denote by n1, n2, and n3 the number
of discretization points in the x1, x2 and x3-coordinates, respectively, and assume that n1 = n2 = n3 = n, so A is
of size n3 · n3. With the natural ordering of the grid points, A has a band width of size n2, but with only Oðn3Þ
non-zero elements. In order to obtain an accurate numerical solution, it is required to choose 10  12 points
per wavelength kf (for the second-order discretization), where kf ¼ cf with f is the frequency [28]. In a heter-
ogeneous medium, the smallest velocity is usually selected as the representative wavelength. The domain of
the absorption layer is normally defined between 2kf and 3kf . The wavenumber k can be large, which implies
that the wave Eq. (1) has both positive and negative eigenvalues, and therefore the matrix A is indefinite. In
order to avoid a reduction of accuracy for a second order scheme due to so-called pollution effect [1–3] k2h3
should be set constant. As for an iterative solution method, keeping kh constant is more severe; we stay with
kh = 0.625 as discussed in [12] for 2D case.
The system of linear Eq. (7) becomes very large for high frequencies. In three-dimensional problems, one
can have millions of unknowns and the complexity of a direct solver is Oðn7Þ, while the storage required for L
and U in an LU-decomposition is of Oðn5Þ. Therefore, we focus on an iterative solution technique.
Common iterative methods for indefinite systems are based on Krylov subspace methods [32,6]. These
methods are generalizations of the conjugate-gradient (CG) methods. The Bi-conjugated gradient stabilized
(Bi-CGSTAB) algorithm [36] is one of Krylov subspace algorithms. In this algorithm, /i is iteratively updated
from an initial guess /0 until the residual error
jjbA/i jj
jjbjj is small enough. Without a preconditioner, this method
converges slowly or not at all for Helmholtz problems [28]. By preconditioning, we solve an equivalent linear
system as:AM1~/ ¼ b; ~/ ¼ M/: ð9Þ
In [12], an operator of the preconditioner of the following form has been proposed for 2D applications:Mp ¼ ðb1  ıb2Þk2 r2; ð10Þ
where the parameters b1 and b2 should be chosen such thatMp resembles A, but is easy to solve at the same
time. k is again the wave number and $2 the Laplacian. The operatorMp is called a complex-shifted Laplacian
and corresponds to a damped wave equation. Boundary conditions are set identical to those for the original
wave equation. The preconditioning matrix M is obtained from finite-difference discretization ofMp. In this
paper, the preconditioning matrix M is discretized by the 7-point finite difference stencil.
2.1. Validation of the numerical results
In order to validate the accuracy of the discretization, we consider a constant wavenumber model with
k = x/c, x = 2pf, f = 40 Hz and c = 2000 m/s, respectively. The size of the model is D ¼ ½0; 304  ½0; 128
½0; 304 m3. We excite a source located at (152,64,4) m. The model is discretized on a 76 32 76 grid with
a grid spacing of 4 m. The wavelength is 50 m; the number of grid points per wavelength is about 12. For the
constant wavenumber model, an analytical solution can be found in the form of a Green’s function [8]. This
analytical solution can be used to evaluate the accuracy of the numerical results using the second order dis-
cretization and the absorbing boundary conditions obtained by the iterative method.
In the numerical experiment, we compare two different approaches for the boundary treatment, and com-
pare their accuracy. First, we consider the wave equation with the second-order boundary condition employed
directly at the boundaries [12]. We apply the second-order finite-difference scheme to obtain the matrices.
Fig. 2a presents the real part of the numerical solution along the x2 ¼ 64 m line.
In the second test experiment, extra damping layers are added along the physical domain. An absorbing
layer of 25 points was added to each side. This means that the width of the extra damping layer is approxi-
mately two times the wavelength. The total number of grid points is 126 · 82· 126 in this case. Fig. 2b presents
Fig. 2. The real part of the numerical results obtained by employing second-order discretization: (a) without absorbing boundary
condition; (b) with absorbing boundary condition; (c) analytical solution along the x2 = 64 m line for a velocity c = 2000 m/s.
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the x2 = 64 m line is depicted in Fig. 2c. Notice that in this paper, the real part of the numerical results is plot-
ted in 2D, although we compute the numerical solution in 3D. These 2D depictions of the results are repre-
sentative of the results for the entire 3D domain. From Figs. 2a–c, we find that the solution without the
damping layer is less accurate than the solution with the damping layer. Without a damping layer, unphysical
reflections at the boundaries are present, while with the damping layer, reflections from the boundaries are
suppressed.
In Fig. 3, we compare the numerical solution with absorbing layer to the analytical solution at a receiver
position of (x1, x2) = (120,64) m. From this figure, it can be observed that the numerical solution with the
absorbing boundary condition is in very good agreement with the analytical solution. In Table 1, we present
the comparison between the numerical solution and the analytical solution for different positions. From this
table, it is shown that the difference between the analytical and numerical results for different positions is less
than 2:0e2.
3. Multigrid method for the preconditioner
A preconditioned Krylov subspace method has been employed for solving the 3D Helmholtz Eq. (9). An
inversion of the preconditioner in the algorithm by a direct solution method is too expensive. An alternative
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Fig. 3. Comparison between numerical solution and analytical solution for c = 2000 m/s at x1 = 120 m.
Table 1
Comparison between the numerical solution and the analytical solution for different positions
x1-coordinate x3-coordinate jjexact-numericjjjjexactjj
0 0 7:9 103
16 32 1:7 103
60 75 1:5 102
128 60 3:0 103
150 150 2:6 103
184 200 5:2 103
250 304 2:5 103
256 200 5:9 103
304 120 6:7 103
304 304 1:4 103
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method [4,35]. The multigrid method performs well for carefully chosen values of b1 and b2 in (10), which
is interesting, as multigrid does not perform well for the original Helmholtz problem [35]. Local Fourier anal-
ysis tools helped in the determination of appropriate values of b1 and b2 in 2D. The multigrid method and the
parameters as proposed in [12] are employed in a preconditioner solver that is now generalized to 3D.
The iterative solver proposed in this paper for the solution of the original (undamped) Helmholtz equation
is a combination of one inner iteration with the multigrid method for solving the (damped) preconditioner
system (10) and outer iterations with BiCGSTAB.
For 2D problems, multigrid with standard two-dimensional coarsening was used. The multigrid algorithm
was based on the F-cycle with one pre- and one post-smoothing iteration. The fully-parallel point-wisex-Jacobi
smoother with relaxation factorx = 0.5 was chosen. Coarse-to-fine grid interpolation was based on the matrix-
dependent interpolation operator in [38]. This type of interpolation is especially suited for matrices with varying
coefficients. Restriction from fine to coarse grids was based on full weighting. The coarse gridmatrix was built by
the Galerkin coarse grid discretization. In summary, the multigrid components chosen were:
(i) Restriction IHh was 2D full weighting,
(ii) Prolongation, IhH was 2D matrix-dependent interpolation,
(iii) Coarse grid matrix was the Galerkin coarse grid discretization: MH ¼ IHh MhIhH , etc.
2,2,3
3,3,3
1,1,3
x
x
x
1
2
3
Fig. 4. Semi-coarsening of three grid levels: standard coarsening in two directions (x1 and x2), the third (x3) direction is kept uncoarsened.
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does not lead to any multigrid convergence difficulties. With the matrix-dependent prolongation and with the
Galerkin coarse grid discretization, we can handle this with the typical multigrid efficiency. A rigorous Fourier
analysis (RFA) for these multigrid components in 2D was discussed in [12].
For 3D problems, we employ in this paper a multigrid method with a 2D semi-coarsening strategy com-
bined with line-wise x-Jacobi smoothing in the third direction. This means that the coarsening is performed
in two directions simultaneously, whereas we keep the fine grid spacing in the third direction throughout the
algorithm on all multigrid levels. This is schematically illustrated in Fig. 4. A particular robust variant of mul-
tigrid with 2D semi-coarsening has been introduced in [37] with corresponding analysis. This approach is
based on 2D problems [12] where the 2D standard multigrid is employed. We adopt a variant that is easily
set up on the basis of a 2D multigrid method with standard coarsening, as all the multigrid components from
2D apply. The 2D point-wise Jacobi smoother is generalized here to a line-wise Jacobi smoother, updating all
points in the uncoarsened, x3-direction simultaneously. The robustness and efficiency of the present 3D mul-
tigrid method should be at least similar to a 3D multigrid method based on standard 3D grid coarsening and
point-wise smoothing [37].
The x3-line Jacobi relaxation with underrelaxation factor xjac is defined by the following iteration:ðMx3 þ DÞe/jþ1 þ ðMx1 þMx2Þe/j ¼ b; ð11Þe/jþ1 ¼ xjace/jþ1 þ ð1 xjacÞe/j; ð12Þ
or1
xjac
ðMx3 þ DÞe/jþ1 ¼ b ðMx1 þMx2Þe/j þ 1 xjacxjac ðMx3 þ DÞe/j;
¼ bM e/j þ 1
xjac
ðMx3 þ DÞe/j; ð13Þ
with in the case of O(h2)-discretization.ðMx1 e/Þi1;i2;i3 :¼  1h2 e/i1þ1;i2;i3 þ e/ i11;i2;i3
 
; ð14Þ
ðMx2 e/Þi1;i2;i3 :¼  1h2 e/i1;i2þ1;i3 þ e/ i1;i21;i3
 
; ð15Þ
ðMx3 e/Þi1;i2;i3 :¼  1h2 e/i1;i2;i3þ1 þ e/ i1;i2;i31
 
; ð16Þ
ðDe/Þi1;i2;i3 :¼ 1h2 6 ðb1  b2j^Þk2h2
 e/ i1;i2;i3 : ð17Þ
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In the 3D multigrid algorithm based on 2D semi-coarsening, we need 2D transfer operators. The interpo-
lation operator can be based on bilinear interpolation or a matrix-dependent interpolation. We choose for the
matrix-dependent interpolation as in [37,38], which is especially useful for problems with strong heterogene-
ities. For the complex Helmholtz preconditioner, we modify the weights in the prolongation operator. The
weights are then based on the modulus of the complex-valued functions, as these have been shown to be
the natural extension to the complex case in [12]. The restriction operator can be the same as in 2D because
coarsening is not employed in the third direction. In the definition of the Galerkin coarse grid matrices, the
restriction operator is usually chosen to be the transpose conjugate of the interpolation operator. In numerical
tests in [12], however, it was shown that the full-weighting restriction operator in combination with the matrix-
dependent prolongation operator, resulted in a robust overall solution method for several Helmholtz problems
with highly irregular heterogeneities and strong contrasts. So, IHh 6¼ ðIhH Þ. The 2D full weighting restriction
operator in stencil notation reads:IHh ¼^
1
16
1 2 1
2 4 2
1 2 1
2
64
3
75
H
h
: ð18ÞThe 3D interpolation weights are now explained. Assuming we have the following 27-point stencil matrix (see
Fig. 5):ðM e/Þi1;i2;i3 ¼ X
iz¼1;0;1
½mðizÞ1i1;i2;i3 e/i11;i21;i3þiz þ mðizÞ2i1;i2;i3 e/ i1;i21;i3þiz þ mðizÞ3i1;i2;i3 e/i1þ1;i21;i3þiz
þ mðizÞ4i1;i2;i3 e/i11;i2;i3þiz þ mðizÞ5i1;i2;i3 e/i1;i2;i3þiz þ mðizÞ6i1;i2;i3 e/i1þ1;i2;i3þiz
þ mðizÞ7i1;i2;i3 e/i11;i2þ1;i3þiz þ mðizÞ8i1;i2;i3 e/i1;i2þ1;i3þiz þ mðizÞ9i1;i2;i3 e/i1þ1;i2þ1;i3þiz: ð19ÞAssuming that coarsening is only done in the (x1,x2)-directions, a lumped 9-point stencil matrix eM in an
(x1,x2)-plane is defined as:ð eM e/Þi1;i2;i3 ¼ em1i1;i2;i3 e/i11;i21;i3 þ em2i1;i2;i3 e/i1;i21;i3 þ em3i1;i2;i3 e/i1þ1;i21;i3 þ em4i1;i2;i3 e/i11;i2;i3 þ em5i1;i2;i3 e/i1;i2;i3
þ em6i1;i2;i3 e/i1þ1;i2;i3 þ em7i1;i2;i3 e/i11;i2þ1;i3 þ em8i1;i2;i3 e/i1;i2þ1;i3 þ em9i1;i2;i3 e/i1þ1;i2þ1;i3 ; ð20Þwith empi1;i2;i3 ¼ mð1Þpi1;i2;i3 þ mð0Þpi1;i2;i3 þ mð1Þpi1;i2;i3 ; p ¼ 1; 2; . . . ; 9: ð21Þ1 2 3
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Fig. 5. The 27-point stencil with numbering.
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with the weights w1, . . ., w4 determined from the 2D interpolation weights [38], see also [37].
Fig. 6 shows coarse and fine grid cells for (x1,x2)-coarsening.
In Appendix A, we explain the matrix-dependent interpolation weights in more detail (for bilinear interpo-
lation in multigrid we refer to, for example, [35]).
Using a single processor machine, we can only compute discrete problems with grid sizes up to approxi-
mately 100 · 100 · 100. This is still far from realistic in geophysical applications. They require resolutions
between 150 and 1000 grid points in each coordinate direction. Because of this, we parallelized the solver
as explained in the previous section.
4. Parallelization of the solver
For realistic problems, we need to scale the size of the model up to 500 · 500 · 500 unknowns or more.
A single processor cannot handle these problems, so we focus on an efficient parallelization of the 3D algo-
rithm. In [19], the parallel performance of the 2D version of the iterative method was reported. Here, we
generalize the 2D parallelization strategy to 3D. The preconditioned iterative method can be well parallelized.
The code is supplemented by MPI (Message–Passing Interface)-routines [27,34]. Let p1, p2, p3 be the number
of processors in the x1-, x2- and x3-directions, with p1  p2  p3 ¼ p, and let n1, n2 and n3 be the number of grid
points in x1-, x2- and x3-coordinates, respectively. For the present 3D solver based on semi-coarsening we
choose p3 = 1. So, parallelization will not be done in the x3-direction, only along the x1- and x2-directions.
The line-wise relaxation takes place on one processor. The grid points in the (x1,x2)-plane are partitioned
in a fashion as depicted in Fig. 7.
There are two operations which dominate the parallel computation. The first one is the computation of
matrix-vector multiplications within the Bi-CGSTAB method. This operation is parallelized by using the stan-
dard MPI-subroutines [34] (for example MPI_Send_Init, MPI_Recv_Init, MPI_Startall, MPI_Waitall), and it
requires communication between processors corresponding to neighboring subregions. The second one is the
approximate inversion of the preconditioner using the multigrid method. This operation consists of the pro-
longation and restriction operations, line-wise Jacobi pre-and post-smoothing operations. These operations
0 2
3 4 5
6 87
1
X
YZ
Fig. 7. Parallel configuration for p = 9 (p1 = 3, p2 = 3 and p3 = 1).
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these operations are performed fully in parallel, except for the coarsest multigrid levels, in which the program
execution switched from a parallel to a sequential mode. This is done to optimize the performance: commu-
nication times on very coarse grids would dominate calculation times with only a few grid points and many
processors. The program flow from parallel to sequential is governed by a special variable, which stores the
current multigrid level and controls the behavior of the parallel program.
Further parallel operations, like the dot product and similar operations, effectively need global communi-
cation between all MPI-processes. This has been implemented using MPI_Allgather subroutine. Vector
updates do not require any communication between neighboring processors. The solution output is also per-
formed in a parallel fashion.
5. Numerical performance for larger models
5.1. Numerical results using a single processor
In [12], the parameters b1 and b2 in the preconditioner (10) have been evaluated, without an absorption
boundary layer (i.e., with a = 0). In this paper, we perform a parameter study for the 3D preconditioner,
including the extra damping layer along the physical domain. We first consider a constant wavenumber model,
with k = 20 and a unit-cube computational domain, D ¼ ½0; 13. The source is located at (0.5,0.5, 0). The num-
ber of grid points is about 12 per wavelength, so that we have kh = 0.625, where h is the mesh width. We add
20 points to each side for the absorbing boundary. A 32-bit server (AMD Athlon(TM) XP 2600+ with 1.03GB
memory) was used. The solution process is started with a zero-initial guess, and the iteration is terminated
when the residual is less than 106. The convergence results of the preconditioned Bi-CGSTAB method, in
terms of numbers of iterations and CPU times, for varying values of b1 and b2 are summarized in Table 2.
In Table 2, the value of b1 is taken between  1 and 1, while b2 ranges from 0 to 1. From the table, we see
that the values of (b1,b2) = (0.0,1.0) and (b1,b
2) = (1.0,0.0) ([20]) are not optimal for the preconditioner
which is comparable to 2D. From the results in Table 2, we observe that, as in 2D, the values b1 ¼ 1:0 and
b2 ¼ 0:5 are suitable parameter choices. We will also employ these parameters, (b1,b2) = (1.0,0.5) in the pre-
conditioner, when solving the 3D wave equation in heterogeneous media.
Next, we also present experiments that evaluate the influence of a different semi-coarsening strategy on the
convergence of the preconditioned Bi-CGSTAB method for the six-layer model (Fig. 8a) and the 3D wedge
model (Fig. 8b).
In Table 3 (second and forth columns) (x1,x3)-semi-coarsening in which a direction without variation in k
(i.e. x2) is kept uncoarsened is considered. Compared with the convergence results obtained using (x1,x2)-semi-
coarsening (first and third columns in Table 3), we observe that for this test the results of the semi-coarsening
strategies is geometry dependent. The (x1,x3)-semi-coarsening is a proper choice for both cases.
Furthermore, we investigate the behavior of the frequency-domain iterative solver by considering the more
realistic models. Here we take the domain of D = 304 · 304 · 304 m3. Three different models are considered
Table 2
Performance of the solution method for different values of b1;b2 in the preconditionerM, number of iterations (Nit) and CPU time (in s).
The total grid points for all cases above is 323
b1 b2 Nit Times (s)
1.0 0.25 56 204.41
1.0 0.5 10 48.03
1.0 0.75 12 54.81
1.0 1.0 16 98.24
0.0 1.0 24 137.24
1.0 0.0 68 352.35
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Fig. 8. The geometry of a 6-layer model (a) and 3D wedge model (b).
Table 3
Solver performance for different semi-coarsening strategies for the 6 layers and the 3D wedge models in terms of number of iterations and
CPU time on one processor in s (in brackets)
Model: 6 layers 3D wedge
coarsening: (x1,x2) (x1,x3) (x1,x2) (x1,x3)
k:/Grid:
10/163 19 (7.03) 19 (7.03) 20 (7.77) 16 (6.11)
20/323 30 (29.23) 26 (25.09) 27 (26.20) 23 (23.31)
30/483 38 (77.89) 36 (72.45) 38 (78.87) 31 (65.05)
40/643 47 (160.36) 43 (145.26) 49 (165.28) 39 (135.78)
50/803 62 (371.48) 56 (332.22) 58 (354.66) 52 (319.72)
C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448 441i.e., a constant velocity model (c = 2000 m/s), three layers model with c varying from 2000 m/s in the first layer
to 5000 m/s in the third layer, and a 3D wedge model with three layers with velocities varying from 1500 m/s in
the first layer to 3000 m/s in the third layer (as depicted in Fig. 8b). In Fig. 9, we have plotted the number of
iterations versus frequency. In this experiment, the number of grid points per wavelength has been kept con-
stant, so the number of grid points n in each coordinate is proportional to the frequency used. From this fig-
ure, it is shown that the number of iterations varies linearly with the frequency.
5.2. Parallel performance for different models
In order to illustrate the performance of the parallel approach, we again consider three different models,
i.e., the constant model (c = 2000 m/s), only 3 layers model and the 3D wedge model (as depicted in
Fig. 8a–b). The computations are performed on an SGI Altix 3700 system (www.sara.nl). We use 25 proces-
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Fig. 9. The number of iterations of the iterative solver versus frequency.
442 C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448sors. An effective way to assess the performance of a parallel program is to measure its execution time T as a
function of the number of processors Np. Additionally the so-called parallel efficiency can be evaluated that
indicates how well the parallel performance scales. It is defined as follows ([34]):1
1
2
2
Sp
ee
du
pEðNpÞ ¼ T ð1Þ
NpT ðNpÞ0
; ð22Þwhere T(1) indicates the execution time for a single processor and T ðNpÞ denotes the execution time for Np
processors. Ideally, if the program scales well then its efficiency is  1.
Fig. 10a shows the speedup factor for three different models. The speedup factor is the wall clock time of Np
processors divided by the wall clock time for single processor in the same model. Fig. 10b shows the efficiency
of the parallel approach for three different methods.
5.3. More complex model: a 3D salt dome model
In this section, we evaluate the multigrid preconditioner and Bi-CGSTAB solver for a 3D realistic model
that can be found in the geophysical applications, a saltdome model typical for geological structures in the0 5 10 15 20 25
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Fig. 10. The parallel efficiency for three different models.
C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448 443North sea. The changes in velocity throughout the domain are given in Fig. 11. The velocity (c) varies from
1700 m/s to 4900 m/s. The size of the model is 8920 · 4440 · 5100 m3. The source is an explosive source
located in the center at point of (4460,2220,20) m. We consider the frequencies of 2.5 Hz, 5 Hz and 10 Hz.Fig. 11. (a) The 3D salt dome velocity model. The velocity varies from 1700 m/s to 4900 m/s. Cross-section of the model at x2 = 1800 m
(b) and x3 = 3500 m (c), respectively.
444 C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448The minimum wavelength, kmin, can be calculated as the minimum velocity divided by the frequency. In this
case kmin is about 680 m, 340 m and 170 m for 2.5 Hz, 5 Hz, and 10 Hz, respectively.
We also investigate two different semi-coarsening strategies, i.e. (x1,x2)-semi-coarsening and (x1,x3)-semi-
coarsening for the frequency of 2.5 Hz, 5 Hz and 10 Hz.
For f = 2.5 Hz, the wavenumber ðk ¼ 2pfc Þ varies from 0.0024 to 0.009. The grid spacing is about 80 m by
taking 10 points per minimum wavelength for the discretization. With an absorbing layer of 35 points the dis-
crete model contains 182 · 91 · 101 points, amounting to about 1.7 millions unknowns.
For the frequencies 5 and 10 Hz the wavenumber k varies from 0.006 to 0.018 and from 0.012 to 0.036.
When we take 10 points per minimum wavelength for the discretization, the grid spacing is about 40 m
and 20 m for 5 Hz and 10 Hz, respectively. With an absorbing layer of 35 points the discrete model contains
294 · 182 · 199 points, amounting to about 11 millions unknowns for 5 Hz and 517 · 293 · 326 points in total
(approx. 50 million unknowns) for 10 Hz.
We evaluate the parallel code using 4, 9, and 18 processors of the SGI Altix 3700 system for the frequencies
2.5, 5 and 10 Hz. The performance of the convergence of the numerical results for the 3D salt dome model
using different semi-coarsening strategies for f = 2.5, 5 and 10 Hz in terms of the number of iterations and
the relative residuals are present in Figs. 12a–c.0 5 10 15 20 25 30 35 40 45
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Fig. 12. The performance of the convergence of the numerical results for the 3D salt dome model using different coarsening strategy for:
f = 2.5 Hz (a); f = 5 Hz (b) and f = 10 Hz (c) in terms of the number of iterations and the relative residual.
Fig. 13. The snapshots of the real part of the numerical results at x2 = 1800 m for (a) f = 2.5 Hz; (b) f = 5 Hz and (c) f = 10 Hz,
respectively.
C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448 445In Figs. 12a–c, the solid line denotes the convergence of the preconditioned Bi-CGSTAB method using
(x1,x2)-semi-coarsening strategy and the dashed line denotes the convergence of the preconditioned Bi-
CGSTAB method using (x1,x3)-semi-coarsening strategy. From these results, we conclude that the (x1,x3)-
semi-coarsening performs best. More generally, we again choose the direction in which k varies least for
line-wise smoother.
In Figs. 13a–c, we display the snapshots of the real parts of the numerical solution of the wave field at
y = 1800 m for 2.5 Hz, 5 Hz and 10 Hz, respectively. From Figs. 13a–c, one can observe the wave field prop-
agating from the source at (4460,2220) m through the model. We can also see the complexity of the wave field
due to the heterogeneous regions. The faster velocities in the salt and in deeper sediment layers cause a larger
wavelength. Because of the strong contrast with the embedding medium less energy penetrates the salt dome
especially for higher frequencies (see Fig. 13c).
6. Conclusions
In this paper, we have presented a parallel iterative solution method for 3D high frequency Helmholtz
problems in media with heterogeneities. The iterative method is based on Bi-CGSTAB, preconditioned by
a complex-shifted Laplacian. The preconditioning operator is approximately inverted by a multigrid variant
with 2D-semi-coarsening and line-wise smoothing. We have shown that the 2D-semi-coarsening strategy is
446 C.D. Riyanti et al. / Journal of Computational Physics 224 (2007) 431–448geometry dependent. By choosing the lines in the direction in which wavenumber k varies least we observe the
best overall convergence. Furthermore, we validated the numerical accuracy by a comparison with an analyt-
ical result for the constant wavenumber model. Numerical results that indicate the robustness and efficiency of
the method have been presented for several test problems. The number of iterations increases linearly with the
frequency for a fixed number of grid points per wavelength.
Using the parallel approach, we have been able to compute a 3D salt dome model arising in the geophysical
applications for high frequency.
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Appendix A. The derivation of the matrix-dependent prolongation weights
In this appendix, we present the derivation of the matrix-dependent prolongation weights (23). We start by
splitting eM (20) into a symmetric and an antisymmetric part:eMS ¼ 1
2
eM þ eMT ; eMT ¼ 1
2
eM  eMT : ð23Þ
The elements of the symmetric and the antisymmetric parts are denoted by ems and emt, respectively. In our
case, eMT ¼ 0 on the finest grid only. On the coarse grids, due to the lumping, asymmetry enters the definition
of the matrices. Therefore, we adopt the asymmetric strategy as presented in [37] in the definition of the inter-
polation weights. For the symmetric part, we havedw ¼ maxðjem1s;2i1;2i21;i3 þ em4s;2i1;2i21;i3 þ em7s;2i1;2i21;i3 j; jem1s;2i1;2i21;i3 j; jem7s;2i1;2i21;i3 jÞ;
de ¼ maxðjem3s;2ii ;2i21;i3 þ em6s;2i1;2i21;i3 þ em9s;2i1;2i21;i3 j; jem3s;2i1;2i21;i3 j; jem9s;2i1;2i21;i3 jÞ;
dn ¼ maxðjem7s;2i11;2i2;i3 þ em8s;2i11;2i2;i3 þ em9s;2i11;2i2;i3 j; jem7s;2i11;2i2;i3 j; jem9s;2i11;2i2;i3 jÞ;
ds ¼ maxðjem1s;2i11;2i2;i3 þ em2s;2i11;2i2;i3 þ em3s;2i11;2i2;i3 j; jem1s;2i11;2i2;i3 j; jem3s;2i11;2i2;i3 jÞ;
r1 ¼ 1
2
min 1; 1
P9
p¼1 emps;2i1;2i21;i3
 
em5s;2i1;2i21;i3


0
@
1
A;
r2 ¼ 1
2
min 1; 1
P9
p¼1 emps;2i11;2i2;i3
 
em5s;2i11;2i2;i3


0
@
1
A:For the unsymmetric part, two parameters c1 and c2 are defined as:c1 ¼ em3t;2i;2j1;k þ em6t;2i;2j1;k þ em9t;2i;2j1;k  ðem1t;2i;2j1;k þ em4t;2i;2j1;k þ em7t;2i;2j1;kÞ;
c2 ¼ em7t;2i1;2j;k þ em8t;2i1;2j;k þ em9t;2i1;2j;k  ðem1t;2i1;2j;k þ em2t;2i1;2j;k þ em3t;2i1;2j;kÞ:As mentioned, the elements of the symmetric and the antisymmetric parts are denoted by subscript s and t,
respectively. Using these quantities the matrix-dependent weights on the west, east, north and south are deter-
mined as follows:ww ¼ r1 1þ dw  dedw þ de þ
c1
dw þ de þ dn þ ds
 
; we ¼ 2r1  ww;
wn ¼ r2 1þ ds  dnds þ dn þ
c2
dw þ de þ dn þ ds
 
; ws ¼ 2r2  wn:
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 for ð2i1; 2i2  1; i3Þ
w12i1;2i21;i3 ¼ minð2r1;maxð0;wwÞÞ;w22i1;2i21;i3 ¼ minð2r1;maxð0;weÞÞ: for ð2i1  1; 2i2; i3Þ
w12i11;2i2;i3 ¼ minð2r1;maxð0;wsÞÞ;w32i11;2i2;i3 ¼ minð2r1;maxð0;wnÞÞ: for ð2i1; 2i2; i3Þw12i1;2i2;i3 ¼
em12i1;2i2;i3 þ em22i1;2i2;i3 	 w12i1;2i21;i3 þ em42i1;2i2;i3 	 w12i11;2i2;i3em52i1;2i2;i3 ;
w22i1;2i2;i3 ¼
em32i1;2i2;i3 þ em22i1;2i2;i3 	 w22i1;2i21;i3 þ em62i1;2i2;i3 	 w12i1þ1;2i2;i3em52i1;2i2;i3 ;
w32i1;2i2;i3 ¼
em72i1;2i2;i3 þ em42i1;2i2;i3 	 w32i11;2i2;i3 þ em82i1;2i2;i3 	 w12i1;2i2þ1;i3em52i1;2i2;i3 ;
w42i1;2i2;i3 ¼
em92i1;2i2;i3 þ em62i1;2i2;i3 	 w32i1þ1;2i2;i3 þ em82i1;2i2;i3 	 w22i1;2i2þ1;i3em52i1;2i2;i3 :References
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