Z 2 -periodic entropy solutions of hyperbolic scalar conservation laws and Z 2 -periodic viscosity solutions of Hamilton-Jacobi equations are not unique in general. However, uniqueness holds for viscous scalar conservation laws and viscous HamiltonJacobi equations. Ugo Bessi [4] investigated the convergence of approximate Z 2 -periodic solutions to an exact one in the process of the vanishing viscosity method, and characterized this physically natural Z 2 -periodic solution with the aid of Aubry-Mather theory. In this paper, a similar problem is considered in the process of the finite difference approximation under hyperbolic scaling. We present a selection criterion different from the one in the vanishing viscosity method, which exhibits difference in characteristics between the two approximation techniques.
Introduction
We consider hyperbolic scalar conservation laws and the corresponding Hamilton-Jacobi equations u t + H(x, t, c + u) x = 0, (1.1) v t + H(x, t, c + v x ) = h(c), (1.2) where c, h(c) ∈ R are given constants. Here, the function H(x, t, p) is assumed to satisfy the following (H1)-(H4): , and a function defined on T is regarded as a 1-periodic function defined on R. We say that a function f (x, t) is Z 2 -periodic, if it is 1-periodic in both x and t. It follows from (H1)-(H3) that the Legendre transform L(x, t, ξ) of H(x, t, ·) is well-defined, and is given by L(x, t, ξ) = sup p∈R {ξp − H(x, t, p)}.
Note that the function L satisfies (L1) L(x, t, ξ) :
The final assumption for H is:
(H4) There exists α > 0 such that |L x | ≤ α(|L| + 1).
A flux function H satisfying (H1) and (H2) is common in continuum mechanics. A function H satisfying (H1)-(H4) is common in Hamiltonian dynamics, and is called a Tonelli Hamiltonian. Note that (H4) implies completeness of the Euler-Lagrange flow generated by L, and hence the Hamiltonian flow generated by H. Aubry-Mather theory extensively investigates the Hamiltonian dynamics and Lagrangian dynamics generated by a Tonelli Hamiltonian H and its Legendre transform L. Weak KAM theory unifies Aubry-Mather theory, Z 2 -periodic entropy solutions of (1.1) and Z 2 -periodic viscosity solutions of (1.2), providing many useful tools for the analysis of the PDEs and dynamical systems [8] , [9] , [7] .
We briefly explain the background of our selection problem in terms of the large-time behaviors of entropy solutions and viscosity solutions. It is well-known that the initial value problems are uniquely solvable in the sense of entropy solutions and viscosity solutions, where u ∈ C 0 ((0, T ], L 1 (T)) and v ∈ Lip(T × (0, T ]), respectively. In the spatially one-dimensional case, (1.3) and (1.4) are equivalent in the sense that the entropy solution u or viscosity solution v is derived from the other if u 0 = v 0 x . In particular, we have u = v x (see, e.g., [2] ). From now on we assume that u 0 = v 0 x , and that an entropy solution u ∈ C 0 ((0, T ], L 1 (T)) means the representative element given by v x .
The viscosity solution v of (1.4) exists for T → +∞ and tends to a time-periodic viscosity solution of (1.2) with a period greater or equal to one as t → ∞ [3] (and the references cited there). The periodic state may depend on initial data, namely, time-periodic viscosity solutions with each period are not unique with respect to c in general. Since the entropy solution u is equal to v x , similar large-time behaviors and the multiplicity of periodic states hold for (1.3) and (1.1) [2] . In particular, Z 2 -periodic entropy solutions of (1.1) and Z 2 -periodic viscosity solutions of (1.2) are not unique with respect to c in general. Note that for these large-time behaviors, h(c) must be a special value called the "effective Hamiltonian". Otherwise v has linear growth in time. The effective Hamiltonian is C 1 in one-dimensional problems. For details on the effective Hamiltonian, see [2] . From now on, h(c) is assumed to be the effective Hamiltonian.
It is common to approximate the entropy solution u of (1.3) and viscosity solution v of (1.4) by the smooth solutions of the following parabolic equations with ν > 0, the periodic boundary condition and the same initial data as the above, Within each bounded time interval, the convergence u ν → u and v ν → v as ν → 0 can be proved. This is called the vanishing viscosity method. For each initial data, the solutions u ν and v ν exist for T → +∞, and tend to time-periodic solutionsū ν of (1.5) andv ν of (1.6) as t → ∞, respectively. Unlike the inviscid problems,ū ν andv ν are unique with respect to c and their period is exactly equal to one (to be precise,v ν is unique up to constants). Note that we need to choose an appropriate constant h ν (c) for the asymptotic behavior. h ν (c) is also called the effective Hamiltonian, and tends to h(c) as ν → 0. From the family {ū ν } ν>0 (resp. {v ν } ν>0 (adding a constant tov ν , if necessary)), we can take a convergent subsequence, whose limit is a Z 2 -periodic entropy solution of (1.1) (resp. Z 2 -periodic viscosity solution of (1.2)) [12] , [4] . Since Z 2 -periodic entropy solutions and viscosity solutions are not necessarily unique with respect to c, an interesting problem arises: Does {ū ν } ν>0 (resp. {v ν } ν>0 ) accumulate on a single Z 2 -periodic entropy solutionū (resp. Z 2 -periodic viscosity solutionv) as ν → 0? If this is the case, how canū andv be characterized? This problem is partially solved in [12] , [4] .
Selection problems arise also in higher dimensional stationary problems
where the viscosity solutions are not unique in general with respect to c ∈ R n . The vanishing viscosity method also works with the elliptic equation
which is uniquely (up to constants) solvable for each ν > 0 and c. From the family {v ν } ν>0 (adding a constant to eachv ν , if necessary), we can take a convergent subsequence, whose limit is a viscosity solution of (1.7). The selection problem in (1.7) and (1.8) is partially solved in [1] . There is another approximation method called the ergodic approximation with the discounted Hamilton-Jacobi equation
This is also uniquely solvable for each ε > 0 and c. From the family {v ε } ε>0 , we can take a convergent subsequence, whose limit is a viscosity solution of (1.7). The selection problem in (1.7) and (1.9) is partially solved in [11] and then almost completely in [6] , based on weak KAM theory. Recently, another approach to this selection problem is announced in [14] based on the nonlinear adjoint method, which covers degenerate viscous Hamilton-Jacobi equations as well.
The finite difference approximation is also a common technique to obtain the entropy solution u of (1.3) and viscosity solution v of (1.4), which is a simple and realistic approximation available on a computer. In the case of a Tonelli Hamiltonian, however, it is not easy to verify the stability and convergence of finite difference schemes for T → +∞ and to study large-time behaviors of difference solutions for possible periodic states. Recently, the author announced a new approach to the Lax-Friedrichs finite difference scheme based on probability theory and calculus of variations, and obtained new results on time-global stability, large-time behaviors, error estimates, existence of periodic difference solutions, etc., with lots of useful details in application of the scheme to weak KAM theory [18] , [19] . These arguments pose a selection problem of Z 2 -periodic entropy solutions and viscosity solutions as well. A Lax-Oleinik type operator for the Lax-Friedrichs scheme, which is introduced in [18] , [19] , is the basic tool for the investigation of the selection problem. We discretize (1.3) with the Lax-Friedrichs scheme and (1.4) with a scheme so that the following two difference equations are equivalent:
We will give details on the discretization in Section 3. It is proved that the two schemes are globally stable with fixed ∆ = (∆x, ∆t), if λ := ∆t/∆x < λ 1 with an appropriate number λ 1 and if h ∆ (c) is chosen properly. h ∆ (c) is also called the effective Hamiltonian for the difference Hamilton-Jacobi equation, and tends to h(c) as ∆ → 0. Furthermore, any solutions u ) with respect to c, and have the period one. Letū ∆ be the step function derived fromū k m , and letv ∆ be the linear interpolation ofv k m . Then, from the family {ū ∆ } ∆x>0,∆t=λ∆x (resp. {v ∆ } ∆x>0,∆t=λ∆x (adding a constant to eachv ∆ , if necessary)) with hyperbolic scaling: 0 < λ 0 ≤ λ < λ 1 (λ is fixed), we can take a convergent subsequence, whose limit is a Z 2 -periodic entropy solution of (1.1) (resp. Z 2 -periodic viscosity solution of (1.2)). Here is the selection problem:
Selection problem. Does {ū ∆ } ∆x>0,∆t=λ∆x (resp. {v ∆ } ∆x>0,∆t=λ∆x ) accumulate on a single Z 2 -periodic entropy solutionū (resp. Z 2 -periodic viscosity solutionv) as ∆ → 0 under hyperbolic scaling? If this is the case, how canū andv be characterized?
It follows from [16] that if we take diffusive scaling, i.e., ∆x → 0 with ∆x 2 /∆t = O(1), thenū ∆ andv ∆ tend to the unique Z 2 -periodic solutions of (1.5) and (1.6), respectively, and no selection problem arises.
The purpose of this paper is to present an answer to the selection problem above, comparing it with the selection problem in the vanishing viscosity method [4] . The contributions of this work are:
(1) This is the first attempt to formulate and solve the selection problem of Z 2 -periodic entropy solutions and viscosity solutions in the finite difference approximation, 
Result
Throughout this paper,ū denotes a Z 2 -periodic entropy solution of (1.1),v a Z 2 -periodic viscosity solution of (1.2),ū . In order to specify the value c, the notationū
, is sometimes used. Define quotient maps
In this paper, we use the term "projection" for the operation of pr (it does not mean "T × R ∋ (x, y) → x ∈ T").
According to weak KAM theory, we have a characteristic curve γ :
for each x, t ∈ R. Furthermore, γ falls into a global characteristic curve γ * : R → R as s → −∞ (otherwise γ is a part of a global characteristic curve). The curve γ * has the rotation number
For each c, the set
is called the Aubry-Mather set for c, where the union is taken over all the global characteristic curves γ * of all Z 2 -periodic entropy solutions or viscosity solutions with c. It is known that, if the rotation number h ′ (c) is irrational,ū (c) andv (c) are unique (up to constants forv (c) ) [7] . Hence, we consider the case where h ′ (c) is rational. In particular, we deal with the situation where the global characteristic curves yielding M (c) form smooth hyperbolic stable/unstable manifolds, and the graph of eachū (c) ,
consists of parts of these stable/unstable manifolds. It is easy to see an example of such a situation with non-uniqueness ofū andv through explicitly solvable problems given by Hamiltonians of the form H(x, t, p) =
Here are the assumptions for our selection problem: Throughout this paper, λ = ∆t/∆x is fixed with 0 < λ 0 ≤ λ < λ 1 , where λ 1 is from the stability analysis of (1.10) and (1.11) and λ 0 is arbitrary. I with a rational rotation number p/q, q ∈ N, p ∈ Z, where 0 ≤ γ * 
, and set
Then, min i Γ i is attained by only one i = i * .
(A4) If the limitū (c) of a convergent subsequence {ū
with θ 0 independent of ∆, c and the choice of the subsequence.
We refer to known results onū p (x, t; y, τ ) :
where the infimum is taken over all absolutely continuous curves κ : [t, τ + T ] → T with κ(τ + T ) = y and κ(t) = x. For details on the Peierls barrier, see [13] , [9] . Our main result is:
We compare our result with the one in the vanishing viscosity method [4] . Our setting given by (A1) and (A2) is essentially the same as the one in [4] . In both of the cases, the basic ingredients are stochastic Lax-Oleinik type operators for (1.6) and (1.11), and estimates for the rate of the law of large numbers realized in the operators as ν → 0 and ∆ → 0. In [4] , the standard framework of the stochastic Lax-Oleinik type operator for viscous Hamilton-Jacobi equations [10] is used. We will see our stochastic Lax-Oleinik type operator for (1.11) in Section 3. Although the mechanisms of the selection are similar to each other, the selection criteria are different. Roughly speaking, our case also relies on the so-called numerical viscosity of the Lax-Friedrichs scheme, which causes diffusive effect similar to that of the artificial viscosity term νv ν xx . However, the speed of the diffusion caused by the numerical viscosity is ∆x/∆t = λ −1 , and due to hyperbolic scaling, it is finite for ∆ → 0. This leads to the different selection criterion. In fact, (A3), which gives our selection criterion, is different from the one in [4] . For the vanishing viscosity method, the values
In our case, the selection criterion contains the discretization parameter λ(≥ λ 0 > 0) and we may change the selection by varying λ, which means that our finite difference method with hyperbolic scaling is more "flexible" or "closer" to the exact hyperbolic problem than the vanishing viscosity method. Our method does not always select the physically natural solutions selected by the vanishing viscosity method. If we choose λ > 0 small enough, then our selection is the same as the one in the vanishing viscosity method. This is an interesting difference between the two methods, since they are often regarded as mathematically similar due to their diffusive effects. At the current stage, the regularity assumption (A4) plays an essential role yielding an appropriate estimate for the rate of the law of large numbers, whereas there is no such assumption in [4] . This is due to different structures of the stochastic Lax-Oleinik type operators. In the case of the vanishing viscosity method, it is enough to deal with the standard Brownian motions. In our case, we have to investigate continuous limits of space-time inhomogeneous random walks with hyperbolic scaling. It is not easy to prove the law of large numbers and to estimate its rate for such random walks [17] . As far as the author knows, justification of (A4) is an open question, though computer simulations imply that it would be true. Particularly, in the case of entropy solutions with finite number of shocks, their Lipschitzian parts seem to be approximated in equi-Lipschitzian ways (see, e.g., [15] ).
Preliminaries
We state several known facts on Z 2 -periodic entropy solutions, Z 2 -periodic viscosity solutions and our difference schemes, as well as space-time inhomogeneous random walks arising in the difference equations.
Z 2 -periodic viscosity solution
Letv =v (c) be a Z 2 -periodic viscosity solution of (1.2) which is periodically extended to R 2 . Then,v satisfies the following equality for each x, t ∈ R and τ < t (the deterministic Lax-Oleinik type operator):
where AC is the family of all absolutely continuous curves γ : [τ, t] → R and
There is a minimizing curve γ * , which is a C 2 -backward characteristic curve ofv, and solves the Euler-Lagrange equation generated by L (c) . Moreover,v is differentiable with respect to x on the minimizing curve, satisfying the relation
Note that, ifv x (x, t) exists, s = t is included in (3.2) and γ * is the unique minimizing curve for (3.1). Each Z 2 -periodic viscosity solutionv (c) belongs to Lip(T 2 ), and each
(c) (y, t)dy. For more details, see [5] , [2] , [9] , [7] .
Discretization
Here are some details of our discretization and results on the difference equations obtained in [18] , [19] . Let K, N be natural numbers with N ≤ K. The mesh size ∆ = (∆x, ∆t) is defined by ∆x := (2N) −1 and ∆t := (2K) −1 . Set λ := ∆t/∆x, x m := m∆x for m ∈ Z and t k := k∆t for k = 0, 1, 2, . . .. Let (∆xZ) × (∆tZ ≥0 ) be the set of all (x m , t k ), and let
be the set of all (x m , t k ) with k = 0, 1, 2, . . . and m ∈ Z such that m + k is even (resp. odd), which is called the even grid (resp. odd grid). For x ∈ R and t > 0, the notation m(x), k(t) denotes the integers m, k for which x ∈ [x m , x m + 2∆x) on G even or G odd and t ∈ [t k , t k + ∆t), respectively. Note that m(x) on G even and m(x) on G odd are different for the same x. We discretize (1.1) on G even by the Lax-Friedrichs scheme as (1.10). We also discretize (1.2) in G odd as (1.11). We introduce the following notation:
Letv ∆ be the linear interpolation with respect to the space variable derived from a
Note thatv ∆ (x, ·) is a step function for each fixed x and that (v ∆ ) x =ū ∆ .
We sometimes use a phrase like "a convergent subsequence {v ∆ } which tends tov as ∆ → 0", meaning "a convergent sequence {v ∆ j } j∈N with ∆ j → 0 which tends tov as j → ∞". (1) There exists one and only one number h ∆ (c) for which (1.11) has the unique (up to constants)
(2) There exists the unique
of (1.10), which is uniformly bounded with respect to m, k, ∆ and c with the entropy condition
where M > 0 is independent of ∆ and c. In particular, the stability condition (CFL-condition) is verified:
As ∆ → 0 under hyperbolic scaling, i.e., 0 (4) Adding a constant to eachv ∆ if necessary, we can subtract a convergent subsequence, which tends to a functionv uniformly.v is a Z 2 -periodic viscosity solution of (1.2).
(5) Let {v ∆ } be the convergent subsequence in (4). Thenū ∆ = (v ∆ ) x converges to the Z 2 -periodic entropy solutionū =v x pointwise except for the points of nondifferentiability ofv and also in the C 0 (T; L 1 (T))-norm. In particular,ū ∆ converges toū uniformly in the outside of an arbitrary neighborhood of shocks.
We remark thatū andv are obtained as a result of large-time behaviors of any other difference solutions [19] .
We show the stochastic and variational structure of (1.11). First, we introduce spacetime inhomogeneous random walks in G odd , which play the role of "characteristic curves" for (1.10) and (1.11). For each point (x n , t l+1 ) ∈ G odd , we consider backward random walks γ that start from x n at t l+1 and move by ±∆x in each backward time step ∆t:
More precisely, for each (x n , t l+1 ) ∈ G odd we introduce the following objects:
Ω : the family of the above γ.
The valueρ
) is regarded as the probability of transition from (x m+1 , t k ) to (x m+1 + ∆x, t k − ∆t) (resp. from (x m+1 , t k ) to (x m+1 − ∆x, t k − ∆t)). The function ξ is a control for random walks, which plays the role of a velocity field on the grid. We define the density of each path γ ∈ Ω as
The density µ(·) = µ(·; ξ) yields a probability measure for Ω, i.e.,
The expectation with respect to this probability measure is denoted by E µ(·;ξ) , namely, for a random variable f : Ω → R we have
We use γ as the symbol for random walks or a sample path. If necessary, we write γ = γ(x n , t l+1 ; ξ) in order to specify its initial point and control.
We state several important results on the scaling limit of such inhomogeneous random walks, obtained in [17] . Note that the variance
is of the order O(1) for inhomogeneous random walks in general, whereas it is of the order O(∆x) for space homogeneous cases (see Remak 3.3 of [17] ). Let η(γ) = {η k (γ)} k=l ′ ,l ′ +1,...,l+1 , γ ∈ Ω be a random variable that is induced by a random walk γ = γ(x n , t l+1 ; ξ) as
Proposition 3.2 ([17]).
(1) For any control ξ, we have
(2) If a control ξ satisfies the Lipschitz condition atγ:
If we take the hyperbolic scaling limit ∆ = (∆x, ∆t) → 0 with 0 < λ 0 ≤ λ = ∆t/∆x < λ 1 , then (d k ) 2 andσ k always tend to zero with O(∆x), and so does σ k with the above Lipschitz condition. (A4) will be used to verify the Lipschitz condition.
Letv k m+1 be a Z 2 -periodic difference solution of (1.11) that is periodically extended on the whole of G odd . Thenv k m+1 satisfies the following equality for each n, l and l ′ < l (our stochastic Lax-Oleinik type operator) [18] :
where the infimum is taken over all controls bounded by λ −1 . We can find the unique minimizing control ξ * . This satisfies with λ 1 in Proposition 3.1,
and ξ * k+1
The equality (3.5) is the key tool for our proof of Theorem 2.1.
Construction of Z 2 -periodic solution
We observe how to construct Z 2 -periodic entropy solutions and viscosity solutions with the given position and number of singularities under the assumptions (A1) and (A2). This is necessary in Section 4. For k = 0, . . . , q − 1, define .3)| u 0 =ũ 0 ,c=c is a q-periodic entropy solution with a single shock. In fact,ũ(·, 1) has only one jump at y 1 ∈ Θ i,k 0 +1 ;ũ(·, 2) has only one jump at y 2 ∈ Θ i,k 0 +2 ; . . . ;ũ(·, q) has only one jump at y q ∈ Θ i,k 0 +q = Θ i,k 0 ; y q = y 0 due to the conservation law 1 0 {c +ũ(x, t)}dx ≡c for all t.
With the above notation, consider the curveC = {(x,Ū 0 (x)) | x ∈ T} such that C = C on T \ ∪ 0≤k<q Θ i,k andC switches from C + i,k 0 +k to C − i,k 0 +k at y k as x increases in Θ i,k 0 +k for k = 0, . . . , q − 1, where k 0 + k is replaced by k 0 + k − q, if k 0 + k ≥ q. Let c := 1 0Ū 0 (x)dx = c − q∆c and letū 0 :=Ū 0 −c. Then, the solutionū of (1.3)| u 0 =ū 0 ,c=c is a 1-periodic entropy solution, i.e., a Z 2 -periodic entropy solution.
In this way, we can construct a Z 2 -periodic entropy solution for each c, choosing the position and number of shocks, and therefore the corresponding viscosity solution via (3.3).
Proof of result
First, we briefly state our strategy. The key point is that our discretization scheme is of the first order, namely, for a
In fact, this follows from the following Taylor expansions around (x m , t k )
It follows from a similar reasoning to obtain (3.5) (see Proposition 2.2 of [18] ) that v k m+1
satisfies for any n, l, l
By comparing (3.5) and (4.1) near γ * i , we obtain upper and lower estimates for h(c) − h ∆ (c) in terms of A and so on. Since the law of large numbers holds for the minimizing random walk, where it tends to γ * i , we obtain Γ i through A in the estimates. This leads to our criterion. Of course Z 2 -periodic viscosity solutionsv are only Lipschitz, and our argument is more complicated with additional terms. In the estimates for h(c) − h ∆ (c), the term ∆xΓ i appears as well as other terms. In order to keep ∆xΓ i as the principle term in the estimates, we need sharper estimates for the others with the aid of Proposition 3.2. The main difficulty is that Chebychev's inequality in our random walks yields estimates of the oder O(∆x) at best -the same order as ∆xΓ i . We will refer to this point in the proof.
We say that a Z 2 -periodic entropy solution ofū (c) or Z 2 -periodic viscosity solution v (c) of (1.2) has "transition points" at γ * i , if graph(c +ū (c) ) or graph(c +v (c)
x ) contains prU i loc (δ) for small δ > 0 ("transition" means that the graph continuously switches from the lower separatrix to the upper one along γ * i ). The following fact is used in [4] , but for the reader's convenience we repeat it with a proof. We will provev =v. Take any (y, τ ) ∈ T 2 . Sincev has transition points only at γ * i and every minimizing curve yields a trajectory on the projected stable/unstable manifolds, we have the following two cases and in both of the cases we obtainv(y, τ ) −v(y, τ ) ≥ 0: Let a ∈ Z and let γ 0 : (−∞, τ ] → R be a minimizing curve forv(y, τ ). (ii) Otherwise. Then there exist x 1 , . . . , x k ∈ {prγ * j (t) | t = 0, . . . , q − 1, j = i}, k ≥ 1 for which we have the heteroclinic chain connecting y and γ * i (0) that consists of the following curves: 
On the other hand, the variational property ofv implieŝ 
Therefore, we obtainv(y, τ ) ≤ h 
Then, we have
We can take ε → 0+ according to a → +∞ so that the term on the third line tends to zero. The term on the second line tends to the right-hand side of (4.4) as ε → 0+. Thus, we conclude that h
The following proposition is a key fact: |v ∆ −v| < ǫ 1 (∆) and sup
Now we investigate the solutions around γ * i . The same investigation is possible around γ * j . Take a Z 2 -periodic C 2 -function v : R 2 → R with the derivatives uniformly bounded in R 2 such that
and therefore it satisfies the equality for any n, l, l
where (x m * (k)+1 , t k ) and (x m * (k)+1 , t k ) stand for the right end and left end ofŨ i (δ)| t=t k , respectively. Note that difference between space variables of the nearest two end points ofŨ i (δ) is ±∆x, due to |γ * i
solves the difference equation
and therefore it satisfies for any n, l, l
We will show
For m * (k), denoted by m * , we have the following two cases:
Hence, with (4.7) and (4.10), we obtain
(ii) (x m * , t k+1 ) ∈Ũ i (δ). Then, for m ≤ m * , we have
where g(x m * , t k ) → g(x m * +2 , t k ) = 0 as ∆ → 0.
Similar calculation is possible with m * (k). Therefore, noting that
, we obtain (4.12) through (4.6). We state the law of large numbers for the minimizing random walks for (4.8) and (4.11), where they tend to genuine minimizing curves for exact viscosity solutions.
Then, we have sup
(2) Let η ∆ (γ) denote the linear interpolation of (3.4). For each x n+1 ∈ X such that (x n+1 , 0) ∈ G odd , ν > 0 and the minimizing random walk γ = γ(x n+1 , 0; ξ
Then, we have for each fixed ν > 0,
In particular, the linearly interpolated averaged pathγ ∆ of the minimizing random walk (γ ∆ is also the average of η ∆ (γ). See Theorem 3.2, [17] ) satisfies γ ∆ −γ * 
Proof. (1) Proceeding by a proof via contradiction, we assume that there exists a sequence ε j → 0 as j → ∞ for which we have b 2 > 0 such that
We can take x j ∈ X and r j ∈ D ε j x j such that
We have a convergent subsequence of {x j }, still denoted by {x j }, that tends to x ♯ ∈ X as j → ∞. Since γ
), as j → ∞. Hence, we see that
Therefore, we have a subsequence of {r j }, still denoted by {r j }, that tends to a curve r ♯ uniformly as j → ∞ with L(r ♯ ) = L(γ * x ♯ ). Since
there are two minimizing curves, which is a contradiction.
(2) For the minimizing random walk γ = γ(x n+1 , 0; ξ * ) for v 0 n+1 , we have with (1) of Proposition 3.2,
On the other hand, v
Here, ǫ 6 (∆) > 0 are independent of x n+1 . Set
Then, by (4.16), we have prob(Ω + ) ≤ ǫ 6 (∆) 1/2 . It follows from (1) of this lemma that there exists ε 0 (ν) > 0 for which, if |∆| is small enough to realize ǫ 6 (∆)
). Similarly, for the minimizing random walk γ = γ(x n+1 , 0; ξ * ) for w 0 n+1 , we have with(4.9), (4.12) and (3) of Proposition 3.1,
Therefore we have an estimate similar to (4.16), and we may follow the same way as the above.
Now, we compare (4.8) and (4.11). Take n so that w
Let T ∈ N be such that qT > 
Let ξ * be the minimizer for v 0 n+1 . Then, it follows from (4.8) and (4.11) that
The terms in (4.18)-(4.22) are denoted by R 1 , . . . , R 5 , respectively. Note that A(x, t) is uniformly continuous. By (2) of Lemma 4.3 and continuity of A, we obtain R 1 ≤ ǫ 11 (∆)∆x. It follows from (1) of Proposition 3.2 that
and hence we obtain R 2 ≤ ǫ 9 (∆)∆x. Since ε = o(∆x), we have R 3 ≤ ǫ 10 (∆)∆x. Since the minimizer ξ * is given as ξ * k+1 m
) and satisfies the Lipschitz condition in (2) of Proposition 3.2, Chebychev's inequality yields for each α > 0,
Since the averaged pathγ ∆ of the minimizing random walk is C 0 -close to γ * x n+1
, and γ * x n+1 tends to γ * i , the points (γ ∆ (s), s) always stay in U i (4δ/9) for small ∆. Hence, we have (4.12) and (4.23) with α = δ/2, we obtain
Due to the choice of n, we have (w
is contained in the δ/3-neighborhood of γ * i (−qT ). We see that the δ/6-neighborhood of γ ∆ (−qT ) is contained in the δ/3-neighborhood of γ * i (−qT ). In fact, it follows from (4.17) that we have |γ * x n+1
, and hence we have |γ ∆ (−qT )−γ * i (−qT )| ≤ 1.5δ/12 for small ∆. By (4.9) and (4.23) with α = δ/6, we obtain
It follows from (4.15) and the relation v xx = ζ
where ν(δ) comes from the modulus of the continuity of A. Therefore we obtain
We remark that if we do not introduce w k m+1 , or if we do not choose the above n, it is not easy to see that Γ i is the principle term in (4.24).
Next, we will obtain a converse estimate with the minimizer ξ * for w 0 n+1 , where we take n so that w
It follows from (4.8) and (4.11) that
(s), s)ds
, and γ * x n+1 tends to γ * i , the points (γ ∆ (s), s) always stay in U i (4δ/9) for small ∆. Hence, by (A4), the minimizer ξ * , which is given by ξ * k+1 m
, satisfies the Lipschitz condition in (2) of Proposition 3.2. Therefore, with the estimate σ k = O(∆x), we can repeat the same argument as the above for the lower bound of each term. In particular, due to the choice of the n, we have (w
, and the δ/6-neighborhood ofγ ∆ (−qT ) is contained in the δ/3-neighborhood of γ * i (−qT ). Thus we obtain Currently, we do not have any appropriate estimate of σ k without (A4) for the rate of the law of large numbers in the minimizing random walk for w 0 n+1 . A possible way to remove (A4) would be to sharpen Chebychev's inequality. However, this seems not easy, because our random walk is not the sum of i.i.d. random variables.
Next we show that, for certain values of c, the limit of any convergent subsequence {v 
