This paper presents a combined field and boundary integral equation method for solving time-dependent scattering problem of a thermoelastic body immersed in a compressible, inviscid and homogeneous fluid. The approach here is a generalization of the coupling procedure employed by the authors for the treatment of the timedependent fluid-structure interaction problem. Using an integral representation of the solution in the infinite exterior domain occupied by the fluid, the problem is reduced to one defined only over the finite region occupied by the solid, with nonlocal boundary conditions. The nonlocal boundary problem is analized with Lubich's approach for time-dependent boundary integral equations. Using the Laplace transform in terms of time-domain data existence and uniqueness results are established. Galerkin semi-discretization approximations are derived and error estimates are obtained. A full discretization based on the Convolution Quadrature method is also outlined. Some numerical experiments are also included in order to demonstrate the accuracy and efficiency of the procedure.
Introduction
The mathematical study of the thermodynamic response of a linearly elastic solid to mechanical strain dates back at least to Duhamel's 1837 pioneering work [7] on thermoelastic materials where he proposed the constitutive relation linking the temperature variations and elastic strains with the thermoelastic stress now known as Duhamel-Neumann law [5, 28] .
Kupradze's encyclopedic works [19] can be considered the standard reference for a modern mathematical treatment of the purely thermoelastic problem. The dynamic problem is dealt with in more recent works like [30, 33] where the matrix of fundamental solutions for the dynamic equations is revisited, while [16, 17] provide generalized Kirchhoff-type formulas for thermoelastic solids.
In the case of the scattering of thermoelastic waves, major theoretical contributions have been made by Ç akoni and Dassios in [4] . The unique solvability of a boundary integral formulation is established in [3] and the interaction of elastic and thermoelastic waves is explored for homogeneous materials in [6] . The study of time-harmonic interaction between a scalar field and a thermoelastic solid has been the subject of works like [23] where the interface is taken to be a plane, or [22, 18] where time-harmonic scattering by bounded obstacles is considered.
In this paper, we present a combined field and boundary integral method for a timedependent fluid-thermoelastic solid interaction problem. The approach here is a generalization of the method employed by the authors for treating time-dependent fluid -structure interaction problems in [14, 13] . To our knowledge no attempt has been made to investigate with rigorous justifications the time-dependent acoustic scattering by a thermoelastic obstacle.
The paper is organized as follows. The problem setting is introduced in Section 2, along with the physical assumptions and the constitutive relation under consideration leading to the time-domain system of governing equations. The problem is then recast in Section 3 where the Laplace domain system is transformed into an equivalent integro-differential non-local problem that will be formulated variationally for discretization later on. The question of existence and uniqueness of the solutions to the non-local problem is dealt with on Section 4. Sections 5 and 6 discuss the computational considerations related to the numerical solution of the discrete problem, the implementation of Convolution Quadrature (CQ) and the coupling of boundary and finite elements. Convergence experiments are given for test problems in both frequency and time domains. In the latter case both second order backward differentiation formula (BDF2) and Trapezoidal Rule CQ are used, providing evidence that the approximation is stable and of second order globally. timedomain illustrative experiments using the proposed formulation are included.
Formulation of the problem
Consider a thermoelastic solid with constant density ρ Σ in an undeformed reference configuration and at thermal equilibrium at temperature Θ 0 . Under the action of external forces the body will be subject to internal stresses that will induce local variations of temperature. Reciprocally, if a heat source induces a change in temperature, the body will react by dilating or contracting and this will create internal stresses and deformations. In the classical linear theory [19, 20] , the coupling between the mechanic strain and the thermic gradient is modelled by the Duhamel-Neumann law which defines the thermoelastic stress σ(U, Θ) and the thermoelastic heat flux F(U, Θ) (also known as free energy) σ := Cε(U) − ζΘI ,
In the previous expressions ε(U) := 1 2 (∇U + (∇U) t )
is the elastic strain tensor, I is the 3 × 3 identity matrix, κ is the thermal conductivity coefficient, which from physical principles [11] is required to be positive, ζ is the thermal expansion coefficient, and η is given by the relation
For the case of homogeneous isotropic materia that we are considering, the elastic stiffness tensor C is given by
where the constants λ and µ are Lamé's second parameter and the shear modulus respectively, and δ ij is Kronecker's delta. We are concerned with a time-dependent direct scattering problem in fluid-thermoelastic solid interaction, which can be simply described as follows: an acoustic wave propagates in a fluid domain of infinite extent in which a bounded thermoelastic body is immersed. Throughout the paper, we let Ω − be the bounded domain in R 3 occupied by the thermoelastic body with a Lipschitz boundary Γ and we let Ω + := R 3 \ Ω − be its exterior, occupied by a compressible fluid. The problem is then to determine the scattered velocity potential V in the fluid domain, the deformation of the solid U and the variation of the temperature Θ in the obstacle with respect to the equilibrium temperature Θ 0 . It is assumed that |Θ/Θ 0 | << 1.
The governing equations of the displacement field U and temperature field Θ are the thermo-elastodynamic equations:
where T is a given positive final time, and as usual the symbol ∆ * is the Lamé operator defined by ∆ * U := µ∆U + (λ + µ)∇(∇ · U).
We remark that if the thermal effect is neglected (ζ = 0) Duhamel-Neumann's law reduces to the usual expression for Hooke's law of the classical theory for an arbitrary isotropic medium (see, e.g. [5, 19] ). In the thermoelastic medium, the given physical constants ρ Σ , λ, µ, ζ, η, κ, are assumed to satisfy the inequalities:
In the fluid domain Ω + , we consider a barotropic and irrotational flow of an inviscid and compressible fluid with density ρ f as in [14] . The formulation can be simplified in terms of a velocity potential V = V (x, t) such that V = −∇ V and P = ρ f ∂V ∂t .
Then we arrive at the wave equation
where c is the sound speed. On the interface Γ between the solid and the fluid we have the transmission conditions
where n is the exterior unit normal to Ω − , and V inc denotes the given incident field. Here and in the sequel, we adopt the notation that q ∓ denotes the limit of the function q on Γ from Ω ∓ respectively. We assume the causal initial conditions
We term the time-dependent scattering problem as an initial-boundary transmission problem consisting of the partial differential equations (2.1)-(2.3) together with the the transmission conditions (2.4a)-(2.4c) and the homogeneous initial conditions (2.5a)-(2.5b).
Reduction to a nonlocal problem
In order to apply Lubich's approach as in the case of fluid-structure interaction [14, 13] , we first need to transform the initial-boundary transmission problem (2.1)-(2.4c) in the Laplace domain. Then we reduce the corresponding problem to a nonlocal boundary problem. Throughout the paper let the complex plane be denoted by C and its positive half-plane denoted by C + := {s ∈ C : Re s > 0}.
We begin with the Laplace transform for an ordinary complex-valued function. Let F : [0, ∞) → C be a complex-valued function with limited growth at infinity. We denote the Laplace transform of F by
provided it exists. (We note that we break convention of using small letters in the time domain and the corresponding capital in the Laplace domain, in order to avoid burdening the sequel with too many capital letters.) Let then
Then the initial-boundary transmission problem consisting of (2.1) -(2.4c) in the Laplace transformed domain becomes the following transmission boundary value problem (TBVP):
for Re s > 0, while u ≡ 0 and v ≡ 0 for Re s ≤ 0 (note that θ is causal by definition). We remark that TBVP is an exterior scattering problem, and normally a radiation condition is needed in order to guarantee the uniqueness of the solution of the problem. However, in the present case no additional radiation condition is required and global H 1 behavior at infinity suffices. (This is a Laplace domain relfection of Huygens' principle.)
To derive a proper nonlocal boundary problem, as usual, we begin via Green's third identity with the representation of the solutions of (3.1c) in the form:
where φ := v + (s) and λ := ∂v + /∂n are the Cauchy data for v in (3.1c) and S(s) and D(s) are the simple-layer and double-layer potentials, respectively defined by
is the fundamental solution of the operator in (3.1c). By standard arguments in potential theory, we have the relations for the the Cauchy data λ and φ:
Here V, K, K ′ and W are the four basic boundary integral operators familiar from potential theory [15] such that
By using the transmission condition (3.1e), we obtain from the second boundary integral equation in (3.5),
while the first boundary integral equation in (3.5) is simply
With the Cauchy data φ and λ as new unknowns, the partial differential equation (3.1c) in Ω + may be eliminated. This leads to a nonlocal boundary problem in Ω − for the unknowns (u, θ, φ, λ) satisfying the partial differential equations (3.1a), (3.1b), and the boundary integral equations (3.6), (3.7) together with natural boundary conditions (3.1d) and (3.1f) on Γ.
To be more precise, let us first consider the unknowns (u, θ) ∈ H 1 (Ω − ) × H 1 (Ω − ). Then multiplying (3.1a) by the testing function v and integrating by parts, we obtain the weak formulation of (3.1a):
where a(·, ·; s) is the bilinear form (we will keep all brackets linear and use conjugates whenever needed) defined by
In terms of the natural boundary condition (3.1d), we obtain from (3.8)
Here and in the sequel, γ ∓ and ∂ ∓ n denote trace operators of the functions and their normal derivatives from inside and outside Γ, repectively. Similarly, multiplying (3.1b) by the test function ϑ, integrating by parts and making use of the natural boundary condition (3.1f), we have
′ be the operators associated to the sesquilinear forms (3.9) and (3.12), respectively. Then from (3.10), (3.12) , (3.6) , and (3.7), the nonlocal problem may be formulated as a system of operator equations: Given data (
where the data (
is given by
We have made use of the product spaces:
Our aim is to show that Equation (3.13) has a unique solution in X. We will do this in the next section.
Existence and uniqueness results
Before considering the existence and uniqueness results, we first discuss the invertibility of the operator A A A in (3.13). We begin with the definitions of the following energy norms:
We also need the following inequalities for equivalent norms from these norms
which can be obtained from the inequalities:
min{1, σ} ≤ min{1, |s|}, and max{1, |s|} min{1, σ} ≤ |s|, ∀s ∈ C + , with σ := Re s. We remark that the norms |||θ||| 1,Ω − and |||u||| 1,Ω + are equivalent to θ H 1 (Ω − ) and u H 1 (Ω + ) , respectively, and so is the energy norm |||u||| 1,Ω − equivalent to the H 1 (Ω − ) norm of u by the second Korn inequality [8] . In the following, the c j ′ s are generic constants independent of s which may or may not be the same at different places.
For the invertibility of A A A , let us introduce the diagonal matrix Z Z Z = Z Z Z (s):
and consider the modified operator
It will be clear that the invertibility of A A A , it suffices to discuss the invertibility of B B B. By the Gaussian elimination procedure (as in [21] ), a simple computation shows that B B B can be decomposed in the form:
where
I − K(s)). Since both P P P and P P P ′ are invertible, B B B will be invertible, if C C C does. As in timedependent fluid-structure interaction [14] , the operator matrix C C C is indeed invertible. In fact, it is not difficult to show that the operator matrix C C C is strongly elliptic ( [15, 29] ) in the sense that
for all (v, ϑ, ψ, χ) ∈ X, where C(ζ, η, ρ f ) is a constant depending only on the physical parameters and on the geometry of Ω − , and Z(s) is the matrix defined by
As for the proof, we only want to point out that
Details are omited, since a similar proof will be repeated when we discuss the existence and uniqueness results for the solution of the nonlocal problem (3.13). We now return to the solutions of the modified system of equations (4.8) from (3.8):
Suppose that (u, θ, φ, λ) ∈ X is a solution of (4.12). Let
is the solution of the transmission problem:
satisfying the following jump relations across Γ,
First, from (4.14) we see that
Since d 4 = 0, this means that u is a solution of the homogeneous Dirichlet problem for the partial differential equation (4.14) in Ω − . Hence by the uniqueness of the the solution, we obtain u ≡ 0 in Ω − . Consequently, we have
Next, we consider the variational formulation of the problem for equations (4.14) , (4.15) and (4.16) together with the boundary conditions (4.17) and (3.1f). We seek a solution
with the corresponding test functions (v, ϑ, v) in the same function space. To derive the variational equations, we should keep in mind that the variational formulation should be formulated not in terms of the Cauchy data φ and λ directly, but only through the jumps
We begin with the first Green formula for the equation (4.14) .
Note that in the definitions of the bilinear form c Ω + (u, v; s) and the associated operator C s,Ω + the domain of integration is indicated explicitly. From condition (4.17), we obtain
Together with the weak formulations of (4.15) and (4.16), we arrive at the following variational formulation:
We remark that by the construction, it can be shown that as in [31] this variational problem is equivalent to the transmission problem defined by (4.14), (4.15, (4.16), and (4.17). The latter is equivalent to the nonlocal problem defined by (4.12), which is equivalent to (3.13). Consequently, the variational problem (4.21) is equivalent to the nonlocal problem (3.13). Hence for the existence of the solution of (3.13), it is sufficient to show the existence of the solution of (4.21).
We have the following basic results.
Theorem 4.1. The variational problem (4.21) has a unique solution (u, θ, u) ∈ H H H. Moreover, the following estimate holds:
(|||u|||
where c 0 is a constant depending only on the physical parameters ρ f , ζ, η.
Proof. Starting with the system (4.21), a simple computation shows that
On the other hand, it is not hard to verify that
Therefore, combining (4.24) -(4.26), substituting into (4.23) and recalling that d 2 = 0, it follows that σ |s| |||u|||
However, from the definition σ := min{1, σ} we see that the left hand side of this expression satisfies
Consequently, we have the estimate 27) where c 0 is a constant depending only on the physical parameters ρ f , ζ, η. In deriving the estimate (4.27), we have tacitly applied the relations (4.4), (4.5) and (4.6).
As we will see the estimate (4.27) will lead us to show the invertibility of the operator A A A in (3.13) (or (4.12) rather). In fact, the following result holds for the operator A A A of (4.12).
Then A A A : X → X ′ 0 is invertible . Moreover, we have the estimate:
28)
where c 0 is a constant independent of s and σ.
Proof. It was pointed out in (4.19) that
Then we have the estimates (see, e.g. [14] ):
Similarly, we have
In the last line we have used Bamberger and Ha-Duong's optimal lifting [1, 2] to estimate the norms of v. Thus, we can conclude that
From (4.29) and (4.30), we obtain the estimates
As a consequence of (4.22), it follows that
A simple manipulation shows that the left hand side of the previous expresion is such that c σ 3 |s| |||u|||
which implies that
with constant c 0 independent of s and σ.
We remark that in view of (3.2), we see that u, θ and v are solutions of the system
With the properties of solutions available in the transformed domains, we are now in a position to estimate the corresponding properties of solutions in the time domain based on Lubich's Convolution Quadrature [26] introduced in the early 90's for treating timedependent boundary integral equations of convolution type. An essential feature of this approach is that estimates of properties of solutions in the time domain are obtained without applying directly the Laplace inverse transformation to solutions in the transformed domain. Instead, the crucial result on Proposition 4.3 below is employed for this purpose. In order to make the notation for the time-domain estimates more compact, we introduce the regularity spaces
where H denotes a Banach space.
Proposition 4.3 (see, e.g. [31, 21] ). Let A = L{a} ∈ A ∈ (µ, B(X, Y )) with µ ≥ 0 and let
Some explanations for the notation adopted in 
As an immediate conequence of this result, we see from Theorem 4.2 that
. Moreover, k = 4 and ε = 1 and we thus have the estimate:
and there exists c > 0 depending only on the geometry such that
Similarly, in view of Theorem 4.1, applying Proposition 4.3 with µ = 3/2, k = 3, ε = 1/2 to the elastic, thermal, and potential fields leads to:
Then (U, Θ, V ) belongs to C([0, T ], H H H) and there holds the estimate
for some constant C 0 > 0.
Computational aspects
In this section, we give a brief description concerning the discretization of (3.13). We begin with the Galerkin semidiscertization in space of the system of equations. Let
be families of finite dimensional subspaces. We say (u
a Galerkin solution of (3.13) if it satisfies the Galerkin equations:
Again, we multiply (5.1) by the diagonal matrix Z Z Z (s) in (4.7) and consider the Galerkin equations for the modified equation (4.12):
Solutions of Galerkin equations of (5.2) can be established in the same manner as the exact solutions of (4.7). We will not repeat the process and consider only the error estimates here.
where X
• h denotes the annihilator of X h , i.e., X
As a consequence, we see that (u h , θ h , u h ) ∈ V h ×W h ×V h satisfies the variational equations
For the error estimate, we need to compare (u h , θ h , u h ) with the exact solution (u, θ, u) of the transmission problem. The exact solution (u,
satisfies the variational equation (4.21) which can be put in the same form as (5.6), replacing test functions by the ones in the subspaces. This implies that
The significance of (5.6) is that it indicates that the Galerkin solutions are the best possible approximations of the exact solution in the finite dimensional subspaces with respect to the inner products defined by the underlying bilinear forms. However, it is worth emphasizing that the errors (u h − u), (θ h − θ) are not in the approximate function spaces. In order to justify (5.6) as a proper variational formulation, we will make use of the rigid motion spaces
which in what follows will always be assumed to be contained on the discrete subspaces V h and W h respectively. We now define the elliptic projections:
In terms of the elliptic projection P h , we can define e h u := u h − P h u, r h u := P h u − u, so that the error function u h − u can be decomposed as
As a consequence
We may decompose the error θ h − θ in a simlar manner by letting
Finally, we define
This leads to the variational formulation for the error functions (e
where the bilinear form A is defined by 12) and the functional ℓ is given by
Proof. The sesquilinear form A follows easily from the left hand side of (5.6) replacing 
But equations (4.17) and (4.18) imply
Hence,
We can rewrite the last term on the right hand side as
Where we have used that
Following arguments similar as those employed in the proof of Theorem 4.1, we can obtain the error estimate. In the following, for simplicity, let
, there holds the error estimate:
where the constant C depends only on the geometry, and physical parameters.
Proof. It is easy to see from the definition of the bilinear form A in (5.12) that there is a constant C depending only on the geometry and physical parameters such that
We also need the estimate for the functional
And the result follows from this relation and the observation that
As a consequence of Theorem 5.2, and estimates (4.31), we have the results.
be the unique solution of the problem (4.12) and let (u h , θ h , φ h , λ h ) be their corresponding Galerkin solutions of (5.6), then we have the estimates
By applying Proposition 4.3 to Corollary 5.3, we may obtain estimates in the time domain.
Corollary 5.4. If the exact solution quadruple satisfies
is causal and for t ≥ 0
It should be pointed out that we have inserted the best approximation operators
into the right hand side of the bound in Corollary 5.4. This can be done since the error produced by computing the exact solution and by the difference of the exact solution with their best approximations are the same.
Next, we present a general procedure describing the full discretization of time-dependent coupling of finite element and boundary integral variational equations such as (5.2) using Lubich's multistep-based Convolution Quadrature [24, 25] , which was designed originally only for treating convolutional boundary integral equations (see, e.g., [26] , [27] ). We proceed as follows. Suppose that
be the basis functions of the spaces for , V h , W h , X h and Y h , respectively. We choose a time-step ∆t > 0, and let us consider the uniform grid in time t n := n∆t, for n ≥ 0. We define the stiffness matrix of equation (5.2) as a function of s ∈ C + with matrix-valued
The data are sampled in time and tested to define vectors f n ∈ R 2(N +M ) :
where D i (t) = L{d i }, i = 1, · · · , 4 in Theorem 4.4. The CQ discretization of (5.2) starts with the Taylor expansion 16) where γ(z) characterizes the underlying k-multistep method, and is, therefore, usually referred to as the characteristic function of the linear multistep method. For the discretization of (5.2), we seek the sequence of vectors b n ∈ R 2(N +M ) given by the recurrence:
If the solution of (5.17) b n assumes the form b n = (b n,1 , · · · , b n,2(N +M ) ), then the Galerkin solutions of (5.2) at t n are given by
In order to speed up computations of solving the linear system (5.17), it is a common practice to decouple the computations of finite element and boundary element solutions via a Schur complement strategy as done in [12] . In closing, we remark that for homogeneous thermoelastic solid medium, a pure boundary integral equation formulation may be adapted as in the fluid-structure interaction problem [13] . We will pursue these investigations in a separate communication.
Numerical Experiments
In order to test numerically the formulations of the previous sections and to explore the case when the Lamé parameters or the thermal diffusivity and expansion are non constant tensors, computational convergence studies were performed in both frequency and time domains. The interior domain Ω − where the thermoelastic equations were imposed was the general polygon depicted in Figure 1 . The domain was generated and meshed using Matlab's pdetool and the refinements were done using the refinement capabilities of the pde toolbox.
The linear system arising from the discretization has a structure that can be depicted by the block matrix
where the sparse Finite Element block
contains mass and stiffness matrices as well as first order terms related to the elastic and thermal unknowns. The boundary element block BEM(s) contains the Galerkin discretization of the operators of the acoustic Calderón calculus and the coupling trace matrix (NΓ) h is the discretization of the bilinear form arising from the duality pairing
The following values of the physical parameters are functions only of space and were used equally for both series of experiments. They are chosen for validation and expository purposes only and do not correspond with any relevant physical material. For the entries of the tensors we make use of the symmetries and of Voigt's notation [10] to shorten the subscripts. domain studies. The domain was generated and meshed using Matlab's pdetool and refined uniformly using pde tool's refinement capabilities.
Thermal diffusivity tensor κ:
stepping, while Table 5 shows the results of the experiment using Trapezoidal Rule. The convergence graphs of the experiments is shown in Figure 3 . Examples. We now present a couple of illustrative examples simulation the interaction of an incident acoustic wave with thermoelastic obstacles. The first example shows the interaction between the plane wave
and a pentagonal scatterer with mass density given by
The values of the elastic parameters, thermic diffusivity κ, thermoelastic expansion tensors ζ and η were the same as those used for the convergence experiments in the previous paragraphs and given in equations (6.1)-(6.5). The simulation used P 2 Lagrangian finite elements on a grid with mesh parameter h = 7 × 10 −3 and 36096 elements. The inherited boundary element grid had 496 panels and a grid parameter of h = 9.1 × 10 −3 , and P 2 /P 1 continuous/discontinuous Galerkin boundary elements were used. Trapezoidal rule-based discretization was applied in time with a relatively coarse time step κ = 1 × 10 −2 . Some snapshots of the simulation are shown in Figures 4-6 .
The second example is a trapping geometry with density ρ Σ = 20+|x|+|y| and physical parameters given by (6.1)-(6.3). For this example P 5 Lagrangian elements were used on a grid with 2992 elements and mesh parameter h = 1.72 × 10 −2 , the acoustic equations were discretized with P 5 /P 4 continuous/discontinuous Galerkin boundary elements on a mesh with 236 panels and mesh parameter h = 2.5 × 10 −2 . For time discretization trapezoidal rule-bvased CQ was used with a time step size of κ = 2 × ×10 −3 . Figures 7-9 show snapshots of the acoustic, elastic and temperature fields.
In closing, we remark that for interested reader details of all the computational results are available in the recent dissertation by Sánchez-Vizuet. Table 4 : Time domain convergence results for BDF2-based CQ. The experiments were run with a fixed mesh using P k Lagrangian finite elements and P k /P k−1 boundary elements. In every successive refinement level the size of the time step was halved and the polynomial degree of the space refinement increased by one. The table shows the relative errors and estimated convergence rates measured for a final time t = 1.5. 
Frequency domain convergence test. k=1
Mesh size h Frequency domain convergence test. k=3 Table 5 : Time domain convergence results for Trapezoidal Rule-based CQ. The experiments were run with a fixed mesh using P k Lagrangian finite elements and P k /P k−1 boundary elements. In every successive refinement level the size of the time step was halved and the polynomial degree of the space refinement increased by one. The table shows the relative errors and estimated convergence rates measured for a final time t = 1.5. 
