Risk minimization in financial markets modeled by It\^o-L\'evy processes by Øksendal, Bernt & Sulem, Agnès
ar
X
iv
:1
40
2.
31
31
v2
  [
ma
th.
OC
]  
10
 A
pr
 20
14
Risk minimization in financial markets modeled by
Itoˆ-Le´vy processes
Bernt Øksendal1 Agne`s Sulem2
30 March 2014
MSC(2010): 60H10, 60H20, 60J75, 93E20, 91G80, 91G10, 91A23, 91B70, 91B30
Keywords: Convex risk measure, risk minimization, recursive utility, utility optimiza-
tion, Itoˆ-Le´vy process, backward stochastic differential equation, the maximum principle for
stochastic control of FBSDE’s, stochastic differential game, HJBI equation.
Abstract
This paper is mainly a survey of recent research developments regarding methods
for risk minimization in financial markets modeled by Itoˆ-Le´vy processes, but it also
contains some new results on the underlying stochastic maximum principle.
The concept of a convex risk measure is introduced, and two representations of such
measures are given, namely : (i) the dual representation and (ii) the representation by
means of backward stochastic differential equations (BSDEs) with jumps. Depending
on the representation, the corresponding risk minimal portfolio problem is studied,
either in the context of stochastic differential games or optimal control of forward-
backward SDEs.
The related concept of recursive utility is also introduced, and corresponding re-
cursive utility maximization problems are studied.
In either case the maximum principle for optimal stochastic control plays a crucial
role, and in the paper we prove a version of this principle which is stronger than what
was previously known.
The theory is illustrated by examples, showing explicitly the risk minimizing port-
folio in some cases.
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Introduction
In the recent years there has been an increased focus on the concepts of risk and methods for
risk minimization in finance. The purpose of this paper is to give a brief survey of this topic,
and its relation to backward stochastic differential equations (BSDEs), stochastic control
of forward-backward stochastic differential equations (FBSDEs) and stochastic differential
games, all within the context of financial markets modeled by Itoˆ-Le´vy processes.
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1 BSDEs, convex risk measures and recursive utilities
In this chapter we give an introduction to backward stochastic differential equations (BSDEs)
with jumps, and we relate them to the concepts of recursive utilities and convex risk measures.
This section, in particular the results on BSDEs with jumps and on dynamic risk measures
is based on the paper [QS]. For a similar introduction in the Brownian motion case, we refer
the reader to the survey paper on BSDEs by M.C. Quenez [Q].
From now on we let B(t) and N˜(dt, dζ) := N(dt, dζ) − ν(dζ)dt denote a Brownian
motion and an independent compensated Poisson random measure, respectively, on a filtered
probability space (Ω,F ,F := {Ft}0≤t≤T , P ) satisfying the usual conditions, P is a reference
probability measure and ν is the Le´vy measure of N .
2
1.1 Examples
We first give some examples where BSDEs appear. For simplicity we do not include jumps
in these examples. The more general versions with jumps will be discussed in the subsequent
sections.
Example 1.1 (Replicating portfolio) Consider a financial market with one risk free and one
risky investment possibility, with prices S0(t), S1(t) per unit given by, respectively{
dS0(t) = S0(t)r(t)dt ; S0(0) = 1
dS1(t) = S1(t)[µ(t)dt+ σ(t)dB(t)] ; S1(0) > 0.
(1.1)
Let π(t) be a self-financing portfolio, representing the fraction of the total wealth Y (t) =
Yπ(t) invested in the risky asset at time t. The corresponding wealth process Y (t) is given
by
dY (t) =
(1− π(t))Y (t)
S0(t)
dS0(t) +
π(t)Y (t)
S1(t)
dS1(t)
= Y (t)[{(1− π(t))r(t) + π(t)µ(t)}dt+ π(t)σ(t)dB(t)]. (1.2)
Let F ∈ L2(FT , P ) be a given T -claim. We want to find Y (0) = y > 0 and π(t) such that
Y (T ) = F a.s. (1.3)
Put
Z(t) = Y (t)π(t)σ(t). (1.4)
Then
π(t) =
Z(t)
Y (t)σ(t)
(1.5)
and (1.2) becomes
dY (t) =
{
r(t)Y (t) +
Z(t)
σ(t)
(µ(t)− r(t))
}
dt+ Z(t)dB(t) ; 0 ≤ t ≤ T. (1.6)
The pair (1.6), (1.3) of equations is an example of a (linear) BSDE in the pair (Y (t), Z(t))
of unknown processes. If we can solve this equation for Y (t), Z(t), then the replicating
portfolio π(t) is given by (1.5).
Note that, in contrast to ordinary SDEs in one unknown process, this equation has two
unknown processes and the terminal value Y (T ) of Y is given, not the initial value.
More generally, let
g(t, y, z, ω) : [0, T ]× R× R× Ω→ R
be an Ft-adapted stochastic process in (t, ω) for each y, z. Then the equation{
dY (t) = −g(t, Y (t), Z(t), ω)dt+ Z(t)dB(t) ; 0 ≤ t ≤ T
Y (T ) = F a.s.
(1.7)
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is a BSDE in the unknown Ft-adapted processes (Y (t), Z(t)) (driven by Brownian motion).
(See Section 1.2 for a more comprehensive presentation).
For simplicity of notation we suppress ω in the following.
Example 1.2 (Recursive utility) (Duffie & Epstein (1992), Epstein & Zin (1989), Kreps
& Porteus (1978)). Let g(t, y, c) be an Ft-adapted process. Assume that c → g(t, y, c) is
concave for all t, y, and let F be a claim in L2(FT ). Then the recursive utility process of a
given consumption process c(·) ≥ 0 is defined as the solution Y (t) = Yg(t) of the equation
Y (t) = E
[∫ T
t
g(s, Y (s), c(s))ds | Ft
]
; 0 ≤ t ≤ T. (1.8)
In Section 1.2 we shall see that (1.8) is equivalent to the following BSDE in (Yg, Zg):{
dYg(t) = −g(t, Y (t), c(t))dt+ Zg(t)dB(t)
Yg(T ) = 0.
(1.9)
In particular, the (total) recursive utility U(c) of a given consumption process c(·) is
defined as
U(c) := Yg(0). (1.10)
Example 1.3 (Convex risk measures) (Fo¨llmer & Schied (2002), Frittelli & Rosazza-
Gianin (2002))
Definition 1.4 Let p ∈ [2,∞]. A map
ρ : F := Lp(FT )→ R
is called a convex risk measure if the following holds:
(i) (convexity) ρ(λF1 + (1 − λ)F2) ≤ λρ(F1) + (1 − λ)ρ(F2) for all λ ∈ [0, 1] and all
F1, F2 ∈ F.
(ii) (Monotonicity) If F1 ≤ F2 then ρ(F1) ≥ ρ(F2).
(iii) (Translation invariance) ρ(F + a) = ρ(F )− a for all F ∈ F and all constants a.
(iv) (For convenience) ρ(0) = 0.
Interpretation: ρ(F ) is the amount that has to be added to the financial standing F to
make it “acceptable”. Note that, by (iii), ρ(F + ρ(F )) = 0.
We shall see that convex risk measures are related to BSDEs as follows: Let g(t, z) be a
concave function of z. For given F ∈ F let (Y
(F )
g (t), Z
(F )
g (t)) be the solution of the BSDE{
dY
(F )
g (t) = −g(t, Z
(F )
g (t))dt+ Z
(F )
g (t)dB(t) ; 0 ≤ t ≤ T
Y
(F )
g (T ) = F.
(1.11)
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Then
ρ(F ) := −Y (F )g (0) (1.12)
defines a convex risk measure. The proof will be given in the next section, after we have
studied BSDEs in a more general context with jumps.
1.2 General BSDEs with jumps
Let g(t, y, z, k, ω) : [0, T ] × R × R × R × Ω → R be a given function such that (t, ω) →
g(t, y, z, k, ω) is Ft-predictable for each y, z, k. Here R is the set of functions k ∈ L
2(R0, ν),
where R0 := R\{0}. Let F ∈ L
2(FT ). We seek a triple (Y, Z,K) = (Y
(F )
g (t), Z
(F )
g (t), K
(F )
g (t))
of stochastic processes such that Y is a ca`dla`g adapted process, Z and K are predictable
and 

dY (t) = −g(t, Y (t), Z(t), K(t, ·), ω)dt+ Z(t)dB(t)
+
∫
R
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) = F.
(1.13)
The process g(t, y, z, k) = g(t, y, z, k, ω) is called the driver of the BSDE (1.13). We state
the next result without proof. We refer to Tang and Li [TL] (1994) and Quenez & Sulem
(2013), Theorem 2.3 for details.
Theorem 1.5 (Existence and uniqueness of solution of BSDE) Suppose the follow-
ing holds:
(i) E
[∫ T
0
g2(t, 0, 0, 0)dt
]
<∞
(ii) g is Lipschitz in y, z, k a.s., i.e. there exists a constant C > 0 such that for all yi, zi, ki
|g(t, y1, z1, k1)−g(t, y2, z2, k2)| ≤ C(|y1−y2|)+ |z1−z2|+‖k1−k2‖) for a.e. t, ω, where
‖k‖2 =
∫
R
k2(ζ)ν(dζ).
Then there exists a unique triple (Y, Z,K) solution of (1.13) such that Y is a ca`dla`g adapted
process with E(sup0≤t≤T |Y (t)|
2) <∞ and (Z,K) are predictable processes with
E
[∫ T
0
{
Z2(t) +
∫
R
K2(t, ζ)ν(dζ)
}
dt
]
<∞. (1.14)
This result can be extended to the case when the terminal time T is a stopping time τ
with values in [0, T ] and the terminal condition is a random variable ξ in L2(Fτ). In
this case, (Y (ξ,τ), Z(ξ,τ), K(ξ,τ)) is defined as the unique solution of the BSDE with driver
g(t, y, z, k)1{t≤τ} and terminal conditions (T , ξ). Note that Y
(ξ,τ)(t) = ξ, Z(ξ,τ)(t) = K(ξ,τ)(t) =
0 for t ≥ τ .
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Lemma 1.6 (i) Suppose (Y, Z,K) satisfies the BSDE (1.13). Then
Y (t) = E
[(∫ T
t
g(s, Y (s), Z(s), K(s, ·))ds+ F
)
| Ft
]
; 0 ≤ t ≤ T. (1.15)
(ii) Conversely, suppose the driver g does not depend on z and k and that (1.15) holds.
Then (1.13) holds.
Proof.
(i): (1.13) ⇒ (1.15) : Integrating (1.13) from t to T we get
Y (T )− Y (t) = −
∫ T
t
g(s, Y (s), Z(s), K(s, ·))dt+
∫ T
t
Z(s)dB(s) +
∫ T
t
∫
R
K(s, ζ)N˜(ds, dζ).
Taking conditional expectation and using that t→
∫ t
0
Z(s)dB(s) and t→
∫ T
t
∫
R
K(s, ζ)N˜(ds, dζ)
are martingales, we get (1.15).
(ii): (1.15) ⇒ (1.13) : Assume (1.15) holds and that g(s, y, z, k) = g(s, y) does not depend
on z and k. Since Y (T ) = F , we can write
Y (t) = E
[∫ T
0
{g(s, Y (s))dt+ F −
∫ t
0
g(s, Y (s))ds} | Ft
]
= M(t)−
∫ t
0
g(s, Y (s))ds, (1.16)
where M(t) is the L2-martingale
M(t) = E
[∫ T
0
{g(s, Y (s))ds+ F} | Ft
]
.
By the martingale representation theorem for Itoˆ-Le´vy process (see e.g. [L]) there exists
Z(t) and K(t, ζ) such that
M(t) =M(0) +
∫ t
0
Z(s)dB(s) +
∫ t
0
∫
R
K(s, ζ)N˜(ds, dζ) ; 0 ≤ t ≤ T. (1.17)
Substituting (1.17) into (1.16) and taking differentials, we get (1.13). 
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1.3 Linear BSDEs
There is no solution formula for the general BSDE (1.13). However, in the linear case we
get the following:
Theorem 1.7 Let α, β, γ be bounded predictable processes, F ∈ L2(FT ) and ϕ predictable
with E
[∫ T
0
ϕ2(t)dt
]
< ∞. Assume γ > −1 a.s. Then the unique solution (Y, Z,K) of the
linear BSDE

dY (t) = −
[
ϕ(t) + α(t)Y (t) + β(t)Z(t) +
∫
R
γ(t, ζ)K(t, ζ)ν(dζ)
]
dt
+Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) = F
(1.18)
is given by
Y (t) = E
[
{
Γ(T )
Γ(t)
F +
∫ T
t
Γ(s)
Γ(t)
ϕ(s)ds} | Ft
]
; 0 ≤ t ≤ T (1.19)
where 
dΓ(t) = Γ(t
−)
[
α(t)dt+ β(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
; t ≥ 0
Γ(0) = 1
(1.20)
i.e.
Γ(t) = exp
(∫ t
0
β(s)dB(s) +
∫ t
0
{
α(s)−
1
2
β2(s)
}
ds
+
∫ t
0
∫
R
ln(1 + γ(s, ζ))N˜(ds, dζ) +
∫ t
0
∫
R
{ln(1 + γ(s, ζ))− γ(s, ζ)}ν(dζ)ds. (1.21)
Proof. (Sketch). By the Itoˆ formula,
d(Γ(t)Y (t)) = Γ(t−)dY (t) + Y (t−)dΓ(t) + d[ΓY ](t)
= Γ(t−)
[
−
(
ϕ(t) + α(t)Y (t) + β(t)Z(t) +
∫
R
γ(t, ζ)K(t, ζ)ν(dζ)
)
dt
+Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ)
]
+ Y (t)Γ(t−)
[
α(t)dt+ β(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
+ Z(t)Γ(t)β(t)dt+
∫
R
K(t, ζ)Γ(t−)γ(t, ζ)N(dt, dζ)
= −Γ(t)ϕ(t)dt+ Γ(t)(Z(t) + β(t)Y (t))dB(t)
+
∫
Γ(t−)K(t, ζ)(1 + γ(t, ζ))N˜(dt, dζ).
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Hence Γ(t)Y (t) +
∫ t
0
Γ(s)ϕ(s)ds is a martingale and therefore
Γ(t)Y (t) +
∫ t
0
Γ(s)ϕ(s)ds = E
[
{Γ(T )Y (T ) +
∫ T
0
Γ(s)ϕ(s)ds} | Ft
]
i.e.
Γ(t)Y (t) = E
[
{Γ(T )F +
∫ T
t
Γ(s)ϕ(s)ds} | Ft
]
,
as claimed. 
Example 1.8 Let us apply Theorem 1.7 to solve the BSDE (1.6)-(1.3): In this case
dΓ(t) = Γ(t)
[
r(t)dt+
µ(t)− r(t)
σ(t)
dB(t)
]
; Γ(0) = 1
i.e.
Γ(t) = exp
(∫ t
0
µ(s)− r(s)
σ(s)
dB(s) +
∫ t
0
{
r(s)−
1
2
(
µ(s)− r(s)
σ(s)
)2}
ds
)
and we get
Y (t) =
1
Γ(t)
E[FΓ(T )|Ft].
Using Malliavin calculus we can write
Z(t) = Dt−Y (t)
(
:= lim
s→t−
DsY (t)
)
and this gives the replacing portfolio
π(t) =
Z(t)
Y (t)σ(t)
=
DtY (t)
Y (t)σ(t)
.
Here Dt denotes the Malliavin derivative at t (with respect to Brownian motion). See e.g.
Di Nunno et al. (2009).
1.4 Comparison theorems
Lemma 1.9 Let α, β, γ, F be as in Theorem 1.7. Suppose (Y (t), Z(t), K(t, ·)) satisfies the
linear backward stochastic inequality
dY (t) = −h(t)dt + Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) ≥ F
(1.22)
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where h(t) is a given Ft-adapted process such that
h(t) ≥ α(t)Y (t) + β(t)Z(t) +
∫
R
γ(t, ζ)K(t, ζ)ν(dζ). (1.23)
Then
Y (t) ≥ E
[
Γ(T )F
Γ(t)
| Ft
]
; 0 ≤ t ≤ T (1.24)
where Γ(t) is given by (1.20)-(1.21).
Proof. By the Itoˆ formula we have
d(Γ(t)Y (t)) = Γ(t−)
[
−h(t)dt + Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ)
]
+ Y (t−)Γ(t−)
[
α(t)dt+ β(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
+ Γ(t)β(t)Z(t)dt+
∫
R
Γ(t−)γ(t, ζ)K(t, ζ)N(dt, dζ)
≤ Γ(t)
[
−α(t)Y (t)− β(t)Z(t)−
∫
R
γ(t, ζ)K(t, ζ)ν(dζ)
]
dt
+ Γ(t)Z(t)dB(t) + Γ(t−)
∫
R
K(t, ζ)N˜(dt, dζ)
+ Y (t−)Γ(t−)
[
α(t)dt+ β(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
+ Γ(t)β(t)Z(t)dt+
∫
R
Γ(t−)γ(t, ζ)K(t, ζ)N(dt, dζ)
= dM(t),
where
M(t) :=
∫ t
0
Γ(s)Z(s)dB(s) +
∫ t
0
∫
R
Γ(s−)γ(s, ζ)K(s, ζ)N˜(ds, dζ)
is a martingale. Hence
Γ(T )Y (T )− Γ(t)Y (t) ≤M(T )−M(t).
Taking conditional expectation this gives
Γ(t)Y (t) ≥ E [Γ(T )F | Ft] .

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Corollary 1.10 Let Y, Z,K be as in Lemma 1.9. Suppose that
F ≥ 0 a.s.
Then
Y (t) ≥ 0 for a.a. t, ω.
Proof. Apply Lemma 1.9. 
In the following we assume that
gi(t, y, z, k, ω) : [0, T ]× R× R×R× Ω→ R ; i =, 2
are given Ft-predictable processes satisfying (i)-(ii) in Theorem 1.5. We assume that g2(t, y, z, k, ω)
is Lipschitz continuous with respect to y, z, k, uniformly in t, ω. We also assume that there
exists a bounded predictable process θ(t, ζ) independent of y and z such that dt⊗dP⊗ν(du)-
a.s. ,
θ(t, ζ) ≥ −1 and |θ(t, ζ)| ≤ ψ(ζ), (1.25)
where ψ ∈ L2ν , and such that
g2(t, y, z, k1(·))− g2(t, y, z, k2(·)) ≥
∫
R
θ(t, ζ)(k1(ζ)− k2(ζ))ν(dζ) (1.26)
for all t, y, z.
We are now ready to state and prove a comparison theorem for BSDEs with jumps. For
a stronger version see [QS].
Theorem 1.11 (Comparison theorem for BSDEs with jumps) Suppose we have 2 process
triples (Y1, Z1, K1) and (Y2, Z2, K2), such that

dYi(t) = −gi(t, Yi(t), Zi(t), Ki(t, ·))dt+ Zi(t)dB(t)
+
∫
R
Ki(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Yi(T ) = Fi
(1.27)
for i = 1, 2. where Fi ∈ L
2(FT ). Assume that
g1(t, Y1(t), Z1(t), K1(t, ·)) ≤ g2(t, Y1(t), Z1(t), K1(t, ·)) ; t ∈ [0, T ] (1.28)
and
F1 ≤ F2 a.s. (1.29)
Then
Y1(t) ≤ Y2(t) for a.a. (t, ω) ∈ [0, T ]× Ω. (1.30)
10
Proof. Put
Y˜ (t) = Y2(t)− Y1(t), Z˜(t) = Z2(t)− Z1(t), K˜(t, ζ) = K2(t, ζ)−K1(t, ζ).
Then
dY˜ (t) = −[g2(t, Y2(t), Z2(t), K2(t, ·))− g1(t, Y1(t), Z1(t), K1(t, ·))]dt
+ Z˜(t)dB(t) +
∫
R
K˜(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T.
Note that
g2(t, Y2(t), Z2(t), K2(t, ·))− g1(t, Y1(t), Z1(t), K1(t, ·))
= g2(t, Y2(t), Z2(t), K2(t, ·))− g2(t, Y1(t), Z2(t), K2(t, ·))
+ g2(t, Y1(t), Z2(t), K2(t, ·))− g2(t, Y1(t), Z1(t), K2(t, ·))
+ g2(t, Y1(t), Z1(t), K2(t, ·))− g2(t, Y1(t), Z1(t), K1(t, ·))
+ g2(t, Y1(t), Z1(t), K1(t, ·))− g1(t, Y1(t), Z1(t), K1(t, ·))
= ϕ(t) + α(t)Y˜ (t) + β(t)Z˜(t) +
∫
R
θ(t, ζ)K˜(t, ζ)ν(dζ),
by (1.26), where
ϕ(t) := g2(t, Y1(t), Z1(t), K1(t, ·))− g1(t, Y1(t), Z1(t), K1(t, ·)) ≥ 0,
α(t) :=
g2(t, Y2(t), Z2(t), K2(t, ·))− g2(t, Y1(t), Z2(t), K2(t, ·))
Y˜ (t)
χY˜ (t)6=0Y˜ (t)
and
β(t) :=
g2(t, Y1(t), Z2(t), K2(t, ·))− g2(t, Y1(t), Z1(t), K2(t, ·))
Z˜(t)
χZ˜(t)6=0Z˜(t).
Combining the above we get
dY˜ (t) = −h(t)dt + Z˜(t)dB(t) +
∫
R
K˜(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y˜ (T ) = F2 − F1 ≥ 0
where
h(t) ≥ α(t)Y˜ (t) + β(t)Z˜(t) +
∫
R
θ(t, ζ)K˜(t, ζ)ν(dζ).
By Corollary 1.10 it follows that Y˜ (t) ≥ 0 for all t, i.e. Y1(t) ≤ Y2(t) for all t. 
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1.5 Convex risk measures, recursive utilities and BSDEs
We now have the machinery we need to verify the connection between risk measures, recursive
utilities and BSDEs mentioned in Section 1.1. Motivated by Lemma 1.6 we now extend the
definition of recursive utility given in Example 1.2 to the following: We call a process c(t) a
consumption process if c(t) is predictable and c(t) ≥ 0 for all t, a.s. The set of all consumption
processes is denoted by C.
Definition 1.12 Let g(t, y, z, k, c) : [0, T ]× R× R×R× C → R be a process satisfying the
conditions of Theorem 1.5 for each given c ∈ C. Suppose
(y, z, k, c)→ g(t, y, z, k, c) is concave for all t. (1.31)
Let (Y
(F )
g , Z
(F )
g , K
(F )
g ) be the unique solution of the BSDE (1.13). Then we define
Ug(c) = Y
(F )
g (0) (1.32)
to be the recursive utility of c with terminal payoff F .
Theorem 1.13 Suppose g(t, z, k) : [0, T ] × R × R × R → R satisfies the conditions in
Definition 1.12, but now g does not depend on y or c. Assume g satisfies hypothesis (1.26).
Define
ρg(F ) = −Y
(F )
g (0). (1.33)
Then ρg is a convex risk measure.
Proof.
We must verify that ρg satisfies the properties (i)-(iii) in Definition 1.4:
(i) (Convexity). Fix λ ∈ (0, 1) and let F,G ∈ L2(FT ). We want to prove that
ρg(λF + (1− λ)G) ≤ λρg(F ) + (1− λ)ρg(G)
i.e.
−Y (λF+(1−λ)G)(0) ≤ λ(−Y (F )(0)) + (1− λ)(−Y (G)(0)).
Let (Yˆ , Zˆ, Kˆ) be the solution of the BSDE
dYˆ (t) = −g(t, Zˆ(t), Kˆ(t, ·))dt+ Zˆ(t)dB(t) +
∫
R
Kˆ(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Yˆ (T ) = λF + (1− λ)G
and put
Y˜ (t) = λY (F )(t) + (1− λ)Y (G)(t),
Z˜(t) = λZ(F )(t) + (1− λ)Z(G)(t),
K˜(t, ζ) = λK(F )(t, ζ) + (1− λ)K(G)(t, ζ).
12
Then 

dY˜ (t) = −[h(t) + g(t, Z˜(t), K˜(t, ·))]dt
+Z˜(t)dB(t) +
∫
R
K˜(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y˜ (T ) = λF + (1− λ)G,
where
h(t) = λg(t, Z(F )(t), K(F )(t)) + (1− λ)g(t, Z(G)(t), K(G)(t, ·))
− g(t, Z˜(t), K˜(t, ·)) ≤ 0 since g is concave.
By the comparison theorem (Theorem 1.11) we conclude that
Y˜ (t) ≤ Yˆ (t) ; 0 ≤ t ≤ T.
In particular, choosing t = 0 we get
ρg(λF + (1− λ)G) = −Yˆ (0) ≤ −Y˜ (0) = −λY
(F )(0)− (1− λ)Y (G)(0)
= λρg(F ) + (1− λ)ρg(G).
(ii) (Monotonicity) If F1 ≤ F2, then Y
(F1)(t) ≤ Y (F2)(t) by the comparison theorem. Hence
ρg(F2) = −Y
(F2)(0) ≤ −Y (F1)(0) = ρg(F1),
as required.
(iii) (Translation invariance) If F ∈ L2(FT , P ) and a ∈ R is constant, then we check easily
that Y (F+a)(t) = Y (F )(t) + a. Hence
ρ(F + a) = −Y (F+a)(0) = −Y (F )(0)− a = ρg(F )− a.

Dynamic risk measures. We now discuss an extension of the (static) risk measure ρ in
Definition 1.4 to a dynamic risk measure ρt; 0 ≤ t ≤ T.
Definition 1.14 A dynamic risk measure is a map ρ which to each bounded stopping time
τ and each ξ ∈ L2(Fτ) assigns an adapted ca`dla`g process (ρt(ξ, τ)){0≤t≤τ} which is non-
increasing, translation invariant and consistent, in the sense that
∀t ≤ S, ρt(ξ, τ) = ρt(−ρS(ξ, τ), S) a.s. (1.34)
for all stopping times S ≤ τ .
Moreover we say that the risk measure satisfies
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• the zero-one law property if
ρt(1Aξ, T ) = 1Aρt(ξ, T ) a.s for t ≤ T , A ∈ Ft, and ξ ∈ L
2(FT ).
• the no arbitrage property if{
ξ1 ≥ ξ2 a.s. and ρt(ξ
1, τ) = ρt(ξ
2, τ) a.s. on some A ∈ Ft, t ≤ τ
}
=⇒
{
ξ1 = ξ2 a.s.
on A
}
.
A natural way to construct dynamic risk measures is by means of BSDEs as follows:
Let g be a Lipschitz driver, which does not depend on y and such that E
[∫ T
0
g2(t, 0, 0)dt
]
<
∞. We assume that g satisfies (1.26) -(1.25) with θ(t, ζ) > −1. For a given stopping time
τ ≤ T and ξ ∈ L2(FT ), define the functional:
ρ
g
t (ξ, τ) := −Y
(ξ)
g (t), 0 ≤ t ≤ τ, (1.35)
where Y
(ξ)
g denotes the solution of the BSDE with terminal condition ξ and terminal time
τ . Then ρg defines a dynamic risk measure in the sense of Definition 1.14. To see this, we
note that the consistency (1.34) follows from the flow property of BSDEs (see [QS]).
Moreover, the no-arbitrage property follows from the strict comparison theorem for BS-
DEs. We also note that if g(t, 0, 0) = 0, then the zero-one law holds. The dynamic risk
measure is convex if g is concave.
It is natural to ask about the converse: When can a dynamic risk-measure be represented
by a BSDE with jumps? The following proposition gives an answer.
Theorem 1.15 Let ρ be a dynamic risk measure satisfying the zero-one law and the no
arbitrage property. Moreover, suppose that ρ satisfies the EC,C
1
-domination property:
there exists C > 0 and −1 < C1 ≤ 0 such that
ρt(ξ + ξ
′, T )− ρt(ξ, T ) ≥ −Y
C,C1
t (ξ
′, T ), (1.36)
for any ξ, ξ′ ∈ L2(FT ), where Y
C,C1
t (ξ
′, T ) is the solution of the BSDE associated with ter-
minal condition ξ′ and driver fC,C1(t, π, ℓ) := C|π|+ C
∫
R∗
(1 ∧ |u|)ℓ+(u)ν(du)− C1
∫
R∗
(1 ∧
|u|)ℓ−(u)ν(du). Then, there exists a Lipschitz driver g(t, π, ℓ) such that ρ = ρg, that is, ρ is
the dynamic risk measure induced by a BSDE with jumps with driver g(t, π, ℓ) .
For the proof, we refer to [R]. Additional properties of dynamic risk measures induced
by BSDEs and dual representation in the convex case can be found in [QS].
2 Maximum principles for optimal control of coupled
systems of FBSDEs
In view of Definition 1.12 and Theorem 1.13, we see that recursive utility maximization
or risk minimization problems lead to problems of optimal control of coupled systems of
forward-backward stochastic differential equations (FBSDEs). In this section we study such
control problems. For simplicity we only handle the 1-dimensional case.
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Consider the following stochastic control problem for a system of coupled forward-backward
stochastic differential equations (FBSDEs):
(Forward system)

dX(t) = b(t, X(t), Y (t), Z(t), K(t, ·), u(t), ω)dt
+σ(t, X(t), Y (t), Z(t), K(t, ·), u(t), ω)dB(t)
+
∫
R
γ(t, X(t)Y (t), Z(t)K(t, ·), u(t), ω, ζ)N˜(dt, dζ) ; t ≥ 0
X(0) = x ∈ R.
(2.1)
(Backward system)

dY (t) = −g(t, X(t), Y (t), Z(t), K(t, ·), u(t), ω)dt
+Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) = h(X(T )).
(2.2)
Here T > 0 is fixed (finite) constant. Let G := {Gt}0≤t≤T be a given subfiltration of F :=
{Ft}0≤t≤T , i.e. Gt ⊆ Ft for all t. We assume that also G satisfies the usual conditions. We
can interpret Gt as the information available to the controller at time t.
Let U be a given open convex subset of R and let AG be a given family of admissible controls,
consisting of all G-predictable processes u = u(t) with values in U.
The performance functional is given by
J(u) = E
[∫ T
0
f(t, X(t), Y (t), Z(t), K(t, ·), u(t), ω)dt+ ϕ(X(T ), ω)
]
+ ψ(Y (0)) ; u ∈ AG, (2.3)
We want to find u∗ ∈ AG such that
sup
u∈AG
J(u) = J(u∗). (2.4)
We make the following assumptions:
f ∈ C1 and E
[∫ T
0
|∇f |2(t)dt
]
<∞, (2.5)
b, σ, γ ∈ C1 and E
[∫ T
0
(|∇b|2 + |∇σ|2 + ‖∇γ‖2)(t)dt
]
<∞, (2.6)
where ‖∇γ(t, ·)‖2 =
∫
R
γ2(t, ζ)ν(dζ),
g ∈ C1 and E
[∫ T
0
|∇g|2(t)dt
]
<∞, (2.7)
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h, ϕ, ψ ∈ C1 and E[ϕ′(X(T ))2 + h′(X(T ))2] <∞ (2.8)
for all u ∈ AG. Let R denote the set of all functions k : R0 → R where R0 = R\{0}.
The Hamiltonian
H : [0, T ]× R× R× R×R× U× R× R× R×R× Ω→ R
associated to the problem (2.4) is defined by
H(t, x, y, z, k, u, λ, p, q, r, ω) = f(t, x, y, z, k, u, ω) + g(t, x, y, z, k, u, ω)λ+ b(t, x, y, z, k, u, ω)p
+ σ(t, x, y, z, k, u, ω)q +
∫
R
γ(t, x, y, z, k, u, ζ, ω)r(t, ζ)ν(dζ).
(2.9)
Here λ, p, q, r represent adjoint variables (see below).
For simplicity of notation the dependence on ω is suppressed in the following.
We assume that H is Fre´chet differentiable (C1) in the variables x, y, z, k, u and that
the Fre´chet derivative ∇kH of H with respect to k ∈ R as a random measure is absolutely
continuous with respect to ν, with Radon-Nikodym derivative
d∇kH
dν
. Thus, if 〈∇kH, h〉
denotes the action of the linear operator ∇kH on the function h ∈ R we have
〈∇kH, h〉 =
∫
R
h(ζ)d∇kH(ζ) =
∫
R
h(ζ)
d∇kH(ζ)
dν(ζ)
dν(ζ). (2.10)
We letm denote Lebesgue measure on [0, T ]. For u ∈ AG we let (X
u(t), Y u(t), Zu(t), Ku(t, ·))
be the associated solution of the coupled system (2.1)-(2.2). We assume that for u ∈ AG
these solutions exist and are unique and satisfy
E
[∫ T
0
{
|Xu(t)|2 + |Y u(t)|2 + Zu(t)|2 +
∫
R
|Ku(t, ζ)|2ν(dζ)
}
dt
]
<∞. (2.11)
The associated FB system for the adjoint processes λ(t), (p(t), q(t), r(t, ·)) is
dλ(t) =
∂H
∂y
(t)dt+
∂H
∂z
(t)dB(t) +
∫
R
d∇kH
dν
(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
λ(0) = ψ′(Y (0))
(2.12)

dp(t) = −
∂H
∂x
(t)dt+ q(t)dB(t) +
∫
R
r(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
p(T ) = ϕ′(X(T )) + λ(T )h′(X(T )).
(2.13)
Here and in the following we are using the abbreviated notation
∂H
∂y
(t) =
[
∂
∂y
H(t, X(t), y, Z(t), K(t, ·), u(t))
]
y=Y (t)
etc.
We first formulate a sufficient maximum principle. It is stronger than the corresponding
result in e.g. Øksendal & Sulem (2012) because of our weaker growth conditions here.
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Theorem 2.1 (Strengthened sufficient maximum principle)
Let uˆ ∈ AG with corresponding solutions Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·), λˆ(t), pˆ(t), qˆ(t), rˆ(t, ·) of
equations (2.1)-(2.2), (2.12) and (2.13). Assume the following:
The functions x→ h(x), x→ ϕ(x) and x→ ψ(x) are concave (2.14)
(The Arrow condition). The function
H(x, y, z, k) := ess sup
v∈U
E[H(t, x, y, z, k, v, λˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)) | Gt]
is concave for all t, a.s. (2.15)
(The conditional maximum principle)
ess sup
v∈U
E[H(t, Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·), v, λˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)) | Gt]
= E[H(t, Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·), uˆ(t), λˆ(t), pˆ(t), qˆ(t), rˆ(t, ·)) | Gt] ; t ∈ [0, T ] (2.16)∥∥∥∥∥d∇kHˆ(t, .)dν
∥∥∥∥∥ <∞ for all t ∈ [0, T ]. (2.17)
Then uˆ is an optimal control problem the problem (2.4).
Proof. Define a sequence of stopping times τn ; n = 1, 2, . . . , as follows
τn = inf{t > 0 ; max{|pˆ(t)|, |σ(t)− σˆ(t)|, ‖γ(t, ·)− γˆ(t, ·)‖, |X(t)− Xˆ(t)|, |qˆ(t)|,
‖rˆ(t, ·)‖, |Y (t)− Yˆ (t)|,
∣∣∣∣∣∂Hˆ∂z (t)
∣∣∣∣∣ ,
∥∥∥∥∥d∇kHˆdν (t, ·)
∥∥∥∥∥ , |λˆ(t)|, |Z(t)− Zˆ(t)|
‖K(t, ·)− Kˆ(t, ·)‖} ≥ n} ∧ T. (2.18)
Then note that τn → T as n→∞ and
E
[∫ τn
0
pˆ(t)
{
(σ(t)− σˆ(t))dB(t) +
∫
R
(γ(t, ζ)− γˆ(t, ζ))N˜(dtdζ)
}]
= E
[∫ τn
0
(X(t)− Xˆ(t))
{
qˆ(t)dB(t) +
∫
R
rˆ(t, ζ)N˜(dt, dζ)
}]
= E
[∫ τn
0
(Y (t−)− Yˆ (t−))
{
∂Hˆ
∂z
(t)dB(t) +
∫
R
d∇kHˆ
dν
(t, ·)N˜(dt, dζ)
}]
= E
[∫ τn
0
λˆ(t)
{
(Z(t)− Zˆ(t))dB(t) +
∫
R
(K(t, ζ)− Kˆ(t, ζ))N˜(dt, dζ)
}]
= 0 for all n. (2.19)
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Except for the introduction of these stopping times, the rest of the proof follows the proof
in Øksendal & Sulem (2012). For completeness we give the details:
Choose u ∈ AG and consider
J(u)− J(uˆ) = J1 + J2 + J3,
where
J1 = E
[∫ T
0
{f(t)− fˆ(t)}dt
]
, J2 = E[ϕ(X(T ))− ϕ(Xˆ(T ))], J3 = ψ(Y (0))− ψ(Yˆ (0)),
where f(t) = f(t, X(t), Y (t), Z(t), K(t, ·), u(t)), with X(t) = Xu(t) etc.
By the definition of H we have
J1 = E
[∫ T
0
{H(t)− Hˆ(t)− λˆ(t)(g(t)− gˆ(t))− pˆ(t)(b(t)− bˆ(t))
−qˆ(t)(σ(t)− σˆ(t))−
∫
R
rˆ(t, ζ)(γ(t, ζ)− γˆ(t, ζ))ν(dζ)
}
dt
]
. (2.20)
By concavity of ϕ, (2.13), the Itoˆ formula and (2.19),
J2 ≤ E[ϕ
′(Xˆ(T ))(X(T )− Xˆ(T ))]
= E[pˆ(T )(X(T )− Xˆ(T ))]− E[λˆ(T )h′(Xˆ(T ))(X(T )− Xˆ(T ))]
= lim
n→∞
(
E
[∫ τn
0
pˆ(t−)(dX(t)− dXˆ(t)) +
∫ τn
0
(X(t−)− Xˆ(t−))dpˆ(t)
+
∫ τn
0
qˆ(t)(σ(t)− σˆ(t))dt∫ τn
0
∫
R
rˆ(t, ζ)(γ(t, ζ)− γˆ(t, ζ))ν(dζ)
])
− E[λˆ(T )h′(Xˆ(T ))(X(T )− Xˆ(T ))]
= E
[∫ T
0
pˆ(t)(b(t)− bˆ(t))dt+
∫ T
0
(X(t)− Xˆ(t))
(
−
∂Hˆ
∂x
(t)
)
dt
+
∫ T
0
qˆ(t)(σ(t)− σˆ(t))dt +
∫ T
0
∫
R
rˆ(t, ζ)(γ(t, ζ)− γˆ(t, ζ))ν(dζ)dt
]
−E[λˆ(T )h′(Xˆ(T ))(X(T )− Xˆ(T ))]. (2.21)
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By the concavity of ψ and h, (2.12) and (2.19),
J3 = ψ(Y (0))− ψ(Yˆ (0)) ≤ ψ
′(Yˆ (0))(Y (0)− Yˆ (0)) = λˆ(0)(Y (0)− Yˆ (0))
= lim
n→∞
(E[λˆ(τn)(Y (τn)− Yˆ (τn))
− E
[∫ τn
0
(Y (t−)− Yˆ (t−))dλˆ(t) +
∫ τn
0
λˆ(t−)(dY (t)− dYˆ (t))
+
∫ τn
0
∂Hˆ
∂z
(t)(Z(t)− Zˆ(t))dt
+
∫ τn
0
∫
R
∇kHˆ(t, ζ)(K(t, ζ)− Kˆ(t, ζ))ν(dζ)dt
])
= E[λˆ(T )(Y (T )− Yˆ (T ))]
− E
[∫ T
0
∂Hˆ
∂y
(t)(Y (t)− Yˆ (t))dt+
∫ T
0
λˆ(t)(−g(t) + gˆ(t))dt
+
∫ τn
0
∂Hˆ
∂z
(t)(Z(t)− Zˆ(t))dt
+
∫ τn
0
∫
R
∇kHˆ(t, ζ)(K(t, ζ)− Kˆ(t, ζ)ν(dζ)dt
]
≤ E[λˆ(T )h′(Xˆ(T ))(X(T )− Xˆ(T ))]
− E
[∫ T
0
∂Hˆ
∂y
(t)(Y (t)− Yˆ (t))dt +
∫ T
0
λˆ(t)(−g(t) + gˆ(t))dt
+
∫ T
0
∂Hˆ
∂z
(t)(Z(t)− Zˆ(t))dt
+
∫ T
0
∫
R
d∇kHˆ
dν
(t, ζ)(K(t, ζ)− Kˆ(t, ζ))ν(dζ)dt
]
. (2.22)
Adding (2.20), (2.21) and (2.22) we get, by (2.10),
J(u)− J(uˆ) = J1 + J2 + J3
≤ E
[∫ T
0
{
H(t)− Hˆ(t)−
∂Hˆ
∂x
(X(t)− Xˆ(t))
−
∂H
∂y
(t)(Y (t)− Yˆ (t))−
∂H
∂z
(t)(Z(t)− Zˆ(t))
−〈∇kHˆ(t, ·), (K(t, ·)− Kˆ(t, ·)〉
}
dt
]
. (2.23)
Using that Hˆ is concave, we get by a separating hyperplane argument (see e.g. Rockafellar
(1970), Chapt. 5, Sec. 23) that there exists a supergradient a = (a0, a1, a2, a3(·)) ∈ R
3 ×R
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for Hˆ(x, y, z, k) at x = Xˆ(t), y = Yˆ (t), z = Zˆ(t) and k = Kˆ(t−, ·) such that if we define
Φ(x, y, z, k) := Hˆ(x, y, z, k)− Hˆ(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ζ))
− [a0(x− Xˆ(t)) + a1(y − Yˆ (t)) + a2(z − Zˆ(t)) +
∫
R
a3(ζ)(k(ζ)− Kˆ(t, ζ))ν(dζ)],
then
Φ(x, y, z, k) ≤ 0 for all x, y, z, k.
On the other hand, since
Φ(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = 0
we get
∂Hˆ
∂x
(t) =
∂Hˆ
∂x
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = a0
∂Hˆ
∂y
(t) =
∂Hˆ
∂y
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = a1
∂Hˆ
∂z
(t) =
∂Hˆ
∂z
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = a2
∇kHˆ(t, ζ) = ∇kHˆ(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = a3.
If we combine this with (2.23) we obtain
J(u)− J(uˆ) ≤ Hˆ(X(t), Y (t), Z(t), K(t, ·))
− Hˆ(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·))
−
∂Hˆ
∂x
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·))(X(t)− Xˆ(t))
−
∂Hˆ
∂y
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·))(Y (t)− Yˆ (t))
−
∂Hˆ
∂z
(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·))(Z(t)− Zˆ(t))
− 〈∇kHˆ(Xˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)), K(t, ·)− Kˆ(t, ·)〉
≤ 0, by concavity of H.

We proceed to a strengthened necessary maximum principle. It stronger than the corre-
sponding result in e.g. Øksendal & Sulem (2012), because of the weaker growth conditions.
We make the following assumptions:
A1. For all t0 ∈ [0, T ] and all bounded Gt0-measurable random variables α(ω), the control
θ(t, ω) := χ[t0,T ](t)α(ω) belongs to AG.
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A2. For all u, β0 ∈ AG with β0(t) ≤ K <∞ for all t, define
δ(t) :=
1
2K
dist(u(t), ∂U) ∧ 1 > 0
and put
β(t) := δ(t)β0(t). (2.24)
Then the control
u˜(t) := u(t) + aβ(t) ; t ∈ [0, T ]
belongs to AG for all a ∈ (−1, 1).
A3. For all β as in (2.24) the derivative processes
x(t) :=
d
da
Xu+aβ(t) |a=0,
y(t) :=
d
da
Y u+aβ(t) |a=0,
z(t) :=
d
da
Zu+aβ(t) |a=0, and
k(t, ζ) :=
d
da
Ku+aβ(t, ζ) |a=0
exists, and belong to L2(dm×dP ), L2(dm×dP ), L2(dm×dP ) and L2(dm×dP ×dν)
respectively, and

dx(t) =
{
∂b
∂x
(t)x(t) +
∂b
∂y
(t)y(t) +
∂b
∂z
(t)z(t) + 〈∇kb, k(t, ·)〉+
∂b
∂u
(t)β(t)
}
dt
+
{
∂σ
∂x
(t)x(t) +
∂σ
∂y
(t)y(t) +
∂σ
∂z
(t)z(t) + 〈∇kσ, k(t, ·)〉+
∂σ
∂u
(t)β(t)
}
dB(t)
+
∫
R
{
∂γ
∂x
(t, ζ)x(t) +
∂γ
∂y
(t, ζ)y(t) +
∂γ
∂z
(t, ζ)z(t) + 〈∇kγ(t, ζ), k(t, ·)〉
+
∂γ
∂u
(t, ζ)β(t)
}
N˜(dt, dζ) ; t ∈ [0, T ]
x(0) = 0
(2.25)
dy(t) = −
{
∂g
∂x
(t)x(t) +
∂g
∂y
(t)y(t) +
∂g
∂z
(t)z(t) + 〈∇kg(t), k(t, ·)〉+
∂g
∂u
(t)β(t)
}
dt
+ z(t)dB(t) +
∫
R
k(t, ζ)N˜(dt, dζ). (2.26)
Theorem 2.2 (Strengthened necessary maximum principle) The following are equivalent:
(i)
d
da
J(u+ aβ) |a=0= 0 for all bounded β ∈ AG of the form (2.24).
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(ii) E
[
∂H
∂u
(t) | Gt
]
= 0 for all t ∈ [0, T ].
Proof. Define a sequence of stopping times τn ; n = 1, 2, . . . as follows:
τn = inf{t > 0 ; max{|p(t)|, |∇σ(t)|, ‖∇γ(t, ·)‖, |x(t)|, |q(t)|,
‖r(t, ·)‖, |λ(t)|, |Z(t)|, ‖k(t, ·)‖} ≥ n} ∧ T.
Then it is clear that τn → T as n→∞ and
E
[∫ τn
0
p(t)σ(t)dB(t)
]
= E
[∫ τn
0
p(t)
∫
R
γ(t, ζ)N˜(dt, ζ)
]
= E
[∫ τn
0
x(t)q(t)dB(t)
]
= E
[∫ τn
0
∫
R
x(t)r(t, ζ)N˜(dt, ζ)
]
= E
[∫ τn
0
λ(t)Z(t)dB(t)
]
= E
[∫ τn
0
∫
R
λ(t)k(t, ζ)N˜(dt, dζ)
]
= 0 for all n. (2.27)
We can write
d
da
J(u+ aβ) |a=0= I1 + I2 + I3, where
I1 =
d
da
E
[∫ T
0
f(t, Xu+aβ(t), Y u+aβ(t), Zu+aβ(t), Ku+aβ(t), u(t) + aβ(t))dt
]
a=0
I2 =
d
da
E[ϕ(Xu+aβ(T ))]a=0
I3 =
d
da
[ψ(Y u+aβ(0))]a=0.
By our assumptions on f , ϕ and ψ we have
I1 =
[∫ T
0
{
∂f
∂x
(t)x(t) +
∂f
∂y
(t)y(t) +
∂f
∂z
(t)z(t) + 〈∇kf(t, ·), k(t, ·)〉+
∂f
∂u
(t)β(t)
}
dt
]
I2 = E[ϕ
′(X(T ))x(T )] = E[p(T )x(T )] and
I3 = ψ
′(Y (0))y(0) = λ(0)y(0). (2.28)
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By the Itoˆ formula and (2.27)
I2 = E[p(T )x(T )] = lim
n→∞
E[p(τn)x(τn)]
= lim
n→∞
E
[∫ τn
0
p(t)dx(t) +
∫ τn
0
x(t)dp(t) +
∫ τn
0
d[p, x](t)
]
= lim
n→∞
E
[∫ τn
0
p(t)
{
∂b
∂x
(t)x(t) +
∂b
∂y
(t)y(t) +
∂b
∂z
(t)z(t) + 〈∇kb(t), k(t, ·)〉
+
∂b
∂u
(t)β(t)
}
dt+
∫ τn
0
x(t)
(
−
∂H
∂x
(t)
)
dt +
∫ τn
0
q(t)
{
∂σ
∂x
(t)x(t)
+
∂σ
∂y
(t)y(t) +
∂σ
∂z
(t)z(t) + 〈∇kσ(t), k(t, ·)〉+
∂σ
∂u
(t)β(t)
}
dt
+
∫ τn
0
∫
R
r(t, ζ)
{
∂γ
∂x
(t, ζ)x(t) +
∂γ
∂y
(t, ζ)y(t) +
∂γ
∂z
(t, ζ)z(t)+ < ∇kγ(t, ζ), k(t, ·) >
+
∂γ
∂u
(t, ζ)β(t)
}
ν(dζ)dt
]
= lim
n→∞
E
[∫ τn
0
x(t)
{
∂b
∂x
(t)p(t) +
∂σ
∂x
(t)q(t) +
∫
R
∂γ
∂x
(t, ζ)r(t, ζ)ν(dζ)−
∂H
∂x
(t)
}
dt
+
∫ τn
0
y(t)
{
∂b
∂y
(t)p(t) +
∂σ
∂y
(t)q(t) +
∫
R
∂γ
∂y
(t, ζ)r(t, ζ)ν(dζ)
}
dt
+
∫ τn
0
z(t)
{
∂b
∂z
(t)p(t) +
∂σ
∂z
(t)q(t) +
∫
R
∂γ
∂z
(t, ζ)r(t, ζ)ν(dζ)
}
dt
+
∫ τn
0
∫
R
〈k(t, ·),∇kb(t)p(t) +∇kσ(t)q(t) +
∫
R
∇kγ(t, ζ)r(t, ζ)ν(dζ)〉ν(dζ)dt
]
= lim
n→∞
E
[∫ τn
0
x(t)
{
−
∂f
∂x
(t)− λ(t)
∂g
∂x
(t)
}
dt
+
∫ τn
0
y(t)
{
∂H
∂y
(t)−
∂f
∂y
(t)− λ(t)
∂g
∂y
(t)
}
dt
+
∫ τn
0
z(t)
{
∂H
∂z
(t)−
∂f
∂z
(t)− λ(t)
∂g
∂z
(t)
}
dt
+
∫ τn
0
∫
R
k(t, ζ){∇kH(t)−∇kf(t)− λ(t)∇kg(t)}ν(dζ)dt
+
∫ τn
0
β(t)
{
∂H
∂u
(t)−
∂f
∂u
(t)− λ(t)
∂g
∂u
(t)
}
dt
]
= −I1 −E
[∫ T
0
λ(t)
{
∂g
∂x
(t)x(t) +
∂g
∂y
(t)y(t) +
∂g
∂z
(t)z(t)
+〈∇kg(t), k(t, ·)〉+
∂g
∂u
(t)β(t)
}
dt
+ E
[∫ T
0
{
∂H
∂y
(t)y(t) +
∂H
∂z
(t)z(t) + 〈∇kH(t), k(t, ·)〉+
∂H
∂u
(t)β(t)
}
dt
]
(2.29)
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Again by the Itoˆ formula and (2.27),
I3 = λ(0)y(0) = lim
n→∞
E
[
λ(τn)y(τn)−
(∫ τn
0
λ(t)dy(t) +
∫ τn
0
y(t)dλ(t) +
∫ τn
0
d[λ, y](t)
)]
= E[λ(T )y(T )]
− lim
n→∞
(
E
[∫ τn
0
λ(t)
{
−
∂g
∂x
(t)x(t)−
∂g
∂y
(t)y(t)−
∂g
∂z
(t)z(t)
−〈∇kg(t), k(t, ·)〉 −
∂g
∂u
(t)β(t)
}
dt
+
∫ τn
0
y(t)
∂H
∂y
(t)dt+
∫ τn
0
z(t)
∂H
∂z
(t)dt +
∫ τn
0
∫
R
k(t, ζ)∇kH(t, ζ)ν(dζ)dt
])
. (2.30)
Summing (2.28), (2.29) and (2.30) we get
d
da
J(u+ aβ) |a=0= I1 + I2 + I3 = E
[∫ T
0
∂H
∂u
(t)β(t)dt
]
.
We conclude that
d
da
J(u+ aβ) |a=0= 0
if and only if
E
[∫ T
0
∂H
∂u
(t)β(t)dt
]
= 0 ; for all bounded β ∈ AG of the form (2.24).
In particular, applying this to β(t) = θ(t) as in A1, we get that this is again equivalent to
E
[
∂H
∂u
(t) | Gt
]
= 0 for all t ∈ [0, T ].

3 Application
In this section we give some applications of the theory in Section 2.
3.1 Utility maximization
Consider a financial market where the unit price S0(t) of the risk free asset is
S0(t) = 1 ; t ∈ [0, T ] (3.1)
and the unit price S1(t) of the risky asset is given by
dS1(t) = S1(t)[b0(t)dt+ σ0(t)dB(t)] ; t ∈ [0, T ] (3.2)
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where b0(t), σ0(t) are given F-adapted processes.
Then the wealth process Xπ(t) associated to a (self-financing) portfolio π(t) is given by{
dXπ(t) = π(t)X(t
−)[b0(t)dt+ σ0(t)dB(t)] ; t ≥ 0
Xπ(0) = x0 > 0.
(3.3)
Let U be a given utility function. We want to find π∗ ∈ A such that
E[U(Xπ∗(T ))] = sup
π∈A
E[U(Xπ(T ))], (3.4)
where A is the given family of admissible F-adapted portfolios π with values in R.
The Hamiltonian for this problem is
H(t, x, y, z, k, π, λ, p, q, r) = πxb0p+ πxσ0(t)q (3.5)
and the adjoint equation is{
dp(t) = −π(t){b0(t)p(t) + σ0(t)q(t)}dt+ q(t)dB(t) ; 0 ≤ t ≤ T
p(T ) = U ′(Xπ(T )).
(3.6)
Suppose πˆ ∈ A is an optimal portfolio for the problem (3.4) with corresponding solutions
Xˆ, pˆ, qˆ, rˆ of (3.3) and (3.6). Then
∂Hˆ
∂π
(t) = 0, which gives
b0(t)pˆ(t) + σ0(t)qˆ(t) = 0. (3.7)
Hence
qˆ(t) = −
b0(t)
σ0(t)
pˆ(t)
and (3.6) becomes 
dpˆ(t) = qˆ(t)dB(t) = −
b0(t)
σ0(t)
pˆ(t)dB(t) ; 0 ≤ t ≤ T
pˆ(T ) = U ′(Xˆ(T )).
(3.8)
Define
θ0(t) = −
b0(t)
σ0(t)
. (3.9)
Then by (3.7)
b0(t) + σ0(t)θ0(t) = 0,
and the Girsanov theorem gives that the measure Q defined by
dQ = Γ(T )dP on FT (3.10)
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is an equivalent local martingale measure, where Γ(t) = Γθ0(t) is given by
dΓ(t) = Γ(t)θ0(t)dB(t) ; Γ(0) = 1. (3.11)
Note that
dpˆ(t)
pˆ(t)
=
dΓ(t)
Γ(t)
so
pˆ(t) = E[U ′(Xˆ(T ))]Γ(t).
By (3.9) and (3.11) we have
Γ(t) = exp
(
−
∫ t
0
b0(s)
σ0(s)
dB(s)−
1
2
∫ t
0
b20(s)
σ20(s)
ds
)
; 0 ≤ t ≤ T. (3.12)
Hence
pˆ(T ) = U ′(Xˆ(T )) = E[U ′(Xˆ(T ))]Γ(T ),
i.e.
Xˆ(T ) = I(c Γ(T )) (3.13)
where
I = (U ′)−1 and c = E[U ′(Xˆ(T ))].
It remains to find c. We can write (3.3) as{
dXˆ(t) = πˆ(t)Xˆ(t)[b0(t)dt+ σ0(t)dB(t)] ; 0 ≤ t ≤ T
Xˆ(T ) = I(cΓ(T )).
If we define
Zˆ(t) = πˆ(t)Xˆ(t)σ0(t) (3.14)
this becomes a BSDE

dXˆ(t) =
Zˆ(t)b0(t)
σ0(t)
dt+ Zˆ(t)db(t) ; 0 ≤ t ≤ T
Xˆ(T ) = I(cΓ(T )).
(3.15)
The solution of this BSDE is
Xˆ(t) =
1
Γ(t)
E[I(cΓ(T ))Γ(T ) | Ft]. (3.16)
In particular,
x = Xˆ(0) = E[I(cΓ(T ))Γ(T )]. (3.17)
This is an equation which (implicitly) determines the value of c. When c is found, we have
the optimal terminal wealth Xˆ(T ) given by (3.13). Solving the resulting BSDE for Zˆ(t), we
get the corresponding optimal portfolio πˆ(t) by (3.14). We have proved:
Theorem 3.1 The optimal terminal wealth Xˆ(T ) = Xπ∗(T ) for the portfolio optimization
problem (3.4) is given by (3.13), where the constant c > 0 is found implicitly by equation
(3.17).
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3.2 Risk minimization
The starting point is the same as in Section 3.1, with a wealth equation given by (3.3). This
time we want to minimize the risk ρ(Xπ(T )) of the terminal value Xπ(T ), defined by
ρ(Xπ(T )) = −Yπ(0) (3.18)
where {
dYπ(t) = −g(Z(t))dt+ Z(t)dB(t) ; t ∈ [0, T ]
Yπ(T ) = Xπ(T ),
(3.19)
for some given concave function g. Thus we want to find πˆ ∈ A and ρ(Xπˆ(T )) := −Yπˆ(0)
such that
inf
π∈A
(−Yπ(0)) = −Yπˆ(0). (3.20)
In this case the Hamiltonian becomes
H(t, x, y, z, k, π, λ, p, q, r) = πxb0(t)p + πxσ0(t)q + λg(z). (3.21)
The adjoint equations are (see (2.12) - (2.13)){
dp(t) = −{π(t)b0(t)p(t) + π(t)σ0(t)q(t)}dt+ q(t)dB(t)
p(T ) = λ(T )
(3.22)
and {
dλ(t) = λ(t)g′(Z(t))dB(t)
λ(0) = 1
(3.23)
i.e.
λ(t) = exp
(∫ t
0
g′(Z(s))dB(s)−
1
2
g′(Z(s))2ds
)
. (3.24)
If πˆ is optimal, then
b0(t)pˆ(t) + σ0(t)qˆ(t) = 0. (3.25)
This gives 
dpˆ(t) = qˆ(t)dB(t) = −
b0(t)
σ0(t)
pˆ(t)dB(t) ; 0 ≤ t ≤ T
pˆ(T ) = λˆ(T ).
(3.26)
Comparing with (3.23) we see that the solution (pˆ, qˆ) of the BSDE (3.26) is
pˆ(t) = λˆ(t), qˆ(t) = λˆ(t)g′(Zˆ(t)). (3.27)
Hence by (3.25)
g′(Zˆ(t)) = −
b0(t)
σ0(t)
. (3.28)
27
If, for example,
g(z) = −
1
2
z2 (3.29)
then (3.28) gives
Zˆ(t) =
b0(t)
σ0(t)
.
Substituted into (3.3) this gives, using (3.12) (with Γ(t) as in (3.12)),
Xˆ(T ) = Yˆ (T ) = Yˆ (0) +
∫ T
0
1
2
(
b0(s)
σ0(s)
)2
ds+
∫ T
0
b0(s)
σ0(s)
dB(s)
= Yˆ (0)− ln Γ(T ). (3.30)
We take expectation w.r.t. the martingale measure
dQ(ω) = Γ(T )dP (3.31)
as in (3.10) and get
− Yˆ (0) = −x− EQ[ln Γ(T )] = −x− E
[
dQ
dP
ln
dQ
dP
]
. (3.32)
Note that H(Q | P ) := E
[
dQ
dP
ln
dQ
dP
]
is the entropy of Q with respect to P .
Now that the optimal valuee Yˆ (0) is found, we can use (3.30) to find the corresponding
optimal terminal wealth Xˆ(T ), and from there the optimal portfolio as we did in Example
3.1. We have proved:
Theorem 3.2 Suppose (3.29) holds. Then the minimal risk −Yπˆ(0) = −Yˆ (0) of problem
(3.20) is given by (3.32), where dQ = Γ(T )dP is the unique equivalent martingale measure
for the market (3.1)-(3.2).
3.3 The newsvendor problem
Consider the following Stackelberg game (see [Øksendal, Sandal & Ubøe (2013)], in which
the two players, the leader and the follower, are the following:
(i) The manufacturer (leader), who decides the wholesale price wt per unit.
(ii) The retailer (follower), who decides the quantity to order, Qt, and the retail price Rt,
for delivery δ > 0 (fixed) units of time later.
The demand process Xt is assumed to satisfy
dXt = (K − Rt)dt+ σdBt. (3.33)
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We introduce the following quantities: M is the production cost per unit (fixed), and S is
the salvage price per unit (fixed).
For given wholesale (leader L) price wt the retailer (follower F) tries to maximize
JF (w,Q,R) := E
[∫ T
δ
{(Rt − S)min[Xt, Qt]− (wt − S)Qt}dt
]
(3.34)
over all Gt := Ft−δ -adapted processes Qt, Rt. Let Qˆt = Qˆ(w)t, Rˆt = Rˆ(w)t be the optimizers
of JF (w,Q,R). The leader knows that this will be the response from the (rational) follower
to her choice of w, so she tries to find wˆt which maximizes
w → JL(w, Qˆ(w), Rˆ(w)) := E
[∫ T
δ
(wt −M)Qˆ(w)tdt
]
. (3.35)
How do we find Qˆ, Rˆ and then wˆ ?
We first consider the follower problem, which is for given wt to find processes Qˆ, Rˆ such
that
sup
Qt,Rt∈AG
JF (w,Q,R) = JF (w, Qˆ, Rˆ). (3.36)
This is an SDE stochastic control problem of classic type. The Hamiltonian is
HF (t, x, Q,R, p, q) = (R− S)min[x,Q]− (wt − S)Q+ (K − R)p+ σq
and the adjoint equation is{
dpF (t) = −(Rt − S)χ[0,Qt](Xt)dt+ qF (t)dBt
pF (T ) = 0,
which has the solution
pF (t) = E
[∫ T
t
(Rs − S)χ[0,QS ](Xs)ds | Ft
]
. (3.37)
The first order conditions for a maximum Qt, Rt of H are
E
[
χ[0,X+
t
](Qt) | Gt
]
=
Rt − wt
Rt − S
=
Rt − wt
(Rt − wt) + wt − S
(3.38)
and
E
[
min[Xt, Qt]−
∫ T
t
(Rs −Xs)χ[0,Qs](Xs)ds | Gt
]
= 0. (3.39)
These equations can be solved as follows : Define
ht(x) = E
[
χ[0,x](Xt) | Gt
]
(3.40)
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and
ft(x) = E
[
Xtχ[0,x](Xt) | Gt
]
(3.41)
Then
Qˆ(t) = Qˆt(wt) = h
−1
t
(
y
y + wt − S
)
y=Rˆt−wt
(3.42)
and
Rˆt = wt + F
−1
t (wt, Yt), where Yt = E[min(Xt, Qt) | Gt] (3.43)
and
Ft = F
(w)
t (y) = h
−1
t
(
y
y + wt − S
)
w − S
y + w − S
+ ft
(
h−1t
(
y
y + wt − S
))
(3.44)
and by (3.39) Yt is the solution of the BSDE
Yt = E
[∫ T
t
F−1s (ws, Ys)ds | Gt
]
(3.45)
i.e.
dYt = −F
−1
s (wt, Yt)dt+ dMt ; YT = 0 (3.46)
where Mt is an G-martingale. Thus
Qˆt = Qˆt(wˆt) = h
−1
t
(
F−1t (wt, y)
F−1t (wt, y) + wt − S
)
y=Yt
. (3.47)
Therefore, if the BSDE (3.38) is solved for Y , we have Rˆt by (3.43) and Qˆt by (3.42).
This gives the optimal response Qˆt = Qˆ(w)t and Rˆt = Rˆ(w)t of the follower to the
manufacturer’s price process w(·).
It remains to find the optimal wˆ of the manufacturer. Thus we want to find wˆ ∈ AL(E)
such that
sup
w∈AL(E)
J(w) = J(wˆ) (3.48)
where
J(w) = E
[∫ T
δ
(wt −M)Qˆ(w)tdt
]
. (3.49)
Substituting for Qˆ(w) we see that this can be written
J(w) = E
[∫ T
δ
(wt −M)h
−1
t
(
F−1t (wt, Yt)
F−1t (wt, Yt) + wt − S
)
dt
]
. (3.50)
Accordingly, the problem to maximize J(w) is the problem of optimal control of the following
fully coupled system of FBSDEs:
(Forward )
{
dXt = (K − wt − F
−1
t (wt, Yt))dt+ σdBt ; t ≥ 0
X0 = x > 0
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(Backward )
{
dYt = −F
−1
t (wt, Yt)dt+ dMt ; 0 ≤ t ≤ T
YT = 0.
To handle this we use the method from Section 2: Define the Hamiltonian by
H(t, x, y, z, w, λ, p, q) = (w −M)h−1t
(
F−1t (wt, y)
F−1t (wt, y) + wt − S
)
+ λF−1t (wt, y)
+ (K − w − F−1t (w, y))p+ σq. (3.51)
The adjoint process λ(t) is given by
dλ(t) =
∂H
∂y
(t)dt +
∂H
∂z
(t)dBt =
∂H
∂y
(t)dt
λ(0) = 0
(3.52)
and the adjoint processes p(t), q(t) are given by
dp(t) = −
∂H
∂x
(t)dt+ q(t)dB(t) = q(t)dB(t) ; 0 ≤ t ≤ T
p(T ) = 0
which gives p = q = 0.
Therefore the first order condition for a maximum wˆ of the Hamiltonian (3.51) is
(wˆ −M)
d
dw
Qˆt(w)w=wˆt + Qˆt(wˆt) + λˆ(t)
d
dw
(F−1t (w, Yt))w=wˆt = 0. (3.53)
The solution of this equation gives us wˆt as a function of Yt. Summarizing, we have proved
the following (see [ØSU] for details):
Theorem 3.3 Suppose the Stackelberg/newsvendor problem (3.34)-(3.35) has a solution.
Then the optimal manufacturer’s price wˆt is a solution of equation (3.53), and the corre-
sponding optimal responses Qˆ, Rˆt of the retailer are given vy (3.47) and (3.43), respectively,
where Y is the solution of the BSDE (3.46) with wt = wˆt.
3.4 Maximizing the recursive utility
This example is taken from a paper by K. Aase (2012). In the following f : R4 → R is a
given function and πt, ct are given adapted processes. The representative agent’s problem is
to solve 

supc˜ Y
c˜(0), subject to
E
[∫ T
0
πtc˜tdt
]
≤ E
[∫ T
0
πtctdt
]
(the budget constraint).
(3.54)
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Hence Y (t) = Y c˜(t) is the solution of the BSDE

dY (t) = −f(t, c˜t, Y (t), Z(t), K(t, ·))dt
+Z(t)dB(t) +
∫
R0
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) = 0.
(3.55)
This is a constrained recursive utility optimization problem. For ℓ > 0 define the Lagrangian
Lℓ(c˜) = Y
c˜(0)− ℓE
[∫ T
0
πt(c˜t − ct)dt
]
. (3.56)
Suppose we for each ℓ > 0 can find an optimal c˜t(ℓ) such that
sup
c˜
Lℓ(c˜) = Lℓ(c˜(ℓ)) (3.57)
without constraints. Next, suppose we can find ℓˆ such that
E
[∫ T
0
πt(c˜t(ℓˆ)− ct)dt
]
= 0. (3.58)
Then
c˜∗ := c˜(ℓˆ)
is optimal for the original constrained problem. To see this, note that for all c˜ we have
Y c˜(ℓˆ)(0) = Y c˜(ℓˆ)(0)− ℓˆE
[∫ T
0
πt(c˜t(ℓˆ)− ct)dt
]
= Lℓˆ(c˜(ℓˆ)) ≥ Lℓˆ(c˜)
= Y c˜(0)− ℓˆE
[∫ T
0
πt(c˜t − ct)dt
]
≥ Y c˜(0).
In view of this, we can solve the original constrained problem (3.54) in two steps:
Step 1. Maximize Lℓ(c˜) over all c˜ (without constraints), for each given ℓ > 0. Call the
maximum c˜(ℓ).
Step 2. Find ℓˆ such that E
[∫ T
0
πt(c˜t(ℓˆ)− ct)dt
]
= 0. Then c∗ := c˜(ℓˆ) solves the original
constrained problem.
We now apply this to the problem (3.54). Thus we fix ℓ and proceed to study the
unconstrained problem (3.57) in the context of Section 2: Consider the controlled FBSDE
system consisting of
dX(t) = 0 ; X(0) = 0 (3.59)
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

dY (t) = −f(t, c˜t, Y (t), Z(t), K(t, ·))dt
Z(t)dB(t) +
∫
R
K(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Y (T ) = 0.
(3.60)
The performance functional is
J(c˜) = −ℓE
[∫ T
0
πt(c˜(t)− c(t))dt
]
+ Y c˜(0), (3.61)
where ℓ > 0 is the Lagrange multiplier. The Hamiltonian for this problem is
H(t, y, z, k, λ, p, p, r) = −ℓπ(t)(c˜− c(t)) + λf(t, c˜, y, z, k) (3.62)
and the adjoint equation is

dλ(t) = λ(t)
(
∂f
∂y
(t, c˜(t), Y (t), Z(t), K(t, ·))dt+
∂f
∂z
(t, c˜(t), Y (t), Z(t), K(t, ·))dB(t)
+
∫
R
d∇kf
dν
(t, c˜(t), Y (t), Z(t), K(t, ·))(ζ)N˜(dt, dζ)
)
; 0 ≤ t ≤ T
λ(0) = 1.
(3.63)
As before ∇kf denotes the Fre´chet derivative of f with respect to k : R0 → R and
d∇kf
dν
(ζ) denotes its Radon-Nikodym derivative with respect to ν.
If cˆ = cˆ(ℓ) is optimal for a given Lagrange multiplier ℓ, with corresponding values
λˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·) we get by the Itoˆ formula that the solution of (3.63) is
λˆ(t) = exp

∫ t
0

∂fˆ∂y (s)− 12
(
∂fˆ
∂z
)2
+
∫
R0
(
ln
(
1 +
d∇kfˆ
dν
(s, ζ)
)
−
d∇kfˆ
dν
(s, ζ)
)
ν(dζ)

 ds
+
∫ t
0
∂fˆ
∂z
(s)dB(s) +
∫ t
0
∫
R
ln
(
1 +
d∇kfˆ
dν
(s, ζ)
)
N˜(ds, dζ)
)
; t ≥ 0, (3.64)
where we have used the simplified notation
∂fˆ
∂y
(s) =
∂f
∂y
(s, cˆ(s), Yˆ (s), Zˆ(s), Kˆ(s, ·)) etc.
and we assume that
d∇kfˆ
dν
(s, ζ) > −1 for all s, ζ a;s.. (3.65)
Maximizing the Hamiltonian with respect to c˜ gives the first order equation
−ℓπt + λˆ(t)
∂f
∂c˜
(t, c˜(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)) = 0
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or
ℓπt = λˆ(t)
∂f
∂c˜
(t, c˜(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)). (3.66)
Assume that for each t, y and z the function
c˜→
∂f
∂c
(t, c˜, y, z, k)
has an inverse, denoted by
(
∂f
∂c˜
)−1
(t, ·, y, z). Then the solution c˜(t) of the first order
condition (3.66) can be written
c˜(t) = c˜(t, λˆ, Yˆ (t), Zˆ(t), Kˆ(t, ·))
=
(
∂f
∂c˜
)−1(
t,
ℓπt
λˆ(t)
, Yˆ (t), Zˆ(t), Kˆ(t, ·)
)
=: c˜(t). (3.67)
Substituting this into the forward equation (3.63) for λˆ(t) we get

dλˆ(t) = λˆ(t)
(
∂fˆ
∂y
(t, c˜(t))dt+
∂fˆ
∂z
(t, c˜(t))dB(t)
+
∫
R
d∇kfˆ
dν
(t, c˜(t))(ζ)N˜(dt, dζ)
)
; 0 ≤ t ≤ T
λ(0) = 1
(3.68)
where
∂fˆ
∂y
(t, cˆ(t)) =
∂f
∂y
(t, c˜(t), λˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)), Yˆ (t), Zˆ(t), Kˆ(t, ·)) etc. This is cou-
pled to the following BSDE for (Yˆ , Zˆ, Kˆ):

dYˆ (t) = −f(t, c˜(t, λˆ(t), Yˆ (t), Zˆ(t)), Kˆ(t, ·), Yˆ (t), Zˆ(t), Kˆ(t, ·))dt
+
∫
R
Zˆ(t)dB(t) +
∫
R
Kˆ(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Yˆ (T ) = 0.
(3.69)
We see that (λˆ(t), Yˆ (t), Zˆ(t)) can be found as the solution of the coupled system of the
FBSDE (3.68) and (3.69). There is a general theory for the solution of coupled systems of
FBSDEs. See e.g. Hu & Peng (1995).
As an important special case, assume that f has the form
f(t, c˜, y, z, k) = f0(t, c˜, y)−
1
2
A(y)Z2 −
1
2
∫
R0
A1(y, ζ)k
2(ζ)ν(dζ) (3.70)
where f0 does not depend on z and k. In this case we see that ∇kf is the linear operator
h→ (∇kf)(h) = −
∫
R
A1(y, ζ)k(ζ)h(ζ)ν(dζ) ; h ∈ L
2(ν).
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Therefore, as a random measure we have
∇kf << ν,
with Radon-Nikodym derivative
d∇kf
dν
(ζ) = −A1(y, ζ)k(ζ). (3.71)
Hence (3.68) gets the form

dλˆ(t) = λˆ(t)
({
∂f0
∂y
(t, c˜, Yˆ (t))− 1
2
A′(Yˆ (t))Zˆ2(t)− 1
2
∫
R
A′1(Yˆ (t, ζ)Kˆ
2(t, ζ)ν(dζ)
}
dt
−A(Yˆ (t))Zˆ(t)dB(t)−
∫
R
A1(Yˆ (t), ζ)Kˆ(t, ζ)N˜(dt, dζ)
)
; t ≥ 0
λˆ(0) = 1
(3.72)
which has the solution
λˆ(t) = exp
(∫ t
0
{
−
1
2
(A′(Yˆ (t)) + A2(Yˆ (t)))Zˆ2(t)
−
1
2
∫
R
A′1(Yˆ (t), ζ)Kˆ
2(t, ζ)ν(dζ)
+
∫
R
{ln(1− A1(Yˆ (t), ζ)Kˆ(t, ζ)) + A1(Yˆ (t), ζ)Kˆ(t, ζ)}νdζ)
}
dt
−
∫ t
0
A(Yˆ (t))Zˆ(t)dB(t) +
∫ t
0
∫
R
ln(1− A1(Yˆ (t), ζ)Kˆ(t, ζ))N˜(dt, dζ)
)
; t ≥ 0. (3.73)
The corresponding BSDE (3.69) for (Yˆ , Zˆ, Kˆ) gets the form

dYˆ (t) = −
{
f0(t, c˜(t), Yˆ (t))−
1
2
A(Yˆ (t))Zˆ2(t)
−
∫
R
1
2
A1(Yˆ (t), ζ)Kˆ
2(t, ζ)ν(dζ)
}
dt
+Zˆ(t)dB(t) +
∫
R
Kˆ(t, ζ)N˜(dt, dζ) ; 0 ≤ t ≤ T
Yˆ (T ) = 0,
(3.74)
where
c˜(t) = c˜(t, λˆ(t), Yˆ (t), Zˆ(t), Kˆ(t, ·)).
4 Risk minimization and stochastic differential games
4.1 A dual representation of convex risk measures
In Section 1 we saw that BSDEs can be used to define convex risk measures. With this
representation the problem of risk minimization becomes a problem of stochastic control of
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FBSDE’s, as we saw in Sections 2 and 3. There is another representation of convex risk
measures based on convex duality methods. It goes as follows:
Theorem 4.1 (Convex duality representation of convex risk measures) Every con-
vex risk measure ρ : L∞(FT , P )→ R is of the following form:
ρ(X) = sup
Q∈P
{EQ[−X ]− α(Q)} ; X ∈ L
∞(FT , P ) (4.1)
where P is a family of probability measures Q ≪ P and α : P → R is a convex function,
usually called a penalty function. See Fo¨llmer & Schied (2002), Frittelli & Rosazza-Gianin
(2002).
For example, P could be the set PΘ of probability measures Qθ defined by
dQθ(ω) = Mθ(T )dP (ω) on FT , (4.2)
where θ denotes the process (θ0(t), θ1(t, ζ)) and Mθ(t) is the martingale defined by
dMθ(t) = Mθ(t
−)
[
θ0(t)dB(t) +
∫
R
θ1(t, ζ)N˜(dt, dζ)
]
; t ≥ 0
Mθ(0) = 1.
(4.3)
Here Θ is the set of admissible scenarios, defined by
Θ = {θ(t) = (θ0, θ1(t, ζ)); θ is Ft-predictable, θ1(t, ζ) > −1 and
E
[∫ T
0
{θ20(t) +
∫
R
θ21(t, ζ)ν(dζ)}dt
]
<∞
}
. (4.4)
A popular choice of the penalty function α is the entropic penalty αe, defined by
αe(Q) = E
[
dQ
dP
log
dQ
dP
]
, Q ∈ P. (4.5)
In information theory the quantity E
[
dQ
dP
log
dQ
dP
]
is known as the entropy of Q with respect
to P and it is denoted by H(Q | P ). The corresponding convex risk measure in (4.1), with
P and αe as above, is called the entropic risk measure and denoted by ρe.
We will not give the proof of the representation (4.1) here, but we refer to Fo¨llmer &
Schied (2002), Frittelli & Rosazza-Gianin (2002) for details. See also Fo¨llmer & Schied
(2010). Note that if α = 0 then the corresponding risk measure will be sub-additive, i.e.
ρ(X + Y ) ≤ ρ(X) + ρ(Y ) (4.6)
and positive homogeneous, i.e.
ρ(cX) = cρ(X) if c > 0 is a constant. (4.7)
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If (4.6) and (4.7) hold, then ρ is called a coherent risk measure. See Artzner et al (1999) for
details.
The case when α = αe is the entropic penalty case. It corresponds to the case when the
driver is
g(z); = −
1
2
z2
in the BSDE representation (1.13) of convex risk measures, as explained in Theorem 1.13. We
will not prove this here, but we get an indirect confirmation of this connection by comparing
Theorem 3.2 and the forthcoming Theorem 4.5 (based on (4.1) and α = αe).
4.2 SD games and the HJBI equation
We now return to the problem of risk minimization in a financial market, but now the risk ρ
is represented by (4.1). If Xϕ(t) is the wealth processes corresponding to a portfolio ϕ, then
the risk minimization problem becomes
inf
ϕ∈A
(
sup
Q∈P
{EQ[−Xϕ(T )]− α(Q)}
)
. (4.8)
This is a min-max problem which in our setting is called a stochastic differential game:
(i) If the system is Markovian, we can use an extension of the HJB equation to a corre-
sponding Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation for games.
(ii) We can extend the maximum principle approach to games. This approach does not
require that the system is Markovian. See Remark 4.6.
In this section we present the dynamic programming approach to stochastic differential
games. We only present the the case with zero sum games. For extension to non-zero sum
games, we refer to Mataramvura & Øksendal (2008).
Suppose the state Y (t) = Y
(u)
y (t) ∈ Rk is described by a controlled SDE of the form
dY (t) = b(Y (t), u(t))dt+ σ(Y (t), u(t))dB(t) +
∫
Rl
γ(Y (t), u(t), ζ)N˜(dt, dζ) ; t ≥ 0
Y (0) = y ∈ Rk.
(4.9)
Here u = (u1, u2) is a control process with values in V1 × V2 ⊂ R
n1 × Rn2 . The control
ui is chosen by player number i, and Ai is the set of admissible control processes for player
number i; i = 1, 2. We put A = A1 ×A2. Let
f : Rk × V1 × V2 → R
be a given profit rate and let
g : Rk → R
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be a given bequest function. We assume that
Ey
[∫ ∞
0
|f(Y (t), u(t))|dt+ |g(Y (τS))|
]
<∞
for all y, where Ey[ϕ(Y (t))] means E[ϕ(Yu(t))] etc...
Here
τS := inf{t > 0 ; Y
(u)
y (t) 6∈ S}, (4.10)
with S ∈ Rk being a given solvency region. We may interpret τS as the bankruptcy time.
Let A1,A2 be given families of admissible control processes u1, u2 for player number 1
and 2, respectively
Problem 4.2 (Zero-sum stochastic differential games) Find ϕ(y) and u∗i ∈ Aǫi ; i =
1, 2 such that
Φ(y) = sup
u1∈A1
(
inf
u2∈A2
Ju(y)
)
= Ju
∗
1,u
∗
2(y), (4.11)
where
Ju(y) = Ju1,u2(y) = E
[∫ τS
0
f(Y (s), u(s))ds+ g(Y (τS))χτS<∞
]
(4.12)
is the performance functional.
As in classical Markovian stochastic control we can restrict ourselves to consider Markov
controls (feedback controls), i.e. we assume that
ui(t) = u˜i(Y (t))
for some deterministic function u˜i : R
k → R ; i = 1, 2. As is customary we do not distinguish
notationally between ui and u˜i.
When the control u = (u1, u2) ∈ A1 × A2 is Markovian, the corresponding controlled
process Y (u)(t) will be a (Markovian) jump diffusion with generator Au given by
Auϕ(y) =
k∑
i=1
bi(y, u(y))
∂ϕ
∂yi
+
1
2
k∑
i,j=1
(σσT )ij(y, u(y))
∂2ϕ
∂yi∂yj
(y)
+
ℓ∑
j=1
∫
Rk
{ϕ(y + γ(j)(y, u(y), ζ))− ϕ(y)−∇ϕ(y)γ(j)(y, u(y), ζ)}νj(dζ) (4.13)
for all smooth functions ϕ : Rk → R with compact support, where γ(j) denotes column
number j in the k × ℓ matrix γ = [γij]1≤i≤k
1≤j≤ℓ
.
For more information about stochastic control of jump diffusions we refer to Øksendal &
Sulem (2007).
We now state the main result of this section.
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Theorem 4.3 (Mataramvura & Øksendal (2008)) (The Hamilton-Jacobi-Bellman-Isaacs
(HJBI) equation).
Suppose there exists a function ϕ ∈ C2(S)× C(Rk) and a Markov control uˆ = (uˆ1, uˆ2) ∈
A1 ×A2 such that
(i) Auˆ1,v2ϕ(y) + f(y, uˆ1(y), v2) ≥ 0 for all v2 ∈ V2, y ∈ S
(ii) Av1,uˆ2ϕ(y) + f(y, v1, uˆ2(y)) ≤ 0 for all v1 ∈ V1; y ∈ S
(iii) Auˆ1,uˆ2ϕ(y) + f(y, uˆ1(y), uˆ2(y)) = 0 for all y ∈ S
(iv) lim
t→τ−
S
ϕ(Y (u)(t)) = g(Y (u)(τS))χτS<∞ a.e. for all u ∈ A1 ×A2, y ∈ S
(v) The family {ϕ(Y (u)(τ))}τ∈T is unformly integrable, for all y ∈ S, u ∈ A1 × A2. Here
T denotes the set of all F-stopping times τ ≤ τS .
Then
ϕ(y) = Φ(y) := sup
u1∈A1
(
inf
u2∈A2
Ju(y)
)
= inf
u2∈A2
(
sup
u1∈A1
Ju(y)
)
= sup
u1∈A1
Ju1,uˆ2(y)
= inf
u2∈A2
J uˆ1,u2(y) = J uˆ1,uˆ2(y) (4.14)
and
u∗ := (uˆ1, uˆ2) is an optimal control. (4.15)
Proof. Choose u ∈ A. Then by the Dynkin formula for jump diffusions (see e.g. Øksendal
& Sulem (2007), Theorem 1.24) we have
Ey[ϕ(Y u(τ
(N)
S ))] = ϕ(y) + E
y
[∫ τ (N)
S
0
Auϕ(Y u(t))dt
]
where
τ
(N)
S = τS ∧N ∧ inf{t > 0 ; |Y (t)| ≥ N} ; N = 1, 2, . . .
Hence, by (i) we get, with ui(s) = ui(Y (s)),
Ey[ϕ(Y uˆ1,u2(τ
(N)
S ))] ≥ ϕ(y)− E
y
[∫ τ (N)
S
0
f(Y uˆ1,u2(s), u1(s), uˆ2(s))ds
]
.
Therefore,
ϕ(y) ≤ Ey
[∫ τ (N)
S
0
f(Y uˆ1,u2(s), uˆ1(s), u2(s))ds+ ϕ(Y
uˆ1,u2(τ
(N)
S ))
]
→ J uˆ1,u2(y) as N →∞. (4.16)
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Here we have used condition (v) and the fact that Y (·) is quasi-left continuous (i.e. left
continuous at stopping times; see Jacod & Shiryaev (2003), Prop. I.2.26 and Prop. I.3.27).
Since u2 ∈ A2 was arbitrary, we deduce from (4.16) that
ϕ(y) ≤ inf
u2∈A2
J uˆ1,u2(y). (4.17)
It follows that
ϕ(y) ≤ sup
u1∈A1
(
inf
u2∈A2
Ju1,u2(y)
)
= Φ(y). (4.18)
Similarly, applying (ii) we get
ϕ(y) ≥ Ju1,uˆ2(y) for all u1 ∈ A1 (4.19)
and therefore
ϕ(y) ≥ sup
u1∈A1
Ju1,uˆ2(y) ≥ inf
u2≤A2
(
sup
u1∈A1
Ju1,u2(y)
)
. (4.20)
In the same way, applying (iii) we get
ϕ(y) = J uˆ1,uˆ2(y). (4.21)
By combining (4.17)-(4.21) we obtain
ϕ(y) = inf
u2∈A2
J uˆ1,u2(y) ≤ sup
u1∈A1
(
inf
u2∈A2
Ju1,u2(y)
)
= Φ(y)
≤ inf
u2∈A2
(
sup
u1∈A1
Ju1,u2(y)
)
≤ sup
u1∈A1
Ju1,uˆ2(y) ≤ ϕ(y).
We conclude that ϕ(y) = Φ(y), that (4.14) holds and that u∗ := (uˆ1, uˆ2) is optimal. 
4.3 Entropic risk minimization by the HJBI equation
Suppose the financial market is as in (1.1), but with r = 0 and with jumps added, i.e.

S0(t) = 1 for all t
dS1(t) = S1(t
−)
[
µ(t)dt+ σ(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
; t ≥ 0
S1(0) > 0.
(4.22)
If β(t) is a self-financing portfolio representing the number of units of the risky asset (with
unit price S1(t)) held at time t, the corresponding wealth process X(t) = Xβ(t) will be given
by
dX(t) = β(t)dS1(t)
= w(t)
[
µ(t)dt+ σ(t)dB(t) +
∫
R
γ(t, ζ)N˜(dt, dζ)
]
= dXw(t), (4.23)
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where w(t) := β(t)S1(t
−) is the amount held in the risky asset at time t.
If we use the representation (4.1) of the risk measure ρ = ρe corresponding to the family
PΘ of measures Q given in (4.2)-(4.4) and the entropic penalty αe given by (4.5), the risk
minimizing portfolio problem (4.8) can be written
inf
w∈W
(
sup
θ∈Θ
{
E
[
−
dQ
dP
Xw(T )−
dQ
dP
log
(
dQ
dP
)]})
(4.24)
where W is the family of admissible portfolios w. To put this problem into the setting of
Section 4.2, we represent Q by dQ
dP
=Mθ(T ) and we put
dY (t) = dY θ,w(t) =

 dtdXw(t)
dMθ(t)


=

 1w(t)µ(t)
0

 dt+

 0w(t)σ(t)
Mθ(t)θ0(t)

 dB(t) + ∫
R

 0w(t)γ(t, ζ)
Mθ(t−)θ1(t1, ζ)

 N˜(dt, dζ), (4.25)
with initial value
Y θ,w(0) = y =

 sx
m

 ; s ∈ [0, T ], x > 0, m > 0. (4.26)
In this case the solvency region is S = [0, T ]× R+ × R+ and the performance functional is
Jθ,w(s, x,m) = Es,x,m[−Mθ(T )Xw(T )−Mθ(T ) logMθ(T )]. (4.27)
Assume from now on that
µ(t), σ(t) and γ(t, ζ) are deterministic. (4.28)
Then Y θ,w(t) becomes a controlled jump diffusion, and the risk minimization problem (4.8)
is the following special case of Problem 4.2:
Problem 4.4 (Entropic risk minimization) Find w∗ ∈ W, θ∗ ∈ Θ and Φ(y) such that
Φ(y) = inf
w∈W
(
sup
θ∈Θ
Jθ,w(y)
)
= Jθ
∗,w∗(y) ; y ∈ S. (4.29)
By (4.25) we see that the generator Aθ,w is given by (see (4.13))
Aθ,wϕ(s, x,m) =
∂ϕ
∂s
(s, x,m) + wµ(s)
∂ϕ
∂x
(s, x,m)
+
1
2
w2σ2(s)
∂2ϕ
∂x2
(s, x,m) +
1
2
m2θ20
∂2ϕ
∂m2
(s, x,m) + wθ0mσ(s)
∂2ϕ
∂x∂m
(s, x,m)
+
∫
R
{ϕ(s, x+ wγ(s, ζ), m+mθ1(ζ))− ϕ(s, x,m)
−
∂ϕ
∂x
(s, x,m)wγ(s, ζ)−
∂ϕ
∂m
(s, x,m)mθ1(ζ)
}
ν(dζ). (4.30)
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Comparing with the general formulation in Section 4.3, we see that in this case
f = 0 and g(y) = g(x,m) = −mx−m log(m).
Therefore, according to Theorem 4.3, we should try to find a function ϕ(s, x,m) = ρ2(S) ∩
C(R3) and control values θ = θˆ(y), w = wˆ(y) such that
inf
w∈R
(
sup
θ∈R2
Aθ,wϕ(y)
)
= Aθˆ,wˆϕ(y) ; y ∈ S (4.31)
and
lim
t→T−
ϕ(s, x,m) = −xm−m log(m). (4.32)
Let us try a function of the form
ϕ(s, x,m) = −xm −m log(m) + κ(s)m (4.33)
where κ is a deterministic function, κ(T ) = 0. Then by (4.30)
Aθ,wϕ(s, x,m) = κ′(s)m+mµ(t)(−m) +
1
2
m2θ20
(
−
1
m
)
+ wθ0mσ(t)(−1)
+
∫
R
{−(x+ wγ(s, ζ))(m+mθ1(ζ)) + xm− (m+mθ1(ζ)) log(m+mθ1(ζ))
+m logm+ κ(s)(m+mθ1(ζ))− κ(s)m+mwγ(s, ζ)
−mθ1(ζ)(−x− 1− logm+ κ(s))}ν(dζ)
= m
[
κ′(s)− wµ(t)−
1
2
θ20 − wθ0σ(t) +
∫
R
θ1(ζ){1− log(1 + θ1(ζ))− wγ(s, ζ)}ν(dζ)
]
(4.34)
Maximizing Aθ,wϕ(y) with respect to θ = (θ0, θ1) and minimizing with respect to w gives
the following first order equations
θˆ0(s) + wˆ(s)σ(s) = 0 (4.35)
1− log(1 + θˆ1(s, ζ))− wˆ(s)γ(s, ζ)−
θˆ1(s, ζ)
1 + θˆ1(s, ζ)
= 0 (4.36)
µ(s) + θˆ0(s)σ(s)−
∫
R
θˆ1(s, ζ)γ(s, ζ)ν(dζ) = 0. (4.37)
These are 3 equations in the 3 unknown candidates θˆ0, θˆ1 and wˆ for the optimal control for
the SD game in Problem 4.4. To get an explicit solution, let us now assume that
N = 0 and γ = θ1 = 0. (4.38)
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Then (4.35)-(4.37) gives
θˆ0(s) = −
µ(s)
σ(s)
, wˆ(s) =
µ(s)
σ2(s)
. (4.39)
Substituted into (4.34) we get by (iii) Theorem 4.3
Aθˆ,wˆϕ(s, x, w) = m
[
κ′(s)−
1
2
(
µ(s)
σ(s)
)2]
= 0.
Combining this with (iv) Theorem 4.3 we obtain
κ(s) = −
∫ T
s
1
2
(
µ(t)
σ(t)
)2
dt. (4.40)
Now all the conditions of Theorem 4.3 are satisfied, and we get:
Theorem 4.5 (Entropic risk minimization) Assume that (4.28) and (4.38) hold. Then
the solution of Problem 4.4 is
Φ(s, x,m) = −xm −m logm−
∫ T
s
1
2
(
µ(t)
σ(t)
)2
dt (4.41)
and the optimal controls are
θˆ0(s) = −
µ(s)
σ(s)
and wˆ(s) =
µ(s)
σ2(s)
; s ∈ [0, T ]. (4.42)
In particular, choosing the initial values s = 0 and m = 1 we get
Φ(0, x, 1) = −x −
∫ T
0
1
2
(
µ(t)
σ(t)
)2
dt. (4.43)
This agrees with what we obtained in Theorem 3.2, using the maximum principle for FBS-
DES.
Remark 4.6 • Recently, in Øksendal & Sulem (2012), a maximum principle for stochas-
tic differential games has been developed, along the same lines as in Section 2. This
principle could have been used as an alternative approach to risk minimization when
the risk is given by the dual representation in Section 4.1.
• Theorem 4.5 could also have been obtained by using a stochastic HJB approach to the
optimal control of forward-backward SDEs. See Theorem 3.4 in [ØSZ1].
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