Abstract-This paper shows how to decode errors and erasures with Gabidulin codes in sub-quadratic time in the code length, improving previous algorithms which had at least quadratic complexity. The complexity reduction is achieved by accelerating operations on linearized polynomials. In particular, we present fast algorithms for division, multi-point evaluation and interpolation of linearized polynomials and show how to efficiently compute minimal subspace polynomials.
I. INTRODUCTION
Rank-metric codes can be found in a wide range of applications, including network coding [1] , code-based cryptosystems [2] , and distributed storage systems [3] . A rank-metric code is a set of matrices and the distance between any two codewords (i.e., matrices) is the rank of the difference of the two matrices. Gabidulin codes are the analog of ReedSolomon codes in the rank metric. They are defined by evaluating linearized polynomials at linearly independent points of an extension field F q m .
In this paper, we recall that the complexity of error and erasure decoding of Gabidulin codes is determined by the complexity of the operations multiplication, division, multi-point evaluation with linearized polynomials and the calculation of minimal subspace polynomials. The multiplication of two linearized polynomials of degree at most s is known to be in O(s 1.69 ) over F q m [4] . However, the division of two linearized polynomials was so far believed to be in O(s 2 ), compare [5] . We show that the reduction of linearized polynomial division to skew polynomial multiplication in [6] implies a sub-quadratic division algorithm by generalizing the above mentioned multiplication algorithm to skew polynomials. Finding a minimal subspace polynomial and performing a multi-point evaluation were both known to have complexity O(s 2 ), see [7] , and the interpolation O(s 3 ). We also present fast methods for these operations.
The papers [8] and [9] consider fast decoding strategies of Gabidulin codes over F q and the complexity of several steps of decoding Gabidulin codes is reduced to O(n 3 ) operations over F q . We show that our algorithms improve these results when considered over F q . Hence, to our knowledge, this paper is the first work which achieves sub-quadratic decoding complexity over F q m .
An extended version of this paper was submitted to the Journal of Symbolic Computation [10] , concentrating on the fast operations and their optimality. Here, we summarize the results of [10] , skipping several technical proofs, and describe the connection to the decoding problem more comprehensively.
II. PRELIMINARIES
Let q be a prime power, F q be a finite field with q elements and F q m an extension extension field of F q . Since F q m can be seen as an m-dimensional vector space over F q , there is a vector space isomorphism ext : F n q m → F m×n q with inverse ext −1 . A subspace of F q m is always meant with respect to F q as the scalar field. For A ⊆ F q m , A is the F q -span of A. By ω we denote the matrix multiplication complexity exponent, e.g., ω ≈ 2.376 in the Coppersmith-Winograd algorithm.
A. Linearized Polynomials
A linearized polynomial [11] is a polynomial of the form
The set of all linearized polynomials for given q and m is denoted by L q m . The addition + in L q m is defined as for ordinary polynomials and the multiplication · as
Note that if L q m is seen as a subset of F q m [x], the multiplication · equals the composition of two polynomials. It is shown in [11] that (L q m , +, ·) is a (non-commutative) ring with multiplicative identity
For a ∈ L q m , we define an evaluation map
which is an F q -linear for any a ∈ L q m . Thus, the root space
). L q m is a left and right Euclidean domain as shown by the following lemma.
Lemma 1 allows us to define a (right) modulo operation on
In the following, we use this definition of "mod".
Division also immediately gives us a linearized equivalent to the Extended Euclidean algorithm (LEEA). In [4] , a LEEA with stopping condition is presented such that for a, b ∈ L q m ,
outputs polynomials with r out = u out · a + v out · b is r out is the first remainder appearing in the LEEA with deg r out < d stop .
Minimal subspace polynomials are special linearized polynomials, with the property that their q-degree is equal to their number of linearly independent roots.
Multi-point evaluation (MPE) is the process of evaluating a polynomial a ∈ L q m at multiple points. The dual problem is called interpolation and based on the following lemma.
B. Skew Polynomials
The ring of skew polynomials F q m [x; σ] [13] with automorphism σ, is defined as the set of polynomials i a i x i , a i ∈ F q m , with multiplication rule xa = σ(a)x ∀a ∈ F q m and ordinary component-wise addition. The degree is defined as usual. F q m [x; σ] is left and right Euclidean, i.e., Lemma 1 also holds for skew polynomials. There is a ring isomorphism
, where · q is the Frobenius automorphism. We utilize this fact to obtaining fast algorithms for linearized polynomials.
C. Rank-Metric and Gabidulin Codes
Codes in the rank-metric are a set of matrices over some finite field F q and the rank distance between two matrices is defined to be the rank of their difference. Using the mapping ext, there is a bijection between any matrix in F 
Gabidulin codes [14] , [15] , [16] are a special class of MRD codes, i.e. d R = n − k + 1, and are considered as the analogs of Reed-Solomon codes in rank metric. They can be defined by the evaluation of degree-restricted linearized polynomials.
Note that the codewords can be seen as matrices in F m×n q .
III. DECODING OF GABIDULIN CODES
This section recalls how to decode errors and erasures with Gabidulin codes from [4, Section 3.2.3], shows which operations on linearized polynomials are required to be fast and which degrees the involved polynomials have.
Let c ∈ G[n, k] be a codeword with corresponding information polynomial f , e ∈ F n q m an error word and r = c + e the received word. The decoding problem is to recover c from r if the rank of e is not too large.
If nothing about e is known, we say that only errors occurred. However, especially in applications like random linear network coding [17] , e is partly known. In particular, we can decompose e into
where the fragments correspond to
and a R and B C are known at the receiver. Note that if e and its fragments are interpreted as a matrices, ext(a R ) is a basis of the column space of ext(a R B R ) and B C is a basis of the row space of ext(a C B C ). Using r, a R and B C , the receiver can compute the polynomials
, and
and the polynomials
Moreover, we define the unknown error locator polynomial
. With the help of these definitions, we can state the following key equation. In the error and erasure case ( > 0 or γ > 0), it only holds for n = m and the g i 's being a normal basis (g i = β
[i−1] ) 1 . However, this does not appear to be a major disadvantage since e.g. we can use interleaving to obtain nonsquare matrices as codewords.
Theorem 5 ([4, Theorem 3.8] and thereafter)
.
Proof. Sinceŷ is known and (cf. Table I )
we can use the LEEA to obtain
. It is shown in [4] that if 2τ + + γ ≤ n − k,
Hence, we can obtain the evaluation polynomial f by leftdividing r out by u out ·Λ R and then right-dividing it by Γ C .
Algorithm
Output: Estimated evaluation polynomial f with deg q f < k or "decoding failure".
6 if L = 0 and R = 0 then return f ← χ L 7 else return "decoding failure"
B. Degrees of Involved Polynomials
The degrees of the polynomials defined in this section are summarized in Table I . Since τ, , γ ≤ n = m, the following lemma is correct. This statement also implies [10, Remark 8] , which holds for non-degenerate cases (i.e. τ, , γ ∈ Θ(n), or in the errors-only case by using a different algorithm). 
C. Required Operations on Linearized Polynomials
It was shown on [4] that the LEEA with polynomials in L ≤s q m requires log(s) many divisions. Using this, the operations on linearized polynomials used in Algorithm 1 are outlined in Table II , together with a notation for the respective complexity. 
Hence, the decoding complexity is directly determined by these operations. The next section shows that they can all be accomplished in sub-quadratic time in s.
IV. FAST ALGORITHMS
In this section, we present fast multiplication and division algorithms in F q m [x; σ] and methods for MPE, calculation of MSPs and interpolation in L q m with subquadratic complexity. Complexities are counted in operations in F q m . All algorithms and proofs are presented in full detail in the extended version of this paper [10] . Here, we give brief summaries in order to outline proof ideas.
A. Fast Multiplication
We generalize the fast multiplication algorithm for linearized polynomials from [4, Theorem 3.1] to skew polynomials. This generalization is needed for the division algorithm in Section IV-B. We consider polynomials a, b ∈ F q m [x; σ] ≤s and define s * := √ s + 1 .
Proof. See [10] . The proof uses a fragmentation of a into
Then the polynomial multiplication is reduced to matrix multiplication involving the following matrices (cf. Algorithm 2). 
Since the multiplication algorithm of Section IV-A was so far only known for linearized polynomials, it was not obvious how to combine these results. We only consider right division in this chapter and the left
Lemma 10 ( [6] ). The right inverse of τ (b (s− ) ) modulo x s− +1 exists and can be calculated by Algorithm 3 in O (M q m (s) log s) time.
The following theorem shows the reduction of the skew polynomial division to skew polynomial multiplication.
Proof. Lemma 9 implies the correctness. Line 2 is the complexity bottleneck and can be accomplished in O (M q m (s) log s) according to Lemma 10.
C. Fast Computation of MSP and MPE
The fast algorithm for MPE requires a call of the fast algorithm for calculating the MSP and vice versa and therefore, their complexities have to be analyzed jointly. The following two lemmas show important relations between the MPE and the MSP.
Lemma 13. Let a ∈ L q m and let U, A, B ⊆ F q m where A, B ⊆ F q m are disjoint and U = A ∪ B. Let A , B be the remainders of the right divisions of a by M A and M B respectively. Then, the MSP of a at the set U is
This implies the main statement of this subsection. Proof. See [10] . Correctness follows from Lemma 12 and 13. Complexity-wise, we can prove the system of recursion
Thus, the complexities MSP q m (s) and MPE q m (s) depend on the maximum eigenvalue λ = 3 of the system's matrix and the complexities M q m (s) and D q m (s), proving the claim.
Algorithm 5: MSP (U )
Input: Basis U = {u1, . . . , us} of a subspace U ⊆ Fqm .
Output: Evaluation of a at all points ui 1 if s = 1 then return {a1u
D. Fast Interpolation
This subsection shows that linearized interpolation can be reduced to calculating MSPs and MPEs and therefore, our fast algorithms from the previous subsection can be applied.
Lemma 15. For the interpolation polynomial, it holds that
Proof. See [10] . The idea is to evaluate
at all positions x i and show that the definition holds.
Proof. Correctness follows from Lemma 15. The complexity is I q m (s) = 2 · I q m s 2 + O (MSP q m (s)), which is resolved using the master theorem, implying the claim.
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Algorithm 7: IP ({(x i , y i )} s i=1 ) Input: (x1, y1), . . . , (xs, ys) ∈ F 2 q m , xi = 0 distinct Output: Interpolation polynomial I {(x i ,y i )} s i=1 1 if s = 1 then return { y 1 x 1 x [0] } 2 else 3 A ← {x1, . . . , x s 2 }, B ← {x s 2 +1 , . . . , xs} // O (1) 4 M A ← MSP (A) // MSPqm s 2 5 M B ← MSP (B) // MSPqm s 2 6 { x1, . . . , x s 2 } ← MPE M B , A // MPEqm s 2 7 { x s 2 +1 , . . . , xs} ← MPE M A , B // MPEqm s 2 8 I1 ← IP {( xi, yi)} s 2 i=1 // Iqm s 2 9 I2 ← IP {( xi, yi)} s i= s 2 +1 // Iqm s 2 10 return I1 · M B + I2 · M A // 2 · Mqm s 2
E. Comparsion to Other Fast Algorithms
In [8] and [9] , several operations with linearized polynomials L q m with degree ≤ m were reduced to complexity O m 3 in operations in F q . It is shown in [18] over F q and improve the results of [8] and [9] .
V. MAIN STATEMENT
By combining our analysis of the error and erasure decoding algorithm for Gabidulin codes in Section III with the fast operations presented in Section IV, which are summarized in Table III , we obtain the following main statement of the paper. g 1 ) , . . . , f (g n )) of Gabidulin codes is a multi-point evaluation and can also be accomplished in O n 1.69 log 2 (n) time. For future work, it is interesting to include our new algorithms in the study from [19] on fast erasure decoding of Gabidulin codes and generalize the results to skew polynomials over arbitrary fields. 
