The Colless index is one of the oldest and most widely used balance indices for rooted bifurcating trees. Despite its popularity, its minimum value on the space T n of rooted bifurcating trees with n leaves is only known when n is a power of 2. In this paper we fill this gap in the literature, by providing a formula that computes, for each n, the minimum Colless index on T n , and characterizing those trees where this minimum value is reached.
Introduction
The Colless index, introduced by D. H. Colless in [1] , is one of the oldest and most popular balance indices for rooted bifurcating phylogenetic trees. It is defined, on a bifurcating tree T , as the sum, over all the internal nodes v of T , of the absolute value of the difference of the numbers of descendant leaves of the pair of children of v. Although it was defined primarily for bifurcating phylogenetic trees, Shao and Sokal [12] proposed to extend it to multifurcating trees by taking into account in this sum only the bifurcating nodes; a more meaningful extension to arbitrary trees has been proposed recently in [8] . Anyway, in this paper we deal with the classical Colless index for bifurcating trees, and since it is a shape index, in the sense that it does not depend on the actual labels of the tree's leaves, we shall not take into account these labels and we shall consider this index defined on unlabeled rooted bifurcating trees, or simply bifurcating trees for short.
For every number n of leaves, it is folklore knowledge that the bifurcating tree with n leaves with the largest Colless index is the comb: the bifurcating tree such that each internal node has a leaf child. This fact was already hinted by Colless in [1] , but he gave a wrong value for the Colless index of a comb which was later corrected by Heard [5] . Actually, to our knowledge, no explicit direct proof of this maximum value has been provided in the literature, but it can be easily deduced as a particular case of Thm. 18 in [8] .
As to the minimum Colless indices, it is often stated (cf. for instance, [5, 6, 9] ) that it is reached at the fully symmetric bifurcating trees with a number of leaves that is a power of 2, which clearly have Colless index 0, but nobody has published so far its minimum value for any number of leaves n. The goal of this paper is to fill this gap in the literature.
So, in the first part of this paper (Sections 2 and 3) we prove that, for every number of leaves n, the minimum Colles index on the space T n of bifurcating trees with n leaves is reached at the maximally balanced trees, those trees such that for every internal node v, the numbers of descendant leaves of its two children differ at most of 1, and we compute explicitly this minimum value for each n. This is a mostly expected result, as these maximally balanced trees are, as their name hints, the most balanced binary trees [12] , and many other balance indices reach their lowest values at them: for instance, M. Fischer [4] has recently proved it for the Sackin index introduced in [11, 12] , and it is also the case for the total cophenetic index [7] . Unfortunately, there are trees that are not maximally balanced but that also yield the minimum Colless index for their number of leaves (see, for instance, Fig. 2 below) . Then, in Section 4 we characterize the trees in T n having minimum Colless index and we provide an algorithm to produce them for any n.
Notations. In this paper, by a tree we mean a rooted tree, understood as a directed graph with its arcs pointing away from the root. Such a tree is bifurcating when all its nodes have out-degree either 0 (its leaves) or 2 (its internal nodes). We shall denote by T n the set of (isomorphism classes of) bifurcating trees with n leaves.
Given a bifurcating tree T ∈ T n , we shall denote by V (T ) its set of nodes and by V int (T ) its set of internal nodes. For every u, v ∈ V (T ), v is a child of u when T contains the arc (u, v), and v is a descendant of u when T contains a (directed) path from u to v. For every v ∈ V (T ), the subtree T v of T rooted at v is the subgraph of T induced by the descendants of v and κ T (v) is the number of leaves of T v . Given two bifurcating trees T ∈ T n1 and T ′ ∈ T n2 , their root join is the tree T ⋆ T ′ ∈ T n1+n2 whose subtrees rooted at the children of the root are T and T ′ .
For [1] of T ∈ T n is the sum of the balance values of its internal nodes:
It is easy to see that the Colless index satisfies the following recurrence [10] 
Colless indices of maximally balanced trees
An internal node v in a bifurcating tree T is balanced when bal T (v) 1: i. e., when its two children have ⌈κ T (v)/2⌉ and ⌊κ T (v)/2⌋ descendant leaves, respectively. A tree T ∈ T n is maximally balanced when all its internal nodes are balanced. Therefore, a tree is maximally balanced when its root is balanced and both subtrees rooted at the children of the root are maximally balanced. This easily implies, on the one hand, that, for any number n of leaves, there is only one maximally balanced tree in T n , which we shall denote by B n , and, on the other hand, that the maximally balanced trees satisfy the following recurrence:
When n is a power of 2, B n is the fully symmetric bifurcating tree, where, for each internal node, the pair of subtrees rooted at its children are isomorphic. Fig. 1 depicts the trees B 6 , B 7 and B 8 . We shall denote by C(n) the Colless index of B n . The sequence C(n) satisfies that C(1) = 0 and, by (1) and (2), for every n 2 C(n) = C(⌈n/2⌉) + C(⌊n/2⌋) + ⌈n/2⌉ − ⌊n/2⌋.
The following well-known lemma is easily proved by induction on n, using recurrence (1).
Lemma 1. For every n 1 and T ∈ T n , C(T ) = 0 if, and only if, n is a power of 2 and T = B n .
Nex result gives a closed formula for C(n) in terms of the binary expansion of n.
Proof. For every n 1, let C(n) = ℓ j=2 2 mj (m 1 −m j −2(j −2)), where n = ℓ j=1 2 mj with m 1 > · · · > m ℓ . Since C(1) = C(2 0 ) = 0 = C(1), to prove that C(n) = C(n) for every n 1 it is enough to prove that the sequence C(n) satisfies the recurrence (3) . Now, to prove the latter, we must distinguish two cases, depending on the parity of n.
Assume first that n is even, i. e., m ℓ > 0. In this case, ⌊n/2⌋ = ⌈n/2⌉ = ℓ j=1 2 mj −1 with m 1 − 1 > · · · > m ℓ − 1 and then
Assume now that n is odd, i. e., m ℓ = 0. Let k = min{j | m j = ℓ − j} (which exists because m ℓ = ℓ − ℓ).
This completes the proof that C(n) satisfies (3), and hence that C(n) = C(n) for every n 1.
The minimum Colless index
In this section we prove that C(n) is the minimum value of the Colless index on T n . Lemma 3. For every (n, s) ∈ N 2 with n 1, C(n + s) + C(n) + s C(2n + s).
Proof. We shall prove by induction on n that, for every n 1, the inequality
holds for every s 0. Since C(1) = 0, the base case n = 1 says that, for every s 0,
We prove it by induction on s. The cases s = 0 and s = 1 are obviously true, because C(1) + 0 = 0 = C(2) and C(2)+1 = 1 = C(3). Let us consider now the case s 2 and let us assume that C(1+s ′ )+s ′ C(2+s ′ ) for every s ′ < s. To prove the induction step, we distinguish two cases.
• If s ∈ 2N, say s = 2t with t 1, then C(1 + s) + s = C(2t + 1) + 2t = C(t + 1) + C(t) + 1 + 2t and C(2 + s) = C(2t + 2) = 2C(t + 1) and the desired inequality (5) holds because, by the induction hypothesis, C(t) + 2t + 1 = C(1 + (t − 1)) + (t − 1) + t + 2 C(2 + (t − 1)) + t + 2 > C(t + 1).
• If s / ∈ 2N, say s = 2t + 1 with t 1, then C(1 + s) + s = C(2t + 2) + 2t + 1 = 2C(t + 1) + 2t + 1 and C(2 + s) = C(2t + 3) = C(t + 2) + C(t + 1) + 1 and the desired inequality (5) holds because, by the induction hypothesis,
This completes the proof of the base case n = 1. Let us consider now the case n 2 and let us assume that C(n ′ + s) + C(n ′ ) + s C(2n ′ + s) for every 1 n ′ < n and s ∈ N. To prove that (4) is true for every s ∈ N we distinguish 4 cases.
• If n ∈ 2N and s ∈ 2N, say, n = 2m and s = 2t, then
and the desired inequality (4) is true because, by induction, C(m + t) + C(m) + t C(2m + t).
• If n ∈ 2N and s / ∈ 2N, say, n = 2m and s = 2t + 1, then
and (4) holds because, by induction, C(m+t+1)+C(m)+t+1 C(2m+t+1) and C(m+t)+C(m)+t C(2m + t)
• If n / ∈ 2N and s / ∈ 2N, say, n = 2m + 1 and s = 2t + 1, then
• Assume finally that n / ∈ 2N and s ∈ 2N: say, n = 2m + 1 and s = 2t. If t = 0, then the desired inequality (4) amounts to C(n) + C(n) C(2n), which is true because it is actually an equality. So, assume that t 1. In this case,
and the (4) holds because, by induction, C(m + t + 1) + C(m) + t + 1 C(2m + t + 1) and
This completes the proof of the inductive step.
Remark 4. Notice that in the proof of Lemma 3 we have proved that the following two facts:
(b) If s 2 is even and n is odd, then C(n + s) + C(n) + s > C(2n + s).
Theorem 5. For every n 1, the minimum Colless index on T n is C(n).
Proof. We shall prove by induction on n that C(T ) C(n) for every T ∈ T n . The case when n = 1 is obvious, because T 1 = {B 1 }. Assume now that the assertion is true for every number of leaves smaller than n and let T ∈ T n . Let T 1 ∈ T n1 and T 2 ∈ T n2 be its subtrees rooted at the children of its root and assume that n 1 n 2 . Then
where the first inequality holds by the induction hypothesis and the second inequality by the previous lemma (taking in it s = n 1 − n 2 ).
This theorem says that the minimum Colless index on T n is reached at the maximally balanced bifurcating trees. When n is a power of 2, Lemma 1 guarantees that this minimum is reached exactly at these trees, which in this case are the fully symmetric bifurcating trees. But for arbitrary values of n there may be other trees whose Colles index is C(n). For instance, the minimum Colless index on T 6 , C(6) = 2, is reached at the trees B 6 and B 2 ⋆ B 4 depicted in Figure 2 . 
Which trees have Colless index C(n)?
In this section we provide a way of generating all bifurcating trees with minimum Colless index among all bifurcating trees with their number of leaves.
). Let T ′ ∈ T n be the tree obtained by replacing in T the rooted subtree T v by a maximally balanced tree B κT (v) and leaving the rest of T untouched. In this way,
; let us denote by W this last set of nodes. Then
This proves the "only if" implication. ⇐=) We prove the "if" implication by induction on n. The case when n = 1 is obvious, because
Assume now that this implication is true for every tree in T n ′ with n ′ < n, and let T ∈ T n be such that,
Let r be the root of T and x 1 , x 2 its two children. Then, for every
This implies, by the induction hypothesis, that C(T x1 ) = C(κ T (x 1 )). By symmetry, we also have that
). Finally,
as we wanted to prove.
This lemma, together with Lemma 1, provide the following algorithm to produce all trees T ∈ T n such that C(T ) = C(n). In it, and henceforth, for every n 2, let QB(n) = (n 1 , n 2 ) ∈ N 2 | 1 n 2 n 1 , n 1 + n 2 = n, C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n) .
Notice that QB(n) = ∅, because (⌈n/2⌉, ⌊n/2⌋) ∈ QB(n).
Algorithm 1.
1) Start with a single node labeled n.
2) While the current tree contains labeled leaves, choose a leaf with label m.
2.a)
If m is a power of 2, replace this leaf by a fully bifurcating tree B m with its leaves unlabeled. Next result provides a characterization of the pairs (n 1 , n 2 ) ∈ QB(n) which will allow to perform efficiently step (2.b.i) in this algorithm.
Proposition 7. For every n 2 and for every 1 n 2 n 1 such that n 1 + n 2 = n:
(1) If n 1 = n 2 = n/2, then (n 1 , n 2 ) ∈ QB(n) always.
(2) If n 1 > n 2 , then (n 1 , n 2 ) ∈ QB(n) if, and only if, there exist k 0, l 1, p 1, and 0 t < 2 l−2 such that one of the following three conditions holds:
• There exist k 0 and p 1 such that n = 2 k (2p + 1), n 1 = 2 k (p + 1) and n 2 = 2 k p.
• There exist k 0, l 2, p 1, and 0 t < 2 l−2 such that n = 2 k (2 l (2p + 1) − (2t + 1)), n 1 = 2 k (2 l (p + 1) − (2t + 1)), and n 2 = 2 k+l p.
• There exist k 0, l 2, p 1, and 0 t < 2 l−2 such that n = 2 k (2 l (2p + 1) + 2t + 1), n 1 = 2 k+l (p + 1), and n 2 = 2 k (2 l p + 2t + 1).
We split the proof of this result into several auxiliary lemmas. Proof. We prove the equivalence in the statement by induction on the exponent k 1. Recall that, by Proof. We prove the equivalence in the statement by induction on s. When s = 1 = 2 1 − 1, the equivalence says that C(2m + 1) + C(2m) + 1 = C(4m + 1) for every m 1, which is true by (3) .
Assume now that the equivalence is true for every odd natural number s ′ < s and for every m, and let us prove it for s = 2 k+1 − (2t + 1) with 0 t < 2 k−1 . We have that
and since, by Lemma 3, C(m+2 k −t)+C(m)+2 k −t C(2m+2 k −t) and C(m+2 k −t−1)+C(m)+2 k −t−1 C(2m + 2 k − t − 1), we have that C(2m + s) + C(2m) + s = C(4m + s) if, and only if, the following two identities are satisfied:
So, we must prove that (6) and (7) hold if, and only if, m = 2 k p for some p 1. We distinguish two subcases, depending on the parity of t:
• If t = 2x for some 0 x < 2 k−2 , then (6) and Lemma 8 imply that m is even, say m = 2m 0 , and then (7) says
which, by induction, is equivalent to m 0 = 2 k−1 p for some p 1, i. e., to m = 2 k p for some p 1. So, to complete the proof of the desired equivalence, it remains to prove that if m = 2 k p, then (6) holds.
If t = 0, this equality is a direct consequence of Lemma 8 and (3), so assume that t > 0 and write it as t = 2 j (2x 0 + 1) with 1 j < k − 1 and x 0 < 2 k−j−2 . Then
• If t = 2x + 1 for some 0 x < 2 k−2 , then (7) and Lemma 8 imply that m is even, say m = 2m 0 , and then it is (6) which is equivalent to equation (8) above, which, on its turn, by induction is equivalent to m 0 = 2 k−1 p for some p 1, that is, to m = 2 k p for some p 1 Thus, to complete the proof of the desired equivalence, it remains to prove that if m = 2 k p, then (7) holds. Now:
Now, if x is even, say x = 2x 0 , then, since x 0 < 2 k−3 , the induction hypothesis implies that
And if x is odd, write it as x = 2 j (2t 0 + 1) − 1 for some 1 j < k − 1 (and notice that x < 2 k−2 implies t 0 < 2 k−j−3 ) and then
This completes the proof of the desired equivalence when t is odd.
So, the inductive step is true in all cases. Proof. We prove the equivalence in the statement by induction on s. When s = 1 = 2 1 − 1, the equivalence says that C(2m + 2) + C(2m + 1) + 1 = C(4m + 3) for every m 0, which is true by (3) . Assume now that the equivalence is true for every odd natural number s ′ < s and for every m 0, and let us prove it for s = 2 k+1 − (2t + 1) with 0 t < 2 k−1 . In this case, if m = 0, then by Remark 4.(a) we know that (s + 1, s) ∈ QB(s + 2) if, and only if, s = 1. So, assume that m 1. Then, we have that
and since, by Lemma 3, C(m+2 k −t)+C(m)+2 k −t C(2m+2 k −t) and C(m+2 k −t)+C(m+1)+2 k −t−1 C(2m + 2 k − t + 1), we have that C(2m + 1 + s) + C(2m + 1) + s = C(4m + 2 + s) if, and only if,
So, we must prove that (9) and (10) hold for m 1 if, and only if, m = 2 k p + t for some p 1. We distinguish again two subcases, depending on the parity of t:
• If t = 2x for some 0
x < 2 k−2 , then (9) and Lemma 8 imply that m is even, say m = 2m 0 with m 0 1, and then (10) can be written
which, by induction, is equivalent to m 0 = 2 k−1 p + x for some p 1, that is, to m = 2 k p + t for some p 1. So, to complete the proof of the desired equivalence, it remains to check that if m = 2 k p + t, then (9) holds. Now, if x = 0, so that m = 2 k p, (3) and Lemma 8 clearly imply (9) . So, assume that x > 0 and write it as x = 2 j (2y 0 + 1) with 0 j < k − 2 and y 0 < 2 k−j−3 . Then
• If t = 2x + 1 for some 0 x < 2 k−2 , (10) and Lemma 8 imply that m + 1 is even, and then m is odd, say m = 2m 0 + 1 for some m 0 0, and (9) can be written
Now, if m 0 = 0, Remark 4.(a) implies that this equality holds if, and only if, 2 k − 2x − 1 = 1 which, under the condition 0 x < 2 k−2 , only happens when k = 1 and x = 0, but then t = 1 = 2 k−1 against the assumption that t < 2 k−1 . Therefore m 0 must be at least 1.
Then, by induction, identity (11) is equivalent to m 0 = 2 k−1 p+x for some p 1, that is, to m = 2 k p+t for some p 1. So, to complete the proof of the desired equivalence, it remains to check that if m = 2 k p + t, then (10) holds. Now, in the current situation: And if x is odd, write it as x = 2 j (2t 0 + 1) − 1 with 1 j < k − 1 and t 0 < 2 k−j−3 , and then ( * * ) = 2 C(2 k−1 p + 2 j (2t 0 + 1) + 2 k−1 − 2 j (2t 0 + 1)) + C(2 k−1 p + 2 j (2t 0 + 1)) + 2 k−1 − 2 j (2t 0 + 1)
We can return now to Proposition 7.
Proof of Proposition 7. Assertion (1) is a direct consequence of identity (3). So, assume n 1 > n 2 and set s = n 1 − n 2 , so that n 1 = n 2 + s. Then:
(a) If s = 1, then, by Lemma 10, C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n 1 + n 2 ) for every n 2 1.
(b) If s > 1 is odd, write it as s = 2 j+1 − (2t + 1), with j = ⌊log 2 (s)⌋ 1 and 0 t < 2 j−1 . Then, by Lemmas 9 and 10, C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n 1 + n 2 ) if, and only if, either n 2 = 2 j+1 p or n 2 = 2 j+1 p + 2t + 1, for some p 1.
(c) If s 2 is even, write it as s = 2 k s 0 , with k 1 the largest exponent of a power of 2 that divides s and s 0 an odd integer, which we write s 0 = 2 j+1 − (2t + 1) with j = ⌊log 2 (s 0 )⌋ and 0 t < 2 j−1 . Then, by Lemma 8, C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n 1 + n 2 ) if, and only if, n 2 = 2 k m, for some m 1 such that C(m + s 0 ) + C(m) + s 0 = C(2m + s 0 ), and then:
• If s 0 = 1, C(m + s 0 ) + C(m) + s 0 = C(2m + s 0 ) for every m 1 and therefore, in this case, C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n 1 + n 2 ) for every n 2 = 2 k m with m 1.
• If s 0 > 1, Lemmas 9 and 10 imply that C(m+s 0 )+C(m)+s 0 = C(2m+s 0 ) if, and only if, m = 2 j+1 p or m = 2 j+1 p+ 2t+ 1, for some p 1. Therefore, in this case, C(n 1 )+ C(n 2 )+ n 1 − n 2 = C(n 1 + n 2 ) if, and only if, n 2 = 2 k+j+1 p or n 2 = 2 k (2 j+1 p + 2t + 1), for some p 1.
Combining the three cases, and taking k = 0 in the odd s case, we conclude that C(n 1 )+C(n 2 )+n 1 −n 2 = C(n 1 + n 2 ) if, and only if, n 1 − n 2 = 2 k (2 j+1 − (2t + 1)) (for some k 0, j 0, and 0 t < 2 j−1 ) and
• If j = t = 0, then n 2 = 2 k p for some p 1, in which case n 1 = 2 k p + 1 and n = 2 k+1 p + 1
• If j > 0 or t > 0, then one of the following two conditions holds for some p 1:
n 2 = 2 k+j+1 p, in which case n 1 = 2 k (2 j+1 (p + 1) − (2t + 1)) and n = 2 k (2 j+1 (2p + 1) − (2t + 1)); or n 2 = 2 k (2 j+1 p + 2t + 1), n 1 = 2 k+j+1 (p + 1) and n = 2 k (2 j+1 (2p + 1) + 2t + 1) This is equivalent to the expressions for n 1 and n 2 in option (2) in the statement (replacing j + 1 by l 1).
Corollary 11. For every n 2, let k 0 be the exponent of the largest power of 2 that divides n, let n 0 = n/2 k , and let n 0 = ℓ i=1 2 mi , with m 1 > · · · > m ℓ−1 > m ℓ = 0, be the binary expansion of n 0 . Then (a) If ℓ = 1, i.e., if n = 2 k , then QB(n) = {(n/2, n/2)}. 
2) For every j = 2, . . . , ℓ − 1 such that m j−1 > m j + 1, QB(n) contains the pair
(b.4) If k 1, then QB(n) contains the pair (n/2, n/2).
And QB(n) contains no other pair than those described in (b.1) to (b.4) .
Proof. Assertion (a) is obvious by Lemma 1. So, assume henceforth that ℓ > 1. If n = n 1 + n 2 , with 1 n 2 < n 1 , and C(n 1 ) + C(n 2 ) + n 1 − n 2 = C(n 1 + n 2 ), then, by Proposition 7 there are three possibilities:
• There exist k 0, l 2, p 1, and 0 t < 2 l−2 such that n 0 = 2 l+1 p+2 l +2t+1 and n 1 = 2 k+l (p+1). Now, since 2t + 1 < 2 l−1 , the equality 2 l+1 p + 2 l + 2t + 1 = ℓ i=1 2 mi , for some p 1, holds if, and only if, l = m j for some j = 2, . . . , ℓ − 1 and p = ( j−1 i=1 2 mi )/2 mj +1 . So, in this case, all pairs (n 1 , n 2 ) of the form
with j = 2, . . . , ℓ − 1, belong to QB(n). But not all these pairs are different. It turns out that
This entails that each sequence of values of exponents m j that are consecutive yield the same n 1 and that the different pairs (n 1 , n 2 ) are obtained by taking as l the exponents m j , with j = 2, . . . , ℓ − 2, such that m j+1 < m j − 1 and the exponent m ℓ−1 if it is equal to 1.
• There exist k 0, l 2, p 1, and 0 t < 2 l−2 such that n 0 = 2 l+1 p + 2 l − (2t + 1) and n 2 = 2 k+l p.
Since t < 2 l−2 , we have that n 0 = 2 l+1 p + 2 l−1 + 2t 0 + 1 with 2t 0 + 1 < 2 l−1 . Then, the equality 2 l+1 p + 2 l−1 + 2t 0 + 1 = ℓ i=1 2 mi , for some p 1, holds if, and only if, l − 1 = m j for some j = 2, . . . , ℓ − 1 such that m j−1 > m j + 1, and then p = ( j−1 i=1 2 mi )/2 mj +2 . So, in this case, all pairs (n 1 , n 2 ) of the form
with j = 2, . . . , ℓ − 1 such that m j−1 > m j + 1, belong to QB(n), and they are pairwise different.
• There exist k 0 and p 1 such that n 0 = 2p + 1 and n 2 = 2 k p. In this case p = ℓ−1 i=1 2 mi−1 , and this contributes to QB(n) the pair (n 1 , n 2 ) with
This gives all pairs (n 1 , n 2 ) in QB(n) with n 1 > n 2 . If n is even, we must add moreover to QB(n) the pair (n/2, n/2) and this completes its computation. We have implemented Algorithm 1, with step (2.b.i) carried out by means of the previous corollary, in a Python script that generates, for every n, the Newick description of all bifurcating trees with n leaves and Colles index C(n). It is available at the GitHub repository https://github.com/biocom-uib/Colless.
Example 13. Let us run Algorithm 1 to find all bifurcating trees with 20 leaves and minimum Colless index; we use the usual Newick format 1 to describe the trees, with the unlabeled leaves represented by a symbol * .
1)
We start with a single node labeled 20.
2) Since QB(20) = {(10, 10), (12, 8) }, this node splits into the cherries (10, 10); and (12, 8) ;.
3.1)
Since QB(10) = {(5, 5), (6, 4)}, the different ways of splitting the leaves of the tree (10, 10); produce the trees ((5, 5), (5, 5)); , ((5, 5), (6, 4) ); , ((6, 4), (6, 4) );
Now, since QB(5) = {(3, 2)}, QB(6) = {(3, 3), (4, 2)}, QB(3) = {(2, 1)} and 1,2, 4 are powers of 2, we have the following derivations from these trees through all possible combinations of splitting the leaves in the trees:
((5, 5), (5, 5)); ⇒ (((3, 2), (3, 2)), ((3, 2), (3, 2))); ⇒ (( ((2, 1) , 2), ((2, 1), 2)), (((2, 1) , 2), ((2, 1), 2))); ⇒ ((((( * , * ), * ), ( * , * )), ((( * , * ), * ), ( * , * ))), (((( * , * ), * ), ( * , * )), ((( * , * ), * ), ( * , * )))) ((5, 5), (6, 4) ); ⇒ (((3, 2), (3, 2)), ((3, 3), 4)); ⇒ ((((2, 1) , 2), ((2, 1), 2)), (((2, 1), (2, 1)), 4));
⇒ ((((( * , * ), * ), ( * , * )), ((( * , * ), * ), ( * , * ))), (((( * , * ), * ), (( * , * ), * )), (( * , * ), ( * , * ))); ((5, 5), (6, 4) ); ⇒ (((3, 2), (3, 2)), ((4, 2), 4)); ⇒ ((((2, 1), 2), ((2, 1), 2)), ((4, 2), 4));
⇒ ((((( * , * ), * ), ( * , * )), ((( * , * ), * ), ( * , * ))), (((( * , * ), ( * , * )), ( * , * )), (( * , * ), ( * , * )))); ((6, 4), (6, 4) ); ⇒ (((3, 3), 4), ((3, 3), 4)); ⇒ ((((2, 1), (2, 1)), 4), (((2, 1), (2, 1)), 4));
⇒ ((((( * , * ), * ), (( * , * ), * )), (( * , * ), ( * , * ))), (((( * , * ), * ), (( * , * ), * )), (( * , * ), ( * , * )))); ((6, 4), (6, 4) ); ⇒ (((3, 3), 4), ((4, 2), 4)); ⇒ ((((2, 1), (2, 1)), 4), ((4, 2), 4));
⇒ ((((( * , * ), * ), (( * , * ), * )), (( * , * ), ( * , * ))), (((( * , * ), ( * , * )), ( * , * )), (( * , * ), ( * , * )))); ((6, 4), (6, 4) ); ⇒ (((4, 2), 4), ((4, 2), 4));
⇒ ((((( * , * ), ( * , * )), ( * , * )), (( * , * ), ( * , * ))), (((( * , * ), ( * , * )), ( * , * )), (( * , * ), ( * , * )))); (2, 1) , (2, 1)), ((2, 1), (2, 1))), 8); ⇒ ((((( * , * ), * ), (( * , * ), * )), ((( * , * ), * ), (( * , * ), * ))), ((( * , * ), ( * , * )), (( * , * ), ( * , * )))); ((6, 6), 8); ⇒ (((3, 3) , (4, 2)), 8); ⇒ ((((2, 1), (2, 1)), (4, 2)), 8);
⇒ ((((( * , * ), * ), (( * , * ), * )), ((( * , * ), ( * , * )), ( * , * ))), ((( * , * ), ( * , * )), (( * , * ), ( * , * )))); ((6, 6), 8); ⇒ (((4, 2), (4, 2)), 8);
⇒ ((((( * , * ), ( * , * )), ( * , * )), ((( * , * ), ( * , * )), ( * , * ))), ((( * , * ), ( * , * )), (( * , * ), ( * , * )))); ((8, 4), 8); ⇒ ((((( * , * ), ( * , * )), (( * , * ), ( * , * ))), (( * , * ), ( * , * ))), ((( * , * ), ( * , * )), (( * , * ), ( * , * )))); So, there are 10 different trees in T 20 with minimum Colles index.
Conclusions
In this paper we have proved that, for every number n of leaves, the minimum Colless index of a bifurcating tree with n leaves is reached at the corresponding maximally balanced bifurcating tree and we have provided an explicit formula for it. Unfortunately, for many values of n there are bifurcating trees with n leaves that are not maximally balanced and whose Colless index is also this minimum value, and in this paper we have also provided an efficient algorithm to produce all of them for any number n of leaves. So, although intuitively the Colless index measures directly the (lack of) balance of a tree, defined as the tendency of the children of the internal nodes to have the same number of descendant leaves [3, Chap. 33], it classifies as "most balanced" many bifurcating trees that are not so [12] , sharing this drawback with the other most popular balance index, the Sackin index [4, 11, 12] . Anyway, this problem can be avoided using other balance indices, like the total cophenetic index [7] or the rooted quartet index [2] .
