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Abstract
Some aspects of the relationship between conservativeness of a dynami-
cal system (namely the preservation of a finite measure) and the existence
of a Poisson structure for that system are analyzed. From the local point of
view, due to the Flow-Box Theorem we restrict ourselves to neighborhoods
of singularities. In this sense, we characterize Poisson structures around the
typical zero-Hopf singularity in dimension 3 under the assumption of hav-
ing a local analytic first integral with non-vanishing first jet by connecting
with the classical Poincare´ center problem. From the global point of view,
we connect the property of being strictly conservative (the invariant measure
must be positive) with the existence of a Poisson structure depending on the
phase space dimension. Finally, weak conservativeness in dimension two is
introduced by the extension of inverse Jacobi multipliers as weak solutions of
its defining partial differential equation and some of its applications are de-
veloped. Examples including Lotka-Volterra systems, quadratic isochronous
centers, and non-smooth oscillators are provided.
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1 Introduction
The presence of finite-dimensional Poisson systems (see [29, 32] and references
therein for an overview of the classical theory) is ubiquitous in many branches
of physics and applied mathematics. The specific format of Poisson systems has
allowed the development of many tools for their analysis (for instance, see [15]-
[17], [19]-[21] and references therein for a sample). In addition, Poisson dynamical
systems are significant due to several reasons. One is that they constitute a gener-
alization of classical Hamiltonian systems comprising nonconstant and degenerate
structure matrices, as well as odd-dimensional vector fields (in contrast to classi-
cal Hamiltonian systems, which are always even dimensional). Additionally, the
Poisson system format is not limited by the use of canonical transformations, since
every diffeomorphic change of variables maps a Poisson system into another Poisson
system.
Let us consider a smooth vector field having a finite-dimensional Poisson struc-
ture
dx
dt
= J (x) · ∇H(x) (1)
of dimension n and rank r ≤ n constant in a domain (open and simply connected
set) Ω ⊆ Rn. Here J (x) and H(x) are the associated structure matrix and Hamil-
tonian function, respectively. Then under these hypothesis for each point x0 ∈ Ω
there is (at least locally in a neighborhood Ω0 ⊂ Ω of x0) a complete set of func-
tionally independent Casimir invariants {Dr+1(x), . . . , Dn(x)} in Ω0, as well as a
transformation x 7→ Φ(x) = y where Φ is a smooth diffeomorphism in Ω0 bring-
ing the system (1) into its Darboux canonical form. Thus, beyond the fact that
Poisson systems are a formal generalization of classical Hamiltonian flows, Darboux
Theorem provides the dynamical basis for such a generalization.
Conservative dynamical systems are those that preserve a finite measure equiva-
lent to a generalized volume. Classical Hamiltonian systems are important examples
of conservative systems. Since classical Hamiltonian systems are also a particular
case of Poisson systems, it is thus natural that many Poisson systems are also con-
servative, and conversely that many conservative systems are Poisson systems (but
not necessarily Hamiltonian). In spite that the connection between both Poisson
systems and conservative flows exists, none of them implies the other, and such
link seems to remain relatively unexplored in the literature, at least to the authors’
knowledge. The investigation of some aspects of such relationship is the leitmotiv
of this work.
More precisely, we say that a C1 vector field Y = ∑ni=1 fi(x)∂xi defined on
Ω ⊂ Rn is conservative if there is a non-negative integrable scalar function V non-
identically vanishing on any open subset of Ω such that the volume integral is
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preserved under the flow, that is,∫
Γ
dx
V (x)
=
∫
ϕt(Γ)
dx
V (x)
(2)
where Γ is any measurable subset of Ω and ϕt(x) denotes the associated flow to Y .
Various versions of the following result can be found in books such as [27] and [33].
Proposition 1. The C1 function V : Ω→ R which is non-identically vanishing on
any open subset of Ω satisfies (2) on any measurable subset Γ ⊂ Ω if and only if V
is a solution of the following linear partial differential equation
Y(V ) = V divY , (3)
where divY =∑ni=1 ∂xi(fi(x)) is the divergence of the C1 vector field Y.
Any real C1 non locally null function V in Ω satisfying (3) is called inverse
Jacobi multiplier. In 1844 C.G.J. Jacobi introduced in the literature the nowadays
called Jacobi (last) multiplier 1/V . Initially it was mainly used to find the last
additional first integral needed to achieve complete integrability of Y . Later, S. Lie
found some relationships between V and Lie point symmetries of Y . Recently, it
has been proved that the existence of V implies severe consequences to the dynam-
ics of Y on Ω. In particular, the invariant zero-set V −1(0) contains, under some
assumptions, orbits which are relevant in the phase portrait of Y such as periodic
orbits, limit cycles, stable, unstable and center manifolds, etc. (see [3, 8] for details).
We will use the following general lemma.
Lemma 2. Any C1 vector field Y is divergence free if and only if it has the constant
inverse Jacobi multiplier V (x) = 1.
Proof. Any inverse Jacobi multiplier of Y satisfies Y(V ) = V div(Y). Hence it
is obvious that if V (x) = 1 then div(Y) ≡ 0.
Conversely, assume now div(Y) ≡ 0. Then any inverse Jacobi multiplier V of Y
satisfies Y(V ) = 0, and clearly V (x) = 1 is a solution of the equation. 
From the point of view of the relationship with Poisson systems and their dif-
feomorphic transformation properties, it will be useful for us to know how inverse
integrating factors change under orbital equivalence of vector fields, see [3, 8] for
further details.
Proposition 3. Let Φ be a diffeomorphism in Ω ⊂ Rn with non-vanishing Jacobian
determinant JΦ on Ω and let η : Ω → R be such that η ∈ C1(Ω) and η(x) 6= 0
everywhere in Ω. If V is an inverse Jacobi multiplier of the C1-vector field Y in Ω
then η(V ◦ Φ)/JΦ is an inverse Jacobi multiplier of the orbitally equivalent vector
field ηΦ∗(Y).
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The structure of the article is the following. Section 2 is devoted to the re-
lationship between three-dimensional conservative and Poisson systems around a
zero-Hopf singularity. In Section 3 the concept of strict conservativeness is intro-
duced and its consequences for the existence of a Poisson structure are developed
for general n-dimensional flows. To conclude, in Section 4 a theory of weak conser-
vativeness for planar flows is outlined.
2 Characterizing Poisson structures around a zero-
Hopf singularity
In a neighborhood of a regular point, due to the Flow-Box Theorem, any analytic
vector field is both Poisson and conservative. Hence, from the local point of view, we
shall restrict ourselves to neighborhoods of singular points. In agreement with the
result in [1], in this section we shall focus on 3-d Poisson systems that we shall name
generic: given a 3 × 3 structure matrix of constant rank 2 in the domain Ω ⊂ R3,
such Poisson structure is called generic if there exists one Casimir invariant globally
defined in Ω. (Note that in some cases, often related to non-holonomic dynamics,
it is possible that a 3-d Poisson structure of constant rank 2 in Ω is not generic in
such domain, see [4]-[7], [24] and references therein for further details).
The following preliminary result is required:
Lemma 4. An analytic vector field Y in an open set Ω ⊆ R3 is a generic Poisson
system if and only if it is analytically completely integrable in Ω. In such case it can
be written as Y(x) = η(x) (∇H2(x) × ∇H1(x)) where H1 and H2 are independent
first integrals and η is an inverse Jacobi multiplier of Y. If η is a constant then
div(Y) ≡ 0.
Proof. Clearly in Ω ⊆ R3 any generic Poisson system is analytically completely
integrable since it possesses two functionally independent analytic first integrals in
Ω, namely the Hamiltonian and one Casimir.
Conversely, assume that Y has two analytic independent first integrals H1 and
H2 in Ω. Then it is obvious that it can be written as Y(x) = η(x) (∇H2(x)×∇H1(x))
where x ∈ Ω, ∇Hi is the gradient of Hi, η is an analytic scalar function in Ω and
the symbol × denotes the cross product in R3. It is straightforward to check that
actually such a Y is a Poisson vector field with Hamiltonian H1 and structure matrix
J (x) = η(x)

 0 ∂x3H2(x) −∂x2H2(x)−∂x3H2(x) 0 ∂x1H2(x)
∂x2H2(x) −∂x1H2(x) 0

 . (4)
Actually H2 becomes the Casimir of J .
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The fact that η(x) is an inverse Jacobi multiplier of Y can be easily checked by
direct evaluation.
The last sentence of the lemma follows from div(∇H2(x)×∇H1(x)) ≡ 0. 
Remark 5. It is worth emphasizing that the singular points x0 ∈ Ω ⊂ R3 where
the Poisson vector field vanishes have a special nature. More specifically, since
the rank of the structure matrix is assumed to be constant and equal to 2, we
have J (x0) 6= 0. Therefore, we focus on the points where ∇H(x0) = 0, namely
on the critical points of the Hamiltonian. In the particular case of Ω ⊂ R3 and
after diffeomorphically reducing the system to the Darboux canonical form, it can
be seen that the eigenvalues associated to the singularity only can be of the form
either {0,±λ} or {0,±iω}, with both λ and ω real numbers. In the particular case
ω 6= 0 the singularity is called a zero-Hopf singular point. Consequently, this is the
generic singularity that can be found in a neighborhood of phase-space completely
foliated by periodic orbits.
The previous lemma allows developing the next result.
Theorem 6. Let Y be an analytic vector field in a sufficiently small neighborhood
Ω ⊆ R3 of a zero-Hopf singularity at (x1, x2, x3) = (0, 0, 0) and assume it has an
analytic first integral D with ∂x3D(0, 0, 0) 6= 0 in Ω. Define the 1-parameter family
of planar vector fields Zh = Y|{D=h} as the restrictions of Y to the level sets {D = h}
of D with |h| sufficiently small. If Y is a generic Poisson system in Ω then Zh has
a branch of nondegenerate center singularities emerging from the origin at h = 0.
The converse is also true if Zh has a family of first integrals depending analytically
on h.
Proof. Since the origin is a zero-Hopf singularity of Y , its linear part has associ-
ated eigenvalues {0,±iω} with i2 = −1 and ω ∈ R\{0}. Performing a linear change
of variables and rescaling the time to set ω = 1 we write the linear part of Y into
real Jordan canonical form, that is,
Y = (−x2 + F1(x))∂x1 + (x1 + F2(x))∂x2 + F3(x)∂x3
where the Fj are real analytic functions in Ω only possessing nonlinear terms. Since
the linear part of Y has two independent first integrals x3 and x21 + x22 it is clear
that D can be chosen in the form D(x) = x3 + · · ·, where the dots denote higher
order terms. Then the analytic diffeomorphism Φ = (Id2, D) in Ω (where Id2 is the
identity in R2) is tangent to the identity and
Φ∗Y = (−y2 + Fˆ1(y))∂y1 + (y1 + Fˆ2(y))∂y2
where Fˆi are analytic nonlinear terms. By construction it is clear that
Zh = (−y2 + Fˆ1(y1, y2, h))∂y1 + (y1 + Fˆ2(y1, y2, h))∂y2
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is an analytic family of vector fields defined in a neighborhood of the origin in R2
and with parameter values of h close to zero. We emphasize that Zh has a branch
of singularities (y∗1(h), y
∗
2(h)) emerging from (y
∗
1(0), y
∗
2(0)) = (0, 0) with associated
eigenvalues (λ1(h), λ2(h)) and (λ1(0), λ2(0)) = (i,−i). Clearly the above singulari-
ties are monodromic for |h| sufficiently small.
We now make use of the assumption that Y is a generic Poisson vector field in
Ω. Then Y has an analytic first integral H in Ω functionally independent of D.
Clearly this additional first integral can be selected as H(x) = x21 + x
2
2 + · · · and
the orbits near the origin of Y are closed since they are the intersection of the level
sets of H and D(x) = x3 + · · ·. Thus this H exists if and only if (y∗1(h), y∗2(h)) is a
branch of center singularities of Zh and we prove the first part of the theorem.
Conversely, we assume that Zh has the branch (y∗1(h), y∗2(h)) of nondegenerate
center singularities. Therefore Zh possesses a family of first integrals Hˆ(x1, x2; h) =
x21 + x
2
2 + · · · analytic at (x1, x2) = (0, 0) for any admissible h. Furthermore, if
additionally Hˆ is analytic at h = 0 then function H(x) = Hˆ(x1, x2;D(x)) = x
2
1 +
x22+ · · · is an analytically first integral of Y . Therefore Y is analytically completely
integrable in a sufficiently small neighborhood Ω and from Lemma 4 it is a Poisson
system in Ω. 
Remark 7. It is interesting to note that from the Poincare´-Dulac normal form
theory there is an analytic diffeomorphism Ψ near the origin such that, when Zh
has a center at the origin then Ψ∗Zh becomes the vector field:
Ψ∗Zh = −z2(1 + f(z21 + z22 , h))∂z1 + z1(1 + f(z21 + z22 , h))∂z2
with f(0, h) = 0. Moreover, this is a classical Hamiltonian vector field with Hamil-
tonian function:
Hˆ(z1, z2; h) =
1
2
(
z21 + z
2
2 + Gˆ(z
2
1 + z
2
2 ; h)
)
, with Gˆ(w; h) =
∫
f(w, h)dw.
In short, Ψ∗Zh = (−∂z2Hˆ)∂z1 + (∂z1Hˆ)∂z2 which is the planar reduction of the
Darboux canonical form of the Poisson system Y of Theorem 6.
Remark 8. Observe that, from the Implicit Function Theorem, under the con-
ditions of Theorem 6 there is an analytic function φ(x1, x2, h) defined in a neigh-
borhood U of the point (x1, x2, h) = (0, 0, 0) such that φ(0, 0, 0) = 0 and satis-
fies D(x1, x2, φ(x1, x2, h)) ≡ h in U . Then, since Y = (−x2 + F1(x))∂x1 + (x1 +
F2(x))∂x2 + F3(x)∂x3 , it follows that the reduced vector field Zh of Theorem 6 is
Zh = (−x2 + F1(x1, x2, φ(x1, x2, h)))∂x1 + (x1 + F2(x1, x2, φ(x1, x2, h)))∂x2 . Clearly
in practice we do not have the explicit expression of φ but we can compute enough
terms of the Taylor expansion of φ at (x1, x2) = (0, 0). This expansion will permit us
to calculate a sufficiently large string of Poincare´-Liapunov constants associated to
the branch of monodromic nondegenerate singularities (x∗1(h), x
∗
2(h)) of the vector
field Zh in an algorithmic way and try to solve the associated center-focus problem.
2.1 Example: 3D Lotka-Volterra system
Let us now consider the quadratic Lotka-Volterra family:

x˙1 = x1(λ1 + cx2 + x3)
x˙2 = x2(λ2 + x1 + ax3)
x˙3 = x3(λ3 + bx1 + x2)
(5)
These are models of common use in mathematical biology for the description of
population interactions. In addition equations (5) are of the Poisson type [28].
Using the Darboux’s integrability theory it is easy to check that the full family
possesses the inverse Jacobi multiplier V (x) = x1x2x3. Hence (5) is a conservative
family with strictly positive measure in Ω = {x ∈ R3 : xi > 0}. On the other hand
divY ≡ 0 if and only if λ1 + λ2 + λ3 = 0 and a = b = c = −1. Furthermore (5) has
a first integral of the form I1(x) = x
1/c
1 x
b
2x
−1
3 when
abc = −1 , λ3 = λ2b− λ1ab. (6)
Now we will use the classical procedure to obtain the additional first integral I2(x)
of (5) using V (x) and I1(x). More specifically we compute a planar system after
restricting (5) to the level sets {I1(x) = h}. This can be done substituting x3 =
x
1/c
1 x
b
2/h into the two first components of (5) yielding
x˙1 = x1(λ1 + cx2 + x
1/c
1 x
b
2/h), x˙2 = x2(λ2 + x1 + ax
1/c
1 x
b
2/h).
This planar system has the inverse Jacobi multiplier
v(x1, x2) = V (x)∂x3I1(x1, x2, x
1/c
1 x
b
2/h) = −hx1x2
from where we can obtain the first integral I(x1, x2; h) of it having the form
I(x1, x2; h) = −x1 + cx2 − ac
h
x
1/c
1 x
b
2 − λ2 log x1 + λ1 log x2.
Therefore I2(x) = I(x1, x2; I1(x)) = −x1 + cx2 − acx3 − λ2 log x1 + λ1 log x2. We
have proved that (5) under the parameter restrictions (6) is analytically completely
integrable in the domain Ω, hence it is a Poisson system.
In fact we have that the Casimir invariant is D(x) = I1(x), the Hamiltonian
function is
H(x) = abx1 + x2 − ax3 + λ3 ln x2 − λ2 ln x3 (7)
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which can be easily deduced from I1 and I2 and the structure matrix is
J (x) =

 0 cx1x2 bcx1x3−cx1x2 0 −x2x3
−bcx1x3 x2x3 0

 .
2.2 Example 1 of Theorem 6
Consider a vector field having a zero-Hopf singularity at the origin. System
x˙1 = −x2,
x˙2 = x1 + ax
2
1 + bx1x3,
x˙3 = cx1x2 + dx2x3.
(8)
corresponds to case (i) in Theorem 1.4 of [18]. Note that system (8) has the analytic
first integral
D(x) = x3 + · · · =
{
c
d2
+
(− c
d2
+ c
d
x1 + x3
)
edx1 , if d 6= 0,
x3 +
c
2
x21, if d = 0.
(9)
Therefore ∂x3D(0, 0, 0) = 1 6= 0 and the level sets {x ∈ Ω : D(x) = h} of D are
given by the graph of a function x3 = φ(x1; h). Hence the restriction of the vector
field (8) to the level sets {D = h} is Zh whose expression is
x˙1 = −x2,
x˙2 = x1 + ax
2
1 + bx1φ(x1; h).
(10)
We note that since φ(0; h) = h, the eigenvalues at the origin of this planar family are
±i√1 + bh and therefore are pure imaginary for small values of |h|. Additionally,
for such values of h, family (10) has a center at the origin because it is a Hamiltonian
family. Since the Hamiltonian depends analytically on h near h = 0 then, using
Theorem 6 we deduce that family (8) has a Poisson structure around the origin.
We will complete this example by explicitly showing the Poisson structure of
(8). First we compute the function
φ(x1; h) =
{ 1
d2
(c+ e−dx1(−c+ d2h)− cdx1), if d 6= 0,
h− cx21
2
, if d = 0.
Then the Hamiltonian Hˆ(x1, x2; h) of (10) is
Hˆ =


1
6d4
(e−dx1(−6b(c− d2h)(1 + dx1)− d2edx1(bcx21(3− 2dx1)+
d2(x21(3 + 2ax1) + 3x
2
2)))), if d 6= 0,
− 1
24
x21(12 + 12bh+ 8ax1 − 3bcx21)− 12x22, if d = 0.
8
Now we have the first integral H(x) = Hˆ(x1, x2, D(x)) of (8) given, up to a multi-
plicative constant, by
H(x) =


bc(−6 + d2x21(3 + 2dx1))− d4(x21(3 + 2ax1) + 3x22)+
6bd2(1 + dx1)x3, if d 6= 0,
−12x22 − x21(8ax1 + 3(4 + bcx21 + 4bx3)), if d = 0.
Let X be the associated vector field to (8). It follows that there exists a scalar
function η : Ω → R such that X (x) = η(x) (∇H(x)×∇D(x)) where x ∈ Ω. From
the explicit expressions of D(x) and H(x), direct calculations yield
η(x) =
{
− e−dx1
6d4
, if d 6= 0,
− 1
24
, if d = 0.
(11)
Finally we obtain that (8) is a Poisson system with Hamiltonian H and structure
matrix J (x) which comes from (4) with H2 = D, that is,
J (x) = − 1
24

 0 1 0−1 0 cx1
0 −cx1 0


when d = 0 and
J (x) = 1
6d4

 0 1 0−1 0 cx1 + dx3
0 −cx1 − dx3 0


if d 6= 0.
2.3 Example 2 of Theorem 6
The quintic family
x˙1 = P (x1, x2, x3),
x˙2 = x1 +B2x1x2(−x21 + x3), (12)
x˙3 = 2x1P (x1, x2, x3)
with P (x1, x2, x3) = −x2 − Cx1x2 + B1(x21 + x22)(−x21 + x3) has a zero-Hopf point
at the origin and the first integral D(x) = x3 − x21. Then the reduced vector field
Zh to the level sets {D = h} is given by the planar quadratic family
x˙1 = −x2 − Cx1x2 +B1h(x21 + x22),
x˙2 = x1 +B2hx1x2
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having a singularity at the origin with eigenvalues ±i. Therefore, the conditions
under which the origin becomes a center for family Zh are well known, see the sem-
inal papers [22, 23] and [2]. In short, Zh has a center for all h if and only if either
B1 = 0 or C = 0, in which case there is an analytic first integral Hˆ(x1, x2; h) at
(x1, x2) = (0, 0) for each h. We observe that the former center cases are not always
Hamiltonian (this situation only appears when C = 2B1+B2 = 0). Consequently, if
B1C 6= 0 then family (12) does not have a generic Poisson structure in any domain
Ω ⊂ R3 containing the origin.
In the analysis of the first center strata we let B1 = 0. If B2 = 0 then Zh = Z0
is independent of h so the first integral Hˆ(x1, x2) is also independent. When B2 6= 0
then (see [31])
Hˆ(x1, x2; h) = (1 + Cx1)
2B2
2
h2(1 +B2hx2)
2C2 exp [−2B2Ch(B2hx1 + Cx2)] .
The second center strata will be analyzed with parameter restrictions B1 6= 0 and
C = 0. If moreover B2 6= 0 then (see again [31])
Hˆ(x1, x2; h) = [−B2 − B1(2B21 − 3B1B2 +B22)h2x21 − 2B1B2hx2 +
B21(−2B1 +B2)h2x22] (1 +B2hx2)−
2B1
B2 ,
whereas when B2 = 0 then
Hˆ(x1, x2; h) = (x
2
1 + x
2
2) exp(−2B1hx2).
We note that in any center case the first integral Hˆ(x1, x2; h) is analytic with respect
to h at h = 0. Therefore, from Theorem 6 we conclude that family (12) has a Poisson
structure around the origin if and only if B1C = 0. In fact, the explicit construction
of the Hamiltonian H(x) and structure matrix J (x) can be done in a way analogous
to that of family (8).
2.4 Example 3 of Theorem 6
The polynomial family of sixth degree
x˙1 = P (x1, x2, x3),
x˙2 = Q(x1, x2, x3), (13)
x˙3 = 2(x1P (x1, x2, x3) + x2Q(x1, x2, x3))
with P (x1, x2, x3) = −x2+Ax21+Bx1x2+Cx32+x31x3−x31x22−x51 and Q(x1, x2, x3) =
x1+Fx
2
1+Ex
2
2 − x31x2 − x1x32+ x1x2x3 has a zero-Hopf point at the origin and the
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first integral D(x) = x3−x21−x22. Then the reduced vector field Zh to the level sets
{D = h} is given by the planar cubic family
x˙1 = R(x1, x2;µ) = −x2 + Ax21 +Bx1x2 + hx31 + Cx32,
x˙2 = S(x1, x2;µ) = x1 + hx
2
1 + hx1x2 + Ex
2
2
having a singularity at the origin with eigenvalues ±i. We have defined the param-
eter vector µ = (h,A,B, C,E) ∈ I × R4 where I ⊂ R is a small neighborhood of
the origin.
We claim that family Zh does not have a center at the origin for any parameter
value h ∈ I. To prove such claim we will see that the first focal value associated
to the origin of Zh is not identically zero for any h ∈ I. We briefly recall here
the theory of focal values, see for example [30]. Using the complex coordinate
z = x1 + ix2 ∈ C with i2 = −1, any planar family Zh can be written in the form
z˙ = iz + F (z, z¯;µ) where z¯ = x1 − ix2 and F (z, z¯;µ) = R
(
1
2
(z + z¯), i
2
(z¯ − z);µ)+
iS
(
1
2
(z + z¯), i
2
(z¯ − z);µ). Finally we complement this complex differential equation
with its complex conjugate. Denoting by w = z¯ we arrive at the complex polynomial
system
z˙ = iz + F (z, w;µ), w˙ = −iw + F¯ (z, w;µ). (14)
Now we define the focus quantities gj(µ) ∈ R[µ] as those polynomials such that
Xµ(H) =
∑
j≥1 gj(µ)(zw)
j+1 where Xµ = (iz+F (z, w;µ))∂z+(−iw+ F¯ (z, w;µ))∂w
is the complex vector field in C2 and H(z, w;µ) = zw + · · · ∈ C[[x, w]] is a formal
power series. It is known that Zh∗ has a center at the origin for a specific parameter
value µ = µ∗ if and only if gj(µ
∗) = 0 for all j ∈ N. Performing computations
we find that g1(µ) =
1
4
[(AB) + (3 − 2A − E)h − h2]. Since for every parameter
combination we have g1(µ) 6≡ 0 for arbitrary h ∈ I we prove that family Zh cannot
have a center at the origin for any h ∈ I and therefore, from Theorem 6 we know
that family (13) has no generic Poisson structure around the origin.
3 Conservativeness and Poisson structure
First of all, notice that there exist conservative planar vector fields that do not
have a Poisson structure and do not describe physically conservative dynamics. For
example, the linear system
x˙1 = −x2 + µx1, x˙2 = x1 + µx2 (15)
with µ 6= 0, has a focus at the origin and non-negative inverse Jacobi multiplier
V (x1, x2) = x
2
1+x
2
2. Therefore system (15) is conservative in Ω = R
2, which clearly
does not correspond to a conservative flow in direct physical terms. Moreover this
system is not of Poisson type since it does not have an analytical first integral in
any neighborhood of the origin.
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This situation is not exceptional. For instance, in [3] the following example
appears. System
x˙1 =
1
2
[−x2 + x1(1− x21 − x22)], x˙2 =
1
2
[x1 + x2(1− x21 − x22)], x˙3 = x3
has the inverse Jacobi multiplier V (x) = (x21 + x
2
2)
2 in Ω = R3. Since V is non-
negative it is clear that the system is conservative in R3. The eigenvalues of the lin-
earization at the origin are {1
2
(1±i), 1} and therefore, see Remark 5, the system has
not a Poisson structure in a neighborhood of the origin. We note that additionally
the system also possesses another inverse Jacobi multiplier V2(x) = x3 which implies
the existence of the rational first integral I1(x) = V2(x)/V1(x) = x3/(x
2
1 + x
2
2)
2 not
well defined at the origin.
These examples suggest that the formal definition of conservative flow is not
sufficiently restrictive from the most standard physical perspective. However, this
difficulty can be overcome in very simple terms just by imposing that the Jacobi
multiplier be strictly positive (or strictly negative, since −V is an inverse Jacobi
multiplier if and only if V is). It is clear that system (15) has a positive inverse
Jacobi multiplier if and only if µ = 0 and thus the origin is a center and the flow
becomes Hamiltonian. This simple example reflects what is going to be the actual
general situation in the two-dimensional case.
Definition 9. A conservative vector field is strictly conservative if it has a strictly
positive invariant measure, that is, satisfying (2) with V > 0 in Ω.
The trivial examples of strictly conservative systems are the divergence free
systems, see Lemma 2. The next theorem connects the property of being strictly
conservative with the existence of a Poisson structure depending on the phase space
dimension.
Theorem 10. Let Y be a smooth vector field in Ω ⊆ Rn. Then:
(i) In the case n = 2, if Y is strictly conservative with smooth invariant measure
in a simply-connected domain Ω then it is a Poisson vector field in Ω.
(ii) Let V be an inverse Jacobi multiplier of Y in Ω ⊆ R2. Then the zero-set
V −1(0) ⊂ Ω is an invariant curve that induces a natural partition of Ω into
m disjoint invariant domains Ωi with boundaries ∂Ωi ⊂ V −1(0) such that
∪mi=1∂Ωi = V −1(0). Provided Ωi is simply connected, the restricted field Y|Ωi
is a Poisson system orbitally equivalent to the Darboux canonical form which
can be constructed globally in Ωi.
(iii) In the case n = 3, if Y is strictly conservative in Ω it is not necessarily a
generic Poisson vector field in Ω.
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Proof. In the planar case (i), if the smooth vector field Y = P (x1, x2)∂x1 +
Q(x1, x2)∂x2 is strictly conservative in Ω ⊂ R2 with a smooth invariant measure
given by dx1dx2/V (x1, x2) then we can construct a first integral H of Y in Ω as the
line integral
H(x1, x2) =
∫ (x1, x2)
(x0
1
, x0
2
)
P (x1, x2) dx2 −Q(x1, x2) dx1
V (x1, x2)
(16)
along any curve connecting an arbitrarily chosen point (x01, x
0
2) and the point (x1, x2)
in Ω. We remark that this line integral might not be well-defined if Ω is not simply-
connected, which is not our case. Also, clearly, since V > 0 and smooth in Ω we
find that H is smooth in Ω, and consequently Y is a Poisson vector field in Ω (see
[10] for the last sentence). This proves statement (i).
The proof of (ii) is constructive. First we recall that since V satisfies Y(V ) =
V divX it is obvious that the zero-set V −1(0) ⊂ Ω is an invariant curve of Y .
Therefore the induced partition {Ωi}mi=1 of Ω is formed by disjoint invariant domains
Ωi with boundaries ∂Ωi ⊂ V −1(0) and ∪mi=1∂Ωi = V −1(0).
In what follows we restrict the analysis to one single simply connected Ωi. Since
Ωi 6⊂ V −1(0) the planar vector field Y = P (x1, x2)∂x1 + Q(x1, x2)∂x2 is strictly
conservative in Ωi. Then it follows that div(Y/V ) ≡ 0 in the set Ωi. Since Ωi is
simply connected, there exists a smooth function H : Ωi → R given by (16) such
that Y/V is a Hamiltonian vector field in Ωi with Hamiltonian H . This induces the
noncanonical Poisson structure of Y in Ωi in terms of Hamiltonian H and structure
matrix
J (x1, x2) = V (x1, x2)
(
0 1
−1 0
)
. (17)
This completes the proof of (ii).
To prove (iii) a counterexample can be used in dimension n = 3. We will show a
vector field Y in a sufficiently small neighborhood Ω ⊂ R3 of a zero-Hopf singularity
at the origin such that Y is strictly conservative in Ω but it is not a generic Poisson
vector field in Ω. Let us consider the quadratic family of vector fields in R3
x˙1 = −x2,
x˙2 = f(x1, x3) + x2g(x1, x3),
x˙3 = F (x1, x2, x3),
(18)
where f(x1, x3) = x1+a0x
2
1+a1x1x3+a2x
2
3, g(x1, x3) = b0x1+b1x3 and F (x1, x2, x3) =
c0x
2
1+c1x
2
2+c2x
2
3+c3x1x2+c4x1x3+c5x2x3 being ai, bi, ci ∈ R the parameters of the
family. It can be seen that div(Y) ≡ 0 and consequently Y is strictly conservative
in Ω (see Lemma 2) if and only if
b0 + c4 = b1 + 2c2 = c5 = 0. (19)
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We consider Yˆ = −x2∂x1 + (f(x1, x3) + x2g(x1, x3))∂x2 + F (x1, x2, x3)∂x3 , the
three-dimensional vector field formed by the first components of (18). Using Theo-
rem 1.5 of [18], we know that there is a neighborhood Uˆ of the origin in R3 completely
foliated by periodic orbits of Yˆ , including continua of equilibria as trivial periodic
orbits, if and only if one of the following parameter conditions hold:
(A) f(x1, x3) = x1 + a0x
2
1 + a1x1x3, g(x1, x3) ≡ 0 and F (x1, x2, x3) = c3x1x2 +
c5x2x3;
(B) f(x1, x3) = x1 + a0x
2
1 + a2x
2
3, g(x, z) ≡ 0 and F (x1, x2, x3) = c3x1x2 + c5x2x3;
(C) f(x1, x3) = x1, g(x1, x3) = b0x1 and F (x1, x2, x3) = c0x
2
1 + c3x1x2 − c0x22 +
c4x1x3+c5x2x3 with the parameter restriction b0c0c4−c0c24−c3c4c5+c0c25 = 0;
(D) f(x1, x3) = x1 + a1x1x3, g(x1, x3) = b0x1 and F (x1, x2, x3) = c3x1x2 + c4x1x3;
(E) f(x1, x3) = x1 + a1x1x3 + a2x
2
3, g(x1, x3) ≡ 0 and F (x1, x2, x3) = c3x1x2 +
c5x2x3.
On the other hand, in [14] it is proved that Uˆ exists if and only if Yˆ is completely
analytically integrable, that is, there are two independent analytic first integrals
in Uˆ . Now it is easy to check that there are vector fields Yˆ satisfying (19) that
do not satisfy any of the conditions (A-E). The counterexample follows by taking
one of these vector fields and Ωˆ ⊂ Uˆ , since generic Poisson vector fields in Uˆ are
in particular completely analytically integrable in Uˆ . This proves part (iii). This
completes the proof of statement (iii). 
Remark 11. Let x∗ ∈ ∂Ωi ⊂ V −1(0) be a point of the boundary of Ωi. Observe
that the rank of the Poisson structure matrix (17) vanishes on x∗. Accordingly,
the Darboux canonical form is not defined on such boundary, since there is no
constant-rank neighborhood of x∗. At the same time, it is worth recalling that the
line integral defining the Hamiltonian H in (16) is not defined on any neighborhood
of x∗ due to the vanishing of V on such point.
Remark 12. Under the same hypotheses of statement (ii) of Theorem 10, if some
Ωi is not simply connected then the same construction is valid for every simply
connected subdomain of it. This implies that Ωi can be fully decomposed as the
union of simply connected subdomains on which the Darboux canonical form can
be globally constructed.
3.1 Example: Poisson structure of the quadratic isochronous
centers
An isolated singular point of Y is said to be a center if every orbit in a punctured
neighborhood of it is a periodic orbit. Additionally, it is said to be an isochronous
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center if every periodic orbit in such a neighborhood has the same period. For the
class of planar quadratic vector fields having an isochronous center at the origin,
Loud proved in [26] that after a linear change of coordinates and a constant time
rescaling the system can be brought into four canonical forms. Use of statements
(i) and (ii) of Theorem 10 can be made in a similar way on the four isochronous
cases in order to construct their Poisson structure and invariant measures. For the
sake of illustration only one of them will be analyzed here. For this purpose the
following isochronous system Y is chosen:
x˙1 = −x2 − 4
3
x21, x˙2 = x1
(
1− 16
3
x2
)
. (20)
In [11] it is found the inverse Jacobi multiplier V (x1, x2) = (3−16x2)(9−24x2+32x21).
The set V −1(0) is composed by one straight line and one parabola which do not
intersect. Thus Ω = R2 has the natural partition given by Ω1 = {(x1, x2) ∈ Ω :
9 − 24x2 + 32x21 < 0}, Ω2 = {(x1, x2) ∈ Ω : 3 − 16x2 < 0 < 9 − 24x2 + 32x21} and
Ω3 = {(x1, x2) ∈ Ω : 3 − 16x2 > 0}. From the previous discussion it is found that
(20) is a Poisson vector field in each Ωi with the same structure matrix
J (x1, x2) = (3− 16x2)(9− 24x2 + 32x21)
(
0 1
−1 0
)
.
and Hamiltonian
H(x1, x2) =
1
384
log
| − 3 + 16x2|
(18 + 64x21 − 48x2)2
obtained after evaluation of the line integral (16). As anticipated in Remark 11, the
structure matrix J becomes singular on V −1(0) = ∪3i=1∂Ωi and, in addition, H is
smooth on each Ωi but it is not defined on V
−1(0).
Remark 13. Let Y be a smooth Poisson vector field in Ω ⊆ Rn with constant rank
r. Then for every x0 ∈ Ω there is a neighborhood Ω0 ⊂ Ω of x0 and a smooth
diffeomorphism Φ in Ω0 such that Φ∗Y is written in the Darboux canonical form,
hence as a Poisson system with symplectic structure matrix S(n,r) of dimension n
and rank r. Since Darboux theorem is not constructive, sometimes in practice [19]-
[21] only a more general structure matrix η S(n,r) can be reached for Ψ∗Y under a
different diffeomorphism Ψ. In this case an additional time rescaling is required to
complete the Darboux reduction. Now it is easy to check that function η : Ω0 → R
is just an inverse Jacobi multiplier of the Darboux canonical form (1/η)Ψ∗Y . This
implies that V = η/JΨ is an inverse Jacobi multiplier of the original Poisson system
Y according to Proposition 3.
15
4 A theory of weak conservativeness
Non-smooth differential systems are natural models in many branches of science
such as mechanics, electromagnetic theory, automatic control, etc (see for instance
[12, 13, 25]). Therefore we conclude by generalizing the previous planar theory
to vector fields with less regularity. The first step is to extend the definition of
inverse Jacobi multiplier for a planar vector field Y as weak solutions of the partial
differential equation (3). In this section we will restrict ourselves to C1 vector fields
Y = P (x, y)∂x + Q(x, y)∂y defined on simply connected domains Ω ⊂ R2 having
smooth boundary ∂Ω.
The well known test functions will be used to introduce the forthcoming Defini-
tion 14 which is our definition of weak solution of the partial differential equation
(3) defining the classical (hence C1) inverse Jacobi multipliers. Recall that a func-
tion ϕ : Ω → R is called test function if ϕ ∈ C1(Ω) and there is a compact set
K ⊂ Ω such that the support of ϕ is included in K. The linear space of all the test
functions in Ω is denoted by D(Ω).
Definition 14. A function W : Ω ⊂ R2 → R is a weak inverse Jacobi multiplier
in Ω of the vector field Y = P (x, y)∂x + Q(x, y)∂y with integrable divergence in Ω
provided W is integrable in Ω and verifies∫
Ω
W [Y(ϕ) + 2ϕ divY ] dxdy = 0,
for all ϕ ∈ D(Ω).
The next result gives a relationship between inverse Jacobi multipliers in the
plane and weak inverse Jacobi multipliers.
Theorem 15. Let V : Ω ⊂ R2 → R and Y a vector field in Ω both C1(Ω). Then V
is a weak inverse Jacobi multiplier of Y in Ω if and only if it is an inverse Jacobi
multiplier.
Proof. Let V be an inverse Jacobi multiplier of Y in Ω. Consequently we have∫
Ω
[Y(V )− V divY ] ϕ dxdy = 0 , (21)
for every ϕ ∈ D(Ω). Now taking into account the identities
PVxϕ = (PV ϕ)x − (Pϕ)xV , QVyϕ = (QV ϕ)y − (Qϕ)yV ,
the integrand of (21) can be rewritten in the form
[Y(V )− V divY ] ϕ = (PV ϕ)x + (QV ϕ)y − V {ϕ divY + div[ϕY ]}
= div[V ϕY ]− V {ϕ divY − div[ϕY ]} .
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Due to the additivity of the integral, equation (21) becomes
∫
Ω
div[V ϕY ] dxdy −
∫
Ω
V {ϕ divY + div[ϕY ] dxdy = 0 , (22)
for every ϕ ∈ D(Ω). The first integral of the previous expression vanishes. To see
this, Green’s theorem on the plane can be applied as follows
∫
Ω
div[V ϕY ] dxdy =
∫
∂Ω
−V ϕQ dx+ V ϕP dy =
∫
∂Ω
V ϕ[P dy −Q dx] = 0 ,
where in the last step we have used the fact that ϕ ∈ D(Ω) and therefore ϕ(x, y) = 0
for all (x, y) ∈ ∂Ω. To conclude, after rearrangement of the second integral in (22),
equation (22) becomes
∫
Ω
V [Y(ϕ) + 2ϕ divY ] dxdy = 0 .
Then V is a weak inverse Jacobi multiplier after Definition 14, thus concluding the
proof in one sense.
Now if V is C1(Ω) then the converse holds by reversing the previous steps. The
proof is thus complete. 
4.1 Piecewise Ck weak inverse Jacobi multipliers
The following definition is now introduced.
Definition 16. Let Ω ⊂ R2 be a domain with smooth boundary ∂Ω. A function
f : Ω → R is termed piecewise Ck with k ≥ 1 in Ω if there exists a smooth curve
γ ⊂ Ω such that Ω1∪Ω2∪γ = Ω, where γ = ∂Ω1∩∂Ω2 and f verifies f ∈ Ck(Ω1∪Ω2),
but f 6∈ C1(γ). Additionally, a planar vector field Y is piecewise Ck in Ω if both
components are piecewise Ck in Ω with respect to the same curve γ.
The forthcoming theorem will be useful in the context of weak inverse Jacobi
multipliers.
Theorem 17. Let Y be a planar vector field admitting a weak inverse Jacobi mul-
tiplier W piecewise C1 in Ω for the curve γ ⊂ Ω and W 6∈ C(γ). Then γ is an
invariant curve of Y.
Proof. Since W is a weak inverse Jacobi multiplier for Y in Ω we have
∫
Ω
W [ϕ˙+ 2ϕ divY ] dxdy =
2∑
i=1
∫
Ωi
Wi[ϕ˙+ 2ϕ divY ] dxdy = 0 , (23)
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for all ϕ ∈ D(Ω), where Wi = W |Ωi. Since Wi ∈ C1(Ωi), we can make use of the
identity
Wiϕ divY = div[WiϕY ]− ϕY(Wi)−WiY(ϕ) .
Since Y(Wi) = WidivY in Ωi, the previous identity can be written in Ωi as
2Wiϕ divY = div[WiϕY ]−WiY(ϕ) .
This allows writing (23) as
2∑
i=1
∫
Ωi
div[WiϕY ] dxdy = 0 . (24)
Applying Green’s theorem to the two previous integrals we have∫
Ωi
div[WiϕY ] dxdy =
∫
∂Ωi
Wiϕ(P dy −Q dx) = (−1)i+1
∫
γ
Wiϕ(P dy −Q dx) ,
where in the last step we use that by definition of test function in Ω it is ϕ(x, y) = 0
for all (x, y) ∈ ∂Ωi\γ for i = 1, 2. The factor (−1)i+1 takes into account the fact that
the line integral has an opposite sense of integration for ∂Ω1 and ∂Ω2. Therefore
condition (24) yields
∫
γ
(W1 −W2)ϕ(P dy −Q dx) = 0,
for all ϕ ∈ D(Ω). Since W 6∈ C(γ) we conclude that P dy − Q dx = 0 on γ.
Consequently γ is an invariant curve of Y . 
Remark 18. Some simple examples of weak inverse Jacobi multiplier W of Y in Ω
are listed below:
(i) Bounded piecewise C1 in Ω functions W with respect to a curve γ ⊂ Ω. If
additionally W |Ωi > 0 then 1/W is an invariant measure for Y in Ω.
(ii) Consider an inverse Jacobi multiplier V of Y in Ω and assume there is a curve
γ = V −1(0) that induces a partition Ω = Ω1 ∪ Ω2 ∪ γ, where γ = ∂Ω1 ∩ ∂Ω2,
with V |Ωi having opposite signs. Then W = |V | is a weak inverse Jacobi
multiplier of Y in Ω.
4.2 Example: Perturbing a non-smooth harmonic oscillator
As an instance of statement (i) of Remark 18, consider the mechanical model of
the non-smooth harmonic oscillator y¨ + 2 sign(y) = 0, see [9]. Taking y˙ = 2x, the
associated piecewise smooth vector field Y0 in the (x, y)-phase plane is given by Y+0
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if y > 0 and Y−0 when y < 0 where Y±0 = (∓1)∂x+2x∂y. Now we shall perturb Y0 as
follows: Y±ε = (∓1)∂x+(2x+εy)∂y. Define the semi-planes Ω+ = {(x, y) ∈ R2 : y ≥
0} and Ω− = {(x, y) ∈ R2 : y < 0}. It is direct to check that V ±(x, y) = exp(∓εx)
is an inverse Jacobi multiplier of Y±ε |Ω±, respectively. Now we define the piecewise
C1 function W with respect to the curve γ ≡ {y = 0} as W |Ω± = V ±. Notice that
γ is an invariant curve of Yε in agreement with Theorem 17. According to Remark
18, W is a weak inverse Jacobi multiplier of Yε in Ω = R2 and 1/W is an invariant
measure of Yε in Ω.
4.3 Example: general Poisson systems
Let us now consider an example of statement (ii) of Remark 18. As already recalled
along the article, a general planar Poisson system corresponds to the C∞ class and
has the form
dx
dt
= η(x1, x2)S(2,2) · ∇H(x1, x2) (25)
where S(2,2) is the 2× 2 symplectic matrix. As usual, assume the system is defined
in a domain Ω. The structure matrix J (x1, x2) = η(x1, x2)S(2,2) has constant rank
2 in Ω if and only if η does not vanish in Ω. In this case, as indicated in Remark 13
(see also references therein) it is possible to construct the Darboux canonical form
globally in Ω by means of a time reparametrization and the smooth function η is an
inverse Jacobi multiplier of the Darboux canonical form (which is now a classical
Hamiltonian flow). The opposite case arises (as mentioned in item(ii) of Remark 18)
provided there is a curve γ ≡ {(x1, x2) ∈ Ω : η(x1, x2) = 0} leading to a partition
Ω = Ω1 ∪ Ω2 ∪ γ, with γ = ∂Ω1 ∩ ∂Ω2, and η|Ωi having opposite signs. Now the
global Darboux reduction is not possible since J is not regular in Ω. Note that η
is still an inverse Jacobi multiplier (and now |η| is a weak inverse Jacobi multiplier)
of the Darboux canonical form in Ω, and such reduction can be now carried out
separately on each subdomain Ωi. From the point of view of time rescalings, in
each subdomain Ωi they will have opposite signs, namely in one subdomain the
direction of time will be inverted in the Darboux reduction, while in the other it
will not. Additionally, in this case γ is an invariant curve.
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