Atomic force microscopy is an exciting new single-molecule technique to add to the toolbox of protein (un)folding methods. However, detailed analysis of the unfolding of proteins on application of force has, to date, relied on protein molecular dynamics simulations or a qualitative interpretation of mutant data. Here we describe how protein engineering ⌽ value analysis can be adapted to characterize the transition states for mechanical unfolding of proteins. Single-molecule studies also have an advantage over bulk experiments, in that partial ⌽ values arising from partial structure in the transition state can be clearly distinguished from those averaged over alternate pathways. We show that unfolding rate constants derived in the standard way by using Monte Carlo simulations are not reliable because of the errors involved. However, it is possible to circumvent these problems, providing the unfolding mechanism is not changed by mutation, either by a modification of the Monte Carlo procedure or by comparing mutant and wild-type data directly. The applicability of the method is tested on simulated data sets and experimental data for mutants of titin I27.
A tomic force microscopy (AFM) and other forms of force spectroscopy have now been applied to the unfolding of a variety of proteins by mechanical force. Proteins with a range of function and overall structure (topology) have been studied, establishing the gross determinants of mechanical stability (1); it appears that proteins with a high mechanical strength often have a mechanical function, but this is not by any means an absolute rule. More significantly, proteins with certain arrangements of secondary structure, or topology, do seem to resist force better than others. For example, the ␤ sandwich fold, a motif in which the hydrophobic core is ''sandwiched'' between two ␤ sheets, appears to have a remarkably high mechanical stability and occurs frequently in contexts in which mechanical stability is required. Examples include the immunoglobulin-like domains from the giant muscle protein titin (2) and the intracellular matrix proteins tenascin (3) and fibronectin (4) . In contrast, proteins with all-␣ or mixed ␣͞␤ structure, such as the cytoskeletal protein spectrin (5) or the enzymes T4 lysozyme (6) and barnase (7) , unfold at substantially lower forces. It is important to note, however, that specific sidechain interactions have an important influence, because proteins with essentially the same arrangement of secondary structure unfold at different forces [compare titin I27 and I28 (8) , or fnIII domains from titin and tenascin (9) ]; thus, it is not the case that backbone hydrogen bonding is entirely responsible for mechanical strength, as has sometimes been suggested (10) .
Although such studies have been useful in understanding mechanical unfolding, and there is still much work to be done in this descriptive area, a more detailed understanding requires a higher-resolution experimental approach. Such an approach will also be able to test the unfolding mechanisms suggested by molecular dynamics simulations (10) (11) (12) . One such approach may be the use of fluorescent probes attached to the protein in a fluorescence resonance energy transfer experiment, combining single-molecule fluorescence and force measurements. However, although this experiment was first proposed some time ago (13) , it is technically challenging and has not yet been successfully attempted. A much simpler and possibly more powerful approach, which has already been extensively applied to bulk studies (14, 15) and is starting to be used in conjunction with mechanical unfolding experiments (16) (17) (18) (19) , is the use of mutant proteins to probe the importance of interactions in different parts of the protein structure along the folding͞unfolding pathway. Mechanical unfolding experiments are usually analyzed in terms of a simple two-state kinetic model incorporating the effect of force: from this model, it is possible to derive unfolding rate constants in the absence of force. Interpretation of such results requires some caution and necessitates a sensible choice of mutations, consideration of errors, and a quantitative method of interpreting the results in terms of structures along the folding route.
In this article, we critically assess the kinetic interpretation of mechanical unfolding data from proteins, with an emphasis on the comparison of mutants and extend the technique of ⌽ value analysis from bulk studies in chemical denaturant to mechanical unfolding. We examine the errors associated with the parameters determined by the two-state Monte Carlo method for interpreting mechanical unfolding data. It is found that the unfolding distance, x u and unfolding rate at zero force, k u 0 are strongly coupled, and that small errors in x u can cause large changes in the fitted k u 0 . Thus it is impractical to use a Monte Carlo approach in the conventional way to calculate rate constants. However, we show how this problem can be overcome when comparing mutant proteins with wild type.
Methods
Cloning and Expression of Proteins. Genes for titin I27 wild type and its V13A and L60A mutants were each assembled into an octameric tandem repeat as described previously (20) with a double cysteine tag on the C terminus to facilitate covalent attachment to the gold substrate. Protein expression and purification were done as before (7), and purified proteins were dialyzed into PBS (10 mM phosphate buffer, pH 7.0͞137 mM NaCl͞2.7 mM KCl) and used at a concentration of approximately 100 M. AFM Experiments. All AFM measurements were done by using a molecular force probe (MFP) (Asylum Research, Santa Barbara, CA) using gold-coated silicon nitride cantilevers (Thermomicroscopes, Sunnyvale, CA). The tips were calibrated in the experimental buffer by using the thermal fluctuations of the cantilever to determine the spring constant via the equipartition theorem (21) . The protein was adsorbed onto a gold-coated microscope slide by placing approximately 600 l of sample of protein on the slide for 10-15 min, after which any free protein was washed off and the remainder covered by a 600-l drop of PBS. Pulling experiments were done over the full instrumental range of pulling speeds (100-5,000 nm⅐s Ϫ1 ), and data were collected by using at least two different tips at each speed. A minimum of 40 unfolding events were recorded at each pulling speed for each experiment. Mean unfolding forces were calculated for each tip at each pulling speed and used to plot the ''dynamic force spectrum'' (force versus ln ) for each protein.
The standard deviation of the unfolding forces was approximately 15 pN (close to the thermal noise) at each pulling speed.
Two-State Model. Mechanical unfolding experiments are often described by a two-state model in which the protein adopts only a folded or unfolded state, with a single intervening transition state (see Fig. 1 ) (22, 23) . Following Bell (24) , it is assumed that a force f reduces the activation energy of unfolding by fx u , where x u is the distance along the reaction coordinate (end-to-end length) from the folded state to the transition state for mechanical unfolding. Refolding is never observed experimentally, presumably because the distance over which the protein must refold under force is too large (of the order of 100 Å). Thus the unfolding rate at force f may be written in terms of that at zero force as follows:
Here and are, respectively, the vibrational frequency and transmission coefficient of the transition state (from transitionstate theory), ␤ is (k B T) Ϫ1 as usual, ⌬G ‡ is the activation free energy for unfolding along this pathway at zero force, and k u 0 is the unfolding rate constant at zero force. § The elastic response, f(x), of the protein-cantilever system to a displacement x is already known from the experiment and is well approximated by that of a worm-like chain model (9, 25) with a persistence length of 3.5 Å.
Assuming the above dependence of unfolding rate on force, and of force on displacement, it is in principle possible to solve for the most probable unfolding force when a multimeric protein is pulled at a constant speed. Unfortunately, for a nonlinear elastic response such as the worm-like chain, the solution cannot be written down in closed form and must be found by numerical methods. A brief outline of the solution is given below, similar to the derivation by Evans and Ritchie (26) . If the probability of the protein being folded at any time t is p f (t), the change in probability with time is given by rate Eq. 2, which can be integrated to give the probability of remaining folded at time t (Eq. 3).
The probability of unfolding between time t and t ϩ dt, p u (f(t))dt, is then just the product of the probability of being folded given above and the probability of unfolding if folded during time dt, k u (f(t))dt, Eq. 4; this can be converted to an expression in terms of force by substituting dt ϭ Ϫ1 (Ѩx͞Ѩf)df (Eq. 5).
Maximizing Eq. 5 and substituting 1 gives the most probable unfolding force:
Because the force is present on both sides of the equation, it is not possible to solve it analytically, but an iterative numerical solution is feasible. Thus the parameters x u and k u 0 can be fitted to the data by changing their values to obtain optimal agreement between the unfolding forces given by Eq. 6 and the experimental values. An alternative numerical solution of the two-state model uses a Monte Carlo simulation (22) ; in principle, this is an equivalent solution, but it allows for the inclusion of additional effects in experiments involving multiple domains, such as the change in elastic compliance with contour length, which are not included in the solution given by Eq. 6. This method is described in detail elsewhere (22) .
A further complication in interpreting the experimental data is that the number of domains unfolding in each trace is different according to where the cantilever attaches to the protein, which has a significant effect on the expected unfolding force, arising from different force-loading rates and the fact that unfolding probability increases with the number of folded domains. The problem can be solved if all data are taken from pulls of the same number of domains, corresponding to the number used in the fitting procedure, although this has not been done here. However, because the aim is to compare wild-type and mutant proteins that have the same number of domains in the construct, any error due to number of unfolding events is the same for wild type and mutant, and the effects cancel out.
The two-state model is the minimal kinetic interpretation, and more complex schemes have been proposed, including the breaking of multiple ''bonds'' (27) and models in which the transition state changes at different pulling speeds (28) . However, unless the experimental data suggest that it is insufficient (such as by a change of slope in the force spectrum), the simplest model carries the lowest risk of over-interpretation.
Estimation of Errors. The probability density of the fitted x u and k u 0 was generated by running Monte Carlo simulations over a range § The correct value of the preexponential factor is not known for protein folding, thus it is not possible to calculate ⌬G ‡ directly from kinetics. , using 50 logarithmic increments in each dimension. The goodness of fit was estimated by calculating 2 for each pair of x u and k u 0 , as defined in Eq. 7, where the sum is over the N experimental data points (each point is the mean of all data collected using a particular cantilever); the standard deviation of the force measurements was approximated as 20 pN for all forces. 2 
If the errors are normally distributed, the probability of the data set for a given set of parameters is given by p(x u , k u ) ϰ exp(Ϫ 2 ͞2). The probability density was approximately normalized by using a bootstrap Monte Carlo procedure: samples of (f, ln ) data points of the same size as the original set were chosen from the experimental data with replacement, and best fit parameters were generated for each sample. The probability density was adjusted by using the distribution of these fitted parameters. The bootstrap procedure was also used to estimate the standard deviation on the best fit x u and k u 0 .
Results and Discussion
Interpreting Mutant Data in Terms of Transition-State Structure:
⌽ Value Analysis. The application of a protein engineering approach to protein folding has proved very useful for characterizing the transition states (15) and intermediates (29) along the protein folding pathway in bulk experiments using chemical denaturant. This method can be extended to interpreting the structure of transition states for mechanical unfolding as described here. If only conservative mutations are made, such that the mutation is unlikely to change the protein structure, it is possible to interpret mutations in terms of transition state structure. Such mutations should conserve the chemical nature of the residue (i.e., polar nature, hydrophobicity) and not introduce any new interactions (e.g., steric effects); typically they involve the deletion of methyl groups from buried hydrophobic side chains. For this type of mutation, the change in energy of the transition state is related to the degree of native structure formation in the vicinity of the mutated residue. This idea has been formalized by means of ⌽ values (14, 30) . ⌽ is defined as the ratio of the loss of stability of the transition state ( ‡) and native state (N) on mutation [using the denatured state (D) as the reference],
It is a measure of structure formation in the transition state on a scale from 0 (fully unformed) to 1 (fully formed), relative to the denatured state. Notably, a partial value of ⌽ in a bulk experiment could mean that a residue forms only some of its native interactions in the transition state, or that there are alternative transition states in which it is formed or unformed. However, because AFM is a single molecule experiment, a partial ⌽ value can be interpreted only as partial structuring. Even if the ⌽ values are calculated by using data averaged over many single-molecule experiments (as would normally be the case), this advantage is not lost. A single pathway can still be inferred if the distribution of unfolding forces (corresponding to unfolding rates) at each speed is unimodal, and if the width of the distribution of forces is consistent with a two-state model (31) . The value of ⌬⌬G D-N , the change in stability on mutation, can be measured in bulk by a variety of means, and for most proteins inclusion in a multimeric construct does not change the stability (although this should be verified) (7) and is certainly unlikely to change ⌬⌬G. Of course, it is likely that the mechanically denatured state is quite different (more extended and much higher in energy) from the chemically denatured one for example, but this does not affect our analysis provided that the mutation does not affect the two denatured states differently; this is likely to be true for conservative mutations. We can measure ⌬⌬G ‡-N from unfolding kinetics: ⌬⌬G ‡-N ϭ ϪRT ln(k u 0,wt ͞k u 0,mut ). The experimental definition of ⌽ is thus summarized by Eq. 8.
Naïve Application to Titin I27 Data. The above method was applied in the most straightforward manner possible to experimental data from two mutants of titin I27: rate constants for wild-type and mutant proteins were estimated by a straightforward Monte Carlo fit to the data. Fig. 2 shows the AFM force spectra for the V13A and L60A mutants, together with that of wild type. L60A unfolds at similar forces to wild type, whereas the unfolding forces of V13A are significantly lower. The results of a standard fit of the two-state model (solved by Monte Carlo simulation) to the experimental data are given in Table 1 , together with errors. The rate constants obtained by this method were used together with stability data ⌬⌬G D-N measured by equilibrium Confidence in Fitted Parameters. The range of parameters for which a good fit is obtained was explored by running Monte Carlo simulations for TI I27 wild-type over a wide range of x u and k u 0 ; a plot of the normalized probability density p(x u , k u 0 ) is shown in Fig. 3. From Fig. 3a , it is clear that the fitted x u and k u . Although the error in x u is relatively small, that in k u 0 is enormous, in agreement with the above observations. Errors of this magnitude in k u 0 and the strong dependence on fitted x u make it difficult to compare data from different mutants by using a direct fit. It should be noted that the errors are related to the difference in forces over the whole pulling speed range, relative to the inherent spread of the experimental data (32) and not the method of fitting the model; thus the alternative, numerical method for determining k u 0 and x u , based on Eq. 6, is expected to result in similar uncertainties. The range unfolding forces of TI I27 is actually quite large compared with many other proteins; for these, the errors incurred by this kind of fitting would be even more prohibitive.
Comparing Mutants. The comparison of mutant proteins is a powerful tool in conventional protein folding, because unknown quantities that are expected to be the same for wild type and mutant often cancel out in the analysis (30) . It turns out that it is also possible to compare mechanical unfolding data from mutants with the same x u directly without recourse to fitting rate constants using numerical methods. To simplify discussion, we rewrite Eq. 6 in the form below, taking out the function C(f, x u , T).
where C͑f, x u , T͒ ϭ ͑␤x u Ѩx͞Ѩf ϩ Ѩ 2 x͞Ѩf 2 ͒͑Ѩx͞df͒ Ϫ2 .
[10]
If transition-state position is not altered by mutation, the value of x u is the same for wild type and mutant, and it is possible to calculate the change in activation free energy of unfolding without recourse to numerical fitting. This assumption can be tested directly by seeing whether the values of x u for wild type and mutant determined by Monte Carlo simulation are within error of one another (even a simple straight line fit ought to give the same slope within error if the x u values are the same). When the values of x u can be assumed to be the same, the log ratio of rate constants is seen to be:
However, because C(f, x u , T) depends only on the elastic properties of the protein (and x u and T, which are identical), it ¶ Titin I27 in fact unfolds via an intermediate I, and the mechanical unfolding rate constants are for the transition I3 D, not N3 D. The stability change listed is therefore the change in stability of a protein, which has been shown to be a good model for the intermediate (19) . is the same for wild type and mutant, thus the last term in Eq. 11 vanishes, allowing the change in activation free energy at any force, f, to be calculated from Eq. 12:
The expression in terms of force (at a given pulling speed, ) is also possible (Eq. 13), because the force spectra of proteins with the same x u will have very similar slopes m (there is a slight difference in slope, because C depends on force and hence ln ); if the slopes were different, this analysis would not be possible.
The great advantage of using such an approach (or any where x u is fixed) is that the uncertainty in the ratio of unfolding rates is greatly reduced.
Application to Synthetic Data Sets. As a test of the methodology for calculating the change in unfolding activation energies, the above method was applied to synthetic data sets. Because the correct (input) rate constants are known, any errors may be attributed to the method and not the data. The data sets were generated by numerical solution of Eq. 6 and are shown in Fig. 4 (see legend for parameters used). Synthetic data sets were created for wild type and mutants with rate constants 10 and 100 times faster (corresponding to ⌬⌬G ‡-N of 1.36 and 2.73 kcal⅐mol
Ϫ1
, respectively). The slopes of the lines are very nearly the same; note that because C(f, x u , T) depends on force and hence on pulling speed, they are not expected to be exactly identical. A mean slope was fitted and used to calculate ⌬⌬G ‡-N according to Eq. 12 ( Table  2 summarizes the results). The calculated change in activation free energy is within 2% of the correct value; the discrepancy is mainly due to the slight differences in slope mentioned above. This result confirms that the method is sound in principle. It is worth noting that similarly good validation is also obtained for proteins with much larger x u (unpublished data).
Application to Experimental TI I27 Mutant Data. If an average x u may be assumed, several approaches can be taken to extracting ⌬⌬G ‡-N from the data. The Monte Carlo fitting procedure can be adapted to fit k u 0 with a constant x u . More simply, differences in forces can be calculated by fitting straight lines to the data with a fixed mean slope as suggested above. Finally, it is even possible to obtain reasonable results by comparing the unfolding forces directly in the region of measurement. All three methods give the same value of ⌬⌬G ‡-N .
The results of fitting the two-state model with the x u fixed to the average of that for wild-type and the two mutants are listed in Table 3 . By fitting the data to a mean x u , the error in k u 0 and consequently in ⌽ is greatly reduced. Of course there is still implicitly error in the mean x u , which is not accounted for, but this is expected to be much lower than for an individual value, especially if many mutants are used.
The data were also fitted to straight lines with a fixed mean slope to obtain ⌬⌬G ‡-N as in Eq. 12; Table 3 lists the results of this fit. As expected, the errors in both ⌬⌬G ‡-N are reduced such that the differences between the mutants are significant within error. The values of ⌽ calculated by Monte Carlo with fixed x u and using a simple line fit with a mean slope are almost exactly the same. Interestingly, because the slopes of the force spectra are similar, an even simpler estimate of ⌬⌬G ‡-N can be made by simply taking the difference in unfolding force between wild type and mutant at any pulling speed in the experimental range; this gives a very similar value to that obtained by fitting to a mean slope (Table 3) .
For residue 60, ⌽ ϭ 1.0 within error; this residue, deeply buried within the hydrophobic core, therefore forms all its native interactions in the transition state. On the other hand, residue 13 has a ⌽ value of about 0.6 and is definitely below 1.0, even when errors are considered. The residue, in the peripheral AЈ strand, thus forms only a fraction of its native contacts in the transition state, indicating that this region of the protein structure is only partially formed. It would not have been possible to draw these conclusions from a fit of the data with floating x u , because in that case the errors are of similar magnitude to the ⌽ values themselves. A full ⌽ value analysis of the forced unfolding pathway of TI I27 will be published separately.
Conclusion
We have proposed a method using protein engineering (mutagenesis), analogous to ⌽ value analysis in bulk experiments, which gives information about the structure of the transition state. We have shown that by assuming a common x u for wild type and mutants, ⌽ values can be calculated with a reasonable degree of certainty, by using methods of analysis that reduce the error in determinations of ⌬⌬G ‡-N . However, quantitative comparison of force spectroscopy data from mutant proteins requires care at several levels. It is necessary to choose mutants whose effect on the energy can be simply interpreted. Experimental protocols also need to be tightly controlled to reduce random and systematic error, and the uncertainty in the fitted *''Mutant'' 1 unfolds 10 times faster than wild type and ''mutant'' 2 100 times faster (parameters used to generate data: x u ϭ 3.3 Å, k u 0 ϭ 5 ϫ 10 Ϫ5 s Ϫ1 for wild type, L ϭ 100 nm, T ϭ 298 K). † A straight line of mean slope 14.35 pN was fitted to each data set; the intercepts at 1 m⅐s Ϫ1 were used to calculate the change in activation energy. The simulated unfolding forces are slightly higher than the experimental ones, because the contour length (100 nm) is shorter than the average for all eight domains. parameters needs to be considered, which has not been done for any AFM measurements of proteins to date. Finally, it should be noted that this method cannot be used if the x u values of two proteins are not the same within error. Much progress has been made in understanding mechanical unfolding pathways, with experiments yielding a simple characterization of the unfolding energy landscape and molecular dynamics simulations providing a detailed description of the unfolding pathway and transition state. Experimental characterization of transition states in mechanical unfolding will make direct comparison with the results of the molecular dynamics simulations possible.
