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Einleitung
Eine der Hauptaufgaben der numerischen Mathematik ist die Entwicklung von schnellen und nume-
risch stabilen Algorithmen. Zu den bekanntesten schnellen und numerisch stabilen Algorithmen geho¨rt
die schnelle Fourier-Transformation (FFT). Diese Methode zur Berechnung der diskreten Fourier-
Transformation (DFT) wurde von Cooley und Tukey [12] im Jahre 1965 vorgeschlagen und beruht
auf der Teile-und-Herrsche-Strategie. Bei einer Transformationsla¨nge n = 2t reduziert die FFT die An-
zahl der arithmetischen Operationen auf O(n log2 n). Eine naive Implementierung der DFT beno¨tigt
dagegen O(n2) Operationen. Der nach Strang [52] wichtigste Algorithmus des 20. Jahrhunderts ist
bereits 1805 von Gauss verwendet worden, wie aus seinen gesammelten Werken [22] hervorgeht.
Heutzutage ist die Fourieranalysis ein hoch entwickelter Zweig der Mathematik mit vielfa¨ltigen An-
wendungen [31]. Bei zahlreichen Aufgabenstellungen sind jedoch reelle Datenvektoren gegeben. Um
die komplexe Arithmetik bei der DFT zu umgehen, werden beispielsweise die diskreten Kosinus-
Transformationen (DCT) und die diskreten Sinus-Transformationen (DST) angewandt. Eine heraus-
ragende Rolle spielen dabei die DCT, deren Eigenschaften sich fu¨r die Datenkompression als besonders
geeignet herausgestellt haben [2]. Aufgrund ihrer Linearita¨t, leichten Invertierbarkeit und Na¨he zur
DFT sind die DCT und DST ebenso in der digitalen Signalverarbeitung wichtige Werkzeuge beim
Entwurf von effizienten Filterbanken [15, S. 203f und S. 559f].
Fu¨r die DCT und DST lassen sich reelle, schnelle und numerisch stabile Algorithmen angeben. Diese
beruhen ebenfalls auf der Teile-und-Herrsche-Strategie. Wie bei der DFT gibt es fu¨r die DCT und
DST verschiedene Mo¨glichkeiten einer schnellen Realisierung. Im Vordergrund stehen hier Algorithmen,
welche auf Matrixfaktorisierungen
A =
ν∏
m=1
A(m) := A(ν) . . . A(2)A(1)
der entsprechenden orthogonalen Transformationsmatrix A basieren, deren Faktoren A(m) du¨nnbesetzt
und orthogonal sind. Dabei bedeutet hier die Du¨nnbesetztheit von A(m), dass in jeder Zeile und in
jeder Spalte maximal zwei Elemente ungleich Null stehen.
Neben der Reduzierung der Anzahl der Rechenoperationen haben die Du¨nnbesetztheit und die Ortho-
gonalita¨t einen positiven Einfluss auf die Genauigkeit der Rechenergebnisse. Daru¨ber hinaus lassen sich
orthogonale Matrizen denkbar einfach invertieren, so dass Transponieren der entsprechenden Faktori-
sierung sofort einen Algorithmus fu¨r die inverse Transformation liefert. Ist die Transformationsmatrix
A sowohl orthogonal als auch symmetrisch, wie es bei der Sinus- und Kosinusmatrix vom Typ IV der
Fall ist, dann sind Hin- und Ru¨cktransformation mit demselben Algorithmus mo¨glich. Aufgrund dieser
Eigenschaft ist die DCT-IV innerhalb der digitalen Signalverarbeitung besonders attraktiv [15, 57].
Die Effizienz eines schnellen Algorithmus la¨sst sich im Vergleich zu seinen Stabilita¨tseigenschaften
wesentlich einfacher vorhersagen [24, S. 438]. Letztere erfordert eine sorgfa¨ltige Analyse. Erste syste-
matische Untersuchungen zum Rundungsfehler-Verhalten eines Computers gehen auf die wegweisenden
Arbeiten von J. von Neumann und Goldstine [41] (bei der Festkomma-Arithmetik) sowie von Wilkinson
[66, 67] (bei der Gleitkomma-Arithmetik) zuru¨ck. Seitdem ist vor allem die Rundungsfehleranalyse in
der Gleitkomma-Arithmetik weiterentwickelt worden. Dies liegt insbesondere daran, dass alle ga¨ngigen
Computer die Gleitkomma-Arithmetik verwenden, wie wir dem Standardwerk [24] von Higham entneh-
men ko¨nnen. Untersuchungen von Rundungsfehlern schneller Algorithmen in Festkomma-Arithmetik
sind dagegen kaum durchgefu¨hrt worden.
Aufgrund der rasanten Entwicklung digitaler Technologien innerhalb der letzten Jahre, deren Auswir-
kungen in nahezu allen Lebensbereichen zu spu¨ren sind, ist der Bedarf an digitalen Signalprozessoren
enorm gestiegen. Die digitale Signalverarbeitung spielt derzeit eine Schlu¨sselrolle fu¨r die drahtlose
Kommunikation, Audio- und Videoverarbeitung und bei industriellen Steuerungsaufgaben. Um die
Effizienz zu steigern, werden daher viele digitale Signalprozessoren anwendungsspezifisch konzipiert.
iv
Nicht selten wird dabei auf die im Vergleich zur konventionellen Gleitkomma-Arithmetik einfache-
re und bezu¨glich der Hardware weniger kostenintensive Festkomma-Arithmetik zuru¨ckgegriffen [15,
S. 669]. Somit wa¨chst zunehmend das Interesse an deterministischen bzw. stochastischen Rundungs-
fehleranalysen in Festkomma-Arithmetik. Bei der deterministischen Rundungsfehleranalyse wird der
Rundungsfehler im ungu¨nstigsten Fall (worst-case) bei jedem Schritt nach oben abgescha¨tzt. Die auf
diese Weise ermittelten oberen Schranken sind im Allgemeinen jedoch viel zu pessimistisch. Daher
wird im Rahmen einer stochastischen Rundungsfehleranalyse zusa¨tzlich das durchschnittliche Verhal-
ten (average-case) des Rundungsfehlers abgescha¨tzt. Entsprechende Untersuchungen existieren bisher
ausschließlich fu¨r die FFT [9, 34, 64, 65]. Lediglich bei Yun und Lee [72, 73] finden sich Erwartungswert
und Varianz der Komponenten des bei ausgewa¨hlten schnellen DCT-Algorithmen entstehenden Feh-
lervektors, wobei dort die stark vereinfachenden Annahmen verwendet werden, dass sa¨mtliche Matrix-
Eintra¨ge exakt und die Eingangsdaten unabha¨ngig identisch verteilt sind. Daher hat sich diese Arbeit
zum Ziel gesetzt, diese Lu¨cke fu¨r die in [43, 50, 54] vorgestellten schnellen DCT- und DST-Algorithmen
zu schließen.
In dieser Arbeit wird eine umfassende und einheitliche Stabilita¨tsanalyse sowohl in Festkomma- als auch
in Gleitkomma-Arithmetik fu¨r eine Klasse von schnellen DCT- und DST-Algorithmen durchgefu¨hrt,
welche auf Faktorisierungen in du¨nnbesetzte orthogonale Matrizen beruhen. Dabei betrachten wir nur
Transformationsla¨ngen n = 2t (t ∈ N). Insbesondere verwenden sa¨mtliche Untersuchungen, dass sich
alle beteiligten Matrixfaktoren durch Permutationen sowie durch zeilen- und spaltenweise Vorzeichen-
skalierungen auf eine einheitliche Blockdiagonalgestalt zuru¨ckfu¨hren lassen. Aus diesem Grund sind
einheitliche Ergebnisse wie in den Sa¨tzen 3.9 und 3.16 bzw. wie in den Sa¨tzen 4.8 – 4.10 bei Analysen der
numerischen Stabilita¨t u¨berhaupt erst mo¨glich. Dabei ha¨ngen die entsprechenden Stabilita¨tskonstanten
(gegebenenfalls na¨herungsweise) linear von der Anzahl der beteiligten Matrixfaktoren ab. Auf diese
Weise lassen sich die in Kapitel 1 vorgestellten schnellen Algorithmen 1.15 – 1.22 bezu¨glich ihrer
numerischen Stabilita¨t in drei Gruppen einteilen.
Neben Untersuchungen fu¨r den ungu¨nstigsten Fall wird sowohl in Gleitkomma- als auch in Festkomma-
Arithmetik eine stochastische Rundungsfehleranalyse durchgefu¨hrt, welche jeweils das Verhalten des
durchschnittlichen relativen bzw. absoluten Rundungsfehlers abscha¨tzt. Im Fall der Gleitkomma-Arith-
metik basiert die stochastische Modellierung des relativen Rundungsfehlers auf einer Weiterentwicklung
der von Zeuner [75] urspru¨nglich fu¨r die Multiplikation von zwei komplexen Zahlen entwickelten Idee.
Neu ist hierbei, dass auf die beispielsweise in der Bildverarbeitung selten gegebene Unkorreliertheit der
Eingangsdaten verzichtet werden kann und nur wenige Informationen u¨ber die Verteilung aller beteilig-
ten Gro¨ßen bekannt sein mu¨ssen. Als weitere Verallgemeinerung werden zusa¨tzlich die Matrizeneintra¨ge
unter den sinnvollen Annahmen (3.61) und (3.61a) bzw. (3.61b) als Zufallsgro¨ßen modelliert.
Stochastische Rundungsfehleranalysen in Festkomma-Arithmetik tauchen erstmals in [41, S. 1029ff]
im Zusammenhang mit linearen Gleichungssystemen auf. Dabei werden absolute Rundungsfehler als
gleichverteilte Zufallsvariablen modelliert. In a¨hnlicher Weise verfa¨hrt auch Henrici [23, S. 50ff] bei der
Untersuchung numerischer Lo¨sungsverfahren fu¨r gewo¨hnliche Differentialgleichungen. Im Gegensatz
dazu beno¨tigt das in Kapitel 4 neu vorgestellte Modell 4.16 lediglich, dass die auftretenden absoluten
Fehler zentrierte Zufallsgro¨ßen mit endlichem zweiten Moment sind. An die Eingangsdaten werden –
bis auf die zur Vermeidung von U¨berlauf notwendige Beschra¨nkung der euklidischen Norm gema¨ß Mo-
dellannahme (A0) – keine speziellen Forderungen bezu¨glich ihrer Verteilung gestellt, was eine bisher
nicht gegebene Allgemeinheit bietet.
Die Arbeit ist in 5 Kapitel gegliedert:
In Kapitel 1 wird eine spezielle Klasse von schnellen Algorithmen zu diskreten Kosinus- und Si-
nustransformationen vom Typ II – IV vorgestellt. Bei einer solchen Transformation wird fu¨r einen
Vektor x fester La¨nge n ∈ N jeweils eine Matrix-Vektor-Multiplikation Ax mit einer quadratischen voll-
besetzten, jedoch orthogonalen Matrix ausgefu¨hrt. Die den jeweiligen Transformationen zugrunde lie-
genden Kosinus- und Sinusmatrizen der Gro¨ße n×n werden in Abschnitt 1.1 definiert sowie einige wich-
tige Beziehungen zwischen ihnen nachgewiesen. Insbesondere interessiert uns der Fall n = 2t (t ∈ N).
Zu jeder dieser vollbesetzten Kosinus- und Sinusmatrizen werden in Abschnitt 1.2 – angefangen bei
den aus [43, Lemma 2.2 und 2.4] bereits bekannten Ergebnissen in Lemma 1.6 – nacheinander Matrix-
v
faktorisierungen angegeben, welche als Faktoren zwei du¨nnbesetzte orthogonale Matrizen und eine
Blockdiagonalmatrix besitzen. Daru¨ber hinaus entha¨lt die jeweilige Blockdiagonalmatrix als Blo¨cke
wiederum Kosinus- bzw. Sinusmatrizen der Gro¨ße n2 × n2 – jedoch nicht notwendigerweise vom gleichen
Typ. Auf diese Weise lassen sich induktiv Faktorisierungen herleiten, die nur noch aus du¨nnbesetz-
ten orthogonalen Matrizen bestehen, wobei sich jeder Faktor durch Permutationen und zeilen- bzw.
spaltenweise Vorzeichenskalierungen in eine Blockdiagonalmatrix mit Blo¨cken der Gestalt
Q2(ϕ) :=
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
) (
ϕ ∈ [0, pi4 ])
u¨berfu¨hren la¨sst. Die Multiplikation eines Vektors x ∈ R2 mit einer Matrix Q2(ϕ) bedeutet geometrisch
genau eine Drehung um den Winkel −ϕ, so dass es sich bei Q2(ϕ) wegen Q2(ϕ)−1 = Q2(−ϕ) = Q2(ϕ)T
um eine orthogonale Matrix handelt.
In den Aussagen 1.11 – 1.13 werden ausgehend von den Ergebnissen von [54] bzw. [50] weitere Fakto-
risierungen angegeben, deren du¨nnbesetzte orthogonale Faktoren sich in gleicher Weise auf die oben
beschriebenen Blockdiagonalmatrizen u¨berfu¨hren lassen. Aus den in Abschnitt 1.2 hergeleiteten bzw.
zitierten Faktorisierungen werden in Abschnitt 1.3 schnelle Algorithmen entworfen. Dabei bestechen
insbesondere die rekursiven Algorithmen 1.19 – 1.22 durch ihre einfache Struktur.
Kapitel 2 bildet den Hauptteil dieser Arbeit. In Abschnitt 2.1 wird zuna¨chst ein Modell zur Gleit-
komma-Arithmetik (2.1) in Erinnerung gebracht, welches beispielsweise in [24] zu finden ist, jedoch
schon von Wilkinson [67] verwendet worden ist. Innerhalb dieser Arithmetik werden vom Wilkinson-
Modell (2.6) ausgehend jeweils Abscha¨tzungen fu¨r den entstehenden relativen Rundungsfehler bei
elementaren Operationen (Addition, Subtraktion und Multiplikation) und ebenso beim Skalarprodukt
von Vektoren sowie bei der Matrix-Vektor-Multiplikation hergeleitet. Insbesondere interessieren dabei
die Ergebnisse fu¨r Matrix-Vektor-Multiplikationen mit den Drehmatrizen Q2(ϕ). Unter Verwendung
der in [43, Lemma 5.1] angegebenen Ungleichung (2.19) erhalten wir in Satz 2.12 das Hauptergebnis
von Abschnitt 2.1. In Abschnitt 2.2 untersuchen wir die Mo¨glichkeiten fu¨r ein auf (2.6) abgestimmtes
stochastisches Modell, welches unter zusa¨tzlichen Annahmen Vorhersagen fu¨r die euklidische Norm des
Vektors der auftretenden relativen Rundungsfehler liefern soll. Dabei erweist sich die im Unterabschnitt
2.2.1 zuna¨chst geforderte Annahme der stochastischen Unabha¨ngigkeit an die Eingangsdaten als unge-
eignet, da sie im Allgemeinen bereits nach einer Matrix-Vektor-Multiplikation nicht mehr gewa¨hrleistet
werden kann. Unter Hinzunahme der speziellen Blockdiagonalgestalt der auftretenden Matrizen gelingt
in Unterabschnitt 2.2.2 die U¨bertragung der Idee von Zeuner [75], welcher ein stochastisches Modell
fu¨r die Multiplikation komplexer Zahlen entwickelt hat, auf den Fall von Drehmatrizen (vgl. Lem-
ma 2.20). Nach geringfu¨giger Modifikation liefert dieses durch Satz 2.22 den Grundbaustein fu¨r alle
nachfolgenden Ergebnisse innerhalb des stochastischen Modells zur Gleitkomma-Arithmetik. Neu ist
hierbei, dass die Eingangsdaten korreliert sein ko¨nnen. Unter Verwendung der sinnvollen Annahmen
(2.37) und (2.37a) bzw. (2.37b) sind die Hauptergebnisse aus Abschnitt 2.2 in Satz 2.26 zusammen-
gefasst. Abschnitt 2.3 betrachtet das bereits auf J. von Neumann und Goldstine [41] zuru¨ckgehende
Modell zur Festkomma-Arithmetik, welches die Vorzeichenbetragsdarstellung (2.49) (sign-magnitude
representation) verwendet. Diese ist der Zweierkomplementdarstellung (2.54) aus den in Bemerkung
2.28 genannten Gru¨nden u¨berlegen. Im Vergleich zur Gleitkomma-Arithmetik ist die Addition inner-
halb der Festkomma-Arithmetik fehlerfrei ausfu¨hrbar, solange kein U¨berlauf auftritt. Ausgehend von
(2.53) werden analog zu Abschnitt 2.1 obere Schranken fu¨r den entstehenden absoluten Rundungsfeh-
ler bei elementaren Operationen, Skalarprodukt und Matrix-Vektor-Multiplikation hergeleitet, wobei
letztere nicht nur in einfacher Genauigkeit sondern auch – wie von [41] vorgeschlagen – in doppelter
Genauigkeit untersucht werden. Unter Beru¨cksichtigung von (2.62) und (2.63) erhalten wir mit Satz
2.31 die wichtigste Aussage von Abschnitt 2.3. Schließlich untersuchen wir in Abschnitt 2.4 ein sto-
chastisches Modell zur Festkomma-Arithmetik, welches die in Abschnitt 2.3 verwendeten Annahmen
beru¨cksichtigt. Ebenso wie bei der Gleitkomma-Arithmetik kann auf die Unkorreliertheit der Eingangs-
daten verzichtet werden. Die in dieser allgemeinen Form vo¨llig neuen Hauptergebnisse aus Abschnitt
2.4, welche die besondere Gestalt der betrachteten Matrizen essentiell verwendet, finden sich in den
Sa¨tzen 2.37, 2.38 und 2.39.
In Kapitel 3 untersuchen wir zuna¨chst allgemein alle Situationen fu¨r die Gleitkomma-Arithmetik,
bei der Rundungsfehler auftreten ko¨nnen. Eingangsfehler der Daten werden zusa¨tzlich beru¨cksichtigt.
Anschließend werden fu¨r die Algorithmen 1.15 – 1.22 gema¨ß Definitionen 3.1 und 3.21 Stabilita¨tskon-
vi
stanten kn bzw. k˘n fu¨r den ungu¨nstigsten bzw. fu¨r den durchschnittlich auftretenden Fall hergeleitet.
Fu¨r die deterministische Rundungsfehleranalyse in Abschnitt 3.1 sind die auf den neuen Ungleichungen
(3.21) bzw. (3.40a) und (3.40b) basierenden Hauptergebnisse in den Sa¨tzen 3.12 und 3.18 zusammen-
gefasst. Letzterer beru¨cksichtigt, dass einige der Matrixfaktoren ho¨chstens skalierte Butterfly-Matrizen
enthalten, so dass hier pro Block zwei Rundungsfehler erzeugende Multiplikationen eingespart werden
ko¨nnen. Im Fall, dass alle Matrix-Eintra¨ge tabelliert sind und somit fu¨r das ε aus Satz 2.1 jeweils
|ε| ≤ u2 gilt, unterbieten die Konstanten (3.27) bzw. (3.46) jeweils die in [54, Theorem 8.3] ermittelte
Schranke (3.25). Fu¨r die auf den Annahmen aus Modell 3.22 basierende stochastische Rundungsfehler-
analyse in Abschnitt 3.2 sind die Hauptergebnisse in Satz 3.23 zusammengefasst. Im Vergleich zu [54,
(M3)] verzichtet Modell 3.22 darauf, die Eingangsdaten als unkorreliert oder stochastisch unabha¨ngig
anzunehmen. Auf diese Weise ist das Anwendungsspektrum erheblich gro¨ßer.
In Kapitel 4 werden die Algorithmen 1.15 – 1.22 auf ihre numerische Stabilita¨t in Festkomma-
Arithmetik gema¨ß Definitionen 4.6 bzw. 4.15 untersucht. Abschnitt 4.1 betrachtet zuna¨chst Abscha¨tzun-
gen fu¨r den ungu¨nstigsten Fall sowohl in einfacher als auch in doppelter Genauigkeit. Die in Satz 4.5 zu-
sammengefassten Resultate aus Unterabschnitt 4.1.1 fu¨r eine spezielle Blockdiagonalmatrix und einen
Eingangsvektor x ∈ [−1, 1]n mit ‖x‖2 ≤ 1 bilden die Grundlage zur Herleitung der Hauptergebnisse
in Unterabschnitt 4.1.2, welche in den Sa¨tzen 4.8 – 4.10 zusammengefasst sind. Die zur Vermeidung
von U¨berlauf notwendige Vorskalierung findet dabei Beru¨cksichtigung. Unterabschnitt 4.1.3 liefert in
Gestalt der Sa¨tze 4.12 – 4.14 schließlich die Stabilita¨tskonstanten fu¨r die Algorithmen 1.15 – 1.22
bei verschiedenen Skalierungsarten. Basierend auf Modell 4.16 befasst sich Abschnitt 4.2 analog zur
Gleitkomma-Arithmetik mit einer stochastischen Rundungsfehleranalyse. Als Hauptergebnis sind die
entsprechenden Stabilita¨tskonstanten in Satz 4.17 zusammengefasst.
Schließlich werden in Kapitel 5 die theoretischen Schranken aus den Sa¨tzen 3.9, 3.16, 3.23, 4.12 und
4.17 auf ihre Qualita¨t u¨berpru¨ft, indem die Algorithmen aus Abschnitt 1.3 fu¨r verschiedene Transfor-
mationsla¨ngen n = 2t und zufa¨llig erzeugte Testvektoren ausgefu¨hrt werden. Dazu sind die Algorithmen
1.15 – 1.22 jeweils in MATLAB implementiert worden. Fu¨r die Simulationen in Festkomma-Arithmetik
hat insbesondere Methode 5.1 bei der jeweiligen Implementation der Algorithmen Beru¨cksichtigung ge-
funden.
Als Vorbereitung zu den stochastischen Modellierungen wird im Anhang A.1 ein kurzer U¨berblick der
Maß- und Integrationstheorie sowie der Wahrscheinlichkeitstheorie gegeben. Um die Lesbarkeit von
Kapitel 2 zu erleichtern, werden einige la¨ngere Beweise im Anhang A.2 nachgeholt. Schließlich stu¨tzen
die im Anhang A.3 durchgefu¨hrten Tests die im Abschnitt 2.2 verwendeten Modellannahmen fu¨r den
bei einfachen arithmetischen Operationen auftretenden Rundungsfehler.
Die wichtigsten neuen Ergebnisse lassen sich wie folgt zusammenfassen:
(1) Die teilweise bekannten Matrixfaktorisierungen fu¨r Kosinus- und Sinusmatrizen vom Typ II – IV
werden systematisch ausgearbeitet und fu¨hren zu einer Klasse von einfachen, rekursiven Algorith-
men fu¨r die DCT und DST vom Typ II – IV, falls die Transformationsla¨nge n eine Zweierpotenz
ist.
(2) Es werden deterministische und stochastische Modelle zur Gleit- und Festkomma-Arithmetik
bereitgestellt. Fu¨r Matrix-Vektor-Multiplikationen erfolgt eine deterministische und stochasti-
sche Rundungsfehleranalyse. Besitzen die Matrizen spezielle Blockdiagonalgestalt, so bleiben die
Ergebnisse auch im Fall korrelierter Eingangsdaten gu¨ltig.
(3) Die entwickelten Methoden der deterministischen und stochastischen Rundungsfehleranalysen
werden auf die schnellen DCT- und DST-Algorithmen 1.15 – 1.22 angewandt. Fu¨r die numeri-
sche Stabilita¨t dieser Algorithmen werden erstmals bzw. verbesserte Konstanten angegeben. Die
numerischen Testrechnungen illustrieren die theoretischen Ergebnisse und ermo¨glichen einen sehr
guten Vergleich des Rundungsfehler-Verhaltens in beiden Rechnerarithmetiken.
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Bezeichnungen
Wir verwenden in dieser Arbeit die folgenden Standardbezeichnungen. Weitere Bezeichnungen werden
im Text erkla¨rt.
∅ leere Menge
Fq Menge der Festkomma-Zahlen in Zweierkomplementdarstellung (siehe S. 47)
G := Gnorm(β, τ, γmin, γmax) Menge der normierten Gleitkomma-Zahlen (siehe S. 23)
Gn Menge der Vektoren (gk)n−1k=0 mit gk ∈ G (k = 0, . . . , n− 1)
Gn×n Menge der Matrizen (gjk)n−1j,k=0 mit gjk ∈ G (j, k = 0, . . . , n− 1)
G(β, τ, γmin, γmax) Menge der Gleitkomma-Zahlen (siehe S. 22)
Mq Menge der Festkomma-Zahlen in Vorzeichen-Betragsdarstellung (siehe S. 46)
Mnq Menge der Vektoren (mk)n−1k=0 mit mk ∈Mq (k = 0, . . . , n− 1)
Mn×nq Menge der Matrizen (mjk)n−1j,k=0 mit mjk ∈Mq (j, k = 0, . . . , n− 1)
N Menge der natu¨rlichen Zahlen
N0 := N ∪ {0} Menge der nichtnegativen ganzen Zahlen
R Menge der reellen Zahlen
R+ := {x ∈ R | x ≥ 0} Menge der nichtnegativen reellen Zahlen
Rn n-dimensionaler Vektorraum u¨ber R
Rn×n Menge der Matrizen (ajk)n−1j,k=0 mit ajk ∈ R (j, k = 0, . . . , n− 1)
Z Menge der ganzen Zahlen
[a, b] := {x ∈ R : a ≤ 0 ≤ b} abgeschlossenes Intervall mit Randpunkten a, b ∈ R
[a, b[ := {x ∈ R : a ≤ 0 < b} rechtsseitig halboffenes Intervall mit Randpunkten a, b ∈ R
]a, b] := {x ∈ R : a < 0 ≤ b} linksseitig halboffenes Intervall mit Randpunkten a, b ∈ R
]a, b[ := {x ∈ R : a < 0 < b} offenes Intervall mit Randpunkten a, b ∈ R
fit : [−1, 1]→ Fq Rundungsoperator der Festkomma-Arithmetik Fq (siehe S. 47)
fix : [−1, 1]→Mq Rundungsoperator der Festkomma-Arithmetik Mq (siehe S. 46)
fl : RG → G Rundungsoperator der Gleitkomma-Arithmetik G (siehe S. 23 bzw. 23)
e Elementarfunktion (siehe S. 103)
ix
m1 ×m2 Pseudo-Multiplikation in Festkomma-Arithmetik (siehe S. 47)
n natu¨rliche Zahl
ns := n2s Komplementa¨rteiler zu 2
s (s = 0, . . . , t− 1) fu¨r n = 2t
tnk := cos
(
(2k+1)pi
2n
)
a¨quidistante Stu¨tzstellen fu¨r Chebyshev-Polynome
u Rundungseinheit (siehe S. 24 bzw. 46)
vj(x) :=
cos
(
(2j+1) arccos(x)
2
)
cos
(
arccos(x)
2
) Chebyshev-Polynom dritter Art
bxc := max {z ∈ Z : z ≤ x} floor-Funktion bzw. ganzer Teil einer reellen Zahl
dxe := min {z ∈ Z : x ≤ z} ceil-Funktion (siehe S. 25)
〈z〉n nichtnegativer Rest von z ∈ Z modulo n (siehe S. 9)
δ(j) :=
{
1 fu¨r j = 0,
0 fu¨r j ∈ Z \ {0} Kronecker-Symbol
ρ Anzahl der Nichtnullelemente pro Zeile (siehe S. 27)
σ, σ ∈ [0, 1] Parameter fu¨r die Varianz bei Festkomma-Multiplikation (siehe S. 93)
σ• fu¨r • ∈ {+,−,×} Parameter fu¨r die Varianz bei Gleitkomma-Operationen (siehe S. 30)
ςn Ersatzgro¨ße fu¨r den relativen Fehler (siehe S. 95)
τj(x) := cos(j arccos(x)) Chebyshev-Polynom erster Art
0 := (0)n−1k=0 ∈ Rn Nullvektor der La¨nge n
1 := (1)n−1k=0 ∈ Rn Einsvektor der La¨nge n
cn :=
(
cos
(
(2k+1)pi
8n
))n−1
k=0
Vektor spezieller Drehfaktoren
sn :=
(
sin
(
(2k+1)pi
8n
))n−1
k=0
Vektor spezieller Drehfaktoren
x := (xk)
n−1
k=0 ∈ Rn Spaltenvektor der La¨nge n
xˆ Approximation eines Vektors x ∈ RnG in der Gleitkomma-Menge Gn
gema¨ß xˆ := fl(x) (siehe S. 23) oder Approximation eines Vektors
x ∈ [−1, 1]n in der Festkomma-Menge Mnq gema¨ß xˆ := fix(x) (siehe S. 47)
x ◦ y := (xkyk)n−1k=0 ∈ Rn Hadamard-Produkt zweier Vektoren der La¨nge n
xT Zeilenvektor der La¨nge n
xTy :=
n−1∑
k=0
xkyk Skalarprodukt zweier Vektoren der La¨nge n
xˆT × yˆ :=
n−1∑
i=0
xˆi × yˆi inneres Pseudo-Produkt zweier Vektoren xˆ, yˆ ∈Mnq (siehe S. 47)
xˆT  yˆ doppelt genaues inneres Pseudo-Produkt (siehe S. 48)
|x| := (|xk|)n−1k=0 ∈ Rn Vektor der Betra¨ge
x ≤ y Halbordnung der Vektoren mit xk ≤ yk fu¨r alle k = 0, . . . , n− 1
x
‖x‖1 :=
n−1∑
k=0
|xk| Betragssummennorm des Vektors x ∈ Rn
‖x‖2 :=
√
xTx =
√
n−1∑
k=0
x2k euklidische Norm des Vektors x ∈ Rn
‖x‖∞ := max
k=0,...,n−1
|xk| Maximumnorm des Vektors x ∈ Rn
βs, β˜s, β˘s spezielle Bina¨rvektoren der La¨nge 2s (siehe S. 16 und 19)
γs, γ˜s, γ˘s spezielle Bina¨rvektoren der La¨nge 2s (siehe S. 17 und 20)
ðx Dirac-Maß (siehe S. 110)
$n(x) Abku¨rzung definiert in (4.34)
A := (ajk)
n−1
j,k=0 ∈ Rn×n Matrix der Gro¨ße n× n
Aˆ Approximation einer Matrix A ∈ Rn×n in der Menge Gn×n
gema¨ß Aˆ := fl(A) (siehe S. 23) oder Approximation einer Matrix
A ∈ [−1, 1]n×n in der Menge Mn×nq gema¨ß Aˆ := fix(A) (siehe S. 47)
A ◦B := (ajkbjk)n−1j,k=0 Hadamard-Produkt von Matrizen A = (ajk)n−1j,k=0 und B = (bjk)n−1j,k=0
Aˆ× xˆ einfach genaues Matrix-Vektor-Pseudo-Produkt (siehe S. 48)
Aˆ xˆ doppelt genaues Matrix-Vektor-Pseudo-Produkt (siehe S. 48)
A⊕B :=
(
A
B
)
direkte Summe von A = (ajk)
n−1
j,k=0 und B = (alr)
m−1
l,r=0
A⊗B Kronecker-Produkt (siehe S. 9)
An(0) Einheitsmatrix bei Definition von An(βs) (siehe S. 17)
An(1) modifizierte Additionsmatrix (siehe S. 6)
An(βs) (permutierte) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 17)
An(β˘s) (permutierte) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 20)
An(γs) (permutierte) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 18)
An(γ˘s) (permutierte) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 21)
A˘n(1) modifizierte Additionsmatrix (siehe S. 7)
C(F ) := {y ∈ R : F stetig in y} Menge der Stetigkeitspunkte einer Funktion F : R→ R (siehe S. 119)
B
(s)
n modifizierte Butterfly-Matrix (siehe S. 9)
B˜
(s)
n modifizierte Butterfly-Matrix (siehe S. 10)
CIIn , C
III
n , C
IV
n Kosinusmatrizen vom Typ II - IV (siehe S. 1)
Cn(βs) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 17)
Cn(γs) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 18)
xi
D
(s)
n spezielle Drehmatrix (siehe S. 10)
D˜
(s)
n spezielle Drehmatrix (siehe S. 10)
Fn Fourier-Matrix (siehe S. 1)
In := (δ(j − k))n−1j,k=0 ∈ Rn×n Einheitsmatrix
Jn := (δ(j + k − n+ 1))n−1j,k=0 ∈ Rn×n Gegenidentita¨tsmatrix
L4 spezielle Drehmatrix (siehe S. 10)
On := (0)n−1j,k=0 ∈ Rn×n Nullmatrix
Pn 2-Schritt-Permutationsmatrix (siehe S. 6)
Pn(s) :=
2s⊕
i=1
PTns transponierte verallgemeinerte 2-Schritt-Permutationsmatrix
P
(s)
n spezielle Permutationsmatrix (siehe S. 9)
P˜
(s)
n spezielle Permutationsmatrix (siehe S. 10)
Q2(ϕ) Drehmatrix (siehe S. 7)
RG Definitionsbereich der Funktion fl (siehe S. 23)
SIIn , S
III
n , S
IV
n Sinusmatrizen vom Typ II – IV (siehe S. 1)
Sn(β˘s) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 20)
Sn(γ˘s) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 21)
Tn(0) verallgemeinerte Butterfly-Matrix (siehe S. 6)
Tn(1) kreuzfo¨rmige Drehmatrix (siehe S. 6)
Tn(βs) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 17)
Tn(β˘s) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 20)
Tn(γs) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 18)
Tn(γ˘s) du¨nnbesetzte Blockdiagonalmatrix (siehe S. 21)
T˘n(1) kreuzfo¨rmige Drehmatrix (siehe S. 7)
Uν modifizierte Bit-Umkehrmatrix (siehe S. 9)
Σn := diag
(
(−1)k)n−1
k=0
∈ Rn×n spezielle Diagonalmatrix (siehe S. 2)
|A| := (|aj,k|)n−1j,k=0 Matrix der Betra¨ge
‖A‖2 :=
√
max
λ∈σ(ATA)
|λ| Spektralnorm einer Matrix A = (ajk)n−1j,k=0 ∈ Rn×n
‖A‖F :=
√
n−1∑
j,k=0
a2jk Frobeniusnorm einer Matrix A = (ajk)
n−1
j,k=0 ∈ Rn×n (siehe S. 60)
σ(A) Spektrum (Menge der Eigenwerte) einer Matrix A ∈ Rn×n
tr(A) :=
n−1∑
k=0
akk Spur der Matrix A = (ajk)
n−1
j,k=0 ∈ Rn×n
xii
n⊕
k=1
Ak := A1 ⊕A2 ⊕ . . .⊕An direkte Summe von n Matrizen
n∏
k=1
Ak := AnAn−1 · . . . ·A2A1 Matrizenprodukt (von rechts nach links)
∆x Ru¨ckwa¨rtsfehler (siehe S. 57)
S σ-Algebra (in Ω)
Ω beliebige Menge
(Ω,S) Messraum (siehe S. 102)
(Ω,S, µ) Maßraum (siehe S. 102)
P(Ω) Potenzmenge von Ω
Tn(β1, β2, β3, β4) spezielle Tridiagonalmatrix (siehe S. 2)
Xn
L−→ X Xn verteilungskonvergent gegen X (siehe S. 119)
xiii
1 Diskrete trigonometrische Transformationen
In diesem Kapitel definieren wir jeweils verschiedene Kosinus- und Sinus-Matrizen, welche in gewissem
Sinn als reellwertige Versionen der Fourier-Matrix
Fn :=
1√
n
(
e−
2piijk
n
)n−1
j,k=0
∈ Cn×n (1.1)
aufgefasst werden ko¨nnen. Die entsprechenden diskreten Kosinus- und Sinus-Transformationen (DCT,
DST), welche wir zusammenfassend als diskrete trigonometrische Transformationen bezeichnen, werden
in Abschnitt 1.3 erkla¨rt. Fu¨r die hier vorgestellten Transformationen gibt es schnelle Algorithmen,
deren Unterschied in der Struktur derjenigen Matrizen besteht, in welche die jeweils zugrunde liegende
Transformationsmatrix faktorisiert wird. An dieser Stelle werden nur Faktorisierungen in du¨nnbesetzte
orthogonale Matrizen untersucht. Dabei heißt hier eine Matrix du¨nnbesetzt, wenn sie in jeder Zeile und
in jeder Spalte nicht mehr als zwei Nichtnulleintra¨ge besitzt.
1.1 Trigonometrische Matrizen
Diskrete Kosinus-Transformationen treten erstmals bei Ahmed, Natarajan und Rao [1] auf, welche
einen Zusammenhang zwischen den Eigenvektoren spezieller Toeplitz-Matrizen und den Spalten der
spa¨ter als Kosinus-Matrix vom Typ II bezeichneten Matrix feststellen [1, 11]. Zehn Jahre darauf finden
sich in [63] insgesamt 16 verschiedene trigonometrische Matrizen, welche Rao und Yip [46] als Sinus-
und Kosinus-Matrizen vom Typ I−VIII klassifizieren. Wir beschra¨nken uns hier jedoch auf Matrizen
vom Typ II− IV, da sie in der Signal- und Bildverarbeitung eine herausragende Rolle spielen [2, 15, 57].
Es ist zu beachten, dass in [52] und z.T. in [45] die Rollen von Typ II und III vertauscht sind.
Definition 1.1. Sei n ≥ 2 eine natu¨rliche Zahl. Die Kosinus-Matrizen vom Typ II–IV werden durch
CIIn :=
√
2
n
(
εn(j) cos
j(2k + 1)pi
2n
)n−1
j,k=0
, (1.2)
CIIIn :=
(
CIIn
)T
, (1.3)
CIVn :=
√
2
n
(
cos
(2j + 1)(2k + 1)pi
4n
)n−1
j,k=0
(1.4)
und die Sinus-Matrizen vom Typ II–IV werden durch
SIIn :=
√
2
n
(
εn(j + 1) sin
(j + 1)(2k + 1)pi
2n
)n−1
j,k=0
, (1.5)
SIIIn :=
(
SIIn
)T
, (1.6)
SIVn :=
√
2
n
(
sin
(2j + 1)(2k + 1)pi
4n
)n−1
j,k=0
(1.7)
mit
εn(j) :=
{√
2
2 j ∈ {0, n} ,
1 j ∈ {1, . . . , n− 1}
definiert.
U¨ber die Gro¨ße εn(j) erfolgt bei den trigonometrischen Matrizen vom Typ II und III jeweils eine
Skalierung der ersten bzw. letzten Zeile bzw. Spalte, welche bewirkt, dass einerseits alle Zeilen und
Spalten dieselbe euklidische Norm besitzen und andererseits alle Zeilen bzw. alle Spalten jeder Matrix
in (1.2)–(1.7) jeweils paarweise orthogonal zueinander sind (vgl. Satz 1.4). Der Faktor
√
2
n normiert
zusa¨tzlich alle Zeilen- und Spaltenvektoren auf die La¨nge 1.
1
Bemerkung 1.2. In [52, 45] wird der Zusammenhang von diskreten trigonometrischen Matrizen (in
der unskalierten Variante) mit diskreten Randwertaufgaben hergestellt. Insbesondere zeigen Strang [52]
und Pu¨schel [45], dass es sich bei (1.2) – (1.7) (gegebenenfalls in unskalierter Form) um Eigenmatrizen
spezieller tridiagonaler Matrizen der Gro¨ße n× n handelt, welche in der Gestalt
Tn(β1, β2, β3, β4) = 12

β1 β2
1 0 1
1 0 1
. . .
1 0 1
β3 β4
 (1.8)
gewa¨hlt werden ko¨nnen. Betrachten wir nun die aus der Differentialgleichung u′′ = 0 resultierende
diskrete Randwertaufgabe 
ak = 12(ak−1 + ak+1), 0 ≤ k ≤ n− 1 ,
a−1 = ζ ,
an = η
(1.9)
mit Konstanten ζ, η ∈ R und beachten, dass die Gro¨ßen β1, β2 durch (1.9) eindeutig festgelegt sind, so
kann die Randwertaufgabe (1.9) mit a = (a0, . . . , an−1)T in der Gestalt
a = Tn(β1, β2, β3, β4) · a
formuliert werden. Dabei entsprechen beispielsweise η = 0 bzw. η = −an−1 jeweils einer diskreten
Variante der Dirichlet-Randbedingung und η = an−2 bzw. η = an−1 einer diskreten Variante der
Neumann-Randbedingung [52, 45]. In Tabelle 1.1 sind die Beziehungen fu¨r die hier betrachteten Ma-
trizen (1.2) – (1.7) zusammengefasst, welche sich aus Table 5.2 und Table 5.3 in [45] ableiten lassen.
Es ist zu beachten, dass die Matrizen Tn(0, 2, 1, 0) und Tn(0, 1, 2, 0) nicht symmetrisch sind und daher
in [45] bewusst unskalierte und somit insbesondere nicht-orthogonale Varianten der trigonometrischen
Matrizen betrachtet werden. Fu¨r die orthogonalen Varianten (1.2) und (1.5) ko¨nnen wir alternativ
jedoch die symmetrisierten Tridiagonalmatrizen
diag
(
1√
2
, 1, . . . , 1
)
Tn(0, 2, 1, 0) diag(
√
2, 1, . . . , 1) , diag
(
1, . . . , 1, 1√
2
)
Tn(0, 1, 2, 0) diag(1, . . . , 1,
√
2)
wa¨hlen, fu¨r welche CIIn bzw. S
II
n Eigenmatrizen sind (vgl. auch [52] sowie [50, Satz 2.3]). 
ζ η β1 β2 β3 β4 Eigenmatrix von Tn(β1, β2, β3, β4)
a1 0 0 2 1 0 diag(
√
2, 1, . . . , 1)CIIn
a0 an−1 1 1 1 1 CIIIn
a0 −an−1 1 1 1 −1 CIVn
0 an−2 0 1 2 0 diag(1, . . . , 1,
√
2)SIIn
−a0 −an−1 −1 1 1 −1 SIIIn
−a0 an−1 −1 1 1 1 SIVn
Tabelle 1.1: Beziehung zwischen den Tridiagonal-Matrizen Tn(β1, β2, β3, β4) und den trigonometrischen
Matrizen (1.2)–(1.7) in Anlehnung an Table 5.2, 5.3 in [45].
Mittels der hier Vorzeichenskalierungsmatrix genannten speziellen Diagonalmatrix
Σn := diag((−1)k)n−1k=0
und der mit Jn bezeichneten Matrix der Gro¨ße n× n, welche einen Vektor x := (xk)n−1k=0 ∈ Rn auf
Jnx := (xn−1−k)n−1k=0
abbildet, lassen sich die in (1.2)–(1.7) definierten Kosinus- und Sinus-Matrizen zum Teil ineinander
u¨berfu¨hren. Aufgrund des folgenden Lemmas genu¨gt es daher, die Matrizen (1.2)–(1.4) zu betrachten.
2
Lemma 1.3 (vgl. [50], Lemma 2.2). Sei n ≥ 2 eine natu¨rliche Zahl. Dann genu¨gen die trigonometri-
schen Matrizen den folgenden Beziehungen
JnC
II
n = S
II
n Σn, C
III
n Jn = ΣnS
III
n , C
IV
n Jn = ΣnS
IV
n .
Beweis: Wir halten zuna¨chst fest, dass aus dem Additionstheorem
cos(x± y) = cosx cos y ∓ sinx sin y (1.10)
fu¨r x, y ∈ R sofort die Beziehung
cos(jpi ± x) = (−1)j cosx (1.11)
fu¨r j ∈ Z folgt. Als weitere Vorbemerkung sei erwa¨hnt, dass die Multiplikation mit Jn von links die
Reihenfolge der Zeilen (bzw. von rechts analog die Reihenfolge der Spalten) umkehrt, wodurch lediglich
die entsprechenden Indizes gema¨ß der Abbildung j ←→ n− 1− j (bzw. k ←→ n− 1− k) vertauscht
werden. Wegen εn(0) = εn(n) =
√
2
2 und εn(j) = 1 fu¨r j ∈ {1, . . . , n− 1} folgt demnach
JnC
II
n
(1.2)
= Jn
√
2
n
(
εn(j) cos
j (2k+1)pi
2n
)n−1
j,k=0
j←→n−1−j
=
√
2
n
(
εn(n− 1− j) cos (n−1−j) (2k+1)pi2n
)n−1
j,k=0
εn(0)=εn(n)=
√
2
n
(
εn(j + 1) cos
(n−(j+1)) (2k+1)pi
2n
)n−1
j,k=0
=
√
2
n
(
εn(j + 1) cos
(
kpi − ( (j+1) (2k+1)pi2n − pi2 )))n−1j,k=0
(1.11)
=
√
2
n
(
εn(j + 1) cos
( (j+1) (2k+1)pi
2n − pi2
)
(−1)k
)n−1
j,k=0
cos (x−pi
2
)=sinx
=
√
2
n
(
εn(j + 1) sin
(j+1) (2k+1)pi
2n (−1)k
)n−1
j,k=0
Σn=diag((−1)k)n−1k=0=
√
2
n
(
εn(j + 1) sin
(j+1) (2k+1)pi
2n
)n−1
j,k=0
Σn
(1.5)
= SIIn Σn.
Unter Beachtung von JTn = Jn, Σ
T
n = Σn sowie der Definitionen von C
III
n und S
III
n ergibt sich daraus
sofort auch CIIIn Jn = ΣnS
III
n . Die letzte der drei Beziehungen la¨sst sich nun analog zu der ersten
herleiten. Es gilt
CIVn Jn
(1.4)
=
√
2
n
(
cos (2j+1) (2k+1)pi4n
)n−1
j,k=0
Jn
k←→n−1−k=
√
2
n
(
cos (2j+1) (2(n−1−k)+1)pi4n
)n−1
j,k=0
2(n−1−k)+1=2n−(2k+1)
=
√
2
n
(
cos 2n(2j+1)−(2j+1)(2k+1))pi4n
)n−1
j,k=0
=
√
2
n
(
cos
(
jpi − ( (2j+1)(2k+1)pi4n − pi2 )))n−1j,k=0
(1.11)
=
√
2
n
(
(−1)j cos ( (2j+1)(2k+1)pi4n − pi2 ))n−1j,k=0
cos (x−pi
2
)=sinx
=
√
2
n
(
(−1)j sin (2j+1)(2k+1)pi4n
)n−1
j,k=0
Σn=diag((−1)j)n−1j=0= Σn
√
2
n
(
sin (2j+1) (2k+1)pi4n
)n−1
j,k=0
(1.7)
= ΣnSIVn ,
womit der Beweis beendet ist.
Eine wesentliche Eigenschaft der Matrizen (1.2)–(1.7) ist, dass wir sehr schnell ihre Inversen angeben
ko¨nnen. Insbesondere sind dafu¨r keine Rechenoperationen notwendig, was fu¨r spa¨tere Fehlerbetrach-
tungen sehr interessant ist.
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Satz 1.4 (vgl. auch [46] oder [50]). Es gelten die Aussagen:
(i) Die Matrizen (1.2) – (1.7) sind orthogonal.
(ii) Es sind
(
CIIn
)−1 = CIIIn und (SIIn )−1 = SIIIn . Desweiteren sind die Matrizen CIVn und SIVn zu sich
selbst invers.
Beweis: (i) Aus dem fu¨r beliebige Winkel α, β ∈ R gu¨ltigen Additionstheorem
sin(α) cos(β) =
1
2
(sin(α− β) + sin(α+ β))
erhalten wir – da der Sinus eine ungerade Funktion ist – zuna¨chst
sin(x)
n−1∑
k=0
cos((2k + 1)x) =
1
2
n−1∑
k=0
(sin(2k + 2)x− sin(2kx)) = 1
2
sin(2nx)
fu¨r alle x ∈ R. Auf dem Intervall [0, pi[ folgt die hilfreiche Summenformel
n−1∑
k=0
cos((2k + 1)x) =
{
n fu¨r x = 0 ,
sin(2nx)
2 sin(x) fu¨r x ∈]0, pi[ ,
(1.12)
die insbesondere bei x = mpi2n fu¨r |m| ∈ {1, . . . , 2n− 1} verschwindet. Mit dem wiederum fu¨r beliebige
Winkel α, β ∈ R gu¨ltigen Additionstheorem
cos(α) cos(β) =
1
2
(
cos(α+ β) + cos(α− β)) , (1.13)
welches sich sofort aus (1.10) herleiten la¨sst, ergibt sich nun wegen
CIIn
(
CIIn
)T
=
√
2
n
(
εn(j) cos
j(2k + 1)pi
2n
)n−1
j,k=0
·
√
2
n
(
εn(l) cos
l(2k + 1)pi
2n
)n−1
k,l=0
=
2
n
(
εn(j)εn(l)
n−1∑
k=0
cos
j(2k + 1)pi
2n
· cos l(2k + 1)pi
2n
)n−1
j,l=0
(1.13)
=
1
n
(
εn(j)εn(l)
( n−1∑
k=0
cos
(j + l)(2k + 1)pi
2n
+
n−1∑
k=0
cos
(j − l)(2k + 1)pi
2n
))n−1
j,l=0
(1.12)
=
(
(εn(j))
2 (δ(j + l) + δ(j − l)))n−1
j,l=0
=
(
δ(j − l)
)n−1
j,l=0
= In
die Orthogonalita¨t der Matrizen CIIn und C
III
n =
(
CIIn
)T. Dabei haben wir verwendet, dass hier jeweils
j + l ∈ {0, . . . , 2n− 1} und |j − l| ∈ {0, . . . , 2n− 1} erfu¨llt sind.
Aufgrund der aus der Definition ersichtlichen Beziehungen ΣnΣTn = Σ
2
n = In und JnJ
T
n = J
2
n = In
liefert Lemma 1.3 nun ebenso
SIIn
(
SIIn
)T
= JnCIIn Σn
(
JnC
II
n Σn
)T
= JnCIIn ΣnΣnC
III
n Jn = JnC
II
n C
III
n Jn = J
2
n = In
und demzufolge die Orthogonalita¨t der Matrizen SIIn und S
III
n =
(
SIIn
)T.
Analog folgt nun aus
CIVn
(
CIVn
)T
=
2
n
(
cos
(2j + 1)(2k + 1)pi
4n
)n−1
j,k=0
(
cos
(2k + 1)(2l + 1)pi
4n
)n−1
k,l=0
=
2
n
(
n−1∑
k=0
cos
(2j + 1)(2k + 1)pi
4n
cos
(2k + 1)(2l + 1)pi
4n
)n−1
j,l=0
(1.13)
=
1
n
(
n−1∑
k=0
(
cos
(2k + 1)(j − l)pi
2n
+ cos
(2k + 1)(j + l + 1)pi
2n
))n−1
j,l=0
(1.12)
=
(
δ(j − l) + δ(j + l + 1)
)n−1
j,l=0
=
(
δ(j − l)
)n−1
j,l=0
= In
4
die Orthogonalita¨t von CIVn und mit Lemma 1.3 weiter
SIVn
(
SIVn
)T
= ΣnCIVn Jn
(
ΣnCIVn Jn
)T
= ΣnCIVn JnJnC
IV
n Σn = ΣnC
IV
n C
IV
n Σn = Σ
2
n = In ,
also auch die Orthogonalita¨t von SIVn .
(ii) Mit der in (i) gezeigten Orthogonalita¨t und der Definition 1.1 erhalten wir(
CIIn
)−1 = (CIIn )T = CIIIn , (SIIn )−1 = (SIIn )T = SIIIn .
Aufgrund der bereits aus der Definition 1.1 erkennbaren Symmetrien CIVn =
(
CIVn
)T und SIVn = (SIVn )T
liefert die in (i) nachgewiesene Orthogonalita¨t von CIVn und S
IV
n nun auch die Gu¨ltigkeit des letzten
Teils der Behauptung.
Im Beweis der vorangegangenen Folgerung haben wir verwendet, dass das Produkt orthogonaler Matri-
zen wiederum eine orthogonale Matrix liefert. Daher wird die Orthogonalita¨t der Matrizen (1.2) – (1.7)
in Abschnitt 1.3 durch eine jeweilige Faktorisierung in orthogonale Matrixfaktoren erneut besta¨tigt.
Bemerkung 1.5. In [1, 50] wird der Zusammenhang von Kosinus-Matrizen und Chebyshev-Polynomen
nachgewiesen. Werten wir die Chebyshev-Polynome erster Art, definiert durch τj(x) := cos(j arccosx),
an den a¨quidistanten Stu¨tzstellen tnk := cos
(2k+1)pi
2n aus, so gilt
τj(tnk) = cos
(
j arccos
(
cos
(2k + 1)pi
2n
))
= cos
j(2k + 1)pi
2n
und daher
CIIn =
√
2
n
(
εn(j)τj(tnk)
)n−1
j,k=0
.
Um nun CIIn
(
CIIn
)T = In zu zeigen, wird lediglich die in [50, Satz 1.6] angegebene Orthogonalita¨tsbe-
ziehung
n−1∑
k=0
τj(tnk)τl(tnk) =
n
2
δ(j − l) (εn(j))−2
im ersten Teil des Beweises von Satz 1.4 (i) hergeleitet und angewandt.
Ebenso erhalten wir mit der fu¨r alle x ∈]− pi, pi[ gu¨ltigen Beziehung 0 < cos x2 =
√
1+cos(x)
2 , eingesetzt
an den oben definierten Stu¨tzstellen tnk, fu¨r die Matrix CIVn die Darstellung
CIVn =
√
2
n
(
cos
(2j + 1) arccos tnk
2
)n−1
j,k=0
=
√
2
n

√
1+tnk
2
cos arccos tnk2
cos
(2j + 1) arccos tnk
2
n−1
j,k=0
=
√
1
n
(
√
1 + tnk
cos (2j+1) arccos tnk2
cos arccos tnk2
)n−1
j,k=0
=
√
1
n
(√
1 + tnk vj(tnk)
)n−1
j,k=0
mit den Chebyshev-Polynomen dritter Art, definiert durch vj(x) :=
cos (2j+1) arccosx2
cos arccosx2
. Demnach ist die
Orthogonalita¨t von CIVn zu der Beziehung
n−1∑
k=0
(1 + tnk) vj(tnk)vl(tnk) = nδ(l − j)
a¨quivalent, welche ebenso in [50, Satz 1.6] angegeben wird, jedoch fa¨lschlicherweise mit einem zusa¨tz-
lichen Faktor 12 . 
Aufgrund der Orthogonalita¨t ist die Matrix-Vektor-Multiplikation mit jeder der Matrizen (1.2) – (1.7)
gut konditioniert. Insbesondere besitzen orthogonale Matrizen bestmo¨gliche Kondition bezu¨glich der
Spektralnorm. Da es sich jeweils um vollbesetzte Matrizen handelt, sind wir – um die arithmetischen
Kosten zu reduzieren – an Faktorisierungen in weniger vollbesetzte Matrizen interessiert. Um die
Kondition nicht zu verschlechtern, favorisieren wir dabei orthogonale Matrixfaktoren.
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1.2 Orthogonale Faktorisierungen von Sinus- und Kosinusmatrizen
In diesem Abschnitt betrachten wir fu¨r gerades n ∈ N verschiedene Faktorisierungen der in Abschnitt
1.1 eingefu¨hrten Kosinus- und Sinusmatrizen. Erga¨nzend zu den Matrizen Jn und Σn, welche bereits
in Abschnitt 1.1 eingefu¨hrt worden sind, bezeichnen wir mit Pn die 2-Schritt-Permutationsmatrix der
Ordnung n, welche einen Vektor x = (xk)
n−1
k=0 auf
Pnx := (x0, x2, . . . , xn−2, x1, x3, . . . , xn−1)T (1.14)
abbildet. Mit In wird wie u¨blich die Einheitsmatrix der Gro¨ße n × n bezeichnet. Zuna¨chst geben wir
die in [43] hergeleiteten Beziehungen zwischen den Matrizen CIIn und C
IV
n an.
Lemma 1.6 (vgl. [43], Lemma 2.2 (i) und Lemma 2.4). Sei n ∈ N gerade mit n ≥ 4 gegeben und
n1 := n2 . Dann gelten die Faktorisierungen
CIIn = P
T
n
(
CIIn1
CIVn1
)
Tn(0), CIVn = P
T
n An(1)
(
CIIn1
CIIn1
)
Tn(1) (1.15)
mit der verallgemeinerten Butterfly-Matrix
Tn(0) := 1√2
(
In1 Jn1
In1 −Jn1
)
, (1.16)
der modifizierten Additionsmatrix
An(1) := 1√2

√
2
In1−1 In1−1
In1−1 −In1−1
−√2
(In1 Σn1Jn1
)
(1.17)
und der kreuzfo¨rmigen Drehmatrix
Tn(1) :=
(
In1
Σn1
)(
diag cn1 (diag sn1)Jn1
−Jn1(diag sn1) diag(Jn1cn1)
)
(1.18)
mit den die entsprechenden Drehfaktoren enthaltenden Vektoren
cn1 :=
(
cos (2k+1)pi8n1
)n1−1
k=0
, sn1 :=
(
sin (2k+1)pi8n1
)n1−1
k=0
.
Werden die Definitionen von Tn(0) und Tn(1) auch fu¨r n = 2 verwendet, so stimmt T2(0) genau mit
CII2 u¨berein. Weiterhin gilt C
IV
2 = Σ2T2(1). Aufgrund der Symmetrie der Matrix C
IV
n und mittels (1.3)
lassen sich durch Transponieren von (1.15) sofort a¨hnliche Beziehungen fu¨r die Matrizen CIIIn und C
IV
n
herleiten.
Folgerung 1.7. Sei n ∈ N gerade mit n ≥ 4 gegeben und n1 := n2 . Mit den Bezeichungen aus Lemma
1.6 gelten dann ebenso die Faktorisierungen
CIIIn = Tn(0)
T
(
CIIIn1
CIVn1
)
Pn, C
IV
n = Tn(1)
T
(
CIIIn1
CIIIn1
)
An(1)TPn . (1.19)
Aufgrund ihrer Orthogonalita¨t und ihrer Symmetrie sind die Matrizen Jn und Σn daru¨ber hinaus
zu sich selbst invers. Demnach liefert Lemma 1.3 sofort die Darstellungen SIIIn = ΣnC
III
n Jn sowie
SIVn = ΣnC
IV
n Jn. Mit der Identita¨t PnJn = JnPn ergibt sich
(
Jn1
Jn1
)
An(1)TPnJn = 1√2
(
Jn1
Σn1
)
√
2
In1−1 In1−1
In1−1 −In1−1
−√2
 JnPn
= 1√
2
(
Jn1
Σn1
)
√
2
Jn1−1 Jn1−1
−Jn1−1 Jn1−1
−√2
Pn .
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Beachten wir daru¨ber hinaus die Gu¨ltigkeit von
ΣnJnx = Σn (xn−1−k)n−1k=0 =
(
(−1)kxn−1−k
)n−1
k=0
= (−1)n−1
(
(−1)n−1−kxn−1−k
)n−1
k=0
= (−1)n−1Jn
(
(−1)kxk
)n−1
k=0
= (−1)n−1JnΣnx
und Σn(diag x) = (diag x)Σn fu¨r einen beliebigen Vektor x ∈ Rn, so folgen
ΣnTn(0)T
(
Σn1
Σn1
)
=
1√
2
(
Σn1
(−1)n1Σn1
)(
In1 In1
Jn1 −Jn1
)(
Σn1
Σn1
)
=
1√
2
(
In1 In1
(−1)n1Σn1Jn1Σn1 (−1)n1−1Σn1Jn1Σn1
)
= Tn(0)T
(
In1
In1
)
sowie
ΣnTn(1)T
(
Σn1
Σn1
)
=
(
Σn1
(−1)n1Σn1
)(
diag cn1 −(diag sn1)Jn1
Jn1(diag sn1) diag(Jn1cn1)
)(
Σn1
In1
)
=
(
Σn1 diag cn1 −Σn1(diag sn1)Jn1
(−1)n1Σn1Jn1(diag sn1) (−1)n1Σn1 diag(Jn1cn1)
)(
Σn1
In1
)
=
(
diag cn1 (diag sn1)Jn1
−Jn1(diag sn1) diag(Jn1cn1)
)(
In1
(−1)n1Σn1
)
.
Insgesamt erhalten wir somit die nachstehenden beiden Faktorisierungpaare, wobei das zweite Paar
wieder mittels Transponieren aus dem ersten Paar erhalten wird.
Folgerung 1.8. Sei n ∈ N gerade mit n ≥ 4 gegeben und n1 := n2 . Weiter seien cn1 , sn1 und Tn(0)
wie in Lemma 1.6 definiert. Dann gelten
SIIIn = Tn(0)
T
(
SIVn1
SIIIn1
)
Pn, S
IV
n = T˘n(1)
(
SIIIn1
SIIIn1
)
A˘n(1)Pn (1.20)
sowie
SIIn = P
T
n
(
SIVn1
SIIn1
)
Tn(0) , SIVn = P
T
n A˘n(1)
T
(
SIIn1
SIIn1
)
T˘n(1)T (1.21)
mit der modifizierten Additionsmatrix
A˘n(1) := 1√2
(
Jn1
Σn1
)
√
2
Jn1−1 Jn1−1
−Jn1−1 Jn1−1
−√2
 (1.22)
und der kreuzfo¨rmigen Drehmatrix
T˘n(1) =
(
diag cn1 (diag sn1)Jn1
−Jn1(diag sn1) diag(Jn1cn1)
)(
In1
(−1)n1Σn1
)
. (1.23)
Offensichtlich lassen sich die Faktorisierungen aus (1.15) fu¨r n = 2t rekursiv ineinander einsetzen, bis
der mittlere Matrixfaktor zu einer Blockdiagonalmatrix wird, deren Blo¨cke entweder CII2 oder C
IV
2
sind. Auf diese Weise lassen sich sowohl CIIn als auch C
IV
n jeweils durch ein Produkt von du¨nnbesetzten
orthogonalen Matrizen darstellen. Diese Darstellungen bilden die Grundlage fu¨r entsprechend schnelle
Algorithmen, wie sie im na¨chsten Abschnitt eingefu¨hrt werden. Analog lassen sich auch aus den Fak-
torisierungspaaren (1.19) – (1.21) Produktdarstellungen von CIIIn , C
IV
n sowie S
II
n , S
III
n und S
IV
n finden,
welche nur du¨nnbesetzte orthogonale Faktoren beinhalten. U¨berdies lassen sich diese Faktoren mit-
tels geeigneter Permutationen und durch spalten- bzw. zeilenweise Vorzeichenskalierungen als direkte
Summen von Drehmatrizen
Q2(ϕ) :=
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
) (
ϕ ∈ ]0, pi4 ]) (1.24)
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ausdru¨cken. Dabei bezeichnet die direkte Summe zweier quadratischer Matrizen A und B von nicht
notwendigerweise gleicher Gro¨ße die Blockdiagonalmatrix
A⊕B :=
(
A
B
)
.
Im nachstehenden Lemma finden sich nun die entsprechenden Darstellungen der an (1.15) beteiligten
Matrizen, welche erneut ihre Orthogonalita¨t aufzeigen und daru¨ber hinaus die Einschra¨nkung unserer
Betrachtungen auf Drehmatrizen der Gestalt (1.24) rechtfertigen.
Lemma 1.9. Es sei n = 2t mit einer natu¨rlichen Zahl t ≥ 2 gegeben. Dann existieren fu¨r die in
Lemma 1.6 definierten Matrizen die Faktorisierungen
Tn(0) = PnΣn
(
n1⊕
i=1
Q2(pi4 )
)
PTn (In1 ⊕ Jn1),
Tn(1) = (In1 ⊕ Jn1Σn1)Pn
(
n1⊕
i=1
Q2
(
(2i−1)pi
4n
))
PTn (In1 ⊕ Jn1),
An(1) = (1⊕ Pn−2 ⊕ 1)
(
1⊕
(
n1−1⊕
i=1
Q2(pi4 )
)
⊕ (−1)
)(
1⊕ PTn−2 ⊕ 1
)
(In1 ⊕ Σn1Jn1) .

(1.25)
Weiterhin gelten
CII2 = T2(0) = Σ2Q2(
pi
4 ), C
IV
2 = Σ2T2(1) = Σ2Q2(
pi
8 ). (1.26)
Der Beweis besteht aus einfachem Nachrechnen und wird daher an dieser Stelle weggelassen.
Zu (1.25) a¨hnliche Faktorisierungen sind bereits in [42] zu finden, wobei dort Q2(ϕ) mit R2(ϕ) bezeich-
net und (In1 ⊕ Jn1)Pn zu Qn zusammengefasst wird.
Da offensichtlich Q2(ϕ)T = Σ2Q2(ϕ)Σ2 erfu¨llt ist, lassen sich aus (1.25) in a¨hnlicher Weise Faktorsie-
rungen fu¨r Tn(0)T, Tn(1)T und An(1)T sowie T˘n(1) und A˘n(1) angeben. Mit
A˘n(1) = (Jn1 ⊕ Jn1)An(1)TJn
und
T˘n(1) = ΣnTn(1)T (Σn1 ⊕ Σn1)
erhalten wir insgesamt
Folgerung 1.10. Es sei n = 2t mit einer natu¨rlichen Zahl t ≥ 2 gegeben. Dann existieren fu¨r die in
den Folgerungen 1.7 und 1.8 verwendeten Matrizen die Faktorisierungen
Tn(0)T = (In1 ⊕ Jn1)PnΣn
(
n1⊕
i=1
Q2(pi4 )
)
PTn ,
Tn(1)T = (In1 ⊕ Jn1)PnΣn
(
n1⊕
i=1
Q2
(
(2i−1)pi
4n
))
ΣnPTn (In1 ⊕ Σn1Jn1),
T˘n(1) = (Σn1 ⊕ Σn1Jn1)PnΣn
(
n1⊕
i=1
Q2
(
(2i−1)pi
4n
))
ΣnPTn (Σn1 ⊕ Jn1)

(1.27)
sowie
An(1)T = (In1 ⊕ Jn1Σn1) (1⊕ Pn−2 ⊕ 1)
×
(
1⊕ Σn−2
(
n1−1⊕
i=1
Q2(pi4 )
)
Σn−2 ⊕ (−1)
)(
1⊕ PTn−2 ⊕ 1
)
,
A˘n(1) = (Jn1 ⊕ Σn1) (1⊕ Pn−2 ⊕ 1)
×
(
1⊕ Σn−2
(
n1−1⊕
i=1
Q2(pi4 )
)
Σn−2 ⊕ (−1)
)(
1⊕ PTn−2 ⊕ 1
)
Jn .

(1.28)
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Weiterhin gelten
SII2 = T2(0) = Σ2Q2(
pi
4 ), S
IV
2 = Q2(
pi
8 )J2. (1.29)
In [54] bzw. [50] finden sich fu¨r die Matrizen CIVn und C
III
n nach geringfu¨giger Modifizierung jeweils eine
vollsta¨ndige, nichtrekursive Faktorisierung in du¨nnbesetzte, orthogonale Matrizen. Um diese angeben
zu ko¨nnen, bedarf es noch der Einfu¨hrung einiger Bezeichnungen. Das Produkt quadratischer Matrizen
Ak ∈ Rn×n, k = 1, . . . , n, von rechts nach links ku¨rzen wir mit
n∏
k=1
Ak := AnAn−1 · . . . ·A2A1 (1.30)
ab. Daru¨ber hinaus bezeichnet das Kronecker-Produkt zweier Matrizen A = (aij)
k−1,l−1
i,j=0 ∈ Rk×l und
B ∈ Rm×n die Blockmatrix
A⊗B := (aijB)k−1,l−1i,j=0 ∈ Rkm×ln . (1.31)
A¨hnlich wie bei der Faktorisierung der Fourier-Matrix beno¨tigen wir fu¨r ν = 2τ (τ ≥ 2) eine modifizierte
Bitumkehr-Matrix Uν , die sich u¨ber die Rekursion
U4 := (I2 ⊕ J2)P4 , Uν := (I ν
2
⊕ J ν
2
)Pν
(
U ν
2
⊗ I2
)
definieren la¨sst. Die in der Produktdarstellung der Fourier-Matrix auftretende Bitumkehr-Matrix
t−2∏
s=0
(I2s ⊗ Pns)
ist eine spezielle Permutationsmatrix der Gro¨ße 2n × 2n, welche ihren Namen der Eigenschaft ver-
dankt, dass fu¨r jede Komponente des zu permutierenden Vektors der alte und der neue Index in
der Bina¨rdarstellung durch Vertauschung der Bit-Reihenfolge ineinander u¨bergehen (vgl. [58], S. 36,
[50], S. 26). Besitzt also ein Element b der Menge {0, . . . , 2t − 1} die Bina¨rdarstellung (bt−1, . . . , b0)2
mit bk ∈ {0, 1}, k = 0, . . . , t − 1, so wird b durch die Bitumkehr-Permutation auf dasjenige Element
der Menge {0, . . . , 2t − 1} abgebildet, welches die Bina¨rdarstellung (b0, . . . , bt−1)2 besitzt. Analog ist
die modifizierte Bitumkehr-Permutation dadurch gegeben, dass b auf dasjenige Element der Menge
{0, . . . , 2t − 1} abgebildet wird, welches die Bina¨rdarstellung
(〈b0 + b1〉2, 〈b1 + b2〉2, . . . , 〈bt−2 + bt−1〉2, bt−1)2
besitzt. Dabei bezeichnet 〈z〉n den nichtnegativen Rest von z ∈ Zmodulo n. Die modifizierte Bitumkehr-
Matrix Uν erfu¨llt nun genau die Eigenschaft, dass fu¨r jede Komponente des zu permutierenden Vektors
der neue Index aus dem alten durch Ausfu¨hren der modifizierten Bitumkehr-Permutation hervorgeht
(vgl. [50], S. 29). Desweiteren tritt Un bei der folgenden Faktorisierung von CIVn an der entsprechenden
Position auf, an der die Bitumkehr-Matrix innerhalb der Faktorisierung der Fourier-Matrix steht.
Lemma 1.11 (vgl. [54], Example 8.10 und [50], Algorithmus 2.21). Es sei n = 2t mit einer natu¨rlichen
Zahl t ≥ 3 gegeben. Weiter sei ns := 2t−s fu¨r s = 0, . . . , t. Dann gilt
CIVn = Un
(
t−1∏
s=1
(
D(s)n B
(s)
n P
(s)
n
))
D(0)n P
(0)
n (1.32)
mit den Permutationsmatrizen
P (0)n := ((In1 ⊕ Jn1)Pn)T ,
P (s)n := I2s−1 ⊗ (Ins+1 ⊕ Jns+1)⊗ I2 , s = 1, . . . , t− 1,
den modifizierten Butterfly-Matrizen
B(s)n := I2s−1 ⊗ T2(0)⊗ Ins , s = 1, . . . , t− 1,
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und den Drehmatrizen
D(0)n :=
n1−1⊕
j=0
Σj+12 Q2
(
(2j + 1)pi
4n
)
=
n1−1⊕
j=0
 cos( (2j+1)pi4n ) sin( (2j+1)pi4n )
(−1)j sin
(
(2j+1)pi
4n
)
−(−1)j cos
(
(2j+1)pi
4n
) ,
D(s)n := I2s−1 ⊗
Ins ⊕
ns
2
−1⊕
j=0
Σj+12 Q2
(
(2j + 1)pi
2ns
)
Σj2

= I2s−1 ⊗
Ins ⊕
ns
2
−1⊕
j=0
 cos( (2j+1)pi2ns ) (−1)j sin( (2j+1)pi2ns )
(−1)j sin
(
(2j+1)pi
2ns
)
− cos
(
(2j+1)pi
2ns
)  , s = 1, . . . , t− 1.
Mit L4 := (I2 ⊕ T2(0))T4(0)(I2 ⊕ J2) gilt weiterhin
CIV4 = U4L4D
(0)
4 U
T
4 . (1.33)
Wiederum sind hier alle beteiligten Matrizen sowohl orthogonal als auch du¨nnbesetzt. Dies ist fu¨r
die Permutationsmatrizen P (s)n , s = 0, . . . , t, offensichtlich. Da die Kronecker-Multiplikation mit ei-
ner Einheitsmatrix von links lediglich eine Blockdiagonalmatrix mit identischen Blo¨cken liefert, folgt
hieraus auch die Orthogonalita¨t bzw. Du¨nnbesetztheit der Drehmatrizen D(s)n , s = 0, . . . , t−1, aus den
Eigenschaften ihrer Blo¨cke. Mit (1.26) und beispielweise nach [54, Theorem 8.1] gilt schließlich
B(s)n = I2s−1 ⊗ Σ2Q
(
pi
4
)⊗ Ins = (I2s−1 ⊗ P2t−s+1) (In1 ⊗ Σ2Q (pi4 )) (I2s−1 ⊗ PT2t−s+1) (1.34)
fu¨r die Butterfly-Matrizen B(s)n , s = 1, . . . , t−1, so dass hier mit derselben Argumentation die Orthogo-
nalita¨t und Du¨nnbesetztheit folgt. Zusa¨tzlich haben wir in (1.34) und in Lemma 1.11 fu¨r alle beteiligten
Matrizen Faktorisierungen in lediglich ebene Drehungen enthaltende Blockdiagonalmatrizen sowie in
Permutations- und Vorzeichenskalierungsmatrizen vorliegen.
Analog sind auch alle an der folgenden Darstellung von CIIIn beteiligten Matrizen faktorisierbar. Dem-
zufolge ko¨nnen wir auch hier unsere Betrachtungen auf ebene Drehungen beschra¨nken.
Lemma 1.12 (vgl. [54], Example 8.11 und [50], Algorithmus 2.23). Es sei n = 2t mit einer natu¨rlichen
Zahl t ≥ 3 gegeben. Weiter sei ns := 2t−s fu¨r s = 0, . . . , t. Mit den Bezeichnungen aus Lemma 1.11 gilt
dann
CIIIn =
(
t∏
s=1
(
T2s(0)T ⊕ In−2s
))
P˜ (t−1)n
(
t−2∏
s=1
(
D˜(s)n B˜
(s)
n P˜
(s)
n
))
D˜(0)n P˜
(0)
n (1.35)
mit den Permutationsmatrizen
P˜ (0)n :=
(
I4 ⊕
t−2⊕
s=1
PT2s+1(I2s ⊕ J2s)
)
t−2∏
s=0
(Pns ⊕ In−ns) , P˜ (t−1)n := I4 ⊕
t−1⊕
s=2
U2s ,
P˜ (s)n := Ins ⊕
(
I2s−1 ⊗ (Ins+2 ⊕ Jns+2)⊗ I2
)
, s = 1, . . . , t− 2,
den modifizierten Butterfly-Matrizen
B˜(s)n := Ins ⊕
(
I2s−1 ⊗ T2(0)⊗ Ins+1
)
, s = 1, . . . , t− 1,
und den Drehmatrizen
D˜(0)n := I2 ⊕
t−1⊕
s=1
D
(0)
2s = I2 ⊕
t−1⊕
s=1
2s−1−1⊕
j=0
Σj+12 Q
(
(2j + 1)pi
2s+2
)  ,
D˜(s)n := Ins ⊕
I2s−1 ⊗
Ins+1 ⊕ ns+2−1⊕
j=0
Σj+12 Q
(
(2j + 1)pi
ns
)
Σj2
 , s = 1, . . . , t− 2.
Weiterhin gilt
CIII4 = T4(0)
TD˜
(0)
4 P4 . (1.36)
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Zu bemerken ist, dass die Matrizen B˜(s)n in [54] nur als Vielfache von orthogonalen Matrizen definiert
werden, wa¨hrend sie hier orthogonal sind.
Offensichtlich ergeben sich wiederum mittels Transponieren weitere Darstellungen fu¨r die Matrizen CIIn
und CIVn .
Folgerung 1.13. Mit den Bezeichnungen aus Lemma 1.11 und 1.12 gelten die Faktorisierungen
CIVn = P
(0)
n
T
D(0)n
T
(
t−1∏
s=1
(
P (t−s)n
T
B(t−s)n
T
D(t−s)n
T
))
UTn , (1.37)
CIIn = P˜
(0)T
n D˜
(0)T
n
(
t−1∏
s=2
(
P˜ (t−s)
T
n B˜
(t−s)T
n D˜
(t−s)T
n
))
P˜ (t−1)
T
n
(
t−1∏
s=0
(Tns(0)⊕ In−ns)
)
. (1.38)
Weiterhin gelten
CIV4 = U4D
(0)
4
T
LT4 U4 , C
II
4 = P
T
4 D˜
(0)T
4 T4(0) . (1.39)
1.3 Schnelle DCT- und DST-Algorithmen
Analog zur diskreten Fourier-Transformation der La¨nge n ∈ N, die mit Hilfe der Fourier-Matrix (1.1)
als lineare Abbildung von Cn in sich erkla¨rt wird, definieren wir nun die diskreten trigonometrischen
Transformationen.
Definition 1.14. Unter einer diskreten Kosinus-Transformation vom Typ ∗ (∗ ∈ {II, III, IV}) der
La¨nge n ∈ N (DCT-∗(n)) verstehen wir diejenige lineare Abbildung von Rn in sich, die jedem Vektor
x := (xj)
n−1
j=0 ∈ Rn den Vektor y := (yj)n−1j=0 mit
y := C∗nx
zuordnet. Analog definieren wir eine diskrete Sinus-Transformation vom Typ ∗ (∗ ∈ {II, III, IV}) der
La¨nge n ∈ N (DST-∗(n)) als diejenige lineare Abbildung von Rn in sich, die jedem Vektor x :=
(xj)
n−1
j=0 ∈ Rn den Vektor y := (yj)n−1j=0 mit
y := S∗nx
zuordnet.
Aufgrund der Vollbesetztheit der Matrizen (1.2) – (1.7) wu¨rde eine naive Implementierung der entspre-
chenden Transformationen einen Rechenaufwand von n2 Multiplikationen und n(n−1) Additionen pro
transformierten Vektor der La¨nge n erfordern. A¨hnlich wie bei der DFT ist es jedoch mo¨glich, mit Hilfe
von Teile-und-Herrsche-Strategien den Rechenaufwand zu reduzieren. Dies la¨sst sich u¨ber entsprechen-
de Matrixfaktorisierungen darstellen, wobei die beteiligten Matrizen mo¨glichst wenige Nichtnulleintra¨ge
besitzen sollten. Lemmata 1.11 und 1.12 liefern fu¨r n = 2t bereits zwei derartige Faktorisierungen. Aus
(1.32) und (1.33) la¨sst sich ein iterativer Algorithmus zur Berechnung der DCT-IV ableiten.
Algorithmus 1.15 (cos−IV(x, n)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn.
• Falls n = 2 , berechne y← CIV2 x.
• Falls n = 4 , berechne y← U4L4D(0)4 UT4 x.
• Falls n ≥ 8 , setze n1 := n2 .
– Permutiere und berechne
v′ ← P (0)n x,
x(1) ← D(0)n v′.
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– Fu¨r s = 1, . . . , t− 1 permutiere und berechne
v′ ← P (s)n x(s),
v′′ ← B(s)n v′,
x(s+1) ← D(s)n v′′.
– Permutiere
y ← Un x(t).
Ausgabe: y = CIVn x.
Aufgrund der Orthogonalita¨t und Symmetrie der Matrix CIVn liefert eine zweimalige Anwendung auf
einen Vektor x von Algorithmus 1.15 im Idealfall wiederum den Ausgangsvektor x. Auf diese Weise
kann die Korrektheit der Implementierung leicht u¨berpru¨ft werden.
Weiterhin erhalten wir aus (1.35) und (1.36) ebenso einen iterativen Algorithmus zur Berechnung der
DCT-III.
Algorithmus 1.16 (cos−III(x, n)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn.
• Falls n = 2 , berechne y← CII2 x.
• Falls n = 4 , berechne y← TT4 (0)D˜(0)4 P4x.
• Falls n ≥ 8 , setze n1 := n2 .
– Permutiere und berechne
v′ ← P˜ (0)n x,
x(1) ← D˜(0)n v′.
– Fu¨r s = 1, . . . , t− 2 permutiere und berechne
v′ ← P˜ (s)n x(s),
v′′ ← B˜(s)n v′,
x(s+1) ← D˜(s)n v′′.
– Permutiere
x(t) ← P˜ (t−1)n x(t−1).
– Fu¨r s = 1, . . . , t berechne
x(t+s) ← (T2s(0)T ⊕ In−2s)x(t+s−1).
– Setze y ← x(2t).
Ausgabe: y = CIIIn x.
Bei der Implementierung kann hierbei ausgenutzt werden, dass innerhalb der letzten Schleife im Schritt
s lediglich die ersten 2s Komponenten vera¨ndert werden. Aufgrund der Orthogonalita¨t aller beteiligten
Matrizen kann fu¨r die inverse Transformation DCT-II ein entsprechender iterativer Algorithmus aus
(1.38) und (1.39) abgelesen werden.
Algorithmus 1.17 (cos−II(x, n)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn.
• Falls n = 2 , berechne y← CII2 x.
• Falls n = 4 , berechne y← PT4 D˜(0)
T
4 T4(0)x.
• Falls n ≥ 8 , setze n1 := n2 und x(0) := x.
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– Fu¨r s = 0, . . . , t− 1 berechne
x(s+1) ← (Tns(0)⊕ In−ns) x(s).
– Permutiere
x(t+1) ← P˜ (t−1)Tn x(t).
– Fu¨r s = 2, . . . , t− 1 berechne und permutiere
v′ ← D˜(t−s)Tn x(t+s−1),
v′′ ← B˜(t−s)Tn v′,
x(t+s) ← P˜ (t−s)Tn v′′.
– Permutiere und berechne
v′ ← D˜(0)Tn x(2t−1),
y ← P˜ (0)Tn v′.
Ausgabe: y = CIIn x.
Ein weiterer iterativer Algorithmus zur Berechnung der DCT-IV la¨sst sich aus (1.37) und (1.39) ablei-
ten.
Algorithmus 1.18 (cos−IVT(x, n)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn.
• Falls n = 2 , berechne y← CIV2 x.
• Falls n = 4 , berechne y← U4D(0)4
T
LT4 U4x.
• Falls n ≥ 8 , setze n1 := n2 .
– Permutiere
x(1) ← UTn x.
– Fu¨r s = 1, . . . , t− 1 berechne und permutiere
v′ ← D(t−s)n
T
x(s),
v′′ ← B(t−s)n
T
v′,
x(s+1) ← P (t−s)n
T
v′′.
– Berechne und permutiere
v′ ← D(0)n
T
x(t),
y ← P (0)n
T
v′.
Ausgabe: y = CIVn x.
Die Algorithmen 1.15 – 1.18 enthalten jeweils mindestens eine Schleife, welche eine vom Parameter n
abha¨ngige endliche Anzahl durchlaufen wird. Neben einer solchen ”iterativen“ Implementierung eines
Verfahrens besteht in manchen Fa¨llen auch die Mo¨glichkeit, einen Algorithmus rekursiv zu entwerfen.
Dabei nennen wir einen Algorithmus rekursiv, wenn er sich in einem Durchlauf mindestens einmal (ggf.
mit anderen Parametern) selbst aufruft. Insbesondere eignen sich die in Lemma 1.6 und in den Folge-
rungen 1.7 und 1.8 angegebenen Faktorisierungen fu¨r die Konstruktion von rekursiven Algorithmen fu¨r
die entsprechende DCT bzw. DST. Aus dem Faktorisierungspaar (1.15) erhalten wir fu¨r n = 2t einen
ersten schnellen rekursiven Algorithmus, welcher je nach Wahl des Parameters k ∈ {0, 1} die DCT-II
bzw. DCT-IV fu¨r einen Vektor der La¨nge n = 2t ausfu¨hrt. Dieser geho¨rt offensichtlich zur Klasse der
Zweierpotenz-Algorithmen, zu denen beispielsweise der Cooley-Tukey- sowie der Gentleman-Sande-
Algorithmus fu¨r die DFT za¨hlen.
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Algorithmus 1.19 (cos−II/IV(x, n, k)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn, k ∈ {0, 1}.
• Falls n = 2 und k = 0 , berechne y← CII2 x.
• Falls n = 2 und k = 1 , berechne y← CIV2 x.
• Falls n ≥ 4 , setze n1 := n2 .
– Fu¨r k = 0 berechne
(uj)
n−1
j=0 ← Tn(0) x,
v′ ← cos−II/IV((uj)n1−1j=0 , n1, 0),
v′′ ← cos−II/IV((uj)n−1j=n1 , n1, 1),
y ← PTn ((v′)T, (v′′)T)T.
– Fu¨r k = 1 berechne
(uj)
n−1
j=0 ← Tn(1) x,
v′ ← cos−II/IV((uj)n1−1j=0 , n1, 0),
v′′ ← cos−II/IV((uj)n−1j=n1 , n1, 0),
y ← PTn An(1)((v′)T, (v′′)T)T.
Ausgabe: y =
C
II
n x fu¨r k = 0,
CIVn x fu¨r k = 1.
Weitere Zweierpotenz-Algorithmen fu¨r DCT und DST vom Typ II–IV lassen sich analog angeben.
Aufgrund der bereits erwa¨hnten Orthogonalita¨t erhalten wir aus dem Faktorisierungspaar (1.19) sofort
einen Algorithmus fu¨r die entsprechende Umkehrtransformation, die im Fall k = 0 der DCT-III bzw.
im Fall k = 1 wiederum der DCT-IV entspricht.
Algorithmus 1.20 (cos−III/IV(x, n, k)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn, k ∈ {0, 1}.
• Falls n = 2 und k = 0 , berechne y← CII2 x.
• Falls n = 2 und k = 1 , berechne y← CIV2 x.
• Falls n ≥ 4 , setze n1 := n2 .
– Fu¨r k = 0 berechne
(uj)
n−1
j=0 ← Pn x,
v′ ← cos−III/IV((uj)n1−1j=0 , n1, 0),
v′′ ← cos−III/IV((uj)n−1j=n1 , n1, 1),
y ← (Tn(0))T((v′)T, (v′′)T)T.
– Fu¨r k = 1 berechne
(uj)
n−1
j=0 ← An(1)TPn x,
v′ ← cos−III/IV((uj)n1−1j=0 , n1, 0),
v′′ ← cos−III/IV((uj)n−1j=n1 , n1, 0),
y ← Tn(1)T((v′)T, (v′′)T)T.
Ausgabe: y =
C
III
n x fu¨r k = 0,
CIVn x fu¨r k = 1.
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Wir verwenden hier außerdem, dass die Matrix CIII2 mit C
II
2 u¨bereinstimmt. Aufgrund der Symmetrie
von CIVn sind uns somit gleich zwei rekursive Algorithmen zur Ausfu¨hrung der DCT-IV gegeben.
Analog lassen sich fu¨r die DST vom Typ II–IV die folgenden zwei rekursiven Algorithmen aus den
beiden Faktorisierungspaaren (1.20) und (1.21) herleiten. Wir verwenden dabei, dass die Matrizen SII2
und SIII2 ebenso mit C
II
2 zusammenfallen.
Algorithmus 1.21 (sin−III/IV(x, n, k)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn, k ∈ {0, 1}.
• Falls n = 2 und k = 0 , berechne y← CII2 x.
• Falls n = 2 und k = 1 , berechne y← SIV2 x.
• Falls n ≥ 4 , setze n1 := n2 .
– Fu¨r k = 0 berechne
(uj)
n−1
j=0 ← Pn x,
v′ ← sin−III/IV((uj)n1−1j=0 , n1, 1),
v′′ ← sin−III/IV((uj)n−1j=n1 , n1, 0),
y ← (Tn(0))T((v′)T, (v′′)T)T.
– Fu¨r k = 1 berechne
(uj)
n−1
j=0 ← A˘n(1)Pn x,
v′ ← sin−III/IV((uj)n1−1j=0 , n1, 0),
v′′ ← sin−III/IV((uj)n−1j=n1 , n1, 0),
y ← T˘n(1)((v′)T, (v′′)T)T.
Ausgabe: y =
S
III
n x fu¨r k = 0,
SIVn x fu¨r k = 1.
Algorithmus 1.22 (sin−II/IV(x, n, k)).
Eingabe: n = 2t (t ≥ 1), x ∈ Rn, k ∈ {0, 1}.
• Falls n = 2 und k = 0 , berechne y← CII2 x.
• Falls n = 2 und k = 1 , berechne y← SIV2 x.
• Falls n ≥ 4 , setze n1 := n2 .
– Fu¨r k = 0 berechne
(uj)
n−1
j=0 ← (Tn(0)) x,
v′ ← sin−II/IV((uj)n1−1j=0 , n1, 1),
v′′ ← sin−II/IV((uj)n−1j=n1 , n1, 0),
y ← PTn ((v′)T, (v′′)T)T.
– Fu¨r k = 1 berechne
(uj)
n−1
j=0 ← T˘n(1)T x,
v′ ← sin−II/IV((uj)n1−1j=0 , n1, 0),
v′′ ← sin−II/IV((uj)n−1j=n1 , n1, 0),
y ← PTn A˘n(1)T((v′)T, (v′′)T)T.
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Ausgabe: y =
S
II
n x fu¨r k = 0,
SIVn x fu¨r k = 1.
Die jeweiligen Multiplikationen mit den entsprechend du¨nnbesetzten Matrizen ko¨nnen aufgrund ihrer
speziellen Struktur als unabha¨ngige Prozeduren implementiert werden, so dass keine Matrizen abge-
speichert werden mu¨ssen. Auf diese Weise ko¨nnen die Algorithmen 1.19 – 1.22 auch noch fu¨r große
Vektorla¨ngen n = 2t (t 1) realisiert werden.
Die Algorithmen 1.19 – 1.22 sind aufgrund ihrer rekursiven Gestalt, welche aus der Teile-und-Herrsche-
Strategie resultiert, sehr schnell und bequem zu implementieren. Zur Untersuchung ihres Rundungs-
fehlerverhaltens ist jedoch eine iterative Darstellung der Gestalt
ν∏
j=1
A(j) := A(ν) . . . A(2)A(1)
mit Matrizen A(j) ∈ Rn×n , j = 1, . . . , ν, wesentlich geeigneter ([24], §24.1). Insbesondere stellt sich
dabei heraus, dass die an den jeweiligen Faktorisierungen beteiligten Matrizen ebenfalls du¨nnbesetzt,
orthogonal und von sehr einfacher Gestalt sind.
Der U¨bersichtlichkeit halber fu¨hren wir wiederum einige Abku¨rzungen ein. Fu¨r n := 2t (t ≥ 3) definie-
ren wir ns := 2t−s (s = 0, . . . , t− 1). Weiterhin bezeichne
Pn(s) :=
2s⊕
i=1
PTns (s = 0, . . . , t− 2) (1.40)
die Transponierte der verallgemeinerten 2-Schritt-Permutationsmatrix der Ordnung n, wobei Pns die
in (1.14) angegebene Permutationsmatrix ist. In Anlehnung an [43] (vgl. auch [58], 115 ff) verwenden
wir die Bina¨rvektoren
βs = (βs(1), . . . , βs(2
s)) ∈ {0, 1}2s (s ∈ {0, . . . , t− 1}), (1.41)
welche der Rekursion
β0 := (0), βs+1 := (βs, β˜s) (s = 0, . . . , t− 2) (1.42)
genu¨gen. Dabei bezeichnet β˜s :=
(
β˜s(1), . . . , β˜s(2s)
)
denjenigen Bina¨rvektor, welcher bis auf den
letzten Eintrag mit βs u¨bereinstimmt, d.h. welcher durch
β˜s(i) := βs(i), i = 1, . . . , 2s − 1, β˜s(2s) := 1− βs(2s)
gegeben ist. In Abbildung 1.1 ist der Zusammenhang der Bina¨rvektoren βs (s = 0, 1, 2, 3) schematisch
veranschaulicht, wobei sich die jeweiligen Komponenten zeilenweise von links nach rechts ablesen lassen. 0XXXXXXXXXXXXz
9
β0
 0XXXXXXz9
 1XXXXXXz9
β1 0XXXXz9
 1XXXXz9
 0XXXXz9
 0XXXXz9 β2 0  1  0  0  0  1  0  1 β3
Abbildung 1.1: Diagramm zur Herleitung der Bina¨rvektoren βs (s = 0, 1, 2, 3).
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Zu jedem dieser Bina¨rvektoren βs definieren wir nun die du¨nnbesetzten orthogonalen Matrizen
An(βs) := Pn(s)
(
Ans(βs(1))⊕ . . .⊕Ans(βs(2s))
)
(s = 0, . . . , t− 2),
Tn(βs) := Tns(βs(1))⊕ . . .⊕ Tns(βs(2s)) (s = 0, . . . , t− 2),
Cn(βs) := Cns(βs(1))⊕ . . .⊕ Cns(βs(2s)) (s = 0, . . . , t− 1)
 (1.43)
mit Ans(0) := Ins , Cns(0) := CIIns und Cns(1) := C
IV
ns . Die blockweise Anwendung der rekursiven
Faktorisierungen (1.15) und (1.19) fu¨hrt nun zu folgendem Zusammenhang.
Lemma 1.23. Fu¨r die in (1.43) definierten Matrizen gilt
Cn(βs) = An(βs) Cn(βs+1) Tn(βs) (s = 0, . . . , t− 2). (1.44)
In Abbildung 1.2 ist schematisch dargestellt, wie sich die Matrix CIIn durch Anwenden von (1.44) fu¨r
s = 0, 1, 2 auf eine Faktorisierung zuru¨ckfu¨hren la¨sst, welche die direkte Summe von 8 Matrizen der
Gro¨ße n3 × n3 entha¨lt.  CIInXXXXXXXXXXXXz
9
s = 0
 CIIn1XXXXXXz9
 CIVn1XXXXXXz9 s = 1 CIIn2XXXXz9
 CIVn2XXXXz9
 CIIn2XXXXz9
 CIIn2XXXXz9 s = 2 CIIn3  CIVn3  CIIn3  CIIn3  CIIn3  CIVn3  CIIn3  CIVn3 s = 3
Abbildung 1.2: Faktorisierungsschema von CIIn bis zum Level s = 3.
Es ist zu beachten, dass (1.44) mit Gleichung (4.4) in [43] u¨bereinstimmt, da die Permutationsmatrizen
Pn(s) hier bereits in den gema¨ß (1.43) definierten Matrizen An(βs) enthalten sind. Definieren wir wei-
terhin Tn(βt−1) := Cn(βt−1), so fu¨hrt die wiederholte Anwendung von (1.44) bzw. der transponierten
Gleichung offenbar auf die gewu¨nschten iterativen Darstellungen von CIIn = Cn(β0) und C
III
n .
Satz 1.24 (vgl. [43], Theorem 4.2). Die rekursiven Algorithmen 1.19 und 1.20 basieren fu¨r k = 0 auf
den lediglich du¨nnbesetzte orthogonale Matrizen enthaltenden iterativen Faktorisierungen
CIIn = An(β0) . . . An(βt−2) Tn(βt−1) Tn(βt−2) . . . Tn(β0) ,
CIIIn = Tn(β0)
T . . . Tn(βt−2)T Tn(βt−1)T An(βt−2)T . . . An(β0)T .
 (1.45)
Analog zu βs betrachten wir nun die Bina¨rvektoren
γs = (γs(1), . . . , γs(2
s)) ∈ {0, 1}2s (s ∈ {0, . . . , t− 1}),
welche der Rekursion
γ0 := (1), γs+1 := (γ˜s, γ˜s) (s = 0, . . . , t− 2) (1.46)
genu¨gen, wobei γ˜s := (γ˜s(1), . . . , γ˜s(2s)) wiederum durch
γ˜s(i) := γs(i), i = 1, . . . , 2s − 1, γ˜s(2s) := 1− γs(2s)
gegeben ist. Analog zur Abbildung 1.1 ist der Zusammenhang der Bina¨rvektoren γs (s = 0, 1, 2, 3) in
Abbildung 1.3 schematisch veranschaulicht. In den einzelnen Zeilen lassen sich wiederum die jeweiligen
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Komponenten von links nach rechts ablesen lassen. Offenbar ergibt sich das Diagramm in Abbildung
1.3 als Teildiagramm aus Abbildung 1.1.  1XXXXXXXXXXXXz
9
γ0
 0XXXXXXz9
 0XXXXXXz9
γ1 0XXXXz9
 1XXXXz9
 0XXXXz9
 1XXXXz9 γ2 0  1  0  0  0  1  0  0 γ3
Abbildung 1.3: Diagramm zur Herleitung der Bina¨rvektoren γs (s = 0, 1, 2, 3).
Aus der blockweisen Anwendung der rekursiven Faktorisierungen (1.15) und (1.19) ergibt sich nun
analog zu (1.44) die folgenden Darstellung.
Lemma 1.25. Fu¨r die analog zu (1.43) definierten Matrizen An(γs), Tn(γs) und Cn(γs) gilt
Cn(γs) = An(γs) Cn(γs+1) Tn(γs) (s = 0, . . . , t− 2). (1.47)
Der aus der Anwendung von (1.47) fu¨r s = 0, 1, 2 folgende Zusammenhang zwischen CIVn und den
Matrizen CIVn3 und C
IV
n3 ist in Abbildung 1.4 schematisch veranschaulicht. CIVnXXXXXXXXXXXXz
9
s = 0
 CIIn1XXXXXXz9
 CIIn1XXXXXXz9 s = 1 CIIn2XXXXz9
 CIVn2XXXXz9
 CIIn2XXXXz9
 CIVn2XXXXz9 s = 2 CIIn3  CIVn3  CIIn3  CIIn3  CIIn3  CIVn3  CIIn3  CIIn3 s = 3
Abbildung 1.4: Faktorisierungsschema von CIVn bis zum Level s = 3.
Wie zuvor liefert nun die wiederholte Anwendung von (1.47) bzw. der transponierten Gleichung die
gewu¨nschten iterativen Darstellungen von CIVn = Cn(γ0).
Satz 1.26 (vgl. [43], Theorem 4.4). Die rekursiven Algorithmen 1.19 und 1.20 basieren fu¨r k = 1 auf
den lediglich du¨nnbesetzte orthogonale Matrizen enthaltenden iterativen Faktorisierungen
CIVn = An(γ0) . . . An(γt−2) Tn(γt−1) Tn(γt−2) . . . Tn(γ0) ,
CIVn = Tn(γ0)
T . . . Tn(γt−2)T Tn(γt−1)T An(γt−2)T . . . An(γ0)T .
 (1.48)
Da die in den Matrizen An(βs) und An(γs) vorkommenden Matrizen Ans(0) Einheitsmatrizen der
Gro¨ße ns × ns sind, ist die Anzahl der Einsen innerhalb der Bina¨rvektoren βs und γs fu¨r die Analyse
des Rundungsfehlers von Interesse.
Folgerung 1.27 (vgl. [43], Lemma 4.1 und Lemma 4.3). Die Anzahl der in den Bina¨rvektoren βs und
γs enthaltenen Einsen ergibt sich aus den Beziehungen
‖βs‖1 =
2s − (−1)s
3
, ‖γs‖1 =
2s + 2(−1)s
3
. (1.49)
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Beweis: Mit (1.42) und (1.46) folgen fu¨r s ≥ 0 die Rekursionsgleichungen
‖βs+1‖1 = 2‖βs‖1 + (−1)s , ‖γs+1‖1 = 2‖γs‖1 − 2(−1)s .
Wiederholtes Anwenden dieser Rekursionsgleichungen fu¨hrt mit ‖β0‖1 = 0 und ‖γ0‖1 = 1 zu
‖βs‖1 =
s−1∑
k=0
2k(−1)s−1−k = (−1)s−1 (−2)
s − 1
−2− 1 =
2s − (−1)s
3
und
‖γs‖1 = 2s − 2
s−1∑
k=0
2k(−1)s−1−k = 2s − 2(−1)s−1 (−2)
s − 1
−2− 1 =
2s + 2(−1)s
3
.
In a¨hnlicher Weise lassen sich vollsta¨ndige Matrixfaktorisierungen zu den rekursiven Algorithmen 1.21
und 1.22 herleiten. Betrachten wir die in (1.20) und (1.21) angegebenen Zusammenha¨nge, so ergeben
sich fu¨r die Matrix SIIn nacheinander die in Abbildung 1.7 schematisch dargestellten Faktorisierungen. SIInXXXXXXXXXXXXz
9
s = 0
 SIVn1XXXXXXz9
 SIIn1XXXXXXz9 s = 1 SIIn2XXXXz9
 SIIn2XXXXz9
 SIVn2XXXXz9
 SIIn2XXXXz9 s = 2 SIVn3  SIIn3  SIVn3  SIIn3  SIIn3  SIIn3  SIVn3  SIIn3 s = 3
Abbildung 1.5: Faktorisierungsschema von SIIn bis zum Level s = 3.
Definieren wir nun die Bina¨rvektoren
β˘s =
(
β˘s(1), . . . , β˘s(2s)
)
∈ {0, 1}2s (s ∈ {0, . . . , t− 1}) (1.50)
durch
β˘s(i) := βs(2s + 1− i) , i = 1, . . . , 2s, (1.51)
so ergibt sich beispielsweise fu¨r die Bina¨rvektoren β˘s (s = 0, 1, 2, 3) der in Abbildung 1.6 schema-
tisch dargestellte Zusammenhang. Dabei lassen sich die jeweiligen Komponenten von β˘s wiederum
zeilenweise von links nach rechts ablesen.  0XXXXXXXXXXXXz
9
β˘0
 1XXXXXXz9
 0XXXXXXz9 β˘1 0XXXXz9
 0XXXXz9
 1XXXXz9
 0XXXXz9 β˘2 1  0  1  0  0  0  1  0 β˘3
Abbildung 1.6: Diagramm zur Herleitung der Bina¨rvektoren β˘s (s = 0, 1, 2, 3).
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Offenbar entsteht das Diagramm in Abbildung 1.6 durch Spiegelung des in Abbildung 1.1 enthaltenen
Diagramms an der Vertikalen. Aus (1.51) geht weiter hervor, dass β˘s wegen
‖β˘s‖1 = ‖βs‖1 (1.52)
genauso viele Einsen wie βs entha¨lt. Definieren wir nun wie in (1.43) zu jedem dieser Bina¨rvektoren
β˘s die du¨nnbesetzten orthogonalen Matrizen
A˘n(β˘s) := Pn(s)
(
A˘ns(β˘s(1))T ⊕ . . .⊕ A˘ns(β˘s(2s))T
)
(s = 0, . . . , t− 2),
T˘n(β˘s) := T˘ns(β˘s(1))T ⊕ . . .⊕ T˘ns(β˘s(2s))T (s = 0, . . . , t− 2),
Sn(β˘s) := Sns(β˘s(1))⊕ . . .⊕ Sns(β˘s(2s)) (s = 0, . . . , t− 1)
 (1.53)
mit A˘ns(0) := Ins , T˘ns(0) := Tns(0)T, Sns(0) := SIIns und Sns(1) := S
IV
ns , fu¨hrt die blockweise
Anwendung der rekursiven Faktorisierungen (1.20) und (1.21) zu folgendem Zusammenhang.
Lemma 1.28. Fu¨r die in (1.53) definierten Matrizen gilt
Sn(β˘s) = A˘n(β˘s) Sn(β˘s+1) T˘n(β˘s) (s = 0, . . . , t− 2). (1.54)
Definieren wir weiterhin T˘n(β˘t−1) := Sn(βt−1), so fu¨hrt die wiederholte Anwendung von (1.54) bzw.
der transponierten Gleichung offenbar auf die gewu¨nschten iterativen Darstellungen von SIIn = Sn(β0)
und SIIIn .
Satz 1.29. Die rekursiven Algorithmen 1.21 und 1.22 basieren fu¨r k = 0 auf den lediglich du¨nnbesetzte
orthogonale Matrizen enthaltenden iterativen Faktorisierungen
SIIn = A˘n(β˘0) . . . A˘n(β˘t−2) T˘n(β˘t−1) T˘n(β˘t−2) . . . T˘n(β˘0) ,
SIIIn = T˘n(β˘0)
T . . . T˘n(β˘t−2)T T˘n(β˘t−1)T A˘n(β˘t−2)T . . . A˘n(β˘0)T .
 (1.55)
 SIVnXXXXXXXXXXXXz
9
s = 0
 SIIn1XXXXXXz9
 SIIn1XXXXXXz9 s = 1 SIVn2XXXXz9
 SIIn2XXXXz9
 SIVn2XXXXz9
 SIIn2XXXXz9 s = 2 SIIn3  SIIn3  SIVn3  SIIn3  SIIn3  SIIn3  SIVn3  SIIn3 s = 3
Abbildung 1.7: Faktorisierungsschema von SIVn bis zum Level s = 3.
Betrachten wir nun wiederum die in (1.20) und (1.21) angegebenen Zusammenha¨nge, so ergeben sich
fu¨r die Matrix SIVn nacheinander die in Abbildung 1.7 schematisch dargestellten Faktorisierungen.
Aufgrund der Symmetrie der in den Abbildungen 1.4 und 1.7 dargestellten Schemata ergibt sich nach
blockweiser Anwendung der rekursiven Faktorisierungen (1.20) und (1.21) mit den Bina¨rvektoren
γ˘s = (γ˘s(1), . . . , γ˘s(2
s)) ∈ {0, 1}2s (s ∈ {0, . . . , t− 1}) , (1.56)
welche analog zu (1.51) durch
γ˘s(i) := γs(2s + 1− i) , i = 1, . . . , 2s, (1.57)
definiert und fu¨r s = 0, 1, 2, 3 in Abbildung 1.8 wiederum zeilenweise von links nach rechts abzulesen
sind, die folgende Beziehung.
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Lemma 1.30. Fu¨r die analog zu (1.53) definierten Matrizen A˘n(γ˘s), T˘n(γ˘s) und Sn(γ˘s) gilt
Sn(γ˘s) = A˘n(γ˘s) Sn(γ˘s+1) T˘n(γ˘s) (s = 0, . . . , t− 2). (1.58)
 1XXXXXXXXXXXXz
9
γ˘0
 0XXXXXXz9
 0XXXXXXz9
γ˘1 1XXXXz9
 0XXXXz9
 1XXXXz9
 0XXXXz9 γ˘2 0  0  1  0  0  0  1  0 γ˘3
Abbildung 1.8: Diagramm zur Herleitung der Bina¨rvektoren γ˘s (s = 0, 1, 2, 3).
Offenbar ergibt sich das Schema in Abbildung 1.8 aus dem Schema in Abbildung 1.3 genau durch
Spiegelung an der Vertikalen. Wegen (1.57) gilt außerdem
‖γ˘s‖1 = ‖γs‖1 . (1.59)
Wie zuvor liefert nun die wiederholte Anwendung von (1.58) bzw. der transponierten Gleichung die
gewu¨nschten iterativen Darstellungen von SIVn = Sn(γ˘0).
Satz 1.31. Die rekursiven Algorithmen 1.21 und 1.22 basieren fu¨r k = 1 auf den lediglich du¨nnbesetzte
orthogonale Matrizen enthaltenden iterativen Faktorisierungen
SIVn = A˘n(γ˘0) . . . A˘n(γ˘t−2) T˘n(γ˘t−1) T˘n(γ˘t−2) . . . T˘n(γ˘0) ,
SIVn = T˘n(γ˘0)
T . . . T˘n(γ˘t−2)T T˘n(γ˘t−1)T A˘n(γ˘t−2)T . . . A˘n(γ˘0)T .
 (1.60)
Basierend auf den Faktorisierungen aus (1.32), (1.35) (1.37) und (1.38) sowie auf den Faktorisierungen
aus (1.45), (1.48), (1.55) und (1.60) werden in den Kapiteln 3 und 4 die hier angegebenen schnel-
len Algorithmen 1.15 – 1.22 auf ihr Rundungsfehlerverhalten sowohl in Gleitkomma- als auch in
Festkomma-Arithmetik hin untersucht. Zuvor gehen wir vorbereitend in Kapitel 2 auf diese beiden
Rechner-Arithmetiken ein.
Bemerkung 1.32 (Zusammenfassung von Kapitel 1). Zuna¨chst bescha¨ftigt sich Abschnitt 1.1 mit
den in Definition 1.1 eingefu¨hrten Kosinus- und Sinus-Matrizen (1.2) – (1.7) vom Typ II – IV, deren
Orthogonalita¨t in Satz 1.4 nachgewiesen wird. Daru¨ber hinaus wird der Zusammenhang zu diskreten
Randwertaufgaben und Chebyshev-Polynomen erster und dritter Art dargelegt.
Abschnitt 1.2 umfasst einerseits in Lemma 1.6 bis Folgerung 1.8 rekursive Faktorisierungen (vgl. [43,
Lemma 2.2, 2.4]) aller Matrizen aus Definition 1.1 und andererseits in Lemma 1.11 bis Folgerung 1.13
iterative Faktorisierungen (vgl. [50, 54]) der Matrizen (1.2) – (1.4).
Neben der Einfu¨hrung diskreter trigonometrischer Transformationen in Definition 1.14 entha¨lt Ab-
schnitt 1.3 die schnellen Algorithmen 1.15 – 1.22. Desweiteren liefern die Sa¨tze 1.24, 1.26, 1.29 und
1.31 die fu¨r Rundungsfehleranalysen gu¨nstigen iterativen Matrixfaktorisierungen, welche die Wirkung
der Algorithmen 1.19 – 1.22 am besten beschreiben.
Insbesondere enthalten die Faktorisierungen (1.32), (1.35) (1.37) und (1.38) einerseits sowie die Fak-
torisierungen (1.45), (1.48), (1.55) und (1.60) nach (1.25) – (1.29) andererseits nur du¨nnbesetzte or-
thogonale Matrizen, welche – gegebenenfalls nach Permutationen und/oder Vorzeichenskalierungen –
Blockdiagonalgestalt mit Blo¨cken der Form (1.24) besitzen, wobei an dieser Stelle ϕ = 0 ebenfalls
zugelassen ist. 
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2 Modellierung von Rechner-Arithmetiken
Entsprechend den Anforderungen kommen in Prozessoren verschiedene Arithmetiken vor. Ist ein Pro-
zessor darauf ausgelegt, viele verschiedene Aufgaben bewa¨ltigen zu ko¨nnen, wird ha¨ufig Gleitkomma-
Arithmetik (engl. floating point arithmetic) verwendet. Diese ist zwar leichter zu handhaben, jedoch –
im Vergleich zu anderen Arithmetiken – teurer in der Herstellung. Wird dagegen ein Chip dahingehend
konzipiert, nur innerhalb eines sehr begrenzten Aufgabenspektrums zu arbeiten, finden dort auch an-
dere Arithmetiken Anwendung [15, S. 668ff]. Beispiele dafu¨r sind Festkomma-Arithmetik (engl. fixed
point arithmetic) oder auch Ganzzahl-Arithmetik (engl. integer arithmetic).
In Abschnitt 2.1 wird zuna¨chst ein Modell zur Gleitkomma-Arithmetik (2.1) in Erinnerung gebracht,
welches beispielsweise in [24] zu finden ist, jedoch schon von Wilkinson [67] verwendet worden ist. Inner-
halb dieser Arithmetik werden vom Wilkinson-Modell (2.6) ausgehend jeweils Abscha¨tzungen fu¨r den
entstehenden relativen Rundungsfehler bei elementaren Operationen (Addition, Subtraktion und Mul-
tiplikation) und ebenso beim Skalarprodukt von Vektoren sowie bei der Matrix-Vektor-Multiplikation
hergeleitet. Insbesondere interessieren dabei die Ergebnisse fu¨r Matrix-Vektor-Multiplikationen mit den
Repra¨sentanten der Drehmatrizen Q2(ϕ).
In Abschnitt 2.2 untersuchen wir die Mo¨glichkeiten fu¨r ein auf (2.6) abgestimmtes stochastisches Mo-
dell, welches unter zusa¨tzlichen Annahmen Vorhersagen fu¨r die euklidische Norm des Vektors der auf-
tretenden relativen Rundungsfehler liefern soll. Dabei erweist sich die im Unterabschnitt 2.2.1 zuna¨chst
geforderte Annahme der stochastischen Unabha¨ngigkeit an die Eingangsdaten als ungeeignet, da sie im
Allgemeinen bereits nach einer Matrix-Vektor-Multiplikation nicht mehr gewa¨hrleistet werden kann.
Unter Hinzunahme der speziellen Blockdiagonalgestalt der auftretenden Matrizen gelingt in Unter-
abschnitt 2.2.2 die U¨bertragung der Idee von Zeuner [75], welcher ein stochastisches Modell fu¨r die
Multiplikation komplexer Zahlen entwickelt hat, auf den Fall von Drehmatrizen (vgl. Lemma 2.20).
Nach geringfu¨giger Modifikation bildet dieses durch Satz 2.22 den Grundbaustein fu¨r alle nachfolgenden
Ergebnisse innerhalb des stochastischen Modells zur Gleitkomma-Arithmetik.
In Abschnitt 2.3 wird das bereits auf J. von Neumann und H.H. Goldstine [41] zuru¨ckgehende Modell
zur Festkomma-Arithmetik betrachtet, welches die Vorzeichenbetragsdarstellung (2.49) (engl. sign-
magnitude representation) verwendet. Diese ist der Zweierkomplementdarstellung (2.54) aus den in
Bemerkung 2.28 genannten Gru¨nden u¨berlegen. Im Vergleich zur Gleitkomma-Arithmetik ist die Ad-
dition innerhalb der Festkomma-Arithmetik fehlerfrei ausfu¨hrbar, solange kein U¨berlauf auftritt. Ana-
log zu Abschnitt 2.1 werden obere Schranken fu¨r den entstehenden absoluten Rundungsfehler bei
elementaren Operationen, Skalarprodukt und Matrix-Vektor-Multiplikation hergeleitet. Entsprechend
der Empfehlung von J. von Neumann und H.H. Goldstine [41] betrachten wir hierbei Skalarprodukte
nicht nur in einfacher Genauigkeit, sondern auch in doppelter Genauigkeit.
Schließlich untersuchen wir in Abschnitt 2.4 ein stochastisches Modell zur Festkomma-Arithmetik,
welches die in Abschnitt 2.3 verwendeten Annahmen beru¨cksichtigt.
2.1 Gleitkomma-Arithmetik nach Wilkinson
In Anlehnung an [24] (vgl. auch [7]) definieren wir eine Menge von Gleitkomma-Zahlen als Teilmenge
von R, welche sich durch
G(β, τ, γmin, γmax) :=
{
±µβγ−τ
∣∣∣ µ, γ ∈ Z mit 0 ≤ µ ≤ βτ − 1 und γmin ≤ γ ≤ γmax} (2.1)
mit ganzzahligen Parametern γmin ≤ γmax, β ≥ 2 und τ > 0 beschreiben la¨sst. Dabei bezeichnet µ die
Mantisse, β die Basis, τ die Genauigkeit und γ den Exponenten. Offensichtlich la¨sst sich jedes µ ∈ Z
mit 0 ≤ µ ≤ βτ − 1 auch in der Form
µ =
τ∑
k=1
µkβ
τ−k mit µk ∈ {0, . . . , β − 1} (2.2)
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darstellen. Zu beachten ist, dass aufgrund der Exponentendarstellung keine a¨quidistante Verteilung der
Elemente vorliegt. Insbesondere steigt der Abstand direkt benachbarter Elemente mit zunehmendem
Betrag der Elemente an. Als Beispiel ist in Abbildung 2.1 die Menge G(2, 3,−1, 3) veranschaulicht.
−4 0 2 4−7 1 7
Abbildung 2.1: Gleitkomma-Zahlenmenge G(2, 3,−1, 3).
In (2.1) ist die Darstellung nicht eindeutig. Daher wird die Menge der Gleitkomma-Zahlen u¨blicherweise
durch eine Normierungsbedingung (d.h. µ1 = 1 in (2.2)) verkleinert. Die resultierende Menge
Gnorm(β, τ, γmin, γmax) :=
{
±µβγ−τ
∣∣∣ µ, γ ∈ Z mit βτ−1 ≤ µ ≤ βτ − 1 und γmin ≤ γ ≤ γmax} ∪ {0}
mit eindeutiger Darstellung ihrer nicht a¨quidistant verteilten Elemente besitzt jedoch wegen der fu¨r alle
g ∈ Gnorm(β, τ, γmin, γmax)\{0} gu¨ltigen Ungleichungskette βγmin−1 ≤ |g| ≤ βγmax(1−β−τ ) die bekannte
Lu¨cke um den Nullpunkt (vgl. [7]). Zur Illustration ist in Abbildung 2.2 die Menge Gnorm(2, 3,−1, 3)
graphisch dargestellt.
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Abbildung 2.2: Gleitkomma-Zahlenmenge Gnorm(2, 3,−1, 3).
Wie aus den Abbildungen 2.1 und 2.2 ersichtlich, sind die eingefu¨hrten Mengen G(β, τ, γmin, γmax) und
Gnorm(β, τ, γmin, γmax) endlich, so dass u¨berabza¨hlbar viele reelle Zahlen lediglich na¨herungsweise durch
ein jeweils geeignetes Element aus G(β, τ, γmin, γmax) bzw. Gnorm(β, τ, γmin, γmax) dargestellt werden
ko¨nnen. Es sei im Folgenden
G := Gnorm(β, τ, γmin, γmax) (2.3)
fest gewa¨hlt und durch
RG := {x ∈ R | βγmin−1 ≤ |x| ≤ βγmax(1− β−τ )} ∪ {0}
der Bereich von G definiert (vgl. [7], S. 452). Fu¨r ein x ∈ RG bezeichne fl(x) die beste Approximation
in G. Falls zwei Elemente g1, g2 ∈ G mit x− g1 = g2 − x = min
g∈G
|g − x| existieren, kann beispielsweise
durch
fl(x) :=
{
g1 , falls max(|g1|, |g2|) = |g1| ,
g2 , falls max(|g1|, |g2|) = |g2|
(2.4a)
(Runden weg von der Null) oder alternativ auch
fl(x) :=

g1 , falls g1 = ±
τ∑
k=1
µkβ
γ−k mit µτ gerade,
g2 , falls g2 = ±
τ∑
k=1
µkβ
γ−k mit µτ gerade
(2.4b)
(Runden auf gerades letztes Bit) eine eindeutige Abbildung fl : RG → G definiert werden. Diese
Abbildung setzen wir nun auch kanonisch auf Vektoren x = (xk)n−1k=0 ∈ RnG und ebenso auf Matrizen
A = (aj,k)n−1j,k=0 ∈ Rn×nG fort, indem fl komponentenweise angewandt wird, d.h., wir definieren
fl(x) := (fl(xk))n−1k=0 , fl(A) := (fl(aj,k))
n−1
j,k=0 .
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Offenbar folgt fu¨r x ∈ G sowohl fl(x) = x als auch fl(−x) = −x (vgl. [7, S. 453]) und aus x ≥ y stets
fl(x) ≥ fl(y). Mit der Rundungseinheit
u :=
β1−τ
2
(2.5)
gilt weiterhin
Satz 2.1 (vgl. [24], Theorem 2.2). Fu¨r jedes x ∈ RG existiert ein ε ∈ R mit |ε| < u und fl(x) = x(1+ε).
In den gebra¨uchlichen Standards ist β = 2 (vgl. Tabelle 2.1), so dass die Rundungseinheit dort u = 2−τ
ergibt. Die kleinstmo¨gliche Basis erha¨lt aufgrund des in [24] beschriebenen ”wobbling“-Effekts den
Vorzug. Weiterhin wird in den Standards die Rundungsart (2.4b) verwendet (vgl. [24]).
Bemerkung 2.2. Anstelle (2.4b) ko¨nnte auch auf ungerades letztes Bit gerundet werden. Fu¨r β = 2
ist (2.4b) jedoch zu bevorzugen (vgl. [24, S. 54]). Als weitere Mo¨glichkeit zur Definition von fl(x) wird
beispielsweise im Standard IBM/370 das Abschneiden (engl. chopping) verwendet (vgl. [24, S. 54]), bei
dem x ∈ RG die na¨chstgelegene Zahl y ∈ G zugeordnet wird, fu¨r welche |y| ≤ |x| erfu¨llt ist. 
Arithmetik β τ γmin γmax u =
β1−τ
2
IEEE single 2 24 -125 128 2−24 ≈ 5.96× 10−8
IEEE double 2 53 -1021 1024 2−53 ≈ 1.11× 10−16
IEEE extended (typisch) 2 64 -16381 16384 2−64 ≈ 5.42× 10−20
Tabelle 2.1: Parametergro¨ßen fu¨r gela¨ufige Gleitkomma-Arithmetiken (vgl. [24, Table 2.1]).
Fu¨r die deterministische Rundungsfehleranalyse von Algorithmen beno¨tigen wir Annahmen u¨ber die
Genauigkeit arithmetischer Operationen in G. Nach dem Wilkinson-Modell (vgl. [24, 54]) werden die
arithmetischen Operationen • ∈ {+,−,×} fu¨r beliebige g1, g2 ∈ G mit g1 • g2 ∈ RG durch
fl(g1 • g2) = (g1 • g2)(1 + ε•) , |ε•| ≤ u (2.6)
modelliert. Dabei bezeichnet ε• den bei der Operation • ∈ {+,−,×} auftretenden relativen Rundungs-
fehler. Durch die Voraussetzung g1 • g2 ∈ RG wird der Fall von U¨ber- oder Unterlauf ausgeschlossen.
Bemerkung 2.3. Zur Behandlung von Unterlauf kann das Modell (2.6) fu¨r beliebige g1, g2 ∈ G zu
fl(g1 • g2) = (g1 • g2)(1 + ε•) + η , |ε•| ≤ u (2.7)
mit |η| ≤ λ := βγmin−1 bzw. mit |η| ≤ λu erweitert werden, wobei η · ε• = 0 gelte (vgl. [24, S. 56]). Wir
beschra¨nken uns hier jedoch auf das Modell (2.6). 
x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
...
+ . . . + xn−3 + xn−2 + xn−1 + xn
Abbildung 2.3: Schematische Darstellung fu¨r die Ausfu¨hrung der naiven, d.h. sequentiellen Addition
von n Zahlen. Das Element x1 ist offenbar an der Bildung von n− 1 Summen beteiligt.
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Aus der Modellannahme (2.6) folgt, dass die Assoziativita¨t nicht erfu¨llt ist (vgl. [24, S. 54]). Werden
Operationen in verschiedenen Reihenfolgen ausgefu¨hrt, treten gegebenenfalls voneinander abweichende
Rundungsfehler auf. Insbesondere ergeben sich unterschiedliche Fehlerabscha¨tzungen, wenn n Zahlen
einerseits sequentiell (vgl. Abb. 2.3) und andererseits kaskadenfo¨rmig (vgl. Abb. 2.4) aufsummiert
werden.
x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8
...
+ . . . + xn−3 + xn−2 + xn−1 + xn
...
Abbildung 2.4: Schematische Darstellung fu¨r die Ausfu¨hrung der Kaskaden-Summation von n Zahlen.
Jedes Element ist an der Bildung von ho¨chstens dlog2 ne Summen beteiligt. Dabei ist
dxe := min {z ∈ Z : x ≤ z} fu¨r ein x ∈ R.
Falls n eine Zweierpotenz ist, wird der Unterschied des Rundungsfehlerverhaltens bei sequentieller
und Kaskaden-Summation besonders deutlich. Jedoch verbessern sich die Abscha¨tzungen auch fu¨r ein
beliebiges n ∈ N, wie an folgendem Beispiel ersichtlich ist.
Beispiel 2.4. Gegeben seien g1, . . . , g6 ∈ G, deren Summe berechnet werden soll. Bei sequentieller
Addition liefert die Modellannahme (2.6) nacheinander die Beziehungen
fl
(
6∑
k=1
seq gk
)
:= fl (fl (fl (fl (fl (g1 + g2) + g3) + g4) + g5) + g6)
=
((((
(g1 + g2) (1 + ε+1 ) + g3
)
(1 + ε+2 ) + g4
)
(1 + ε+3 ) + g5
)
(1 + ε+4 ) + g6
)
(1 + ε+5 )
mit |ε+j | ≤ u , j = 1, . . . , 5, welches wir zu
fl
(
6∑
k=1
seq gk
)
=
6∑
k=1
gk +
5∑
j=1
ε+j
j+1∑
k=1
gk
5∏
l=j+1
(1 + ε+l )
zusammenfassen ko¨nnen. Verwenden wir, dass
(1 +O(u))(1 +O(u)) = 1 +O(u) (2.8)
gilt, la¨sst sich das Produkt jeweils durch∣∣∣∣∣∣
5∏
l=j+1
(1 + ε+l )
∣∣∣∣∣∣ ≤ 1 +O(u)
abscha¨tzen. Somit folgt mit Dreiecksungleichung fu¨r den entstehenden Rundungsfehler∣∣∣∣∣fl
(
6∑
k=1
seq gk
)
−
6∑
k=1
gk
∣∣∣∣∣ ≤
5∑
j=1
u
∣∣∣∣∣
j+1∑
k=1
gk
∣∣∣∣∣ (1 +O(u)) ≤ 5
6∑
k=1
|gk|
(
u+O(u2)) .
Fu¨hren wir die Summation dagegen kaskadenfo¨rmig aus, d.h. fassen wir – solange es mo¨glich ist – stets
zwei benachbarte Summanden zusammen, ergibt sich mit der Modellannahme (2.6) nacheinander
fl
(
6∑
k=1
cas gk
)
:= fl (fl (fl (g1 + g2) + fl (g3 + g4)) + fl (g5 + g6))
=
((
(g1 + g2) (1 + ε+1 ) + (g3 + g4) (1 + ε
+
2 )
)
(1 + ε+4 ) + (g5 + g6) (1 + ε
+
3 )
)
(1 + ε+5 )
mit |ε+j | ≤ u , j = 1, . . . , 5. Ausmultiplizieren ergibt fu¨r den Term auf der rechten Seite
6∑
k=1
gk + ε+5
6∑
k=1
gk +
 3∑
j=1
ε+j (g2j−1 + g2j) + ε
+
4
4∑
k=1
gk + ε+4
2∑
j=1
ε+j (g2j−1 + g2j)
 (1 + ε+5 ) .
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Wiederum mit den Rechenregeln fu¨r das Landau-Symbol O folgt nun fu¨r den Rundungsfehler die
Abscha¨tzung ∣∣∣∣∣fl
(
6∑
k=1
cas gk
)
−
6∑
k=1
gk
∣∣∣∣∣ ≤ 3
6∑
k=1
|gk|
(
u + O(u2)) ,
was offensichtlich eine Verbesserung im Vergleich zur sequentiellen Addition darstellt. 
Bemerkung 2.5. (i) Die Rundungsart (2.4b) ist in dem Sinne stabil, dass
fl
((
((x+ y)− y) + y)− y) = fl ((x+ y)− y)
erfu¨llt wird. Bei der Rundungsart (2.4a) kann dagegen wiederholte Subtraktion und Addition der
gleichen Zahl y eine ansteigende Folge liefern, was als Drift bezeichnet wird (vgl. [24, S. 54]).
(ii) Eine wichtige Eigenschaft der (korrekt implementierten) Gleitkomma-Arithmetik ist die Monotonie,
d.h. fu¨r a, b, c, d ∈ G und • ∈ {+,−,×} folgt aus der Ungleichung a • b ≤ c •d stets auch die Gu¨ltigkeit
von fl(a • b) ≤ fl(c • d), solange kein U¨berlauf auftritt (vgl. [24, S. 56]).
(iii) In [24, Lemma 3.1] wird im Fall nu < 1 und |δk| ≤ u fu¨r k = 1, . . . , n zusa¨tzlich die Abscha¨tzung
n∏
k=1
(1 + δk) ≤ 1 + nu1− nu
zur Verfu¨gung gestellt, welche aus der fu¨r 1 ≤ k ≤ n gu¨ltigen Ungleichung (nk)uk ≤ (nu)k und der
geometrischen Summenformel resultiert. Auf diese Weise kann die O(u2)-Schreibweise gegebenenfalls
umgangen werden. 
Die Addition von n Zahlen kann ebenso als Ausfu¨hrung des Skalarproduktes im Rn mit dem Einsvektor
verstanden werden. Allgemein gilt:
Folgerung 2.6. Gegeben seien der Vektor g = (gk)n−1k=0 ∈ Gn mit ‖g‖1 ∈ RG und der Einsvektor
1 = (1)n−1k=0 ∈ Gn. Dann erfu¨llt der Rundungsfehler fu¨r das Skalarprodukt gT1 die Fehlerabscha¨tzungen
∣∣fl (gT1)− gT1∣∣ ≤ (n− 1) ‖g‖1 (u + O(u2)) ≤ n(n− 1) ‖g‖∞ (u + O(u2)) (2.9a)
im Fall von sequentieller Summation und∣∣fl (gT1)− gT1∣∣ ≤ dlog2 ne ‖g‖1 (u + O(u2)) ≤ ndlog2 ne ‖g‖∞ (u + O(u2)) (2.9b)
im Fall von Kaskaden-Summation.
Beweis: Offenbar gilt zuna¨chst fu¨r einen beliebigen Vektor g = (gk)n−1k=0 ∈ Gn stets
n−1∑
k=0
|gk| = ‖g‖1 ≤ n ‖g‖∞ .
Bei der sequentiellen Addition ist eine beliebige Komponente gk maximal an n−1 Additionen beteiligt
(vgl. Abb. 2.3). Somit treten innerhalb des Rundungsfehlers, welcher analog zu Beispiel 2.4 angegeben
werden kann, maximal n−1 Summanden auf, welche |gk| enthalten und durch einen in u linearen Term
abgescha¨tzt werden ko¨nnen. Bei der Kaskaden-Summation hingegen ist eine beliebige Komponente gk
maximal an dlog2 ne Additionen beteiligt (vgl. Abb. 2.4). Damit folgen die Behauptungen.
Analog ergeben sich Abscha¨tzungen fu¨r das Skalarprodukt zweier beliebiger Vektoren x,y ∈ Gn, wenn
wir zuna¨chst alle Produkte fl(xkyk), k = 0, . . . , n− 1, ausfu¨hren, in einem Vektor
x ◦ y ◦ (1 + ε×) := (xkyk(1 + ε×k ))n−1k=0
zusammenfassen und anschließend aufsummieren. Mit Folgerung 2.6 ergibt sich:
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Folgerung 2.7. Erfu¨llen x = (xk)n−1k=0 ∈ Gn und y = (yk)n−1k=0 ∈ Gn die Bedingung
‖x ◦ y‖1 =
n−1∑
k=0
|xkyk| ∈ RG , (2.10)
so ergibt sich fu¨r den Rundungsfehler bei Ausfu¨hrung des Skalarproduktes∣∣fl (xTy)− xTy∣∣ ≤ n ‖x ◦ y‖1 (u + O(u2)) ≤ n2 ‖x ◦ y‖∞ (u + O(u2)) (2.11a)
im Fall von sequentieller Summation und∣∣fl (xTy)− xTy∣∣ ≤ (dlog2 ne+ 1) ‖x ◦ y‖1 (u + O(u2))
≤ n (dlog2 ne+ 1) ‖x ◦ y‖∞
(
u + O(u2))
 (2.11b)
im Fall von Kaskaden-Summation.
Beweis: Wegen xTy = (x ◦ y)T1 und
fl
(
xTy
)− xTy = [fl (xTy)− (x ◦ y ◦ (1 + ε×))T 1]+ [(x ◦ y ◦ (1 + ε×))− (x ◦ y)]T 1
=
[
fl
(
xTy
)− (x ◦ y ◦ (1 + ε×))T 1]+ (x ◦ y ◦ ε×)T 1
ergeben sich nach Folgerung 2.6 fu¨r den ersten Term bei sequentieller Summation∣∣∣fl (xTy)− (x ◦ y ◦ (1 + ε×))T 1∣∣∣ ≤ (n− 1) ‖x ◦ y ◦ (1 + ε×) ‖1 (u + O(u2))
≤ (n− 1) ‖x ◦ y‖1
(
u + O(u2))
und bei Kaskaden-Summation analog∣∣∣fl (xTy)− (x ◦ y ◦ (1 + ε×))T 1∣∣∣ ≤ dlog2 ne ‖x ◦ y‖1 (u + O(u2)) .
Da sich (x ◦ y ◦ ε×)T 1 betragsma¨ßig durch ‖x◦y‖1 u abscha¨tzen la¨sst, folgt die Behauptung.
Die Ergebnisse aus den Folgerungen 2.6 und 2.7 beru¨cksichtigen noch nicht die Besetzungsstruktur der
Vektoren x und y. Beispielsweise verbessern sich die Abscha¨tzungen, wenn einige Komponenten von y
gleich Null sind, gleichgu¨ltig, welche Werte x in diesen Komponenten annimmt. Ist ρ ∈ N die Anzahl
der Nichtnullelemente von y, dann ko¨nnen die Faktoren n und n2 in (2.11a) entsprechend durch ρ und
ρ2 ersetzt werden. Analoges gilt fu¨r log2(n) und n in (2.11b).
Weiterhin kann der Ausdruck (x ◦ y ◦ ε×)T 1, in welchen die bei den einzelnen Multiplikationen auf-
tretenden relativen Rundungsfehler ε×k , k = 0, . . . , n− 1, eingehen, scha¨rfer abgescha¨tzt werden. Wird
beru¨cksichtigt, dass bei der Multiplikation mit g ∈ {0,±1} kein zusa¨tzlicher Rundungsfehler auftritt,
ko¨nnen die zugeho¨rigen ε×k gleich Null gesetzt werden. Fu¨hren wir fu¨r Matrizen A = (aj,k)
n−1
j,k=0 ∈ Rn×n
und Vektoren x = (xk)
n−1
k=0 ∈ Rn wie in [54] die Bezeichnungen
|A| := (|aj,k|)n−1j,k=0 , |x| := (|xk|)n−1k=0 (2.12)
ein, ergeben sich entsprechende Aussagen fu¨r eine Matrix-Vektor-Multiplikation.
Lemma 2.8. Gegeben seien eine Matrix A = (aj,k)n−1j,k=0 ∈ Gn×n und ein Vektor x = (xk)n−1k=0 ∈ Gn.
Weiterhin sei die Matrix B = (bj,k)
n−1
j,k=0 ∈ {0, 1}n×n durch
bj,k :=
{
1 , falls aj,k 6∈ {0,±1} ,
0 , falls aj,k ∈ {0,±1}
definiert. Entha¨lt jede Zeile yT von A ho¨chstens ρ Eintra¨ge ungleich Null und erfu¨llt jede Zeile yT von
A die Bedingung (2.10), so gelten unter der Modellannahme (2.6) fu¨r den bei einer Matrix-Vektor-
Multiplikation Ax auftretenden Rundungsfehler fl(Ax) − Ax die komponentenweisen Abscha¨tzungen
|fl(Ax)−Ax| ≤ ((ρ− 1)|A|+B ◦ |A|)|x| (u + O(u2)) (2.13a)
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im Fall von sequentieller Summation und
|fl(Ax)−Ax| ≤ (dlog2 ρe|A|+B ◦ |A|)|x| (u + O(u2)) (2.13b)
im Fall von Kaskaden-Summation, wobei B ◦ |A| := (bj,k |aj,k|)n−1j,k=0 bezeichnet.
Beweis: Sei aTj die j-te Zeile von A und b
T
j entsprechend die j-te Zeile von B. Gema¨ß Folgerung 2.7
und anschließender Bemerkung ergibt sich dann fu¨r die j-te Komponente des Fehlervektors∣∣fl (aTj x)− aTj x∣∣ ≤ (ρ− 1) ‖aj ◦ x‖1 (u + O(u2)) + (aj ◦ x ◦ ε×)T 1
≤
(
(ρ− 1) |aj |T + (bj ◦ |aj |)T
)
|x| (u + O(u2))
im Fall von sequentieller Summation und∣∣fl (aTj x)− aTj x∣∣ ≤ dlog2 ρe ‖aj ◦ x‖1 (u + O(u2)) + (aj ◦ x ◦ ε×)T 1
≤
(
dlog2 ρe |aj |T + (bj ◦ |aj |)T
)
|x| (u + O(u2))
im Fall von Kaskaden-Summation. Mit den Identita¨ten
|A||x| =
(
|aj |T |x|
)n−1
j=0
und
(B ◦ |A|) |x| =
(
(bj ◦ |aj |)T |x|
)n−1
j=0
sowie
|fl(Ax)−Ax| = (∣∣fl (aTj x)− aTj x∣∣)n−1j=0
folgt nun die Behauptung.
A¨hnliche Ergebnisse sind in verallgemeinerter Form fu¨r komplexwertige Gleitkomma-Arithmetik in [54,
Lemma 8.4] zu finden, wobei dort wegen A ∈ Gn×n und der reellwertigen Arithmetik fu¨r unseren Fall
η = 0 sowie µC = 1 gewa¨hlt werden kann.
Offenbar liefern die Abscha¨tzungen (2.13a) und (2.13b) fu¨r Permutationsmatrizen und fu¨r die in Ab-
schnitt 1.1 definierte Vorzeichenskalierungsmatrix Σn wegen ρ = 1 und B = On wie gewu¨nscht keinen
zusa¨tzlichen Rundungsfehler. Es ist zu beachten, dass sich diese Matrizen tatsa¨chlich schon in Gn×n
befinden. Fu¨r eine beliebige Drehmatrix (1.24) gilt im Allgemeinen jedoch Q2(ϕ) 6∈ G2×2, so dass unter
der Modellannahme (2.6) nur die Matrix
Qˆ2(ϕ) =
(
c s
−s c
)
:=
(
cos(ϕ)(1 + ε1) sin(ϕ)(1 + ε2)
− sin(ϕ)(1 + ε2) cos(ϕ)(1 + ε1)
)
= Q2(ϕ) +
(
ε1 ε2
ε2 ε1
)
◦Q2(ϕ)
mit |ε1|, |ε2| ≤ u zur Verfu¨gung steht. Wenden wir nun (2.6) auf die Matrix-Vektor-Multiplikation
Qˆ2(ϕ)x mit einem x ∈ G2 an, erhalten wir
fl (fl(cx0) + fl(sx1)) =
(
cx0(1 + ε×1 ) + sx1(1 + ε
×
2 )
)
(1 + ε+1 )
= (cx0 + sx1) (1 + ε+1 ) +
(
cx0ε
×
1 + sx1ε
×
2
) (
1 + ε+1
)
mit |ε×1 |, |ε×2 |, |ε+1 | ≤ u als Ergebnis fu¨r die erste Komponente und analog
fl (−fl(sx0) + fl(cx1)) =
(−sx0(1 + ε×3 ) + cx1(1 + ε×4 )) (1 + ε+2 )
= (−sx0 + cx1) (1 + ε+2 ) +
(−sx0ε×3 + cx1ε×4 ) (1 + ε+2 )
mit |ε×3 |, |ε×4 |, |ε+2 | ≤ u als Ergebnis fu¨r die zweite Komponente. Somit ergibt sich fu¨r den Rundungs-
fehler die komponentenweise Abscha¨tzung∣∣∣fl(Qˆ2(ϕ)x)− Qˆ2(ϕ)x∣∣∣ ≤ ∣∣∣Qˆ2(ϕ)x∣∣∣u + ∣∣∣Qˆ2(ϕ)∣∣∣ |x| (u + O(u2)) . (2.14)
Da wir hierbei lediglich verwendet haben, dass in jeder Zeile genau eine Addition auftritt, la¨sst sich
die Aussage auf Matrizen mit ho¨chstens zwei Nichtnulleintra¨gen pro Zeile verallgemeinern.
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Folgerung 2.9. Gegeben seien eine Matrix A = (aj,k)n−1j,k=0 ∈ Gn×n und ein Vektor x = (xk)n−1k=0 ∈ Gn,
so dass aTj fu¨r j = 0, . . . , n− 1 maximal zwei Eintra¨ge ungleich Null besitzt und |aj |T|x| ∈ RG fu¨r alle
j = 0, . . . , n− 1 erfu¨llt bleibt. Dann gilt
|fl(Ax)−Ax| ≤ |Ax|u + |A||x| (u + O(u2)) . (2.15)
Insbesondere ist Folgerung 2.9 auf Blockdiagonalmatrizen
A :=
l−1⊕
k=0
Bk
mit Blo¨cken Bk ∈ G2×2 anwendbar. Nehmen wir zusa¨tzlich an, dass die Blo¨cke die Gestalt
Bk :=
(
g1k g2k
−g2k g1k
)
(2.16)
mit g21k + g
2
2k > 0 besitzen, so sind sie wegen B
T
k Bk =
(
g21k + g
2
2k
)
I2 , k = 0, . . . , l − 1, fast orthogonal
– d.h. orthogonal bis auf einen positiven Faktor – und somit regula¨r. Demnach ist auch A regula¨r mit
Spektralnorm
‖A‖2 = max
k=0,...,l−1
‖Bk‖2 = max
k=0,...,l−1
√
g21k + g
2
2k . (2.17)
Weiterhin besitzen die symmetrischen Matrizen |Bk|, k = 0, . . . , l−1, die Eigenwerte λ(k)1,2 = |g1k|±|g2k|
zu den Eigenvektoren v(k)1,2 = (1,±1)T, so dass sich fu¨r die Spektralnorm von |A| die Abscha¨tzung∥∥|A|∥∥
2
= max
k=0,...,l−1
∥∥|Bk|∥∥2 ≤ √2 ‖A‖2 (2.18)
ergibt. Dies ist beispielsweise mittels Cauchy-Schwarz-Ungleichung ersichtlich, wenn sie auf die Vekto-
ren (1, 1)T und (|g1k|, |g2k|)T angewandt wird. Zusammen mit Folgerung 2.9 erhalten wir:
Lemma 2.10. Sei n ∈ N gerade, A ∈ Gn×n eine Blockdiagonalmatrix mit fast orthogonalen Blo¨cken
wie in (2.16) definiert und x ∈ Gn. Im Fall |A||x| ∈ RnG gilt dann∥∥fl(Ax)−Ax∥∥
2
≤ (1 +√2)‖A‖2 ‖x‖2 (u + O(u2)) .
Beweis: Zuna¨chst halten wir fest, dass sich fu¨r beliebige Vektoren a,b ∈ Rn mit |a| ≤ |b| wegen der
Nichtnegativita¨t zuna¨chst auch
|ai|2 ≤ |bi|2 (i = 0, . . . , n− 1)
gilt und sich aufgrund der Rechenregeln fu¨r Ungleichungen sowie der Monotonie der Wurzelfunktion
dann ebenso ‖a‖2 ≤ ‖b‖2 ergibt. Aus (2.15) folgt dann mittels Dreiecksungleichung∥∥ |fl(Ax)−Ax|∥∥
2
≤ ∥∥|Ax|u + |A||x| (u + O(u2)) ∥∥
2
≤ ∥∥|Ax|‖2u + ∥∥|A||x|∥∥2 (u + O(u2))
Verwenden wir noch die Gu¨ltigkeit von
∥∥|x|∥∥
2
= ‖x‖2 und ‖Ax‖2 ≤ ‖A‖2‖x‖2 sowie die Abscha¨tzung
(2.18), ergibt sich die Behauptung.
Bemerkung 2.11. In [43, Lemma 5.1] wird fu¨r beliebige a, b, c, d ∈ R die Ungleichung
(|ac|+ |bd|+ |ac− bd|)2 + (|ad|+ |bc|+ |ad+ bc|)2 ≤ 16
3
(a2 + b2)(c2 + d2) (2.19)
gezeigt, welche beispielsweise fu¨r a = c = 1√
2
und b = d = 1 scharf ist. Demzufolge ist die Konstante
16
3 fu¨r die allgemeine Ungleichung (2.19) bestmo¨glich. 
Aufgrund der A¨quivalenz der offensichtlich erfu¨llten Ungleichung 73 < 2
√
2 zu 163 < (1 +
√
2)2, la¨sst
sich die Abscha¨tzung in Lemma 2.10 noch etwas verbessern.
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Satz 2.12. Sei n ∈ N gerade, A ∈ Gn×n eine Blockdiagonalmatrix mit fast orthogonalen Blo¨cken wie
in (2.16) definiert und x ∈ Gn. Im Fall |A||x| ∈ RnG gilt dann∥∥fl(Ax)−Ax∥∥
2
≤ 43
√
3 ‖A‖2 ‖x‖2
(
u + O(u2)) .
Beweis: Analog wie im Beweis von Lemma 2.10 erhalten wir aus (2.15) zuna¨chst die Ungleichung∥∥ |fl(Ax)−Ax|∥∥2
2
≤ ∥∥|Ax| + |A||x|∥∥2
2
(
u + O(u2))2 .
Aufgrund der Blockstruktur von A und der besonderen Form (2.16) der einzelnen Blo¨cke ko¨nnen wir
jeweils Ungleichung (2.19) anwenden und erhalten
∥∥|Ax| + |A||x|∥∥2
2
=
n
2
−1∑
k=0
(|g1kx2k+1|+ |g2kx2k|+ |g1kx2k+1 + g2kx2k|)2
+
n
2
−1∑
k=0
(|g1kx2k|+ |g2kx2k+1|+ |g1kx2k − g2kx2k+1|)2
≤ 16
3
n
2
−1∑
k=0
‖Bk‖22
(
x22k + x
2
2k+1
)
.
Wegen (2.17) folgt insbesondere ‖Bk‖2 ≤ ‖A‖2 fu¨r k = 0, . . . , n2 − 1, so dass sich∥∥|Ax| + |A||x|∥∥2
2
≤ 16
3
‖A‖22‖x‖22
und nach anschließendem Wurzelziehen die Behauptung ergibt.
Nun haben wir alle Werkzeuge bereitgestellt, um in Abschnitt 3.1 eine Rundungsfehleranalyse fu¨r die
in Abschnitt 1.3 hergeleiteten Algorithmen durchfu¨hren zu ko¨nnen.
2.2 Stochastisches Modell fu¨r Gleitkomma-Arithmetik
Wa¨hrend in Abschnitt 2.1 fu¨r den relativen Rundungsfehler obere Schranken unter Vernachla¨ssigung
von Termen der Ordnung O(u2) hergeleitet werden, bescha¨ftigen wir uns nun mit der Vorhersage des
Fehlerverhaltens. Dazu nehmen wir jede Eingangsgro¨ße X als reelle Zufallsvariable mit bekanntem
Erwartungswert E(X) und endlichem zweiten Moment E(X2) < ∞ an. Entsprechend [75, 54] fassen
wir im Folgenden den durch fl(X • Y ) = (X • Y )(1 + ε•) fu¨r zufa¨llige Eingangsdaten X, Y und
fu¨r jede Operation • ∈ {+,−,×} gegebenen relativen Rundungsfehler ε• (vgl. (2.6)) als eine reelle
Zufallsvariable mit Erwartungswert
E (ε•) = µ•u (2.20)
und Varianz
V (ε•) = σ2•u2 (2.21)
auf, wobei die Konstanten µ• ∈ R, σ• ≥ 0 von den Operationen • ∈ {+,−,×} und der Verteilung der
Eingangsdaten abha¨ngen. Desweiteren bezeichnet δ• := (X • Y )ε• die Zufallsvariable des entsprechen-
den absoluten Rundungsfehlers.
Bemerkung 2.13. Rundungsfehler zu festen Eingangsdaten sind im Allgemeinen nicht zufa¨llig, son-
dern ha¨ngen im Wesentlichen nur von der jeweiligen Implementation der Gleitkomma-Arithmetik ab.
Dennoch ko¨nnen wir die Zufa¨lligkeit von ε• mit der Zufa¨lligkeit der Eingangsdaten begru¨nden [75].
Der Einfachheit halber werden wir im Folgenden analog [54, 75] stets annehmen, dass ε• sowohl von X
als auch von Y stochastisch unabha¨ngig ist. Genau genommen ist dies zwar nur fu¨r den trivialen Fall
erfu¨llt, jedoch wird die Annahme der Unabha¨ngigkeit durch die Tatsache motiviert, dass die Gro¨ße des
relativen Fehlers ε• nicht mit der Gro¨ße der Operanden in Zusammenhang steht und dass die letzten
Kommastellen, welche den gro¨ßten Einfluss auf den Rundungsfehler ausu¨ben, vom Rest der Mantisse
na¨herungsweise unabha¨ngig sind [75]. Im Anhang A.3 finden sich u¨berdies experimentelle Ergebnisse,
welche die in den folgenden Unterabschnitten 2.2.1 und 2.2.2 verwendeten Modellannahmen ebenfalls
als na¨herungsweise erfu¨llt besta¨tigen. 
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2.2.1 Modell fu¨r eine allgemeine Matrix
A¨hnlich wie in Abschnitt 2.1 betrachten wir wiederum alle relevanten Szenarien, angefangen bei der
Addition von n Zahlen, welche als Skalarprodukt im Rn mit dem Einsvektor verstanden werden kann.
Lemma 2.14. Zu n ∈ N, n ≥ 2, seien gegeben der Einsvektor 1 = (1)n−1k=0 ∈ Gn und der Zufallsvektor
G = (Gk)n−1k=0 mit unkorrelierten Eintra¨gen aus G
n, deren Erwartungswerte Null und deren zweite Mo-
mente endlich sind. Angenommen, alle auftretenden relativen Rundungsfehler ε•j seien untereinander
und von den Gk stochastisch unabha¨ngig. Dann besitzt der Rundungsfehler ∆ := fl
(
GT1
) −GT1 fu¨r
das Skalarprodukt GT1 unabha¨ngig von der Summationsweise den Erwartungswert Null. Die Varianz
ist
V (∆) = V
(
fl
(
GT1
)−GT1) = ((n− 1)V(G0) + n−1∑
j=1
(n− j)V(Gj)
)
σ2+
(
u2 +O(u3))
+
(
(n− 1)2V(G0) +
n−1∑
k=1
(n− k)2V(Gk)
)
µ2+
(
u2 +O(u3))
im Fall von sequentieller Summation und
V (∆) =

((
2σ2+ + 4µ
2
+
) 1∑
k=0
V(Gk) +
(
σ2+ + µ
2
+
)
V(G2)
)(
u2 +O(u3)) , n = 3((
3σ2+ + 9µ
2
+
) 3∑
k=0
V(Gk) +
(
σ2+ + µ
2
+
)
V(G4)
)(
u2 +O(u3)) , n = 5((
3σ2+ + 9µ
2
+
) 3∑
k=0
V(Gk) +
(
2σ2+ + 4µ
2
+
) 5∑
k=4
V(Gk)
)(
u2 +O(u3)) , n = 6((
3σ2+ + 9µ
2
+
) 3∑
k=0
V(Gk) +
(
2σ2+ + 4µ
2
+
) 5∑
k=4
V(Gk) +
(
σ2+ + µ
2
+
)
V(G6)
)(
u2 +O(u3)) , n = 7
bzw.
V (∆) =
(
log2(n) · σ2+ +
(
log2(n)
)2 · µ2+) n−1∑
k=0
V(Gk)
(
u2 +O(u3))
fu¨r allgemeine Zweierpotenz n = 2t (t ∈ N) im Fall von Kaskaden-Summation.
Der Beweis ist in Anhang A.2 zu finden.
Unter zusa¨tzlichen Annahmen lassen sich die Ergebnisse aus Lemma 2.14 noch weiter vereinfachen.
Folgerung 2.15. Sei n ≥ 2 eine Zweierpotenz. Mit den Voraussetzungen und Bezeichnungen aus
Lemma 2.14 gelten die folgenden Aussagen:
(i) Ist zusa¨tzlich V(Gk) = %2 fu¨r alle k ∈ {0, 1, . . . , n− 1}, dann ergibt sich
V
(
fl
(
GT1
)−GT1) = ((n− 1)(n+ 2)
2
σ2+ +
(n− 1)(2n2 + 5n− 6)
6
µ2+
)
%2
(
u2 +O(u3))
im Fall von sequentieller Summation und
V
(
fl
(
GT1
)−GT1) = n(log2(n) · σ2+ + ( log2(n))2 · µ2+) %2 (u2 +O(u3))
im Fall von Kaskaden-Summation.
(ii) Gilt zusa¨tzlich µ+ = 0, dann folgt
V
(
fl
(
GT1
)−GT1) =

(
(n− 1)V(G0) +
n−1∑
j=1
(n− j)V(Gj)
)
σ2+
(
u2 +O(u3)) bei seq. Sum.,
log2(n) · σ2+
n−1∑
k=0
V(Gk)
(
u2 +O(u3)) bei Kas.-Sum.
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(iii) Ist sowohl V(Gk) = %2 fu¨r alle k ∈ {0, 1, . . . , n− 1} als auch µ+ = 0, dann ergibt sich
V
(
fl
(
GT1
)−GT1) =

(n−1)(n+2)
2 · %2σ2+
(
u2 +O(u3)) bei sequentieller Summation,
n log2(n) · %2σ2+
(
u2 +O(u3)) bei Kaskaden-Summation.
Beweis: Alle Aussagen folgen aus den Formeln in Lemma 2.14, wobei gegebenenfalls einfache Sum-
menformeln angewandt werden mu¨ssen.
Im na¨chsten Schritt untersuchen wir das Fehlerverhalten bei einem Skalarprodukt.
Lemma 2.16. Zu n ∈ N, n ≥ 2, seien zwei unabha¨ngige Zufallsvektoren X = (Xk)n−1k=0 ∈ Gn und
G = (Gk)n−1k=0 ∈ Gn mit unkorrelierten Eintra¨gen gegeben, deren zweite Momente endlich sind. Wei-
terhin gelte E(Xk) = 0, k = 0, . . . , n − 1. Angenommen, alle auftretenden relativen Rundungsfehler
ε•j seien untereinander und von den Gk und Xk stochastisch unabha¨ngig. Dann besitzt der Rundungs-
fehler ∆ := fl
(
GTX
) −GTX fu¨r das Skalarprodukt GTX unabha¨ngig von der Summationsweise den
Erwartungswert Null. Die Varianz ist
V(∆) =
n−1∑
k=0
E
(
(Gk)
2
)
V(Xk)
(
σ2× + µ
2
×
)
u2
+
(
(n− 1) E( (G0)2 )V(X0) + n−1∑
k=1
(n− k) E( (Gk)2 )V(Xk)
)(
σ2+ + 2µ×µ+
) (
u2 +O(u3))
+
(
(n− 1)2 E( (G0)2 )V(X0) + n−1∑
k=1
(n− k)2 E( (Gk)2 )V(Xk)
)
µ2+
(
u2 +O(u3))
im Fall von sequentieller Summation und
V(∆) =
(
σ2× + log2(n)σ
2
+ +
(
µ× + log2(n)µ+
)2) n−1∑
r=0
E
(
G2r
)
V(Xr)
(
u2 +O(u3))
fu¨r eine allgemeine Zweierpotenz n = 2t (n ∈ N) im Fall von Kaskaden-Summation.
Der Beweis ist in Anhang A.2 zu finden.
Unter zusa¨tzlichen Annahmen lassen sich die Ergebnisse aus Lemma 2.16 noch weiter vereinfachen.
Folgerung 2.17. Sei n ≥ 2 eine Zweierpotenz. Mit den Voraussetzungen und Bezeichnungen aus
Lemma 2.16 gelten die folgenden Aussagen:
(i) Ist zusa¨tzlich µ+ = 0, dann ergibt sich
V (∆) =
(
n−1∑
k=0
(
(n− k)σ2+ + σ2× + µ2×
)
E
(
(Gk)
2 )V(Xk)− σ2+E( (G0)2 )V(X0)
)(
u2 +O(u3))
im Fall der sequentiellen Summation und
V(∆) =
(
σ2× + log2(n)σ
2
+ + µ
2
×
) n−1∑
r=0
E
(
G2r
)
V(Xr)
(
u2 +O(u3))
im Fall der Kaskaden-Summation.
(ii) Gilt zusa¨tzlich µ+ = µ× = 0, dann ergibt sich sinngema¨ß die Behauptung aus [75, Lemma 3.4].
(iii) Falls V(Xk) = %2 fu¨r alle k ∈ {0, 1, . . . , n− 1}, so gilt bei Kaskaden-Summation
V(∆) = %2
(
σ2× + log2(n)σ
2
+ +
(
µ× + log2(n)µ+
)2)E (‖G‖22) (u2 +O(u3)) .
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Beweis: Die Aussagen (i) und (ii) folgen sofort aus Lemma 2.16. Ebenso folgt Aussage (iii), wobei
hier noch die Linearita¨t des Erwartungswertes verwendet wird.
Ist neben den Voraussetzungen von Lemma 2.16 bzw. Folgerung 2.17 zusa¨tzlich bekannt, dass r (0 <
r < n − 1) der Zufallsgro¨ßen Gk , k = 0, . . . , n, konstant Null sind und demnach auch Varianz Null
besitzen, kann Lemma 2.16 bzw. Folgerung 2.17 nach entsprechender Umordnung der Komponenten
bereits mit n˜ = n− r angewandt werden.
Da sich eine Matrix-Vektor-Multiplikation aus mehreren voneinander unabha¨ngigen Skalarprodukten
zusammensetzt, erhalten wir aus Lemma 2.16 bzw. Folgerung 2.17 sofort auch entsprechende Aussagen
u¨ber die Komponenten des Vektors der dabei auftretenden absoluten Fehler. Fordern wir zusa¨tzlich,
dass die Komponenten des Vektors, welcher mit der Matrix multipliziert werden soll, jeweils Erwar-
tungswert Null besitzen, so gelangen wir zu nachstehenden Ergebnissen.
Satz 2.18. Zu einer Zweierpotenz n ∈ N, n ≥ 2, sei X = (Xk)n−1k=0 ∈ Gn ein Zufallsvektor mit
unkorrelierten Komponenten, deren zweite Momente endlich sind. Weiterhin sei eine Zufallsmatrix
G := (Gjk)n−1j,k=0 ∈ Gn×n gegeben, wobei die Vektoren (Gjk)n−1k=0 , j = 0, . . . , n − 1, jeweils unabha¨ngig
von X seien und unkorrelierte Komponenten besitzen, deren zweite Momente endlich sind. Zusa¨tzlich
gelte E(Xk) = 0, k = 0, . . . , n− 1. Angenommen, alle auftretenden relativen Rundungsfehler ε•m seien
untereinander und von den Gjk und Xk stochastisch unabha¨ngig. Dann besitzt der Vektor der absoluten
Rundungsfehler
∆ := fl (GX)−GX (2.22)
der Matrix-Vektor-Multiplikation GX unabha¨ngig von der bei den jeweils auftretenden Skalarprodukten
verwendeten Summationsweise in jeder Komponente Erwartungswert Null und es gilt
tr (Cov(∆)) =
(
σ2× + log2(n)σ
2
+ +
(
µ× + log2(n)µ+
)2) n−1∑
j,k=0
E
(
G2jk
)
V(Xk)
(
u2 +O(u3))
im Fall von Kaskaden-Summation. Falls zusa¨tzlich noch V(Xk) = %2 fu¨r alle k ∈ {0, 1, . . . , n − 1}
erfu¨llt ist, dann ist
tr (Cov(∆)) = %2
(
σ2× + log2(n)σ
2
+ +
(
µ× + log2(n)µ+
)2)E (‖G‖2F ) (u2 +O(u3)) .
Dabei bezeichnet tr(A) die Spur und ‖A‖F die Frobeniusnorm einer Matrix A ∈ Rn×n.
Beweis: Mit G(j) := (Gjk)n−1k=0 besitzt der Fehlervektor (2.22) die Komponenten
∆j := fl
(
G(j)
T
X
)
−G(j)TX ,
die nach Lemma 2.16 Erwartungswert Null und im Fall der Kaskaden-Summation Varianz
V(∆j) =
(
σ2× + log2(n)σ
2
+ +
(
µ× + log2(n)µ+
)2) n−1∑
r=0
E
(
G2jr
)
V(Xr)
(
u2 +O(u3)) (2.23)
besitzen. Wegen
tr (Cov(∆)) =
n−1∑
j=0
V(∆j)
ergibt sich damit der erste Teil der Behauptung. Mit der Linearita¨t des Erwartungswertes und demnach
n−1∑
j,k=0
E
(
G2jr
)
= E
 n−1∑
j,k=0
G2jr
 = E (‖G‖2F )
erhalten wir fu¨r V(Xk) = %2 , k = 0, . . . , n − 1, aus dem ersten Teil der Behauptung dann auch den
zweiten Teil.
Die Spur der Kovarianzmatrix des Fehlervektors ∆ ist wegen |Cov(∆j ,∆k)|2 ≤ V(∆j)V(∆k) ein
geeignetes Maß, da sie nur in dem Fall verschwindet, wenn fast sicher ∆ = E(∆), also in der Situation
von Satz 2.18 alle Komponenten von ∆ fast sicher Null sind.
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Bemerkung 2.19. Besitzt die Zufallsmatrix G := (Gjk)n−1j,k=0 ∈ Gn×n aus Folgerung 2.17 als Erwar-
tungswert na¨herungsweise eine der vollbesetzten Matrizen aus Definition 1.1 und ist die Varianz jeder
einzelnen Komponente kleiner oder gleich u2, so ergibt sich mit der Orthogonalita¨t von (1.2)–(1.7) und
aufgrund der angenommenen Unkorreliertheit E
(‖G‖2F ) ≤ n + n2u2. Die zweite Aussage aus Satz
2.18 liest sich dann als
E
(‖∆‖22) ≤ k˘2nE (‖X‖22) (u2 +O(u3)) (2.24)
mit
k˘n =
√
σ2× + log2(n)σ2+ +
(
µ× + log2(n)µ+
)2
, (2.25)
wobei sowohl E (∆) = 0 als auch V(Xk) = %2 und E(Xk) = 0, k = 0, . . . , n− 1, beru¨cksichtigt worden
ist. Jedoch sind in diesem Fall die Annahmen an X derart einschra¨nkend, dass ein Anwendungsbezug
kaum mo¨glich scheint. Lassen wir die Forderung fallen, dass V(Xk) = %2 fu¨r alle k = 0, . . . , n− 1 gilt,
so liefert Aufsummieren der n Gleichungen (2.23) mit der aus Definition 1.1 stammenden Beziehung
max
r=0,...,n−1
E(G2jr) ≤
√
2
n
+ u2
fu¨r die Abscha¨tzung (2.24) die von n abha¨ngige Konstante
k˘n =
√
σ2× + log2(n)σ2+ +
(
µ× + log2(n)µ+
)2 4√2n (2.26)
In Tabelle 2.2 sind explizite Werte der k˘n fu¨r ausgewa¨hlte n mit den in Anhang A.3 gescha¨tzten Gro¨ßen
σ× = σ+ = 0.425 und µ× = µ+ = 0 angegeben. 
n 8 16 32 64 128 256 512 1024 2048
k˘n aus (2.25) 0.8500 0.9503 1.0410 1.1244 1.2021 1.2750 1.3440 1.4096 1.4722
k˘n aus (2.26) 1.7000 2.2603 2.9445 3.7822 4.8083 6.0650 7.6026 9.4824 11.7779
Tabelle 2.2: Konstanten k˘n fu¨r die Abscha¨tzung (2.24), falls einerseits die Voraussetzungen aus Satz
2.18 erfu¨llt sind und andererseits die Matrix der Erwartungswerte E(G) na¨herungsweise
orthogonal ist.
In Lemma 2.14 bis Folgerung 2.17 haben wir unter bestimmten Modellannahmen jeweils in verschie-
denen Situationen den Erwartungswert sowie die Varianz des absoluten Rundungsfehlers ermittelt,
welcher bei der Addition von unkorrelierten Zufallsgro¨ßen bzw. beim Skalarprodukt zweier voneinan-
der unabha¨ngiger Zufallsvektoren mit unkorrelierten Komponenten auftritt. Letzterer Fall la¨sst nun
auch Ru¨ckschlu¨sse auf den Vektor der bei einer Matrix- Vektor-Multiplikation auftretenden absoluten
Fehler zu. Aufgrund der starken Forderung nach stochastischer Unabha¨ngigkeit an die Eingangsvek-
toren sind diese Ergebnisse im Allgemeinen jedoch nicht auf iterierte Matrix-Vektor-Multiplikationen
anwendbar. Um die Voraussetzungen abschwa¨chen zu ko¨nnen, muss die Struktur der beteiligten Ma-
trizen herangezogen werden.
2.2.2 Modell fu¨r spezielle Blockdiagonalmatrizen
Im Folgenden seien alle Zufallsgro¨ßen X nicht trivial, d.h., insbesondere trete das Ereignis |X| > 0
mit positiver Wahrscheinlichkeit ein. Desweiteren wandeln wir unser Modell bezu¨glich der relativen
Fehler geringfu¨gig ab, um u-Terme ho¨herer Ordnung vernachla¨ssigen zu ko¨nnen, und beziehen an
einigen Stellen die Symmetrie der Verteilung der Eingangsdaten mit ein. Dies wird beispielsweise
in [75] wa¨hrend der Untersuchung des relativen und absoluten Fehlers bei der Multiplikation zweier
komplexer Zufallsvariablen getan. Da wir
(a1 − ib1) · (a2 + ib2) = (a1a2 + b1b2) + i(a1b2 − b1a2)
fu¨r reelle Zahlen a1, a2, b1, b2 auch als Matrix-Vektor-Multiplikation(
a1 b1
−b1 a1
)(
a2
b2
)
=
(
a1a2 + b1b2
a1b2 − b1a2
)
auffassen ko¨nnen, wenden wir die entsprechenden Ergebnisse auf den uns interessierenden Fall an.
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Lemma 2.20 (vgl. [75], Proposition 2.3). Sei X = (X1, X2)T mit identisch und symmetrisch zum
Nullpunkt verteilten Zufallsvariablen X1, X2 aus G gegeben. Weiterhin sei die Matrix
A :=
(
G1 G2
−G2 G1
)
(2.27)
mit Zufallsvariablen G1 und G2 aus G definiert. Angenommen, es gelte
fl(AX) =
(
(G1X1 +G2X2)(1 + ε+1 ) + (G1X1)ε
×
1 + (G2X2)ε
×
2
(G1X2 −G2X1)(1 + ε+2 ) + (G1X2)ε×3 − (G2X1)ε×4
)
mit paarweise unabha¨ngigen Zufallsgro¨ßen X1, X2, ε×1 , ε
×
2 , ε
×
3 , ε
×
4 , ε
+
1 , ε
+
2 , welche
E(ε×j ) = µ×u , V(ε
×
j ) = σ
2×u2 (j = 1, 2, 3, 4),
E(ε+j ) = µ+u , V(ε
+
j ) = σ
2
+u
2 (j = 1, 2)
}
(2.28)
erfu¨llen. Weiter seien G1, G2 von den u¨brigen Zufallsgro¨ßen unabha¨ngig und der Vektor E = (E1,E2)
T
durch die Gleichung
fl(AX) = AX + ‖AX‖2 E (2.29)
definiert. Dann gelten die folgenden Aussagen:
(i) Die Verteilung von E ist symmetrisch. Insbesondere gilt E (E1) = E (E2) = 0.
(ii) Die Komponenten E1,E2 von E sind untereinander und mit ‖AX‖2 unkorreliert.
(iii) Die Komponenten E1,E2 von E besitzen dieselbe Varianz und es gilt
E(‖E‖22) =
(
σ2× + σ
2
+ + (µ× + µ+)
2
)
u2 .
Beweis: (i) Zuna¨chst einmal halten wir fest, dass sich fu¨r die Norm
‖AX‖2 =
√
(G1X1 +G2X2)2 + (G1X2 −G2X1)2 =
√
G21 +G
2
2
√
X21 +X
2
2 (2.30)
ergibt. Damit folgen fu¨r die Komponenten E1,E2 von E die Darstellungen
E1 =
G1X1√
G21 +G
2
2
√
X21 +X
2
2
(
ε+1 + ε
×
1
)
+
G2X2√
G21 +G
2
2
√
X21 +X
2
2
(
ε+1 + ε
×
2
)
,
E2 =
G1X2√
G21 +G
2
2
√
X21 +X
2
2
(
ε+2 + ε
×
3
)− G2X1√
G21 +G
2
2
√
X21 +X
2
2
(
ε+2 + ε
×
4
)
.
Ersetzen wir (X1, X2) durch (−X1,−X2), so a¨ndern sich die Verteilungen von E1 und E2 aufgrund der
Symmetrie der Verteilungen von X1 und X2 nicht, womit die Behauptung folgt.
(ii) Aufgrund der Unabha¨ngigkeit, wegen E(X1) = E(X2) = 0 und zusammen mit Aussage (i) erhalten
wir
Cov (E1, ‖AX‖2) = E
(
(G1X1 +G2X2)ε+1 +G1X1ε
×
1 +G2X2ε
×
2
)− E(E1)E (‖AX‖2)
= (E(G1)E(X1) + E(G2)E(X2))E(ε+1 ) + E(G1)E(X1)E(ε
×
1 ) + E(G2)E(X2)E(ε
×
2 )
= 0
und ebenso
Cov (E2, ‖AX‖2) = E
(
(G1X2 −G2X1)ε+2 +G1X2ε×3 −G2X1ε×4
)
= 0 .
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Wiederum wegen Aussage (i) und der Unabha¨ngigkeit ergibt sich weiterhin
Cov (E1,E2)
= E
((
(G1X1 +G2X2)ε+1 +G1X1ε
×
1 +G2X2ε
×
2
) (
(G1X2 −G2X1)ε+2 +G1X2ε×3 −G2X1ε×4
)
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= T1E(ε+1 )E(ε
+
2 ) + T2E(ε
×
1 )E(ε
×
3 )− T3E(ε×1 )E(ε×4 ) + T4E(ε×2 )E(ε×3 )− T5E(ε×2 )E(ε×4 )
+(T2 + T4)E(ε+1 )E(ε
×
3 )− (T3 + T5)E(ε+1 )E(ε×4 ) + (T2 − T3)E(ε×1 )E(ε+2 ) + (T4 − T5)E(ε×2 )E(ε+2 )
mit den Termen
T1 = E
(
X1X2
X21 +X
2
2
)(
E
(
G21
G21 +G
2
2
)
− E
(
G22
G21 +G
2
2
))
+ E
(
G1G2
G21 +G
2
2
)(
E
(
X22
X21 +X
2
2
)
− E
(
X21
X21 +X
2
2
))
sowie
T2 = E
(
G21
G21 +G
2
2
)
E
(
X1X2
X21 +X
2
2
)
, T3 = E
(
G1G2
G21 +G
2
2
)
E
(
X21
X21 +X
2
2
)
,
T4 = E
(
G1G2
G21 +G
2
2
)
E
(
X22
X21 +X
2
2
)
, T5 = E
(
G22
G21 +G
2
2
)
E
(
X1X2
X21 +X
2
2
)
.
Da die Zufallsgro¨ßen X1 und X2 einerseits identisch und andererseits symmetrisch zum Nullpunkt
verteilt sind, haben wir
E
(
X21
X21 +X
2
2
)
= E
(
X22
X21 +X
2
2
)
(2.31)
und
E
(
X1X2
X21 +X
2
2
)
= 0 . (2.32)
Somit verschwinden in T1 der erste Summand wegen (2.32) und der zweite Summand wegen (2.31).
Ebenso folgen T2 = T5 = 0 mit (2.32). Wegen (2.28) lassen sich nun die u¨brigen Summanden zusam-
menfassen, so dass wir zusammen mit der Tatsache, dass sich T3 = T4 aus (2.31) ergibt, schließlich wie
behauptet
Cov (E1,E2) = (T4 − T3)µ2×u2 + 2(T4 − T3)µ×µ+u2 = 0
erhalten.
(iii) Wiederum aufgrund der Unabha¨ngigkeit sowie mit (2.28) ergibt sich fu¨r V (E1) zuna¨chst
E
((
(G1X1 +G2X2)ε+1 +G1X1ε
×
1 +G2X2ε
×
2
)2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= E
((
G1X1(ε+1 + ε
×
1 ) +G2X2(ε
+
1 + ε
×
2 )
)2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
=
(
σ2+ + σ
2
× + (µ+ + µ×)
2
)(
E
(
G21
G21 +G
2
2
)
E
(
X21
X21 +X
2
2
)
+ E
(
G22
G21 +G
2
2
)
E
(
X22
X21 +X
2
2
))
u2
+ 2
(
σ2+ + µ
2
+ + 2µ×µ+ + µ
2
×
)
E
(
G1G2
G21 +G
2
2
)
E
(
X1X2
X21 +X
2
2
)
u2 .
Mit Hilfe von (2.32) verschwindet der letzte Summand. Wiederum wegen (2.31) sowie aufgrund der
Linearita¨t des Erwartungswertes folgt dann weiter
E
(
G21
G21 +G
2
2
)
E
(
X21
X21 +X
2
2
)
+ E
(
G22
G21 +G
2
2
)
E
(
X22
X21 +X
2
2
)
= E
(
X21
X21 +X
2
2
)
=
1
2
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und schließlich
V (E1) =
1
2
(
σ2+ + σ
2
× + (µ+ + µ×)
2
)
u2 .
In analoger Weise ergibt sich
V (E2) =
1
2
(
σ2+ + σ
2
× + (µ+ + µ×)
2
)
u2
und damit auch
E(‖E‖22) = E
(
E21
)
+ E
(
E22
)
= V (E1) + V (E2) =
(
σ2+ + σ
2
× + (µ+ + µ×)
2
)
u2 .
Nun sind wir in der Lage, auch Aussagen u¨ber das Verhalten des absoluten Fehlers zu treffen.
Folgerung 2.21 (vgl. [75], Conclusion 2.8). (i) Mit den Voraussetzungen und Bezeichnungen von
Lemma 2.20 ergibt sich
E (∆) = 0 , E
(‖∆‖22) = E (‖AX‖22)E (‖E‖22)
fu¨r den Vektor der absoluten Rundungsfehler
∆ := fl(AX)−AX .
(ii) Sei n ∈ N, n ≥ 4 und gerade. Weiter sei X := (Xl)n−1l=0 mit identisch und symmetrisch zum
Nullpunkt verteilten Zufallsvariablen Xl aus G gegeben und
B :=
n
2
−1⊕
k=0
A(k)
mit A(k), k = 0, . . . , n2 − 1, der Gestalt (2.27). Fu¨r jeden Block A(k) und zugeho¨rigen Teilvektor
X(k) := (X2k, X2k+1)T seien die Voraussetzungen aus Lemma 2.20 erfu¨llt. Dann gilt
E (∆) = 0 , E
(‖∆‖22) = E (‖BX‖22) (σ2× + σ2+ + (µ× + µ+)2)u2 .
fu¨r den Vektor der absoluten Rundungsfehler
∆ := fl(BX)−BX .
Beweis: (i) Nach (2.29) besitzt ∆ die Komponenten ‖AX‖2 Ek (k = 1, 2). Nach Lemma 2.20 (i)
und (ii) wissen wir, dass einerseits Ek (k = 1, 2) Erwartungswert Null besitzt und andererseits die
Kovarianzen Cov (Ek, ‖AX‖2) (k = 1, 2) verschwinden. Demnach folgt auch
E (‖AX‖2 Ek) = Cov (Ek, ‖AX‖2) + E (‖AX‖2)E (Ek) = 0 (k = 1, 2).
Mit der Symmetrie der Verteilungen von X1 und X2 haben wir außerdem E(X1X2) = 0 analog zu
(2.32). Demzufolge und aufgrund der Unabha¨ngigkeit sowie mit (2.28) ergeben sich dann
E
(‖AX‖22 E21) = E((G1X1(ε+1 + ε×1 ) +G2X2(ε+1 + ε×2 ))2)
=
(
σ2+ + σ
2
× + (µ+ + µ×)
2
) (
E(G21X21 ) + E(G22X22 )
)
u2
und
E
(‖AX‖22 E22) = E((G1X2(ε+2 + ε×3 )−G2X1(ε+2 + ε×4 ))2)
=
(
σ2+ + σ
2
× + (µ+ + µ×)
2
) (
E(G21X22 ) + E(G22X21 )
)
u2 .
Mit den Rechenregeln fu¨r den Erwartungswert und (2.30) folgt dann
E(G21X21 ) + E(G22X22 ) + E(G21X22 ) + E(G22X21 ) = E
((
G21 +G
2
2
) (
X21 +X
2
2
))
= E
(‖AX‖22)
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und nach Lemma 2.20 (iii) schließlich
E
(‖∆‖22) = E((‖AX‖2 E1)2)+ E((‖AX‖2 E2)2) = E (‖AX‖22)E (‖E‖22) .
(ii) Aufgrund der Blockdiagonalgestalt von B sowie mit der Definition und der Linearita¨t des Erwar-
tungswertes erhalten wir unter Verwendung von Aussage (i) einerseits
E (fl(BX)−BX) =

E
(
fl
(
A(0)X(0)
)−A(0)X(0))
...
E
(
fl
(
A(
n
2
−1)X(
n
2
−1)
)
−A(n2−1)X(n2−1)
)
 = 0
und zusammen mit Lemma 2.20 (iii) andererseits
E
(‖ fl(BX)−BX‖22) =
n
2
−1∑
k=0
E
(∥∥∥fl(A(k)X(k))−A(k)X(k)∥∥∥2
2
)
=
n
2
−1∑
k=0
E
(∥∥∥A(k)X(k)∥∥∥2
2
)(
σ2× + σ
2
+ + (µ× + µ+)
2
)
u2
= E
(‖BX‖22) (σ2× + σ2+ + (µ× + µ+)2)u2 .
Da wir es bei unseren Algorithmen mit einer Vielzahl von Hintereinanderausfu¨hrungen von blockweisen
Drehungen zu tun haben, sind die Voraussetzungen in Lemma 2.20 an die Verteilungen von X1 und
X2 nicht in jedem Fall realistisch. Die obigen Aussagen bleiben im Wesentlichen jedoch richtig, wenn
wir stattdessen die Erwartungswerte aus (2.28) sa¨mtlich als Null annehmen.
Satz 2.22. Sei X = (X1, X2)T mit Zufallsvariablen X1, X2 aus G gegeben. Weiterhin sei die Matrix
A wie in (2.27) definiert. Angenommen, dass
fl(AX) =
(
(G1X1 +G2X2)(1 + ε+1 ) + (G1X1)ε
×
1 + (G2X2)ε
×
2
(G1X2 −G2X1)(1 + ε+2 ) + (G1X2)ε×3 − (G2X1)ε×4
)
(2.33)
mit paarweise unabha¨ngigen Zufallsgro¨ßen ε×1 , ε
×
2 , ε
×
3 , ε
×
4 , ε
+
1 , ε
+
2 gelte, wobei
E(ε×j ) = 0 , V(ε
×
j ) = σ
2×u2 (j = 1, 2, 3, 4),
E(ε+j ) = 0 , V(ε
+
j ) = σ
2
+u
2 (j = 1, 2)
}
(2.34)
erfu¨llt werde. Daru¨ber hinaus seien X1, X2, G1, G2 von den relativen Fehlern unabha¨ngig und der Zu-
fallsvektor E = (E1,E2)
T wie in (2.29) definiert. Dann gelten die folgenden Aussagen:
(i) Die Komponenten E1,E2 von E sind untereinander und mit ‖AX‖2 unkorreliert. Weiterhin sind
E (E1) = E (E2) = 0 .
(ii) Die Komponenten E1,E2 von E besitzen im Allgemeinen nicht dieselbe Varianz. Dennoch gilt
E(‖E‖22) =
(
σ2× + σ
2
+
)
u2 .
(iii) Der Vektor der absoluten Rundungsfehler
∆ := fl(AX)−AX
besitzt Erwartungswert Null. Weiterhin gilt
E
(‖∆‖22) = E (‖AX‖22) (σ2× + σ2+)u2 .
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(iv) Die Aussagen in (iii) bleiben gu¨ltig, wenn A anstelle von (2.27) Blockdiagonalgestalt mit Blo¨cken
(2.27) besitzt und fu¨r jeden einzelnen Block und entsprechende Teilvektoren die Voraussetzungen
wie zuvor erfu¨llt sind.
Beweis: (i) Analog zum Beweis von Lemma 2.20 (i) ist fu¨r die aus (2.30) resultierenden Darstellungen
E1 =
G1X1√
G21 +G
2
2
√
X21 +X
2
2
(
ε+1 + ε
×
1
)
+
G2X2√
G21 +G
2
2
√
X21 +X
2
2
(
ε+1 + ε
×
2
)
,
E2 =
G1X2√
G21 +G
2
2
√
X21 +X
2
2
(
ε+2 + ε
×
3
)− G2X1√
G21 +G
2
2
√
X21 +X
2
2
(
ε+2 + ε
×
4
)
der Komponenten des Fehlervektors E ersichtlich, dass mit (2.34) aufgrund der Unabha¨ngigkeit
E (E1) = E (E2) = 0
folgt. Mit dem gleichen Argument ergeben sich dann auch
Cov (E1, ‖AX‖2) = E
(
(G1X1 +G2X2)ε+1 +G1X1ε
×
1 +G2X2ε
×
2
)− E(E1)E (‖AX‖2)
= E (G1X1 +G2X2)µ+ + E (G1X1)µ× + E (G2X2)µ× − 0 = 0
und
Cov (E2, ‖AX‖2) = E
(
(G1X2 −G2X1)ε+2 +G1X2ε×3 −G2X1ε×4
)− E(E2)E (‖AX‖2) = 0
sowie mit den Bezeichnungen aus dem Beweis von Lemma 2.20 (ii) schließlich auch
Cov (E1,E2)
= E
((
(G1X1 +G2X2)ε+1 +G1X1ε
×
1 +G2X2ε
×
2
) (
(G1X2 −G2X1)ε+2 +G1X2ε×3 −G2X1ε×4
)
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= T1µ2+ + (T2 − T3 + T4 − T5)µ2× + ((T2 + T4)− (T3 + T5) + (T2 − T3) + (T4 − T5))µ×µ+ = 0 .
(ii) Wiederum aufgrund der Unabha¨ngigkeit, der Linearita¨t des Erwartungswertes sowie mit (2.34)
ergeben sich zuna¨chst die Varianzen
V (E1) = E
((
G1X1(ε+1 + ε
×
1 ) +G2X2(ε
+
1 + ε
×
2 )
)2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
− (E (E1))2
= E
(
G21X
2
1 +G
2
2X
2
2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)(
σ2+ + σ
2
×
)
u2 + 2 E
(
G1G2
G21 +G
2
2
· X1X2
X21 +X
2
2
)
σ2+u
2
und
V (E2) = E
((
G1X2(ε+2 + ε
×
3 )−G2X1(ε+2 + ε×4 )
)2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
− (E (E2))2
= E
(
G21X
2
2 +G
2
2X
2
1
(G21 +G
2
2)(X
2
1 +X
2
2 )
)(
σ2+ + σ
2
×
)
u2 − 2 E
(
G1G2
G21 +G
2
2
· X1X2
X21 +X
2
2
)
σ2+u
2 ,
welche im Allgemeinen verschieden sind. Wegen
E
(
G21X
2
1 +G
2
2X
2
2
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
+ E
(
G21X
2
2 +G
2
2X
2
1
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= E
(
(G21 +G
2
2)(X
2
1 +X
2
2 )
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= 1
39
erhalten wir nun wie behauptet
E(‖E‖22) = V (E1) + V (E2) =
(
σ2× + σ
2
+
)
u2 .
(iii) Nach (i) wissen wir, dass einerseits die Kovarianzen Cov (Ek, ‖AX‖2) (k = 1, 2) aufgrund der
Unkorreliertheit verschwinden und andererseits die Erwartungswerte Ek (k = 1, 2) Null sind. Somit
ergibt sich auch
E (‖AX‖2 Ek) = Cov (Ek, ‖AX‖2) + E (‖AX‖2)E (Ek) = 0 (k = 1, 2) .
Da ‖AX‖2 Ek (k = 1, 2) nach (2.29) genau die Komponenten von ∆ sind, folgt nun ebenso
E(∆) = 0 .
Aufgrund der Unabha¨ngigkeit sowie mit (2.34) ergeben sich weiter
E
(‖AX‖22 E21) = E((G1X1(ε+1 + ε×1 ) +G2X2(ε+1 + ε×2 ))2)
= E
(
G21X
2
1 +G
2
2X
2
2
) (
σ2+ + σ
2
×
)
u2 + 2 E(G1G2X1X2) σ2+ u2
und
E
(‖AX‖22 E22) = E((G1X2(ε+2 + ε×3 )−G2X1(ε+2 + ε×4 ))2)
= E
(
G21X
2
2 +G
2
2X
2
1
) (
σ2+ + σ
2
×
)
u2 − 2 E(G1G2X1X2) σ2+ u2 .
Wiederum mit (2.30) und somit wegen
E
(
G21X
2
1 +G
2
2X
2
2
)
+ E
(
G21X
2
2 +G
2
2X
2
1
)
= E
((
G21 +G
2
2
) (
X21 +X
2
2
))
= E
(‖AX‖22)
und (ii) erhalten wir schließlich
E
(‖∆‖22) = E((‖AX‖2 E1)2)+ E((‖AX‖2 E2)2) = E (‖AX‖22)E (‖E‖22) .
(iv) Der Beweis verwendet wiederum die Linearita¨t des Erwartungswertes und verla¨uft analog zum
Beweis von Folgerung 2.21 (ii).
Mit Hilfe der Jensen-Ungleichung aus Satz A.25 angewandt auf die konvexe Funktion ϕ(ξ) = ξ2 liefert
Satz 2.22 nun die
Folgerung 2.23. Sei n ∈ N, n ≥ 4 und gerade. Weiter sei X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus
G gegeben und
B :=
n
2
−1⊕
k=0
A(k) (2.35)
mit A(k) ∈ G2×2, k = 0, . . . , n2 −1, der Gestalt (2.27). Fu¨r jeden Block A(k) und zugeho¨rigen Teilvektor
X(k) := (X2k, X2k+1)T seien die Voraussetzungen aus Satz 2.22 erfu¨llt. Dann gilt
E (‖∆‖2) ≤
√
E
(‖∆‖22) = √E (‖BX‖22)√σ2× + σ2+u .
fu¨r den Vektor der absoluten Rundungsfehler
∆ := fl(BX)−BX .
Beweis: Fu¨r eine konvexe Funktion ϕ und eine reelle Zufallsvariable Y mit endlichen Momenten lautet
die Jensen-Ungleichung
ϕ (E(Y )) ≤ E (ϕ(Y )) . (2.36)
Mit ϕ(ξ) = ξ2 und Y = ‖∆‖2 erhalten wir zusammen mit Satz 2.22 (iv) demnach
(E (‖∆‖2))2 ≤ E
(‖∆‖22) = E (‖BX‖22) (σ2× + σ2+)u2 .
Aufgrund der Monotonie des Erwartungswertes folgt aus Y ≥ 0 dann auch E(Y ) ≥ 0 und somit die
Behauptung nach Wurzelziehen.
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Offenbar beno¨tigen wir bei allen vorangegangenen Aussagen den Erwartungswert
E
(∥∥∥∥( G1 G2−G2 G1
)(
X1
X2
)∥∥∥∥2
2
)
= E
(
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
fu¨r Zufallsgro¨ßen G1, G2, X1, X2 aus G oder eine geeignete Abscha¨tzung. Da es sich in den Anwendun-
gen um Drehungen handelt, sind die Zufallsgro¨ßen G1 und G2 durch die Beziehung
G21 +G
2
2 = 1 + ε‖·‖22
(∣∣∣ε‖·‖22∣∣∣ ≤ 2u+ u2) (2.37)
u¨ber eine weitere Zufallsvariable ε‖·‖22 miteinander verbunden, wobei ε‖·‖22 im Idealfall von X1, X2
stochastisch unabha¨ngig ist sowie eine der beiden Annahmen
E
(
ε‖·‖22
)
= 0 , (2.37a)
ε‖·‖22 ≤ 0 (2.37b)
gilt. Insbesondere erhalten wir dann aufgrund der stochastischen Unabha¨ngigkeit von konstanten Zu-
fallsgro¨ßen bzw. mit der Linearita¨t und Monotonie des Erwartungswertes
E
(
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= E
(
X21 +X
2
2
) (
1 + E
(
ε‖·‖22
))
= E
(
X21 +X
2
2
)
(2.38a)
oder
E
(
(G21 +G
2
2)(X
2
1 +X
2
2 )
)
= E
((
1 + ε‖·‖22
)
(X21 +X
2
2 )
)
≤ E (X21 +X22) . (2.38b)
Mit den Forderungen (2.37) und (2.37a) bzw. (2.37b) an jeden zufa¨lligen Block A(k) aus (2.35) ko¨nnen
wir nun auch Hintereinanderausfu¨hrungen von blockweisen Drehungen betrachten.
Lemma 2.24. Sei n ∈ N, n ≥ 4 und gerade. Weiter sei X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus G
gegeben und es seien
B(s) :=
n
2
−1⊕
k=0
A(s,k) (s = 0, . . . , r − 1) (2.39)
zufa¨llige Blockdiagonalmatrizen mit Blo¨cken
A(s,k) :=
(
G
(s,k)
1 G
(s,k)
2
−G(s,k)2 G(s,k)1
) (
k = 0, . . . , n2 − 1, s = 0, . . . , r − 1
)
, (2.40)
deren zufa¨llige Eintra¨ge G(s,k)1 , G
(s,k)
2 aus G jeweils (2.37) mit einer Zufallsvariable ε
(s,k)
‖·‖22
erfu¨llen.
Rekursiv definieren wir nun die zufa¨lligen Vektoren
X(0) := X ,
X(s+1) := fl
(
B(s)X(s)
)
, s = 0, . . . , r − 1,
u¨ber die Blockdiagonalmatrizen B(s), wobei fu¨r jeden Block A(s,k) und zugeho¨rigen Teilvektor X(s,k) :=
(X(s)2k , X
(s)
2k+1)
T die Voraussetzungen aus Satz 2.22 erfu¨llt seien. Dann gilt fu¨r den Vektor der insgesamt
auftretenden absoluten Rundungsfehler
∆ := X(r) −
(
r−1∏
s=0
B(s)
)
X (2.41)
die Ungleichung
E
(‖∆‖22) ≤ 2dlog2(r)e r−1∑
s=0
(1 + u)2(r−s−1)E
(∥∥X(s)∥∥2
2
) (
σ2× + σ
2
+
)
u2 , (2.42a)
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falls fu¨r jedes Tupel (s, k) die Zufallsvariable ε(s,k)‖·‖22
von den Zwischenergebnissen X(s)2k , X
(s)
2k+1 stochas-
tisch unabha¨ngig ist und (2.37a) erfu¨llt. Bei Gu¨ltigkeit von (2.37b) haben wir die scha¨rfere Abscha¨tzung
E
(‖∆‖22) ≤ 2dlog2(r)e r−1∑
s=0
E
(∥∥X(s)∥∥2
2
) (
σ2× + σ
2
+
)
u2 . (2.42b)
Beweis: Mittels der Teleskopsumme
∆ = fl
(
B(r−1)X(r−1)
)
−B(r−1)X(r−1) +B(r−1)
(
fl
(
B(r−2)X(r−2)
)
−
(
r−2∏
s=0
B(s)
)
X
)
= . . .
=
r−1∑
s=0
(
r−1∏
m=s+1
B(m)
)(
fl
(
B(s)X(s)
)
−B(s)X(s)
)
=
r−1∑
s=0
n2−1⊕
k=0
(
r−1∏
m=s+1
A(m,k)
)

fl
(
A(s,1)X(s,1)
)−A(s,1)X(s,1)
...
fl
(
A(s,
n
2−1)X(s,
n
2−1)
)
−A(s,n2−1)X(s,n2−1)

erhalten wir aufgrund der speziellen Struktur und der Linearita¨t des Erwartungswertes zuna¨chst
E
(‖∆‖22) =
n
2
−1∑
k=0
E
∥∥∥∥∥
r−1∑
s=0
(
r−1∏
m=s+1
A(m,k)
)(
fl
(
A(s,k)X(s,k)
)
−A(s,k)X(s,k)
)∥∥∥∥∥
2
2
 .
Verwenden wir nun, dass nach Voraussetzung(
G
(s,k)
1
)2
+
(
G
(s,k)
2
)2
= 1 + ε(s,k)‖·‖22
(
|ε(s,k)‖·‖22 | ≤ 2u+ u
2, k = 0, . . . , n2 − 1, s = 1, . . . , r
)
fu¨r jeweils eine im ersten Fall von X(s)2k , X
(s)
2k+1 stochastisch unabha¨ngige Zufallsgro¨ße ε
(s,k)
‖·‖22
mit Erwar-
tungswert E(ε(s,k)‖·‖22 ) = 0 und im zweiten Fall mit ε
(s,k)
‖·‖22
≤ 0 gilt, so ergibt sich in beiden Fa¨llen
E
∥∥∥∥∥
(
G
(s,k)
1 G
(s,k)
2
−G(s,k)2 G(s,k)1
)
X(s,k)
∥∥∥∥∥
2
2
 ≤ E(∥∥∥X(s,k)∥∥∥2
2
)
(2.43)
analog zu (2.38a) bzw. (2.38b). Fu¨r die Spektralnorm der Matrizen A(m,k) folgt nach (2.37) außerdem∥∥A(m,k)∥∥2
2
= 1 + ε(s,k)‖·‖22
≤ (1 + u)2
und daher ∥∥∥∥ r−1∏
m=s+1
A(m,k)
∥∥∥∥2
2
≤ (1 + u)2(r−s−1) . (2.44a)
Im zweiten Fall ergibt sich sogar ∥∥∥∥ r−1∏
m=s+1
A(m,k)
∥∥∥∥2
2
≤ 1 . (2.44b)
Zusammen mit der fu¨r jede von einem Skalarprodukt induzierte Norm gu¨ltigen Parallelogrammglei-
chung
‖x + y‖2 + ‖x− y‖2 = 2 (‖x‖2 + ‖y‖2) (2.45)
und der Nichtnegativita¨t einer Norm sowie mit der Linearita¨t und Monotonie des Erwartungswertes
und Satz 2.22 erhalten wir schließlich
E
(‖∆‖22) ≤ 2dlog2(r)e r−1∑
s=0
n
2
−1∑
k=0
E
∥∥∥∥∥
(
r−1∏
m=s+1
A(m,k)
)
fl
(
A(s,k)X(s,k)
)
−A(s,k)X(s,k)
∥∥∥∥∥
2
2

≤ 2dlog2(r)e
r−1∑
s=0
(1 + u)2(r−s−1)
n
2
−1∑
k=0
E
(∥∥∥A(s,k)X(s,k)∥∥∥2
2
)(
σ2× + σ
2
+
)
u2
≤ 2dlog2(r)e
r−1∑
s=0
(1 + u)2(r−s−1)E
(∥∥X(s)∥∥2
2
) (
σ2× + σ
2
+
)
u2
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und somit Behauptung (2.42a). Im zweiten Fall entfallen wegen (2.44b) die Faktoren (1 + u)2(r−s−1),
so dass sich analog Behauptung (2.42b) ergibt.
Im vorangegangenen Lemma haben wir eine Abscha¨tzung fu¨r das zweite Moment der Norm des abso-
luten Rundungsfehlers hergeleitet, innerhalb derer auf der rechten Seite noch Ausdru¨cke der Gestalt
E
(‖ fl(AX)‖22) mit einer Matrix A wie in Satz 2.22 (iv) vorkommen. Diese wollen wir nun noch durch
ein Vielfaches von E
(‖AX‖22) ausdru¨cken.
Lemma 2.25. (i) Mit den Bezeichnungen und Voraussetzungen aus Satz 2.22 gilt fu¨r die Norm des
Ergebnisvektors
E
(‖ fl(AX)‖22) = E (‖AX‖22) (1 + (σ2× + σ2+)u2) . (2.46)
(ii) Die Aussage aus (i) bleibt richtig, wenn A anstelle von (2.27) Blockdiagonalgestalt mit Blo¨cken
(2.27) besitzt und fu¨r jeden einzelnen Block und entsprechende Teilvektoren die Voraussetzungen
aus Satz 2.22 erfu¨llt sind.
Beweis: (i) Die Anwendung von (2.29) fu¨hrt in Zusammenhang mit der Linearita¨t des Erwartungs-
wertes zuna¨chst auf die Gleichung
E
(‖fl(AX)‖22) = E((AX + ‖AX‖2E)T (AX + ‖AX‖2E))
= E
(‖AX‖22)+ E((‖AX‖2E)T ‖AX‖2E)+ 2E (‖AX‖2ETAX) .
Zusammen mit Satz 2.22 (iii) ergibt sich fu¨r den zweiten Term
E
(
(‖AX‖2E)T ‖AX‖2E
)
= E
(‖∆‖22) = E (‖AX‖22)E (‖E‖22) .
Fu¨r den dritten Term erhalten wir analog zum Beweis von Satz 2.22 (i)
E
(‖AX‖2ETAX) = E (‖AX‖2E1(G1X1 +G2X2) + ‖AX‖2E2(G1X2 −G2X1))
= E
([
G1X1(ε+1 + ε
×
1 ) +G2X2(ε
+
1 + ε
×
2 )
]
(G1X1 +G2X2)
)
+ E
([
G1X2(ε+2 + ε
×
3 )−G2X1(ε+2 + ε×4 )
]
(G1X2 −G2X1)
)
= 0 ,
da die Zufallsgro¨ßen G1, G2, X1, X2 nach Voraussetzung von den relativen Fehlern ε+j , j = 1, 2, und
ε×k , k = 1, , 2, 3, 4, stochastisch unabha¨ngig sind und letztere nach (2.34) verschwindenden Erwartungs-
wert besitzen. Wegen E
(‖E‖22) = (σ2× + σ2+)u2 folgt nun die Behauptung.
(ii) Der Beweis verwendet wiederum die Linearita¨t des Erwartungswertes und verla¨uft analog zum
Beweis von Folgerung 2.21 (ii).
Abschließend erhalten wir als Hauptergebnis nun den folgenden
Satz 2.26. Mit den Bezeichnungen und Voraussetzungen aus Lemma 2.24 ergibt sich fu¨r den Erwar-
tungswert des euklidischen Normquadrates des Vektors (2.41) der insgesamt auftretenden Rundungs-
fehler die Abscha¨tzung
E
(‖∆‖22) ≤ 2dlog2(r)eE(‖X‖22) r (σ2× + σ2+)u2(1 + O(u))2 , (2.47a)
falls fu¨r jedes Tupel (s, k) die Zufallsvariable ε(s,k)‖·‖22
von den Zwischenergebnissen X(s)2k , X
(s)
2k+1 stochas-
tisch unabha¨ngig ist und (2.37a) erfu¨llt. Bei Gu¨ltigkeit von (2.37b) haben wir die scha¨rfere Abscha¨tzung
E
(‖∆‖22) ≤ 2dlog2(r)eE(‖X‖22) r (σ2× + σ2+)u2(1 + O(u2)) . (2.47b)
Daru¨ber hinaus gilt
E (‖∆‖2) ≤
√
E
(
‖X‖22
)
r
√
σ2× + σ2+ · u
(
1 +O(u)) (2.48)
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Beweis: Die Ungleichungen (2.47a) und (2.47b) gehen aus den aus Lemma 2.24 bekannten Abscha¨tzun-
gen (2.42a) und (2.42b) hervor, indem wiederholt Lemma 2.25 auf die Erwartungswerte E
(∥∥X(s)∥∥2
2
)
angewandt wird. Mit den Ungleichungen (2.46) und (2.43) folgt dann fu¨r einen solchen Summanden
nacheinander
E
(∥∥X(s)∥∥2
2
)
= E
(∥∥∥B(s−1)X(s−1)∥∥∥2
2
)(
1 +
(
σ2× + σ
2
+
)
u2
)
≤ E
(∥∥X(s−1)∥∥2
2
)(
1 +
(
σ2× + σ
2
+
)
u2
)
≤ E
(∥∥X(s−2)∥∥2
2
)(
1 +
(
σ2× + σ
2
+
)
u2
)2
≤ . . .
≤ E
(∥∥X∥∥2
2
)(
1 +
(
σ2× + σ
2
+
)
u2
)s
.
Zusammen mit Ungleichung (2.42a) liefert dies die Ungleichungskette
E
(‖∆‖22) ≤ 2dlog2(r)eE(‖X‖22)
(
r−1∑
s=0
(1 + u)2(r−s−1)
(
1 +
(
σ2× + σ
2
+
)
u2
)s)(
σ2× + σ
2
+
)
u2
≤ 2dlog2(r)eE
(
‖X‖22
)(r−1∑
s=0
(
1 +
(
σ2× + σ2+
)
u2
1 + u
)s)(
σ2× + σ
2
+
)
(1 + u)2(r−1)u2
≤ 2dlog2(r)eE
(
‖X‖22
)
r
(
σ2× + σ
2
+
)
u2
(
1 +
r−1∑
k=1
(
r − 1
k
)
uk
)2
,
wobei wir im letzten Schritt den fu¨r beliebige α, β ∈ R und n ∈ N0 gu¨ltigen binomischen Lehrsatz
(α+ β)n =
n∑
k=0
(
n
k
)
αkβn−k
und die Beziehung
0 ≤ 1 +
(
σ2× + σ2+
)
u2
1 + u
≤ 1 ,
verwendet haben. Letztere resultiert aus den Annahmen, dass die Gro¨ßen σ2× und σ2+ Werte im Intervall
[0, 1] annehmen und 0 < u ≤ 12 gilt. Entsprechend den Rechenregeln fu¨r O(u2) ergibt sich demnach
Behauptung (2.47a) im Fall (2.37a). Mittels geometrischer Summenformel gewinnen wir nun in analoger
Weise die Ungleichungskette
E
(‖∆‖22) ≤ 2dlog2(r)eE(‖X‖22)
(
r−1∑
s=0
(
1 +
(
σ2× + σ
2
+
)
u2
)s)(
σ2× + σ
2
+
)
u2
= 2dlog2(r)eE
(
‖X‖22
) (1 + (σ2× + σ2+)u2)r − 1(
σ2× + σ2+
)
u2
(
σ2× + σ
2
+
)
u2
= 2dlog2(r)eE
(
‖X‖22
)(
r
(
σ2× + σ
2
+
)
u2 +
r∑
k=2
(
r
k
)(
σ2× + σ
2
+
)k
u2k
)
= 2dlog2(r)eE
(
‖X‖22
)
r
(
σ2× + σ
2
+
)
u2
(
1 +
r−1∑
k=1
1
j + 1
(
r − 1
k
)(
σ2× + σ
2
+
)k
u2k
)
aus (2.42b) fu¨r den Fall (2.37b), welche Behauptung (2.47b) liefert.
Betrachten wir jetzt analog zum Beweis von Lemma 2.24 die Norm der Teleskopsumme
∆ =
r−1∑
s=0
(
r−1∏
m=s+1
B(m)
)(
fl
(
B(s)X(s)
)
−B(s)X(s)
)
,
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wenden die Dreiecksungleichung an und ziehen die Linearita¨t sowie die Monotonie des Erwartungs-
wertes hinzu, dann gelangen wir mit Hilfe der Jensen-Ungleichung (2.36) angewandt auf die konvexe
Funktion ϕ(ξ) = ξ2 und mit der Monotonie der Wurzel wegen (2.37) zu
E (‖∆‖2) ≤
r−1∑
s=0
E
(∥∥∥∥( r−1∏
m=s+1
B(m)
)(
fl
(
B(s)X(s)
)
−B(s)X(s)
)∥∥∥∥
2
)
≤
r−1∑
s=0
(1 + u)r−s−1 · E
(∥∥∥(fl(B(s)X(s))−B(s)X(s))∥∥∥
2
)
≤
r−1∑
s=0
(1 + u)r−s−1 ·
√
E
(∥∥∥(fl (B(s)X(s))−B(s)X(s))∥∥∥2
2
)
.
Wiederum mit (2.46) und (2.43) liefert dies die Ungleichungskette
E (‖∆‖2) ≤
√
E
(
‖X‖22
)(r−1∑
s=0
(1 + u)r−s−1
(
1 +
(
σ2× + σ
2
+
)
u2
) s
2
)√
σ2× + σ2+ · u
≤
√
E
(
‖X‖22
)(r−1∑
s=0
(√
1+(σ2×+σ2+)u2
1+u
)s)√
σ2× + σ2+ · u(1 + u)r−1
≤
√
E
(
‖X‖22
)
r
√
σ2× + σ2+ · u
(
1 +
r−1∑
k=1
(
r − 1
k
)
uk
)
,
wobei wir wiederum den binomischen Lehrsatz und die Abscha¨tzung√
1 +
(
σ2× + σ2+
)
u2 ≤ 1 + u
verwendet haben, welche fu¨r genu¨gend kleine u erfu¨llt ist. Somit folgt die Behauptung (2.48).
Fu¨r eine stochastische Rundungsfehleranalyse der in Abschnitt 1.3 vorgestellten Algorithmen in Gleit-
komma-Arithmetik haben wir nun alle grundlegenden Aussagen bereitgestellt.
Bemerkung 2.27. (i) Im Unterabschnitt 2.2.2 haben wir in Lemma 2.20 und in Satz 2.22 zwei a¨hnliche
Modelle fu¨r den Vektor der absoluten Rundungsfehler untersucht, welche bei der Multiplikation eines
Vektors mit einer Drehmatrix auftreten. Gemeinsam ist beiden Modellen, dass die Gro¨ßen ε×j (j =
1, 2, 3, 4) und ε+j (j = 1, 2) als paarweise unabha¨ngig mit identischen Erwartungswerten µ×u (bzw.
µ+u) und identischen Varianzen σ2×u2 (bzw. σ2+u2) angenommen werden. Beim ersten Modell wird
daru¨ber hinaus vorausgesetzt, dass die Komponenten X1, X2 des zu drehenden Vektors X identisch,
unabha¨ngig und symmetrisch zum Nullpunkt verteilt sind, wobei die Konstanten µ×, µ+ ungleich Null
sein du¨rfen. Fu¨r die Hintereinanderausfu¨hrung mehrerer Drehungen hat sich dieses Modell jedoch
als ungeeignet herausgestellt. Demzufolge basieren alle weiteren Ergebnisse auf dem zweiten Modell
aus Satz 2.22, welches neben µ× = µ+ = 0 nur die sehr viel schwa¨chere Forderung entha¨lt, dass
die Komponenten X1, X2 des Vektors und die Eintra¨ge G1, G2 der Drehmatrix von den Gro¨ßen ε•j
unabha¨ngig sind. Insbesondere du¨rfen die Komponenten X1, X2 des Eingangsvektors korreliert sein,
was bei Anwendungen ha¨ufig der Fall ist. Bei der zweiten Variante verwenden wir daru¨ber hinaus die
fu¨r die Eintra¨ge G1, G2 von Drehmatrizen der Gestalt (2.27) sinnvolle Modellannahme (2.37).
(ii) Da an die Komponenten X1, X2 des zu drehenden Vektors X kaum Forderungen gestellt werden,
ko¨nnen wir die Aussagen aus Lemma 2.24 und damit auch aus Satz 2.26 entsprechend u¨bertragen,
wenn in der Matrixfaktorisierung neben Blockdiagonalmatrizen (2.39) mit Blo¨cken der Gestalt (2.40)
auch Permutationsmatrizen oder Vorzeichenskalierungsmatrizen auftreten. 
2.3 Festkomma-Arithmetik nach v. Neumann und Goldstine
Das in [67] beschriebene Modell zur Festkomma-Arithmetik, welches bereits auf J. von Neumann und
H.H. Goldstine [41] zuru¨ckgeht, verwendet die Betragsvorzeichendarstellung einer Festkomma-Zahl.
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Fu¨r ein q ∈ N wird die Menge
Mq :=
{
m ∈ [−1, 1] : m = sign(m)
q∑
k=1
µk2−k, µk ∈ {0, 1}
}
∪ {−1, 1} (2.49)
betrachtet [15, S. 670]. Offenbar entha¨lt Mq sa¨mtliche reelle Zahlen aus dem Intervall [−1, 1], die
eine dyadische Entwicklung besitzen, welche spa¨testens nach dem q-ten Reihenglied abbricht. Daru¨ber
hinaus ist fu¨r ein Element m ∈ Mq leicht das additive Inverse zu bestimmen. In Abbildung 2.5 ist
exemplarisch die Menge M7 graphisch dargestellt.
M7 :
−1 −12 0 14 12 118116
Abbildung 2.5: Festkomma-Zahlenmenge M7.
Offenbar liegen die Elemente vonMq a¨quidistant im Intervall [−1, 1], wobei zwei benachbarte Elemente
den Abstand 2−q besitzen. Fassen wir die Menge Mq \ {−1, 1} als Spezialfall einer Gleitkomma-Menge
G(β, τ, γmin, γmax) mit den Parametern β = 2, τ = q sowie γmin = γmax = 0 auf, so ist in diesem Fall
die im Abschnitt 2.1 eingefu¨hrte Rundungseinheit
u = 2−q . (2.50)
Wa¨hlen wir fu¨r die Approximation einer reellen Zahl r ∈ [−1, 1] in Mq die Abbildung fix : [−1, 1] −→
Mq, welche durch
fix(r) :=
r falls r ∈ {−1, 1} ,± q∑
k=1
µk2−k falls r = ±
∞∑
k=1
µk2−k, µk ∈ {0, 1}, (2.51)
definiert wird,1 dann gilt fu¨r beliebiges r ∈ [−1, 1] die Beziehung
fix(r) = r − δr (|δr| ≤ u, rδr ≥ 0, |fix(r)| ≤ |r|). (2.52)
Dies ist einerseits durch die jeweilige Monotonie der Partialsummen innerhalb der dyadischen Reihen-
entwicklung als auch durch die Abscha¨tzung
|δr| =
∞∑
k=q+1
µk 2−k ≤
∞∑
k=q+1
2−k = 2−q
des Reihenrestes δr begru¨ndet. Desweiteren gilt fu¨r beliebiges r ∈ [−1, 1] offenbar fix(−r) = −fix(r). In
Anlehnung an [41] bezeichnen wir im Folgenden Elemente m ∈Mq als digitale Zahlen, behalten es uns
jedoch vor, digitale Zahlen wiederum als reelle Zahlen aufzufassen. Einer der wesentlichen Unterschiede
im Vergleich zum Modell der Gleitkomma-Arithmetik ist, dass die exakt ausgefu¨hrte Addition (bzw.
Subtraktion) von zwei digitalen Zahlen m1,m2 ∈Mq wiederum eine Zahl m ∈Mq ergibt, solange kein
U¨berlauf auftritt, d.h. m ∈ [−1, 1] erfu¨llt bleibt. Demnach ist die Addition (bzw. Subtraktion) in Mq
unter den genannten Voraussetzungen rundungsfehlerfrei ausfu¨hrbar. Insbesondere ist die Addition in
Mq assoziativ, d.h. bei der Addition von l verschiedenen digitalen Zahlen m1, . . . ,ml ∈ Mq entsteht
unabha¨ngig von der Summationsreihenfolge stets dasselbe Ergebnis, vorausgesetzt, dass kein U¨berlauf
stattfindet.
Die Multiplikation von zwei digitalen Zahlen m1,m2 ∈ Mq fu¨hrt wegen |m1|, |m2| ≤ 1 nicht aus dem
Intervall [−1, 1] heraus. Jedoch beansprucht das exakte Ergebnis m1m2 in der Regel 2q Nachkomma-
stellen, d.h. es liegt nur noch in der Menge M2q. In Anlehnung an [41] wollen wir nun annehmen, dass
1Dabei sei hier von den beiden mo¨glichen Reihendarstellungen von r diejenige ausgewa¨hlt, fu¨r die nicht gilt: Es gibt ein
K ∈ N, so dass µk = 1 fu¨r alle k ≥ K ist.
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intern das exakte Ergebnis berechnet werden kann, welches anschließend – als exakte Zahl aufgefasst
– mittels fix in die Menge Mq abgebildet wird. Fu¨r diese in [41] als Pseudo-Multiplikation bezeichnete
Operation schreiben wir im Folgenden m1 ×m2. Somit ergeben sich fu¨r beliebige m, m˜ ∈ Mq die Mo-
dellannahmen
fix(m+ m˜) = m+ m˜ , falls |m+ m˜| ≤ 1;
m× m˜ = mm˜− δmm˜ , (|δmm˜| ≤ u, mm˜δmm˜ ≥ 0, |m× m˜| ≤ |mm˜|) .
(2.53)
Bemerkung 2.28. Alternativ zur Vorzeichenbetragsdarstellung werden Festkomma-Zahlen ha¨ufig
auch mittels Zweierkomplement ausgedru¨ckt. Dazu wird fu¨r ein q ∈ N die Menge
Fq :=
{
f ∈ [−1, 1[ : f = −ϕ0 +
q∑
k=1
ϕk2−k, ϕk ∈ {0, 1}, k = 0, . . . , q
}
∪ {1} (2.54)
betrachtet, welche dieselben Elemente wie Mq entha¨lt. Im Vergleich zu Mq besitzt die Null in Fq eine
eindeutige Darstellung. Das additive Inverse eines Elementes f ∈ Fq \{−1, 1} ergibt sich nach Addition
des Bitinversen, d.h. des Elementes f˜ ∈ Fq mit den Bits ϕ˜k := 1 − ϕk und u = 2−q, denn mit der
Identita¨t
q∑
k=1
2−k = 1− 2−q
gilt
f + f˜ + u = − ϕ0 +
q∑
k=1
ϕk2−k − (1− ϕ0) +
q∑
k=1
(1− ϕk)2−k + 2−q = 0 .
Wa¨hlen wir fu¨r die Approximation einer reellen Zahl r ∈ [−1, 1] in Fq die Abbildung fit : [−1, 1] −→ Fq,
welche durch
fit(r) :=
r falls r = 1,−ϕ0 + q∑
k=1
ϕk2−k falls r = − ϕ0 +
∞∑
k=1
ϕk2−k < 1, ϕk ∈ {0, 1},
definiert wird, dann gilt mit u = 2−q fu¨r beliebiges r ∈ [−1, 1] die Beziehung
fit(r) = r − εr (0 ≤ εr ≤ u, fit(r) ≤ r) .
Aufgrund der Tatsache jedoch, dass im Allgemeinen | fit(r)| 6= |fit(−r)| ist, werden wir diese Darstellung
von Festkomma-Zahlen im Weiteren nicht genauer untersuchen. 
Da wir vordergru¨ndig Matrix-Vektor-Multiplikationen betrachten wollen, erweitern wir den Definiti-
onsbereich der Abbildung fix vom Intervall [−1, 1] in kanonischer Weise auf die Menge [−1, 1]n×n der
(n × n)-Matrizen mit Eintra¨gen aus [−1, 1] bzw. auf die Menge [−1, 1]n der Vektoren der La¨nge n
mit Komponenten aus [−1, 1]. Fu¨r eine Matrix A = (aij)n−1i,j=0 ∈ [−1, 1]n×n bzw. fu¨r einen Vektor
x = (xi)n−1i=0 ∈ [−1, 1]n sei demnach die Abbildung fix element- bzw. komponentenweise durch
fix(A) = (fix(aij))n−1i,j=0 bzw. fix(x) = (fix(xi))
n−1
i=0
definiert. Zur besseren Unterscheidung kennzeichnen wir im Folgenden Elemente aus Mq mit xˆ und
mit xˆ bzw. Aˆ entsprechend Elemente aus Mnq bzw. Mn×nq . Es ergibt sich nun
Folgerung 2.29. Unter den Modellannahmen (2.53) gilt fu¨r das innere Pseudo-Produkt zweier Vek-
toren xˆ, yˆ ∈Mnq , fu¨r die
n−1∑
i=0
|xˆiyˆi| ≤ 1 (2.55)
erfu¨llt ist, die Beziehung
xˆT × yˆ :=
n−1∑
i=0
xˆi × yˆi =
n−1∑
i=0
xˆiyˆi − δxˆT×yˆ
(
|δxˆT×yˆ| ≤ nu,
n−1∑
i=0
|xˆi × yˆi| ≤
n−1∑
i=0
|xˆiyˆi|
)
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bzw. fu¨r das Matrix-Vektor-Pseudo-Produkt Aˆxˆ mit Aˆ ∈ Mn×nq und xˆ ∈ Mnq – vorausgesetzt, die
Bedingung (2.55) ist jeweils fu¨r xˆ und fu¨r jede Zeile yˆT von Aˆ erfu¨llt – die Beziehung
Aˆ× xˆ :=
n−1∑
j=0
aˆij × xˆj
n−1
i=0
= Aˆxˆ− δAˆ×xˆ
(
‖δAˆ×xˆ‖∞ ≤ nu, ‖δAˆ×xˆ‖2 ≤
√
n3u
)
. (2.56)
Hierbei wird durch die Voraussetzung (2.55) sicher gestellt, dass in keinem Rechenschritt U¨berlauf auf-
tritt, d.h. dass sich alle Zwischenergebnisse – als reelle Zahlen aufgefasst – im Intervall [−1, 1] befinden.
Aufgrund des schnellen Anstiegs der Norm des Fehlervektors δAˆ×xˆ bei Erho¨hung der Transformati-
onsla¨nge n wird in [41] vorgeschlagen, fu¨r die Zwischenergebnisse doppelte Genauigkeit zu verwenden,
d.h. erst nach Aufsummieren der exakten Produkte, welche sich in M2q befinden, nach Mq abzubil-
den. Durch diese zusa¨tzliche Annahme, welche eine nur wenig sta¨rkere Forderung an die entsprechende
Hardware als die zur Erfu¨llung der Modellannahmen (2.53) darstellt, la¨sst sich der Rundungsfehler
merklich reduzieren. In Anlehnung an [41] bezeichnen wir diese Methode zur Ermittlung einer Appro-
ximation des inneren Produktes zweier Vektoren xˆ, yˆ ∈Mnq als doppelt genaues inneres Pseudo-Produkt
und schreiben abku¨rzend xˆT  yˆ := ∑′ xˆiyˆi. Offenbar ergibt sich dann
Folgerung 2.30. Unter der Modellannahme, dass alle Zwischenschritte doppelt genau (d.h. exakt)
ausgefu¨hrt werden, gilt fu¨r das doppelt genaue innere Pseudo-Produkt zweier Vektoren xˆ, yˆ ∈ Mnq , fu¨r
die (2.55) erfu¨llt ist, die Beziehung
xˆT  yˆ =
n−1∑
i=0
′xˆiyˆi =
n−1∑
i=0
xˆiyˆi − δxˆTyˆ
(
|δxˆTyˆ| ≤ u,
∣∣∣∣∣
n−1∑
i=0
′xˆiyˆi
∣∣∣∣∣ ≤
∣∣∣∣∣
n−1∑
i=0
xˆiyˆi
∣∣∣∣∣
)
(2.57)
bzw. fu¨r das doppelt genaue Matrix-Vektor-Pseudo-Produkt Aˆ  xˆ mit Aˆ ∈ Mn×nq und xˆ ∈ Mnq –
vorausgesetzt, die Bedingung (2.55) ist jeweils fu¨r xˆ und fu¨r jede Zeile yˆT von Aˆ erfu¨llt – die Beziehung
Aˆ xˆ :=
(
n−1∑
i=0
′aˆij xˆj
)n−1
i=0
= Aˆxˆ− δAˆxˆ
(
‖δAˆxˆ‖∞ ≤ u, ‖δAˆxˆ‖2 ≤
√
nu
)
. (2.58)
Fu¨r spezielle Matrizen lassen sich die Abscha¨tzungen in (2.56) und (2.58) weiter verbessern. Bei der
Multiplikation mit den in Abschnitt 1.2 eingefu¨hrten Permutationsmatrizen tritt offenbar kein Run-
dungsfehler auf. Genauso verha¨lt es sich bei der Multiplikation mit der in Abschnitt 1.1 definierten
Vorzeichenmatrix Σn. Insbesondere haben wir dabei verwendet, dass sich Permutationsmatrizen und
Vorzeichenmatrizen bereits in Mn×nq befinden. Ein weiterer Spezialfall sind Matrizen der Form
Qˆ2 :=
(
aˆ bˆ
−bˆ aˆ
)
(aˆ, bˆ ∈Mq, aˆ · bˆ 6= 0) , (2.59)
welche skalierte ebene Drehungen beschreiben, wegen QˆT2 Qˆ2 = (aˆ
2 + bˆ2)I2 fast orthogonal sind, d.h.
orthogonal bis auf einen positiven Faktor, und fu¨r deren Spektralnorm somit
‖Qˆ2‖2 = ‖Σ2Qˆ2‖2 =
√
aˆ2 + bˆ2 (2.60)
gilt. Die Abscha¨tzungen in (2.56) und (2.58) schreiben sich fu¨r Qˆ2 ∈M2×2q dann als
‖δQˆ2×xˆ‖∞ ≤ 2u , ‖δQˆ2×xˆ‖2 ≤ 2
√
2u , ‖δQˆ2xˆ‖∞ ≤ u , ‖δQˆ2xˆ‖2 ≤
√
2u . (2.61)
Fordern wir fu¨r die Eintra¨ge aˆ, bˆ von Qˆ2 zusa¨tzlich Nichtnegativita¨t, folgen bei der Multiplikation
Qˆ2 × xˆ =
(
aˆ× xˆ0 + bˆ× xˆ1
aˆ× xˆ1 − bˆ× xˆ0
)
= Qˆ2xˆ−
(
δaˆxˆ0 + δbˆxˆ1
δaˆxˆ1 − δbˆxˆ0
) (∥∥∥∥(δaˆxˆ0 + δbˆxˆ1δaˆxˆ1 − δbˆxˆ0
)∥∥∥∥
∞
≤ 2u
)
fu¨r ein xˆ = (xˆ0, xˆ1)T nach (2.53) die Beziehungen
x0 · δaˆxˆ0 ≥ 0 , x0 · δbˆxˆ0 ≥ 0 , x1 · δaˆxˆ1 ≥ 0 , x1 · δbˆxˆ1 ≥ 0 . (2.62)
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Ist nun xˆ0xˆ1 ≤ 0, dann folgt auch δaˆxˆ0 · δbˆxˆ1 ≤ 0 und somit |δaˆxˆ0 + δbˆxˆ1 | ≤ u. Andernfalls ist xˆ0xˆ1 ≥ 0,
so dass dann δaˆxˆ1 · δbˆxˆ0 ≥ 0 und folglich |δaˆxˆ1 − δbˆxˆ0 | ≤ u erfu¨llt ist. Somit gilt fu¨r Matrizen (2.59) mit
nichtnegativen aˆ, bˆ sogar die scha¨rfere Abscha¨tzung
‖δQˆ2×xˆ‖∞ ≤ 2u , ‖δQˆ2×xˆ‖2 ≤
√
5u . (2.63)
Damit ergibt sich die
Satz 2.31. Sei n ∈ N gerade, n1 = n2 und ϕk ∈
]
0, pi4
]
(k = 0, . . . , n1− 1). Weiter sei xˆ ∈Mnq , so dass
alle Teilvektoren xˆ(k) := (xˆ2k, xˆ2k+1)T (k = 0, . . . , n1− 1) der Abscha¨tzung ‖xˆ(k)‖2 ≤ 1 genu¨gen. Dann
existieren Fehlervektoren δ× und δ mit(
n1−1⊕
k=0
Qˆ2(ϕk)
)
× xˆ =
(
n1−1⊕
k=0
Qˆ2(ϕk)
)
xˆ + δ×
(
‖δ×‖∞ ≤ 2u , ‖δ×‖2 ≤
√
5n
2 u
)
, (2.64a)(
n1−1⊕
k=0
Qˆ2(ϕk)
)
 xˆ =
(
n1−1⊕
k=0
Qˆ2(ϕk)
)
xˆ + δ
(‖δ‖∞ ≤ u , ‖δ‖2 ≤ √nu) . (2.64b)
Beweis: Zuna¨chst halten wir fest, dass aufgrund der speziellen Struktur n1 voneinander unabha¨ngige
Matrix-Vektor-Multiplikationen mit Matrizen der Form (2.59) vorliegen, deren Eintra¨ge den Unglei-
chungsketten 0 ≤ aˆk ≤ cosϕk ≤ 1 und 0 ≤ bˆk ≤ sinϕk ≤ 1 genu¨gen. Insbesondere gilt fu¨r die
Spektralnormen ∥∥∥Qˆ2(ϕk)∥∥∥
2
=
√
aˆ2k + bˆ
2
k ≤ 1 (2.65)
und weiter ∥∥∥Qˆ2(ϕk)xˆ(k)∥∥∥∞ ≤ ∥∥∥Qˆ2(ϕk)xˆ(k)∥∥∥2 ≤ ‖xˆ(k)‖2 .
Somit liegen unter den gegebenen Voraussetzungen sa¨mtliche Eintra¨ge im Intervall [−1, 1]. Um nun
die Folgerungen 2.29 und 2.30 anwenden zu ko¨nnen, bleibt noch die Bedingung (2.55) zu u¨berpru¨fen.
Aufgrund der Blockdiagonalgestalt beinhaltet die Summe in (2.55) fu¨r jede Zeile jeweils nur zwei
Summanden, die sich mittels Cauchy-Schwarz-Ungleichung durch
|aˆk||xˆ2k|+ |bˆk||xˆ2k+1| ≤ ‖xˆ(k)‖2
√
aˆ2k + bˆ
2
k ,
| − bˆk||xˆ2k|+ |aˆk||xˆ2k+1| ≤ ‖xˆ(k)‖2
√
bˆ2k + aˆ
2
k ,
k = 0, . . . , n1 − 1, abscha¨tzen lassen. Wegen (2.65) und mit der Voraussetzung ‖xˆ(k)‖2 ≤ 1, k =
0, . . . , n1 − 1, ist (2.55) jedoch stets erfu¨llt, so dass (2.64b) direkt aus (2.58) folgt. Mit
‖δ×‖22 =
n1−1∑
k=0
‖δQˆ2(ϕk)×xˆ‖
2
2
ergibt sich aus (2.63) nun ebenso (2.64a).
Basierend auf den Ergebnissen aus Satz 2.31 werden in Kapitel 4 dann entsprechende Abscha¨tzungen
fu¨r den gesamten Rundungsfehler der uns interessierenden Algorithmen aus Abschnitt 1.3 hergeleitet.
2.4 Stochastisches Modell fu¨r Festkomma-Arithmetik
Im vorangegangenen Abschnitt haben wir die Menge Mq der Festkomma-Zahlen sowie die Abbildung
fix : [−1, 1] → Mq eingefu¨hrt. Weiterhin haben wir das Modell (2.53) auf das Skalarprodukt zweier
Vektoren sowie Matrix-Vektor-Multiplikation angewandt und Fehlerschranken fu¨r die resultierenden
Rundungsfehler bestimmt. In diesem Abschnitt bescha¨ftigen wir uns nun mit dem durchschnittlichen
Verhalten des Rundungsfehlers. Dazu fassen wir sa¨mtliche Gro¨ßen als Zufallsvariablen (vgl. Definition
A.21) auf. Ein kurzer U¨berblick zu den Grundlagen der Maß- und Wahrscheinlichkeitstheorie wird
in Anhang A.1 zur Verfu¨gung gestellt. Um Zufallsgro¨ßen von deterministischen Gro¨ßen abzugrenzen,
verwenden wir im Folgenden fu¨r Zufallsgro¨ßen große Buchstaben. Wir betrachten nun den bei Anwen-
dung des Einbettungsoperators (2.51) entstehenden Approximationsfehler unter der Annahme, dass
die Eingangsgro¨ße auf dem Intervall [−1, 1] gleichverteilt ist. In diesem Fall ko¨nnen die Verteilungen
explizit angegeben werden.
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Lemma 2.32. Gegeben sei ein Wahrscheinlichkeitsraum (Ω,S, P ) und eine auf dem Intervall [−1, 1]
gleichverteilte Zufallsvariable X : (Ω,S) → (R,B(R)). Weiterhin sei q ∈ N fest gewa¨hlt und die in
(2.51) definierte Abbildung fix auf R \ [−1, 1] beliebig fortgesetzt. Dann gelten:
(i) Die durch Xˆ := fix(X) definierte Zufallsvariable Xˆ : (Ω,S) → (R,B(R)) ist diskret verteilt auf
der Menge
Aq :=
{
k · 2−q ∣∣ k = −2q + 1, . . . , 2q − 1} = Mq \ {−1, 1}
mit Wahrscheinlichkeitsmaß
Xˆ(P ) =
1
2q+1
2q−1∑
k=0
(ðk·2−q + ð−k·2−q) , (2.66)
wobei ða das in (A.44) definierte Dirac-Maß mit Masse im Punkt a ∈ R bezeichnet.
(ii) Die Zufallsgro¨ße  : (Ω,S)→ (R,B(R)), definiert durch  := X − fix(X), ist gleichverteilt auf
dem Intervall [−2−q, 2−q]. Entsprechend ist || gleichverteilt auf dem Intervall [0, 2−q].
Der Beweis ist in Anhang A.2 zu finden.
Bei Kenntnis der Verteilung ko¨nnen die charakteristischen Gro¨ßen Erwartungswert und Varianz exakt
berechnet werden.
Folgerung 2.33. Unter den Voraussetzungen und mit den Bezeichnungen aus Lemma 2.32 ergeben
sich die Erwartungswerte E(X) = E
(
Xˆ
)
= E () = 0 und E (||) = 2−(q+1) sowie die Varianzen
V(X) = 13 , V () =
1
3 2
−2q, V (||) = 112 2−2q und
V
(
Xˆ
)
=
1
3
(
1− 2−q) (1− 2−(q+1)) .
Beweis: Aufgrund der nach Lemma 2.32 stetigen Gleichverteilung der Zufallsgro¨ßen X und  sowie
|| folgen aus (A.58) und (A.59) mit b = −a = 1 fu¨r X bzw. mit b = −a = 2−q fu¨r  bzw. mit b = 2−q
und a = 0 fu¨r || sofort die Behauptungen. Aus Lemma 2.32 geht weiter hervor, dass Xˆ eine diskrete
Zufallsvariable mit Bildmaß (2.66) ist. Analog zu den Berechnungen nach Definition A.39 ergeben sich
daher
E(Xˆ) =
1
2q+1
2q−1∑
k=0
(
(k · 2−q) + (−k · 2−q)) = 0
und
V(Xˆ) =
1
2q+1
2q−1∑
k=0
(
(k · 2−q)2 + (−k · 2−q)2) = 1
23q
·(2
q − 1)2q(2q+1 − 1)
6
=
(1− 2−q) (1− 2−(q+1))
3
,
wobei wir die per Induktion leicht zu u¨berpru¨fende Summenformel
N−1∑
k=1
k2 =
(N − 1)N(2N − 1)
6
verwendet haben.
Wie im Anhang A.1 ab Lemma A.41 zu erkennen ist, erfordert die tatsa¨chliche Bestimmung der Ver-
teilung der bei der Addition von Zufallsvariablen neu entstehenden Zufallsgro¨ße einen erheblichen
Aufwand, wenn wir sie in einer allgemeinen geschlossenen Form darstellen mo¨chten. Daher werden wir
uns im Folgenden damit zufrieden geben, lediglich die charakteristischen Gro¨ßen Erwartungswert und
Varianz bestimmen zu wollen oder Ungleichungen fu¨r diese herzuleiten.
Wie zuvor im Fall der Gleitkomma-Arithmetik betrachten wir nun Matrix-Vektor-Multiplikationen mit
Matrizen der Gestalt (2.59).
Lemma 2.34. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert. Weiter enthalte der
Vektor X = (X1, X2)T die Zufallsvariablen X1, X2 mit Werten in Mq, fu¨r welche die Zufallsvariable
Ξ := ‖X‖22 nur Werte im Intervall [0, 1] annehmen kann. Daru¨ber hinaus sei die Matrix
A :=
(
M1 M2
−M2 M1
)
(2.67)
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mit Zufallsvariablen M1 und M2 aus Mq definiert, wobei M21 + M22 = 1 − δA mit 0 ≤ δA ≤ 2u
erfu¨llt sei. Angenommen, es gelten bei der in Abschnitt 2.3 vorgestellten einfach bzw. doppelt genauen
Matrix-Vektor-Multiplikation die Beziehungen
A×X = AX + DA×X mit DA×X :=
(
δ11 + δ22
δ12 − δ21
)
, (2.68a)
AX = AX + DAX mit DAX :=
(
δ1,
δ2,
)
, (2.68b)
wobei die Zufallsgro¨ßen δ11, δ22, δ12, δ21 bzw. δ1,, δ2, jeweils den Erwartungswert E(δrs) = 0 bzw.
E(δv,) = 0 sowie die Varianz V(δrs) = σ2rsu2 bzw. V(δv,) = σ2v,u2 (r, s, v = 1, 2) besitzen. Dann
verschwinden die Erwartungswerte E (DA×X), E (DAX) und es gelten die Ungleichungen
E
(‖DA×X‖22) ≤ 2 (σ211 + σ222 + σ212 + σ221)u2 , (2.69a)
E
(‖DAX‖22) ≤ 2 (σ21, + σ22,)u2 . (2.69b)
Stimmen die Kovarianzen Cov(δ11, δ22) und Cov(δ12, δ21) u¨berein bzw. sind zusa¨tzlich die Gro¨ßen
δrs, r, s = 1, 2, und δ1,, δ2, jeweils unabha¨ngig identisch verteilt (u.i.v.) mit Varianz σ2u2 bzw.
σ2u2, so werden die Gleichungen
E
(‖DA×X‖22) =

(
σ211 + σ
2
22 + σ
2
12 + σ
2
21
)
u2 , falls Cov(δ11, δ22) = Cov(δ12, δ21) ,
4σ2u2 , falls δjk, j, k = 1, 2, u.i.v.,
(2.70a)
E
(‖DAX‖22) =
{(
σ21, + σ22,
)
u2 , falls Cov (δ1,, δ2,) = 0 ,
2σ2u2 , falls δ1,, δ2, u.i.v.,
(2.70b)
erfu¨llt.
Beweis: Wegen Ξ ∈ [0, 1] sowie δA ∈ [0, 2u] und somit
‖AX‖22 = (M21 +M22 )(X21 +X22 ) ≤ (1− δA) · Ξ ≤ Ξ
wird sicher gestellt, dass die beiden Komponenten von AX jeweils wieder im Intervall [−1, 1] liegen.
Mittels elementarer Rechenregeln fu¨r den Erwartungswert ergibt sich zuna¨chst
E
(‖DA×X‖22) = E ((δ11 + δ22)2 + (δ12 − δ21)2)
=
(
σ211 + σ
2
22 + σ
2
12 + σ
2
21
)
u2 + 2E(δ11δ22)− 2E(δ12δ21)
und analog
E
(‖DAX‖22) = (σ21, + σ22,)u2 + 2E (δ1,δ2,) .
Unter Beru¨cksichtigung der Monotonie des Erwartungswertes sowie mittels 2|ab| ≤ a2 +b2 erhalten wir
dann die behaupteten Ungleichungen (2.69a) und (2.69b). Stimmen die in der ersten Gleichungskette
auftretenden Kovarianzen u¨berein, so entfallen dort die gemischten Terme. Daru¨ber hinaus ko¨nnen wir
im Falle unabha¨ngig identisch verteilter Zufallsgro¨ßen alle weiteren Terme zusammenfassen, womit sich
(2.70a) und (2.70b) ergeben.
Aufgrund ihrer speziellen Struktur, ko¨nnen wir die Ergebnisse aus Lemma 2.34 sofort auf eine Block-
diagonalmatrix mit Blo¨cken der Gestalt (2.67) u¨bertragen.
Lemma 2.35. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert. Sei n ∈ N, n ≥ 4
und gerade. Weiter sei der Vektor X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus Mq gegeben, so dass die
Werte der Zufallsvariablen Ξk = X22k + X
2
2k+1, k = 0, . . . ,
n
2 − 1, im Intervall [0, 1] enthalten sind.
Daru¨ber hinaus sei die Blockdiagonalmatrix
B :=
n
2
−1⊕
k=0
A(k)
(
A(k) :=
(
M
(k)
1 M
(k)
2
−M (k)2 M (k)1
))
(2.71)
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mit Zufallsvariablen M (k)1 und M
(k)
2 aus Mq definiert, fu¨r welche
(M (k)1 )
2 + (M (k)2 )
2 = 1− δA(k)
mit 0 ≤ δA(k) ≤ 2u, k = 0, . . . , n2 − 1, erfu¨llt sei. Angenommen, fu¨r jedes k = 0, . . . , n2 − 1 gelten
A(k) ×X(k) = A(k)X(k) + DA(k)×X(k) mit DA(k)×X(k) :=
(
δ
(k)
11 + δ
(k)
22
δ
(k)
12 − δ(k)21
)
, (2.72a)
A(k) X(k) = A(k)X(k) + DA(k)X(k) mit DA(k)X(k) :=
δ(k)1,
δ
(k)
2,
 (2.72b)
mit den Teilvektoren X(k) = (X2k, X2k+1) und den Zufallsgro¨ßen δ
(k)
11 , δ
(k)
22 , δ
(k)
12 , δ
(k)
21 bzw. δ
(k)
1,, δ
(k)
2,,
welche jeweils den Erwartungswert E(δ(k)rs ) = 0 bzw. E(δ(k)v,) = 0 sowie die Varianz V(δ
(k)
rs ) = (σ
(k)
rs )2u2
bzw. V(δ(k)v,) = (σ
(k)
v,)2u2 (r, s, v = 1, 2) besitzen. Dann erfu¨llen die Fehlervektoren
DB×X := B ×X−BX , (2.73a)
DBX := B X−BX , (2.73b)
einerseits
E (DB×X) = E (DBX) = 0 (2.74)
und andererseits die Ungleichungen
E
(‖DB×X‖22) ≤ 2
n
2
−1∑
k=0
(
(σ(k)11 )
2 + (σ(k)22 )
2 + (σ(k)12 )
2 + (σ(k)21 )
2
)
u2 , (2.75a)
E
(‖DBX‖22) ≤ 2
n
2
−1∑
k=0
(
(σ(k)1,)
2 + (σ(k)2,)
2
)
u2. (2.75b)
Im Fall Cov
(
δ
(k)
11 , δ
(k)
22
)
= Cov
(
δ
(k)
12 , δ
(k)
21
)
bzw. E
(
δ
(k)
1,δ
(k)
2,
)
= 0 fu¨r alle k = 0, . . . , n2 − 1 gilt
E
(‖DB×X‖22) =
n
2
−1∑
k=0
(
(σ(k)11 )
2 + (σ(k)22 )
2 + (σ(k)12 )
2 + (σ(k)21 )
2
)
u2 , (2.76a)
E
(‖DBX‖22) =
n
2
−1∑
k=0
(
(σ(k)1,)
2 + (σ(k)2,)
2
)
u2. (2.76b)
Sind zusa¨tzlich δ(k)rs , r, s = 1, 2 bzw. δ
(k)
1,, δ
(k)
2, fu¨r alle k = 0, . . . ,
n
2 − 1 unabha¨ngig identisch verteilt
mit Varianz σ2u2 bzw. σ2u2, so werden die Gleichungen
E
(‖DB×X‖22) = 2nσ2u2 , (2.77a)
E
(‖DBX‖22) = nσ2u2. (2.77b)
erfu¨llt.
Beweis: Alle Aussagen ergeben sich aus Lemma 2.34 aufgrund der Blockdiagonalgestalt (2.71) und
unter Verwendung von
‖DB×X‖22 =
n
2
−1∑
k=0
‖DA(k)×X(k)‖22 , (2.78a)
‖DBX‖22 =
n
2
−1∑
k=0
‖DA(k)X(k)‖22 (2.78b)
sowie der Linearita¨t des Erwartungswertes.
Die Aussagen aus Lemma 2.35 bleiben im Wesentlichen erhalten, wenn anstelle der Blockdiagonalma-
trix B in (2.71) eine Matrix betrachtet wird, welche durch Permutations- oder Vorzeichenskalierungs-
matrizen auf die Gestalt (2.71) gebracht werden kann.
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Folgerung 2.36. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert. Sei n ∈ N, n ≥ 4
und gerade. Weiter sei der Vektor X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus Mq gegeben. Sind nun
U und V orthogonale Matrizen aus Mn×nq , so dass eine Multiplikation mit ihnen lediglich Permutatio-
nen sowie zeilen- bzw. spaltenweise Vorzeichenskalierungen bewirkt und sind die Voraussetzungen aus
Lemma 2.35 fu¨r eine Matrix B wie in (2.71) und den Vektor Y := VX erfu¨llt, so gelten die Aussagen
aus Lemma 2.35 ebenso fu¨r die Fehlervektoren
DUBV×X := UBV ×X− UBVX ,
DUBVX := UBV X− UBVX .
Beweis: Zuna¨chst halten wir fest, dass Permutationen und spaltenweise Vorzeichenskalierungen eines
Vektors keine Auswirkungen auf den Rundungsfehler haben. Aufgrund der Linearita¨t des Erwartungs-
wertes ergibt sich wegen
DUBV×X = U (BV ×X−BVX) = U (B × VX−BVX) = UDB×VX
dann E (DUBV×X) = UE (DB×VX) = 0 und analog E (DUBVX) = 0. Alle weiteren Behauptungen
sind eine Konsequenz aus Lemma 2.35 angewandt auf die Blockdiagonalmatrix B und den Vektor VX
unter Verwendung von ‖UDB×VX‖2 = ‖DB×VX‖2 bzw. ‖UDBVX‖2 = ‖DBVX‖2. Hierbei wird
implizit verwendet, dass die Werte der Zufallsgro¨ßen Υk := Y 22k + Y
2
2k+1, k = 0, . . . ,
n
2 − 1, nach
Voraussetzung im Intervall [0, 1] liegen.
Nun ko¨nnen wir auch Hintereinanderausfu¨hrungen von blockweisen Drehungen betrachten.
Satz 2.37. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert. Sei n ∈ N, n ≥ 4 und
gerade. Weiter sei X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus Mq gegeben, so dass die Zufallsvariablen
Ξk = X22k + X
2
2k+1, k = 0, . . . ,
n
2 − 1, nur Werte im Intervall [0, 1] annehmen. Daru¨ber hinaus seien
fu¨r ı = 0, . . . , − 1 mit einem  ∈ N die Blockdiagonalmatrizen
B(ı) :=
n
2
−1⊕
k=0
A(k,ı)
(
A(k,ı) :=
(
M
(k,ı)
1 M
(k,ı)
2
−M (k,ı)2 M (k,ı)1
))
(2.79)
mit Zufallsvariablen M (k,ı)1 und M
(k,ı)
2 aus Mq definiert, fu¨r welche jeweils
(M (k,ı)1 )
2 + (M (k,ı)2 )
2 = 1− δA(k,ı) (2.80)
mit 0 ≤ δA(k,ı) ≤ 2u, k = 0, . . . , n2 − 1, ı = 0, . . . , − 1, gelte.
Rekursiv definieren wir nun die zufa¨lligen Vektoren
X(0) := X ,
X(ı+1) := B(ı) ×X(ı) , ı = 0, . . . , − 1,
X(0,) := X ,
X(ı+1,) := B(ı) X(ı,) , ı = 0, . . . , − 1,
u¨ber die Blockdiagonalmatrizen (2.79). Weiter ga¨be es fu¨r jede Blockdiagonalmatrix B(ı) und den zu-
geho¨rigen Vektor X(ı) bzw. X(ı,) Zufallsgro¨ßen δ(k,ı)11 , δ
(k,ı)
22 , δ
(k,ı)
12 , δ
(k,ı)
21 bzw. δ
(k,ı)
1, , δ
(k,ı)
2, , welche jeweils
den Erwartungswert E(δ(k,ı)rs ) = 0 bzw. E(δ(k,ı)v, ) = 0 sowie die Varianz V(δ
(k,ı)
rs ) = (σ
(k,ı)
rs )2u2 bzw.
V(δ(k,ı)v, ) = (σ
(k,ı)
v, )2u2, r, s, v = 1, 2, besitzen und (2.72a) bzw. (2.72b) genu¨gen. Dann gelten fu¨r den
Vektor der insgesamt auftretenden absoluten Rundungsfehler
∆ := X() −
(
−1∏
ı=0
B(ı)
)
X bzw. ∆ := X(,) −
(
−1∏
ı=0
B(ı)
)
X (2.81)
die Ungleichungen
E
(‖∆‖22) ≤ 2dlog2()e+1 −1∑
ı=0
n
2
−1∑
k=0
(
(σ(k,ı)11 )
2 + (σ(k,ı)22 )
2 + (σ(k,ı)12 )
2 + (σ(k,ı)21 )
2
)
u2 , (2.82a)
E
(‖∆‖22) ≤ 2dlog2()e+1 −1∑
ı=0
n
2
−1∑
k=0
(
(σ(k,ı)1, )
2 + (σ(k,ı)2, )
2
)
u2 . (2.82b)
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Im Fall Cov
(
δ
(k,ı)
11 , δ
(k,ı)
22
)
= Cov
(
δ
(k,ı)
12 , δ
(k,ı)
21
)
bzw. E
(
δ
(k,ı)
1, δ
(k,ı)
2,
)
= 0 fu¨r alle k = 0, . . . , n2 − 1 und
alle ı = 0, . . . , − 1 verscha¨rfen sich die Ungleichungen zu
E
(‖∆‖22) ≤ 2dlog2()e −1∑
ı=0
n
2
−1∑
k=0
(
(σ(k,ı)11 )
2 + (σ(k,ı)22 )
2 + (σ(k,ı)12 )
2 + (σ(k,ı)21 )
2
)
u2 , (2.83a)
E
(‖∆‖22) ≤ 2dlog2()e −1∑
ı=0
n
2
−1∑
k=0
(
(σ(k,ı)1, )
2 + (σ(k,ı)2, )
2
)
u2 . (2.83b)
Sind zusa¨tzlich δ(k,ı)rs , r, s = 1, 2, bzw. δ
(k,ı)
1, , δ
(k,ı)
2, fu¨r alle k = 0, . . . ,
n
2 − 1 und alle ı = 0, . . . ,  − 1
unabha¨ngig identisch verteilt mit Varianz σ2u2 bzw. σ2u2, so werden die Ungleichungen
E
(‖∆‖22) ≤  · 2dlog2()e+1 · nσ2u2 , (2.84a)
E
(‖∆‖22) ≤  · 2dlog2()e · nσ2u2 (2.84b)
erfu¨llt.
Beweis: Zuna¨chst halten wir fest, dass sich der Fehlervektor ∆ bzw. ∆ aufgrund der Blockdiago-
nalgestalt (2.79) aller beteiligten Matrixfaktoren in n2 voneinander getrennte Teilvektoren(
X
()
2k
X
()
2k+1
)
−
(
−1∏
ı=0
A(k,ı)
)(
X2k
X2k+1
)
bzw.
(
X
(,)
2k
X
(,)
2k+1
)
−
(
−1∏
ı=0
A(k,ı)
)(
X2k
X2k+1
)
,
k = 0, . . . , n2 − 1, aufsplitten la¨sst und dass wegen (2.80) die Gro¨ßen
Ξ(ı)k :=
(
X
(ı)
2k
)2
+
(
X
(ı)
2k+1
)2
bzw. Ξ(ı,)k :=
(
X
(ı,)
2k
)2
+
(
X
(ı,)
2k+1
)2
(2.85)
fu¨r alle k = 0, . . . , n2 − 1 und fu¨r alle ı = 1, . . . ,  keine Werte außerhalb des Intervalls [0, 1] anneh-
men. Demnach sind alle auftretenden Matrix-Vektor-Multiplikationen in Festkomma-Arithmetik ohne
U¨berlauf ausfu¨hrbar und die Vektoren X(ı) bzw. X(ı,) fu¨r alle ı = 0, . . . ,  wohldefiniert. Desweiteren
ist fu¨r jedes ı = 0, . . . ,  − 1 Lemma 2.35 jeweils auf die Matrix B(ı) und den Vektor X(ı) bzw. X(ı,)
anwendbar. Mit der Teleskopsumme
∆ =
−1∑
ı=0
(
−1∏
m=ı+1
B(m)
)(
B(ı) ×X(ı) −B(ı)X(ı)) = −1∑
ı=0
(
−1∏
m=ı+1
B(m)
)
DB(ı)×X(ı) ,
erhalten wir nach mehrmaliger Anwendung der Parallelogrammgleichung (2.45), Gleichung (2.80) sowie
der Linearita¨t und Monotonie des Erwartungswertes zuna¨chst
E
(‖∆‖22) = E
∥∥∥∥∥
−1∑
ı=0
(
−1∏
m=ı+1
B(m)
)
DB(ı)×X(ı)
∥∥∥∥∥
2
2
 ≤ 2dlog2()e −1∑
ı=0
E
∥∥∥∥∥
(
−1∏
m=ı+1
B(m)
)
DB(ı)×X(ı)
∥∥∥∥∥
2
2

≤ 2dlog2()e
−1∑
ı=0
E
(∥∥DB(ı)×X(ı)∥∥22) ,
wobei im letzten Schritt verwendet wird, dass sich∥∥∥∥∥
−1∏
m=ı+1
B(m)
∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
−1∏
m=ı+1
n2−1⊕
k=0
A(k,m)
∥∥∥∥∥∥
2
2
≤
−1∏
m=ı+1
(
max
k=0,...,n
2
−1
(1− δA(k,ı))
)
≤ 1 (2.86)
aus Gleichung (2.80) ergibt. Analog folgt auch
E
(‖∆‖22) ≤ 2dlog2()e −1∑
ı=0
E
(∥∥DB(ı)X(ı,)∥∥22) .
Die Behauptungen ko¨nnen nun aus Lemma 2.35 abgeleitet werden.
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Lassen wir bei den Faktoren B(ı) aus (2.81) auch Matrizen zu, welche durch Permutations- oder Vorzei-
chenskalierungsmatrizen auf die Gestalt (2.79) gebracht werden ko¨nnen, so beno¨tigen wir zusa¨tzliche
Voraussetzungen. Fu¨r die Wohldefiniertheit der Zwischenergebnisse ist erforderlich, dass die Zufalls-
gro¨ßen (2.85) nur Werte im Intervall [0, 1] annehmen.
Satz 2.38. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert. Sei n ∈ N, n ≥ 4
und gerade. Weiter sei X := (Xl)n−1l=0 mit Zufallsvariablen Xl aus Mq gegeben, so dass Ξ := ‖X‖22
nur Werte im Intervall [0, 1] annimmt. Fu¨r ı = 0, . . . ,  − 1 mit einem  ∈ N seien U (ı), V (ı) ∈ Mn×nq
orthogonale Matrizen, so dass eine Multiplikation mit ihnen lediglich Permutationen sowie zeilen- bzw.
spaltenweise Vorzeichenskalierungen bewirkt. Dann bleiben die Aussagen aus Satz 2.37 richtig, wenn
anstelle der Blockdiagonalmatrizen B(ı) aus (2.79) Faktoren der Gestalt U (ı)B(ı)V (ı) auftreten.
Beweis: Aufgrund der Orthogonalita¨t der Matrizen U (ı), V (ı) und (2.80) ergibt sich zuna¨chst∥∥∥U (ı)B(ı)V (ı)X(ı)∥∥∥2
2
≤ max
k=0,...,n
2
−1
(1− δA(k,ı))‖X(ı)‖22 ≤ ‖X(ı)‖22 . (2.87)
Nach den Eigenschaften der Festkomma-Arithmetik folgen dann sowohl ‖X(ı+1)‖22 ≤ ‖X(ı)‖22 als auch
‖X(ı+1,)‖22 ≤ ‖X(ı,)‖22 fu¨r alle ı = 0, . . . ,  − 1. Insbesondere haben die Zufallsgro¨ßen (2.85) nur
Werte im Intervall [0, 1], da dies nach Voraussetzung fu¨r Ξ = ‖X(0)‖22 = ‖X(0,)‖22 erfu¨llt ist. Demnach
sind alle Zwischenergebnisse wohldefiniert. Auf die Behauptungen schließen wir nun analog zum Beweis
von Satz 2.37 und mittels Folgerung 2.36.
Satz 2.39. Unter den Voraussetzungen von Satz 2.37 oder 2.38 erfu¨llt der Vektor (2.81) der insgesamt
auftretenden absoluten Rundungsfehler die Ungleichungen
E (‖∆‖2) ≤
−1∑
ı=0
√√√√2 n2−1∑
k=0
(
(σ(k,ı)11 )2 + (σ
(k,ı)
22 )2 + (σ
(k,ı)
12 )2 + (σ
(k,ı)
21 )2
)
· u , (2.88a)
E
(‖∆‖2) ≤ −1∑
ı=0
√√√√2 n2−1∑
k=0
(
(σ(k,ı)1, )2 + (σ
(k,ı)
2, )2
)
· u . (2.88b)
Im Fall Cov
(
δ
(k,ı)
11 , δ
(k,ı)
22
)
= Cov
(
δ
(k,ı)
12 , δ
(k,ı)
21
)
bzw. E
(
δ
(k,ı)
1, δ
(k,ı)
2,
)
= 0 fu¨r k = 0, . . . , n2 − 1 und
ı = 0, . . . , − 1 verscha¨rfen sich die Ungleichungen zu
E (‖∆‖2) ≤
−1∑
ı=0
√√√√n2−1∑
k=0
(
(σ(k,ı)11 )2 + (σ
(k,ı)
22 )2 + (σ
(k,ı)
12 )2 + (σ
(k,ı)
21 )2
)
· u , (2.89a)
E
(‖∆‖2) ≤ −1∑
ı=0
√√√√n2−1∑
k=0
(
(σ(k,ı)1, )2 + (σ
(k,ı)
2, )2
)
· u . (2.89b)
Sind zusa¨tzlich δ(k)rs , r, s = 1, 2, bzw. δ
(k)
1,, δ
(k)
2, fu¨r alle k = 0, . . . ,
n
2 − 1 unabha¨ngig identisch verteilt
mit Varianz σ2u2 bzw. σ2u2, so gelten die Ungleichungen
E (‖∆‖2) ≤ 
√
2n · σu , (2.90a)
E
(‖∆‖2) ≤ √n · σu . (2.90b)
Beweis: Wenden wir die Dreiecksungleichung der euklidischen Norm auf die Teleskopsumme aus dem
Beweis von Satz 2.37 an und ziehen die Monotonie und Linearita¨t des Erwartungswertes heran, erhalten
wir zusammen mit der Jensen-Ungleichung (2.36) wie bereits in Folgerung 2.23 argumentiert zuna¨chst
E (‖∆‖2) ≤
−1∑
ı=0
√√√√√E
∥∥∥∥∥
(
−1∏
m=ı+1
B(m)
)
DB(ı)×X(ı)
∥∥∥∥∥
2
2
 ≤ −1∑
ı=0
√
E
(∥∥DB(ı)×X(ı)∥∥22) ,
wobei im letzten Schritt wiederum (2.86) Beru¨cksichtigung findet. Eine analoge Abscha¨tzung ergibt
sich mittels (2.87) fu¨r den Fall, dass Faktoren der Gestalt U (ı)B(ı)V (ı) wie in Satz 2.38 vorhanden sind,
bzw. jeweils auch fu¨r E (‖∆‖2). Die Behauptungen ergeben sich nun aus Lemma 2.35 bzw. analog zu
Satz 2.38.
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Bemerkung 2.40. In den Sa¨tzen 2.37 bis 2.39 sind obere Schranken fu¨r den Erwartungswert der
nichtnegativen Zufallsgro¨ßen ‖∆‖2 und ‖∆‖2 sowie deren Quadrate angegeben. Fu¨r die Wahrschein-
lichkeit, dass diese Zufallsgro¨ßen vorgegebene positive Werte nicht u¨berschreiten, liefert Folgerung A.27
einige Aussagen. Bezeichnen µ∆ bzw. σ2∆ den Erwartungswert bzw. die Varianz von ‖∆‖2 und sind
Kµ bzw. Kσ obere Schranken der ersten beiden Momente von ‖∆‖2, so ergeben sich fu¨r ein a > 0 die
Ungleichungen
P
(
‖∆‖−12 ([0, a])
)
≥ 1− 1
a
E
(‖∆‖2) ≥ 1− Kµ
a
aus der Markov-Ungleichung (A.38) und
P
(
‖∆‖−12 ([0, a])
)
≥ 1− 1
a2
E
(‖∆‖22) ≥ 1− Kσa2
aus der Chebyshev-Markovschen Ungleichung (A.40) fu¨r m = 2. 
Bemerkung 2.41 (Zusammenfassung von Kapitel 2). In diesem Kapitel haben wir die Eigenschaften
der bei algebraischen Operationen auftretenden Rundungsfehler sowohl in Gleitkomma-Arithmetik als
auch fu¨r Festkomma-Arithmetik untersucht.
Ausgehend vom Wilkinson-Modell (2.6) betrachtet Abschnitt 2.1 zuna¨chst in den Folgerungen 2.6
und 2.7 die Summe von n Gleitkomma-Zahlen bzw. das Skalarprodukt von zwei Vektoren der La¨nge
n fu¨r beliebiges n ∈ N unter Verwendung verschiedener Summationsweisen. Unter Beru¨cksichtigung
der Besetzungsstruktur einer Matrix liefern Lemma 2.8, Folgerung 2.9 und schließlich Lemma 2.10
Ergebnisse fu¨r Matrix-Vektor-Multiplikationen. Dabei spielt die komponentenweise Abscha¨tzung (2.14)
eine Schlu¨sselrolle. Unter Verwendung der in [43, Lemma 5.1] angegebenen Ungleichung (2.19) erhalten
wir in Satz 2.12 das Hauptergebnis von Abschnitt 2.1.
Da die Abscha¨tzungen aus Abschnitt 2.1 insbesondere den ungu¨nstigsten Fall abdecken und nicht
beru¨cksichtigen, dass die Gro¨ßen ε• aus dem Wilkinson-Modell (2.6) in der Regel kleiner als die Run-
dungseinheit u aus (2.5) ausfallen, wird in Abschnitt 2.2 eine stochastische Rundungsfehleranalyse fu¨r
die Gleitkomma-Arithmetik durchgefu¨hrt. Dazu betrachten wir sowohl Gleitkomma-Zahlen als auch
auftretende Rundungsfehler als Zufallsgro¨ßen und verwenden die Modellannahmen (2.20) und (2.21).
Die in Unterabschnitt 2.2.1 gewonnenen Ergebnisse aus Lemma 2.14 und Lemma 2.16 ko¨nnen – obwohl
sie bereits die stochastische Unabha¨ngigkeit aller beteiligten Zufallsvariablen voraussetzen – nur durch
weitere Forderungen in den Folgerungen 2.15 und 2.17 auf eine u¨berschaubare Form gebracht werden.
Somit sind die Voraussetzungen aus Satz 2.18 fu¨r eine Matrix-Vektor-Multiplikation mit einer vollbe-
setzten Matrix nur in Spezialfa¨llen erfu¨llt. Als Alternative wird in Lemma 2.20 die urspru¨nglich fu¨r die
Multiplikation komplexer Zahlen entwickelte Theorie aus [75, Proposition 2.3] unter Beru¨cksichtigung
der speziellen Struktur (2.27) aufgegriffen, welche unter geringfu¨giger Abwandlung der Voraussetzun-
gen in Gestalt von Satz 2.22 die Basis fu¨r die weiteren Betrachtungen in Unterabschnitt 2.2.2 darstellt.
Neu ist hierbei, dass auf die Unkorreliertheit der Eingangsdaten verzichtet werden kann. Mit den
sinnvollen Annahmen (2.37) und (2.37a) bzw. (2.37b) werden in Lemma 2.24 und Lemma 2.25 die
Hauptergebnisse aus Abschnitt 2.2 vorbereitet, welche in Satz 2.26 zusammengefasst sind.
Ausgehend von dem bereits auf J. von Neumann und H.H. Goldstine [41] zuru¨ckgehenden Modell (2.53)
liefert Abschnitt 2.3 in den Folgerungen 2.29 und 2.30 Abscha¨tzungen fu¨r den beim Skalarprodukt
in einfach und doppelt genauer Festkomma-Arithmetik auftretenden absoluten Fehler. Die daraus
resultierenden Ergebnisse fu¨r Matrix-Vektor-Multiplikationen mit Matrizen der Gestalt (2.59) lassen
sich unter Beru¨cksichtigung von (2.62) weiter zu (2.63) verscha¨rfen. In Satz 2.31 steht schließlich das
Hauptergebnis von Abschnitt 2.3.
Analog zur Gleitkomma-Arithmetik fassen wir in Abschnitt 2.4 alle auftretenden Gro¨ßen als Zufalls-
variablen auf. Zuna¨chst werden in Lemma 2.32 und Folgerung 2.33 die Verteilung, der Erwartungs-
wert und die Varianz des Eingangsfehlers bestimmt, falls die Eingangsgro¨ße auf dem Intervall [−1, 1]
gleichverteilt ist. Anschließend liefern Lemma 2.34 und Lemma 2.35 Ungleichungen fu¨r den Erwar-
tungswert des Normquadrates des Fehlervektors, welcher sowohl in einfach als auch in doppelt genauer
Festkomma-Arithmetik bei einer Matrix-Vektor-Multiplikation mit einer Matrix der Gestalt (2.67) bzw.
mit einer Blockdiagonalmatrix mit Blo¨cken der Gestalt (2.67) auftritt. Folgerung 2.36 beru¨cksichtigt
zusa¨tzlich Matrizen, welche mittels Permutations- und Vorzeichenskalierungsmatrizen auf die vorher
genannte Blockdiagonalgestalt u¨berfu¨hrt werden ko¨nnen. Die Hauptergebnisse aus Abschnitt 2.4 sind
in den Sa¨tzen 2.37, 2.38 und 2.39 zu finden. Dabei ist die Forderung, dass Ξ := ‖X‖22 nur Werte im
Intervall [0, 1] annimmt, bei der Anwendung auf die Algorithmen 1.15 – 1.22 wesentlich. 
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3 Numerische Stabilita¨t in Gleitkomma-Arithmetik
Numerische Verfahren liefern meist anstelle der gesuchten, exakten Ergebnisse lediglich Na¨herungs-
werte. Im Wesentlichen la¨sst sich das damit begru¨nden, dass sich nur endlich viele reelle Zahlen im
Computer exakt darstellen lassen. Neben den beim Einlesen der zu verarbeitenden Daten auftreten-
den Eingangsfehlern entstehen noch zusa¨tzliche Rundungsfehler, die aus der verwendeten Arithmetik
resultieren.
Im Folgenden wollen wir die in Kapitel 1 hergeleiteten Algorithmen 1.15 – 1.22 bezu¨glich ihres Run-
dungsfehlerverhaltens bei Verwendung von Gleitkomma-Arithmetik untersuchen. Dafu¨r beno¨tigen wir
zuna¨chst allgemeine Kriterien, nach denen ein Algorithmus als numerisch stabil eingestuft wird. In
dem U¨berblicksartikel [54] werden die Begriffe der normweisen Ru¨ckwa¨rts- und Vorwa¨rtsstabilita¨t fu¨r
den deterministischen Fall sowie der Begriff der durchschnittlichen Ru¨ckwa¨rtsstabilita¨t fu¨r den sto-
chastischen Fall eingefu¨hrt. Fu¨r die Algorithmen 1.15 und 1.16 sind entsprechende Konstanten bereits
bekannt (vgl. [54, Examples 8.10 und 8.11]), die jedoch noch von zusa¨tzlichen Parametern abha¨ngen,
in welche die Genauigkeit der vorberechneten Matrix-Eintra¨ge eingehen. In Abschnitt 3.1 werden jetzt
fu¨r alle Algorithmen aus Abschnitt 1.3 allgemeine Stabilita¨tskonstanten nur unter Hinzuziehen der Mo-
dellannahme (2.6) hergeleitet. Insbesondere werden bei den Einzelschrittabscha¨tzungen jeweils die in
Lemma 3.7 bewiesenen Ungleichungen (3.21) mit bestmo¨glichen Konstanten verwendet. Im Spezialfall
einer nur skalierte Butterfly-Matrizen enthaltenden Blockdiagonalmatrix gewinnt ebenso die in Lemma
3.14 gefundene Ungleichung (3.40b) bei der Einzelschrittabscha¨tzung an Bedeutung.
Da bei der Herleitung der Stabilita¨tskonstanten die Vorzeichen der einzelnen Rundungsfehler gro¨ßten-
teils keine Beru¨cksichtigung finden und – obwohl in jedem Schritt die Einzelabscha¨tzungen vielleicht
scharf sind – vermutlich kein Eingangsvektor existiert, fu¨r den in jedem Schritt Gleichheit eintritt,
sind die ermittelten Stabilita¨tskonstanten nicht selten um Einiges gro¨ßer als notwendig. Um das Feh-
lerverhalten besser verstehen und damit vorhersagen zu ko¨nnen, bietet es sich an, zusa¨tzlich einen
stochastischen Zugang zum Rundungsfehler zu wa¨hlen. Erste auf einem einfachen stochastischen Mo-
dell basierende Analysen finden sich in [41, S. 1027 und S. 1036], welche die in [24, S. 48] genannte und
bereits in [68, S. 31 ff] begru¨ndete ”Faustregel“ besta¨tigt, die da lautet:
Ist f(n)u mit einer dimensionsabha¨ngigen Konstante f(n) eine obere Schranke, welche wir fu¨r
den Rundungsfehler mit deterministischen Abscha¨tzungen (worst case error) gewinnen konnten,
so wird sich der durchschnittliche Fehler (average case error) in der Gro¨ßenordnung
√
f(n)u
bewegen. Begru¨ndet werden kann dies unter der Annahme, dass alle Rundungsfehler unabha¨ngige
Zufallsvariablen sind, und unter Heranziehen des zentralen Grenzwertsatzes.
In Anlehnung daran fu¨hren wir in Abschnitt 3.2 eine Analyse des durchschnittlichen Rundungsfehlers
durch, welche auf dem in Abschnitt 2.2 vorgestellten stochastischen Modell der Gleitkomma-Arithmetik
und insbesondere auf den in Unterabschnitt 2.2.2 hergeleiteten Ergebnissen beruht. Insbesondere ist
hervorzuheben, dass wir an die Verteilung des Eingangsvektors keine speziellen Forderungen stellen.
Dafu¨r erhalten wir jedoch im Gegensatz zu [54, Theorem 8.4], in dem alle Komponenten des Eingangs-
vektors als unkorreliert und mit gleicher Varianz sowie mit Erwartungswert Null angenommen werden,
keine explizite Scha¨tzung fu¨r den Erwartungswert des Normquadrates des absoluten Fehlers in Form
einer Gleichung, sondern nur eine obere Abscha¨tzung.
3.1 Deterministische Rundungsfehleranalyse
Die hier betrachteten Algorithmen zu speziellen diskreten trigonometrischen Transformationen liefern
stets eine Approximation y˜ zu einer Matrix-Vektor-Multiplikation y := Ax einer speziellen Matrix
A ∈ Rn×nG ⊂ Rn×n mit einem Vektor x ∈ RnG ⊂ Rn. Das erhaltene Ergebnis y˜ kann nun als exaktes
Ergebnis der Transformation eines gesto¨rten Vektors x˜ := x + ∆x aufgefasst werden (vgl. Abb. 3.1).
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xx + ∆x
y = Ax
y˜ = A(x + ∆x)-
-
Abbildung 3.1: Modellierung des Vorwa¨rts- und Ru¨ckwa¨rtsfehlers.
In Anlehnung daran bezeichnen wir die Differenz y˜ − y als Vorwa¨rtsfehler und ∆x als Ru¨ckwa¨rtsfeh-
ler der Matrix-Vektor-Multiplikation y = Ax. Besitzen diese Fehler dieselbe Gro¨ßenordnung wie der
Eingangsfehler, so sprechen wir von einem stabilen Algorithmus, genauer:
Definition 3.1 (vgl. [54], Abschnitt 8.1). Ein in Gleitkomma-Arithmetik implementierter Algorith-
mus fu¨r eine Matrix-Vektor-Multiplikation Ax (x ∈ RnG) heißt normweise ru¨ckwa¨rtsstabil, falls eine
Konstante kn > 0 mit knu 1 existiert, so dass fu¨r alle x ∈ RnG mit Ax ∈ RnG die Abscha¨tzung
‖ ∆x ‖2 ≤
(
knu+O
(
u2
)) ‖ x ‖2 (3.1)
erfu¨llt wird. Bezeichnet y das exakte Ergebnis von Ax und y˜ den tatsa¨chlich berechneten Vektor, so
heißt ein in Gleitkomma-Arithmetik implementierter Algorithmus zur Berechnung von Ax (x ∈ RnG)
normweise vorwa¨rtsstabil, falls eine Konstante kn > 0 mit knu  1 existiert, so dass fu¨r alle x ∈ RnG
mit Ax ∈ RnG die Abscha¨tzung
‖ y˜ − y ‖2 ≤
(
knu+O
(
u2
)) ‖ x ‖2 (3.2)
erfu¨llt wird.
Die in Definition 3.1 vorkommende Konstante kn fu¨r die Ru¨ckwa¨rtsstabilita¨t (3.1) muss im Allgemeinen
nicht mit der Konstanten kn fu¨r die Vorwa¨rtsstabilita¨t (3.2) u¨bereinstimmen. Im Fall einer orthogonalen
Matrix A gilt wegen (Ax)T(Ax) = xT(ATA)x = xTx jedoch
‖y˜ − y‖2 = ‖A(∆x)‖2 = ‖∆x‖2 . (3.3)
Durch die Bedingung Ax ∈ RnG sollen U¨ber- und Unterlauf explizit ausgeschlossen werden. Zu beachten
ist, dass bei der Definition 3.1 die Komponenten des Eingangsvektors keine Gleitkomma-Zahlen sind.
Wu¨rde bereits x ∈ Gn vorausgesetzt, dann ließen sich gegebenenfalls kleinere Stabilita¨tskonstanten kn
bestimmen.
Mit den in (2.12) eingefu¨hrten Bezeichnungen und mit Hilfe der im Abschnitt 2.1 hergeleiteten Aussagen
erhalten wir sofort Abscha¨tzungen fu¨r das Skalarprodukt von zwei beliebigen Vektoren der La¨nge n
und ebenso fu¨r eine Matrix-Vektor-Multiplikation mit einer beliebigen (n× n)-Matrix.
Lemma 3.2. Zu gegebener Matrix A ∈ Rn×nG und gegebenem Vektor x ∈ RnG seien Aˆ = fl(A) und
xˆ = fl(x) die entsprechenden Approximationen innerhalb der in Abschnitt 2.1 definierten Gleitkomma-
Arithmetik. Weiter erfu¨lle jede Zeile yˆT von Aˆ die Bedingung
|yˆ|T|xˆ| ∈ RG . (3.4)
Dann gelten folgende Aussagen:
(i) Ist ‖xˆ‖1 ∈ RG erfu¨llt, dann gilt
∣∣fl(xˆT1)− xT1∣∣ ≤ {n‖x‖1 (u + O(u2)) bei sequentieller Summation,
(dlog2 ne+ 1) ‖x‖1
(
u + O(u2)) bei Kaskaden-Summation. (3.5)
(ii) Fu¨r das Skalarprodukt einer beliebigen Zeile yT von A mit x gilt
∣∣fl(xˆTyˆ)− xTy∣∣ ≤ {(n+ 2)‖x ◦ y‖1 (u + O(u2)) bei sequentieller Summ.,
(dlog2 ne+ 3) ‖x ◦ y‖1
(
u + O(u2)) bei Kaskaden-Summation. (3.6)
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Im Fall x = xˆ ergeben sich die Abscha¨tzungen
∣∣fl(xˆTyˆ)− xTy∣∣ ≤ {(n+ 1)‖x ◦ y‖1 (u + O(u2)) bei sequentieller Summ.,
(dlog2 ne+ 2) ‖x ◦ y‖1
(
u + O(u2)) bei Kaskaden-Summation. (3.7)
(iii) Bezeichnet ρ < n die Anzahl der Nichtnullelemente einer Zeile yT von A, so gelten die Abscha¨tzun-
gen aus (3.6) und (3.7) in diesem Fall mit ρ anstelle von n.
(iv) Entha¨lt jede Zeile yT von A ho¨chstens ρ Nichtnullelemente, so ergeben sich bei der Matrix-Vektor-
Multiplikation Ax die komponentenweisen Abscha¨tzungen∣∣∣fl(Aˆxˆ)−Ax∣∣∣ ≤ {(ρ+ 2) |A||x| (u + O(u2)) bei sequentieller Summation,
(dlog2 ρe+ 3) |A||x|
(
u + O(u2)) bei Kaskaden-Summation. (3.8)
Im Fall x = xˆ ergeben sich die Abscha¨tzungen∣∣∣fl(Aˆxˆ)−Ax∣∣∣ ≤ {(ρ+ 1) |A||x| (u + O(u2)) bei sequentieller Summation,
(dlog2 ρe+ 2) |A||x|
(
u + O(u2)) bei Kaskaden-Summation. (3.9)
Beweis: (i) Die Behauptung ergibt sich direkt aus Folgerung 2.6 angewandt auf xˆ, mit Dreiecks-
ungleichung und der Tatsache, dass nach Modellannahme (2.6) die komponentenweise Ungleichung
|xˆ− x| ≤ |x|u und damit ‖xˆ‖1 ≤ ‖x‖1 (1 +O(u)) gilt.
(ii) Nach Modellannahme (2.6) existieren Vektoren εx ∈ Rn bzw. εy ∈ Rn mit xˆ = (1 + εx) ◦ x und
‖εx‖∞ ≤ u bzw. yˆ = (1 + εy) ◦ y und ‖εy‖∞ ≤ u. Demnach la¨sst sich die Differenz
xˆTyˆ − xTy = ((1 + εx) ◦ x)T ((1 + εy) ◦ y)− xTy
= (εx ◦ x)T y + xT (εy ◦ y) + (εx ◦ x)T (εy ◦ y)
betragsma¨ßig durch (2u+ u2)‖x ◦ y‖1 abscha¨tzen. Mit der komponentenweisen Ungleichungskette
|xˆ ◦ yˆ| ≤ |x ◦ y|+ |xˆ ◦ yˆ − x ◦ y| ≤ (1 + 2u+ u2)|x ◦ y|
folgt ebenso ‖xˆ ◦ yˆ‖1 ≤ ‖x ◦ y‖1 (1 +O(u)). Die Ungleichungen (3.6) ergeben sich nun mittels Drei-
ecksungleichung und Folgerung 2.7 angewandt auf xˆ und yˆ. Gilt zusa¨tzlich x = xˆ, so la¨sst sich die
Differenz xˆTyˆ − xTy aufgrund des Wegfalls der εx-Terme betragsma¨ßig durch u‖x ◦ y‖1 abscha¨tzen.
Die Gu¨ltigkeit von (3.7) folgt dann analog.
(iii) Die Behauptung ergibt sich gema¨ß der Bemerkung im Anschluss an Folgerung 2.7.
(iv) Bezeichnet aTj fu¨r j = 0, . . . , n− 1 die j-te Zeile von A und entsprechend aˆTj die j-te Zeile von Aˆ,
so ist fl(aˆTj xˆ)−aTj x die j-te Komponente von fl(Aˆxˆ)−Ax. Beachten wir noch, dass ‖aj ◦x‖1 = |aj |T|x|
der j-ten Komponente von |A||x| entspricht, ergeben sich die Behauptungen aus (iii).
In [54, Lemma 8.4] sind ebenfalls Abscha¨tzungen fu¨r
∣∣fl(Aˆxˆ) − Ax∣∣ in komplexwertiger Arithmetik
angegeben, wobei es sich genau genommen um den Fall x = xˆ handelt. Zu beachten ist, dass dort
nach Voraussetzung der absolute Rundungsfehler der Elemente von Aˆ durch ηu (vgl. [54, (8.40)])
fu¨r ein festes η > 0 gleichma¨ßig beschra¨nkt ist. Ersetzen wir in den Abscha¨tzungen aus [54, Lemma
8.4] den Term ηA˜|x| (u+O(u2)) durch |A||x| (u+O(u2)) und setzen µC = 1, dann stimmen diese
Abscha¨tzungen mit (3.9) u¨berein.
Bemerkung 3.3. Wird auf die komponentenweise Ungleichung
|y| ≤ α|A||x| (x,y ∈ Rn, A ∈ Rn×n, α > 0)
zeilenweise die Cauchy-Schwarz-Ungleichung angewandt und quadrieren sowie summieren wir anschlie-
ßend alle so entstandenen Ungleichungen, ergibt sich offenbar
‖y‖22 ≤ α2‖A‖2F ‖x‖22
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mit der Frobeniusnorm
‖A‖F :=
√√√√ n−1∑
j,k=0
a2jk . (3.10)
Fu¨r eine vollbesetzte Matrix wie etwa eine der Kosinus- und Sinusmatrizen aus Abschnitt 1.1 folgen
aus Lemma 3.2 (iv) somit die Abscha¨tzungen
∥∥∥fl(Aˆxˆ)−Ax∥∥∥
2
≤
(n− 1 + β) ‖A‖F ‖x‖2
(
u + O(u2)) bei sequentieller Summation,
(dlog2 ne+ β) ‖A‖F ‖x‖2
(
u + O(u2)) bei Kaskaden-Summation, (3.11)
wobei β = 2 im Fall x = xˆ und β = 3 sonst. Stimmt nun A mit einer der orthogonalen Matrizen aus
Definition 1.1 u¨berein, so ergibt sich fu¨r die Frobeniusnorm ‖A‖F =
√
n. Aus (3.11) erhalten wir dann
gema¨ß Definition 3.1 die Stabilita¨tskonstanten kn =
√
n(n − 1 + β) bei sequentieller Summation und
kn =
√
n (dlog2 ne+ β) bei Kaskaden-Summation. Tabelle 3.1 listet fu¨r ausgewa¨hlte n die expliziten
Werte der Stabilita¨tskonstanten auf, welche sich im Fall x = xˆ nach (3.11) bei direkter Multiplikation
mit einer der vollbesetzten Matrizen aus Definition 1.1 ergeben. 
n 8 16 32 64 128 256 512
kn bei seq. Sum. 25.4558 68.0000 186.6762 520.0000 1459.4684 4112.0000 11607.8649
kn bei Kas.-Sum. 14.1421 24.0000 39.5980 64.0000 101.8234 160.0000 248.9016
Tabelle 3.1: Stabilita¨tskonstanten im Fall x = xˆ fu¨r ”naiv implementierte“ DCT- und DST-
Algorithmen gema¨ß Definition 3.1. Selbst im gu¨nstigeren Fall der Kaskaden-Summation
verzeichnen wir einen enormen Zuwachs bei den kn. Ein Vergleich mit den am Ende dieses
Abschnittes angegebenen Werten in Tabelle 3.2 offenbart, dass die schnellen Algorithmen
1.15 – 1.22 nicht nur einen geringeren Rechenaufwand verursachen, sondern spa¨testens ab
n = 64 als wesentlich stabiler anzusehen sind.
Ein schneller Algorithmus fu¨r eine Matrix-Vektor-Multiplikation Ax (x ∈ Rn) mit vollbesetzter Matrix
A ∈ Rn×n basiert u¨blicherweise auf einer Faktorisierung von A der Gestalt
A =
ν∏
m=1
A(m) := A(ν) . . . A(2)A(1) (3.12)
mit Matrizen A(m) ∈ Rn×n ,m = 1, . . . , ν, welche im Idealfall du¨nnbesetzt sind. Daher sind wir
insbesondere an Abscha¨tzungen fu¨r den Rundungsfehler interessiert, der bei einer Matrix-Vektor-
Multiplikation Ax (x ∈ Rn) mit einer du¨nnbesetzten Matrix A ∈ Rn×n auftritt.
Lemma 3.4. Zu gegebener Matrix A ∈ Rn×nG und gegebenem Vektor x ∈ RnG seien Aˆ = fl(A) und
xˆ = fl(x) die entsprechenden Approximationen innerhalb der in Abschnitt 2.1 definierten Gleitkomma-
Arithmetik. Weiter erfu¨lle jede Zeile yˆT von Aˆ die Bedingung (3.4). Entha¨lt jede Zeile yT von A
ho¨chstens zwei Nichtnullelemente und ist B = (bj,k)
n−1
j,k=0 durch
bj,k :=
{
1 , falls aj,k 6∈ {0,±1} ,
0 , falls aj,k ∈ {0,±1}
definiert, so ergibt sich bei der Matrix-Vektor-Multiplikation die komponentenweise Abscha¨tzung∣∣∣fl(Aˆxˆ)−Ax∣∣∣ ≤ |Ax|u+ (2|A|+B ◦ |A|)|x| (u + O(u2)) . (3.13)
Im Fall x = xˆ gilt ∣∣∣fl(Aˆxˆ)−Ax∣∣∣ ≤ |Ax|u + (|A|+B ◦ |A|) |x| (u + O(u2)) . (3.14)
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Beweis: Zuna¨chst halten wir fest, dass wegen |Aˆ−A| ≤ B ◦ |A|u insbesondere
|Aˆ| ≤ |A|(1 + u) (3.15)
gilt. Analog folgt |xˆ| ≤ |x|(1 + u) aus |xˆ − x| ≤ u|x|. Wenden wir Folgerung 2.9 auf Aˆ und xˆ an,
erhalten wir mit Dreiecksungleichung∣∣∣fl(Aˆxˆ)−Axˆ∣∣∣ ≤ |Aˆxˆ|u + |Aˆ||xˆ| (u + O(u2)) + |(Aˆ−A)xˆ| .
Wegen |Aˆxˆ| ≤ |Axˆ|+ (B ◦ |A|) |xˆ|u und |(Aˆ−A)xˆ| ≤ (B ◦ |A|) |xˆ|u folgt dann weiter∣∣∣fl(Aˆxˆ)−Axˆ∣∣∣ ≤ |Axˆ|u+ |Aˆ||xˆ| (u + O(u2)) + (B ◦ |A|) |xˆ| (u + O(u2)) .
Fu¨r x = xˆ ergibt sich unter Beachtung von (3.15) die Abscha¨tzung (3.14). Andernfalls folgt mit Hilfe
der Vorbemerkung, mit (2.8) und wegen |Axˆ| ≤ |Ax| + |A||x|u u¨ber die Dreiecksungleichung∣∣∣fl(Aˆxˆ)−Ax∣∣∣ ≤ ∣∣∣fl(Aˆxˆ)−Axˆ∣∣∣ + |A||x|u ≤ |Ax|u+ (2|A|+B ◦ |A|)|x| (u + O(u2)) .
Ersetzen wir in [54, Lemma 8.4] den Ausdruck ηA˜|x| durch (B ◦ |A|) |x|u und verwenden wir aufgrund
der reellen Arithmetik µR = 1 anstelle von µC = 43
√
3, so stimmt die dort angegebene Abscha¨tzung fu¨r
Matrizen mit maximal zwei Nichtnulleintra¨gen im Fall x = xˆ mit (3.14) u¨berein. Im Unterschied zu
unserer Abscha¨tzung sind jedoch zusa¨tzliche Informationen in Bezug auf A bzw. Aˆ notwendig, da fu¨r
η eine gleichma¨ßige obere Schranke fu¨r den Betrag aller Eintra¨ge von A − Aˆ bekannt sein muss. Dies
sind aber genau die absoluten Fehler und nicht die dem Wilkinson-Modell (2.6) zugrunde liegenden
relativen Fehler.
Wir betrachten nun den Spezialfall von Blockdiagonalmatrizen mit Blo¨cken der Gestalt (1.24).
3.1.1 Stabilita¨tskonstanten unter Einbeziehung spezieller Blockdiagonalgestalt
Mit Hilfe der in (2.19) angegebenen optimalen Ungleichung und Satz 2.12 aus Abschnitt 2.1 ko¨nnen
wir nun nachstehende Fehlerabscha¨tzungen gewinnen.
Folgerung 3.5. Sei n ∈ N gerade, A ∈ Rn×nG eine direkte Summe von Drehmatrizen der Gestalt (1.24)
und x ∈ RnG. Weiterhin seien xˆ := fl(x) und Aˆ := fl(A) die entsprechenden Approximationen innerhalb
der in Abschnitt 2.1 definierten Gleitkomma-Arithmetik. Falls |Aˆ||xˆ| ∈ RnG erfu¨llt ist, gilt∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ (43√3 + 2√2) ‖x‖2 (u + O(u2)) . (3.16)
Ist zusa¨tzlich noch x = xˆ erfu¨llt, gilt sogar∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ (43√3 +√2) ‖x‖2 (u + O(u2)) . (3.17)
Beweis: Analog zum Beweis von Lemma 2.10 folgt nun aus der komponentenweisen Abscha¨tzung
(3.13) wiederum mit Dreiecksungleichung, mit Satz 2.12 und unter Beru¨cksichtigung von B ◦ |A| ≤ |A|
die Ungleichungskette∥∥fl(Aˆxˆ)−Ax∥∥
2
≤
(∥∥|Ax| + |A||x|∥∥
2
+
∥∥2|A||x|∥∥
2
) (
u + O(u2))
≤
(
4
3
√
3‖A‖2 + 2
∥∥|A|∥∥
2
)
‖x‖2
(
u + O(u2)) ,
wobei die Gu¨ltigkeit von
∥∥|x|∥∥
2
= ‖x‖2 sowie ‖Ax‖2 ≤ ‖A‖2‖x‖2 verwendet worden ist. Da nun eine
a¨hnliche Argumentation wie nach Folgerung 2.9 unter Beachtung der Orthogonalita¨t von Drehmatrizen
die Ungleichung ∥∥|A|∥∥
2
≤
√
2‖A‖2 =
√
2 (3.18)
liefert, folgt die Behauptung in (3.16). Die Gu¨ltigkeit von (3.17) ergibt sich analog mit (3.14).
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Bemerkung 3.6. (i) Mit der Abscha¨tzung aus Lemma 2.10 ha¨tten wir fu¨r den Fall x = xˆ die etwas
gro¨ßere Konstante 1 + 2
√
2 erhalten.
(ii) In [54, Example 8.1] wird die Konstante 1 +
√
2 + 2η angegeben. Dies liegt daran, dass in [54,
Theorem 8.3] die komponentenweise Ungleichung |A − Aˆ| ≤ Bηu anstelle von |A − Aˆ| ≤ B ◦ |A|u
vorausgesetzt ist und in diesem Fall
‖B‖2 =
∥∥∥∥(1 11 1
)∥∥∥∥
2
= 2 ,
also ∥∥∥|A− Aˆ|∥∥∥
2
≤ 2ηu (3.19)
gilt, wohingegen in unserem Fall
∥∥|A|∥∥
2
≤ √2 bei der Herleitung von (3.17) verwendet wird. Zie-
hen wir – wiederum nur fu¨r den Fall x = xˆ – ebenfalls die zusa¨tzliche Information heran, dass ηu
eine gleichma¨ßige obere Schranke des jeweiligen Betrages der Eintra¨ge von A − Aˆ ist und somit die
Spektralnorm der fast orthogonalen Matrix A − Aˆ durch √2ηu beschra¨nkt bleibt, dann erhalten wir
wiederum mit Satz 2.12 die Konstante
4
3
√
3 +
√
2η . (3.20)
(iii) Die Konstante (3.20) ergibt sich als Spezialfall von [43, Lemma 5.2 (iii)] mit b = 1 und c2 = η.
(iv) Im bestmo¨glichen Fall, also bei direktem Aufruf aller Eintra¨ge von A bzw. Aˆ, ist η = 12 und somit
1
2
√
2 + 43
√
3 < 2 +
√
2 als Konstante zu gewinnen. 
Die Abscha¨tzungen aus Folgerung 3.5 lassen sich jedoch noch weiter verbessern, indem zu (2.19) a¨hnlich
optimale Ungleichungen gefunden werden.
Lemma 3.7. Seien a, b, c, d ∈ R beliebig. Dann gelten die Ungleichungen
(3|ac|+ 3|bd|+ |ac− bd|)2 + (3|ad|+ 3|bc|+ |ad+ bc|)2 ≤ 1285 (a2 + b2)(c2 + d2) ,
(2|ac|+ 2|bd|+ |ac− bd|)2 + (2|ad|+ 2|bc|+ |ad+ bc|)2 ≤ 272 (a2 + b2)(c2 + d2) .
}
(3.21)
Dabei sind die Konstanten jeweils optimal.
Beweis: O.B.d.A. ko¨nnen wir annehmen, dass a, b, c, d ≥ 0 gilt. Weiterhin ko¨nnen wir annehmen,
dass ac ≥ bd erfu¨llt ist, ansonsten benennen wir das Quadrupel (a, b, c, d) zu (b, a, d, c) um. Damit
vereinfachen sich die Behauptungen zu(
ac+ bd2
)2
+ (ad+ bc)2 ≤ 85(a2 + b2)(c2 + d2) ,(
ac+ bd3
)2
+ (ad+ bc)2 ≤ 32(a2 + b2)(c2 + d2) ,
welche zu den beiden Ungleichungen
0 ≤ (ac− 3bd2 )2 + (ad− bc)2 ,
0 ≤ (ac− 5bd3 )2 + (ad− bc)2
a¨quivalent sind. Diese sind jedoch offensichtlich erfu¨llt. Da die erste Ungleichung beispielsweise fu¨r
a = c = 1, b = d =
√
2
3
zu einer Gleichung wird und ebenso die zweite Ungleichung fu¨r
a = c = 1, b = d =
√
3
5 ,
sind die Konstanten 1285 und
27
2 bestmo¨glich.
Indem wir nun analog zu Satz 2.12 die Ungleichungen (3.21) anwenden, erhalten wir verbesserte
Abscha¨tzungen fu¨r die euklidische Norm des Fehlervektors.
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Folgerung 3.8. Sei n ∈ N gerade, A ∈ Rn×nG eine direkte Summe von Drehmatrizen der Form (1.24)
und x ∈ RnG. Weiterhin seien xˆ := fl(x) und Aˆ := fl(A) die entsprechenden Approximationen innerhalb
der in Abschnitt 2.1 definierten Gleitkomma-Arithmetik. Falls |Aˆ||xˆ| ∈ RnG erfu¨llt ist, gilt∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ 8
√
2
5 ‖x‖2
(
u + O(u2)) . (3.22)
Ist zusa¨tzlich noch x = xˆ erfu¨llt, gilt sogar∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ 32
√
6 ‖x‖2
(
u + O(u2)) . (3.23)
Beweis: Aus der komponentenweisen Abscha¨tzung (3.13) und unter Beru¨cksichtigung von B◦|A| ≤ |A|
erhalten wir zuna¨chst∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ (∥∥|Ax| + 3|A||x|∥∥
2
) (
u + O(u2)) .
Aufgrund der Blockstruktur von A und der besonderen Form (1.24) der einzelnen Blo¨cke ko¨nnen wir
jeweils die erste Ungleichung aus (3.21) anwenden und erhalten
∥∥|Ax| + 3|A||x|∥∥2
2
=
n
2
−1∑
k=0
(3| cos(ϕk)x2k+1|+ 3| sin(ϕk)x2k|+ | cos(ϕk)x2k+1 + sin(ϕk)x2k|)2
+
n
2
−1∑
k=0
(3| cos(ϕk)x2k|+ 3| sin(ϕk)x2k+1|+ | cos(ϕk)x2k − sin(ϕk)x2k+1|)2
≤ 128
5
n
2
−1∑
k=0
(
(cos(ϕk))
2 + (sin(ϕk))
2
) (
x22k + x
2
2k+1
)
=
128
5
n−1∑
k=0
x2k .
Offensichtlich folgt dann (3.22), wenn wir auf beiden Seiten die Wurzel ziehen. Genauso ergibt sich
(3.23) aus der komponentenweisen Abscha¨tzung (3.14), wenn wir die zweite Ungleichung aus (3.21)
blockweise anwenden.
Mit Hilfe von Folgerung 3.8 ko¨nnen wir nun die eigentliche Rundungsfehleranalyse durchfu¨hren.
Satz 3.9. Sei n ∈ N gerade, A ∈ Rn×nG und x ∈ RnG. Weiterhin existiere eine Faktorisierung (3.12)
von A, wobei jede Matrix A(m), m = 1, . . . , ν eine direkte Summe von Drehmatrizen der Gestalt (1.24)
ist. Unter Ausschluss von U¨ber- und Unterlauf genu¨gt der Vorwa¨rtsfehler
∆y := fl
(
Aˆ(ν) fl
(
. . . Aˆ(2) fl
(
Aˆ(1)xˆ
)))
−Ax
der Ungleichung
‖∆y‖2 ≤
(
knu+O(u2)
) ‖x‖2
mit kn := 32
√
6 (ν − 1) + 8
√
2
5 . Fu¨r x = xˆ gilt die Ungleichung bereits mit kn =
3
2
√
6 ν.
Beweis: Zuna¨chst definieren wir mit y(0) := x und y˜(0) := fl(x) die Vektoren
y(m) := A(m)y(m−1), m = 1, . . . , ν,
der exakten Zwischenergebnisse, fu¨r die nach Voraussetzung y(m) ∈ RnG gilt, und entsprechend die
Vektoren
y˜(m) := fl
(
Aˆ(m)y˜(m−1)
)
, m = 1, . . . , ν, (3.24)
der tatsa¨chlich auftretenden Zwischenergebnisse. Dann la¨sst sich der Vorwa¨rtsfehler ∆y = y˜(ν) − y(ν)
durch die Teleskopsumme
∆y = y˜(ν) −A(ν)y˜(ν−1) +A(ν)
(
y˜(ν−1) −A(ν−1)y(ν−2)
)
= . . .
=
ν∑
m=2
(
ν∏
k=m+1
A(k)
)(
y˜(m) −A(m)y˜(m−1)
)
+
(
ν∏
k=2
A(k)
)(
y˜(1) −A(1)y(0)
)
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darstellen. Da wir U¨ber- und Unterlauf nach Voraussetzung ausschließen, kann wegen (3.24) jeweils
Folgerung 3.8 auf die Differenzen y˜(m) − A(m)y˜(m−1), m = 2, . . . , ν, und y˜(1) − A(1)y(0) angewandt
werden. Aufgrund der Orthogonalita¨t aller beteiligten Matrizen ergibt sich nun
‖∆y‖2 ≤
ν∑
m=2
(
ν∏
k=m+1
∥∥∥A(k)∥∥∥
2
)∥∥∥y˜(m) −A(m)y˜(m−1)∥∥∥
2
+
(
ν∏
k=2
∥∥∥A(k)∥∥∥
2
)∥∥∥y˜(1) −A(1)y(0)∥∥∥
2
≤
ν∑
m=2
3
2
√
6 ‖y˜(m−1)‖2
(
u + O(u2))+

3
2
√
6 ‖y(0)‖2
(
u + O(u2)) , x = xˆ
8
√
2
5 ‖y(0)‖2
(
u + O(u2)) , sonst.
Wegen ‖y(m)‖2 = ‖x‖2, m = 0, . . . , ν, und somit auch ‖y˜(m)‖2 ≤ ‖x‖2(1 + O(u)) (Induktion u¨ber m
und wiederholte Anwendung von Dreiecksungleichung sowie von Folgerung 3.8) erhalten wir dann die
Behauptung.
Bemerkung 3.10. (i) Aufgrund der allgemeinen Formulierung von Satz 3.9 ist zuna¨chst nicht ersicht-
lich, in welcher Weise die angegebenen Stabilita¨tskonstanten kn von n abha¨ngen bzw. wie der genaue
Zusammenhang zur Anzahl ν der Matrix-Faktoren ist. Dies wird erst klar, wenn die von n abha¨ngigen
Faktorisierungen aus Kapitel 1 explizit angewandt werden (vgl. Satz 3.12).
(ii) Die in [54, Theorem 8.3] fu¨r den oben betrachteten Fall mit x = xˆ angegebene Stabilita¨tskonstante
ist
ν(1 +
√
2) + 2
ν∑
m=1
ηm , (3.25)
wobei jeweils die Elemente von |Aˆ(m)−A(m)| durch ηmu beschra¨nkt sind. Somit kann kn durch zusa¨tz-
liche Annahmen an die Genauigkeit der vorberechneten Elemente innerhalb der beteiligten Matrizen
A(m), m = 1, . . . , ν, variiert werden. Bei direktem Aufruf, d.h. ηm = 12 fu¨r alle m, ergibt sich aus (3.25)
die Stabilita¨tskonstante
kn = ν(2 +
√
2) , (3.26)
wobei ν die Anzahl der beteiligten Matrizen ist.
(iii) Verwenden wir im Beweis von Satz 3.9 fu¨r den Fall x = xˆ anstelle von (3.23) die in Bemerkung
3.6 (ii) gewonnene Konstante (3.20), so erhalten wir die verbesserte Stabilita¨tskonstante
kn =
4
3
√
3 ν +
√
2
ν∑
m=1
ηm (3.27)
bzw.
kn = ν
(
1
2
√
2 +
4
3
√
3
)
(3.28)
bei direktem Aufruf, d.h., falls ηm = 12 fu¨r alle m garantiert werden kann. 
Bevor wir mit Hilfe von Satz 3.9 die entsprechenden Stabilita¨tskonstanten fu¨r die Algorithmen aus
Abschnitt 1.3 herleiten, geben wir einige Verallgemeinerungen von Satz 3.9 an.
Folgerung 3.11. Sei n ∈ N gerade, A ∈ Rn×nG und x ∈ RnG. Weiterhin existiere eine Faktorisierung
(3.12) von A.
(i) Ist jede der Matrizen A(m), m = 1, . . . , ν, eine direkte Summe von Drehmatrizen der Form (1.24),
dann gelten dieselben Fehlerabscha¨tzungen wie in Satz 3.9 auch fu¨r AT und die entsprechend
transponierte Faktorisierung.
(ii) Ist jede der Matrizen A(m), m = 1, . . . , ν, durch Permutations- oder Vorzeichenskalierungsmatri-
zen in eine direkte Summe von Drehmatrizen der Gestalt (1.24) (mit gegebenenfalls auch Winkel
ϕ = 0) u¨berfu¨hrbar, dann gelten dieselben Fehlerabscha¨tzungen wie in Satz 3.9.
Beweis: Offensichtlich folgen die Behauptungen aus Q2(ϕ)T = Σ2Q2(ϕ)Σ2, ‖Σ2‖2 = 1 sowie aus den
Anmerkungen nach Lemma 2.8.
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Entsprechend Folgerung 3.11 ergeben sich nun die einzelnen Stabilita¨tskonstanten.
Satz 3.12. Seien t ≥ 2, n = 2t sowie x ∈ RnG gegeben.
(i) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation CIVn x mittels der Algorithmen 1.15 und
1.18 ergibt sich die Stabilita¨tskonstante
kn = 3
√
6 (log2(n)− 1) + 8
√
2
5 . (3.29a)
Fu¨r x = xˆ ist
kn = 32
√
6 (2 log2(n)− 1) . (3.29b)
(ii) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x mittels der Algorithmen
1.16 und 1.17 ergibt sich die Stabilita¨tskonstante
kn = 32
√
6 (3 log2(n)− 4) + 8
√
2
5 (3.29c)
im Fall t ≥ 3 und k4 = 32
√
6 + 8
√
2
5 . Fu¨r x = xˆ ist k4 = 3
√
6, und im Fall t ≥ 3 gilt
kn = 92
√
6 (log2(n)− 1) . (3.29d)
(iii) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x mittels der Algorithmen
1.19 und 1.20 mit k = 0 ergibt sich die Stabilita¨tskonstante
kn = 32
√
6 (2 log2(n)− 3) + 8
√
2
5 . (3.29e)
Fu¨r x = xˆ ist
kn = 3
√
6 (log2(n)− 1) . (3.29f)
(iv) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation CIVn x mittels der Algorithmen 1.19 und
1.20 mit k = 1 ergeben sich dieselben Stabilita¨tskonstanten wie bei (i).
(v) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen SIIn x und S
III
n x mittels der Algorithmen
1.21 und 1.22 mit k = 0 ergeben sich dieselben Stabilita¨tskonstanten wie bei (iii).
(vi) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation SIVn x mittels der Algorithmen 1.21 und
1.22 mit k = 1 ergeben sich dieselben Stabilita¨tskonstanten wie bei (i).
Beweis: Es genu¨gt jeweils, die Voraussetzungen von Folgerung 3.11 zu u¨berpru¨fen.
(i) Die beiden Algorithmen zur Berechnung der DCT-IV(n) basieren auf den Faktorisierungen (1.32)
und (1.33) bzw. auf den dazu transponierten Gleichungen (1.37) und (1.39). Nach Folgerung 3.11 genu¨gt
es also, die ersten beiden Faktorisierungen zu betrachten. Da die Matrizen P (s)n , s = 0, . . . , t− 1 sowie
Un als Permutationsmatrizen keinen Beitrag zum Rundungsfehler leisten, ko¨nnen sie vernachla¨ssigt
werden. Somit verursachen in (1.33) lediglich die drei Blockdiagonalmatrizen I2 ⊕ T2(0), T4(0) und
D
(0)
4 Rundungsfehler. Da sie jeweils eine direkte Summe von Drehmatrizen der Form (1.24) enthalten,
ergibt sich die Stabilita¨tskonstante k4 jeweils entsprechend Satz 3.9 mit ν = 3 = 2 log2(4)− 1. Analog
sind 2t− 1 Faktoren in (1.32) enthalten, die im Sinn von Satz 3.9 bzw. Folgerung 3.11 Rundungsfehler
verursachen. Somit ergibt sich dann kn jeweils mit ν = 2t− 1 zu
kn =

3
2
√
6 (2t− 1) , x = xˆ ,
3
2
√
6 (2t− 2) + 8
√
2
5 , sonst.
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(ii) In den Faktorisierungen (1.35) und (1.38) fu¨r die Matrizen CIIIn und C
II
n haben wir fu¨r n = 2
t
mit t ≥ 3 offenbar t + 2(t − 2) + 1 = 3(t − 1) Matrizen, welche im Sinn von Satz 3.9 bzw. Folgerung
3.11 Rundungsfehler verursachen, wie aus ihrer Definition in Lemma 1.12 hervorgeht. Somit ergibt
sich die Stabilita¨tskonstante aus Satz 3.9 jeweils mit ν = 3(t − 1). Fu¨r den Fall t = 2 tragen nur die
Matrizen T4(0) und D˜
(0)
4 zum Rundungsfehler bei, so dass sich nach Satz 3.9 bzw. Folgerung 3.11 die
entsprechende Stabilita¨tskonstante aus Satz 3.9 jeweils mit ν = 2 ergibt.
(iii) Fu¨r k = 0 basieren die Algorithmen 1.19 und 1.20 auf den Faktorisierungen (1.45), die jeweils
2t − 1 Matrizen beinhalten. Aus ihrer Definition in (1.43) und den Darstellungen (1.25), (1.27) und
(1.28) mittels spezieller Blockdiagonalmatrizen ist zu erkennen, dass auch hier die Voraussetzungen fu¨r
Folgerung 3.11 erfu¨llt sind. Insbesondere handelt es sich bei An(β0) und An(β0)T lediglich um Permu-
tationsmatrizen. Demzufolge ergibt sich die Stabilita¨tskonstante aus Satz 3.9 jeweils mit ν = 2(t− 1).
(iv) A¨hnlich wie bei (iii) basieren die Algorithmen 1.19 und 1.20 fu¨r k = 1 auf den Faktorisierungen
(1.48), die ebenfalls je 2t − 1 analog zu (1.43) definierte Matrizen beinhalten. Somit sind auch hier
wegen der Darstellungen (1.25), (1.27) und (1.28) die Voraussetzungen fu¨r Folgerung 3.11 erfu¨llt, so
dass sich die jeweilige Stabilita¨tskonstante aus Satz 3.9 mit ν = 2t− 1 ergibt.
(v) Analog zu (iii) sind fu¨r Folgerung 3.11 die Voraussetzungen an die fu¨r k = 0 den beiden Algorith-
men zugrunde liegenden Faktorisierungen (1.55) erfu¨llt, so dass sich die jeweilige Stabilita¨tskonstante
aus Satz 3.9 mit ν = 2(t− 1) ergibt. Dabei wird wiederum verwendet, dass die einzelnen Blo¨cke der in
(1.53) definierten Matrizen die Darstellungen (1.27) und (1.28) besitzen und es sich bei A˘n(β˘0) bzw.
A˘n(β˘0)T lediglich um eine Permutationsmatrix handelt.
(vi) Die Algorithmen 1.21 und 1.22 basieren fu¨r k = 1 auf den Faktorisierungen (1.60), deren Fak-
toren analog zu (1.53) definiert sind. Entsprechend folgt auch hier wiederum die Anwendbarkeit von
Folgerung 3.11, so dass sich die jeweilige Stabilita¨tskonstante aus Satz 3.9 mit ν = 2t−1 ergibt.
Offenbar besitzen die in Abschnitt 1.3 vorgestellten Algorithmen ein a¨hnliches Rundungsfehlerverhal-
ten, was nicht zuletzt darauf beruht, dass die zugrunde liegenden Faktorisierungen auf orthogonalen
du¨nnbesetzten Matrizen beruhen und a¨hnlich viele Faktoren enthalten.
Bemerkung 3.13. (i) Wenden wir [54], Theorem 8.3, auf den hier vorgestellten Algorithmus 1.15 an,
so ergibt sich im Fall x = xˆ als Stabilita¨tskonstante
kn = (2 log2(n)− 1)(1 +
√
2) + 2
2 log2(n)−1∑
s=1
ηs .
Hierbei wird jedoch anstelle von (2.6) angenommen, dass sich die absoluten Fehler sa¨mtlicher Eintra¨ge
innerhalb einer Matrix A(s) betragsma¨ßig durch ηsu abscha¨tzen lassen. Gehen wir im optimalen Fall
wiederum von einem direkten Aufruf aus, ergibt sich jeweils ηs = 12 und somit die Stabilita¨tskonstante
kn = (2 log2(n)− 1)(2 +
√
2) ≈ 3.414214 · (2 log2(n)− 1) , (3.30)
welche wegen 32
√
6 ≈ 3.674235 im Vergleich zu der aus dem Modell (2.6) gewonnenen Konstante
(3.29b) etwas kleiner ist. Unter ada¨quaten Voraussetzungen liefert (3.28) fu¨r diesen Fall jedoch die
kleinere Schranke
kn = (2 log2(n)− 1)
(
1
2
√
2 +
4
3
√
3
)
≈ 3, 016508 · (2 log2(n)− 1). (3.31)
(ii) In [54, Example 8.10] ist fu¨r eine leicht abgewandelte Variante von Algorithmus 1.15 im Fall x = xˆ
als Stabilita¨tskonstante
kn = (2 +
√
2) log2(n)− 1 + 2
log2(n)+1∑
s=3
c8n,s + 2c8n,log2(n)+3
angegeben, wobei c8n,su jeweils als obere Schranken des absoluten Vorberechnungsfehlers fu¨r die je-
weiligen Sinus- und Kosinuswerte vorausgesetzt werden. Unter der Annahme, dass alle Sinus- und
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Kosinuswerte tabelliert sind und direkt abgerufen werden ko¨nnen, sind diese Schranken alle jeweils 12u,
so dass sich damit die wegen 3+
√
2
2 ≈ 2.207107 im Vergleich zu (3.31) bessere Konstante
kn = (2 +
√
2) log2(n)− 1 + 2(log2(n)− 1)
1
2
+ 1 =
(
3 +
√
2
2
)
(2 log2(n)− 1) +
1 +
√
2
2
(3.32)
ergibt. Diese Verbesserung beruht im Wesentlichen auf der Modifizierung von Algorithmus 1.15, bei der
anstelle der Matrizen Tn(0) zuna¨chst die Butterfly-Matrizen
√
2Tn(0) verwendet werden, welche keine
Rundungsfehler durch Multiplikationen verursachen, und am Ende durch eine entsprechende Potenz
von
√
2 dividiert wird. In der speziellen Struktur von skalierten Butterfly-Matrizen befindet sich somit
noch Potenzial zur Verbesserung der in Satz 3.12 hergeleiteten Stabilita¨tskonstanten.
(iii) Bei der Herleitung der Stabilita¨tskonstanten in [54, Example 8.11] ist ein Rechenfehler aufgetreten.
Wenden wir [54, Theorem 8.3] auf die dort angegebene von (1.35) etwas abweichende Faktorisierung
fu¨r die Matrix CIIIn an, so ergibt sich fu¨r xˆ = x die Stabilita¨tskonstante
kn = t(1 +
√
2 + 2c4n,3) +
t+2∑
s=4
(1 +
√
2 + 2c4n,s) + (t− 2)
(
1 +
√
2 +
4√
2
c4n,3
)
= t(1 +
√
2) + 2tc4n,3 + (t− 1)(1 +
√
2) + 2
t+2∑
s=4
c4n,s + (t− 2)(1 +
√
2) + (t− 2)2
√
2c4n,3
= log2(n)(1 +
√
2)(3 + 2c4n,3) + 2
log2(n)+2∑
s=4
c4n,s − 3(1 +
√
2)− 4
√
2c4n,3 .
Unter der Annahme, dass alle Sinus- und Kosinuswerte tabelliert sind und direkt abgerufen werden
ko¨nnen, sind die entsprechenden Konstanten wiederum jeweils 12 und somit
kn = log2(n)(5 + 4
√
2)− 5
√
2− 4 ≈ 10.656854 · log2(n)− 11.071067 .
Hierbei ist zu beachten, dass es sich in [54], Example 8.11, um eine Faktorisierung in fast orthogonale
Matrizen handelt. Die Anwendung von [54, Theorem 8.3] auf die nur orthogonale Matrizen enthaltende
Faktorisierung (1.35) liefert fu¨r den Fall xˆ = x die Stabilita¨tskonstante
kn = 3(log2(n)− 1)(1 +
√
2) + 2
3(log2(n)−1)∑
s=1
ηs .
Unter der bei direktem Aufruf aller Sinus- und Kosinuswerte sinnvollen Annahme ηs = 12 fu¨r alle
s ergibt sich dann aufgrund von 92
√
6 ≈ 11.022704 die im Vergleich zu (3.29d) nur leicht bessere
Konstante
kn = 3(log2(n)− 1)(2 +
√
2) ≈ 10.242641 · (log2(n)− 1) . (3.33)
Letztere ist jedoch nicht nur aus dem Modell (2.6), sondern mit Hilfe zusa¨tzlicher Voraussetzungen
gewonnen worden. Unter ada¨quaten Annahmen liefert (3.28) die kleinere Konstante
kn =
(
3
2
√
2 + 4
√
3
)
(log2(n)− 1) ≈ 9.049524 · (log2(n)− 1) . (3.34)
(iv) Fu¨r die Algorithmen 1.19 – 1.22 mit k = 0 ergibt sich fu¨r x = xˆ nach [54], Theorem 8.3, jeweils
die Stabilita¨tskonstante
kn = 2(log2(n)− 1)(1 +
√
2) + 2
2(log2(n)−1)∑
s=1
ηs .
Unter der optimalen Annahme ηs = 12 fu¨r alle s, die beispielsweise durch direkten Aufruf erreicht
werden kann, ergibt sich dann die im Vergleich zu (3.29f) etwas kleinere Konstante
kn = 2(log2(n)− 1)(2 +
√
2) ≈ 6.828427 · (log2(n)− 1) . (3.35)
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Diese Verbesserung ist jedoch wiederum nicht nur aus dem Modell (2.6), sondern nur mit zusa¨tzli-
chen Annahmen zu erreichen. Unter vergleichbaren Voraussetzungen liefert (3.28) in diesem Fall die
Stabilita¨tskonstante
kn = 2(log2(n)− 1)
(
1
2
√
2 +
4
3
√
3
)
≈ 6.033016 · (log2(n)− 1) , (3.36)
welche noch kleiner als (3.35) ist. 
Die mit Hilfe der neuen optimalen Ungleichungen aus Lemma 3.7 gewonnenen Fehlerabscha¨tzungen
in Folgerung 3.8 und schließlich in Satz 3.9 sind die Hauptergebnisse dieses Unterabschnittes. Obwohl
sie im Wesentlichen nur auf dem Wilkinson-Modell (2.6) beruhen, sind die gewonnenen Stabilita¨tskon-
stanten mit denen aus [54], Theorem 8.3, vergleichbar. Dabei werden in [54] zusa¨tzliche Parameter fu¨r
den absoluten Vorberechnungsfehler zur Verfu¨gung gestellt. Unter ada¨quater Abwandlung der Voraus-
setzungen von Folgerung 3.5 sind wir wegen 43
√
3 < 1 +
√
2 in der Lage, im Vergleich zu [54], Theorem
8.3, verbesserte Konstanten anzugeben.
3.1.2 Stabilita¨tskonstanten unter Beru¨cksichtigung skalierter Butterfly-Matrizen
Bei der Herleitung der Stabilita¨tskonstanten in [54] ist an manchen Stellen verwendet worden, dass die
Matrizen Tn(0) mittels Permutationen auf Blockdiagonalgestalt u¨berfu¨hrt werden ko¨nnen, wobei die
Blo¨cke jeweils skalierte Butterfly-Matrizen der Gestalt
s
(
1 1
1 −1
)
(s 6= 0) (3.37)
sind. Eine reine Butterfly-Matrix (s = 1) liefert fu¨r einen Vektor x = (x0, x1)T ∈ G2 wegen
fl(x0 + x1) = (x0 + x1)(1 + ε+) ,
fl(x0 − x1) = (x0 − x1)(1 + ε−)
mit |ε+|, |ε−| ≤ u nach Umstellen, U¨bergang zu Betra¨gen, Quadrieren, Aufsummieren der resul-
tierenden Ungleichungen und anschließendem Wurzelziehen die zu [43, Lemma 5.2 (i)] a¨quivalente
Abscha¨tzung ∥∥∥∥fl((1 11 −1
)
x
)
−
(
1 1
1 −1
)
x
∥∥∥∥
2
≤
√
2‖x‖2u .
Da innerhalb der Gleitkomma-Arithmetik keine Distributivita¨t garantiert wird, gilt fu¨r a, b, c ∈ G im
Allgemeinen
fl(fl(ca) + fl(cb)) 6= fl(c fl(a+ b)) . (3.38)
Unter Anwendung von (2.6) ergeben sich bei der Matrix-Vektor-Multiplikation fu¨r eine mit s ∈ G
skalierte Butterfly-Matrix (3.37) und fu¨r einen Vektor x = (x0, x1)T ∈ G2 die Komponenten
fl(s fl(x0 + x1)) = s fl(x0 + x1)(1 + ε×1 ) = s(x0 + x1)(1 + ε
×
1 + ε
+
1 + ε
×
1 ε
+
1 ) ,
fl(s fl(x0 − x1)) = s fl(x0 − x1)(1 + ε×2 ) = s(x0 − x1)(1 + ε×2 + ε+2 + ε×2 ε+2 )
mit |ε×1 |, |ε+1 |, |ε×2 |, |ε+2 | ≤ u. Somit erfu¨llt der Fehlervektor die komponentenweise Abscha¨tzung∣∣∣∣fl(sfl((1 11 −1
)
x
))
−
(
s s
s −s
)
x
∣∣∣∣ ≤ ∣∣∣∣(s ss −s
)
x
∣∣∣∣ (2u+O(u2)) . (3.39)
Bevor wir nun (3.39) auf Matrix-Vektor-Multiplikationen von Blockdiagonalmatrizen mit Blo¨cken der
Form (3.37) anwenden, leiten wir noch zwei zu (2.19) a¨hnliche Ungleichungen her.
Lemma 3.14. Seien a, b, s ∈ R beliebig. Dann gelten
(|as|+ |bs|+ |as− bs|)2 + (|as|+ |bs|+ |as+ bs|)2 ≤ 2
(
3 +
√
5
)(
a2 + b2
)
s2 , (3.40a)
(|as|+ |bs|+ 2|as− bs|)2 + (|as|+ |bs|+ 2|as+ bs|)2 ≤ 2
(
7 +
√
13
)(
a2 + b2
)
s2 . (3.40b)
Dabei sind die Konstanten 2(3 +
√
5) und 2(7 +
√
13) optimal.
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Beweis: O.B.d.A. ko¨nnen wir annehmen, dass a ≥ b ≥ 0 sowie s > 0 gelten. Da s2 auf beiden Seiten
als Faktor ausgeklammert werden kann, vereinfachen sich die Behauptungen wegen s > 0 zu
a2 + (a+ b)2 ≤ 3+
√
5
2 (a
2 + b2) ,(
a− b3
)2
+ (a+ b)2 ≤ 2(7+
√
13)
9 (a
2 + b2) .
Die jeweilige A¨quivalenz zu den offensichtlich gu¨ltigen Ungleichungen
0 ≤
(
a− 1+
√
5
2 b
)2
,
0 ≤
(
a− 2+
√
13
3 b
)2
la¨sst sich leicht u¨berpru¨fen. Da die Ungleichung (3.40a) beispielsweise fu¨r a = 1,
b = 2
1+
√
5
=
√
5−1
2
und beliebiges s auf beiden Seiten den Wert
(
10 + 2
√
5
)
s2 annimmt und da ebenso die Ungleichung
(3.40b) beispielsweise fu¨r a = 1,
b = 3
2+
√
13
=
√
13−2
3
und beliebiges s auf beiden Seiten den Wert 49
(
65−√13) s2 annimmt, ist sowohl die Konstante 2(3 +√
5) als auch die Konstante 2(7 +
√
13) bestmo¨glich.
Im Vergleich zu Satz 2.12 und Folgerung 3.8 erhalten wir fu¨r diesen Spezialfall nun die folgenden
verbesserten Ergebnisse.
Lemma 3.15. Sei n ∈ N gerade, A ∈ Rn×nG eine Blockdiagonalmatrix mit identischen fast ortho-
gonalen Blo¨cken wie in (3.37) definiert und x ∈ RnG. Weiter seien Aˆ := fl(A) und xˆ = fl(x) die
entsprechenden Gleitkomma-Approximationen und es gelte |Aˆ||xˆ| ∈ RG. Daru¨ber hinaus werde (3.38)
bzw. (3.39) beru¨cksichtigt. Dann sind folgende Aussagen gu¨ltig.
(i) Der Fehlervektor erfu¨llt die komponentenweise Abscha¨tzung∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ ‖A‖2 ‖x‖2
(
2
√
3 +
√
5u + O(u2)
)
. (3.41)
(ii) Fu¨r x = xˆ gilt ∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ ‖A‖2 ‖x‖2
(√
7 +
√
13u + O(u2)
)
. (3.42)
(iii) Im Fall A = Aˆ sowie x = xˆ genu¨gt der Fehlervektor der komponentenweisen Abscha¨tzung∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ ‖A‖2 ‖x‖2
(
2u + O(u2)) . (3.43)
Beweis: Aus (3.39) und damit insbesondere aus |fl(Aˆxˆ) − Aˆxˆ| ≤ |Aˆxˆ| (2u + O(u2)) folgt wie im
Beweis zu Lemma 2.10 sofort∥∥fl(Aˆxˆ)− Aˆxˆ∥∥
2
≤ ‖Aˆ‖2 ‖xˆ‖2
(
2u + O(u2)) ,
womit sich fu¨r A = Aˆ sowie x = xˆ bereits die Aussage (iii) ergibt. Verwenden wir |Aˆxˆ| ≤ |Axˆ|+|A||xˆ|u,
so ergibt sich mit Dreiecksungleichung∣∣ fl(Aˆxˆ)−Axˆ∣∣ ≤ |Aˆxˆ| (2u + O(u2))+ |A||xˆ|u ≤ (2|Axˆ|+ |A||xˆ|) (u + O(u2)) .
Fu¨r xˆ = x folgt dann wie im Beweis von Satz 2.12 mit Ungleichung (3.40b) die Aussage (ii), wobei
hier verwendet wird, dass die Spektralnorm einer Matrix der Form (3.37) genau
√
2s2 ist. Andern-
falls erhalten wir mit Dreiecksungleichung sowie mit |Axˆ| ≤ |Ax| + |A||x|u und |xˆ| ≤ |x|(1 + u) die
komponentenweise Ungleichungskette∣∣fl(Aˆxˆ)−Ax∣∣ ≤ (2|Axˆ|+ |A||xˆ|) (u + O(u2))+ |A||x|u ≤ (|Ax|+ |A||x|) (2u + O(u2)) .
Die Aussage (i) folgt nun wie im Beweis von Satz 2.12 aus Ungleichung (3.40a) analog zuvor.
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Verwenden wir in Lemma 3.15 fu¨r den Fall x = xˆ wiederum wie in [54] vorgeschlagen eine gleichma¨ßige
obere Schranke ηu fu¨r die Eintra¨ge von |A−Aˆ| und beachten, dass dies aufgrund der identischen Blo¨cke
(3.37) zu der Bedingung |s− sˆ| ≤ ηu a¨quivalent ist, ergibt sich aus |Aˆxˆ| ≤ |Ax|+Bη|x|u mit B wie in
Lemma 3.4 definiert und aus der daraus resultierenden komponentenweisen Ungleichung∣∣ fl(Aˆxˆ)−Axˆ∣∣ ≤ |Ax| (2u + O(u2))+ |(A− Aˆ)x|
analog zum Beweis von Lemma 2.10 nach U¨bergang zu Normen u¨ber Dreiecksungleichung somit
∥∥fl(Aˆxˆ)−Ax∥∥
2
≤ ‖A‖2‖x‖2
(
2u + O(u2))+ η
∥∥∥∥∥∥
n
2⊕
k=1
(
1 1
1 −1
)∥∥∥∥∥∥
2
‖x‖2u .
Wegen ‖A‖2 =
√
2|s| erhalten wir nun die zu [43], Lemma 5.2 (ii), a¨quivalente Abscha¨tzung∥∥fl(Aˆxˆ)−Ax∥∥
2
≤
(
2
√
2|s|+
√
2η + O(u)
)
u
∥∥x∥∥
2
. (3.44)
Fu¨r orthogonale Matrizen A haben wir in diesem Fall die Konstante 2 +
√
2η gewonnen. Mit Hilfe von
Lemma 3.15 lassen sich nun die Stabilita¨tskonstanten von Satz 3.9 fu¨r Spezialfa¨lle noch verbessern.
Satz 3.16. Sei n ∈ N gerade, A ∈ Rn×nG und x ∈ RnG. Weiterhin existiere eine Faktorisierung (3.12)
von A, wobei jede Matrix A(m), m = 1, . . . , ν eine direkte Summe von Drehmatrizen der Form (1.24)
ist. Besitzen µ ≤ ν der Blockdiagonalmatrizen A(m), m = 1, . . . , ν, die Gestalt
A(m) =
n
2⊕
k=1
Q2
(
pi
4
)
(3.45)
und findet (3.38) bei der Implementierung Beru¨cksichtigung, so genu¨gt der Vorwa¨rtsfehler
∆y := fl
(
Aˆ(ν) fl
(
. . . Aˆ(2) fl
(
Aˆ(1)xˆ
)))
−Ax
unter Ausschluss von U¨ber- und Unterlauf der Ungleichung ‖∆y‖2 ≤
(
knu+O(u2)
) ‖x‖2 mit
kn =

√
7 +
√
13 (µ− 1) + 2
√
3 +
√
5 fu¨r µ = ν,
3
2
√
6 (ν − µ) +
√
7 +
√
13(µ− 1) + 2
√
3 +
√
5 fu¨r µ < ν und (3.45) fu¨r m = 1,
3
2
√
6 (ν − µ− 1) +
√
7 +
√
13µ + 8
√
2
5 sonst.
Fu¨r x = xˆ gilt die Ungleichung bereits mit
kn = 32
√
6 (ν − µ) +
√
7 +
√
13µ .
Beweis: Analog zum Beweis von Satz 3.9 la¨sst sich ‖∆y‖2 u¨ber die Ungleichung
‖∆y‖2 ≤
ν∑
m=2
∥∥∥y˜(m) −A(m)y˜(m−1)∥∥∥
2
+
∥∥∥y˜(1) −A(1)y(0)∥∥∥
2
abscha¨tzen. Da sich die Zwischenergebnisse y˜(m−1) bereits in Gn befinden, ergeben sich nach Folgerung
3.8 und Lemma 3.15 fu¨r m ≥ 2 weiterhin
∥∥∥y˜(m) −A(m)y˜(m−1)∥∥∥
2
≤

√
7 +
√
13 ‖y˜(m−1)‖2
(
u + O(u2)) im Fall (3.45),
3
2
√
6 ‖y˜(m−1)‖2
(
u + O(u2)) sonst.
Ebenso ergibt sich
∥∥∥y˜(1) −A(1)y(0)∥∥∥
2
≤

2
√
3 +
√
5 ‖x‖2
(
u + O(u2)) im Fall (3.45),
8
√
2
5 ‖x‖2
(
u + O(u2)) sonst
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bzw. fu¨r x = xˆ dann
∥∥∥y˜(1) −A(1)y(0)∥∥∥
2
≤

√
7 +
√
13 ‖x‖2
(
u + O(u2)) im Fall (3.45),
3
2
√
6 ‖x‖2
(
u + O(u2)) sonst.
Mit ‖y˜(m)‖2 ≤ ‖x‖2(1 +O(u)) folgen nun alle Behauptungen.
Sind zusa¨tzlich gleichma¨ßige obere Schranken ηmu fu¨r die Eintra¨ge von |A(m) − Aˆ(m)|, m = 1, . . . , ν,
bekannt, so erhalten wir mittels der nach Folgerung 3.5 gewonnenen Konstante 43
√
3 + 2ηm sowie mit
der fu¨r orthogonale Matrizen aus (3.44) resultierenden Konstante 2 +
√
2ηm im Fall x = xˆ unter
denselben Voraussetzungen wie in Satz 3.16 als Stabilita¨tskonstante
kn =
4
3
√
3(ν − µ) + 2µ+
√
2
ν∑
m=1
ηm (3.46)
bzw.
kn =
4
3
√
3(ν − µ) + 2µ+ 1
2
√
2 ν (3.47)
bei direktem Aufruf, d.h., falls ηm = 12 fu¨r alle m garantiert werden kann. Wie Satz 3.9 la¨sst sich nun
ebenso Satz 3.16 weiter verallgemeinern, wenn beru¨cksichtigt wird, dass Permutations- und Vorzei-
chenskalierungsmatrizen keinen Einfluss auf Rundungsfehler ausu¨ben.
Folgerung 3.17. Sei n ∈ N gerade, A ∈ Rn×nG und x ∈ RnG. Weiterhin existiere eine Faktorisierung
(3.12) von A.
(i) Ist jede der Matrizen A(m), m = 1, . . . , ν, eine direkte Summe von Drehmatrizen der Form
(1.24) und besitzen µ ≤ ν dieser Matrizen die Darstellung (3.45), dann gelten dieselben Fehler-
abscha¨tzungen wie in Satz 3.16 auch fu¨r AT und die entsprechend transponierte Faktorisierung,
wobei hier die Rollen von A(1) und A(ν) vertauscht sind.
(ii) Ist jede der Matrizen A(m), m = 1, . . . , ν, durch Permutations- oder Vorzeichenskalierungsmatri-
zen in eine direkte Summe von Drehmatrizen der Form (1.24) u¨berfu¨hrbar (wobei gegebenenfalls
auch Winkel ϕ = 0 zugelassen ist) und enthalten µ ≤ ν dieser Matrizen nur Blo¨cke (1.24) mit
ϕ = pi4 oder ϕ = 0, dann gelten dieselben Fehlerabscha¨tzungen wie in Satz 3.16.
Beweis: Die Behauptungen ergeben sich wie fu¨r Folgerung 3.11.
Folgerung 3.17 erlaubt es uns nun, fu¨r die Algorithmen aus Abschnitt 1.3 Stabilita¨tskonstanten herzu-
leiten, indem wir noch mehr auf die Struktur der beteiligten Matrixfaktoren eingehen.
Satz 3.18. Seien t ≥ 2, n = 2t sowie x ∈ RnG gegeben.
(i) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation CIVn x mittels der Algorithmen 1.15 und
1.18 ergibt sich fu¨r t ≥ 3 die Stabilita¨tskonstante
kn =
(
3
2
√
6 +
√
7 +
√
13
)
(log2(n)− 1) +

3
2
√
6 , falls x = xˆ ,
8
√
2
5 sonst.
Im Fall t = 2 erhalten wir
k4 = 32
√
6 + 2
√
7 +
√
13 +

0 , falls x = xˆ ,
8
√
2
5 − 32
√
6 fu¨r Algorithmus 1.15 ,
2
√
3 +
√
5−
√
7 +
√
13 fu¨r Algorithmus 1.18 .
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(ii) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x mittels der Algorithmen
1.16 und 1.17 ergibt sich fu¨r t ≥ 3 die Stabilita¨tskonstante
kn =
(
3
2
√
6 + 2
√
7 +
√
13
)
(log2(n)− 1) +

0 , falls x = xˆ ,
8
√
2
5 − 32
√
6 fu¨r Algorithmus 1.16 ,
2
√
3 +
√
5−
√
7 +
√
13 fu¨r Algorithmus 1.17 .
Im Fall t = 2 erhalten wir
k4 =

3
2
√
6 +
√
7 +
√
13 , falls x = xˆ ,√
7 +
√
13 + 8
√
2
5 fu¨r Algorithmus 1.16 ,
3
2
√
6 + 2
√
3 +
√
5 fu¨r Algorithmus 1.17 .
(iii) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x mittels der Algorithmen
1.19 und 1.20 mit k = 0 ergibt sich die Stabilita¨tskonstante
kn =
(
3
2
√
6 +
√
7 +
√
13
)
(log2(n)− 1) +
0 , falls x = xˆ ,2√3 +√5−√7 +√13 sonst .
(iv) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation CIVn x mittels der Algorithmen 1.19 und
1.20 mit k = 1 ergibt sich die Stabilita¨tskonstanten
kn = 32
√
6 log2(n) +
√
7 +
√
13(log2(n)− 1) +

0 , falls x = xˆ ,
8
√
2
5 − 32
√
6 fu¨r Alg. 1.19 ,
2
√
3 +
√
5−
√
7 +
√
13 fu¨r Alg. 1.20 .
(v) Fu¨r die Berechnung der Matrix-Vektor-Multiplikationen SIIn x und S
III
n x mittels der Algorithmen
1.21 und 1.22 mit k = 0 ergeben sich dieselben Stabilita¨tskonstanten wie bei (iii).
(vi) Fu¨r die Berechnung der Matrix-Vektor-Multiplikation SIVn x mittels der Algorithmen 1.21 und
1.22 mit k = 1 ergeben sich die Stabilita¨tskonstanten
kn = 32
√
6 log2(n) +
√
7 +
√
13(log2(n)− 1) +

0 , falls x = xˆ ,
2
√
3 +
√
5−
√
7 +
√
13 fu¨r Alg. 1.21 ,
8
√
2
5 − 32
√
6 fu¨r Alg. 1.22 .
Beweis: Es genu¨gt, jeweils die Anzahl der skalierten Butterfly-Matrizen zu ermitteln und zu u¨ber-
pru¨fen, ob die erste Matrix eine solche ist.
(i) Die beiden Algorithmen zur Berechnung der DCT-IV(n) basieren auf den Faktorisierungen (1.32)
und (1.33) bzw. auf den dazu transponierten Gleichungen (1.37) und (1.39). Von den betreffenden
Matrizen sind nur die B(s)n skalierte Butterfly-Matrizen. Somit ist fu¨r t ≥ 3 Satz 3.16 bzw. Folgerung
3.17 mit ν = 2t− 1 und µ = t− 1 anzuwenden, wobei (3.45) fu¨r m = 1 nicht erfu¨llt ist. Fu¨r t = 2 ist
ν = 3 und µ = 2, wobei in der ersten Gleichung von (1.39) der erste wesentliche Matrixfaktor ho¨chstens
skalierte Butterfly-Blo¨cke entha¨lt.
(ii) Aus den entsprechenden Faktorisierungen (1.35) und (1.38) fu¨r t ≥ 3 geht hervor, dass Satz 3.16
bzw. Folgerung 3.17 mit ν = 3(t − 1) und µ = 2(t − 1) angewandt werden kann, wobei der erste
wesentliche Matrixfaktor in (1.38) ho¨chstens skalierte Butterfly-Blo¨cke besitzt. Fu¨r t = 2 ist hier ν = 2
72
sowie µ = 1 zu wa¨hlen, wobei in der zweiten Gleichung von (1.39) der erste wesentliche Matrixfaktor
ho¨chstens skalierte Butterfly-Blo¨cke entha¨lt.
(iii) Fu¨r k = 0 basieren die Algorithmen 1.19 und 1.20 auf den Faktorisierungen (1.45). Von den jeweils
2(t− 1) wesentlichen Matrixfaktoren ist Tn(β0) mittels Permutationen und Vorzeichenskalierungsma-
trizen auf die Gestalt (3.45) u¨berfu¨hrbar. Genauso bewirken die Matrizen An(βs), s = 1, . . . , t − 2,
ho¨chstens skalierte Butterfly-Operationen. Somit la¨sst sich in diesem Fall Satz 3.16 bzw. Folgerung
3.17 mit ν = 2(t− 1) und µ = t− 1 anwenden.
(iv) Fu¨r k = 1 basieren die Algorithmen 1.19 und 1.20 auf den Faktorisierungen (1.48). Da An(γ0) im
Gegensatz zu An(β0) keine Permutationsmatrix ist, sondern ho¨chstens skalierte Butterfly-Operationen
bewirkt, ist hier ein wesentlicher Matrixfaktor mehr als bei (iii) vorhanden. Jedoch entha¨lt nun Tn(γ0)
auch Drehmatrizen fu¨r ϕ ∈]0, pi4 [. Somit findet Satz 3.16 bzw. Folgerung 3.17 hier mit ν = 2t− 1 und
µ = t− 1 Anwendung.
(v) Da die Algorithmen 1.21 und 1.22 fu¨r k = 0 auf den Faktorisierungen (1.55) basieren, A˘n(β˘0)
lediglich eine Permutationsmatrix ist und die Matrizen T˘n(β˘0) und A˘n(β˘s), s = 1, . . . , t− 2 ho¨chstens
skalierte Butterfly-Operationen, kann hier analog zu (iii) Satz 3.16 bzw. Folgerung 3.17 mit ν = 2(t−1)
und µ = t− 1 angewandt werden.
(vi) Da die Algorithmen 1.21 und 1.22 fu¨r k = 1 auf den Faktorisierungen (1.60) basieren, folgt die
Behauptung analog zu (iv).
Bemerkung 3.19. (i) Die Stabilita¨tskonstante in Satz 3.18 (i) fu¨r die Berechnung der Matrix-Vektor-
Multiplikation CIVn x mittels der Algorithmen 1.15 und 1.18 im Fall x = xˆ ist wegen
3
2
√
6 +
√
7 +
√
13 ≈ 6.930851 (3.48)
und 3
√
6 ≈ 7.348469 im Vergleich mit der in Satz 3.12 (i) gewonnenen Konstante (3.29b) besser.
Daru¨ber hinaus wird – selbst fu¨r den bestmo¨glichen Fall η = 12 – die aus der Anwendung von [54,
Lemma 8.3] resultierende Abscha¨tzung (3.30) unterboten (vgl. Bemerkung 3.13 (i)). Unter ada¨quaten
Voraussetzungen liefert (3.46) mit ν = 2t− 1 und µ = t− 1 sogar
kn =
(
4
3
√
3 + 2 +
√
2
)
log2(n)−
(
2 + 12
√
2
)
≈ 5.723615 · log2(n)− 2.707107 . (3.49)
(ii) Betrachten wir nun wiederum die leicht abgewandelte Variante von Algorithmus 1.15 im Fall x = xˆ
aus [54, Example 8.10] haben wir uns aufgrund von (3.48) und 3 +
√
2 ≈ 4.414214 mit der Konstanten
aus Satz 3.18 (i) vergleichsweise wenig an die Schranke (3.32) heran bewegen ko¨nnen. Das liegt zum
einen daran, dass wir die Multiplikation mit s = 1√
2
= cos
(
pi
4
)
= sin
(
pi
4
)
bei den skalierten Butterfly-
Matrizen mit Blo¨cken der Gestalt (3.37) zwar unter Beru¨cksichtigung von (3.38) als in gu¨nstigerer
Weise durchgefu¨hrt angenommen haben, jedoch diese Multiplikationen in [54, Example 8.10] erst am
Ende als eine solche zusammengefasst auftreten. Aufgrund dessen erscheinen bei der Herleitung unserer
Abscha¨tzungen mehr Terme fu¨r diese Multiplikation, so dass die Konstante insgesamt gro¨ßer ist. Da
es sich jedoch nicht um denselben Algorithmus handelt, ist dies nicht verwunderlich.
(iii) Fu¨r die Algorithmen 1.16 und 1.17 liefert Folgerung 3.18 (ii) im Fall x = xˆ wegen
3
2
√
6 + 2
√
7 +
√
13 ≈ 10.187468 (3.50)
und 92
√
6 ≈ 11.022704 im Vergleich zu (3.29d) aus Satz 3.12 (ii) eine Verbesserung. Ebenso gewinnt
im Vergleich zu (3.34) die aus (3.46) mit ν = 3(t− 1) und µ = 2(t− 1) (vgl. Beweis von Satz 3.18 (ii))
sowie jeweils ηm = 12 resultierende Konstante
kn =
(
4
3
√
3 + 4 + 32
√
2
)
(log2(n)− 1) ≈ 8.430721 · (log2(n)− 1) . (3.51)
(iv) Schließlich bedeuten die Aussagen aus Satz 3.18 (iii)-(vi) fu¨r die Algorithmen 1.19 – 1.22 analog
zu (i) jeweils eine Verbesserung von Satz 3.12 (iii)-(vi). Daru¨ber hinaus liefert (3.46) im Fall x = xˆ mit
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µ = t− 1 und ηm = 12 sowie ν = 2(t− 1) fu¨r k = 0 bzw. ν = 2t− 1 fu¨r k = 1 die Konstanten
kn =
{(
4
3
√
3 + 2 +
√
2
)
(log2(n)− 1) im Fall k = 0 ,(
4
3
√
3 + 2 +
√
2
)
log2(n)− 2− 12
√
2 im Fall k = 1 .
(3.52)
Wegen
4
3
√
3 + 2 +
√
2 ≈ 5.723615 (3.53)
sind die Konstanten (3.52) ebenfalls kleiner als (3.36).
(v) Eine Faktorisierung der Matrix
√
nCIIn bzw.
√
nCIVn fu¨r eine Zweierpotenz n = 2
t in fast orthogo-
nale du¨nnbesetzte Matrizen liegt den Algorithmen 3.1 und 3.2 in [43] zugrunde. Sie la¨sst sich jeweils
aus (1.45) bzw. (1.48) gewinnen, indem alle Faktoren Tn(βs) bzw. Tn(γs), s = 0, . . . , t − 1, mit
√
2
multipliziert werden. Da sowohl
√
2CII2 als auch
√
2Tn(0) (vgl. (1.16)) reine Butterfly-Operationen
enthalten, kann die Anzahl der Multiplikationen deutlich reduziert werden. Im Gegenzug enthalten
die Matrizen
√
2CIV2 und
√
2Tn(1) (vgl. (1.18)) anstelle von Drehungen nun skalierte Drehungen. Mit
den Ungleichungen aus [43, Lemma 5.2 (i) und (iii)] wird unter Beru¨cksichtigung der abschließenden
Skalierung mit 1/
√
n in [43, Theorem 5.3 und 5.4] die Stabilita¨tskonstante
kn =
(
4
3
√
3 + 12
√
2 + 3
)
(log2(n)− 1) ≈ 6.016508 · (log2(n)− 1) (3.54)
fu¨r die Algorithmen 3.1 und 3.2 aus [43] hergeleitet. Dabei wird vorausgesetzt, dass sowohl
√
2 als auch
sa¨mtliche Matrixeintra¨ge
√
2 cos(α) und
√
2 sin(α) fu¨r
α ∈
{
(2k + 1)pi
2s+3
∣∣∣ k = 0, . . . , 2s − 1; s = 0, . . . , log2(n)− 2} (3.55)
mit jeweils einem betragsma¨ßig durch u beschra¨nkten absoluten Fehler vorberechnet werden. Aus (3.53)
erkennen wir jedoch, dass die Stabilita¨tskonstante (3.52) nicht unterboten wird.
(vi) Eine modifizierte diskrete Kosinustransformation vom Typ II (MDCT-II) wird in [43, Algorithmus
3.4] angegeben, welche auf einer lediglich du¨nnbesetzte Matrizen enthaltenden Faktorisierung beruht,
die durch iterierte Anwendung von
√
nCIIn = P
T
n
(
In1 ⊕
√
2P Tn1An1(1)
)(√
n1C
II
n1 ⊕
(√
n2C
II
n2 ⊕
√
n2C
II
n2
)
Tn1(1)
)√
2Tn(0) (3.56)
entsteht. Einerseits vermeiden wir hier die skalierten Drehungen wie bei (v) und wegen
√
2P Tn1An1(1)
(vgl. (1.17)) treten weitere reine Butterfly-Operationen auf. Jedoch sind die beteiligten Matrizen mit
wenigen Ausnahmen nicht einmal mehr fast orthogonal. Demzufolge ist die in [43, Theorem 5.6] ermit-
telte Stabilita¨tskonstante nur noch in der Gro¨ßenordnung
√
n log2(n). 
In diesem Unterabschnitt haben wir die Abscha¨tzungen aus dem vorangegangenen Unterabschnitt
noch weiter verscha¨rfen ko¨nnen, in dem wir fu¨r Blockdiagonalmatrizen mit identischen Blo¨cken der
Gestalt (3.37) unter Beru¨cksichtigung von (3.38) bessere komponentenweise zu lesende Ungleichungen
verwenden. Analog Lemma 3.7 in Unterabschnitt 3.1.1 sind die optimalen Ungleichungen in Lemma
3.14 die wesentlichen Werkzeuge, um die Hauptergebnisse in Lemma 3.15 und schließlich in Satz 3.16
zu erhalten. Die gesuchten Stabilita¨tskonstanten fu¨r die in Abschnitt 1.3 vorgestellten Algorithmen
finden sich in Satz 3.18. Daru¨ber hinaus liefert (3.46) mit den Bezeichnungen aus Satz 3.16 kleinere
Schranken sowohl im Vergleich zu [54, Theorem 8.3], obwohl die Voraussetzungen fu¨r den betrachteten
Fall angepasst sind, als auch im Vergleich zu [43, Theorem 5.3 und 5.4]. Abschließend sind die Kon-
stanten aus den Sa¨tzen 3.12 und 3.18 sowie aus (3.26), (3.28) und (3.47) in Tabelle 3.2 fu¨r ausgewa¨hlte
t bzw. n zusammengestellt. Nach einem Vergleich mit Tabelle 3.1 gelangen wir zu dem Schluss, dass die
Anwendung der in Abschnitt 1.3 vorgestellten schnellen Algorithmen im Hinblick auf die Genauigkeit
selbst schon fu¨r kleine n einer ”naiven“ Implementierung vorzuziehen ist.
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Stabilita¨tskonstanten im Fall x = xˆ Satz 3.12 (3.26) (3.28) Satz 3.18 (3.47)
DCT-II(n) mit Alg. 1.19 k8 14.6969 13.6569 12.0660 13.8617 11.4472
k16 22.0454 20.4853 18.0990 20.7926 17.1708
sowie k32 29.3939 27.3137 24.1321 27.7234 22.8945
k64 36.7423 34.1421 30.1651 34.6543 28.6181
DCT-III(n) mit Alg. 1.20 k128 44.0908 40.9706 36.1981 41.5851 34.3417
DST-III(n) mit Alg. 1.21 k256 51.4393 47.7990 42.2311 48.5160 40.0653
DST-II(n) mit Alg. 1.22 k512 58.7878 54.6274 48.2641 55.4468 45.7889
k1024 66.1362 61.4558 54.2971 62.3777 51.5125
mit ν = 2(t− 1) k2048 73.4847 68.2843 60.3302 69.3085 57.2361
bzw. µ = t− 1 k4096 80.8332 75.1127 66.3632 76.2394 62.9598
DCT-IV(n) mit Alg. 1.15 k8 18.3712 17.0711 15.0825 17.5359 14.4637
Alg. 1.18 k16 25.7196 23.8995 21.1156 24.4668 20.1874
Alg. 1.19 k32 33.0681 30.7279 27.1486 31.3976 25.9110
Alg. 1.20 k64 40.4166 37.5563 33.1816 38.3285 31.6346
sowie k128 47.7650 44.3848 39.2146 45.2593 37.3582
k256 55.1135 51.2132 45.2476 52.1902 43.0818
DST-IV(n) mit Alg. 1.21 k512 62.4620 58.0416 51.2806 59.1210 48.8054
Alg. 1.22 k1024 69.8105 64.8701 57.3136 66.0519 54.5290
mit ν = 2t− 1 k2048 77.1589 71.6985 63.3467 72.9827 60.2527
bzw. µ = t− 1 k4096 84.5074 78.5269 69.3797 79.9136 65.9763
DCT-III(n) mit Alg. 1.16 k8 22.0454 20.4853 18.0990 20.3749 16.8614
k16 33.0681 30.7279 27.1486 30.5624 25.2922
sowie k32 44.0908 40.9706 36.1981 40.7499 33.7229
k64 55.1135 51.2132 45.2476 50.9373 42.1536
DCT-II(n) mit Alg. 1.17 k128 66.1362 61.4558 54.2971 61.1248 50.5843
k256 77.1589 71.6985 63.3467 71.3123 59.0150
mit ν = 3(t− 1) k512 88.1816 81.9411 72.3962 81.4997 67.4458
bzw. µ = 2(t− 1) k1024 99.2043 92.1838 81.4457 91.6872 75.8765
Tabelle 3.2: Stabilita¨tskonstanten im Fall x = xˆ fu¨r die DCT- und DST-Algorithmen 1.15 – 1.22.
3.2 Stochastische Rundungsfehleranalyse
Die in Abschnitt 3.1 erhaltenen Stabilita¨tskonstanten basieren auf der Verwendung oberer Schran-
ken fu¨r die bei jedem Rechenschritt auftretenden relativen Rundungsfehler. Im Allgemeinen ko¨nnen
wir jedoch davon ausgehen, dass selbst im schlechtesten Fall die oberen Schranken nicht bei jedem
Rechenschritt angenommen werden. Somit werden die Abscha¨tzungen aus Abschnitt 3.1 erwartungs-
gema¨ß pessimistischer ausfallen als notwendig. Daher interessiert uns neben oberen Schranken auch
eine Vorhersage fu¨r die mittlere Fehlernorm sowie ein zugeho¨riges Konfidenzintervall. Beides erhal-
ten wir gegebenenfalls im Zuge einer stochastischen Rundungsfehleranalyse. Dazu werden sowohl alle
auftretenden relativen Rundungsfehler als auch alle verwendeten Gleitkommazahlen als reelle Zufalls-
variablen mit endlichem Erwartungswert und endlicher Varianz aufgefasst. Die genaue Definition sowie
die Eigenschaften von reellen Zufallsvariablen sind im Anhang A.1 zu finden.
Bemerkung 3.20. U¨ber die spezielle Verteilung der auftretenden relativen Fehler ist wenig bekannt.
Daher wird beispielsweise in [8] anstelle des relativen Fehlers (dort mit r3 bezeichnet) der standardi-
sierte Fehler (dort mit r1 bezeichnet) und der fraktionale Fehler (dort mit r2 bezeichnet) untersucht,
der bei der Multiplikation (einschließlich erneuter Normalisierung) zweier normalisierter Gleitkomma-
Zahlen auftritt. Die entsprechenden Angaben zu Erwartungswerten µ+O(u3) und Varianzen V+O(u3)
in Abha¨ngigkeit von der gewa¨hlten Rundungsart sowie vom Zeitpunkt der Normalisierung finden sich
in [8, Theorem 2.1] und der zugeho¨rigen Tabelle. Sind die Exponenten der Faktoren fest gewa¨hlt, er-
halten wir sofort auch Scha¨tzwerte fu¨r Erwartungswert und Varianz des zugeho¨rigen absoluten Fehlers.
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Der relative Fehler erfu¨llt zwar aufgrund der Normalisierung der Mantissen der einzelnen Faktoren die
Beziehung
r1 ≤ r3 ≤ β2r1 ,
jedoch sind die entsprechenden zugrunde liegenden Wahrscheinlichskeitsdichten vo¨llig verschieden.
Ebenso wird in [75, Remark 2.2] eingera¨umt, dass wir u¨ber den fraktionalen Fehler η, definiert durch
fl(g1 • g2) = (g1 • g2) + ζ(g1 • g2)η (|η| ≤ u), ζ(g) :=
sign(g) maxz∈Z : z≤log2(|g|) 2
z , g 6= 0,
0 , g = 0,
ein realistischeres Modell als (2.6) erhalten, sich der entsprechende Erwartungswert sowie die Varianz
jedoch fu¨r nicht wenige Klassen von Verteilungen fu¨r den relativen Fehler jeweils nur um einen Faktor
nahe Eins unterscheiden. Dabei fa¨llt auf, dass sich die Definitionen des fraktionalen Fehlers in [8] und
[75] um eine Zweierpotenz unterscheiden. 
Zuna¨chst definieren wir analog zu Abschnitt 3.1 bzw. an Abbildung 3.1 orientierend die durchschnitt-
liche numerische (Ru¨ckwa¨rts-)Stabilita¨t mit Hilfe des Erwartungswertes in Anlehnung an [54].
Definition 3.21 (vgl. [54], Abschnitt 8.1). Ein Algorithmus fu¨r eine Matrix-Vektor-Multiplikation
CX ∈ RnG mit regula¨rer Matrix C ∈ Rn×nG und mit einem Zufallsvektor X ∈ RnG heißt durchschnittlich
normweise ru¨ckwa¨rtsstabil, falls eine Konstante k˘n > 0 mit k˘nu 1 und
E
(‖ ∆X ‖22) ≤ (k˘2nu2 +O (u3))E (‖ X ‖22) (3.57)
existiert. Dabei bezeichnet ∆X den Ru¨ckwa¨rtsfehler gema¨ß Abbildung 3.1.
Ohne uns auf eine genaue Verteilung der einzelnen Zufallsgro¨ßen festzulegen, haben wir in Abschnitt
2.2 nach Mo¨glichkeiten gesucht, ein auf (2.6) abgestimmtes stochastisches Modell zu entwickeln, wel-
ches wir auf die Algorithmen aus Abschnitt 1.3 anwenden ko¨nnen. Die zuna¨chst in Unterabschnitt 2.2.1
geforderte Annahme der stochastischen Unabha¨ngigkeit an die Eingangsdaten erweist sich als ungeeig-
net, da sie im Allgemeinen bereits nach einer Matrix-Vektor-Multiplikation nicht mehr gewa¨hrleistet
werden kann. U¨berdies ist der Fall stochastisch unabha¨ngiger Daten fu¨r die Anwendung – beispiels-
weise im Hinblick auf Grauwerte eines natu¨rlichen Bildes – eher uninteressant. Unter Hinzunahme
der speziellen Blockdiagonalgestalt der auftretenden Matrizen hat sich der bereits von Zeuner [75]
verwendete Ansatz zur Modellierung des bei der Multiplikation zweier komplexer Zahlen auftretenden
relativen Fehlers als gu¨nstig erwiesen. Auf einer Variation von [75, Proposition 2.3] basierend haben wir
in Unterabschnitt 2.2.2 durch Satz 2.26 und durch die abschließende Bemerkung 2.27 alle wesentlichen
Werkzeuge zu einer stochastischen Rundungsfehleranalyse in Gleitkomma-Arithmetik zur Verfu¨gung.
Die entsprechenden Voraussetzungen wollen wir in folgendem Modell zusammenfassen.
Modell 3.22. Sei t ∈ N und n = 2t. Eine Matrix-Vektor-Multiplikation AX ∈ RnG fu¨r einen Zufalls-
vektor X = (Xk)n−1k=0 mit Werten in G
n, die auf einer Faktorisierung der Gestalt
A =
ν∏
m=1
A(m) := A(ν) . . . A(2)A(1) (3.58)
mit Faktoren A(m) ∈ Gn×n basiert, genu¨ge den folgenden Annahmen.
(M1) Die Matrizen A(m) ∈ Gn×n besitzen bis auf Permutationen und Vorzeichenskalierungen Blockdia-
gonalgestalt, d.h., es existieren Matrizen U (m), V (m) ∈ Gn×n, welche lediglich Permutationen
und zeilen- bzw. spaltenweise Vorzeichenskalierungen bewirken, und Matrizen
B(m) =
n
2
−1⊕
k=0
A(m,k) (m = 1, . . . , ν) (3.59)
mit Blo¨cken
A(m,k) :=
(
G
(m,k)
1 G
(m,k)
2
−G(m,k)2 G(m,k)1
) (
k = 0, . . . , n2 − 1, m = 1, . . . , ν
)
, (3.60)
so dass A(m) = U (m)B(m)V (m) gilt.
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(M2) Fu¨r k = 0, . . . , n2 − 1, m = 1, . . . , ν existieren reelle Zufallsvariablen ε
(m,k)
‖·‖22
mit(
G
(m,k)
1
)2
+
(
G
(m,k)
1
)2
= 1 + ε(m,k)‖·‖22
(∣∣∣ε(m,k)‖·‖22 ∣∣∣ ≤ 2u+ u2) , (3.61)
und es gelte
E
(
ε
(m,k)
‖·‖22
)
= 0 (3.61a)
oder
ε
(m,k)
‖·‖22
≤ 0. (3.61b)
(M3) Zu den Blockdiagonalmatrizen B(m) und den rekursiv durch
Y(0) := V (1)X , Z(1) := fl
(
B(1)Y(0)
)
,
Y(m) := V (m+1)U (m)Z(m) , Z(m+1) := fl
(
B(m+1)Y(m)
)
, (m = 1, . . . , ν − 1)
Y(ν) := U (ν)Z(ν)
(3.62)
definierten Zwischenergebnissen Y(m) existieren paarweise unabha¨ngige Zufallsgro¨ßen
ε
(m,k)
1,× , ε
(m,k)
2,× , ε
(m,k)
3,× , ε
(m,k)
4,× , ε
(m,k)
1,+ , ε
(m,k)
2,+ (3.63)
mit
E(ε(m,k)j,× ) = 0 , V(ε
(m,k)
j,× ) = σ
2×u2 (j = 1, 2, 3, 4),
E(ε(m,k)j,+ ) = 0 , V(ε
(m,k)
j,+ ) = σ
2
+u
2 (j = 1, 2)
}
(3.64)
und
fl
(
A(m,k)
(
Y
(m−1)
2k
Y
(m−1)
2k+1
))
=
(
(G(m,k)1 Y
(m−1)
2k +G
(m,k)
2 Y
(m−1)
2k+1 )(1 + ε
(m,k)
1,+ ) + (G
(m,k)
1 Y
(m−1)
2k )ε
(m,k)
1,× + (G
(m,k)
2 Y
(m−1)
2k+1 )ε
(m,k)
2,×
(G(m,k)1 Y
(m−1)
2k+1 −G(m,k)2 Y (m−1)2k )(1 + ε(m,k)2,+ ) + (G(m,k)1 Y (m−1)2k+1 )ε(m,k)3,× − (G(m,k)2 Y (m−1)2k )ε(m,k)4,×
)
fu¨r k = 0, . . . , n2 − 1, m = 1, . . . , ν, wobei jede der Gro¨ßen G
(m,k)
1 , G
(m,k)
2 , Y
(m−1)
2k , Y
(m−1)
2k+1 von
den Gro¨ßen (3.63) unabha¨ngig sei. 
Da Modell 3.22 genau die wesentlichen Voraussetzungen von Satz 2.22, Lemma 2.24 und Satz 2.26
in sich vereint, ko¨nnen wir nun Konstanten k˘n gema¨ß Definition 3.21 fu¨r jeden der Algorithmen aus
Abschnitt 1.3 angeben.
Satz 3.23. Sei t ≥ 2, n = 2t. Genu¨gt die Implementierung in Gleitkomma-Arithmetik allen Annahmen
aus Modell 3.22, dann sind die Algorithmen 1.15 – 1.22 gema¨ß (3.57) durchschnittlich ru¨ckwa¨rtsstabil
mit Stabilita¨tskonstanten
k˘n =

√
2dlog2(2(log2(n)−1))e · 2(log2(n)− 1) ·
(
σ2× + σ2+
)
fu¨r

DCT-II(n) mit Alg. 1.19 ,
DCT-III(n) mit Alg. 1.20 ,
DST-III(n) mit Alg. 1.21 ,
DST-II(n) mit Alg. 1.22 ,
√
2dlog2(2 log2(n)−1)e · (2 log2(n)− 1) ·
(
σ2× + σ2+
)
fu¨r

DCT-IV(n) mit Alg. 1.15 ,
DCT-IV(n) mit Alg. 1.18 ,
DCT-IV(n) mit Alg. 1.19 ,
DCT-IV(n) mit Alg. 1.20 ,
DST-IV(n) mit Alg. 1.21 ,
DST-IV(n) mit Alg. 1.22 ,
√
2dlog2(3(log2(n)−1))e · 3(log2(n)− 1) ·
(
σ2× + σ2+
)
fu¨r
{
DCT-III(n) mit Alg. 1.16 ,
DCT-II(n) mit Alg. 1.17 .
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Beweis: Im ersten Fall basieren die Algorithmen 1.19 – 1.22 fu¨r k = 0 auf den Faktorisierungen (1.45)
bzw. (1.55), welche jeweils aus 2 log2(n)− 1 Faktoren bestehen. Insbesondere bezeichnen An(β0) und
A˘n(β˘0) Permutationsmatrizen. Wegen (1.43) bzw. (1.53) und aufgrund von (1.25) – (1.29) besitzen
die restlichen 2 log2(n)− 2 Faktoren jeweils einen Repra¨sentanten gema¨ß Modellannahme (M1). Daher
ergibt sich die erste Stabilita¨tskonstante als direkte Anwendung von Satz 2.26 mit r = 2(log2(n)− 1).
Im zweiten Fall basieren die Algorithmen 1.15 und 1.18 auf den in Lemma 1.11 und Folgerung 1.13
angegebenen Faktorisierungen (1.32) und (1.37), deren Repra¨sentation in der Gleitkomma-Arithmetik
jeweils genau 2 log2(n)− 1 Faktoren gema¨ß Modellannahme (M1) besitzen. Ebenso enthalten die Pro-
dukte (1.48) bzw. (1.60), welche den Algorithmen 1.19 – 1.22 fu¨r k = 1 zugrunde liegen, jeweils genau
2 log2(n) − 1 analog zu (1.43) bzw. (1.53) definierte Matrizen als Faktoren, von denen jeder einzelne
der Modellannahme (M1) entspricht. Daher ergibt sich die zweite Stabilita¨tskonstante, wenn wir Satz
2.26 mit r = 2 log2(n)− 1 anwenden.
Schließlich werden die Algorithmen 1.16 und 1.17 durch die Faktorisierungen (1.35) bzw. (1.38) be-
schrieben, so dass die Behauptung wiederum aus Satz 2.26 mit r = 3(log2(n)− 1) folgt.
In Tabelle 3.3 sind nun die Stabilita¨tskonstanten kn bzw. k˘n aus Satz 3.12, Satz 3.18 und Satz 3.23 fu¨r
ausgewa¨hlte n mit den in Anhang A.3 gescha¨tzten Gro¨ssen σ× = σ+ = 0.425 angegeben.
n 8 16 32 64 128 256 512 1024
G1: kn aus Satz 3.12 14.6969 22.0454 29.3939 36.7423 44.0908 51.4393 58.7878 66.1362
kn aus Satz 3.18 13.8617 20.7926 27.7234 34.6543 41.5851 48.5160 55.4468 62.3777
k˘n aus Satz 3.23 2.4042 4.1641 4.8083 7.6026 8.3283 8.9956 9.6167 14.4250
G2: kn aus Satz 3.12 18.3712 25.7196 33.0681 40.4166 47.7650 55.1135 62.4620 69.8105
kn aus Satz 3.18 17.5359 24.4668 31.3976 38.3285 45.2593 52.1902 59.1210 66.0519
k˘n aus Satz 3.23 3.8013 4.4978 7.2125 7.9737 8.6683 9.3113 14.0186 14.8203
G3: kn aus Satz 3.12 22.0454 33.0681 44.0908 55.1135 66.1362 77.1589 88.1816 99.2043
kn aus Satz 3.18 20.3749 30.5624 40.7499 50.9373 61.1248 71.3123 81.4997 91.6872
k˘n aus Satz 3.23 4.1641 7.2125 8.3283 9.3113 14.4250 15.5808 16.6565 17.6669
Tabelle 3.3: Stabilita¨tskonstanten im Fall x = xˆ fu¨r die DCT- und DST-Algorithmen 1.15 – 1.22
gema¨ß der Definitionen 3.1 und 3.21 sowie nach der Gruppeneinteilung aus Satz 3.23.
Dabei werden in der Gruppe G1 die Algorithmen 1.19 – 1.22 fu¨r k = 0, in der Gruppe
G2 die Algorithmen 1.16 und 1.17 und in der Gruppe G3 alle verbleibenden Algorithmen
zusammengefasst.
Bemerkung 3.24 (Zusammenfassung von Kapitel 3). Fu¨r die Algorithmen 1.15 – 1.22, mit denen die
diskreten trigonometrischen Transformationen aus Definition 1.14 schnell ausgefu¨hrt werden ko¨nnen,
haben wir in den Abschnitten 3.1 und 3.2 Stabilita¨tskonstanten kn bzw. k˘n gema¨ß Definitionen 3.1
und 3.21 ermittelt. Die Grundlage der Untersuchungen bilden dabei die den Algorithmen 1.15 – 1.22
zugrunde liegenden Faktorisierungen der Gestalt (3.12). Die Orthogonalita¨t der beteiligten Matrizen
wird dabei in großem Maße ausgenutzt. Fu¨r die deterministische Rundungsfehleranalyse sind die auf
den neuen Ungleichungen (3.21) bzw. (3.40a) und (3.40b) basierenden Hauptergebnisse in den Sa¨tzen
3.12 und 3.18 zu finden. Letzterer beru¨cksichtigt, dass einige der Matrixfaktoren ho¨chstens skalierte
Butterfly-Matrizen enthalten, und verwendet die im Falle einer gu¨nstigen Implementierung gu¨ltige
Abscha¨tzung (3.39). Hierbei wird noch einmal deutlich, dass die in einem Zahlenko¨rper u¨blicherweise
gu¨ltige Distributivita¨t in Rechner-Arithmetiken keineswegs gu¨ltig sein muss.
Fordern wir von einer Implementierung der Algorithmen 1.15 – 1.22 daru¨ber hinaus, dass alle Matrix-
Eintra¨ge tabelliert sind und somit fu¨r das ε aus Satz 2.1 jeweils |ε| ≤ u2 gilt, dann liefern (3.27) bzw.
(3.46) kleinere Konstanten im Vergleich zu der in [54, Theorem 8.3] ermittelten Gro¨ße (3.25).
Fu¨r die auf den Annahmen aus Modell 3.22 basierende stochastische Rundungsfehleranalyse sind die
Hauptergebnisse in Satz 3.23 zusammengefasst. Neu ist hierbei, dass Modell 3.22 im Vergleich zu [54,
(M3)] darauf verzichtet, an die Eingangsdaten stark einschra¨nkende Forderungen wie Unkorreliertheit
oder gar stochastische Unabha¨ngigkeit zu erheben. 
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4 Numerische Stabilita¨t in Festkomma-Arithmetik
Ebenso wie in Gleitkomma-Arithmetik besitzen in Festkomma-Arithmetik nur endlich viele reelle Zah-
len eine exakte Darstellung, so dass auch hier neben den Eingangsfehlern die bei arithmetischen Ope-
rationen auftretenden Rundungsfehler zu beru¨cksichtigen sind. Aus diesem Grund untersuchen wir in
diesem Kapitel das Rundungsfehlerverhalten der Algorithmen 1.15 – 1.22 in Festkomma-Arithmetik.
Dazu betrachten wir erneut den Vorwa¨rts- bzw. Ru¨ckwa¨rtsfehler aus Abbildung 3.1 und fu¨hren – um
wiederum ein Vergleichskriterium zur Verfu¨gung zu haben – in Definition 4.6 den Begriff der numeri-
schen Stabilita¨t in Festkomma-Arithmetik ein.
4.1 Deterministische Rundungsfehleranalyse
In diesem Abschnitt werden wir das in Abschnitt 2.3 eingefu¨hrte Modell zur Festkomma-Arithmetik
zuna¨chst auf Matrix-Vektor-Multiplikationen anwenden, bei welchen die Matrizen direkte Summen von
Drehmatrizen Q2(ϕ) mit einem Drehwinkel ϕ ∈
]
0, pi4
]
sind. Aus den Faktorisierungen (1.25) – (1.29)
ist ersichtlich, dass diese Betrachtungen genu¨gen, um daraufhin Abscha¨tzungen fu¨r die in Abschnitt
1.3 angegebenen Algorithmen herzuleiten.
4.1.1 Fehlerabscha¨tzungen fu¨r Matrix-Vektor-Multiplikationen
Im Abschnitt 2.3 haben wir bereits im Fall allgemeiner Matrizen Aˆ ∈ Mn×nq und Vektoren xˆ ∈ Mnq
Abscha¨tzungen fu¨r die entstehenden Rundungsfehler δAˆ×xˆ := Aˆxˆ−Aˆ×xˆ beim einfach genauen Matrix-
Vektor-Pseudo-Produkt und δAˆxˆ := Aˆxˆ−Aˆxˆ beim doppelt genauen Matrix-Vektor-Pseudo-Produkt
angegeben, solange kein U¨berlauf auftritt. Von Interesse sind nun die Gesamtfehler
δAx := Ax − Aˆ× xˆ , (4.1)
δAx := Ax − Aˆ xˆ . (4.2)
Wir betrachten zuna¨chst den Fall des einfach genauen Matrix-Vektor-Pseudo-Produktes. Offenbar la¨sst
sich der Fehlervektor δAx in der Form
δAx = A (x− xˆ) +
(
A− Aˆ
)
xˆ + δAˆ×xˆ (4.3)
ausdru¨cken und fu¨r seine Norm die folgenden Abscha¨tzungen angeben.
Lemma 4.1. Seien n ∈ N, A ∈ [−1, 1]n×n und x ∈ [−1, 1]n derart, dass jede Zeile yT von A der
Bedingung
n−1∑
i=0
|xiyi| ≤ 1 (4.4)
genu¨gt. Dann existieren fu¨r den in (4.1) definierten Gesamtfehler δAx fu¨r das Matrix-Vektor-Produkt
Ax die normweisen Abscha¨tzungen
‖δAx‖∞ ≤ (‖A‖∞ + n‖x‖∞ + n)u , (4.5a)
‖δAx‖2 ≤
(‖A‖2 + √n‖x‖2 + n)√nu , (4.5b)
wobei ‖A‖∞ die Zeilensummennorm und ‖A‖2 die Spektralnorm der Matrix A bezeichnet.
Beweis: Die Voraussetzung (4.4) fu¨r x und jede Zeile yT von A impliziert wegen (2.52) sofort die
Gu¨ltigkeit von (2.55) fu¨r xˆ := fix(x) und jede Zeile yˆT := fix
(
yT
)
von Aˆ := fix(A). Demzufolge kann
U¨berlauf ausgeschlossen und Folgerung 2.29 angewandt werden. Mit (2.56) und wegen |aij − aˆij | ≤
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u, i, j = 0, . . . , n − 1, sowie |xk − xˆk| ≤ u, |xˆk| ≤ |xk|, k = 0, . . . , n − 1, ergeben sich dann mit der
Dreiecksungleichung fu¨r die Maximumnorm
‖δAx‖∞ ≤ ‖A (x− xˆ) ‖∞ + ‖(A− Aˆ)xˆ‖∞ + ‖δAˆ×xˆ‖∞
≤ ‖A‖∞‖x− xˆ‖∞ + ‖A− Aˆ‖∞‖xˆ‖∞ + nu
≤ (‖A‖∞ + n‖x‖∞ + n)u
und ebenso fu¨r die euklidische Norm
‖δAx‖2 ≤ ‖A (x− xˆ) ‖2 + ‖(A− Aˆ)xˆ‖2 + ‖δAˆ×xˆ‖2
≤ ‖A‖2‖x− xˆ‖2 + ‖A− Aˆ‖2‖xˆ‖2 + n 32u
≤ (‖A‖2 + √n‖x‖2 + n)√nu .
Im letzten Schritt haben wir dabei verwendet, dass
‖c‖∞ = |c| , ‖c‖2 =
√
n|c|
fu¨r einen Vektor c = c1 ∈ Rn und entsprechend
‖C‖∞ = ‖C‖2 = n|c|
fu¨r eine Matrix C ∈ Rn×n mit C = (c)n−1j,k=0, also mit konstanten Eintra¨gen c gilt.
Offenbar lassen sich die Ungleichungen (4.5a) und (4.5b) im Falle von du¨nnbesetzten Matrizen in
den einzelnen Summanden noch erheblich verbessern. Uns interessieren insbesondere Matrix-Vektor-
Multiplikationen mit einer direkten Summe von Drehmatrizen Q2(ϕ). Mit (2.64a) ergibt sich demnach
Satz 4.2. Sei n ∈ N gerade, n1 = n2 und ϕk ∈
]
0, pi4
]
(k = 0, . . . , n1 − 1). Weiter sei x ∈ [−1, 1]n, so
dass alle Teilvektoren x(k) := (x2k, x2k+1)T (k = 0, . . . , n1 − 1) der Abscha¨tzung ‖x(k)‖2 ≤ 1 genu¨gen.
Dann erfu¨llt der in (4.1) definierte Gesamtfehler δAx fu¨r das Matrix-Vektor-Produkt Ax mit der Matrix
A :=
n1−1⊕
k=0
Q2(ϕk) (4.6)
die normweisen Abscha¨tzungen
‖δAx‖∞ ≤ (‖A‖∞ + 2‖x‖∞ + 2)u , (4.7a)
‖δAx‖2 ≤
(√
n +
√
2‖x‖2 +
√
5n1
)
u (4.7b)
mit ‖A‖∞ := sin(α) + cos(α) ≤
√
2, wobei α := max
k=0,...,n1−1
ϕk, sowie mit ‖x‖∞ ≤ 1 und ‖x‖2 ≤ √n1.
Beweis: Aufgrund der Orthogonalita¨t von Drehmatrizen gilt zuna¨chst
‖Q2(ϕk)‖2 =
√
(cos(ϕk))2 + (sin(ϕk))2 = 1 (k = 0, . . . , n1 − 1). (4.8)
Mittels Cauchy-Schwarz-Ungleichung resultieren dann fu¨r k = 0, . . . , n1 − 1 die Abscha¨tzungen
| cos(ϕk)||x2k|+ | sin(ϕk)||x2k+1| ≤ ‖x(k)‖2 ,
| − sin(ϕk)||x2k|+ | cos(ϕk)||x2k+1| ≤ ‖x(k)‖2 .
Es folgt nun, dass die Bedingung ‖x(k)‖2 ≤ 1 (k = 0, . . . , n1 − 1) hinreichend ist, um (4.4) zu gewa¨hr-
leisten, also insbesondere um U¨berlauf ausschließen zu ko¨nnen. Weiterhin ergeben sich aufgrund der
speziellen Gestalt (4.6) von A fu¨r die entsprechenden Normen
‖A‖2 = max
k=0,...,n1−1
‖Q2(ϕk)‖2 = 1
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und
‖A‖∞ = max
k=0,...,n1−1
‖Q2(ϕk)‖∞ = max
k=0,...,n1−1
(| sin(ϕk)|+ | cos(ϕk)|) ≤
√
2 ,
wobei im letzten Schritt die Cauchy-Schwarz-Ungleichung auf die Vektoren (1, 1)T und (cos(ϕ), sin(ϕ))T
mit beliebigem ϕ ∈ ]0, pi4 ] angewandt worden ist. Da die Funktion f(x) = sin(x) + cos(x) auf ]0, pi4 [
wegen f ′(x) = cos(x) − sin(x) > 0 auf ]0, pi4 [ streng monoton wachsend ist, haben wir einerseits
Gleichheit genau dann, wenn ϕk = pi4 fu¨r mindestens ein k ∈ {0, . . . , n1−1} erfu¨llt ist, und andererseits
max
k=0,...,n1−1
(| sin(ϕk)|+ | cos(ϕk)|) = sin(α) + cos(α) .
Weiterhin ist die Differenzmatrix A−Aˆ wegen (2.52) und der speziellen Gestalt (4.6) von A eine direkte
Summe von fast orthogonalen Matrizen mit Eintra¨gen, welche betragsma¨ßig kleiner oder gleich u sind.
Zusammen mit (2.60) ergeben sich fu¨r die Normen dann analog
‖A− Aˆ‖2 ≤
√
2u , ‖A− Aˆ‖∞ ≤ 2u .
Schließlich erhalten wir aus (4.3) wegen |xk − xˆk| ≤ u, |xˆk| ≤ |xk|, k = 0, . . . , n − 1, und wiederum
mittels Dreiecksungleichung die Abscha¨tzungen
‖δAx‖∞ ≤ ‖A (x− xˆ) ‖∞ + ‖(A− Aˆ)xˆ‖∞ + ‖δAˆ×xˆ‖∞
≤ (‖A‖∞ + 2‖x‖∞ + 2)u
≤ (sin(α) + cos(α) + 4)u
sowie
‖δAx‖2 ≤ ‖A (x− xˆ) ‖2 + ‖(A− Aˆ)xˆ‖2 + ‖δAˆ×xˆ‖2 ≤
(√
n +
√
2‖x‖2 +
√
5n1
)
u ,
wobei die Ergebnisse aus (2.64a) mit δ× = δAˆ×xˆ eingegangen sind. Mit der Voraussetzung ‖x(k)‖2 ≤ 1
fu¨r k = 0, . . . , n1 − 1 ergibt sich wegen
‖x‖22 =
n1−1∑
k=0
‖x(k)‖22 (4.9)
zusa¨tzlich ‖x‖2 ≤ √n1.
Der letzte Schritt im Beweis von Lemma 4.1 impliziert, dass sich die euklidische Norm des in (4.1)
definierten Gesamtfehlers durch
‖δAx‖2 ≤ (2
√
2 +
√
5)
√
n1u (4.10)
abscha¨tzen la¨sst.
Nun wollen wir uns dem Fall des doppelt genauen Matrix-Vektor-Pseudo-Produktes zuwenden. Analog
zu (4.3) la¨sst sich der in (4.2) definierte Gesamtfehler δAx in der Form
δAx = A (x− xˆ) +
(
A− Aˆ
)
xˆ + δAˆxˆ (4.11)
ausdru¨cken und fu¨r seine Norm analog wie in Lemma 4.1 die folgenden Abscha¨tzungen angeben.
Lemma 4.3. Seien n ∈ N, A ∈ [−1, 1]n×n und x ∈ [−1, 1]n derart, dass jede Zeile yT von A der
Bedingung (4.4) genu¨gt. Dann existieren fu¨r den in (4.2) definierten Gesamtfehler δAx fu¨r das Matrix-
Vektor-Produkt Ax die normweisen Abscha¨tzungen
‖δAx‖∞ ≤ (‖A‖∞ + n‖x‖∞ + 1)u , (4.12a)
‖δAx‖2 ≤
(‖A‖2 + √n‖x‖2 + 1)√nu , (4.12b)
wobei ‖A‖∞ die Zeilensummennorm und ‖A‖2 die Spektralnorm der Matrix A bezeichnet.
Der Beweis verla¨uft analog zu Lemma 4.1, wobei (2.64b) anstelle von (2.64a) verwendet wird.
Wie die Ungleichungen (4.5a) und (4.5b) lassen sich die Abscha¨tzungen (4.12a) und (4.12b) im Falle
von du¨nnbesetzten Matrizen weiter verbessern. Fu¨r Matrix-Vektor-Multiplikationen mit einer direkten
Summe von Drehmatrizen Q2(ϕ) ergibt sich demnach
81
Satz 4.4. Sei n ∈ N gerade, n1 = n2 und ϕk ∈
]
0, pi4
]
(k = 0, . . . , n1 − 1). Weiter sei x ∈ [−1, 1]n, so
dass alle Teilvektoren x(k) := (x2k, x2k+1)T (k = 0, . . . , n1 − 1) der Abscha¨tzung ‖x(k)‖2 ≤ 1 genu¨gen.
Dann erfu¨llt der in (4.2) definierte Gesamtfehler δAx fu¨r das Matrix-Vektor-Produkt Ax mit der Matrix
A, definiert wie in (4.6), die normweisen Abscha¨tzungen
‖δAx‖∞ ≤ (‖A‖∞ + 2‖x‖∞ + 1)u , (4.13a)
‖δAx‖2 ≤
(
2
√
n +
√
2‖x‖2
)
u (4.13b)
mit ‖A‖∞ := sin(α) + cos(α) ≤
√
2, wobei α := max
k=0,...,n1−1
ϕk, sowie mit ‖x‖∞ ≤ 1 und ‖x‖2 ≤ √n1.
Der Beweis ergibt sich analog zu Satz 4.2, wobei (2.58) anstelle von (2.56) verwendet wird.
Verwenden wir wiederum, dass sich aus den Voraussetzungen die Abscha¨tzung ‖x‖2 ≤ √n1 ergibt, ist
‖δAx‖2 ≤ 3
√
n u (4.14)
die zu (4.10) analoge Aussage fu¨r die euklidische Norm des in (4.2) definierten Gesamtfehlers δAx.
In den folgenden Unterabschnitten wollen wir die Ergebnisse der Sa¨tze 4.2 und 4.4 auf die Faktori-
sierungen, welche den Algorithmen 1.15 – 1.22 zugrunde liegen, wiederholt anwenden. Dabei tritt die
Schwierigkeit auf, dass die Bedingung ‖x(k)‖2 ≤ 1 fu¨r x(k) := (x2k, x2k+1)T (k = 0, . . . , n1 − 1) nach
einer Permutation der Komponenten von x verletzt sein kann. Da fu¨r eine beliebige orthogonale Matrix
Q ∈ Rn×n stets ‖Qx‖2 = ‖x‖2 gilt, kann jedoch durch die Bedingung
‖x‖2 ≤ 1 (4.15)
sicher gestellt werden, dass bei einem mehrfachen Matrix-Vektor-Produkt
y = Q(ν)
(
. . .
(
Q(1)x
)
. . .
)
mit orthogonalen Matrizen Q(1), . . . , Q(ν) ∈ Rn×n wegen (4.9) die Voraussetzungen der Sa¨tze 4.2 und
4.4 fu¨r jedes Zwischenergebnis y(j) := Q(j)y(j−1) , j = 1, . . . , ν − 1 mit y(0) := x erfu¨llt bleiben.
Abschließend formulieren wir demnach die Hauptergebnisse fu¨r direkte Summen von Drehmatrizen mit
der Voraussetzung (4.15).
Satz 4.5. Sei n ∈ N gerade, n1 = n2 und ϕk ∈
]
0, pi4
]
(k = 0, . . . , n1 − 1). Weiter sei
α := max
k=0,...,n1−1
ϕk (4.16)
und gelte (4.15) fu¨r x ∈ [−1, 1]n. Dann erfu¨llen die in (4.1) und (4.2) definierten Gesamtfehler δAx
und δAx fu¨r das Matrix-Vektor-Produkt Ax mit der Matrix A, definiert wie in (4.6), die normweisen
Abscha¨tzungen
‖δAx‖∞ ≤ (cos(α) + sin(α) + 2‖x‖∞ + 2)u ≤ (
√
2 + 4)u ,
‖δAx‖∞ ≤ (cos(α) + sin(α) + 2‖x‖∞ + 1)u ≤ (
√
2 + 3)u ,
‖δAx‖2 ≤
(√
n +
√
2‖x‖2 +
√
5n
2
)
u ≤
(√
2 +
(
1 +
√
5
2
)√
n
)
u ,
‖δAx‖2 ≤
(
2
√
n +
√
2‖x‖2
)
u ≤ (√2 + 2√n)u .

(4.17)
Ist zusa¨tzlich x = xˆ, gelten sogar
‖δAx‖∞ ≤ (2‖x‖∞ + 2)u ≤ 4u , ‖δAx‖2 ≤
(√
2‖x‖2 +
√
5n
2
)
u ,
‖δAx‖∞ ≤ (2‖x‖∞ + 1)u ≤ 3u , ‖δAx‖2 ≤
(√
n +
√
2‖x‖2
)
u .
 (4.18)
Beweis: Die Behauptungen in (4.17) folgen sofort aus den Sa¨tzen 4.2 und 4.4 unter Verwendung
der nach Voraussetzung gu¨ltigen Beziehung ‖x‖∞ ≤ ‖x‖2 ≤ 1. Beru¨cksichtigen wir in den jeweiligen
Beweisen noch, dass der erste Term aus (4.3) bzw. (4.11) im Fall x = xˆ wegfa¨llt, so ergeben sich ebenso
die Ungleichungen (4.18).
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Fu¨r einen beliebigen Vektor x ∈ [−1, 1]n ist die Bedingung (4.15) u¨blicherweise nicht erfu¨llt, so dass eine
komponentenweise Skalierung beno¨tigt wird. Um U¨berlauf ga¨nzlich ausschließen zu ko¨nnen, mu¨ssen die
einzelnen Komponenten vor der Ausfu¨hrung der Algorithmen (mindestens) durch
√
n geteilt werden.
Demzufolge sind die einzelnen Komponenten des Ergebnisvektors nach der Ausfu¨hrung der Algorith-
men 1.15 – 1.22 mit
√
n zu multiplizieren. Entsprechend mu¨ssen die oberen Schranken fu¨r die Normen
der Fehlervektoren aus Satz 4.5 angepasst werden.
4.1.2 Numerische Stabilita¨t von schnellen Algorithmen
In Abschnitt 3.1 wird definiert, wann ein in Gleitkomma-Arithmetik implementierter Algorithmus fu¨r
eine Matrix-Vektor-Multiplikation numerisch stabil ist. Analog zur Definition 3.1 ko¨nnen wir ebenso
fu¨r die Festkomma-Arithmetik Stabilita¨tsbegriffe einfu¨hren.
Definition 4.6. Ein Algorithmus fu¨r eine Matrix-Vektor-Multiplikation Ax (x ∈ [−1, 1]n) mit einer
regula¨ren Matrix A ∈ [−1, 1]n×n heißt in einfach genauer Festkomma-Arithmetik normweise ru¨ckwa¨rts-
stabil, falls Konstanten κ×n > 0 und λ×n > 0 existieren, so dass fu¨r alle x ∈ [−1, 1]n die Abscha¨tzung
‖ ∆x ‖2 ≤
(
κ×n + λ
×
n ‖x‖2
) (
u+O (u2)) (4.19)
erfu¨llt wird, wobei ∆x der Ru¨ckwa¨rtsfehler aus Abbildung 3.1 ist. Bezeichnet y das exakte Ergebnis
von Ax und y˜ den tatsa¨chlich berechneten Vektor, so heißt ein Algorithmus zur Berechnung von Ax
mit A ∈ [−1, 1]n×n, x ∈ [−1, 1]n in einfach genauer Festkomma-Arithmetik normweise vorwa¨rtsstabil,
falls Konstanten κ×n > 0 und λ×n > 0 existieren, so dass fu¨r alle x ∈ [−1, 1]n die Abscha¨tzung
‖ y˜ − y ‖2 ≤
(
κ×n + λ
×
n ‖x‖2
) (
u+O (u2)) (4.20)
gilt. Verwendet der Algorithmus bei der Berechnung von Ax das doppelt genaue Matrix-Vektor-Pseudo-
Produkt, kennzeichnen wir die entsprechenden Stabilita¨tskonstanten mit κn und λn .
Im Fall orthogonaler Matrizen sind die Begriffe der Vorwa¨rts- und Ru¨ckwa¨rtsstabilita¨t wegen (3.3)
offenbar a¨quvalent, im Allgemeinen mu¨ssen die Konstanten κ×n bzw. λ×n aus (4.19) und (4.20) jedoch
nicht u¨bereinstimmen. Mit dem oben vereinbarten Stabilita¨tsbegriff ko¨nnen wir nun analog zu Ab-
schnitt 3.1 Algorithmen fu¨r eine Matrix-Vektor-Multiplikation Ax (x ∈ [−1, 1]n) mit einer allgemeinen
vollbesetzten orthogonalen Matrix A ∈ [−1, 1]n×n untersuchen, welche auf einer Faktorisierung von A
der Gestalt
A =
ν∏
m=1
A(m) := A(ν) . . . A(2)A(1) (4.21)
mit du¨nnbesetzten orthogonalen Matrizen A(m) ∈ [−1, 1]n×n ,m = 1, . . . , ν, beruht. Dabei ist zu be-
achten, dass der Ergebnisvektor y := Ax im Allgemeinen nicht mehr in [−1, 1]n liegt. Demzufolge sollte
der Vektor um einen Faktor skaliert werden, dass die Bedingung (4.15) vor Ausfu¨hren der iterierten
Matrix-Vektor-Multiplikation erfu¨llt ist.
Bemerkung 4.7. (i) Es ist zu beachten, dass im Gegensatz zum exakten Matrix-Vektor-Produkt beim
einfach genauen Matrix-Vektor-Pseudo-Produkt nicht klar ist, ob tatsa¨chlich fu¨r alle x ∈ [−1, 1]n mit
(4.15) die Bedingung ‖Qˆ × xˆ‖2 ≤ ‖x‖2 fu¨r Matrizen Q ∈ [−1, 1]n×n der Gestalt (4.6) erfu¨llt wird.
Nach dem Modell (2.53) folgt fu¨r eine fast orthogonale Matrix Qˆ2 der Gestalt (2.59) mit aˆ2 + bˆ2 ≤ 1
zuna¨chst mit Hilfe der Cauchy-Schwarz-Ungleichung
‖Qˆ2 × xˆ‖22 =
(
aˆ× xˆ0 + bˆ× xˆ1
)2
+
(
−bˆ× xˆ0 + aˆ× xˆ1
)2
=
(
aˆxˆ0 + bˆxˆ1 −
(
δaˆxˆ0 + δbˆxˆ1
))2
+
(
−bˆxˆ0 + aˆxˆ1 −
(
−δbˆxˆ0 + δaˆxˆ1
))2
≤ ‖Qˆ2xˆ‖22 + 2‖Qˆ2xˆ‖2
√(
δaˆxˆ0 + δbˆxˆ1
)2
+
(
−δbˆxˆ0 + δaˆxˆ1
)2
+
(
δaˆxˆ0 + δbˆxˆ1
)2
+
(
−δbˆxˆ0 + δaˆxˆ1
)2
.
Fordern wir zusa¨tzlich aˆ, bˆ ≥ 0, dann folgt mit (2.63) weiter
‖Qˆ2 × xˆ‖2 ≤ ‖Qˆ2xˆ‖2 +
√
5u ≤
√
aˆ2 + bˆ2 · ‖xˆ‖2 +
√
5u .
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Beachten wir jedoch von Anfang an die Beziehungen (2.62), so ergibt sich im Fall xˆ0xˆ1 ≥ 0 die scha¨rfere
Abscha¨tzung
‖Qˆ2 × xˆ‖22 ≤
(
aˆxˆ0 + bˆxˆ1
)2
+
(
−bˆxˆ0 + aˆxˆ1 −
(
−δbˆxˆ0 + δaˆxˆ1
))2
≤ ‖Qˆ2xˆ‖22 + 2‖Qˆ2xˆ‖2 ·
∣∣− δbˆxˆ0 + δaˆxˆ1∣∣+ (−δbˆxˆ0 + δaˆxˆ1)2 ≤ (‖Qˆ2xˆ‖2 + u)2 .
Fu¨r xˆ0xˆ1 ≤ 0 ko¨nnen in analoger Weise die Fehlerterme im zweiten Summanden weggelassen werden.
Insgesamt haben wir somit fu¨r eine fast orthogonale Matrix Qˆ2 der Gestalt (2.59) mit aˆ, bˆ > 0 und
aˆ2 + bˆ2 ≤ 1 sowie fu¨r beliebiges x ∈ [−1, 1]2 mit (4.15) nur die Abscha¨tzung
‖Qˆ2 × xˆ‖2 ≤
√
aˆ2 + bˆ2 · ‖xˆ‖2 + u ≤ 1 + u (4.22)
zur Verfu¨gung. Daher ko¨nnen wir nicht sicher sein, ob bei einer Drehung von Qˆ2×xˆ der Bereich [−1, 1]2
nicht verlassen wu¨rde. Fu¨r eine Matrix Q ∈ [−1, 1]n×n der Gestalt (4.6) sowie Vektoren x ∈ [−1, 1]n
mit (4.15) ergibt sich dann in a¨hnlicher Weise und wiederum mit der Cauchy-Schwarz-Ungleichung die
Abscha¨tzung
‖Qˆ× xˆ‖22 ≤ ‖Qˆxˆ‖22 + 2‖Qˆxˆ‖2 ·
√
n
2
u+
n
2
u2 ≤
(
‖Qˆxˆ‖2 +
√
n
2
u
)2
. (4.23)
(ii) Beim doppelt genauen Matrix-Vektor-Pseudo-Produkt treten die bei (i) erwa¨hnten Schwierigkeiten
nicht auf, denn zusammen mit (2.57) haben wir in diesem Fall
‖Qˆ xˆ‖2 ≤ ‖Qˆxˆ‖2 ≤ ‖Qˆ‖2 · ‖xˆ‖2 ≤ ‖x‖2
fu¨r jeden Vektor x ∈ [−1, 1]n mit (4.15) und Matrizen Q ∈ [−1, 1]n×n der Gestalt (4.6). 
Demzufolge betrachten wir zuna¨chst den Fall, fu¨r den die Bedingung (4.15) nirgendwo verletzt wird.
Satz 4.8. Sei n ∈ N gerade, n1 = n2 und besitze A ∈ [−1, 1]n×n eine Faktorisierung (4.21) mit Matrizen
A(m) ∈ [−1, 1]n×n, m = 1, . . . , ν, der Gestalt (4.6). Weiterhin erfu¨lle x ∈ [−1, 1]n die Bedingung (4.15)
und sei xˆ die Approximation in Mnq fu¨r ein q ∈ N. Dann gelten mit u = 2−q die folgenden Aussagen:
(i) Unter der Annahme, dass alle berechneten Zwischenergebnisse die Bedingung (4.15) erfu¨llen,
genu¨gt der Vorwa¨rtsfehler
∆y× := Aˆ(ν) ×
(
Aˆ(ν−1) × . . .
(
Aˆ(2) ×
(
Aˆ(1) × xˆ
))
. . .
)
−Ax (4.24)
des iterierten einfach genauen Matrix-Vektor-Pseudo-Produktes der Ungleichung
‖∆y×‖2 ≤ κ×n,νu+ λ×n,ν‖x‖2u+ µ×n,νu2
mit κ×n,ν := ν
√
5n
2 +
√
n, λ×n,ν := ν
√
2 sowie µ×n,ν :=
ν(ν−1)
2
√
n. Fu¨r x = xˆ gilt die Ungleichung
bereits mit κ×n,ν = ν
√
5n
2 .
(ii) Der Vorwa¨rtsfehler
∆y := Aˆ(ν) 
(
Aˆ(ν−1)  . . .
(
Aˆ(2) 
(
Aˆ(1)  xˆ
))
. . .
)
−Ax (4.25)
des iterierten doppelt genauen Matrix-Vektor-Pseudo-Produktes genu¨gt der Ungleichung
‖∆y‖2 ≤ κn,νu+ λn,ν‖x‖2u
mit κn,ν := (ν + 1)
√
n und λn,ν := ν
√
2. Fu¨r x = xˆ gilt die Ungleichung bereits mit κn,ν = ν
√
n.
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Beweis: (i) Zuna¨chst definieren wir mit y(0) := x und y˜(0) := xˆ die Vektoren
y(m) := A(m)y(m−1) , m = 1, . . . , ν,
der exakten Zwischenergebnisse und entsprechend die Vektoren
y˜(m) := Aˆ(m) × y˜(m−1) , m = 1, . . . , ν, (4.26)
der tatsa¨chlich auftretenden Zwischenergebnisse, was nach Voraussetzung mo¨glich ist. (Es ist zu beach-
ten, dass fu¨r alle Vektoren aus (4.26) die Bedingung (4.15) vorausgesetzt worden ist, um U¨berlauf bei
der Berechnung aller Zwischenergebnisse entsprechend Bemerkung 4.7 auszuschließen.) Der Vorwa¨rts-
fehler ∆y = y˜(ν) − y(ν) la¨sst sich nun durch die Teleskopsumme
∆y× = y˜(ν) −A(ν)y˜(ν−1) +A(ν)
(
y˜(ν−1) −A(ν−1)y(ν−2)
)
= . . .
=
ν∑
m=2
(
ν∏
k=m+1
A(k)
)(
y˜(m) −A(m)y˜(m−1)
)
+
(
ν∏
k=2
A(k)
)(
y˜(1) −A(1)y(0)
)
mit den Vektoren aus (4.26) darstellen. Da nach Voraussetzung alle Vektoren aus (4.26) die Bedingung
(4.15) erfu¨llen, kann auf die Differenzen y˜(m) − A(m)y˜(m−1), m = 2, . . . , ν, wegen y˜(m) ∈ Mnq jeweils
(4.18) und auf y˜(1) −A(1)y(0) die Abscha¨tzungen (4.17) angewandt werden. Aufgrund der Orthogona-
lita¨t aller beteiligten Matrizen ergibt sich nun
‖∆y×‖2 ≤
ν∑
m=2
(
ν∏
k=m+1
∥∥∥A(k)∥∥∥
2
)∥∥∥y˜(m) −A(m)y˜(m−1)∥∥∥
2
+
(
ν∏
k=2
∥∥∥A(k)∥∥∥
2
)∥∥∥y˜(1) −A(1)y(0)∥∥∥
2
≤
ν∑
m=2
(√
2 ‖y˜(m−1)‖2 +
√
5n
2
)
u+
(√
2 ‖y(0)‖2 +
√
5n
2
)
u +
0, x = xˆ,√
n u , sonst,
sowie ‖y(m)‖2 = ‖x‖2, m = 0, . . . , ν. Wie jedoch in Bemerkung 4.7 (i) dargelegt, haben wir mit (4.23)
per Induktion nur
‖y˜(m)‖2 ≤ ‖y˜(0)‖2 +
√
n
2
mu ≤ ‖x‖2 +
√
n
2
mu , m = 0, . . . , ν − 1,
und erhalten dann die Behauptung (i).
(ii) Der Beweis verla¨uft analog, wobei sich ∆y von ∆y× darin unterscheidet, dass anstelle von (4.26)
die Vektoren
y˜(m) := Aˆ(m)  y˜(m−1) , m = 1, . . . , ν, (4.27)
verwendet werden. Wie in Bemerkung 4.7 (ii) begru¨ndet, genu¨gt es hier, die Bedingung (4.15) nur
fu¨r x zu fordern. Aus der mit den entsprechenden Ungleichungen aus (4.18) und (4.17) analog zu (i)
herzuleitenden Abscha¨tzung
‖∆y‖2 ≤
ν∑
m=2
(√
2 ‖y˜(m−1)‖2 +
√
n
)
u+
(√
2 ‖y(0)‖2 +
√
n
)
u +
0, x = xˆ,√
n u , sonst,
und mit Hilfe der in diesem Fall gu¨ltigen Beziehungen
‖y˜(m)‖2 ≤ ‖y˜(0)‖2 ≤ ‖x‖2 , m = 0, . . . , ν − 1,
folgt nun auch die Behauptung (ii).
Nun ko¨nnen wir ebenso fu¨r den Fall x ∈ [−1, 1]n mit ‖x‖2 > 1 entsprechende Aussagen formulieren,
indem wir eine vorherige Skalierung vornehmen und die entsprechende Fehlerfortpflanzung beru¨cksich-
tigen.
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Satz 4.9. Sei n ∈ N gerade, n1 = n2 und besitze A ∈ [−1, 1]n×n eine Faktorisierung (4.21) mit
Matrizen A(m) ∈ [−1, 1]n×n, m = 1, . . . , ν, der Gestalt (4.6). Weiterhin seien x ∈ [−1, 1]n und xˆ die
entsprechende Approximation in Mnq fu¨r ein q ∈ N. Dann gelten mit u = 2−q die folgenden Aussagen:
(i) Fu¨r ‖xˆ‖2 > 1 und w := 1‖xˆ‖2 xˆ sowie unter Ausschluss von U¨berlauf genu¨gt der Vorwa¨rtsfehler
∆y× := ‖xˆ‖2 · Aˆ(ν) ×
(
Aˆ(ν−1) × . . .
(
Aˆ(2) ×
(
Aˆ(1) × wˆ
))
. . .
)
−Ax (4.28)
des iterierten einfach genauen Matrix-Vektor-Pseudo-Produktes mit vorheriger Normskalierung
der Ungleichung
‖∆y×‖2 ≤ κ×n,νu+
(
λ×n,νu+ µ
×
n,νu
2
) ‖x‖2
mit κ×n,ν :=
√
n, λ×n,ν := ν
√
2 + ν
√
5n
2 +
√
n sowie µ×n,ν :=
ν(ν−1)
2
√
n. Fu¨r xˆ = x gilt die
Abscha¨tzung bereits mit κ×n,ν = 0.
(ii) Fu¨r ‖xˆ‖2 > 1 und w := 1‖xˆ‖2 xˆ genu¨gt der Vorwa¨rtsfehler
∆y := ‖xˆ‖2 · Aˆ(ν) 
(
Aˆ(ν−1)  . . .
(
Aˆ(2) 
(
Aˆ(1)  wˆ
))
. . .
)
−Ax (4.29)
des iterierten doppelt genauen Matrix-Vektor-Pseudo-Produktes mit vorheriger Normskalierung
der Ungleichung
‖∆y‖2 ≤ κn,νu+ λn,ν‖x‖2u
mit κn,ν :=
√
n und λn,ν := (ν+1)
√
n+ν
√
2. Fu¨r x = xˆ gilt die Ungleichung bereits mit κn,ν = 0.
Beweis: (i) Wegen ‖w‖2 = 1 sowie mit Hilfe von Satz 4.8 (i) angewandt auf den Vektor w ergibt sich
nacheinander
‖∆y×‖2 ≤
∥∥∥‖xˆ‖2 (Aˆ(ν) × (Aˆ(ν−1) × . . .(Aˆ(2) × (Aˆ(1) × wˆ)))−Aw)∥∥∥
2
+ ‖A(xˆ− x)‖2
≤ ‖xˆ‖2
(
ν
√
2 + ν
√
5n
2
+
√
n+
ν(ν − 1)
2
√
nu
)
u+
√
nu
und mit ‖xˆ‖2 ≤ ‖x‖2 demnach die Behauptung. Daru¨ber hinaus entfa¨llt der Term
√
nu, falls xˆ = x.
(ii) Die Behauptung folgt mit Satz 4.8 (ii) analog zum Beweis von (i).
Ist vom Eingangsvektor x lediglich bekannt, dass er sich in der Menge [−1, 1]n befindet, so ist eine von
x unabha¨ngige Skalierung mit n−
1
2 notwendig.
Satz 4.10. Mit den Voraussetzungen von Satz 4.9 und w := 1√
n
xˆ gelten die folgenden Aussagen:
(i) Unter Ausschluss von U¨berlauf genu¨gt der Vorwa¨rtsfehler
∆y× :=
√
n · Aˆ(ν) ×
(
Aˆ(ν−1) × . . .
(
Aˆ(2) ×
(
Aˆ(1) × wˆ
))
. . .
)
−Ax (4.30)
des iterierten einfach genauen Matrix-Vektor-Pseudo-Produktes mit vorheriger gleichma¨ßiger
Skalierung der Ungleichung
‖∆y×‖2 ≤
(
κ×n,ν + λ
×
n,ν‖x‖2
)
u+ µ×n,νu
2
mit κ×n,ν := nν
√
5
2 +
√
n, λ×n,ν := ν
√
2 sowie µ×n,ν :=
ν(ν−1)
2 n. Fu¨r xˆ = x gilt die Abscha¨tzung
bereits mit κ×n,ν = nν
√
5
2 .
(ii) Der Vorwa¨rtsfehler
∆y :=
√
n · Aˆ(ν) 
(
Aˆ(ν−1)  . . .
(
Aˆ(2) 
(
Aˆ(1)  wˆ
))
. . .
)
−Ax (4.31)
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des iterierten doppelt genauen Matrix-Vektor-Pseudo-Produktes mit vorheriger gleichma¨ßiger
Skalierung genu¨gt der Ungleichung
‖∆y‖2 ≤ κn,νu+ λn,ν‖x‖2u
mit κn,ν := (ν + 1)n +
√
n und λn,ν := ν
√
2. Fu¨r x = xˆ gilt die Ungleichung bereits mit κn,ν =
(ν + 1)n.
Der Beweis ergibt sich wie fu¨r Satz 4.9 mit Hilfe von Satz 4.8.
Die Abscha¨tzungen aus den Sa¨tzen 4.8, 4.9 und 4.10 ermo¨glichen es nun, Stabilita¨tsuntersuchungen
fu¨r die in Abschnitt 1.3 hergeleiteten Algorithmen durchzufu¨hren. Dabei beno¨tigen wir noch, dass
Vorzeichenskalierungen sowie Permutationen keinen Einfluss auf den Rundungsfehler haben.
Folgerung 4.11. Die Aussagen aus den Sa¨tzen 4.8, 4.9 und 4.10 bleiben richtig, wenn die Matrizen
A(m) ∈ [−1, 1]n×n, m = 1, . . . , ν, die Gestalt
n
2
−1⊕
k=0
Q2(ϕk) (4.32)
mit Winkeln ϕk ∈
[
0, pi4
] (
k = 0, . . . , n2 − 1
)
besitzen oder
(i) durch Multiplikation mit einer oder mehreren Permutationsmatrizen und/oder
(ii) durch Multiplikation mit einer oder mehreren Vorzeichenskalierungsmatrizen und/oder
(iii) durch Transponieren
in die Gestalt (4.32) u¨berfu¨hrt werden ko¨nnen.
Der Beweis ist direkt aus dem Modell (2.49) ersichtlich.
Es ist zu beachten, dass die Matrizen (4.32) in Folgerung 4.11 auch Blo¨cke mit der Einheitsmatrix I2
enthalten du¨rfen.
4.1.3 Rundungsfehleranalyse fu¨r die Algorithmen 1.15 – 1.22
Im Unterabschnitt 4.1.2 haben wir Abscha¨tzungen fu¨r die euklidische Norm des Fehlervektors ermit-
telt, welcher in Festkomma-Arithmetik bei wiederholter Matrix-Vektor-Multiplikation eines Vektors
mit Matrizen Q ∈ [−1, 1]n×n der Gestalt (4.6) auftritt. Dabei unterscheiden wir zwischen einfach ge-
nauer und doppelt genauer Ausfu¨hrung entsprechend (2.56) bzw. (2.58), welches wir jeweils durch den
Operanden × und  kennzeichnen.
Wie in Kapitel 3 untersuchen wir nun die Faktorisierungen, auf denen die Algorithmen 1.15 – 1.22
aus Abschnitt 1.3 beruhen. Mittels Folgerung 4.11 genu¨gt es wiederum, lediglich die Anzahl der we-
sentlichen Faktoren zu bestimmen. Entsprechend der einzelnen Gegebenheiten an den Eingangsvektor
erhalten wir nun die folgenden Abscha¨tzungen fu¨r die euklidische Norm des jeweiligen Rundungsfehlers.
Zuna¨chst gehen wir davon aus, dass sich die Eingangsvektoren bereits in der euklidischen Einheitskugel
befinden und somit keine Skalierung notwendig ist.
Satz 4.12 (Fehlerabscha¨tzung fu¨r die Algorithmen 1.15 – 1.22 ohne Skalierung). Seien t ≥ 2, n = 2t
sowie x ∈ [−1, 1]n gegeben. Weiterhin erfu¨lle x die Bedingung (4.15). Dann gilt:
(i) Bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x in Festkomma-Arithmetik mittels der
Algorithmen 1.15 und 1.18 ergeben sich fu¨r die entsprechend Satz 4.8 definierten Rundungsfehler
(4.24) und (4.25) die Abscha¨tzungen
‖∆y×‖2 ≤ (2 log2(n)− 1)
(√
5n
2 +
√
2‖x‖2 + (log2(n)− 1)
√
nu
)
u +
{
0 fu¨r x = xˆ,√
nu sonst,
‖∆y‖2 ≤ (2 log2(n)− 1)
(√
n+
√
2‖x‖2
)
u +
{
0 fu¨r x = xˆ,√
nu sonst.
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(ii) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.16 und 1.17 ergeben sich fu¨r die entsprechend Satz 4.8 definierten Run-
dungsfehler (4.24) und (4.25) im Fall t ≥ 3 die Abscha¨tzungen
‖∆y×‖2 ≤ 3(log2(n)− 1)
(√
5n
2 +
√
2‖x‖2 + 3 log2(n)−42
√
nu
)
u +
{
0 fu¨r x = xˆ,√
nu sonst,
‖∆y‖2 ≤ 3(log2(n)− 1)
(√
n+
√
2‖x‖2
)
u +
{
0 fu¨r x = xˆ,√
nu sonst.
Ist t = 2, so ergeben sich
‖∆y×‖2 ≤ 2
(√
10 +
√
2‖x‖2 + u
)
u , ‖∆y‖2 ≤
(
4 + 2
√
2‖x‖2
)
u
fu¨r x = xˆ, andernfalls gilt
‖∆y×‖2 ≤ 2
(√
10 + 1 +
√
2‖x‖2 + u
)
u , ‖∆y‖2 ≤
(
6 + 2
√
2‖x‖2
)
u .
(iii) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.19 und 1.20 mit Parameter k = 0 ergeben sich fu¨r die entsprechend
Satz 4.8 definierten Rundungsfehler (4.24) und (4.25) die Abscha¨tzungen
‖∆y×‖2 ≤ 2(log2(n)− 1)
(√
5n
2 +
√
2‖x‖2 + 2 log2(n)−32
√
nu
)
u +
{
0 fu¨r x = xˆ,√
nu sonst,
‖∆y‖2 ≤ 2(log2(n)− 1)
(√
n+
√
2‖x‖2
)
u +
{
0 fu¨r x = xˆ,√
nu sonst.
(iv) Bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x in Festkomma-Arithmetik mittels
der Algorithmen 1.19 und 1.20 mit Parameter k = 1 ergeben sich fu¨r die entsprechend Satz 4.8
definierten Rundungsfehler (4.24) und (4.25) dieselben Abscha¨tzungen wie bei (i).
(v) Bei der Berechnung der Matrix-Vektor-Multiplikationen SIIn x und S
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.21 und 1.22 mit Parameter k = 0 ergeben sich fu¨r die entsprechend
Satz 4.8 definierten Rundungsfehler (4.24) und (4.25) dieselben Abscha¨tzungen wie bei (iii).
(vi) Bei der Berechnung der Matrix-Vektor-Multiplikation SIVn x in Festkomma-Arithmetik mittels der
Algorithmen 1.21 und 1.22 mit Parameter k = 1 ergeben sich fu¨r die entsprechend Satz 4.8
definierten Rundungsfehler (4.24) und (4.25) dieselben Abscha¨tzungen wie bei (i).
Beweis: Es genu¨gt jeweils, die Voraussetzungen von Satz 4.8 zu u¨berpru¨fen.
(i) Die beiden Algorithmen zur Berechnung der DCT-IV(n) basieren auf den Faktorisierungen (1.32)
und (1.33) bzw. auf den dazu transponierten Gleichungen (1.37) und (1.39). Nach Folgerung 4.11 genu¨gt
es, die ersten beiden Faktorisierungen zu betrachten. Da die Matrizen P (s)n , s = 0, . . . , t − 1 sowie
Un als Permutationsmatrizen keinen Beitrag zum Rundungsfehler leisten, ko¨nnen sie vernachla¨ssigt
werden. Somit verursachen in (1.33) lediglich die drei Blockdiagonalmatrizen I2 ⊕ T2(0), T4(0) und
D
(0)
4 Rundungsfehler. Aus der Definition bzw. aus (1.25) geht hervor, dass sie durch Permutationen
und Vorzeichenskalierungen jeweils auf eine Matrix der Form (4.32) zuru¨ckfu¨hrbar sind. Damit ergeben
sich hier die entsprechenden Stabilita¨tskonstanten jeweils entsprechend Satz 4.8 mit n = 4 und ν = 3 =
2 log2(4)− 1. Analog sind 2t− 1 Faktoren in (1.32) enthalten, die im Sinn von Satz 4.8 bzw. Folgerung
4.11 Rundungsfehler verursachen. Somit findet Satz 4.8 mit ν = 2 log2(n)− 1 Anwendung.
(ii) In den Faktorisierungen (1.35) und (1.38) fu¨r die Matrizen CIIIn und C
II
n haben wir fu¨r n = 2
t mit
t ≥ 3 offenbar t + 2(t − 2) + 1 = 3(t − 1) Matrizen, welche im Sinn von Satz 4.8 bzw. Folgerung 4.11
Rundungsfehler verursachen, wie aus ihrer Definition in Lemma 1.12 hervorgeht. Somit ergeben sich
die Abscha¨tzungen aus Satz 4.8 jeweils mit ν = 3(t − 1). Fu¨r den Fall t = 2 tragen nur die Matrizen
T4(0) und D˜
(0)
4 zum Rundungsfehler bei, so dass hier Satz 4.8 mit n = 4 und ν = 2 anzuwenden ist.
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(iii) Fu¨r k = 0 basieren die Algorithmen 1.19 und 1.20 auf den Faktorisierungen (1.45), die jeweils
2t − 1 Matrizen beinhalten. Aufgrund ihrer Definition in (1.43) und den Darstellungen (1.25), (1.27)
und (1.28) mittels spezieller Blockdiagonalmatrizen ist die Anwendung von Folgerung 4.11 mo¨glich.
Insbesondere handelt es sich bei An(β0) lediglich um eine Permutationsmatrix, so dass wir ν = 2(t−1)
in Satz 4.8 wa¨hlen ko¨nnen.
(iv) A¨hnlich wie bei (iii) basieren die Algorithmen 1.19 und 1.20 fu¨r k = 1 auf den Faktorisierungen
(1.48), die ebenfalls je 2t − 1 analog zu (1.43) definierte Matrizen beinhalten. Somit sind auch hier
wegen der Darstellungen (1.25), (1.27) und (1.28) die Voraussetzungen fu¨r Folgerung 4.11 erfu¨llt, so
dass sich die jeweiligen Abscha¨tzungen aus Satz 4.8 mit ν = 2t− 1 ergeben.
(v) Analog zu (iii) sind fu¨r Folgerung 4.11 die Voraussetzungen an die fu¨r k = 0 den beiden Algorithmen
zugrunde liegenden Faktorisierungen (1.55) erfu¨llt, so dass sich die jeweiligen Abscha¨tzungen aus Satz
4.8 mit ν = 2(t− 1) ergeben. Dabei wird wiederum verwendet, dass die einzelnen Blo¨cke der in (1.53)
definierten Matrizen die Darstellungen (1.27) und (1.28) besitzen und es sich bei A˘n(β˘0) lediglich um
eine Permutationsmatrix handelt.
(vi) Die Algorithmen 1.21 und 1.22 basieren fu¨r k = 1 auf den Faktorisierungen (1.60), deren Faktoren
analog zu (1.53) definiert sind. Entsprechend sind wiederum die Voraussetzungen von Folgerung 4.11
erfu¨llt, so dass sich die jeweiligen Abscha¨tzungen aus Satz 4.8 mit ν = 2t− 1 ergeben.
Die Bedingung (4.15) an den Eingangsvektor x ∈ [−1, 1]n bedeutet fu¨r gro¨ßere n eine a¨ußerst starke
Einschra¨nkung. Uns interessiert nun, welche Rundungsfehlerabscha¨tzungen sich fu¨r Vektoren
x ∈ [−1, 1]n \ {x ∈ Rn | ‖x‖2 ≤ 1} (4.33)
ergeben, wenn ihre Komponenten zuvor mit dem Reziproken der euklidischen Norm ihrer Festkomma-
Approximation skaliert werden.
Satz 4.13 (Fehlerabscha¨tzung fu¨r die Algorithmen 1.15 – 1.22 mit Norm-Skalierung). Seien t ≥ 2,
n = 2t sowie x gema¨ß (4.33) gegeben. Mit
$n(x) :=
0 fu¨r x = xˆ,√nu sonst (4.34)
gilt dann:
(i) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.19 und 1.20 mit Parameter k = 0 ergeben sich fu¨r die entsprechend
Satz 4.9 definierten Rundungsfehler (4.28) und (4.29) die Abscha¨tzungen
‖∆y×‖2 ≤
(
2(log2(n)− 1)
(√
2 +
√
5n
2
+
2 log2(n)− 3
2
√
nu
)
+
√
n
)
‖x‖2u+$n(x)
‖∆y‖2 ≤
(
(2 log2(n)− 1)
√
n+ 2(log2(n)− 1)
√
2
)
‖x‖2u+$n(x)
Dieselben Aussagen gelten bei der Berechnung der Matrix-Vektor-Multiplikationen SIIn x und S
III
n x
in Festkomma-Arithmetik mittels der Algorithmen 1.21 und 1.22 mit Parameter k = 0.
(ii) Bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x in Festkomma-Arithmetik mittels der
Algorithmen 1.15 und 1.18 ergeben sich fu¨r die entsprechend Satz 4.9 definierten Rundungsfehler
(4.28) und (4.29) die Abscha¨tzungen
‖∆y×‖2 ≤
(
(2 log2(n)− 1)
(√
2 +
√
5n
2
+ (log2(n)− 1)
√
nu
)
+
√
n
)
‖x‖2u+$n(x)
‖∆y‖2 ≤
(
2 log2(n)
√
n+ (2 log2(n)− 1)
√
2
)
‖x‖2u+$n(x)
Dieselben Aussagen gelten bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x bzw. S
IV
n x
in Festkomma-Arithmetik mittels der Algorithmen 1.19 und 1.20 bzw. 1.21 und 1.22 jeweils mit
Parameter k = 1.
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(iii) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.16 und 1.17 ergeben sich fu¨r die entsprechend Satz 4.9 definierten Run-
dungsfehler (4.28) und (4.29) die Abscha¨tzungen
‖∆y×‖2 ≤
(
3(log2(n)− 1)
(√
2 +
√
5n
2
+
3 log2(n)− 4
2
√
nu
)
+
√
n
)
‖x‖2u+$n(x)
‖∆y‖2 ≤
(
(3 log2(n)− 2)
√
n+ 3(log2(n)− 1)
√
2
)
‖x‖2u+$n(x)
im Fall t ≥ 3. Fu¨r t = 2 gelten die Ungleichungen
‖∆y×‖2 ≤ 2
(√
2 +
√
10 + 1 + u
)
‖x‖2u+$4(x) ,
‖∆y‖2 ≤ 2
(
3 +
√
2
)
‖x‖2u+$4(x) .
Der Beweis verwendet Satz 4.9 und verla¨uft analog zum Beweis von Satz 4.12.
Die im Satz 4.13 angegebenen Abscha¨tzungen fu¨r den auftretenden Rundungsfehler sind zwar denkbar
gu¨nstig, jedoch ist es in den meisten Anwendungen aufgrund des zusa¨tzlichen Zeitaufwandes wenig
sinnvoll, jeweils die euklidische Norm der Approximation des Eingangsvektors auszuwerten. Alternativ
bietet sich eine gleichma¨ßige Skalierung mit dem Reziproken der maximal mo¨glichen euklidischen Norm
an, d.h. mit
1
max
x∈[−1,1]n
‖x‖2 =
1√
n
. (4.35)
Dabei haben wir verwendet, dass die Menge [−1, 1]n, welche genau der Einheitskugel im Rn bezu¨glich
der Maximumnorm entspricht, kompakt ist und die euklidische Norm als stetige Funktion auf dieser
kompakten Menge ihr Maximum annimmt. Die komponentenweise Multiplikation mit 1√
n
la¨sst sich fu¨r
den Fall, dass t = log2(n) eine gerade Zahl ist, jeweils als einfache Bitverschiebung realisieren. Um zu
vermeiden, dass sich durch diese Bitverschiebung nur jeweils der Nullvektor ergibt, muss der Parameter
q der Festkomma-Zahlenmenge genu¨gend groß gewa¨hlt werden. Andernfalls wird der Nullvektor korrekt
auf den Nullvektor transformiert und die euklidische Norm des Rundungsfehlers stimmt aufgrund
der Orthogonalita¨t der Kosinus- und Sinusmatrizen mit der euklidischen Norm des Eingangsvektors
u¨berein.
Satz 4.14 (Fehlerabscha¨tzung fu¨r die Algorithmen 1.15 – 1.22 mit gleichma¨ßiger Skalierung). Seien
t ≥ 2, n = 2t sowie x ∈ [−1, 1]n gegeben. Mit (4.34) gilt dann:
(i) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.19 und 1.20 mit Parameter k = 0 ergeben sich fu¨r die entsprechend
Satz 4.10 definierten Rundungsfehler (4.30) und (4.31) die Abscha¨tzungen
‖∆y×‖2 ≤ 2(log2(n)− 1)
(
n
√
5
2
+
2 log2(n)− 3
2
nu+
√
2‖x‖2
)
u+$n(x) ,
‖∆y‖2 ≤
(
(2 log2(n)− 1)n+ 2(log2(n)− 1)
√
2‖x‖2
)
u+$n(x) .
Dieselben Ungleichungen gelten bei der Berechnung der Matrix-Vektor-Multiplikationen SIIn x und
SIIIn x in Festkomma-Arithmetik mittels der Algorithmen 1.21 und 1.22 fu¨r den Parameter k = 0.
(ii) Bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x in Festkomma-Arithmetik mittels der
Algorithmen 1.15 und 1.18 ergeben sich fu¨r die entsprechend Satz 4.10 definierten Rundungsfehler
(4.30) und (4.31) die Abscha¨tzungen
‖∆y×‖2 ≤ (2 log2(n)− 1)
(
n
√
5
2
+ (log2(n)− 1)nu+
√
2‖x‖2
)
u+$n(x) ,
‖∆y‖2 ≤
(
2n log2(n) + (2 log2(n)− 1)
√
2‖x‖2
)
u+$n(x) .
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Dieselben Aussagen gelten bei der Berechnung der Matrix-Vektor-Multiplikation CIVn x bzw. S
IV
n x
in Festkomma-Arithmetik mittels der Algorithmen 1.19 und 1.20 bzw. 1.21 und 1.22 jeweils fu¨r
den Parameter k = 1.
(iii) Bei der Berechnung der Matrix-Vektor-Multiplikationen CIIn x und C
III
n x in Festkomma-Arithmetik
mittels der Algorithmen 1.16 und 1.17 ergeben sich fu¨r die entsprechend Satz 4.10 definierten
Rundungsfehler (4.30) und (4.31) die Abscha¨tzungen
‖∆y×‖2 ≤ 3(log2(n)− 1)
(
n
√
5
2
+
3 log2(n)− 4
2
nu+
√
2‖x‖2
)
u+$n(x)
‖∆y‖2 ≤
(
(3 log2(n)− 2)n+ 3(log2(n)− 1)
√
2‖x‖2
)
u+$n(x)
im Fall t ≥ 3. Fu¨r t = 2 gelten die Ungleichungen
‖∆y×‖2 ≤ 2
(
2
√
10 + 2u+
√
2‖x‖2
)
u+$4(x) ,
‖∆y‖2 ≤ 2
(
6 +
√
2‖x‖2
)
u+$4(x) .
Der Beweis verwendet Satz 4.10 und verla¨uft analog zum Beweis von Satz 4.12.
Zusammenfassend sind nun fu¨r die Algorithmen 1.15 – 1.22 im Fall xˆ = x die Stabilita¨tskonstanten
gema¨ß Definition 4.6 in Tabelle 4.1 angegeben.
Stabilita¨tskonstanten aus Satz 4.12 Satz 4.13 Satz 4.14
DCT-II(n) mit Alg. 1.19, κ×n 2(t− 1)
√
5n
2 0 2(t− 1)n
√
5
2
DCT-III(n) mit Alg. 1.20, λ×n 2(t− 1)
√
2 2(t− 1)
(√
2 +
√
5n
2
)
+
√
n 2(t− 1)√2
DST-III(n) mit Alg. 1.21, κn 2(t− 1)
√
n 0 (2t− 1)n
DST-II(n) mit Alg. 1.22. λn 2(t− 1)
√
2 (2t− 1)√n+ 2(t− 1)√2 2(t− 1)√2
DCT-IV(n) mit Alg. 1.15, κ×n (2t− 1)
√
5n
2 0 (2t− 1)n
√
5
2
1.18 – 1.20. λ×n (2t− 1)
√
2 (2t− 1)
(√
2 +
√
5n
2
)
+
√
n (2t− 1)√2
DST-IV(n) mit Alg. 1.21, κn (2t− 1)
√
n 0 2tn
1.22. λn (2t− 1)
√
2 2t
√
n+ (2t− 1)√2 (2t− 1)√2
DCT-III(n) mit Alg. 1.16, κ×n 3(t− 1)
√
5n
2 0 3(t− 1)n
√
5
2
DCT-II(n) mit Alg. 1.17. λ×n 3(t− 1)
√
2 3(t− 1)
(√
2 +
√
5n
2
)
+
√
n 3(t− 1)√2
κn 3(t− 1)
√
n 0 (3t− 2)n
λn 3(t− 1)
√
2 (3t− 2)√n+ 3(t− 1)√2 3(t− 1)√2
Tabelle 4.1: Stabilita¨tskonstanten nach Definition 4.6 fu¨r die DCT- und DST-Algorithmen 1.15 – 1.22
im Fall x = xˆ fu¨r einfach und doppelt genaue Festkomma-Arithmetik. Dabei sei n = 2t
mit einer natu¨rlichen Zahl t ≥ 3. Es fa¨llt auf, dass einerseits λ×n = λn in den Sa¨tzen 4.12
und 4.14 gilt und sich andererseits λ×n = λn = 0 in Satz 4.13 ergibt. Letzteres ist eine
direkte Konsequenz der Ru¨ckskalierung mit der Norm des Eingangsvektors.
4.2 Stochastische Rundungsfehleranalyse
Die im Abschnitt 2.3 eingefu¨hrten Rundungsfehler δ, welche bei den einzelnen Pseudo-Multiplikationen
durch die notwendigen Abbildungen nach Mq entstehen, genu¨gen fu¨r feste Zahlen deterministischen
Funktionen, welche vom gewa¨hlten Modell abha¨ngen. Innerhalb eines Algorithmus treten eine Vielzahl
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aufeinander folgender Multiplikationen auf, die daru¨ber hinaus mit Additionen kombiniert werden.
Demnach ist es u¨beraus aufwendig, die Entwicklung der auftretenden Rundungsfehler exakt u¨ber die
jeweiligen deterministischen Funktionen auszudru¨cken.
Um dennoch Aussagen u¨ber die Gu¨te eines Algorithmus treffen zu ko¨nnen, sind in Abschnitt 4.1 obere
Schranken hergeleitet worden, die fu¨r jeden einzelnen Schritt den schlechtesten Fall beru¨cksichtigen.
Diese oberen Schranken u¨berscha¨tzen jedoch – wie nicht anders zu erwarten – die tatsa¨chlich auftreten-
den Rundungsfehler im Allgemeinen um ein Vielfaches. Daher ist es sinnvoll, den in jedem einzelnen
Schritt auftretenden Rundungsfehler als eine Zufallsvariable zu modellieren, um u¨ber deren Erwar-
tungswert sowie deren Streuung das Verhalten der nach der Ausfu¨hrung eines der Algorithmen 1.15 –
1.22 entstandenen Rundungsfehler besser vorhersagen bzw. scha¨tzen zu ko¨nnen. In Anlehnung an die
Definitionen 3.21 und 4.6 sowie Abbildung 3.1 vereinbaren wir fu¨r die Festkomma-Arithmetik folgende
Sprechweisen.
Definition 4.15. Ein Algorithmus fu¨r eine Matrix-Vektor-Multiplikation AX mit einer regula¨ren
Matrix A ∈ [−1, 1]n×n und einem Zufallsvektor X ∈ [−1, 1]n mit ‖X‖2 ≤ 1 heißt in einfach genauer
Festkomma-Arithmetik durchschnittlich normweise ru¨ckwa¨rtsstabil, falls eine Konstante κ˘n,× > 0 mit
κ˘n,×u 1 und
E
(‖ ∆X ‖22) ≤ κ˘2n,×u2 +O (u3) (4.36)
existiert. Verwendet der Algorithmus bei der Berechnung von AX das doppelt genaue Matrix-Vektor-
Pseudo-Produkt, kennzeichnen wir die entsprechende Stabilita¨tskonstante mit κ˘n, und nennen ihn in
doppelt genauer Festkomma-Arithmetik durchschnittlich normweise ru¨ckwa¨rtsstabil.
Mit Hilfe der in Abschnitt 2.4 gewonnenen Sa¨tze 2.37, 2.38 und 2.39 ko¨nnen wir nun Stabilita¨tskon-
stanten gema¨ß Definition 4.15 fu¨r die Algorithmen 1.15 – 1.22 in Festkomma-Arithmetik angeben.
Insbesondere ist dies auch ohne Kenntnis der genauen Verteilung aller auftretenden Zufallsgro¨ßen und
ohne die Forderung nach Unkorreliertheit oder stochastischer Unabha¨ngikeit der Eingangsdaten X
mo¨glich. Die notwendigen Voraussetzungen fassen wir vorab in folgendem Modell zusammen.
Modell 4.16. Sei t ∈ N und n = 2t. Fu¨r ein q ∈ N seien Mq und u wie in (2.49) und (2.50) definiert.
Eine Matrix-Vektor-Multiplikation AX fu¨r einen Zufallsvektor X = (Xk)n−1k=0 mit Werten in M
n
q , die
auf einer Faktorisierung der Gestalt
A =
−1∏
ı=0
A(ı) := A(−1) . . . A(2)A(0) (4.37)
mit Faktoren A(ı) ∈Mn×nq basiert, genu¨ge den folgenden Annahmen.
(A0) Die Zufallsvariable
Ξ :=
n−1∑
k=0
X2k (4.38)
nimmt nur Werte im Intervall [0, 1] an.
(A1) Die Matrizen A(ı) ∈Mn×nq besitzen bis auf Permutationen und Vorzeichenskalierungen Blockdia-
gonalgestalt, d.h., es existieren Matrizen U (ı), V (ı) ∈ Mn×nq , welche ho¨chstens Permutationen
und/oder zeilen- bzw. spaltenweise Vorzeichenskalierungen bewirken, und Matrizen
B(ı) =
n
2
−1⊕
k=0
A(k,ı) (ı = 1, . . . , − 1) (4.39)
mit Blo¨cken
A(k,ı) :=
(
M
(k,ı)
1 M
(k,ı)
2
−M (k,ı)2 M (k,ı)1
) (
k = 0, . . . , n2 − 1, ı = 0, . . . , − 1
)
, (4.40)
so dass A(ı) = U (ı)B(ı)V (ı) gilt.
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(A2) Fu¨r k = 0, . . . , n2 − 1, ı = 1, . . . , − 1 existieren reelle Zufallsvariablen δA(k,ı) mit
0 ≤ δA(k,ı) ≤ 2u (4.41a)
und
(M (k,ı)1 )
2 + (M (k,ı)2 )
2 = 1− δA(k,ı) . (4.41b)
(A3) Zu den Blockdiagonalmatrizen B(ı) und den rekursiv durch
Y(0) := V (0)X , Z(0) := B(0) ×Y(0) ,
Y(ı) := V (ı)U (ı−1)Z(ı−1) , Z(ı) := B(ı) ×Y(ı) , (ı = 1, . . . , − 1)
Y() := U (−1)Z(−1)
(4.42a)
bzw.
Y(0,) := V (0)X , Z(0,) := B(0) Y(0,) ,
Y(ı,) := V (ı)U (ı−1)Z(ı−1,) , Z(ı,) := B(ı) Y(ı,) , (ı = 1, . . . , − 1)
Y(,) := U (−1)Z(−1,)
(4.42b)
definierten Zwischenergebnissen Y(ı) bzw. Y(ı,) existieren Zufallsgro¨ßen δ(k,ı)11 , δ
(k,ı)
22 , δ
(k,ı)
12 , δ
(k,ı)
21
bzw. δ(k,ı)1, , δ
(k,ı)
2, und Zahlen σ, σ ∈ [0, 1] mit
E(δ(k,ı)rs ) = 0 , V(δ(k,ı)rs ) ≤ σ2u2 (r, s = 1, 2),
E(δ(k,ı)v, ) = 0 , V(δ
(k,ı)
v, ) ≤ σ2u2 (v = 1, 2)
}
(4.43)
und (
Z
(ı)
2k
Z
(ı)
2k+1
)
= A(k,ı)
(
Y
(ı)
2k
Y
(ı)
2k+1
)
+
(
δ
(k,ı)
11 + δ
(k,ı)
22
δ
(k,ı)
12 − δ(k,ı)21
)
, (4.44a)
(
Z
(ı,)
2k
Z
(ı,)
2k+1
)
= A(k,ı)
(
Y
(ı,)
2k
Y
(ı,)
2k+1
)
+
δ(k,ı)1,
δ
(k,ı)
2,
 (4.44b)
fu¨r k = 0, . . . , n2 − 1, ı = 0, . . . , − 1. 
Als Hauptergebnis der stochastischen Rundungsfehleranalyse erhalten wir nun den folgenden
Satz 4.17. Sei t ≥ 2, n = 2t. Genu¨gt die Implementierung in einfach bzw. doppelt genauer Festkomma-
Arithmetik allen Annahmen aus Modell 4.16, dann sind die Algorithmen 1.15 – 1.22 gema¨ß (4.36) in
einfach bzw. doppelt genauer Festkomma-Arithmetik durchschnittlich ru¨ckwa¨rtsstabil mit Stabilita¨ts-
konstanten
κ˘n,× =

√
2dlog2(2(log2(n)−1))e+2 · 2(log2(n)− 1)n · σ2 fu¨r

DCT-II(n) mit Alg. 1.19 ,
DCT-III(n) mit Alg. 1.20 ,
DST-III(n) mit Alg. 1.21 ,
DST-II(n) mit Alg. 1.22 ,
√
2dlog2(2 log2(n)−1)e+2 · (2 log2(n)− 1)n · σ2 fu¨r

DCT-IV(n) mit Alg. 1.15 ,
DCT-IV(n) mit Alg. 1.18 ,
DCT-IV(n) mit Alg. 1.19 ,
DCT-IV(n) mit Alg. 1.20 ,
DST-IV(n) mit Alg. 1.21 ,
DST-IV(n) mit Alg. 1.22 ,
√
2dlog2(3(log2(n)−1))e+2 · 3(log2(n)− 1)n · σ2 fu¨r
{
DCT-III(n) mit Alg. 1.16 ,
DCT-II(n) mit Alg. 1.17 ,
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bzw.
κ˘n, =

√
2dlog2(2(log2(n)−1))e+1 · 2(log2(n)− 1)n · σ2 fu¨r

DCT-II(n) mit Alg. 1.19 ,
DCT-III(n) mit Alg. 1.20 ,
DST-III(n) mit Alg. 1.21 ,
DST-II(n) mit Alg. 1.22 ,
√
2dlog2(2 log2(n)−1)e+1 · (2 log2(n)− 1)n · σ2 fu¨r

DCT-IV(n) mit Alg. 1.15 ,
DCT-IV(n) mit Alg. 1.18 ,
DCT-IV(n) mit Alg. 1.19 ,
DCT-IV(n) mit Alg. 1.20 ,
DST-IV(n) mit Alg. 1.21 ,
DST-IV(n) mit Alg. 1.22 ,
√
2dlog2(3(log2(n)−1))e+1 · 3(log2(n)− 1)n · σ2 fu¨r
{
DCT-III(n) mit Alg. 1.16 ,
DCT-II(n) mit Alg. 1.17 .
Im Fall Cov
(
δ
(k,ı)
11 , δ
(k,ı)
22
)
= Cov
(
δ
(k,ı)
12 , δ
(k,ı)
21
)
bzw. E
(
δ
(k,ı)
1, δ
(k,ı)
2,
)
= 0 fu¨r alle k = 0, . . . , n2 − 1 und
fu¨r alle auftretenden ı verkleinern sich die Stabilita¨tskonstanten κ˘n,× bzw. κ˘n, um den Faktor 1√2 .
Beweis: Im ersten Fall basieren die Algorithmen 1.19 – 1.22 fu¨r k = 0 auf den Faktorisierungen (1.45)
bzw. (1.55), welche jeweils aus 2 log2(n)−1 Faktoren bestehen. Da An(β0) bzw. A˘n(β˘0) Permutations-
matrizen bezeichnen und die restlichen 2 log2(n)− 2 Faktoren wegen (1.43) bzw. (1.53) und aufgrund
von (1.25) – (1.29) jeweils einen Repra¨sentanten gema¨ß Modellannahme (A1) besitzen, ergibt sich die
erste Stabilita¨tskonstante als direkte Anwendung der Ungleichungen (2.82a) bzw. (2.82b) aus Satz 2.37
mit  = 2(log2(n)− 1).
Im zweiten Fall basieren die Algorithmen 1.15 und 1.18 auf den in Lemma 1.11 und Folgerung 1.13
angegebenen Faktorisierungen (1.32) und (1.37), deren Repra¨sentation in der Festkomma-Arithmetik
jeweils genau 2 log2(n)− 1 Faktoren gema¨ß Modellannahme (A1) besitzen. Ebenso enthalten die Pro-
dukte (1.48) bzw. (1.60), welche den Algorithmen 1.19 – 1.22 fu¨r k = 1 zugrunde liegen, jeweils genau
2 log2(n)−1 analog zu (1.43) bzw. (1.53) definierte Matrizen als Faktoren, von denen jeder einzelne der
Modellannahme (A1) entspricht. Daher ergibt sich die zweite Stabilita¨tskonstante, wenn wir (2.82a)
bzw. (2.82b) aus Satz 2.37 mit  = 2 log2(n)− 1 anwenden.
Da die Algorithmen 1.16 und 1.17 durch die Faktorisierungen (1.35) bzw. (1.38) beschrieben werden,
folgt die dritte Stabilita¨tskonstante aus (2.82a) bzw. (2.82b) jeweils mit  = 3(log2(n)− 1).
Gilt zusa¨tzlich Cov
(
δ
(k,ı)
11 , δ
(k,ı)
22
)
= Cov
(
δ
(k,ı)
12 , δ
(k,ı)
21
)
bzw. E
(
δ
(k,ı)
1, δ
(k,ı)
2,
)
= 0 fu¨r alle k = 0, . . . , n2 − 1
und fu¨r alle auftretenden ı, so ergeben sich die kleineren Stabilita¨tskonstanten in allen drei Fa¨llen
analog aus den Ungleichungen (2.83a) bzw. (2.83b).
Bemerkung 4.18 (Zusammenfassung von Kapitel 4). In Unterabschnitt 4.1.1 werden die in Festkomma-
Arithmetik bei einer Matrix-Vektor-Multiplikation auftretenden Rundungsfehler fu¨r Eingangsvektoren
aus [−1, 1]n unter der Annahme (4.4) untersucht. Dabei betrachten wir wie in Abschnitt 2.3 sowohl
einfache als auch doppelte Genauigkeit. Speziell fu¨r eine Blockdiagonalmatrix der Gestalt (4.6) und
einen Eingangsvektor x ∈ [−1, 1]n mit ‖x‖2 ≤ 1 sind die wichtigsten Abscha¨tzungen in Satz 4.5 zu
finden. Unterabschnitt 4.1.2 beginnt in Definition 4.6 mit der Einfu¨hrung des Begriffes der numerischen
Ru¨ckwa¨rtsstabilita¨t in einfach bzw. doppelt genauer Festkomma-Arithmetik und liefert in den Sa¨tzen
4.8 – 4.10 die Grundlage fu¨r die eigentliche Stabilita¨tsanalyse in Unterabschnitt 4.1.3. Als Haupter-
gebnis von Abschnitt 4.1 werden in den Sa¨tzen 4.12 – 4.14 entsprechende Stabilita¨tskonstanten fu¨r die
Algorithmen 1.15 – 1.22 unter verschiedenen Skalierungsarten angegeben.
Schließlich wird in Abschnitt 4.2 eine stochastische Rundungsfehleranalyse basierend auf Modell 4.16
durchgefu¨hrt. Nachdem Definition 4.15 den Begriff der durchschnittlichen numerischen Ru¨ckwa¨rtssta-
bilita¨t in einfach bzw. doppelt genauer Festkomma-Arithmetik einfu¨hrt, werden entsprechende Stabi-
lita¨tskonstanten als Hauptergebnis in Satz 4.17 zusammengefasst. 
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5 Numerische Ergebnisse
In Kapitel 3 und 4 werden sowohl in Gleit- als auch in Festkomma-Arithmetik numerische Stabilita¨ts-
analysen fu¨r die Algorithmen aus Abschnitt 1.3 durchgefu¨hrt. Dabei sind sowohl obere Schranken fu¨r
den ungu¨nstigsten Fall als auch Scha¨tzungen des durchschnittlich auftretenden Fehlers von Interesse.
Um die theoretischen Ergebnisse zu u¨berpru¨fen, sind die Algorithmen aus Abschnitt 1.3 in MATLAB
implementiert worden.
5.1 Testrechnungen in Gleitkomma-Arithmetik
Aufgrund der Rundungsfehler steht uns nur in den seltensten Fa¨llen das exakte Ergebnis einer Folge
von arithmetischen Operationen in Gleitkomma-Arithmetik zur Verfu¨gung. Um dennoch die Qualita¨t
ermittelter Abscha¨tzungen fu¨r den bei einem Algorithmus auftretenden relativen Fehler sinnvoll testen
zu ko¨nnen, schla¨gt Higham in [24, S. 454] am Beispiel der FFT folgende Methode vor. Anstelle des
relativen Fehlers wird ersatzweise die Gro¨ße
ςn :=
‖x− xˆ‖2
‖x‖2 (5.1)
betrachtet, wobei xˆ = fl
(
F−1n fl (Fnx)
)
das in Gleitkomma-Arithmetik berechnete Resultat eines schnel-
len Algorithmus zur Fourier-Transformation gefolgt von der inversen Fourier-Transformation bezeich-
net. Um die Resultate aus Kapitel 3 fu¨r die Algorithmen 1.15 – 1.22 zu u¨berpru¨fen, betrachten wir
anstelle der Fourier-Matrix (1.1) die entsprechenden Sinus- und Kosinus-Matrizen (1.2) – (1.7). In
den mittels MATLAB erzeugten Abbildungen 5.1 – 5.3 ist nun analog zu [24, Figure 24.1] jeweils die
Gro¨ße (5.1) fu¨r n = 2t, t = 3, . . . , 12 und M = 100 zufa¨llige Vektoren mit standard-normalverteilten
Komponenten abgetragen.
Abbildung 5.1: Relative Fehler aus (5.1) mit xˆ = fl(CIVn fl(C
IV
n x)) bei zweifach ausgefu¨hrter DCT-IV(n)
mittels Algorithmus 1.15 in Gleitkomma-Arithmetik. Zusa¨tzlich sind die theoretischen
Schranken aus den Sa¨tzen 3.12 (blau), 3.18 (rot) und 3.23 (schwarz) abgetragen.
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Daru¨ber hinaus finden sich dort die jeweiligen Schranken aus den Sa¨tzen 3.12, 3.18 und 3.23. Zur
Generierung der Zufallsvektoren ist der MATLAB-Befehl randn([n 1]) verwendet worden.
Abbildung 5.2: Relative Fehler aus (5.1) mit xˆ = fl(CIIn fl(C
III
n x)) bei der DCT-III(n) mittels Algorith-
mus 1.16 gefolgt von der DCT-II(n) mittels Algorithmus 1.17 jeweils in Gleitkomma-
Arithmetik. Zusa¨tzlich sind die theoretischen Schranken aus den Sa¨tzen 3.12 (blau),
3.18 (rot) und 3.23 (schwarz) abgetragen.
Abbildung 5.3: Relative Fehler aus (5.1) mit xˆ = fl(CIIIn fl(C
II
n x)) bei der DCT-II(n) mittels Algorith-
mus 1.19 gefolgt von der DCT-III(n) mittels Algorithmus 1.20 jeweils in Gleitkomma-
Arithmetik. Zusa¨tzlich sind die theoretischen Schranken aus den Sa¨tzen 3.12 (blau),
3.18 (rot) und 3.23 (schwarz) abgetragen.
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5.2 Simulationen fu¨r die Festkomma-Arithmetik
Zur Unterstu¨tzung der Aussagen aus Kapitel 4 sind nun alle Algorithmen 1.15 – 1.22 analog zu Ab-
schnitt 5.1 in simulierter Festkomma-Arithmetik implementiert worden. Um die Operation (2.51) fu¨r
ein festes q ∈ N auf eine Zahl x ∈ [−1, 1] mit der Eigenschaft (2.52) anzuwenden, haben wir jeweils
Methode 5.1 angewandt.
Methode 5.1. Sei x ∈ [−1, 1] und q ∈ N. Dann simulieren wir die Abbildung xˆ := fix(x) wie folgt:
(1) Die Zahl x wird mit 2q skaliert, so dass sich das Zwischenergebnis y := 2qx im Intervall [−2q, 2q]
befindet.
(2) Mit dem in MATLAB zur Verfu¨gung stehenden Befehl fix werden die eventuell noch verblei-
benden Nachkommastellen abgeschnitten, so dass als zweites Zwischenergebnis z :=fix(y) eine
ganze Zahl entsteht.
(3) Anschließend wird mit 2−q zuru¨ckskaliert, so dass xˆ := 2−qz in Mq liegt. 
Aus dem Basismodell (2.53) fu¨r die Festkomma-Arithmetik geht weiter hervor, dass lediglich die Multi-
plikation zweier Zahlen xˆ, yˆ ∈Mq gesondert modelliert werden muss. Demnach verfahren wir mit dem
Produkt p := xˆyˆ genauso wie mit der Abbildung (2.51) nach Mq, d.h., wir skalieren wiederum mit 2q,
schneiden die Nachkommastellen mit dem MATLAB-Befehl fix ab und skalieren anschließend mit 2−q
zuru¨ck. Um die Anzahl der Nachkommastellen variieren zu ko¨nnen, sind die in Festkomma-Arithmetik
simulierten Programme und Unterprogramme, welche fu¨r die Algorithmen 1.15 – 1.22 beno¨tigt werden,
mit einem zusa¨tzlichen Parameter q ausgestattet. Da wir entsprechend der Modellannahmen (2.53) kei-
nen U¨berlauf erlauben, was bei den Algorithmen 1.15 – 1.22 im Fall (4.15) gewa¨hrleistet wird, mu¨ssen
die Komponenten eines Eingangsvektors xˆ ∈ Mnq mit 2−dlog2(‖xˆ‖2)e vorskaliert werden. Demzufolge
ist die Forderung q > dlog2(‖xˆ‖2)e an die Anzahl q der Nachkommastellen sinnvoll, um nach der
Abbildung (2.51) nicht nur den Nullvektor zu erhalten.
In einer ersten Simulation untersuchen wir fu¨r jeden einzelnen der Algorithmen 1.15 – 1.22 das nu-
merische Verhalten in Abha¨ngigkeit von q, also der Anzahl von Nachkommastellen, wobei die Trans-
formationsla¨nge n = 2t beibehalten wird. Bei jedem Durchlauf erzeugen wir u¨ber den MATLAB-
Befehl rand([n 1]) durch entsprechende Skalierung und Verschiebung M = 100 zufa¨llige Vektoren
ξ(i) ∈ [−1, 1]n (i = 1, . . . ,M) mit auf dem Intervall [−1, 1] gleichverteilten Komponenten. Die im Fall
ξ(i) = 1 ∈ [−1, 1]n fu¨r mindestens ein i sogar scharfe Abscha¨tzung
max
i=1,...,M
‖ξ(i)‖2 ≤
√
n (5.2)
erfordert gema¨ß der Bedingung (4.15) eine Vorskalierung. An dieser Stelle wa¨hlen wir
2−d
t
2
e ≤ 1√
n
(5.3)
als Skalierungsfaktor, da somit nur eine Bitverschiebung notwendig ist [40, S. 95]. Nach dem Skalieren
wird jeweils noch Methode 5.1 angewandt. Die so entstandenen Vektoren x(i) ∈ Mnq (i = 1, . . . ,M)
erfu¨llen wie gewu¨nscht Bedingung (4.15). Jeder einzelne Vektor x(i) wird nun jeweils mit einem der in
simulierter Festkomma-Arithmetik fu¨r q Nachkommastellen implementierten Algorithmen 1.15 – 1.22
transformiert. Die auf diese Weise erzeugten Vektoren y˜(i) ∈Mnq (i = 1, . . . ,M) werden - da die exakten
Ergebnisse y(i) fu¨r einen Vergleich nicht zur Verfu¨gung stehen - anschließend entsprechend Satz 1.4
unter Verwendung eines der Algorithmen 1.15 – 1.22 mit 2q Nachkommastellen zuru¨cktransformiert,
so dass wir die Vektoren x˜(i) ∈ Mnq (i = 1, . . . ,M) erhalten. Dabei ko¨nnen wir die Ausfu¨hrung der
Ru¨cktransformation mit 2q Nachkommastellen im Vergleich zur Berechnung mit q Nachkommastellen
als na¨herungsweise exakt ansehen. Die in Satz 1.4 nachgewiesene Orthogonalita¨t der Matrizen (1.2) –
(1.7) impliziert daher
‖x˜(i) − x(i)‖2 ≈ ‖y˜(i) − y(i)‖2 , (5.4)
so dass wir nun anstelle der Normen der absoluten Fehler y˜(i)−y(i) die Gro¨ßen ‖x˜(i)−x(i)‖2 verwenden.
Die Abbildungen 5.4 und 5.5 stellen die Ergebnisse exemplarisch fu¨r die DCT-II(2t) mittels Algorithmus
1.19 im Fall t = 4 bzw. t = 11 dar, indem die Gro¨ßen (5.4) unter Verwendung einer logarithmischen
Skala in Abha¨ngigkeit von q abgetragen sind.
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Abbildung 5.4: Absolute Fehler aus (5.4) bei der DCT-II(24) mittels Algorithmus 1.19 gefolgt von
der DCT-III(24) mittels Algorithmus 1.20 in Festkomma-Arithmetik. Zusa¨tzlich sind
die theoretischen Schranken aus den Sa¨tzen 4.12 (blau fu¨r einfache, rot fu¨r doppelte
Genauigkeit) und 4.17 (schwarz) mit σ2 =
1
12 abgetragen.
Abbildung 5.5: Absolute Fehler aus (5.4) bei der DCT-II(211) mittels Algorithmus 1.19 gefolgt von
der DCT-III(211) mittels Algorithmus 1.20 in Festkomma-Arithmetik. Zusa¨tzlich sind
die theoretischen Schranken aus den Sa¨tzen 4.12 (blau fu¨r einfache, rot fu¨r doppelte
Genauigkeit) und 4.17 (schwarz) mit σ2 =
1
12 abgetragen.
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Daru¨ber hinaus sind die theoretischen Schranken aus Satz 4.12 (iii) eingezeichnet, wobei anstelle von
‖x‖2 jeweils die Gro¨ße
max
i=1,...,M
‖x(i)‖2 (5.5)
verwendet wird. Zusa¨tzlich sind die aus Satz 4.17 mittels Jensen-Ungleichung (A.35) resultierenden
oberen Schranken 2−qκ˘n,× und 2−qκ˘n, fu¨r E (‖ ∆X ‖2) angegeben.
In einer zweiten Testreihe haben wir bei konstantem q die Transformationsla¨nge n = 2t variiert. Wie
bereits zuvor begru¨ndet wa¨hlen wir dazu mindestens q = d tmax2 e, wobei tmax den wa¨hrend der Testreihe
gro¨ßten auftretenden Wert fu¨r log2(n) bezeichnet. Abbildung 5.6 zeigt die Ergebnisse exemplarisch fu¨r
die DCT-IV(2t) mittels Algorithmus 1.20 im Fall q = 24 und t = 3, . . . , 12, wobei wiederum M = 100
Zufallsvektoren verwendet werden. Der U¨bersichtlichkeit entha¨lt Abbildung 5.6 nur die Maxima der
Gro¨ßen (5.4) im Vergleich zu den theoretischen Schranken aus Satz 4.12 (i) fu¨r den ungu¨nstigsten Fall
bzw. 2−qκ˘n, aus Satz 4.17 fu¨r die durchschnittliche Fehlernorm.
Abbildung 5.6: Absolute Fehler aus (5.4) bei zweifach ausgefu¨hrter DCT-IV(n) mittels Algorithmus
1.20 in Festkomma-Arithmetik. Zusa¨tzlich sind die theoretischen Schranken aus den
Sa¨tzen 4.12 (blau fu¨r einfache, rot fu¨r doppelte Genauigkeit) und 4.17 (schwarz) mit
σ2 =
1
12 abgetragen.
Bemerkung 5.2 (Zusammenfassung von Kapitel 5). Um die theoretischen Abscha¨tzungen aus den
Sa¨tzen 3.9, 3.16 und 3.23 bzw. aus den Sa¨tzen 4.12 und 4.17 auf ihre Qualita¨t hin zu u¨berpru¨fen, sind
die Algorithmen 1.15 – 1.22 in MATLAB implementiert worden. Fu¨r die Simulationen in Festkomma-
Arithmetik hat insbesondere Methode 5.1 bei der jeweiligen Implementation der Algorithmen Beru¨ck-
sichtigung gefunden.

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A Anhang
A.1 Maß- und Wahrscheinlichkeitstheorie
An dieser Stelle werden die Grundlagen der Maß- und Integrationstheorie sowie der Wahrscheinlich-
keitstheorie nach [3] und [4] bereit gestellt, welche fu¨r das Versta¨ndnis einer allgemeinen Zufallsvariable
wesentlich sind.
A.1.1 Grundlagen der Maß- und Integrationstheorie
Zuna¨chst widmen wir uns der Einfu¨hrung von Maßen, mit deren Hilfe der Integrationsbegriff eingefu¨hrt
wird. Dazu beno¨tigen wir den Begriff der σ-Algebra.
Definition A.1 (vgl. [3], Definition 1.1). Ein System S von Teilmengen einer (nichtleeren) Menge Ω
heißt σ-Algebra (in Ω), wenn es die folgenden Eigenschaften besitzt:
(i) Ω ∈ S;
(ii) A ∈ S ⇒ Ω \A ∈ S;
(iii) fu¨r jede Folge (An)n∈N von Mengen aus S liegt
⋃
n∈N
An in S. 
Offenbar werden von jeder σ-Algebra S die zu (i) und (iii) ”dualen“ Eigenschaften erfu¨llt:
(i)′ ∅ ∈ S;
(iii)′ fu¨r jede Folge (An)n∈N von Mengen aus S liegt
⋂
n∈N
An in S.
Wegen A ∩ Ω = A und A ∪ ∅ = A entha¨lt eine σ-Algebra S (in Ω) auch mit je endlich vielen Mengen
deren Vereinigung und Durchschnitt. Zusammen mit Eigenschaft (ii) folgt weiterhin noch
(ii)’ A,B ∈ S⇒ A \B = A ∩ (Ω \B) ∈ S.
Die Menge der σ-Algebren in einer nichtleeren Menge Ω ist nicht leer, da die Potenzmenge P(Ω) alle
Eigenschaften einer σ-Algebra (in Ω) erfu¨llt. Daru¨ber hinaus gilt fu¨r jedes Ω′ ⊆ Ω, dass Ω′ ∩ S :=
{Ω′ ∩ A | A ∈ S} eine σ-Algebra (in Ω′) ist, falls S eine σ-Algebra (in Ω) war. In diesem Fall wird
Ω′ ∩S die Spur von S in Ω′ genannt.
Zur Konstruktion von σ-Algebren ist der nachfolgende Satz ein wichtiges Werkzeug.
Satz A.2 (vgl. [3, Satz 1.2]). Sei I 6= ∅ eine beliebige Indexmenge. Dann ist jeder Durchschnitt ⋂
i∈I
Si
einer Familie (Si)i∈I von σ-Algebren in einer Menge Ω selbst wiederum eine σ-Algebra in Ω.
Mit Hilfe von Satz A.2, dessen Beweis im Nachpru¨fen der Eigenschaften (i)-(iii) aus Definition A.1
besteht, folgt fu¨r jedes System E von Teilmengen von Ω die Existenz einer kleinsten, E enthaltenden
σ-Algebra σ(E). Dabei heißt dann σ(E) die von E (in Ω) erzeugte σ-Algebra und E ein Erzeuger von
σ(E). Falls E selbst schon eine σ-Algebra in Ω ist, gilt offenbar E = σ(E). Besteht E dagegen nur aus
Ω, erhalten wir σ(E) = {∅,Ω}.
Im Spezialfall Ω = R kann das System I betrachtet werden, welches sa¨mtliche Teilintervalle I ⊂ R
entha¨lt. Die von I erzeugte σ−Algebra σ(I) heißt dann die σ−Algebra der Borel-Mengen von R und
wird mit B(R) bezeichnet (vgl. [3, Definition 6.1, Satz 6.4]). Fu¨r die Erweiterung R¯ := R ∪ {−∞,∞}
ist das System
B(R¯) :=
{
B,B ∪ {∞}, B ∪ {−∞}, B ∪ {∞} ∪ {−∞}
∣∣∣ B ∈ B(R)}
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offenbar eine σ-Algebra in R¯ mit B(R) als Spur in R, d.h. R∩B(R¯) = B(R). Daher wird analog A ⊂ R¯
als Borelsch in R¯ bezeichnet, falls A∩R ∈ B(R) gilt. Analog konstruieren wir die σ-Algebren B(Rn) und
B(R¯n), deren Elemente entsprechend als Borelsch in Rn bzw. in R¯n bezeichnet werden. Auf allgemeinen
σ-Algebren lassen sich wie folgt Maße definieren.
Definition A.3 (vgl. [3], Definitionen 3.1, 3.3). Sei S eine σ-Algebra in Ω. Dann heißt µ : S→ [0,∞]
ein Maß (auf S), falls
µ(∅) = 0 (A.1)
und fu¨r jede Folge (An)n∈N paarweise disjunkter Mengen aus S mit in S gelegener Vereinigung
µ
(⋃
n∈N
An
)
=
∞∑
n=1
µ(An) (σ-Additivita¨t) (A.2)
gilt. Jeder Funktionswert µ(A) von µ fu¨r ein A ∈ S wird das (µ-)Maß der Menge A genannt. Gilt
µ(Ω) <∞ (und folglich auch µ(A) <∞ fu¨r alle A ∈ S), so heißt µ endlich. 
Auf der σ-Algebra B(R) (bzw. B(Rn)) interessieren uns nun zuna¨chst einmal Maße, welche jedem
Intervall [a, b[⊂ R (bzw. [a1, b1[× . . .× [an, bn[∈ Rn) seinen (n-dimensionalen) Elementarinhalt
b1 − a1
(
bzw.
n∏
i=1
(bi − ai)
)
zuordnen. Es existiert jedoch genau ein solches Maß (vgl. [3], Sa¨tze 6.2, 4.3, 5.4). Dieses Maß heißt
Lebesgue-Borelsches Maß auf R (bzw. Rn) und wird mit λ (bzw. λn) bezeichnet. Entsprechend wird
λ(B) (bzw. λn(B)) fu¨r eine beliebige Borel-Menge B ∈ B(R) (bzw. B ∈ B(Rn)) das (n-dimensionale)
Lebesgue-Borel-Maß von B genannt (vgl. [3], Definition 6.3). Daru¨ber hinaus ist die Restriktion λC
von λ (bzw. λnC von λ
n) fu¨r ein C ∈ B(R) (bzw. C ∈ B(Rn)) ein Maß auf der Spur-σ-Algebra C ∩B(R)
(bzw. C∩B(Rn)), welches als Lebesgue-Borelsches Maß auf C bezeichnet wird. Das Lebesgue-Borelsche
Maß geho¨rt zur Klasse der Borel-Maße. Dies sind genau die Maße auf B(R) (bzw. B(Rn)), welche jedem
beschra¨nkten B ∈ B(R) (bzw. B ∈ B(Rn)) ein endliches Maß zuordnen. Wegen µ(∅) = 0 und aufgrund
der aus der σ-Additivita¨t folgenden Isotonie-Eigenschaft eines Maßes (d.h. fu¨r A,B ∈ S mit A ⊆ B
folgt stets µ(A) ≤ µ(B)) ist somit insbesondere jedes endliche Maß auf B(R) ein Borel-Maß. Zu jedem
endlichen Borel-Maß µ 6= 0 la¨sst sich wegen 0 ≤ µ(B) ≤ µ(R) <∞ fu¨r alle B ∈ B(R) durch ν := 1µ(R)µ
ein weiteres Maß auf B(R) definieren.
Definition A.4 (vgl. [3], S.38). Ein Maß µ auf einer σ-Algebra S in einer Menge Ω wird Wahrschein-
lichkeitsmaß (W-Maß) genannt, wenn µ(Ω) = 1 gilt. 
Wegen µ(∅) = 0 und wiederum aufgrund der Isotonie gilt fu¨r jedes W-Maß
0 ≤ µ(A) ≤ 1 (A ∈ S).
Betrachten wir nun ein W-Maß auf B(R). Da jedes offene Intervall ]−∞, x[ in B(R) liegt, wird durch
Fµ(x) := µ(]−∞, x[)
eine Funktion Fµ : R → [0, 1] definiert, welche Verteilungsfunktion von µ heißt. Fu¨r eine beliebige
solche Verteilungsfunktion Fµ gilt wegen ]−∞, b[ \ ]−∞, a[ = [a, b[ fu¨r a ≤ b somit
µ([a, b[) = Fµ(b)− Fµ(a) .
Es besteht nun der folgende Zusammenhang:
Satz A.5 (vgl. [3], Satz 6.6). Eine Funktion F : R → [0, 1] ist genau dann die Verteilungsfunktion
eines – notwendigerweise eindeutig bestimmten – W-Maßes µ auf B(R), wenn F monoton wachsend
und linksseitig stetig ist sowie zusa¨tzlich
lim
x→−∞F (x) = 0 , limx→∞F (x) = 1 (A.3)
gilt.
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Zur Vereinfachung vereinbaren wir die folgenden abku¨rzenden Sprechweisen. Fu¨r eine Menge Ω und
eine σ-Algebra S in Ω werden das Paar (Ω,S) ein Messraum und die Mengen aus S messbar genannt.
Ist auf S noch ein Maß µ definiert, bezeichnet das Tripel (Ω,S, µ) einen Maßraum. Desweiteren heißen
alle Mengen N ∈ S, fu¨r die µ(N) = 0 gilt, µ-Nullmengen. Existiert nun eine µ-Nullmenge N , so dass
eine Eigenschaft E fu¨r alle ω ∈ Ω \ N erfu¨llt ist, so sagen wir, dass E dann µ-fast u¨berall gilt. Falls
insbesondere µ ein W-Maß darstellt, nennen wir (Ω,S, µ) einen Wahrscheinlichkeitsraum (W-Raum)
und jedes Element A ∈ S ein Ereignis. In Analogie zum Stetigkeitsbegriff fu¨r topologische Ra¨ume
fu¨hren wir den Begriff einer messbaren Abbildung ein.
Definition A.6 (vgl. [3], Definition 7.1). Es seien (Ω,S) und (Ω′,S′) zwei Messra¨ume. Eine Abbildung
T : Ω→ Ω′ heißt (S,S′)-messbar, wenn fu¨r alle A′ ∈ S′ die Bedingung
T−1(A′) := {ω ∈ Ω : T (ω) ∈ A′} ∈ S (A.4)
erfu¨llt ist, d.h. also, wenn das Urbild einer S′-messbaren Menge S-messbar ist. Mit der Bezeichung
T−1(S′) := {T−1(A′) : A′ ∈ S′} ist T−1(S′) ⊆ S eine a¨quivalente Formulierung von (A.4). Symbolisch
dru¨cken wir die (S,S′)-Messbarkeit von T auch durch T : (Ω,S)→ (Ω′,S′) aus.
Die Komposition T2◦T1 messbarer Abbildungen T1 : (Ω1,S1)→ (Ω2,S2) und T2 : (Ω2,S2)→ (Ω3,S3)
ist wegen der fu¨r alle A ⊆ Ω3 gu¨ltigen Gleichheit (T2◦T1)−1(A) = T−11 (T−12 (A)) dann (S1,S3)-messbar.
Desweiteren kann mit Hilfe einer messbaren Abbildung T : (Ω,S) → (Ω′,S′) fu¨r jedes Maß µ auf S
durch
A′ 7→ µ (T−1(A′)) (A′ ∈ S′) (A.5)
ein Maß µ′ auf S′ definiert werden, welches das Bild von µ unter der Abbildung T heißt und mit T (µ)
bezeichnet wird. Die Bildung derartiger Bildmaße ist im Fall der Wohldefiniertheit transitiv.
Als Na¨chstes betrachten wir jetzt auf einem festen Messraum (Ω,S) Funktionen f : Ω → R¯, die –
im Unterschied zu reellen Funktionen f : Ω → R – als numerische Funktionen bezeichnet werden. Da
es sich bei dem Teilmengensystem {[α,∞] : α ∈ R} um einen Erzeuger von B(R¯) handelt, ist eine
numerische Funktion f auf Ω genau dann (S,B(R¯))-messbar (oder kurz S-messbar), wenn fu¨r jedes
α ∈ R die Urbildmenge {ω ∈ Ω : f(ω) ≥ α} Element der σ-Algebra S ist (vgl. [3, Satz 7.2 und 9.1]).
Ist die S-Messbarkeit von numerischen Funktionen f, g auf Ω bekannt und sind daru¨ber hinaus µ-fast
u¨berall die Funktionen f ± g definiert, so sind die Funktionen f ± g und
fg =
(f + g)2 − (f − g)2
4
S-messbar (vgl. [3, Satz 9.4]). Genauso folgt mit der S-Messbarkeit einer Folge (fk)k∈N numerischer
Funktionen auf Ω auch die S-Messbarkeit von
sup
k∈N
fk , inf
k∈N
fk , lim sup
k→∞
fk , lim inf
k→∞
fk
(vgl. [3, Satz 9.5]) sowie die S-Messbarkeit – falls (fk)k∈N punktweise auf Ω konvergiert – von der
Grenzfunktion lim
k→∞
fk. Als Spezialfall des Infimums und Supremums folgt ebenso die S-Messbarkeit
des Minimums und Maximums endlich vieler S-messbarer numerischer Funktionen. Insbesondere sind
der Positivteil
f+ := max{f, 0}
und der Negativteil
f− := −min{f, 0}
(und damit auch der Absolutbetrag |f | = f+ + f−) einer numerischen Funktion f auf Ω genau dann
S-messbar, wenn f selbst S-messbar ist (vgl. [3, Satz 9.8]). Die einfachste numerische Funktion ist die
charakteristische Funktion
1A(ω) :=
{
1, ω ∈ A,
0, ω ∈ Ω \A (A.6)
von A, welche genau dann S-messbar ist, wenn A ∈ S erfu¨llt ist. Mit Hilfe von S-messbaren charakte-
ristischen Funktionen ko¨nnen wir die folgenden Funktionen gu¨nstig darstellen, u¨ber welche schließlich
das Integral nichtnegativer S-messbarer numerischer Funktionen definiert wird.
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Definition A.7 (vgl. [3], Definitionen 10.1, 10.3). Sei (Ω,S, µ) ein Maßraum. Eine nichtnegati-
ve reelle Funktion e auf Ω, welche S-messbar ist und nur endlich viele Werte annimmt, heißt S-
Elementarfunktion. Sind {α1, . . . , αk} die paarweise verschiedenen Werte von e, so sind die Urbilder
Ak := {ω ∈ Ω : e(ω) = αk} paarweise disjunkt und S-messbar aufgrund der S-Messbarkeit von e.
Die Darstellung
e =
k∑
i=1
αi 1Ai
bezeichnen wir als Normaldarstellung und die Zahl∫
Ω
e dµ :=
k∑
i=1
αi µ(Ai)
als das µ-Integral von e (u¨ber Ω).
Da zu jeder S-messbaren nichtnegativen numerischen Funktion f auf Ω mindestens eine monotone
Folge (em)m∈N von Elementarfunktionen mit sup
m∈N
em = f existiert (vgl. [3, Satz 11.6]), wird durch die
Zahl ∫
Ω
f dµ := sup
e≤f
e Elementarfunktion
∫
Ω
e dµ
das µ-Integral einer S-messbaren nichtnegativen numerischen Funktion f (u¨ber Ω) definiert (vgl. [3,
Definition 11.3]). Weiterhin gilt der
Satz A.8 (Monotone Konvergenz (Beppo-Levi) – vgl. [3], Satz 11.4). Sei (Ω,S, µ) ein Maßraum. Fu¨r
jede monotone Folge (fn)n∈N von S-messbaren nichtnegativen numerischen Funktionen existiert der
Grenzwert
f := sup
n∈N
fn = lim
n→∞ fn .
Weiterhin ist f eine S-messbare nichtnegative numerische Funktion mit∫
Ω
f dµ = sup
n∈N
∫
Ω
fn dµ = lim
n→∞
∫
Ω
fn dµ .
Das µ-Integral einer beliebigen S-messbaren nichtnegativen numerischen Funktion f kann nun durch-
aus den Wert unendlich annehmen. Um jedoch mit µ-Integralen vernu¨nftig rechnen zu ko¨nnen, defi-
nieren wir µ-integrierbare Funktionen wie folgt.
Definition A.9 (vgl. [3], Definitionen 12.1, 12.4). Sei (Ω,S, µ) ein Maßraum. Eine numerische Funkti-
on f auf Ω heißt µ-integrierbar, wenn sie S-messbar ist und sowohl
∫
Ω f
+dµ <∞ als auch ∫Ω f−dµ <∞
gelten. Dann heißt ∫
Ω
f dµ :=
∫
Ω
f+ dµ−
∫
Ω
f− dµ (A.7)
das µ-Integral von f (u¨ber Ω). Fu¨r µ = λ (bzw. µ = λn) heißt f dann Lebesgue-integrierbar. Im
Spezialfall, dass µ ein W-Maß auf B(R) mit zugeho¨riger Verteilungsfunktion F ist, schreiben wir anstatt∫
fdµ auch kurz
∫
fdF . Fu¨r eine messbare Teilmenge A ⊂ Ω definieren wir weiterhin durch∫
A
f dµ :=
∫
Ω
1Af dµ (A.8)
das µ-Integral von f u¨ber A.
Anhand der Definition A.9 la¨sst sich leicht u¨berpru¨fen, dass das µ-Integral linear und monoton ist (vgl.
[3, Sa¨tze 12.2, 12.3, 12.4]) sowie∫
A∪B
f dµ +
∫
A∩B
f dµ =
∫
A
f dµ +
∫
B
f dµ (A.9)
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fu¨r eine beliebige µ-integrierbare Funktion f und beliebige messbare Teilmengen A,B ⊂ Ω gilt. Insbe-
sondere folgt aus der A¨quivalenz∫
Ω
f dµ = 0 ⇐⇒ f = 0 µ-fast u¨berall (A.10)
fu¨r beliebige S-messbare nichtnegative numerische Funktionen f auf Ω auch die µ-Integrierbarkeit
u¨ber eine beliebige µ-Nullmenge N fu¨r jede S-messbare numerische Funktion g auf Ω. In diesem Fall
wird ∫
N
g dµ = 0 (A.11)
erfu¨llt (vgl. [3, Satz 13.2, Korollar 13.3]). Desweiteren ko¨nnen zwei verschiedene Maße auf einem Mess-
raum in folgender Weise verbunden sein.
Satz A.10 (vgl. [3], Satz 17.1). Sei (Ω,S, µ) ein Maßraum. Ist f eine beliebige S-messbare nichtne-
gative numerische Funktion (u¨ber Ω), dann ist durch
ν(A) :=
∫
A
f dµ (A.12)
ein weiteres Maß ν auf S gegeben.
Das oben definierte Maß ν heißt das Maß mit der Dichte f bezu¨glich µ und wird auch mit
ν = fµ
bezeichnet (vgl. [3, Definition 17.2]). Daru¨ber hinaus ist eine S-messbare numerische Funktion ϕ genau
dann ν-integrierbar, wenn ϕf bereits µ-integrierbar ist. In diesem Fall gilt∫
Ω
ϕ dν =
∫
Ω
ϕf dµ (A.13)
(vgl. [3, Satz 17.3]). Desweiteren ist die Bildung von Maßen mit Dichten transitiv (vgl. [3, Korollar
17.4]) und fu¨r µ-integrierbare Funktionen f, g die A¨quivalenz
f = g µ-fast u¨berall ⇐⇒ fµ = gµ (A.14)
erfu¨llt (vgl. [3, Satz 17.5]). Interessant ist nun die Fragestellung, wann ein Maß ν auf einem Messraum
(Ω,S) eine Dichte bezu¨glich eines weiteren Maßes µ auf demselben Messraum besitzt.
Definition A.11 (vgl. [3], Definitionen 17.7, 17.12). Auf der σ-Algebra S eines Messraumes (Ω,S)
seien zwei Maße ν und µ gegeben. Dann heißt das Maß ν stetig bezu¨glich eines Maßes µ (abku¨rzend
µ-stetig), wenn jede µ-Nullmenge aus S auch eine ν-Nullmenge ist. In diesem Fall schreiben wir ν  µ.
Man nennt das Maß ν singula¨r bezu¨glich µ (abku¨rzend µ-singula¨r) und schreibt ν ⊥ µ, falls eine Menge
N ∈ S mit µ(N) = 0 und ν(Ω \N) = 0 existiert.
Im Fall endlicher Maße ist die µ-Stetigkeit von ν nach dem Satz von Radon-Nikodym (vgl. [3, Satz
17.10 – Beweis 1. Fall]) dazu a¨quivalent, dass ν eine Dichte f bezu¨glich µ besitzt, welche µ-fast u¨berall
eindeutig bestimmt ist (vgl. [3, Satz 17.11 – Beweis 1. Teil]). Allgemeiner gilt der
Satz A.12 (Lebesguescher Zerlegungssatz – vgl. [3], Beweis zu Satz 17.13). Sind ν und µ zwei endliche
Maße auf der σ-Algebra S eines Messraumes (Ω,S), so la¨sst sich ν in eindeutiger Weise in der Form
ν = ν1 + ν2 mit Maßen ν1, ν2 auf S darstellen, fu¨r die ν1  µ und ν2 ⊥ µ erfu¨llt ist.
Dabei heißt ν1 der regula¨re und ν2 der singula¨re Teil von ν bezu¨glich µ. Insbesondere besitzt ν1 nach dem
Satz von Radon-Nikodym eine Dichte bezu¨glich µ. Als Na¨chstes beno¨tigen wir noch den Zusammenhang
zwischen dem Integral bezu¨glich eines Maßes µ und dem Integral bezu¨glich eines mittels µ gebildeten
Bildmaßes.
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Satz A.13 (Transformationssatz fu¨r Integrale – vgl. [3], Satz 19.1, Korollare 19.2, 19.3). Gegeben seien
ein Maßraum (Ω,S, µ), ein Messraum (Ω′,S′) und eine (S,S′)-messbare Abbildung T : (Ω′,S′) →
(Ω,S). Weiterhin bezeichne µ′ := T (µ) das Bildmaß wie in (A.5) definiert. Dann gelten die folgenden
Aussagen:
(i) Jede S′-messbare nichtnegative numerische Funktion f ′ auf Ω′ erfu¨llt∫
Ω′
f ′ dT (µ) =
∫
Ω
f ′ ◦ T dµ . (A.15)
(ii) Jede S′-messbare numerische Funktion f ′ auf Ω′ ist genau dann bezu¨glich des Bildmaßes T (µ)
integrierbar, wenn f ′ ◦ T bezu¨glich µ integrierbar ist. In diesem Fall gilt (A.15).
(iii) Ist T : Ω → Ω′ zusa¨tzlich bijektiv und besitzt eine (S′,S)-messbare Umkehrabbildung T−1,
dann ist fu¨r jede numerische Funktion f ′ auf Ω′ die T (µ)-Integrierbarkeit a¨quivalent zur µ-
Integrierbarkeit von f ′ ◦ T . In diesem Fall gilt wiederum (A.15).
Eine wichtige Anwendung von Satz A.13 ist der in der Analysis oft verwendete
Satz A.14 (Transformationssatz fu¨r Lebesgue-Integrale – vgl. [3], Satz 19.4). Seien U, V ⊂ Rn zwei
offene Teilmengen und Φ : U → V ein C1-Diffeomorphismus (d.h. Φ sei bijektiv und sowohl Φ als auch
Φ−1 (mindestens) einmal stetig differenzierbar). Weiter bezeichne DΦ die Ableitung von Φ (d.h. fu¨r
jeden Punkt u ∈ U diejenige lineare Abbildung Au : Rn → Rn, fu¨r die
lim
Rn\{0}3h→0
Φ(u + h)− Φ(u)−Auh
‖h‖2 = 0
gilt). Dann ist f : V → R¯ genau dann u¨ber V bezu¨glich des n-dimensionalen Lebesgue-Maßes integrier-
bar, wenn (f ◦ Φ)| detDΦ| u¨ber U bezu¨glich des n-dimensionalen Lebesgue-Maßes integrierbar ist. In
diesem Fall gilt ∫
V
f dλn =
∫
U
(f ◦ Φ)| detDΦ| dλn . (A.16)
Desweiteren beno¨tigen wir noch Produkte von σ-Algebren und Maßen sowie die Integration bezu¨glich
eines Produktmaßes. Dazu betrachten wir fu¨r endlich viele Messra¨ume (Ωi,Si), i = 1, . . . , n, mit n ∈ N
die Produktmenge
Ω :=
n∏
i=1
Ωi := Ω1 × . . .× Ωn (A.17)
und fu¨r jedes i die Projektionsabbildung pi : Ω→ Ωi, welche das geordnete Tupel (ω1, . . . , ωn) ∈ Ω auf
seine i-te Koordinate ωi abbildet. Entsprechend Definition A.6 bezeichnen wir die von den Abbildungen
p1, . . . , pn erzeugte σ-Algebra
S :=
n⊗
i=1
Si := S1 ⊗ . . .⊗Sn := σ(p1, . . . , pn) := σ
(
n⋃
i=1
p−1i (Si)
)
(A.18)
als das Produkt der σ-Algebren S1, . . . ,Sn (vgl. [3, §22]). Insbesondere ist jedes pi dann (S,Si)-
messbar. Weiterhin ist eine Abbildung
f : Ω0 → Ω1 × . . .× Ωn
eines Messraumes (Ω0,S0) in ein Produkt von Messra¨umen (Ωi,Si) genau dann messbar bezu¨glich
der σ-Algebra S aus (A.18), wenn jede der Komponenten fi := pi ◦ f von f eine (S0,Si)-messbare
Abbildung ist (vgl. [3, §22, Satz 7.4]). Haben wir nun zwei endliche Maßra¨ume (Ωi,Si, µi), i = 1, 2, so
existiert genau ein Maß µ auf der Produkt-σ-Algebra S1 ⊗S2 mit
µ(A1 ×A2) = µ1(A1) · µ2(A2)
fu¨r alle Ai ∈ Si (vgl. [3, Satz 23.3]). Dieses eindeutig auf S1⊗S2 festgelegte Maß µ heißt das Produkt
der Maße µ1 und µ2 und wird mit µ1 ⊗ µ2 bezeichnet (vgl. [3, Definition 23.4]). Es gilt nun der
bekannte
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Satz A.15 (Satz von Tonelli/Fubini - vgl. [3], Satz 23.6, Korollar 23.7). Seien (Ωi,Si, µi), i = 1, 2,
endliche Maßra¨ume.
(i) Fu¨r eine (S1 ⊗S2)-messbare nichtnegative numerische Funktion f u¨ber Ω1 ×Ω2 sind die Funk-
tionen
F1 : ω2 7→
∫
Ω1
f(ω1, ω2) dµ1 bzw. F2 : ω1 7→
∫
Ω2
f(ω1, ω2) dµ2
S2- bzw. S1-messbar und es gilt∫
Ω1×Ω2
f(ω1, ω2)d(µ1 ⊗ µ2) =
∫
Ω2
F1(ω2) dµ2 =
∫
Ω2
(∫
Ω1
f(ω1, ω2) dµ1
)
dµ2
=
∫
Ω1
F2(ω1) dµ1 =
∫
Ω1
(∫
Ω2
f(ω1, ω2) dµ2
)
dµ1
 (A.19)
(ii) Sei f eine (µ1 ⊗ µ2)-integrierbare numerische Funktion auf Ω1 × Ω2. Die Funktion fω1 : ω2 7→
f(ω1, ω2) ist dann µ2-integrierbar fu¨r µ1-fast alle ω1 und die Funktion fω2 : ω1 7→ f(ω1, ω2) ist
dann µ1-integrierbar fu¨r µ2-fast alle ω2. Die somit µ1- bzw. µ2-fast u¨berall definierte Funktion
ω1 7→
∫
fω1dµ2 bzw. ω2 7→
∫
fω2dµ1
ist µ1- bzw. µ2-integrierbar, und es gilt die Gleichung (A.19).
Eine wichtige Anwendung der beiden vorangegangenen Sa¨tze ist beispielsweise die Berechnung des
Lebesgue-Integrals ∫
R2
e−x
2−y2dλ2 .
Aufgrund der Radialsymmetrie des Integranden gehen wir zu Polarkoordinaten u¨ber. Verwenden wir
die Transformation Φ : (r, ϕ) 7→ (r cos(ϕ), r sin(ϕ)), welche die stetige Ableitung
DΦ(r, ϕ) =
(
cos(ϕ) −r sin(ϕ)
sin(ϕ) r cos(ϕ)
)
mit det(DΦ(r, ϕ)) = r besitzt und welche die offene Menge U := ]0,∞[× ]0, pi2 [ ⊂ R2 diffeomorph
auf die offene Menge V := ]0,∞[× ]0,∞[⊂ R2 abbildet, so erhalten wir∫
R2
e−x
2−y2dλ2 = 4
∫
V
e−x
2−y2dλ2 = 4
∫
U
re−r
2
dλ2 = 4
∫
]0,pi2 [
(∫
]0,∞[
re−r
2
dλ
)
dλ = pi .
und daraus schließlich die fu¨r die Standard-Normalverteilung wichtige Beziehung
1√
2pi
∫
R
e−
x2
2 dλ =
1√
pi
∫
R
e−ζ
2
dλ =
1√
pi
√(∫
R
e−ζ2dλ
)2
=
1√
pi
√∫
R
e−ζ2−η2dλ2 = 1 . (A.20)
Mit Hilfe der Assoziativita¨t der Produktbildung von σ-Algebren (vgl. [3], S. 162) folgt fu¨r endliche Maße
µ1, . . . , µn auf σ-Algebren S1, . . . ,Sn nach Induktion ebenso die Existenz eines eindeutig bestimmten
endlichen Maßes µ auf S1 ⊗ . . .⊗Sn mit
µ(A1 × . . .×An) = µ1(A1) · . . . · µn(An)
fu¨r alle Ai ∈ Si (i = 1, . . . , n), welches das Produkt der Maße µ1, . . . , µn genannt und mit
n⊗
i=1
µi = µ1 ⊗ . . .⊗ µn (A.21)
bezeichnet wird (vgl. [3, Satz 23.9]). Fu¨r endliche Maßra¨ume (Ωi,Si, µi) , i = 1, . . . , n, mit n ∈ N heißt
n⊗
i=1
(Ωi,Si, µi) :=
(
n∏
i=1
Ωi,
n⊗
i=1
Si,
n⊗
i=1
µi
)
(A.22)
entsprechend das Produkt dieser Maßra¨ume (vgl. [3, Definition 23.10]). Analog ko¨nnen nun auch die
Aussagen aus Satz A.15 fu¨r den Produktraum (A.22) formuliert werden. Zum Abschluss betrachten
wir noch den Fall, dass jedes endliche Maß µi mit einer reellen Dichte versehen wird.
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Satz A.16 (vgl. [3], Satz 23.11). Gegeben seien die endlichen Maßra¨ume (Ωi,Si, µi) und Si-messbare
nichtnegative reellwertige Funktionen fi auf Ωi. Dann ist das Produkt der endlichen Maße νi :=
fiµi (i = 1, . . . , n) definiert, und es gilt
n⊗
i=1
νi = F ·
(
n⊗
i=1
µi
)
(A.23)
mit der Dichtefunktion
F (ω1, . . . , ωn) :=
n∏
i=1
fi(ωi) . (A.24)
Die Funktion F aus (A.24) wird Tensorprodukt der Dichten f1, . . . , fn genannt.
Bemerkung A.17. Viele der obigen Aussagen gelten auch noch im Fall σ-endlicher Maßra¨ume
(Ω,S, µ), d.h. falls Ω durch eine abza¨hlbare Vereinigung von S-messbaren Mengen (An)n∈N mit
µ(An) < ∞ fu¨r alle n ∈ N darstellbar ist. Das Maß µ wird in diesem Fall σ-endliches Maß auf Ω
genannt. Da Wahrscheinlichkeitsmaße jedoch endliche Maße sind, haben wir an dieser Stelle auf ent-
sprechend allgemeiner formulierte Aussagen bewusst verzichtet. 
Von den maßtheoretischen Grundlagen haben wir nun im Wesentlichen alle diejenigen zusammenge-
stellt, welche fu¨r die Wahrscheinlichkeitstheorie von Bedeutung sind.
A.1.2 Grundlagen der Wahrscheinlichkeitstheorie
Mit Hilfe der im Unterabschnitt A.1.1 eingefu¨hrten Begriffe aus der Maßtheorie ko¨nnen wir nun die
wesentlichen Grundbegriffe und Aussagen der Wahrscheinlichkeitstheorie angeben.
Definition A.18 (vgl. [4], §1). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum. Dann heißen die Elemente
der σ-Algebra S (beobachtbare) Ereignisse. Die jedem Ereignis A ∈ S zugeordnete Zahl P (A) wird
Wahrscheinlichkeit von A genannt. Daru¨ber hinaus spricht man bei ∅ und Ω vom unmo¨glichen bzw.
sicheren Ereignis. Im Fall P (A) = 0 bzw. P (A) = 1 wird das Ereignis A fast unmo¨glich bzw. fast sicher
genannt. Weiterhin heißen zwei Ereignisse A und B disjunkt, wenn A ∩B = ∅ erfu¨llt ist.
Ist bereits etwas vom eingetretenen Ereignis bekannt, so gelangen wir zum Begriff der bedingten Wahr-
scheinlichkeit.
Definition A.19 (vgl. [4], §2). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und B ∈ S ein Ereignis mit
P (B) > 0. Dann ist durch
PB : A 7→ P (A ∩B)
P (B)
(A.25)
wiederum ein Wahrscheinlichkeitsmaß PB auf S mit PB(B) = 1 gegeben und (Ω,S, PB) ein Wahr-
scheinlichkeitsraum. Die Zahl P (A|B) := PB(A) wird als bedingte Wahrscheinlichkeit von A unter der
Hypothese B bezeichnet.
Aufgrund der σ-Additivita¨t von Maßen erhalten wir nun auch
Folgerung A.20 (vgl. [4], §2). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum. Fu¨r die Indexmenge I = N
oder I = {1, . . . , n0} mit einem n0 ∈ N sei eine Familie (Bn)n∈I paarweise disjunkter Ereignisse
Bn ∈ S mit P (Bn) > 0 fu¨r alle n ∈ I gegeben. Dann sind die folgenden Aussagen wahr:
(i) Jedes A ∈ S erfu¨llt die Formel von der totalen Wahrscheinlichkeit
P (A) =
∑
n∈I
P (Bn)P (A|Bn) . (A.26)
(ii) Fu¨r jedes A ∈ S mit P (A) > 0 und n ∈ I gilt die Bayessche Formel
P (Bn|A) = P (Bn)P (A|Bn)∑
k∈I
P (Bk)P (A|Bk) . (A.27)
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Desweiteren betrachten wir messbare Abbildungen von Wahrscheinlichkeitra¨umen.
Definition A.21 (vgl. [4], Definitionen 3.1, 3.2). Sei (Ω,S, P ) ein W-Raum und (Ω′,S′) ein Mess-
raum. Dann heißt jede Abbildung X : (Ω,S) → (Ω′,S′) Zufallsvariable (mit Werten in Ω′) und
das Bildmaß X(P ) (vgl. (A.5)) die Verteilung von X (bezu¨glich des W-Maßes P ). In den Fa¨llen
(Ω′,S′) = (R,B(R)) bzw. (Ω′,S′) = (R¯,B(R¯)) sprechen wir von reellen bzw. numerischen Zufallsva-
riablen. Ist (Ω′,S′) = (Rn,B(Rn)), so wird X Zufallsvektor der La¨nge n oder n-dimensionale reelle
Zufallsvariable genannt.
Wegen P
(
X−1(Ω′)
)
= P (Ω) = 1 wird durch das Bildmaß X(P ) offenbar ein W-Maß auf (Ω′,S′)
definiert und (Ω′,S′, X(P )) somit zu einem Wahrscheinlichkeitsraum. Das Urbild X−1(A′) von A′ be-
zeichnet dabei das Ereignis ”X liegt in A
′“ und P
(
X−1(A′)
)
die Wahrscheinlichkeit dieses Ereignisses.
Das einfachste nicht-triviale Beispiel fu¨r eine reelle Zufallsvariable auf einem W-Raum (Ω,S, P ) ist
die charakteristische Funktion (A.6) einer messbaren Menge A ∈ S. Desweiteren ist eine Abbildung
X : Ω→ Rn genau dann eine n-dimensionale reelle Zufallsvariable, wenn jede ihrer Komponenten eine
reelle Zufallsvariable ist (vgl. [3], §22).
Ist die Verteilung einer Zufallsvariable bekannt, so lassen sich die Wahrscheinlichkeiten P
(
X−1(A′)
)
gegebenenfalls auch ohne explizite Kenntnis des zugrunde liegenden W-Raums (Ω,S, P ) bestimmen.
Ebenso ko¨nnen wir zu einer Zufallsvariable den Erwartungswert wie folgt definieren.
Definition A.22 (vgl. [4], Definition 3.3). Sei (Ω,S, P ) ein W-Raum und X : (Ω,S) → (R¯,B(R¯))
eine Zufallsvariable. Gilt dann X ≥ 0 oder ist X eine P -integrierbare Zufallsvariable, so heißt
E(X) := EP (X) :=
∫
Ω
X dP
der Erwartungswert von X.
Die Eigenschaften des Erwartungswertes sind somit die des P -Integrals. Insbesondere gilt nach dem
Transformationssatz A.13 fu¨r jede B(R)-messbare Funktion f : R → R, welche nicht-negativ oder
X(P )-integrierbar ist,
E(f ◦X) =
∫
R
f dX(P ) . (A.28)
Insbesondere ergibt sich fu¨r den Erwartungswert E(X) =
∫
R f dX(P ), wenn wir die Identita¨t f : x 7→ x
auf R (d.h. f(x) = x fu¨r alle x ∈ R) verwenden. Weiterhin gilt
E(X) =
∑
n∈N
P
(
X−1([n,∞[)) , (A.29)
falls X nur Werte in N annimmt (vgl. [4, Satz 3.4]). Mit Hilfe von (A.28) lassen sich nun auch ho¨here
Momente definieren.
Definition A.23 (vgl. [4], Definition 3.5). Sei (Ω,S, P ) ein W-Raum und X eine P -integrierbare
reelle Zufallsvariable. Weiter seien m ∈ N und α ∈ R gegeben.
(i) Ist Xm sogar P -integrierbar, so heißen E(Xm) und E(|X|m) das zentrale bzw. das absolute m-te
Moment von X. Entsprechend nennen wir E((X − α)m) und E(|X − α|m) die in α zentrierten
(bzw. zentrierten absoluten) m-ten Momente von X.
(ii) Die Varianz von X ist definiert durch
V(X) := E
(
[X − E(X)]2) ≤ +∞ . (A.30)
Desweiteren heißt
σ(X) := +
√
V(X) ≤ +∞ (A.31)
die Streuung (oder Standardabweichung) von X.
Aus der Linearita¨t des P -Integrals und der aus der Monotonie des P -Integrals resultierenden Nichtne-
gativita¨t der Varianz ergibt sich dann sofort die
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Folgerung A.24 (vgl. [4], Satz 3.6). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und X eine reelle
Zufallsvariable
(i) Genau dann ist X2 eine P -integrierbare Zufallsvariable, wenn X bereits P -integrierbar und
V(X) < +∞ erfu¨llt ist. In diesem Fall gilt
V(X) = E(X2)− (E(X))2 . (A.32)
Insbesondere besitzen die Zufallsgro¨ßen X und X − E(X) dieselbe Varianz.
(ii) Fu¨r eine P -integrierbare Zufallsvariable X gelten stets∣∣E(X)∣∣ ≤ E(|X|) (A.33)
sowie (
E(X)
)2 ≤ E(X2) . (A.34)
Die in Folgerung A.24 (ii) angegebenen Ungleichungen (A.33) und (A.34) sind lediglich Spezialfa¨lle der
Jensen-Ungleichung.
Satz A.25 (Jensen-Ungleichung – vgl. [4], Satz 3.9). Sei X eine P -integrierbare reelle Zufallsvariable
auf einem W-Raum (Ω,S, P ) mit Werten in einem offenen Intervall I ⊂ R. Dann liegt der Erwar-
tungswert ebenfalls in I und fu¨r jede auf I definierte konvexe Funktion q ist q ◦ X wiederum eine
Zufallsvariable. Ist diese P -integrierbar, dann gilt
q (E(X)) ≤ E(q ◦X) . (A.35)
Oftmals ist die Fragestellung interessant, mit welcher Wahrscheinlichkeit eine reelle Zufallsvariable
Werte oberhalb einer positiven Konstante a annimmt. Im Falle der P -Integrierbarkeit existieren zahl-
reiche Ungleichungen, die sich ha¨ufig auf die folgende Situation zuru¨ckfu¨hren lassen.
Lemma A.26 (allgemeine Markov-Ungleichung). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und X :
(Ω,S) → (R¯,B(R¯)) eine P -integrierbare Zufallsvariable. Ferner sei ein a > 0 und eine messbare
nichtnegative Funktion h : R → R mit h(a) > 0 gegeben, welche fu¨r t ≥ a monoton nichtfallend ist.
Dann gilt
P (X−1([a,∞[)) ≤ E(h(X))
h(a)
. (A.36)
Beweis: Wegen [a,∞[∈ B(R¯) und der Messbarkeit von X, ist auch das Urbild X−1([a,∞[) mess-
bar, so dass wir die charakteristische Funktion 1X−1([a,∞[) bezu¨glich des Wahrscheinlichkeitsmaßes P
integrieren ko¨nnen. Mit der Nichtnegativita¨t und Monotonie von h folgt nun nacheinander.
E(h(X)) =
∫
Ω
h(X)dP ≥
∫
Ω
h(X)1X−1([a,∞[)dP ≥
∫
Ω
h(a)1X−1([a,∞[)dP = h(a)P (X−1([a,+∞[)).
Nach Umstellen erhalten wir nun die Behauptung.
Mit Hilfe der Varianz bzw. den ho¨heren Momenten la¨sst sich nun fu¨r P -integrierbare reelle Zufalls-
variablen X unter Anderem die Chebyshev-Ungleichung (A.41) formulieren, welche fu¨r m = 2 einen
Spezialfall der Chebyshev-Markovschen Ungleichung (A.40) darstellt (vgl. [3, Lemma 20.1]).
Folgerung A.27. Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und X : (Ω,S) → (R¯,B(R¯)) eine P -
integrierbare Zufallsvariable. Ferner sei ein a > 0 gegeben. Dann gelten
(i) die Markov-Ungleichungen
P (X−1([a,+∞[)) ≤ E(max{X, 0})
a
(A.37)
und
P (|X|−1([a,+∞[)) ≤ E(|X|)
a
(A.38)
bzw. – falls der Erwartungswert von |X| gro¨ßer Null ist – a¨quivalent dazu
P
(|X|−1([cµ,+∞[)) ≤ 1
c
(A.39)
mit µ := E(|X|) und c = aµ > 0,
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(ii) die Chebyshev-Markovsche Ungleichung
P
(|X|−1([a,+∞[)) ≤ 1
am
∫
Ω
|X|mdP (m > 0), (A.40)
(iii) die Chebyshev-Ungleichung
P
(|X − E(X)|−1([a,+∞[)) ≤ V(X)
a2
(A.41)
bzw. – falls X ein endliches zweites Moment ungleich Null besitzt – a¨quivalent dazu
P
(|X − E(X)|−1([cσ,+∞[)) ≤ 1
c2
(A.42)
mit σ :=
√
V(X) und c = aσ > 0,
(iv) die Chernoff-Ungleichung
P (X−1([a,+∞[)) ≤ inf
ϕ≥0
(
e−ϕaE
(
eϕX
))
. (A.43)
Beweis: Alle Ungleichungen lassen sich mit Folgerung A.26 beweisen:
(i) Sowohl h := max{·, 0} : R→ R als auch h := | · | : R→ R ist nichtnegativ mit h(a) = a > 0 und fu¨r
t ≥ a sogar streng monoton wachsend.
(ii) Ebenso ist h := | · |m : R → R fu¨r m > 0 nichtnegativ mit h(a) = am > 0 und auf jedem Intervall
[a,∞[ mit a > 0 streng monoton wachsend. Daru¨ber hinaus gilt∫
Ω
|X|mdP = E (|X|m) .
(iii) Betrachten wir anstelle von X die Zufallsvariable X˜ := X − E(X), so folgt die Behauptung aus
(ii) mit m = 2.
(iv) Da die Exponentialfunktion nichtnegativ und streng monoton wachsend ist, gilt die allgemeine
Markov-Ungleichung (A.36) mit h(t) = eϕt und beliebigem ϕ ≥ 0. Da jeweils auf der linken Seite ϕ
nicht auftritt, folgt somit die Behauptung.
Zu einem gegebenen Messraum (Ω′,S′) ko¨nnen alle W-Maße P ′ als Verteilungen von (Ω′,S′)-Zu-
fallsvariablen auftreten, sofern wir beliebige W-Ra¨ume (Ω,S, P ) zulassen. Es genu¨gt lediglich, dafu¨r
Ω = Ω′, S = S′, P = P ′ und fu¨r X die identische Abbildung von Ω auf sich zu wa¨hlen, um fu¨r das
Bildmaß X(P ) = P zu erhalten. Im Folgenden betrachten wir einige fu¨r uns interessante Verteilungen.
Definition A.28 (diskrete und (Lebesgue)-stetige Verteilungen – vgl. [4], §4). Sei n ∈ N und (Ω,S, P )
ein W-Raum sowie X : (Ω,S)→ (Rn,B(Rn)) eine Zufallsvariable.
(i) Das fu¨r ein festes x ∈ Rn durch
ðx(B) :=
{
1 x ∈ B ,
0 x 6∈ B (A.44)
fu¨r B ∈ B(Rn) gegebene Wahrscheinlichkeitsmaß auf B(Rn) heißt Dirac-Maß. Besitzt X als
Verteilung ein solches Dirac-Maß, so wird X singula¨r verteilt oder ausgeartet genannt.
(ii) Sei (xk)k∈N eine Folge im Rn und (αk)k∈N eine Folge nichtnegativer reeller Zahlen mit
∞∑
k=1
αk = 1 .
Dann heißt das durch
ν =
∞∑
k=1
αk ðxk (A.45)
auf B(Rn) gegebene Wahrscheinlichkeitsmaß diskret. Ist X eine Zufallsvariable mit einer solchen
Verteilung ν, so wird X diskret verteilt genannt.
110
(iii) Ein bezu¨glich des n-dimensionalen Lebesgue-Maßes λn stetiges Wahrscheinlichkeitsmaß µ heißt
(Lebesgue)-stetig. Die nach dem Satz von Radon-Nykodym (vgl. [3, Satz 17.10]) existierende fast
u¨berall eindeutig bestimmte Borel-messbare Dichte f ≥ 0 mit µ = fλn und folglich ∫ fdλn = 1
wird die Wahrscheinlichkeitsdichte von µ genannt.
Offenbar ist X genau dann singula¨r verteilt, wenn X fast sicher konstant ist, also X = E(X) gilt.
Dies ist gleichbedeutend mit V(X) = 0. Insbesondere ist jede singula¨re Verteilung δx diskret und jedes
diskrete Maß singula¨r bezu¨glich des n-dimensionalen Lebesgue-Maßes λn (vgl. Definition A.11).
Kommen wir nun zum Begriff der stochastischen Unabha¨ngkeit. Diesen wollen wir zuna¨chst fu¨r Er-
eignisse und σ-Algebren einfu¨hren, um dann stochastisch unabha¨ngige Zufallsvariablen definieren zu
ko¨nnen.
Definition A.29 (stochastische Unabha¨ngigkeit – vgl. [4], Definitionen 6.1, 6.2, 7.1). Sei (Ω,S, P )
ein W-Raum und I 6= ∅ eine beliebige Indexmenge.
(i) Eine Familie (Ak)k∈I von S-messbaren Mengen Ak heißt (stochastisch) unabha¨ngig, falls
P
 n⋂
j=1
Akj
 = n∏
j=1
P
(
Akj
)
(A.46)
fu¨r jede nichtleere endliche Teilmenge {k1, . . . , kn} ⊂ I.
(ii) Eine Familie (Ek)k∈I von Teilmengen Ek ⊂ S heißt (stochastisch) unabha¨ngig, falls (A.46) fu¨r
jede nichtleere endliche Teilmenge {k1, . . . , kn} ⊂ I und jede mo¨gliche Wahl von
Akj ∈ Ekj (j = 1, . . . , n) (A.47)
erfu¨llt bleibt.
(iii) Sei nun (Ωk,Sk)k∈I eine Familie von Messra¨umen. Eine Familie (Xk)k∈I von Zufallsvariablen
Xk : (Ω,S) → (Ωk,Sk) heißt (stochastisch) unabha¨ngig, falls die Familie (σ(Xk))k∈I der von
ihnen erzeugten σ-Algebren σ(Xk) := σ
(
X−1(Sk)
)
unabha¨ngig ist.
Betrachten wir nun zu einem Wahrscheinlichkeitsraum (Ω,S, P ) und Messra¨umen (Ωk,Sk), k = 1, . . . , n,
Zufallsvariablen Xk : (Ω,S)→ (Ωk,Sk), k = 1, . . . , n, dann ist die durch
X1 ⊗ . . .⊗Xn : ω 7→ (X1(ω), . . . , Xn(ω)),
gegebene Produktabbildung eine Zufallsvariable X1 ⊗ . . . ⊗Xn : (Ω,S) →
(
Ω1 × . . .× Ωn,
n⊗
k=1
Sk
)
,
da sie
(
S,
n⊗
k=1
Sk
)
-messbar ist (vgl. Definition (A.18)) und das Bildmaß
(X1 ⊗ . . .⊗Xn) (P ) (A.48)
ein Wahrscheinlichkeitsmaß auf
n⊗
k=1
Sk darstellt, welches die gemeinsame Verteilung der Zufallsvaria-
blen X1, . . . , Xn genannt wird. Damit la¨sst sich die stochastische Unabha¨ngigkeit von Zufallsvariablen
auch folgenderweise charakterisieren.
Satz A.30 (vgl. [4], Satz 7.5). Sei n ∈ N und (Ω,S, P ) ein W-Raum sowie (Ωk,Sk), k = 1, . . . , n,
Messra¨ume. Weiterhin seien Zufallsvariablen Xk : (Ω,S)→ (Ωk,Sk), k = 1, . . . , n, gegeben. Dann sind
die Zufallsvariablen X1, . . . , Xn genau dann stochastisch unabha¨ngig, wenn ihre gemeinsame Verteilung
das Produkt ihrer einzelnen Verteilungen ist, d.h., falls fu¨r die entsprechenden Bildmaße (vgl. (A.5))
(X1 ⊗ . . .⊗Xn) (P ) =
n⊗
k=1
Xk(P ) (A.49)
gilt.
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Dabei wird verwendet, dass sich das Bildmaß fu¨r beliebige
(
n⊗
k=1
Sk
)
-messbare Teilmengen der Gestalt
A1 × . . .×An mit der stochastischen Unabha¨ngigkeit als
((X1 ⊗ . . .⊗Xn) (P )) (A1 × . . .×An) = P
(
(X1 ⊗ . . .⊗Xn)−1 (A1 × . . .×An)
)
= P
(
X−11 (A1) ∩ . . . ∩X−1n (An)
)
= P
(
X−11 (A1)
) · . . . · P (X−1n (An))
=
(
n⊗
k=1
P
)(
X−11 (A1)× . . .×X−1n (An)
)
=
(
n⊗
k=1
Xk(P )
)
(A1 × . . .×An)
schreiben la¨sst. In a¨hnlicher Weise werden die folgenden Eigenschaften stochastischer Unabha¨ngigkeit
bewiesen.
Folgerung A.31 (Vererbung stochastischer Unabha¨ngigkeit - vgl. [5], Satz 20.9). Sei (Ω,S, P ) ein
W-Raum. Fu¨r k = 1, . . . , n seien Xk : (Ω,S) → (Ωk,Sk) unabha¨ngige Zufallsvariablen. Mit Hilfe der
disjunkten Zerlegung I1∪˙ . . . ∪˙Is = {1, . . . , n} mit s ≥ 2 und Ij 6= ∅ fu¨r alle j = 1, . . . , s, seien die
Zufallsvektoren Yj : (Ω,S)→
(
×
k∈Ij
Ωk,
⊗
k∈Ij
Sk
)
, j = 1, . . . , s, definiert. Dann gilt:
(i) Die Zufallsvariablen Y1, . . . , Ys sind stochastisch unabha¨ngig.
(ii) Sind weitere Messra¨ume (Ω˜j , S˜j) und messbare Abbildungen fj :
(
×
k∈Ij
Ωk,
⊗
k∈Ij
Sk
)
→ (Ω˜j , S˜j)
fu¨r j = 1, . . . , s gegeben, so sind die Zufallsvariablen f1 ◦ Y1, . . . , fs ◦ Ys stochastisch unabha¨ngig.
Unter Verwendung des Transformationssatzes A.13, des Satzes von Fubini A.15 und mit Hilfe von
Satz A.30 ko¨nnen wir nun den Erwartungswert fu¨r das Produkt stochastisch unabha¨ngiger reeller
Zufallsvariablen bestimmen.
Satz A.32 (Multiplikationssatz - vgl. [4], Satz 8.1). Sei (Ω,S, P ) ein W-Raum. Fu¨r k = 1, . . . , n seien
Xk : (Ω,S) → (R,B(R)) unabha¨ngige Zufallsvariablen. Ist Xk ≥ 0 fu¨r alle k = 1, . . . , n oder ist Xk
eine P -integrierbare Zufallsvariable fu¨r alle k = 1, . . . , n, dann gilt
E
(
n∏
k=1
Xk
)
=
n∏
k=1
E(Xk) . (A.50)
Im zweiten Fall ist das Produkt
n∏
k=1
Xk ebenfalls P -integrierbar.
Wenden wir nun Satz A.32 in Kombination mit Folgerung A.31 (ii) an, so erhalten wir (A.50) auch fu¨r
fk◦Xk anstelle von Xk, k = 1, . . . , n, und somit auch eine Verallgemeinerung der Chernoff-Ungleichung
(A.43).
Satz A.33 (Crame´r-Chernoff). Sei (Ω,S, P ) ein W-Raum und (Xk)k∈N eine unabha¨ngige Folge iden-
tisch verteilter P -integrierbarer Zufallsvariablen Xk : (Ω,S) → (R,B(R)). Fu¨r beliebiges a > 0 und
alle n ∈ N gelten dann die Abscha¨tzungen
P
( 1
n
n∑
k=1
Xk
)−1
([a,∞[)
 ≤ ( inf
ϕ≥0
e−ϕaE
(
eϕX1
))n
(A.51)
sowie
P
( 1
n
n∑
k=1
Xk
)−1
(]−∞,−a])
 ≤ ( inf
ϕ≤0
eϕaE
(
eϕX1
))n
. (A.52)
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Beweis: Aufgrund der Linearita¨t des P-Integrals sowie der P -Integrierbarkeit der Zufallsvariablen Xk
ist
Sn :=
n∑
k=1
Xk
ebenfalls P -integrierbar. Desweiteren erhalten wir
E
(
eϕSn
)
= E
(
n∏
k=1
eϕXk
)
=
n∏
k=1
E
(
eϕXk
)
=
(
E
(
eϕX1
))n
aufgrund der identischen Verteilung und stochastischen Unabha¨ngigkeit der Xk sowie der sich nach
Folgerung A.31 (ii) ergebenden stochastischen Unabha¨ngigkeit der eϕXk . Die Chernoff-Ungleichung
(A.43) liefert nun insgesamt
P
( 1
n
n∑
k=1
Xk
)−1
([a,∞[)
 = P (S−1n ([na,∞[)) ≤ inf
ϕ≥0
(
e−ϕna
(
E
(
eϕX1
))n)
und wegen der strengen Monotonie der n-ten Potenz auf der rechten Halbachse somit (A.51). Beim
U¨bergang von Sn zu −Sn ergibt sich mit
P
( 1
n
n∑
k=1
Xk
)−1
(]−∞,−a])
 = P (S−1n (]−∞,−na])) = P ((−Sn)−1([na,∞[))
nun analog (A.52).
Wegen e0 = 1 und E (1) = 1 sowie der Nichtnegativita¨t der Exponentialfunktion liegen die in den
Ungleichungen (A.51) und (A.52) vorkommenden Infima jeweils im Intervall [0, 1].
Die Gu¨ltigkeit von (A.50) ist nur eine notwendige, jedoch nicht hinreichende Bedingung fu¨r stochas-
tische Unabha¨ngigkeit. Ist (A.50) im Fall n = 2 gegeben, so gelangen wir zum wichtigen Begriff
unkorrelierter Zufallsvariablen. In diesem Zusammenhang definieren wir den Begriff der Kovarianz.
Definition A.34 (Kovarianz - vgl. [4], Definition 8.2). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und
seien X,Y : (Ω,S) → (R¯,B(R¯)) zwei P -integrierbare Zufallsvariablen, deren Produkt P -integrierbar
ist. Dann heißt
Cov(X,Y ) := E ((X − E(X)) (Y − E(Y ))) = E (XY )− E(X) E(Y ) (A.53)
die Kovarianz von X und Y . Im Fall Cov(X,Y ) = 0 heißen die Zufallsvariablen X und Y unkorreliert.
Direkt aus der Definition lassen sich die nachstehenden Eigenschaften ablesen.
Folgerung A.35. Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum und seien X,Y, Z : (Ω,S)→ (R¯,B(R¯))
jeweils P -integrierbare Zufallsvariablen mit endlichem zweiten Moment und a ∈ R. Dann gelten:
(i) Cov(X,X) = V(X) ≥ 0;
(ii) Cov(X,Y ) = Cov(Y,X);
(iii) Cov(aX + Y,Z) = aCov(X,Z) + Cov(Y,Z).
Fu¨r Summen von paarweise unkorrelierten Zufallsvariablen la¨sst sich die Varianz einfach berechnen.
Satz A.36 (Gleichheit von Bienayme´ - vgl. [4, Satz 8.3]). Sei (Ω,S, P ) ein W-Raum und n ∈ N.
Weiter seien Xk : (Ω,S)→ (R¯,B(R¯)) fu¨r k = 1, . . . , n paarweise unkorrelierte P -integrierbare Zufalls-
variablen. Dann gilt
V
(
n∑
k=1
Xk
)
=
n∑
k=1
V (Xk) . (A.54)
Wird die Voraussetzung der paarweisen Unkorreliertheit weggelassen, so gilt
V
(
n∑
k=1
Xk
)
=
n∑
k=1
V (Xk) +
n∑
j,k=1
j 6=k
Cov (Xj , Xk) =
n∑
k=1
V (Xk) + 2
n∑
k=2
k−1∑
j=1
Cov (Xj , Xk) . (A.55)
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Bemerkung A.37. Eine Verallgemeinerung der Kovarianz ist im Falle der Existenz die sogenannte
Kovarianzmatrix
C := Cov(X) := E
(
(X− E(X))(X− E(X))T) := (Cov(Xj , Xk))n−1
j,k=0
, (A.56)
welche symmetrisch und positiv semidefinit ist. 
Wir betrachten nun einige spezielle Verteilungen.
Definition A.38 (stetige Gleichverteilung). Gegeben seien a, b ∈ R mit a < b und ein Wahrscheinlich-
keitsraum (Ω,S, P ). Eine Zufallsvariable X : (Ω,S)→ (R,B(R)) heißt gleichverteilt auf dem Intervall
[a, b], wenn das Bildmaß X(P ) mit dem u¨ber die Verteilungsfunktion F : R→ [0, 1], definiert durch
F (x) :=

0 , falls x < a ,
x−a
b−a , falls a ≤ x ≤ b ,
1 , falls b < x ,
(A.57)
eindeutig festgelegten Wahrscheinlichkeitsmaß (vgl. Satz A.5) u¨bereinstimmt. Entsprechend nennen
wir die Verteilung von X Gleichverteilung auf dem Intervall [a, b].
Die in Definition A.38 auftretende Verteilung der Zufallsgro¨ße X ist (Lebesgue)-stetig mit der Wahr-
scheinlichkeitsdichte 1b−a1[a,b] (vgl. (A.6)). Folglich besitzt X den Erwartungswert
E(X) =
∫
R
x dX(P ) =
1
b− a
∫
[a,b]
x dλx =
a+ b
2
(A.58)
und die Varianz
V(X) =
∫
R
(
x− a+ b
2
)2
dX(P ) =
1
b− a
∫
[a,b]
(
x− a+ b
2
)2
dλx =
(b− a)2
12
. (A.59)
Definition A.39 (diskrete Gleichverteilung). Zu einem k ∈ N sei eine Menge A ⊂ R mit |A| = k
gegeben. Die Elemente von A seien mit a1 < a2 < . . . < ak−1 < ak benannt. Weiter sei (Ω,S, P )
ein Wahrscheinlichkeitsraum. Eine Zufallsvariable X : (Ω,S) → (R,B(R)) heißt gleichverteilt auf der
Menge A, wenn das Bildmaß X(P ) mit dem u¨ber die Verteilungsfunktion F : R → [0, 1], definiert
durch
F (x) :=

0 , falls x < a1 ,
r
k , falls ar ≤ x < ar+1 (r = 1, . . . , k − 1) ,
1 , falls ak ≤ x ,
(A.60)
eindeutig festgelegten Wahrscheinlichkeitsmaß (vgl. Satz A.5) u¨bereinstimmt. Entsprechend nennen
wir die Verteilung von X Gleichverteilung auf der Menge A.
Die in Definition A.39 auftretende Verteilung der Zufallsgro¨ße X ist singula¨r bezu¨glich des Lebesgue-
Maßes, da die Menge A aufgrund ihrer Abza¨hlbarkeit zu den Lebesgue-Nullmengen za¨hlt (vgl. Defini-
tion A.11). Es handelt sich bei X somit um eine diskrete Zufallsvariable, dessen Verteilung sich mit
Hilfe des in (A.44) vorgestellten Dirac-Maßes als
X(P ) =
k∑
r=1
1
k
ðar
schreiben la¨sst. Entsprechend erhalten wir nun den Erwartungswert
E(X) =
∫
R
x dX(P ) =
1
k
k∑
r=1
∫
R
x dðar(x) =
1
k
k∑
r=1
ar
114
und nach Folgerung A.24 (i) die Varianz
V(X) = E(X2)− (E(X))2 =
∫
R
x2 dX(P )−
(
1
k
k∑
r=1
ar
)2
=
1
k
k∑
r=1
a2r −
(
1
k
k∑
r=1
ar
)2
.
Sowohl fu¨r das u¨ber (A.57) als auch fu¨r das durch (A.60) festgelegte Wahrscheinlichkeitsmaß gibt es
jeweils ein abgeschlossenes beschra¨nktes Intervall I ⊂ R, so dass R \ I eine entsprechende Nullmenge
ist. Die Existenz eines solchen Intervalls ist nicht zwingend notwendig, wie die nachfolgend vorgestellte
Verteilung belegt.
Definition A.40 (Normalverteilung). Sei (Ω,S, P ) ein Wahrscheinlichkeitsraum. Eine Zufallsvariable
X : (Ω,S)→ (R,B(R)) heißt normalverteilt mit Parametern µ ∈ R und σ > 0, wenn ihr Bildmaß X(P )
Lebesgue-stetig ist und die Wahrscheinlichkeitsdichte
fµ,σ(x) :=
1√
2piσ2
e−
(
x−µ
σ
√
2
)2
(A.61)
besitzt. Im Fall (µ, σ) = (0, 1) nennen wir X(P ) Standard-Normalverteilung.
Das in Definition A.40 auftretende Bildmaß ist ein Wahrscheinlichkeitsmaß, denn mit der Substitution
s = x−µσ ergibt sich aus (A.20) sofort∫
R
1 dX(P ) =
∫
R
1√
2piσ2
e−
(
x−µ
σ
√
2
)2
dλx =
∫
R
1√
2pi
e−
s2
2 dλs = 1 .
Desweiteren existiert aufgrund der Nichtnegativita¨t der Dichte (A.61) kein Intervall [a, b] ⊂ R mit
a < b, welches bezu¨glich des in Definition A.40 auftretenden Wahrscheinlichkeitsmaßes eine Nullmenge
ist. Fu¨r den Erwartungswert und die Varianz folgen
E(X) =
∫
R
x dX(P ) =
1√
2piσ2
∫
R
x e−
(
x−µ
σ
√
2
)2
dλx =
1√
2pi
∫
R
(µ+ σy) e−
y2
2 dλy = µ
sowie
V(X) =
∫
R
(x− µ)2 dX(P ) = 1√
2piσ2
∫
R
(x− µ)2 e−
(
x−µ
σ
√
2
)2
dλx =
1√
2pi
∫
R
(σy)2 e−
y2
2 dλy = σ2 ,
wobei wir jeweils verwendet haben, dass −e− y
2
2 eine Stammfunktion zu ye−
y2
2 ist.
Daru¨ber hinaus interessieren uns auch die Verteilungen von Summen verschiedener Zufallsgro¨ßen.
Lemma A.41. Gegeben sei ein Wahrscheinlichkeitsraum (Ω,S, P ) sowie Zufallsvariablen X : (Ω,S)→
(R,B(R)) und Y : (Ω,S) → (R,B(R)). Dann ist durch Z := X + Y ebenso eine Zufallsvariable
Z : (Ω,S)→ (R,B(R)) gegeben. Weiterhin gilt:
(i) Besitzen X und Y (Lebesgue-)stetige Verteilungen und ebenso eine gemeinsame (Lebesgue-)Dichte
f(X,Y )(x, y), so besitzt auch Z eine (Lebesgue-)stetige Verteilung mit Wahrscheinlichkeitsdichte
fZ(z) =
∫
R
f(X,Y )(x, z − x)dλx .
(ii) Besitzt X eine (Lebesgue)-stetige Verteilung und Y die diskrete Verteilung
Y (P ) =
m∑
s=1
qsðbs
(
qs > 0, s = 1, . . . ,m,
m∑
s=1
qs = 1
)
(A.62)
und existiert eine gemeinsame Dichte f(X,Y )(x, y) bezu¨glich des Produktmaßes λ ⊗ ζ mit ζ :=
Y (P ), dann besitzt Z eine (Lebesgue)-stetige Verteilung mit Wahrscheinlichkeitsdichte
fZ(z) =
m∑
s=1
qsf(X,Y )(z − bs, bs) .
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(iii) Besitzen X und Y die diskreten Verteilungen
X(P ) =
n∑
r=1
prðar
(
pr > 0, r = 1, . . . , n,
n∑
r=1
pr = 1
)
und (A.62), dann ist auch Z eine diskret verteilte Zufallsvariable mit
Z(P ) =
n∑
r=1
m∑
s=1
prqsðar+bs .
Beweis: (i) Bezeichnet S : (R,B(R))×(R,B(R))→ (R,B(R)) den Summenoperator (x, y) 7→ S(x, y) :=
x+ y, so la¨sst sich Z als die Komposition Z = S ◦ (X,Y ) darstellen. Nach Definition und mittels des
Satzes A.15 (Satz von Fubini) ergibt sich wegen S−1(] − ∞, v[) = {(x, y) : x + y < v} fu¨r die
Verteilungsfunktion
F (v) = P ((X,Y )−1({(x, y) : x+ y < v})) =
∫
{(x,y) : x+y<v}
f(X,Y )(x, y) dλ
2
(x,y)
=
∫
R
(∫
]−∞,v−x[
f(X,Y )(x, y) dλy
)
dλx
=
∫
R
(∫
]−∞,v[
f(X,Y )(x, z − x) dλz
)
dλx
=
∫
]−∞,v[
(∫
R
f(X,Y )(x, z − x) dλx
)
dλz
und daher die Behauptung.
(ii) Analog zu (i) erhalten wir mit dem Summenoperator (x, y) 7→ S(x, y) := x + y und mittels Satz
A.15 (Satz von Fubini) fu¨r die Verteilungsfunktion zuna¨chst
F (v) = P ((X,Y )−1({(x, y) : x+ y < v})) =
∫
{(x,y) : x+y<v}
f(X,Y )(x, y) d (λ⊗ ζ)(x,y)
=
∫
R
(∫
]−∞,v−y[
f(X,Y )(x, y) dλx
)
dζy
=
∫
R
(∫
]−∞,v[
f(X,Y )(z − y, y) dλz
)
dζy
=
∫
]−∞,v[
(∫
R
f(X,Y )(z − y, y) dζy
)
dλz .
Setzen wir jetzt fu¨r ζy die Verteilung (A.62) ein, so folgt
fZ(z) =
∫
R
f(X,Y )(z − y, y) dζy =
m∑
s=1
qs
∫
R
f(X,Y )(z − y, y) dðbs =
m∑
s=1
qsf(X,Y )(z − bs, bs)
wie behauptet.
(iii) Wir betrachten zuna¨chst den Fall X(P ) = ða und Y (P ) = ðb. Dann besitzt der Zufallsvektor
(X,Y ) : (Ω,S)→ (R2,B(R2)) die Verteilung (X,Y )(P ) = ð(a,b) = ða⊗ðb (vgl. Produktmaß (A.21)),
denn fu¨r jedes A ∈ B(R2) gilt
P ((X,Y )−1(A)) =
{
1 , falls (a, b) ∈ A ,
0 , falls (a, b) 6∈ A .
Wegen (a, b) ∈ S−1({a + b}) besitzt die Menge S−1({a + b}) bezu¨glich (X,Y )(P ) das Maß 1. Mit
den Eigenschaften des Urbildes folgt S−1({a + b}) ∩ S−1(R \ {a + b}) = ∅, so dass S−1(R \ {a + b})
eine Nullmenge bezu¨glich des Maßes (X,Y )(P ) ist. Schließlich erhalten wir wiederum wegen Z =
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S ◦ (X,Y ) und der Definition des Bildmaßes wie gewu¨nscht Z(P ) = ða+b. Im allgemeinen Fall besitzt
der Zufallsvektor (X,Y ) : (Ω,S)→ (R2,B(R2)) die Verteilung
(X,Y )(P ) =
(
n∑
r=1
prðar
)
⊗
(
m∑
s=1
qsðbs
)
=
n∑
r=1
m∑
s=1
prqs (ðar ⊗ ðbs) .
Wie zuvor erhalten wir, dass das Urbild
S−1
(
R2 \ {ar + bs | r = 1, . . . , n, s = 1, . . . ,m}
)
bezu¨glich (X,Y )(P ) eine Nullmenge und die Zufallsvariable Z = S ◦ (X,Y ) demnach diskret ist, wobei
ihre Verteilung die Gestalt
Z(P ) =
n∑
r=1
m∑
s=1
αrsðar+bs
(
αrs ≥ 0, r = 1, . . . , n, s = 1, . . . ,m,
n∑
r=1
m∑
s=1
αrs = 1
)
besitzt. Offenbar leistet die Wahl αrs = prqs (r = 1, . . . , n, s = 1, . . . ,m) das Gewu¨nschte.
Als eine Anwendung erhalten wir insbesondere, dass die Summe gleichverteilter Zufallsvariablen nicht
mehr gleichverteilt ist.
Folgerung A.42. Auf einem Wahrscheinlichkeitsraum (Ω,S, P ) seien die Zufallsvariablen X : (Ω,S)→
(R,B(R)) und Y : (Ω,S)→ (R,B(R)) gegeben. Desweiteren gelte a < b und c < d.
(i) Sind X und Y (stetig) gleichverteilt mit Wahrscheinlichkeitsdichten fX(x) = 1b−a1[a,b](x) und
fY (y) = 1d−c1[c,d](y), dann besitzt Z := X + Y die Wahrscheinlichkeitsdichte
fZ(z) =
1
(b− a)(d− c) ×

0 fu¨r z < a+ c,
z − (a+ c) fu¨r a+ c ≤ z ≤ min{a+ d, b+ c},
min{b− a, d− c} fu¨r min{a+ d, b+ c} < z < max{a+ d, b+ c},
(b+ d)− z fu¨r max{a+ d, b+ c} ≤ z ≤ b+ d,
0 fu¨r z > b+ d,
den Erwartungswert
E(Z) = E(X) + E(Y ) =
a+ b+ c+ d
2
sowie die Varianz
V(Z) = V(X) + V(Y ) =
(b− a)2 + (d− c)2
12
.
(ii) Sind X und Y (diskret) gleichverteilt auf den Mengen A =
{
a + k | k = 0, 1, . . . ,m − 1} und
B =
{
b+ l | l = 0, 1, . . . , n− 1}, wobei m,n ∈ N mit m ≥ n ≥ 2 gelte, so besitzt Z := X + Y die
Verteilung
Z(P ) =
1
mn
n+m∑
j=2
αjða+b+j−2
mit
αj :=

j − 1 fu¨r j ∈ {2, . . . , n},
n fu¨r j ∈ {n+ 1, . . . ,m},
n+m− (j − 1) fu¨r j ∈ {m+ 1, . . . ,m+ n}.
(A.63)
Beweis: (i) Die gemeinsame Dichte von (X,Y ) ist ganz offenbar 1(b−a)(d−c)1[a,b]×[c,d](x, y). Wegen
1
(b− a)(d− c)1[a,b]×[c,d](x, y) =
1
b− a1[a,b](x) ·
1
d− c1[c,d](y)
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erhalten wir f(X,Y )(x, y) = fX(x)fY (y), was hier genau der stochastischen Unabha¨ngigkeit von X und
Y entspricht. Zusammen mit der Linearita¨t folgen damit die Behauptungen fu¨r den Erwartungswert
und die Varianz. Desweiteren ergibt sich u¨ber Lemma A.41 (i) die Dichte
fZ(z) =
∫
R
1
b− a1[a,b](x) ·
1
d− c1[c,d](z − x) dλx =
1
(b− a)(d− c)
∫
[a,b]
1[c,d](z − x) dλx
=
1
(b− a)(d− c)
∫
[max{a,z−d},min{b,z−c}]
dλx =
max {min{b, z − c} −max{a, z − d}, 0}
(b− a)(d− c) .
Mittels Durchfu¨hrung einer Fallunterscheidung schließen wir nun auf die Behauptung fu¨r fZ(z).
(ii) Nach Voraussetzung gelten
X(P ) =
1
m
m∑
k=1
ða+k−1 bzw. Y (P ) =
1
n
n∑
l=1
ðb+l−1.
Nach Lemma A.41 (iii) ergibt sich fu¨r die Verteilung von Z dann
Z(P ) =
1
nm
m∑
k=1
n∑
l=1
ða+b+l+k−2 =
1
nm
n+m∑
j=2
αjða+b+j−2
mit αj aus (A.63), wobei es sich wegen
1
mn
n+m∑
j=2
αj =
1
mn
n−1∑
j=1
j +
m−n∑
j=1
n +
1∑
k=n
k
 = 1
mn
(
n(n− 1)
2
+ n(n−m) + n(n+ 1)
2
)
= 1
in der Tat um eine (diskrete) Wahrscheinlichkeitsverteilung handelt.
In der Wahrscheinlichkeitstheorie treten verschieden starke Konvergenzbegriffe auf, welche in der fol-
genden Definition zusammengefasst sind.
Definition A.43 (Konvergenzbegriffe fu¨r Zufallsvariablen und Verteilungen - [3, 4, 5]). Sei (Ω,S, P )
ein W-Raum und (Xn)n∈N eine Folge P -integrierbarer Zufallsvariablen Xn : (Ω,S) → (R¯,B(R¯)).
Desweiteren sei X : (Ω,S)→ (R¯,B(R¯)) eine P -integrierbare Zufallsvariable. Dann definieren wir:
(i) Die Folge (Xn)n∈N heißt fast sicher konvergent gegen X (vgl. [3, Definition 13.1]) genau dann,
wenn eine P -Nullmenge N ∈ S existiert, so dass
lim
n→∞ |Xn(ω)−X(ω)| = 0 (A.64)
fu¨r alle ω ∈ Ω \N gilt.
(ii) Fu¨r 1 ≤ p <∞ heißt die Folge (Xn)n∈N im p-ten Mittel konvergent gegen X (vgl. [4, §5]) genau
dann, wenn gilt
lim
n→∞E (|Xn −X|
p) = lim
n→∞
∫
Ω
|Xn −X|p dP = 0 . (A.65)
(iii) Die Folge (Xn)n∈N heißt stochastisch konvergent gegen X – oder konvergent gegen X in Wahr-
scheinlichkeit – (vgl. [3, Definition 20.2]) genau dann, wenn fu¨r jedes α > 0 gilt
lim
n→∞P
(|Xn −X|−1([α,∞[)) = 0 . (A.66)
(iv) Die Folge (Xn)n∈N heißt schwach konvergent gegen X (vgl. [3, Definition 30.7], [4, Definition 5.2])
genau dann, wenn
lim
n→∞
∫
R
f dXn(P ) =
∫
R
f dX(P ) (A.67)
fu¨r alle beschra¨nkten, stetigen, reellen Funktionen f : Ω → R gilt. Dabei bezeichnet Xn(P ) bzw.
X(P ) das Bildmaß (vgl. (A.5)) von Xn bzw. X.
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(v) Seien nun Fn bzw. F die Verteilungsfunktionen der Bildmaße Xn(P ) bzw. X(P ) und C(F ) :=
{y ∈ R : F stetig in y} bezeichne die Stetigkeitsmenge von F . Die Folge (Xn)n∈N heißt vertei-
lungskonvergent gegen X (vgl. [5, Definition 26.1]) genau dann, wenn
∀x ∈ C(F ) : lim
n→∞Fn(x) = F (x) (A.68)
gilt. In diesem Fall schreiben wir Xn
L−→ X.
Bemerkung A.44 (vgl. [3, 4, 5]). (i) Die Bedingung fu¨r die fast sichere Konvergenz ist (vgl. [3,
Lemma 20.6], [4, §5]) a¨quivalent zu
∀α > 0 : lim
n→∞P
((
sup
m≥n
|Xm −X|
)−1
(]α,∞[)
)
= 0 , (A.69)
wobei
(
sup
m≥n
|Xm−X|
)−1 (]α,∞[) das Urbild des Intervalls ]α,∞[∈ B(R¯) unter der (nach [3, Satz 9.5])
messbaren Funktion sup
m≥n
|Xm −X| bezeichnet.
(ii) Als unmittelbare Folge der Jensen-Ungleichung (A.35) ergibt sich aus der Konvergenz im p-ten
Mittel (aufgrund der Endlichkeit von W-Maßen) sofort die Konvergenz im Mittel, d.h.,
lim
n→∞E (Xn −X) = 0 . (A.70)
(iii) Sowohl die fast sichere Konvergenz als auch die Konvergenz im p-ten Mittel implizieren die sto-
chastische Konvergenz, wobei ersteres aus einem Vergleich von (A.69) und (A.66) ersichtlich ist und
letzteres direkt aus der Chebyshev-Markovschen Ungleichung (A.40) folgt.
(iv) Nach dem Transformationssatz A.13 ist (A.67) a¨quivalent zu
lim
n→∞E (f ◦Xn) = E (f ◦X) . (A.71)
(v) Aus der schwachen Konvergenz ergibt sich (nach [3, Satz 30.13] oder [5, Satz 26.6]) die Vertei-
lungskonvergenz. Insbesondere ist F der gleichma¨ßige Grenzwert der Fn, falls F auf R stetig ist [3,
Satz 30.13].
(vi) Stochastische Konvergenz impliziert schwache Konvergenz (nach [4, Satz 5.1]) und nach (v) somit
auch die Verteilungskonvergenz (vgl. [5, Lemma 26.2]). 
Mittels oben eingefu¨hrte Grenzwertbegriffe ko¨nnen wir nun den zentralen Grenzwertsatz formulieren.
Satz A.45 (Zentraler Grenzwertsatz von Lindeberg-Le´vy - [5, Satz 26.7]). Sei (Ω,S, P ) ein W-Raum
und (Xn)n∈N eine Folge stochastisch unabha¨ngiger identisch verteilter Zufallsvariablen Xn : (Ω,S)→
(R¯,B(R¯)) mit endlichem Erwartungswert E(Xn) = θ und endlicher Varianz V(Xn) = σ2. Desweiteren
sei
X¯n :=
1
n
n∑
k=1
Xk (A.72)
die Folge der arithmetischen Mittel und Y : (Ω,S)→ (R¯,B(R¯)) standard-normalverteilt. Dann ist die
Folge
Yn :=
√
n
(
X¯n − θ
)
σ
(A.73)
verteilungskonvergent gegen Y .
In [4] wird Satz A.45 als Satz von de Moivre-Laplace bezeichnet und zusa¨tzlich die Gu¨ltigkeit des
zentralen Grenzwertsatzes unter schwa¨cheren Voraussetzungen diskutiert.
119
A.2 Ausgelagerte Beweise
Beweis von Lemma 2.14
Wir betrachten zuna¨chst die sequentielle Summation. Wie im Beispiel 2.4 gilt
fl
(
GT1
)
= GT1 +
n−1∑
j=1
ε+j
j∑
k=0
Gk
n−1∏
l=j+1
(1 + ε+l )
und aufgrund von E(Gk) = 0 sowie mit der Unabha¨ngigkeit dann auch
E(∆) = E
(
fl
(
GT1
)−GT1) = n−1∑
j=1
E(ε+j )
j∑
k=0
E(Gk)
n−1∏
l=j+1
E((1 + ε+l )) = 0 .
Weiterhin folgt fu¨r die Varianz
V(∆) = V
(
fl
(
GT1
)−GT1) = E((fl (GT1)−GT1)2) − 02
= E
n−1∑
j=1
ε+j
j∑
k=0
Gk
n−1∏
l=j+1
(1 + ε+l )
(n−1∑
r=1
ε+r
r∑
s=0
Gs
n−1∏
t=r+1
(1 + ε+t )
)
=
n−1∑
j,r=1
E
(
ε+j ε
+
r
) j∑
k=0
r∑
s=0
E (GkGs) (1 +O(u)) .
Aufgrund der Unkorreliertheit bzw. Unabha¨ngigkeit gilt einerseits
E (GkGs) = δ(s− k) · E
(
(Gk)2
)
= δ(s− k) · V(Gk)
und andererseits
E
(
ε+j ε
+
r
)
=
(
µ2+ + δ(j − r)σ2+
)
u2 ,
weil alle relativen Fehler nach Modellannahme dieselbe Varianz und denselben Erwartungswert besit-
zen. Somit folgt – unter Vernachla¨ssigung von Termen der Ordnung O(u3) – weiter
V (∆) = µ2+u2
n−1∑
j=1
j−1∑
r=1
r∑
k=0
V(Gk) +
n−1∑
r=j
j∑
k=0
V(Gk)
+ σ2+u2 n−1∑
j=1
j∑
k=0
V(Gk)
= µ2+u
2
n−1∑
j=1
(
(j − 1)V(G0) +
j−1∑
k=1
(j − k)V(Gk) + (n− j)
j∑
k=0
V(Gk)
)
+ σ2+u
2
n−1∑
j=1
j∑
k=0
V(Gk)
= µ2+u
2
n−1∑
j=1
(
(n− 1)V(G0) +
j∑
k=1
(n− k)V(Gk)
)
+ σ2+u
2
(
(n− 1)V(G0) +
n−1∑
j=1
(n− j)V(Gj)
)
und schließlich
V (∆) =
(
(n− 1)V(G0) +
n−1∑
k=1
(n− k)V(Gk)
)
σ2+u
2 +
(
(n− 1)2V(G0) +
n−1∑
k=1
(n− k)2V(Gk)
)
µ2+u
2 .
Jetzt betrachten wir den Fall der Kaskaden-Summation. Dabei sei ε+kl der relative Fehler, welcher
bei der l-ten Addition im Summationslevel k auftritt. Abku¨rzend bezeichnen wir mit ∆k0,...,kn−1n den
absoluten Rundungsfehler bei der Kaskaden-Summation der Komponenten Gk0 , . . . , Gkn−1 .
Im Fall n = 2 ist der absolute Fehler offenbar ∆0,12 = ε
+
11(G0 +G1). Fu¨r eine allgemeine Zweierpotenz
n = 2t, t ≥ 2, erhalten wir entsprechend die rekursive Darstellung
∆ := ∆0,...,n−1n := fl
(
GT1
) − GT1
= ε+log2(n),1
n−1∑
k=0
Gk + (1 + ε+log2(n),1)
(
∆
0,...,n
2
−1
n
2
+ ∆
n
2
,...,n−1
n
2
)
 (A.74)
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mit Rekursionsanfang
∆2l−2,2l−12 = ε
+
1l (G2l−2 +G2l−1) , l = 1, . . . ,
n
2
.
Zu den weiteren interessanten Fa¨llen n ∈ {3, 5, 6, 7} ergeben einfache Rechnungen
∆ = ∆0,...,n−1n =

ε+21(G0 +G1 +G2) + (1 + ε
+
21)∆
0,1
2 , n = 3,
ε+31(G0 +G1 +G2 +G3 +G4) + (1 + ε
+
31)∆
0,1,2,3
4 , n = 5,
ε+31(G0 +G1 +G2 +G3 +G4 +G5) + (1 + ε
+
31)
(
∆0,1,2,34 + ∆
4,5
2
)
, n = 6,
ε+31(G0 +G1 +G2 +G3 +G4 +G5 +G6) + (1 + ε
+
31)
(
∆0,1,2,34 + ∆
4,5
2
)
, n = 7,
fu¨r den absoluten Rundungsfehler. Aufgrund der Unabha¨ngigkeit, der Unkorreliertheit der Gk und
E(Gk) = 0 folgt zuna¨chst
E
(
∆2l−2,2l−12
)
= E(ε+1l) (E (G2l−2) + E (G2l−1)) = 0 , l = 1, . . . ,
n
2
,
und demnach fu¨r den absoluten Rundungsfehler aus (A.74) dann ebenso per Induktion
E (∆) = E
(
∆0,...,n−1n
)
= E
(
ε+log2(n),1
) n−1∑
k=0
E (Gk) +
(
1 + E
(
ε+log2(n),1
))(
E
(
∆
0,...,n
2
−1
n
2
)
+ E
(
∆
n
2
,...,n−1
n
2
))
= 0 .
Bevor wir aus (A.74) eine Rekursionsformel fu¨r die Varianz herleiten, stellen wir fest, dass
Cov
(
∆
0,...,n
2
−1
n
2
,∆
n
2
,...,n−1
n
2
)
= 0
fu¨r beliebige Zweierpotenz n ≥ 4 erfu¨llt ist, da die beiden absoluten Rundungsfehler keine Zufallsgro¨ße
gemeinsam haben. Mit dem gleichen Argument und der Linearita¨t der Kovarianz folgen auch
E
(
ε+log2(n),1
n−1∑
k=0
Gk ·∆0,...,
n
2
−1
n
2
)
= E
ε+log2(n),1
n
2
−1∑
k=0
Gk ·∆0,...,
n
2
−1
n
2
 = µ+u
n
2
−1∑
k=0
E
(
Gk ·∆0,...,
n
2
−1
n
2
)
und
E
(
ε+log2(n),1
n−1∑
k=0
Gk ·∆
n
2
,...,n−1
n
2
)
= E
ε+log2(n),1 n−1∑
k=n
2
Gk ·∆
n
2
,...,n−1
n
2
 = µ+u n−1∑
k=n
2
E
(
Gk ·∆
n
2
,...,n−1
n
2
)
.
Somit ergibt sich mit (A.74) nach den Rechenregeln fu¨r die Varianz die Rekursion
V (∆) = V
(
∆0,...,n−1n
)
=
(
σ2+ + µ
2
+
)
u2
n−1∑
k=0
V (Gk) +
(
V
(
∆
0,...,n
2
−1
n
2
)
+ V
(
∆
n
2
,...,n−1
n
2
))
(1 +O(u))
+ 2µ+u ·
n2−1∑
k=0
E
(
Gk ·∆0,...,
n
2
−1
n
2
)
+
n−1∑
k=n
2
E
(
Gk ·∆
n
2
,...,n−1
n
2
) (1 +O(u)) .
Aufgrund der Unkorreliertheit der Gr, r = 0, . . . , n − 1, ergibt sich aus (A.74) fu¨r eine Zweierpotenz
m ≥ 4 zuna¨chst die Rekursion
E
(
Gr ·∆k0,...,km−1m
)
=

0, r 6∈ {k0, . . . , km−1},
µ+uV(Gr) + E
(
Gr ·∆
k0,...,km
2 −1
m
2
)
(1 +O(u)), r ∈ {k0, . . . , km
2
−1},
µ+uV(Gr) + E
(
Gr ·∆
km
2
,...,km−1
m
2
)
(1 +O(u)), r ∈ {km
2
, . . . , km−1},
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mit Rekursionsanfang E
(
Gr ·∆r,...,r+12
)
= E
(
Gr ·∆r−1,...,r2
)
= µ+uV(Gr) und demnach
n
2
−1∑
k=0
E
(
Gk ·∆0,...,
n
2
−1
n
2
)
+
n−1∑
k=n
2
E
(
Gk ·∆
n
2
,...,n−1
n
2
)
= µ+u
n−1∑
k=0
V(Gk) · (log2(n)− 1) (1 +O(u)) .
Durch Induktion gelangen wir dann zu
V (∆) =
log2(n)∑
s=1
(
σ2+ +
(
1 + 2(log2(n)− s)
) · µ2+) n−1∑
k=0
V (Gk)
(
u2 +O(u3)) .
Mittels Gaußscher Summenformel und der daraus resultierenden Gleichung
t∑
s=1
(1 + 2(t− s)) = t2 (A.75)
fu¨r t = log2(n) folgt nun die letzte Behauptung.
Beweis von Lemma 2.16
Wir betrachten zuna¨chst wieder den Fall der sequentiellen Summation. A¨hnlich wie im Beispiel 2.4
ergibt sich fu¨r das berechnete Skalarprodukt
fl
(
GTX
)
=
(
. . .
(
G0X0(1 + ε×0 ) +G1X1(1 + ε
×
1 )
)
(1 + ε+1 ) + . . .+Gn−1Xn−1(1 + ε
×
n−1)
)
(1 + ε+n−1) .
In den Fa¨llen n ∈ {2, 3, 4, 5} erhalten wir fu¨r ∆ = fl (GTX)−GTX nach einfachen Rechnungen
∆ =

1∑
k=0
GkXkε
×
k + ε
+
1
1∑
k=0
GkXk(1 + ε×k ) , n = 2
2∑
k=0
GkXkε
×
k + (1 + ε
+
2 )ε
+
1
1∑
k=0
GkXk(1 + ε×k ) + ε
+
2
2∑
k=0
GkXk(1 + ε×k ) , n = 3
3∑
k=0
GkXkε
×
k + (1 + ε
+
3 )(1 + ε
+
2 )ε
+
1
1∑
k=0
GkXk(1 + ε×k )
+ (1 + ε+3 )ε
+
2
2∑
k=0
GkXk(1 + ε×k ) + ε
+
3
3∑
k=0
GkXk(1 + ε×k ) , n = 4
4∑
k=0
GkXkε
×
k +
4∑
j=1
ε+j
j∑
k=0
GkXk(1 + ε×k )
(
4∏
l=j+1
(1 + ε+l )
)
, n = 5
und nach Induktion fu¨r allgemeines n ≥ 2 somit
∆ = fl
(
GTX
)−GTX = n−1∑
k=0
GkXkε
×
k +
n−1∑
j=1
ε+j
j∑
k=0
GkXk(1 + ε×k )
 n−1∏
l=j+1
(1 + ε+l )
 .
Mit der Unabha¨ngigkeit und E(Xk) = 0, k = 0, . . . , n− 1, folgt dann sofort
E (∆) =
n−1∑
k=0
E (Gk)E (Xk)E
(
ε×k
)
+
n−1∑
j=1
E
(
ε+j
) j∑
k=0
E (Gk)E (Xk)E(1+ε×k )
 n−1∏
l=j+1
E(1 + ε+l )
 = 0 ,
da jeder einzelne Summand den Erwartungswert Null besitzt. Mit dem gleichen Argument sowie mit
der Unkorreliertheit der Xk ergeben sich auch
V
(
n−1∑
k=0
GkXkε
×
k
)
= E
(n−1∑
k=0
GkXkε
×
k
)2 = n−1∑
k,l=0
E (GkGl)E (XkXl)E
(
ε×k ε
×
l
)
=
n−1∑
k=0
E
(
(Gk)
2
)
V(Xk)
(
σ2× + µ
2
×
)
u2 (A.76)
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sowie
Cov
(
n−1∑
k=0
GkXkε
×
k ,
n−1∑
r=1
ε+r
r∑
s=0
GsXs(1 + ε×s )
(
n−1∏
t=r+1
(1 + ε+t )
))
= µ×µ+
(
n−1∑
r=1
r∑
s=0
n−1∑
k=0
E(GkGs)E(XkXs)
)(
u2 +O(u3))
= µ×µ+
(
(n− 1) E( (G0)2 )V(X0) + n−1∑
k=1
(n− k) E( (Gk)2 )V(Xk)
)(
u2 +O(u3)) (A.77)
und ebenso
V
n−1∑
j=1
ε+j
j∑
k=0
GkXk(1 + ε×k )
 n−1∏
l=j+1
(1 + ε+l )

= E
n−1∑
j=1
ε+j
j∑
k=0
GkXk(1 + ε×k )
 n−1∏
l=j+1
(1 + ε+l )
(n−1∑
r=1
ε+r
r∑
s=0
GsXs(1 + ε×s )
(
n−1∏
t=r+1
(1 + ε+t )
))
=
n−1∑
j,r=1
E
(
ε+j ε
+
r
) j∑
k=0
r∑
s=0
E (GkGs)E (XkXs) (1 +O(u)) .
Analog zum Beweis von Lemma 2.14 erhalten wir wegen
E
(
ε+j ε
+
r
)
=
(
µ2+ + δ(j − r)σ2+
)
u2
weiter
n−1∑
j,r=1
E
(
ε+j ε
+
r
) j∑
k=0
r∑
s=0
E (GkGs)E (XkXs)
= µ2+u
2
n−1∑
j=1
j−1∑
r=1
r∑
k=0
E
(
(Gs)
2 )V(Xk) + n−1∑
r=j
j∑
k=0
E
(
(Gs)
2 )V(Xk)
+ σ2+u2 n−1∑
j=1
j∑
k=0
E
(
(Gk)
2 )V(Xk)
=
(
(n− 1) E( (G0)2 )V(X0) + n−1∑
k=1
(n− k) E( (Gk)2 )V(Xk)
)
σ2+u
2
+
(
(n− 1)2 E( (G0)2 )V(X0) + n−1∑
k=1
(n− k)2 E( (Gk)2 )V(Xk)
)
µ2+u
2 . (A.78)
Aus (A.76) bis (A.78) resultiert nun fu¨r die Varianz von ∆ := fl
(
GTX
) −GTX nach den u¨blichen
Rechenregeln und unter Zusammenfassung von Termen der Gro¨ße O(u3) die Behauptung.
Jetzt betrachten wir den Fall der Kaskaden-Summation. Dabei sei einerseits ε+kl der relative Feh-
ler, welcher bei der l-ten Addition im Level k auftritt, und andererseits ε×r der relative Fehler, wel-
cher bei der Multiplikation von GrXr entsteht. Abku¨rzend bezeichnen wir mit ∆
k0,...,kn−1
n den abso-
luten Rundungsfehler des Zwischenergebnisses, welches bei der Kaskaden-Summation der Produkte
Gk0Xk0 , . . . , Gkn−1Xkn−1 auftritt. Analog zum Beweis von Lemma 2.14 erhalten wir im Fall n = 2 fu¨r
den absoluten Rundungsfehler ∆0,12 = ε
+
11 (G0X0 +G1X1) + (1 + ε
+
11)
(
G0X0ε
×
0 +G1X1ε
×
1
)
und fu¨r
eine allgemeine Zweierpotenz n = 2t, t ≥ 2, die rekursive Darstellung
∆ := ∆0,...,n−1n := fl
(
GTX
) − GTX
= ε+log2(n),1
n−1∑
k=0
GkXk + (1 + ε+log2(n),1)
(
∆
0,...,n
2
−1
n
2
+ ∆
n
2
,...,n−1
n
2
)
 (A.79)
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mit Rekursionsanfang
∆2l−2,2l−12 = ε
+
1l (G2l−2X2l−2 +G2l−1X2l−1) + (1 + ε
+
1l)
(
G2l−2X2l−2ε×2l−2 +G2l−1X2l−1ε
×
2l−1
)
fu¨r l = 1, . . . , n2 oder – falls wir den Fall n = 2 in der Rekursion zulassen wollen und dementsprechend
die entartete Summe mit nur einem Summanden betrachten – mit Rekursionsanfang
∆k1 := GkXkε
×
k , k = 0, . . . , n− 1.
Aufgrund der Unabha¨ngigkeit und mit E(Xk) = 0, k = 0, . . . , n− 1, folgt zuna¨chst
E
(
∆k1
)
= E(Gk)E(Xk)µ×u = 0 , k = 0, . . . , n− 1,
und induktiv somit auch
E
(
∆0,...,n−1n
)
= µ+u
n−1∑
k=0
E(Gk)E(Xk) +
(
1 + µ+u
) (
E
(
∆
0,...,n
2
−1
n
2
)
+ E
(
∆
n
2
,...,n−1
n
2
))
= 0 .
Mit demselben Argument wie im Beweis von Lemma 2.14 ergeben sich wiederum
Cov
(
∆
0,...,n
2
−1
n
2
,∆
n
2
,...,n−1
n
2
)
= 0
sowie mit der Linearita¨t des Erwartungswertes dann auch analog
E
(
ε+log2(n),1
n−1∑
k=0
GkXk ·∆0,...,
n
2
−1
n
2
)
= µ+u
n
2
−1∑
k=0
E
(
GkXk ·∆0,...,
n
2
−1
n
2
)
und
E
(
ε+log2(n),1
n−1∑
k=0
GkXk ·∆
n
2
,...,n−1
n
2
)
= µ+u
n−1∑
k=n
2
E
(
GkXk ·∆
n
2
,...,n−1
n
2
)
fu¨r beliebige Zweierpotenz n ≥ 2. Somit resultiert aus (A.79) nach den Rechenregeln fu¨r die Varianz
V (∆) = V
(
∆0,...,n−1n
)
=
(
σ2+ + µ
2
+
)
u2
n−1∑
k=0
E
(
G2k
)
V (Xk) +
(
V
(
∆
0,...,n
2
−1
n
2
)
+ V
(
∆
n
2
,...,n−1
n
2
))
(1 +O(u))
+ 2µ+u ·
n2−1∑
k=0
E
(
GkXk ·∆0,...,
n
2
−1
n
2
)
+
n−1∑
k=n
2
E
(
GkXk ·∆
n
2
,...,n−1
n
2
) (1 +O(u))
mit Rekursionsanfang V (∆r1) = E
(
G2r
)
V(Xr)
(
σ2× + µ2×
)
u2. A¨hnlich wie im Beweis zu Lemma 2.14
erhalten wir aus (A.79) fu¨r eine Zweierpotenz m ≥ 2 die Rekursion
E
(
GrXr∆k0,...,km−1m
)
=

0, r 6∈ {k0, . . . , km−1},
µ+uV(Xr)E
(
G2r
)
+ E
(
GrXr∆
k0,...,km
2 −1
m
2
)
(1 +O(u)), r ∈ {k0, . . . , km
2
−1},
µ+uV(Xr)E
(
G2r
)
+ E
(
GrXr∆
km
2
,...,km−1
m
2
)
(1 +O(u)), r ∈ {km
2
, . . . , km−1},
mit Rekursionsanfang E (GrXr∆r1) = µ×uV(Xr)E
(
G2r
)
und demnach
E
(
GrXr∆k0,...,km−1m
)
=
0, r 6∈ {k0, . . . , km−1},(µ+ log2(m) + µ×)uV(Xr)E (G2r) , r ∈ {k0, . . . , km−1}.
Durch Induktion gelangen wir dann zu
V (∆) =
σ2× + µ2× + log2(n)∑
s=1
(
σ2+ +
(
1 + 2(log2(n)− s)
) · µ2+ + 2µ+µ×)
 n−1∑
r=0
E
(
G2r
)
V(Xr)
(
u2 +O(u3))
und mittels (A.75) fu¨r t = log2(n) dann zur Behauptung.
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Beweis von Lemma 2.32
(i) Zuna¨chst halten wir fest, dass wegen Xˆ = fix ◦X und der Transitivita¨t der Bildung von Bildma-
ßen durch Xˆ(P ) ein Wahrscheinlichkeitsmaß auf dem Messraum (R,B(R)) gegeben ist. Da X nach
Voraussetzung eine auf dem Intervall [−1, 1] gleichverteilte Zufallsgro¨ße ist, wird X(P ) von der Vertei-
lungsfunktion (A.57) mit a = −1 und b = 1 eindeutig bestimmt. Daraus folgt, dass ]− 1, 1[ bezu¨glich
des Bildmaßes X(P ) das Maß 1 besitzt und jedes B ∈ B(R) mit B∩ ]− 1, 1[ = ∅ bezu¨glich X(P ) eine
Nullmenge ist. Aufgrund der Definition des Bildmaßes folgt nun ebenso P (X−1(] − 1, 1[)) = 1 und –
mit den Eigenschaften des Urbildes – ebenso P (A) = 0 fu¨r jedes A ∈ S mit A ∩ X−1(] − 1, 1[) = ∅.
Da nun ]− 1, 1[ eine Teilmenge von fix−1(Aq) ist, hat fix−1(R \Aq) leeren Schnitt mit ]− 1, 1[ und ist
demnach eine Nullmenge bezu¨glich X(P ). Nach Definition des Bildmaßes bedeutet dies
0 = P (X−1(fix−1(R \Aq))) = P (Xˆ−1(R \Aq)) ,
wonach R \Aq eine Nullmenge bezu¨glich des Bildmaßes Xˆ(P ) ist. Da es sich bei Xˆ(P ) um ein Wahr-
scheinlichkeitsmaß handelt, kann es insbesondere nicht mit dem Nullmaß u¨bereinstimmen. Somit muss
Xˆ(P ) diskret sein und die Gestalt
Xˆ(P ) =
2q−1∑
k=−2q+1
pk ðk·2−q
besitzen. Da X eine auf dem Intervall [−1, 1] gleichverteilte Zufallsgro¨ße ist und somit das Maß X(P )
auf [−1, 1] mit 12λ u¨bereinstimmt und da nach Definition
fix−1({k · 2−q})∩ ]− 1, 1[ =

[k · 2−q, (k + 1) · 2−q[ fu¨r k = 1, . . . , 2q − 1 ,
]−2−q, 2−q[ fu¨r k = 0,
](k − 1) · 2−q, k · 2−q] fu¨r k = −2q + 1, . . . ,−1 ,
gilt, ergeben sich nun wie behauptet p0 = 2−q und pk = 2−(q+1) fu¨r k 6= 0.
(ii) Wiederum aufgrund der Transitivita¨t der Bildung von Bildmaßen wird wegen  = (Id−fix) ◦ X
durch (P ) ein Wahrscheinlichkeitsmaß auf dem Messraum (R,B(R)) definiert. Da aus der Definition
von fix hervorgeht, dass [−1, 1] Teilmenge von (Id−fix)−1([−2−q, 2−q]) ist, ko¨nnen wir analog zu (i)
schließen, dass
0 = P (X−1((Id−fix)−1(R \ [−2−q, 2−q]))) = P (−1(R \ [−2−q, 2−q]))
und R \ [−2−q, 2−q] bezu¨glich des Bildmaßes (P ) eine Nullmenge ist. Somit wissen wir bereits, dass
die (P ) eindeutig bestimmende Verteilungsfunktion auf den Intervallen ] −∞,−2−q[ sowie ]2−q,∞[
konstant Null bzw. Eins ist. Es bleibt zu zeigen, dass sie auf dem Intervall [−2−q, 2−q] linear mit Anstieg
2q−1 wa¨chst. Da X eine auf dem Intervall [−1, 1] gleichverteilte Zufallsgro¨ße ist und nach Definition
(Id−fix)−1(]−∞, v[) ∩ [−1, 1] =

∅ fu¨r v ≤ −2−q ,
2q−1⋃
k=0
[−(k + 1) · 2−q, v − k · 2−q[ fu¨r − 2−q < v ≤ 0,
[−1, 0] ∪
2q−1⋃
k=0
[k · 2−q, k · 2−q + v[ fu¨r 0 < v ≤ 2−q ,
[−1, 1] fu¨r 2−q < v ,
gilt, ergibt sich wiederum aufgrund der U¨bereinstimmung von X(P ) auf [−1, 1] mit 12λ schließlich
F (v) =

0 fu¨r v ≤ −2−q ,
2q−1(v + 2−q) fu¨r − 2−q < v ≤ 2−q ,
1 fu¨r 2−q < v ,
als entsprechende Verteilungsfunktion wie behauptet. Analog sehen wir, dass R\[0, 2−q] eine Nullmenge
bezu¨glich des Wahrscheinlichkeitsmaßes ||(P ) ist und wegen −1(]− v, v[) = ||−1([0, v[) fu¨r beliebiges
v > 0 das Maß ||(P ) auf [0, 2−q] mit 2(P ) u¨bereinstimmt.
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A.3 Statistische Testrechnungen mit MATLAB
In Kapitel 2 treten beim Modell (2.20)-(2.21) fu¨r den relativen Fehler ε• die Gro¨ßen µ• und σ• auf,
welche dort nicht weiter spezifiziert worden sind. Um die Ergebnisse aus 2.2 auf Testreihen anwenden
zu ko¨nnen, beno¨tigen wir nun entsprechende Scha¨tzwerte fu¨r µ• und σ•. In [75], Remark 1.8, sind
nicht weiter beschriebene Simulationen in MATLAB sowohl mit standardnormalverteilten als auch
mit auf [0, 1] und [−1, 1] gleichverteilten Daten durchgefu¨hrt worden. Jedoch bleibt die Anzahl der
durchgefu¨hrten Versuche sowie die Testmethode unerwa¨hnt. Erstaunlicherweise werden hierbei fu¨r
die drei angegebenen Verteilungen bei der Addition unterschiedliche Scha¨tzungen angegeben. Dieser
Unterschied ist bei unseren Experimenten in MATLAB nicht zu beobachten gewesen. Dabei sind wir
wie folgt vorgegangen.
Experiment A.46. Fu¨r eine vorgegebene Anzahl n < 224 werden jeweils zwei zufa¨llige Vektoren X
und Y erzeugt, deren Komponenten Xk und Yk sa¨mtlich
(a) standardnormalverteilt (d.h. normalverteilt mit Erwartungswert Null und Varianz Eins),
(b) gleichverteilt auf dem Intervall [−1, 1] oder
(c) gleichverteilt auf dem Intervall [0, 1]
sind. Dabei erzwingen wir (in MATLAB) u¨ber den Befehl double(. . .), dass alle Komponenten mit 52
Nachkommastellen, also mit doppelter Genauigkeit abgespeichert werden. Die beiden Vektoren werden
nun jeweils in einfacher Genauigkeit, d.h. (in MATLAB) u¨ber den Befehl single(. . .) mit maximal
24 Nachkommastellen, als auch in doppelter Genauigkeit addiert, subtrahiert und multipliziert. Fu¨r
• ∈ {+,−,×} bezeichnen wir dabei mit fl(Xk • Yk) jeweils das in einfacher Genauigkeit erhaltene Er-
gebnis in der k-ten Komponente. Da wir die exakten Ergebnisse nicht zur Verfu¨gung haben, wollen wir
die in doppelter Genauigkeit berechneten Ergebnisse als ausreichend genau annehmen. Anschließend
bestimmen wir fu¨r jede der drei Operationen den Vektor E• der Quotienten
ε•k :=
{
fl(Xk•Yk)−Xk•Yk
Xk•Yk , falls Xk • Yk 6= 0 ,
0 , falls Xk • Yk = 0 ,
(A.80)
fu¨r die jeweils aufgetretenen relativen Fehler. U¨ber ein Histogramm sowie ein kummulatives Histo-
gramm erhalten wir dann Aufschluss u¨ber die Verteilungseigenschaften der entsprechenden Approxi-
mationen fu¨r den als Zufallsgro¨ße angenommenen relativen Fehler. Um Na¨herungen fu¨r den Erwar-
tungswert und die Varianz zu erhalten, verwenden wir die folgenden erwartungstreuen Scha¨tzer
µˆ :=
1
n
n∑
k=1
Xk , σˆ
2 :=
1
n− 1
n∑
k=1
(Xk − µˆ)2 . (A.81)
Sind na¨mlich alle Xk, k = 1, . . . , n, unabha¨ngig identisch verteilt mit Erwartungswert µ und Varianz
σ2, gilt fu¨r die neuen Zufallsgro¨ßen µˆ und σˆ2 aufgund der Linearita¨t des Erwartungswertes sowie mit
der aus der stochastischen Unabha¨ngigkeit resultierenden Beziehung E((Xk−µ)(Xj−µ)) = δ(j−k)σ2
fu¨r j, k = 1, . . . , n wie gewu¨nscht E (µˆ) = µ und
E
(
σˆ2
)
=
1
n− 1
n∑
k=1
E (Xk − µˆ)2 = 1
n− 1
n∑
k=1
E
(
(Xk − µ)− 1
n
n∑
j=1
(Xj − µ)
)2
=
1
n− 1
n∑
k=1
E
(
n− 1
n
(Xk − µ)− 1
n
n∑
j=1
j 6=k
(Xj − µ)
)2
=
1
n− 1
n∑
k=1
(
(n− 1)2
n2
σ2 +
n− 1
n2
σ2
)
=
n
n− 1 ·
(n− 1)(n− 1 + 1)
n2
σ2 = σ2 .
(a) Test fu¨r standardnormalverteilte Eingangsgro¨ßen
Zuna¨chst erzeugen wir mit dem Befehl normrnd(0, 1, [1 n]) die beno¨tigten Zufallsvektoren X und
Y der La¨nge n, deren Komponenten als normalverteilt mit Erwartungswert Null und Varianz
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Eins generiert werden. Zur U¨berpru¨fung der Korrektheit des Zufallsgenerators lassen wir uns u¨ber
den Befehl hist(. . .) jeweils u¨ber die Komponenten von X und Y Histogramme mit Klassen-
breite 0.01 erstellen (s. Abb. A.1). Verwenden wir fu¨r den Erwartungswert und die Varianz einer
Eingangsgro¨ße x die erwartungstreuen Scha¨tzer (A.81), so erhalten wir fu¨r die beiden Vektoren
X und Y die in Abb. A.1 angegebenen Scha¨tzer, so dass wir die Komponenten Xk, Yk tatsa¨chlich
als standardnormalverteilt akzeptieren ko¨nnen.
Abbildung A.1: Histogramm fu¨r die normalverteilten Komponenten von X und Y. Auf der Abszissen-
achse sind jeweils in Klassen der Breite 0.01 die Werte der einzelnen Komponenten
abgetragen, wa¨hrend auf der Ordinatenachse die jeweilige Klassensta¨rke abzulesen ist.
Wie oben beschrieben addieren und multiplizieren wir die Vektoren X und Y nun komponenten-
weise und erhalten die vier Vektoren
Ssingle :=
(
fl(Xk + Yk)
)n
k=1
, Sdouble := (Xk + Yk)
n
k=1 ,
Psingle :=
(
fl(Xk × Yk)
)n
k=1
, Pdouble := (Xk × Yk)nk=1 .
(A.82)
Abbildung A.2: Histogramm fu¨r die Komponenten von Sdouble (links) und Pdouble fu¨r normalverteilte
Eingangsgro¨ßen. Auf der Abszissenachse sind jeweils in Klassen der Breite 0.01 die
Werte der einzelnen Komponenten abgetragen, wa¨hrend auf der Ordinatenachse die
jeweilige Klassensta¨rke abzulesen ist.
Da die Komponenten von Y symmetrisch zu 0 verteilt sind, ko¨nnen Betrachtungen zur Subtrak-
tion vernachla¨ssigt werden. Wiederum mit dem Befehl hist(. . .) erhalten wir Informationen u¨ber
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die Verteilungen der als exakt ausgefu¨hrt angenommenen Additionen Sdouble und Multiplikatio-
nen Pdouble (s. Abb. A.2).
Abbildung A.3: Histogramm fu¨r die Komponenten von E+ (links) und E× fu¨r normalverteilte Ein-
gangsgro¨ßen. Auf der Abszissenachse sind jeweils in Klassen der Breite 0.01u die Werte
der einzelnen Komponenten abgetragen, wa¨hrend auf der Ordinatenachse die jeweilige
Klassensta¨rke abzulesen ist.
Mit Hilfe der in (A.82) berechneten Ergebnisvektoren erhalten wir Approximationen fu¨r die
Vektoren E+ und E×, deren Komponenten genau die in (A.80) definierten Gro¨ßen sind. Die
gewu¨nschten Scha¨tzwerte fu¨r σ+, µ+ und σ×, µ× erhalten wir nun wiederum u¨ber (A.81), die
in Abb. A.3 zu finden sind.
(b) Test fu¨r auf [−1, 1] gleichverteilte Eingangsgro¨ßen
Um die beno¨tigten Zufallsvektoren X und Y der La¨nge n mit auf [−1, 1] gleichverteilten Kom-
ponenten zu erhalten, verwenden wir jeweils den Befehl unifrnd(−1, 1, [1 n]).
Abbildung A.4: Histogramm fu¨r die auf [−1, 1] gleichverteilten Komponenten von X und Y. Auf der
Abszissenachse sind jeweils in Klassen der Breite 0.01 die Werte der einzelnen Kom-
ponenten abgetragen, wa¨hrend auf der Ordinatenachse die jeweilige Klassensta¨rke ab-
zulesen ist.
Wie zuvor lassen wir uns u¨ber den Befehl hist(. . .) Histogramme u¨ber die Komponenten von X
und Y mit Klassenbreite 0.01 erstellen (s. Abb. A.4) und geben wiederum die erwartungstreuen
Scha¨tzer (A.81) an. Da bei auf [−1, 1] gleichverteilten Daten der theoretische Erwartungswert
nach (A.58) bei 0 und die Varianz nach (A.59) bei 13 liegen, ko¨nnen wir auch hier die Daten
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akzeptieren. Wiederum aufgrund der zu 0 symmetrischen Verteilung der Komponenten Yk, lassen
sich fu¨r Addition und Subtraktion gleiche Aussagen ableiten. Fu¨r die Vektoren Sdouble und Pdouble
– wie in (A.82) definiert – ergeben sich hier die Histogramme aus Abb. A.5.
Abbildung A.5: Histogramm fu¨r die Komponenten von Sdouble (links) und Pdouble fu¨r auf [−1, 1] gleich-
verteilte Eingangsgro¨ßen. Auf der Abszissenachse sind jeweils die Werte der einzelnen
Komponenten in 1000 Klassen zusammengefasst abgetragen, wa¨hrend auf der Ordina-
tenachse die jeweilige Klassensta¨rke abzulesen ist.
Die entsprechenden Approximationen fu¨r die Vektoren E+ und E× sowie die sich u¨ber (A.81)
ergebenden gewu¨nschten Scha¨tzwerte fu¨r σ+, µ+ und σ×, µ× finden wir in Abb. A.6.
Abbildung A.6: Histogramm fu¨r die Komponenten von E+ (links) und E× fu¨r auf [−1, 1] gleichverteilte
Eingangsgro¨ßen. Auf der Abszissenachse sind jeweils in Klassen der Breite 0.01u die
Werte der einzelnen Komponenten abgetragen, wa¨hrend auf der Ordinatenachse die
jeweilige Klassensta¨rke abzulesen ist.
(c) Test fu¨r auf [0, 1] gleichverteilte Eingangsgro¨ßen
Analog zum vorangegangenen Test verwenden wir den Befehl unifrnd(0, 1, [1 n]), um die beno¨tig-
ten Zufallsvektoren X und Y der La¨nge n mit auf [0, 1] gleichverteilten Komponenten zu erhalten.
Die entsprechenden mit dem Befehl hist(. . .) erzeugten Histogramme u¨ber die Komponenten von
X und Y mit Klassenbreite 0.01 (s. Abb. A.7) a¨hneln denen aus Abb. A.4. Ebenso finden wir
in Abb. A.7 die erwartungstreuen Scha¨tzer (A.81) fu¨r den Erwartungswert und die Varianz. Da
bei auf [0, 1] gleichverteilten Daten der theoretische Erwartungswert nach (A.58) bei 12 und die
Varianz nach (A.59) bei 112 liegen, ko¨nnen wir auch hier die Daten akzeptieren.
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Abbildung A.7: Histogramm fu¨r die auf [0, 1] gleichverteilten Komponenten von X und Y. Auf der
Abszissenachse sind die Werte der einzelnen Komponenten jeweils in Klassen der Breite
0.01 abgetragen, wa¨hrend auf der Ordinatenachse die Klassensta¨rke abzulesen ist.
Da die Komponenten von Y in diesem Fall nicht symmetrisch zu 0 verteilt sind, betrachten wir
neben den Vektoren aus (A.82), deren zugeho¨rige wiederum mit dem Befehl hist(. . .) erzeugten
Histogramme in Abb. A.8 zu finden sind, weiterhin noch die Differenzvektoren
Dsingle :=
(
fl(Xk − Yk)
)n
k=1
, Ddouble := (Xk − Yk)nk=1 . (A.83)
Das entsprechende Histogramm ist ebenfalls in Abb. A.8 enthalten.
Abbildung A.8: Histogramm fu¨r die Kom-
ponenten von Sdouble (links
oben), Pdouble (rechts oben)
und Ddouble fu¨r auf [0, 1]
gleichverteilte Eingangsgro¨ßen.
Auf der Abszissenachse sind
jeweils die Werte der einzelnen
Komponenten in 1000 Klassen
zusammengefasst abgetragen,
wa¨hrend auf der Ordinatenach-
se die jeweilige Klassensta¨rke
abzulesen ist.
Analog zuvor erhalten wir entsprechende Approximationen fu¨r die Vektoren E+, E− und E×
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sowie die sich u¨ber (A.81) ergebenden gewu¨nschten Scha¨tzwerte fu¨r σ±, µ± und σ×, µ×, welche
wir in Abb. A.9 ablesen ko¨nnen.
Abbildung A.9: Histogramm fu¨r die Komponen-
ten von E+ (links oben), E×
(rechts oben) und E− fu¨r auf
[0, 1] gleichverteilte Eingangs-
gro¨ßen. Auf der Abszissenach-
se sind jeweils die Werte der
einzelnen Komponenten in 1000
Klassen zusammengefasst abge-
tragen, wa¨hrend auf der Ordi-
natenachse die jeweilige Klas-
sensta¨rke abzulesen ist.

Zu beobachten ist, dass sich die Histogramme aus dem Experiment A.46 fu¨r die jeweiligen relativen
Fehler in den Abbildungen A.3, A.6 und A.9 sehr stark a¨hneln und daher die Vermutung zulassen,
dass der relative Fehler – zumindest bei standardnormalverteilten oder gleichverteilten Eingangsdaten
– weder von den Eingangsdaten noch von der gewa¨hlten Operation • ∈ {+,−,×} abha¨ngt. Desweiteren
ko¨nnen wir verifizieren, dass sich der relative Fehler offenbar jeweils im Intervall [−u, u] mit dem hier
modellierten u = 2−24 ≈ 6 ·10−8 befindet. In einem weiteren Experiment untersuchen wir den bei einer
skalierten Drehung auftretenden relativen Fehler.
Experiment A.47. Fu¨r eine vorgegebene Anzahl n < 224 werden jeweils zwei zufa¨llige Vektoren X
und Y erzeugt, deren Komponenten Xk und Yk sa¨mtlich
(a) standardnormalverteilt (d.h. normalverteilt mit Erwartungswert Null und Varianz Eins),
(b) gleichverteilt auf dem Intervall [−1, 1] oder
(c) gleichverteilt auf dem Intervall [0, 1]
sind. Dabei erzwingen wir wiederum u¨ber den Befehl double(. . .), dass alle Komponenten mit 52
Nachkommastellen, also mit doppelter Genauigkeit abgespeichert werden. Die beiden Vektoren werden
als Zeilen einer 2× n Matrix aufgefasst, deren sa¨mtliche Spalten
V(k) :=
(
Xk
Yk
)
, k = 1, . . . , n,
mit einer konstanten Drehmatrix
A :=
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
)
, ϕ ∈
]
0,
pi
4
[
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jeweils sowohl in einfacher Genauigkeit, d.h. u¨ber den Befehl single(. . .) mit maximal 24 Nachkom-
mastellen, als auch in doppelter Genauigkeit multipliziert werden. Dabei wollen wir die in doppelter
Genauigkeit vorhandenen Eintra¨ge der Drehmatrix A als (vergleichsweise) exakt annehmen. Analog
zuvor bezeichnen wir mit fl(AV(k)) jeweils die in einfacher Genauigkeit gedrehte k-te Spalte. Da wir
die exakten Ergebnisse nicht zur Verfu¨gung haben, wollen wir die in doppelter Genauigkeit gedrehten
Spalten als ausreichend genau annehmen. Anschließend bestimmen wir die Vektoren
Ek :=
{
fl(AV(k))−AV(k)
‖AV(k)‖2 , falls V
(k) 6= 0 ,
0 , falls V(k) = 0 ,
(A.84)
der jeweils aufgetretenen relativen Fehler sowie die entsprechenden euklidischen Normen dieser Vekto-
ren. U¨ber ein Histogramm erhalten wir dann Aufschluss u¨ber die Verteilungseigenschaften der entspre-
chenden Approximationen fu¨r den in diesem Fall als zweidimensionalen Zufallsvektor angenommenen
relativen Fehler. Abbildung A.10 zeigt den Vektor Ek aus (A.84) bei einer Drehung um den Winkel 3pi64
exemplarisch fu¨r den Fall standardnormalverteilter Zufallsgro¨ßen.
Abbildung A.10: Relativer Fehler aus (A.84) fu¨r den Drehwinkel 3pi64 .
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Zusammenfassung
Diskrete Kosinus- und Sinustransformationen (DCT, DST) za¨hlen zu den wichtigen und ha¨ufig ge-
brauchten Werkzeugen der digitalen Signalverarbeitung. In dieser Dissertation wird eine umfassende
und einheitliche Stabilita¨tsanalyse sowohl in Festkomma- als auch in Gleitkomma-Arithmetik fu¨r eine
Klasse von schnellen DCT- und DST-Algorithmen durchgefu¨hrt, welche auf Faktorisierungen der or-
thogonalen Transformationsmatrizen in Produkte von du¨nnbesetzten orthogonalen Matrizen beruhen.
Neben Untersuchungen fu¨r den ungu¨nstigsten Fall (worst case) wird auch jeweils eine stochastische
Rundungsfehleranalyse (average case) durchgefu¨hrt, die das Verhalten des durchschnittlichen relativen
bzw. absoluten Rundungsfehlers abscha¨tzt. Insbesondere fu¨r die Festkomma-Arithmetik sind bisher
keine Aussagen u¨ber den Rundungsfehler bei den DCT und DST bekannt. Neu ist hierbei auch, dass
das stochastische Modell fu¨r den Rundungsfehler ohne die in der Bildverarbeitung selten gegebene
Unkorreliertheit der Eingangsdaten auskommt und nur wenige Informationen u¨ber die Verteilung der
beteiligten Gro¨ßen beno¨tigt.
Abstract
In this thesis, a comprehensive and unified stability analysis for a class of fast DCT (discrete cosine
transform) and DST (discrete sine transform) algorithms is performed, both for fixed-point and floating-
point arithmetic. These algorithms belong to important and often used tools within digital signal
processing. Each of them is based on a factorization of the underlying orthogonal transform matrix
into a product of sparse orthogonal matrices. Additionally to worst case analysis, also the average
case is considered using stochastic models for the relative and absolute roundoff errors. Especially for
fixed-point arithmetic, results concerning the roundoff errors for DCT- and DST-algorithms are rarely
known. Particularly with regard to applications in digital image processing, the stochastic analysis of
roundoff error is done without assuming the data to be uncorrelated or independent.
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• Die Menge M der in einem Computer darstellbaren Zahlen ist endlich. In der elektronischen
Datenverarbeitung treten daher neben Eingangsfehlern ebenso bei arithmetischen Operationen
kaum vermeidbare Rundungsfehler auf, welche von der implementierten Arithmetik abha¨ngig
sind. Erste Untersuchungen zum Rundungsfehlerverhalten bei Algorithmen zum Lo¨sen linearer
Gleichungssysteme gehen auf J. von Neumann & H.H. Goldstine [41, (1947)] zuru¨ck, die u¨ber-
wiegend von J.H. Wilkinson [67, (1963)] fortgefu¨hrt wurden.
• Aufgrund der ho¨heren Flexibilita¨t verwenden die meisten Computer die sogenannte Gleitkomma-
Arithmetik, fu¨r welche daher in erster Linie Rundungsfehleranalysen entwickelt wurden (vgl.
Higham [24, (2002)]).
• Bei der deterministischen Rundungsfehleranalyse wird der Rundungsfehler im ungu¨nstigsten Fall
(worst-case) bei jedem Schritt nach oben abgescha¨tzt. Die auf diese Weise ermittelten oberen
Schranken sind im Allgemeinen jedoch viel zu pessimistisch. Daher wird im Rahmen einer sto-
chastischen Rundungsfehleranalyse zusa¨tzlich das durchschnittliche Verhalten (average-case) des
Rundungsfehlers abgescha¨tzt.
• In der digitalen Signalverarbeitung ist der Bedarf an anwendungsspezifisch konzipierten Signal-
prozessoren in den letzten Jahren enorm angestiegen. Nicht selten wird dabei auf die im Vergleich
zur konventionellen Gleitkomma-Arithmetik einfachere und bezu¨glich der Hardware weniger
kostenintensive Festkomma-Arithmetik zuru¨ckgegriffen (vgl. Diniz [15, (2010)]). Somit besteht
großes Interesse an deterministischen bzw. stochastischen Rundungsfehleranalysen in Festkomma-
Arithmetik, was das Thema dieser Dissertation ist.
• Zu den bekanntesten schnellen und numerisch stabilen Algorithmen geho¨rt die schnelle Fourier-
Transformation (FFT). Diese Methode zur Berechnung der diskreten Fourier-Transformation
(DFT) wurde von Cooley und Tukey [12, (1965)] vorgeschlagen und beruht auf der Teile-und-
Herrsche-Strategie. Bei einer Transformationsla¨nge n = 2t reduziert die FFT gegenu¨ber einer
naiven Implementierung der DFT die Anzahl der arithmetischen Operationen von O(n2) auf
O(n log2 n).
• Bei zahlreichen Aufgabenstellungen sind reelle Datenvektoren gegeben. Um die komplexe Arith-
metik bei der DFT zu umgehen, werden beispielsweise die diskreten Kosinus-Transformationen
(DCT) und die diskreten Sinus-Transformationen (DST) angewandt.
• Aufgrund ihrer Linearita¨t, leichten Invertierbarkeit und Na¨he zur DFT besitzen die DCT und
DST zahlreiche Anwendungen, beispielsweise in der digitalen Signalverarbeitung. Eine herausge-
hobene Rolle spielen dabei die DCT-II in der Datenkompression (vgl. Ansari [2, (2000)]) und die
DCT-IV beim Entwurf von effizienten Filterba¨nken (vgl. Vaidyanathan [57, (1993)] und Diniz
[15, (2010)]).
• Fu¨r die DCT und DST lassen sich reelle, schnelle und numerisch stabile Algorithmen angeben,
welche ebenso auf der Teile-und-Herrsche-Strategie beruhen. Wie bei der DFT gibt es fu¨r die
DCT und DST verschiedene Mo¨glichkeiten einer schnellen Realisierung (vgl. C. van Loan [58,
(1992)]). Im Vordergrund stehen hier Algorithmen, welche auf Matrixfaktorisierungen
A =
ν∏
m=1
A(m) := A(ν) . . . A(2)A(1) (T.1)
der entsprechenden orthogonalen Transformationsmatrix A basieren, deren Faktoren A(m) du¨nn-
besetzt und orthogonal sind. Dabei bedeutet hier die Du¨nnbesetztheit von A(m), dass in jeder
Zeile und in jeder Spalte maximal zwei Elemente ungleich Null stehen.
• Die Effizienz eines schnellen Algorithmus la¨sst sich im Vergleich zu seinen Stabilita¨tseigenschaften
wesentlich einfacher vorhersagen (vgl. Higham [24, (2002)]). Letztere erfordert eine sorgfa¨ltige
Analyse (vgl. Abbildung T.1).
x
x + ∆x
y = Ax
y˜ = A(x + ∆x)-
-
Abbildung T.1: Modellierung des Vorwa¨rts- und Ru¨ckwa¨rtsfehlers.
• In Kapitel 1 werden verschiedene bekannte Algorithmen zur effizienten Realisierung diskreter
Kosinus- und Sinustransformationen vom Typ II – IV vorgestellt.
– Bei einer solchen Transformation wird fu¨r einen Vektor x fester La¨nge n ∈ N jeweils eine
Matrix-Vektor-Multiplikation Ax mit einer quadratischen vollbesetzten, jedoch orthogona-
len Matrix, z.B.,
CIIn :=
√
2
n
(
εn(j) cos
j(2k + 1)pi
2n
)n−1
j,k=0
, CIVn :=
√
2
n
(
cos
(2j + 1)(2k + 1)pi
4n
)n−1
j,k=0
,
(εn(0) =
√
2
2 und εn(j) = 1 sonst) ausgefu¨hrt. Insbesondere interessiert der Fall n = 2
t.
– Zu jeder dieser vollbesetzten Kosinus- und Sinusmatrizen werden jeweils Matrixfaktorisie-
rungen angegeben, welche als Faktoren zwei du¨nnbesetzte orthogonale Matrizen und eine
Blockdiagonalmatrix besitzen. Daru¨ber hinaus entha¨lt die jeweilige Blockdiagonalmatrix als
Blo¨cke wiederum Kosinus- bzw. Sinusmatrizen der Gro¨ße n2 × n2 – jedoch nicht notwendi-
gerweise vom gleichen Typ.
– Induktiv lassen sich somit Faktorisierungen herleiten, die nur noch aus du¨nnbesetzten or-
thogonalen Matrizen bestehen, wobei sich jeder Faktor durch Permutationen und zeilen-
bzw. spaltenweise Vorzeichenskalierungen (nette Matrizen) in eine Blockdiagonalmatrix mit
Blo¨cken der Gestalt
Q2(ϕ) :=
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
) (
ϕ ∈ [0, pi4 ]) (T.2)
u¨berfu¨hren la¨sst.
– Die Multiplikation eines Vektors x ∈ R2 mit einer Matrix Q2(ϕ) bedeutet geometrisch genau
eine Drehung um den Winkel −ϕ, so dass es sich bei Q2(ϕ) wegen Q2(ϕ)−1 = Q2(−ϕ) =
Q2(ϕ)T um eine orthogonale Matrix handelt.
– Aus den hergeleiteten Faktorisierungen werden schnelle Algorithmen entworfen. Dabei be-
stechen insbesondere die rekursiven Algorithmen 1.19 – 1.22 durch ihre einfache Struktur.
• In Kapitel 2 werden sowohl deterministische als auch stochastische Modelle fu¨r die Gleitkomma-
und Festkomma-Arithmetik untersucht bzw. weiterentwickelt.
– Ausgehend von dem auf Wilkinson [67, (1963)] zuru¨ckgehenden Modell zur Gleitkomma-
Arithmetik werden jeweils Abscha¨tzungen fu¨r den entstehenden relativen Rundungsfehler
bei elementaren Operationen (Addition, Subtraktion und Multiplikation) und ebenso beim
Skalarprodukt von Vektoren sowie bei der Matrix-Vektor-Multiplikation hergeleitet, welche
sich fu¨r Drehmatrizen (T.2) verscha¨rfen.
– Im Rahmen eines stochastischen Modells und unter zusa¨tzlichen Annahmen werden Vorher-
sagen fu¨r die euklidische Norm des Vektors der bei Matrix-Vektor-Multiplikationen mit den
Drehmatrizen (T.2) auftretenden relativen Rundungsfehler bereitgestellt.
∗ Die zuna¨chst geforderte Annahme der stochastischen Unabha¨ngigkeit an die Eingangs-
daten erweist sich als ungeeignet, da sie im Allgemeinen bereits nach einer Matrix-
Vektor-Multiplikation nicht mehr gewa¨hrleistet werden kann.
∗ Aufgrund der speziellen Blockdiagonalgestalt gelingt nach geringfu¨giger Modifikation
die U¨bertragung der Idee von Zeuner [75, (2005)], welcher ein stochastisches Modell fu¨r
die Multiplikation komplexer Zahlen entwickelt hat, auf den Fall von Drehmatrizen (vgl.
Satz 2.22). Neu ist hierbei, dass die Eingangsdaten korreliert sein ko¨nnen.
∗ Unter Verwendung der sinnvollen Annahmen G21 +G22 = 1 + ε‖·‖22 , |ε‖·‖22 | ≤ 2u+u2, und
E
(
ε‖·‖22
)
= 0 bzw. ε‖·‖22 ≤ 0 sind die Hauptergebnisse in Satz 2.26 zusammengefasst.
– Das bereits auf J. von Neumann und Goldstine [41, (1947)] zuru¨ckgehende Modell zur
Festkomma-Arithmetik, welches die Vorzeichenbetragsdarstellung (sign-magnitude repre-
sentation) verwendet, wird betrachtet.
∗ Im Vergleich zur Gleitkomma-Arithmetik ist die Addition innerhalb der Festkomma-
Arithmetik fehlerfrei ausfu¨hrbar, solange kein U¨berlauf auftritt.
∗ Obere Schranken fu¨r den bei elementaren Operationen, Skalarprodukt und Matrix-
Vektor-Multiplikation entstehenden absoluten Rundungsfehler werden ausgehend von
fix(m+ m˜) = m+ m˜ , falls |m+ m˜| ≤ 1;
m× m˜ = mm˜− δmm˜ , (|δmm˜| ≤ u, mm˜ δmm˜ ≥ 0, |m× m˜| ≤ |mm˜|) .
fu¨r m, m˜ ∈Mq hergeleitet. Dabei ist fix : [−1, 1]→Mq das Abschneiden und
Mq :=
{
m ∈ [−1, 1] : m = sign(m)
q∑
k=1
µk2−k, µk ∈ {0, 1}
}
∪ {−1, 1}
fu¨r ein fest gewa¨hltes q ∈ N sowie u := 2−q die Rechnergenauigkeit.
∗ Skalarprodukte werden ebenso in doppelter Genauigkeit untersucht.
∗ Satz 2.31 liefert die wichtigste Aussage von Abschnitt 2.3.
– Schließlich untersuchen wir ein stochastisches Modell zur Festkomma-Arithmetik:
∗ Auf die Unkorreliertheit der Eingangsdaten kann dabei verzichtet werden.
∗ Die in dieser allgemeinen Form vo¨llig neuen Hauptergebnisse, welche die besondere
Gestalt der betrachteten Matrizen essentiell verwendet, finden sich in den Sa¨tzen 2.37,
2.38 und 2.39.
• In Kapitel 3 untersuchen wir verschiedene Situationen fu¨r die Gleitkomma-Arithmetik, bei der
Rundungsfehler auftreten ko¨nnen. Eingangsfehler der Daten werden zusa¨tzlich beru¨cksichtigt. Zu
den Algorithmen 1.15 – 1.22 werden von der Transformationsla¨nge n abha¨ngige Stabilita¨tskon-
stanten fu¨r den ungu¨nstigsten bzw. fu¨r den durchschnittlich auftretenden Fall hergeleitet.
– Fu¨r die deterministische Rundungsfehleranalyse sind die auf den neuen nicht verbesserbaren
Ungleichungen
(2|ac|+ 2|bd|+ |ac− bd|)2 + (2|ad|+ 2|bc|+ |ad+ bc|)2 ≤ 27
2
(a2 + b2)(c2 + d2)
bzw.
(|as|+ |bs|+ |as− bs|)2 + (|as|+ |bs|+ |as+ bs|)2 ≤ 2(3 +√5)(a2 + b2)s2 ,
(a, b, c, d, s ∈ R) basierenden Hauptergebnisse in den Sa¨tzen 3.12 und 3.18 zusammenge-
fasst. Letzterer beru¨cksichtigt, dass einige der Matrixfaktoren ho¨chstens skalierte Butterfly-
Matrizen
s
(
1 1
1 −1
)
(s ∈ R, s 6= 0)
enthalten, so dass hier pro Block zwei Rundungsfehler erzeugende Multiplikationen einge-
spart werden ko¨nnen.
– Fu¨r die auf den Annahmen aus Modell 3.22 basierende stochastische Rundungsfehleranalyse
sind die Hauptergebnisse in Satz 3.23 zusammengefasst. Im Vergleich zu den Arbeiten von
Tasche & Zeuner [54, (2000)] bzw. Zeuner [75, (2005)] verzichtet Modell 3.22 darauf, die
Eingangsdaten als unkorreliert oder stochastisch unabha¨ngig anzunehmen. Auf diese Weise
ist das Anwendungsspektrum erheblich gro¨ßer.
• In Kapitel 4 werden die Algorithmen 1.15 – 1.22 auf ihre numerische Stabilita¨t in Festkomma-
Arithmetik untersucht.
– Sowohl in einfacher als auch in doppelter Genauigkeit werden Abscha¨tzungen fu¨r den un-
gu¨nstigsten Fall angegeben. Satz 4.5 fasst dabei die Resultate fu¨r eine spezielle Blockdiago-
nalmatrix und einen Eingangsvektor x ∈ [−1, 1]n mit ‖x‖2 ≤ 1 zusammen, aus denen dann
die Stabilita¨tskonstanten fu¨r die Algorithmen 1.15 – 1.22 bei verschiedenen Skalierungsarten
in den Sa¨tzen 4.12 – 4.14 gewonnen werden.
– Basierend auf Modell 4.16 findet analog zur Gleitkomma-Arithmetik eine stochastische Run-
dungsfehleranalyse statt. Als Hauptergebnis sind die entsprechenden durchschnittlichen Sta-
bilita¨tskonstanten in Satz 4.17 angegeben.
• In Kapitel 5 werden die theoretischen Schranken aus den Kapiteln 3 und 4 auf ihre Qualita¨t
u¨berpru¨ft, indem die Algorithmen aus Kapitel 1 fu¨r verschiedene Transformationsla¨ngen n = 2t
und zufa¨llig erzeugte Testvektoren ausgefu¨hrt werden. Dazu sind die Algorithmen 1.15 – 1.22
jeweils in MATLAB implementiert worden.
Die wichtigsten neuen Ergebnisse lassen sich wie folgt zusammenfassen:
(1) Die teilweise bekannten (vgl. Plonka & Tasche [43, (2005)]) Matrixfaktorisierungen fu¨r Kosinus-
und Sinusmatrizen vom Typ II – IV werden systematisch ausgearbeitet und fu¨hren zu einer
Klasse von einfachen, rekursiven Algorithmen fu¨r die DCT und DST vom Typ II – IV, falls die
Transformationsla¨nge n eine Zweierpotenz ist.
(2) Es werden deterministische und stochastische Modelle zur Gleit- und Festkomma-Arithmetik
bereitgestellt. Fu¨r Matrix-Vektor-Multiplikationen erfolgt eine deterministische und stochasti-
sche Rundungsfehleranalyse. Besitzen die Matrizen spezielle Blockdiagonalgestalt, so bleiben die
Ergebnisse auch im Fall korrelierter Eingangsdaten gu¨ltig.
(3) Die entwickelten Methoden der deterministischen und stochastischen Rundungsfehleranalysen
werden auf die schnellen DCT- und DST-Algorithmen 1.15 – 1.22 angewandt. Fu¨r die numeri-
sche Stabilita¨t dieser Algorithmen werden im Fall der Gleitkomma-Arithmetik verbesserte Kon-
stanten angegeben und im Fall der Festkomma-Arithmetik erstmals Konstanten bestimmt. Die
numerischen Testrechnungen illustrieren die theoretischen Ergebnisse und ermo¨glichen einen sehr
guten Vergleich des Rundungsfehler-Verhaltens in beiden Rechnerarithmetiken.
