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The looping rate and sandpile density
of planar graphs
Adrien Kassel and David B.Wilson
Abstract. We give a simple formula for the looping rate of loop-erased random walk on a finite
planar graph. The looping rate is closely related to the expected amount of sand in a recurrent
sandpile on the graph. The looping rate formula is well-suited to taking limits where the graph
tends to an infinite lattice, and we use it to give an elementary derivation of the (previously
computed) looping rate and sandpile densities of the square, triangular, and honeycomb lattices,
and compute (for the first time) the looping rate and sandpile densities of many other lattices,
such as the kagome´ lattice, the dice lattice, and the truncated hexagonal lattice (for which the
values are all rational), and the square-octagon lattice (for which it is transcendental).
FIGURE 1. Uniformly random
spanning tree (UST) of a
10× 10 grid.
1. SPANNING TREES AND SANDPILES Spanning
trees on graphs have a long history which goes back to
Kirchhoff, who used them to compute effective resis-
tances in electric networks [21]. Formally, a spanning
tree of a finite connected graph is a collection of edges
through which any two vertices may be connected, and
which contains no cycles. As we shall explain later, cer-
tain electrical quantities in a resistive electric network
correspond to the probabilities of certain events in a uni-
formly random spanning tree (UST).
Uniformly random spanning trees are also closely re-
lated to the abelian sandpile model of self-organized crit-
icality [1], as was shown by Dhar and Majumdar [9, 28].
In the abelian sandpile model on a finite graph, each
vertex has a non-negative integer number of grains of
sand. If the vertex contains at least as many grains of sand as it has neighbors, then
the vertex is unstable, and may topple, sending one grain of sand to each neighbor.
Usually there is a designated sink vertex which never topples. Assuming every vertex
is connected to the sink, then we may repeatedly topple unstable vertices until every
vertex is stable. The resulting sandpile is called the stabilization of the original sandpile,
and is independent of the order in which vertices are toppled (which is the abelian
property). Some sandpile configurations are recurrent, meaning that from any sandpile
configuration, it is possible to add some amount of sand to the vertices and stabilize to
obtain the given configuration. These sandpile configurations are the recurrent states of
the Markov chain which at each step adds a grain of sand to a random vertex and then
stabilizes the configuration. Majumdar and Dhar gave a bijection between the recurrent
Figure 2: Stabilization of a sandpile configuration on a 3× 3 grid, where the sink (not
shown) is the region outside the grid.
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sandpile configurations of a finite graph G with given sink s and the spanning trees of G
[27], which we will discuss further in Section 6.
Pemantle [32] initiated the study of uniformly random spanning trees on the infinite
lattice Zd. Of course there are infinitely many such spanning trees, so some care is
needed to make sense of this. Pemantle considered a sequence of finite graphs (Gn)n≥1
which converges to Zd, and argued that the distribution of uniform spanning trees on Gn
converges in a suitable sense, and took the limit to be the definition of the uniform span-
ning tree on Zd. We say that the sequence (Gn)n≥1 converges to Zd if for every finite
induced subgraph H of Zd, for sufficiently large n we have that H is contained in Gn
as an induced subgraph. For any finite box Bm = {−m,−m+ 1, . . . ,m− 1,m}d
centered at the origin, and for those n’s that are sufficiently large for Bm ⊂ Gn, we can
consider a uniformly random spanning tree Tn on Gn restricted to the box Bm. The
restriction Tn|Bm naturally contains no cycles, but need not be connected. Pemantle
showed that the distribution of the set of edges in the restricted tree Tn|Bm converges
as n→∞, and that this limiting distribution is independent of the choice of sequence
(Gn)n≥1 converging to Zd. Since there is a canonical limiting distribution on acyclic
sets of edges within each box centered at the origin, taken together they define a random
forest on Zd, which is called the uniform spanning forest USF(Zd). Pemantle showed
that for d ≤ 4, with probability 1 the USF contains just a single tree, in which case it is
called the uniform spanning tree UST(Zd), but that for d ≥ 5, with probability 1 the
USF contains infinitely many trees. Each such tree has a path leading to infinity, and
one point of view is that the trees are connected through infinity. (See [2] and [26] for
further developments and streamlined proofs.)
Burton and Pemantle [5] showed how to compute, for any finite collection of edges,
the probability that USF(Zd) contains those edges. These probabilities can be ex-
pressed in terms of the discrete Green’s function, and for UST(Z2), they are all rational
polynomials in 1/pi.
Using their bijection between spanning trees and sandpiles, and the ability to com-
pute local probabilities for spanning trees, Majumdar and Dhar [27] showed that the
probability that a vertex of Z2 has zero grains of sand is 2/pi2 − 4/pi3. Computing the
other sandpile height probabilities turned out to be much harder. The reason is that
the maps between spanning trees and sandpiles are not local in nature, so that local
events for spanning trees do not correspond to local events for sandpiles, except in some
special cases. Nonetheless, the sandpile height probabilities were computed by Priez-
Figure 3: A portion of a uni-
formly random spanning tree
on Z2. The restriction of the
spanning tree to the box is
a forest, with each connected
component reaching the bound-
ary. (This configuration was
produced using an algorithm
which computes probabilities
of local spanning tree events
on the infinite lattice.)
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zhev [35, 36], although the expressions he gave contained a singular integral involving
trigonometric functions. Grassberger (in unpublished work) evaluated these integrals
numerically, and made the surprising observation that for Z2, the average amount of
sand per vertex, called the sandpile density, was numerically indistinguishable from
17/8. Despite much effort, it took eighteen years for this 17/8 conjecture to be proved
[17, 34, 20] (see also [6]).
While the 17/8 conjecture was fully proved, none of the three proofs really explained
why the answer was rational, since they went through calculations with intermediate
values involving 1/pi or integrals of trigonometric functions, and when these intermedi-
ate values were combined to give the final answer, the transcendental parts mysteriously
cancelled.
We give a new method for computing sandpile densities of planar graphs which is
simpler and readily applies to other planar lattices. The calculations are elementary and
require only modest background on sandpiles and spanning trees. The main ingredients
are a combinatorial use of planar duality and an explicit counting formula. For the
square lattice, all the intermediate expressions are rational, and essentially depend
only on simple symmetry arguments. For the triangular and honeycomb lattices, the
sandpile densities were computed by Kenyon and Wilson and determined to be 10/3
and 37/24 respectively [20], though these computations involved intermediate values
containing
√
3/pi. Using our new method together with the symmetries of these lattices,
we can easily recover the 10/3 and 37/24 values. There are other lattices with a high
degree of symmetry, such as the kagome´ lattice, the dice lattice, or the Fisher lattice,
for which one can see without doing any calculations that the sandpile density must be
a rational number, and it is not much work to compute those numbers (13/6, 17/8, and
959/600). For the square-octagon lattice, the sandpile density is transcendental, but
can be expressed in terms of an inverse trigonometric function. For other Z2-periodic
graphs more generally, the sandpile density is expressible in terms of simple electrical
quantities.
The sandpile density is closely related to certain quantities in random spanning trees
and related structures, including the steady-state rate at which loop-erased random walk
(LERW) produces and then erases loops (the “looping rate”), the probability that the
spanning tree path from a random vertex to infinity passes through a neighboring vertex,
and the expected length of the cycle in a uniformly random spanning unicycle (a con-
nected spanning subgraph containing exactly one cycle) [33, 24]. Table 1 summarizes
these values for the various lattices mentioned above.
In Section 2, building on earlier work [25, 30], we show how to compute the number
of two-component spanning forests in terms of electric current across edges. When the
underlying graph is planar, two-component spanning forests are related by duality to
spanning unicycles, which is what allows us to carry out the above calculations. For most
of the above-mentioned lattices, the electric current across edges can be evaluated by
simple symmetry arguments. In Sections 3–6 we provide further background explaining
how spanning trees, electric networks, loop-erased random walk, spanning unicycles,
and sandpiles are all related. These different relations are valid for any finite graph,
but the exact computations we carry out rely on planarity. In Section 7 we discuss the
infinite lattice limit and carry out the concrete calculations. We conclude in Section 8
with some open questions.
2. THEMATRIX-TREETHEOREMAND SPANNING FORESTS An important
tool in spanning tree calculations is the Matrix-Tree Theorem, which is essentially due
to Kirchhoff. We describe this theorem as follows. Let G be a finite connected graph
endowed with a weight function w, giving to any oriented pair of vertices (u, v) a
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lattice
unicycle
tree× edge ratio
mean unicycle
loop length
mean LERW
loop length
discrete-time
LERW looping rate
mean number
of neighbors on
UST path to∞ sandpile density
τ λ = Pr[e /∈ T ]/τ 1/ρ ρ = τ + 1
2
Pr[e ∈ T ] δρ σ¯ = (δρ+ δ − 1)/2
square 1/16 8 16/5 5/16 5/4 17/8
0.0625 3.2 0.3125 1.25 2.125
triangular 1/9 6 18/5 5/18 5/3 10/3
0.111111 . . . 3.6 0.277778 . . . 1.666667 . . . 3.333333 . . .
honeycomb 1/36 12 36/13 13/36 13/12 37/24
0.027778 . . . 2.769231 . . . 0.361111 . . . 1.083333 . . . 1.541667 . . .
kagome´ /
trihexagonal
1/12
6 3
1/3 4/3 13/6
0.083333 . . . 0.333333 . . . 1.333333 . . . 2.166667 . . .
dice /
rhombille
1/16
8
16/5 5/16 5/4 17/8
0.0625 3.2 0.3125 1.25 2.125
Fisher /
truncated hexagonal
59/900 300/59 900/359 359/900 359/300 959/600
0.065556 . . . 5.084746 . . . 2.506964 . . . 0.398889 . . . 1.196667 . . . 1.598333 . . .
triakis triangular 17/150 100/17 25/7 7/25 42/25 167/50
0.113333 . . . 5.882353 . . . 3.571429 . . . 0.28 1.68 3.34
square-octagon /
truncated square
1
24
−arcsec(3)
12
√
2pi
+
arcsec(3)2
8pi2 8.825563 . . . 2.694674 . . .
3
8
−arcsec(3)
12
√
2pi
+
arcsec(3)2
8pi2
9
8
−arcsec(3)
4
√
2pi
+
3 arcsec(3)2
8pi2
25
16
−arcsec(3)
8
√
2pi
+
3 arcsec(3)2
16pi2
0.037769 . . . 0.371102 . . . 1.113307 . . . 1.556654 . . .
tetrakis square
1
8
−arcsec(3)
12
√
2pi
+
arcsec(3)2
16pi2 5.978703 . . . 3.594878 . . .
7
24
−arcsec(3)
12
√
2pi
+
arcsec(3)2
16pi2
7
4
−arcsec(3)
2
√
2pi
+
3 arcsec(3)2
8pi2
27
8
−arcsec(3)
4
√
2pi
+
3 arcsec(3)2
16pi2
0.111507 . . . 0.278174 . . . 1.669041 . . . 3.334521 . . .
Table 1: Unicycle, loop-erased random walk, uniform spanning tree, and sandpile parameter values for different lattices.
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Figure 4: The Matrix-Tree Theorem for directed graphs. When the graph Laplacian ∆
has row s and column s removed, the determinant of the resulting matrix ∆ŝŝ gives the
weighted sum of arborescences rooted at s. See [39] or [41] for an elegant combinatorial
proof.
weightwu,v with the convention thatwu,v = 0 if uv is not an edge. Whenwu,v = wv,u,
as first considered by Kirchhoff, this may be viewed as an electrical network with
conductance wu,v on the resistor uv. The graph Laplacian ∆ of G is the matrix defined
by ∆u,v = −wu,v when u 6= v, and ∆u,u =
∑
v 6=uwu,v.
The theorem gives the weighted sum of spanning trees of G (the weight of a tree is
the product of its edge weights) as the determinant of a submatrix of the Laplacian ∆.
Specifically, for any vertex s of G, if we remove the row and column associated with s,
then the determinant of the resulting matrix gives the weighted sum of spanning trees,
that is
F1(G) = det ∆ŝŝ ,
where F1(G) denotes the weighted sum of spanning trees of G, and ∆̂c1,...,ck̂r1,...,rk denotes
the submatrix of ∆ obtained by deleting rows r1, . . . , rk and columns c1, . . . , ck.
Tutte generalized the theorem to directed graphs, and the directed version is illus-
trated in Figure 4. The Matrix-Tree Theorem has been further generalized in a variety
of ways [7, 18, 12, 13, 19]. Of interest to us here is a formula for counting (unrooted)
spanning forests. Let Fk(G) denote the weighted sum of k-component spanning forests
of an undirected graph G (where the weight of a forest is the product of its edge weights).
Liu and Chow [25] gave a nice formula for Fk(G); the original proof was complicated,
but a short and elegant proof was given by Myrvold [30]. We shall use this formula for
two-component spanning forests, so we state and prove the formula for the special case
k = 2; the formula for general k (given later in (16)) and its proof are not significantly
harder. For any vertex s of G,
F2(G) =
∑
v 6=s
det ∆v̂,sv̂,s −
∑
u∼v
u,v 6=s
wu,v det ∆
û,v,s
û,v,s
, (1)
where
∑
u∼v denotes a sum over undirected edges.
Here is the proof of (1). For any nonempty set of vertices S of G, the principal
minor det ∆Ŝ
Ŝ
gives the weighted sum of spanning trees of the graph obtained from G
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by gluing together the vertices in S, or equivalently, the weighted sum of spanning
forests with |S| trees in which each vertex of S is in a separate tree. The first term∑
v 6=s det ∆
v̂,s
v̂,s in (1) gives a weighted sum of two-component spanning forests in
which the tree not containing s has an extra weight which is the number of its vertices.
The second term is a sum over three-component spanning forests in which u, v, and
s are in separate trees, times the weight of edge (u, v). But this is just a sum over
two-component spanning forests in which the tree not containing s has an extra weight
which is the number of its edges. Since any tree has one more vertex than edge, the
difference between these terms is just the weighted sum of two-component spanning
forests.
The Green’s functionG of the graph G with Dirichlet boundary conditions at vertex s
is given by the inverse of the Laplacian with row s and column s removed:
G(s)u,v =
{[
(∆ŝŝ)
−1]
u,v
u, v 6= s,
0 u = s or v = s.
Since the Laplacian is symmetric,G(s)u,v = G
(s)
v,u. The Green’s function has the following
electrical interpretation. Suppose that each edge of the graph is a conductor with
conductance given by its weight. When one unit of current is inserted at u and extracted
at s, it gives the voltage drop between the vertices v and s. Usually the vertex s is
suppressed from the notation.
As discussed in [30], the forest formula (1) can also be expressed, using Jacobi’s
identity, in terms of the Green’s function as
F2(G)
F1(G) =
∑
v 6=s
detGvv −
∑
u∼v
u,v 6=s
wu,v detG
u,v
u,v
=
∑
v 6=s
Gv,v −
∑
u∼v
u,v 6=s
wu,v
[
Gu,uGv,v −G2u,v
]
,
where Gc1,...,ckr1,...,rk denotes the submatrix of G consisting of rows r1, . . . , rk and columns
c1, . . . , ck.
Our aim is to do calculations for infinite lattices, or equivalently, for large subgraphs
in the limit where the subgraphs tend to the infinite lattice. In the above formula
there is cancellation — there are quantities being added and subtracted — and this
cancellation becomes more significant as the graphs become large, since the Green’s
function diverges. To take a limit as the graphs tend to the infinite lattice, we re-express
this formula as a sum of positive terms.
It is convenient to work with the Green’s function difference
A(s)u,v = G
(s)
u,u −G(s)u,v .
A(s)u,v gives the voltage drop between vertices u and v when one unit of current is run
through the network from u to s, so in fact A(s)u,v = G
(u)
s,v . If (u, v) is an edge, since
wu,v is its conductance, by Ohm’s law the electric current flowing across the edge is
wu,vA
(s)
u,v. From this electrical interpretation, it follows that
∑
v
wu,vAu,v =
{
1 u 6= s,
0 u = s.
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Using this way of writing 1 or 0, we rewrite the for formula for F2(G)/F1(G) as
F2(G)
F1(G) =
∑
u∼v
wu,v[Gu,uAu,v +Gv,vAv,u −Gu,uGv,v +G2u,v] ,
where we no longer exclude edges incident to s from the sum, since those terms
contribute 0 anyway. This formula may be further rewritten as
F2(G)
F1(G) =
∑
u∼v
wu,v
[(
A(s)u,v −A(s)v,u
)2
+A(s)u,vA
(s)
v,u
]
. (2)
Equation (2) holds for any finite undirected weighted graph G and vertex s of G. It is
ideal for our purposes. All the terms are positive, so there is no cancellation, and in
many cases of interest it is easy to evaluate the Au,v’s for neighboring vertices.
3. CYCLE-ROOTED SPANNING TREES AND LOOP-ERASED RANDOM
WALK There is a natural Markov chain on spanning trees which is as important to
their analysis as the Matrix-Tree Theorem. For a finite weighted directed graph G, an
arborescence is a spanning tree of G in which all edges are directed towards some
root vertex. If we adjoin an outgoing edge from the root, the result is an oriented
cycle to which every vertex is connected via a directed path, and is called an oriented
cycle-rooted spanning tree (CRST). It is useful to place a mark at the root of the
arborescence before adjoining the extra edge, so that the oriented CRST has a marked
vertex on its cycle.
In the canonical probability distribution on marked oriented CRST’s, each configura-
tion occurs with a probability that is proportional to the product of the weights of its
edges. Consider the following Markov chain on marked oriented CRST’s (see Figure 5).
At each step, the Markov chain erases the outgoing edge from the marked vertex, picks
a new random outgoing edge from that vertex with probability proportional to the edge
weights, and then moves the mark forward one step along the new cycle. Picking a new
outgoing edge from the marked vertex preserves the canonical probability distribution,
as does sliding the mark forward, so the canonical probability distribution is an invariant
distribution of the Markov chain.
Figure 5: A few steps of the Markov chain on marked oriented cycle-rooted spanning
trees on a 5× 5 square grid, shown in the top row. The bottom row shows the path
within the CRST from a fixed starting vertex leading to the mark; this path evolves
according to a loop-erased random walk. The LERW erases a loop precisely when the
LERW intersects the CRST cycle only at the mark; the erased loop is the CRST cycle.
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We now show that the canonical distribution is the unique invariant distribution
provided the graph is strongly connected, meaning that there is a directed path from
any vertex to any other vertex. To avoid periodicity issues, we consider first the Markov
chain run in continuous time at rate 1. We run two copies of the Markov chain starting
from any two marked oriented CRST’s, where the two copies of the Markov chain are
independent of one another unless by chance their marks are on the same vertex, in
which case the mark follows the same trajectory in both Markov chains. Since the graph
is strongly connected, with probability 1, the marks in the two copies of the Markov
chain will eventually be at the same vertex. Almost surely the mark subsequently visits
and departs each vertex of the graph, and after this time both Markov chains will be
in the same marked oriented CRST. From this it is easy to see that the Markov chain
can have only one invariant distribution: otherwise we could start the two copies of the
Markov chain from random samples from the two invariant distributions, both of which
are preserved by the Markov chain, and yet with probability 1 the two configurations
become equal. Thus the canonical probability distribution on marked oriented CRST’s is
the unique stationary distibution of the Markov chain. Since any stationary distribution
for the discrete time Markov chain is also invariant for the continuous time rate-1
Markov chain, the canonical distribution is also the unique stationary distribution of the
discrete time Markov chain.
If we erase the outgoing edge from the mark in the marked oriented CRST, the
result is a random arborescence with probability proportional to the product of its
edge weights times the weighted outdegree of the root. If we instead run the Markov
chain so that the rate at which the mark moves is the weighted degree of the vertex
where it is located, then the stationary distribution of the arborescence becomes just
the product of its edge weights. If we consider just the location of the mark, it does a
random walk on the underlying graph, with transition rates given by the edge weights,
i.e., it moves according to the continuous-time Markov chain defined by the weighted
graph. This implies the Markov Chain Tree Theorem, which gives a Markov chain’s
stationary distribution as being proportional to the weighted sum of arborescences
rooted at different vertices, and which Aldous has called “perhaps the most frequently
rediscovered result in probability”.
We can also consider the path from a fixed starting vertex X0 to the mark within
the marked oriented CRST. This path evolves according to a loop-erased random walk
(LERW), which is a process that was introduced and first studied by Lawler [22]. Loop-
erased random walk is obtained from random walk by erasing loops as they appear. If
X0, X1, . . . , Xt are the vertices of a random walk, then let t′ be the largest index for
which Xt′ = X0. The loop erasure of X0, . . . Xt is X0 followed by the loop erasure
of Xt′+1, . . . Xt. Consequently, the path within a uniform spanning tree from a vertex
to the root is a loop-erased random walk; this fact was first noted and used by Pemantle
[32]. Wilson [40] described further connections between random spanning trees and
random walk, giving an exact sampling algorithm (this is how Figure 1 was produced)
with implications for the analysis of spanning trees [2, 37, 23, 26].
4. LOOPING RATE Comparing the loop-erased random walk to the Markov chain
on marked oriented cycle-rooted spanning trees, we see that the LERW creates and
erases a loop precisely when the LERW first reaches the oriented CRST’s cycle at the
mark (see Figure 5). Thus the steady state rate ρ at which the (discrete time) LERW
creates and erases loops is
ρ = discrete-time LERW looping rate =
weighted sum of oriented CRST’s
weighted sum of marked oriented CRST’s
.
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The letter ρ is mnemonic, since it resembles a path with a loop at the end. Each erased
loop has size 2 or more. We also let τ denote the steady-state rate at which loops of
size at least 3 are produced. By similar reasoning,
τ =
weighted sum of oriented CRST’s with cycle length ≥ 3
weighted sum of marked oriented CRST’s
.
Since the above formulas do not depend on the start vertex X0, it follows a posteriori
that these looping rates ρ and τ are independent of the start vertex.
As we shall see, the sandpile density is related to ρ, the difference between ρ and τ
is easy to compute, and τ is closely related to spanning unicycles, which for planar
graphs are equivalent to two-component spanning forests on the dual graph.
Suppose that the underlying graph G is undirected. Given a marked oriented CRST,
we can separate the mark and its outgoing edge from the CRST. The result is a spanning
tree T together with an edge e and a distinguished endpoint of e. In the reverse direction,
a spanning tree T and an edge e with distinguished endpoint can be combined to form
a marked oriented cycle-rooted spanning tree, where the mark is at the distinguished
vertex, the cycle is oriented the direction of e from the mark, and the other edges are
oriented towards the cycle. Thus for undirected graphs,
ρ− τ = weighted sum of oriented CRST’s with cycle length 2
weighted sum of trees× 2× weighted sum of edges
=
1
2
Pr[random edge e ∈ random tree T ] ,
(3)
where the random edge e and random tree T are chosen according to the edge weights.
For unweighted undirected graphs this probability is trivial to evaluate, since regard-
less of what the tree T is, the conditional probability that a random edge is in T is
(|V | − 1)/|E|, where V and E are the vertex and edge sets of the graph G, so
Pr[random edge e ∈ random tree T ] = |V | − 1|E| (unweighted graphs) . (4)
For weighted undirected graphs, we can compute this probability using the connec-
tions between spanning trees and random walk, and between random walk and electric
networks. Let u x→ y  s denote the event that the path from u to s in a random
spanning tree includes the edge x ∼ y in the direction from x to y. The path from u
to s is a loop-erased random walk. For undirected graphs, each erased loop is equally
likely to have been traversed in either direction. Thus Pr[u x→ y  s]− Pr[u 
y → x  s] is the expected algebraic number of traversals of the edge x ∼ y, i.e.,
traversals of (x, y) minus traversals of (y, x), made by a random walk started from u
and stopped at s. The Green’s function G(s)u,x gives the expected time spent at x by a
continuous time random walk started at u and stopped at s. Thus the expected algebraic
number of traversals of edge x ∼ y is wu,v(G(s)u,x −G(s)u,y), which has the interpretation
of the current flowing across edge (x, y) when one unit of current is inserted at u and
extracted at s. (See [11] for further background on random walks and electric networks.)
Hence
Pr[u x→ y  s]− Pr[u y → x s] = wu,v(G(s)u,x −G(s)u,y) . (5)
LOOPING RATE AND SANDPILE DENSITY OF PLANAR GRAPHS 9
Taking x = u and y = v gives Pr[u→ v  s] = wu,vA(s)u,v, from which it follows
that
Pr[(u, v) ∈ T ] = wu,v(Au,v +Av,u) , (6)
and that when the edge e is chosen at random according to the weights w,
Pr[e ∈ T ] =
∑
u∼v
w2u,v(Au,v +Av,u)∑
u∼v
wu,v
(undirected graphs). (7)
No good formula or efficient algorithm is known for counting spanning unicycles
of a general graph. But for planar graphs, the dual of a spanning unicycle is a two-
component spanning forest, for which (2) gives a weighted count. If G is embedded in
the plane, let G∗ denote its planar dual (G∗ depends on the embedding). Each edge e
of G has a dual edge e∗ with weight w(e∗) = 1/w(e). Observe that by planar duality
weighted sum of unicycles of G = F2(G∗)
∏
e∈E
w(e) ,
and F1(G) = F1(G∗)
∏
e∈E w(e) . Using (2) we therefore obtain
τ =
∑
u∗∼v∗
wu∗,v∗
(
A
(s∗)
u∗,v∗A
(s∗)
v∗,u∗ +
(
A
(s∗)
u∗,v∗ −A(s
∗)
v∗,u∗
)2)
∑
u∗∼v∗
1/wu∗,v∗
, (8)
where the sums are over adjacent faces u∗ and v∗ of G, i.e., adjacent vertices in G∗.
5. MEAN LOOP LENGTH AND NEIGHBORING SPANNING TREE ANCES-
TORS For finite graphs, the expected LERW loop length is 1/ρ, since after N steps
there are about ρN loops which altogether contain about N edges.
We define λ to be the mean unicycle loop length, that is, the expected number
of edges in the cycle of a w-random spanning unicycle. In terms of LERW, we see
that after N steps there are about τN long loops, which altogether contain about
N − 2(ρ− τ)N edges, so
λ =
1− 2(ρ− τ)
τ
=
Pr[e /∈ T ]
τ
(undirected graphs), (9)
where e is aw-random edge and T is aw-random spanning tree. For unweighted graphs
this relation appears in [24].
There is another interpretation for the looping rate which is discussed in [24]. Recall
that for undirected graphs a random marked oriented CRST is the union of a random
spanning tree T with an independent random directed edge e. Since ρ is the probability
that the marked oriented CRST has its mark on the path from s to the cycle,
ρ =
∑
u
∑
v∼u
Pr[e = (u, v)]× Pr[s v  u in T ] .
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Thus the (weighted) mean number of neighboring ancestors of a uniformly chosen
random vertex u in a random spanning arborescence T rooted at s is
E
∑
v∼u
wu,v1{u v s in T} = δρ ,
where we let δ = 2
∑
u∼v wu,v/|V | denote the mean weighted degree.
6. SANDPILE DENSITY We outline here the key facts we use relating sandpiles
and spanning trees, which allow us to use what we know about LERW to compute the
density of sand in recurrent sandpiles. See [14] or [15] for a more in-depth introduction
to sandpiles for mathematicians.
An essential tool is the bijective map between recurrent sandpiles and spanning
trees which was first exhibited by Majumdar and Dhar [28]. The map between trees
and sandpiles is not canonically unique, and since their work, several variations and
generalizations have been published (notably [8, 4, 16]), with different mappings being
useful for different purposes. The maps from trees to sandpiles correspond to tree
exploration processes. We describe such an exploration process as follows, see Figure 6.
Imagine that there is an arborescence which is hidden, except for the root s, which is
the initial “current tree.” For any edge leading from a vertex u not in the current tree to
a vertex v in the current tree, we may query if that edge (u, v) is in the tree; if so, then
vertex u and edge (u, v) get adjoined to the current tree, and otherwise u gains a mark.
(The main difference between the different variations of the map is the choice of which
such edge to query next.) The final amount of sand at a vertex is its out-degree minus
one minus the number of its marks. The resulting sandpile configuration is non-negative
and stable. It is also clear that the map from trees to sandpiles is one-to-one, since given
the sandpile configuration, we can run the same exploration process (as in Figure 6),
and use the sandpile heights to determine which edge queries resulted in a yes or no
answer. It may not be immediately clear that the resulting sandpile configuration is
recurrent, that every recurrent sandpile configuration may be obtained from a tree in
this way, and that the stationary distribution on sandpiles is uniformly distributed on
the recurrent sandpiles. For this we refer the reader to the exposition [14].
We make use of a formula which, for undirected graphs, expresses the number of
sandpiles with different amounts of sand in terms of the Tutte polynomial. The Tutte
polynomial of an undirected graph G (with edge setE and vertex set V ) is a polynomial
in two variables defined by
TG(x, y) =
∑
E′⊆E
(x− 1)k(E′)−k(E)(y − 1)k(E′)+|E′|−|V | , (10)
1 0
2 1
Figure 6: The exploration process querying edges and converting the responses into
both a spanning tree and a sandpile. To convert a spanning tree into a sandpile, the
spanning tree responds yes to edges that it contains. To convert a sandpile to a spanning
tree, the sandpile responds yes once for each grain of sand the source of the edge
contains.
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where k(E′) is the number of connected components of the spanning subgraph of G
with edge set E′.
Biggs defined the level of a sandpile configuration to be the amount of sand shifted
down by |E| − δs, and showed that 0 ≤ level ≤ |E| − |V | + 1. Moreover, these
bounds are tight. Biggs conjectured and Merino proved [29] that for connected graphs G,
the generating function of recurrent sandpiles by level is∑
recurrent
sandpiles σ
ylevel(σ) = TG(1, y) . (11)
Merino proved (11) by induction on the number of edges of the graph. Cori and
Le Borgne [8] gave a bijective proof of (11) using another formula for the Tutte
polynomial, which expresses TG(x, y) as a weighted sum of spanning trees, together
with the correspondence between sandpiles and spanning trees.
The expected amount of sand can be expressed in terms of the number of unicycles,
and more generally, the jth binomial moment of the sandpile level can be obtained by
differentiating (11) j times and evaluating at y = 1:
∑
recurrent
sandpiles σ
(
level(σ)
j
)
=
1
j!
dj
dyj
TG(1, y)
∣∣∣∣
y=1
=
# connected subgraphs of G
with |V |+ j − 1 edges. (12)
Comparing the cases j = 1 and j = 0, we see that for a random recurrent sandpile, the
expected level is
E[level(σ)] =
# unicycles of G
# spanning trees of G = τ × |E| ,
and consequently, the sandpile density σ¯ = 1|V |
∑
v E[σ(v)] is
sandpile density = σ¯ =
δρ+ δ − 1
2
− δs − 1/2|V | , (13)
where δ is the weighted average degree.
7. PERIODIC PLANAR LATTICES In this section, we show how to compute the
looping rate and sandpile density for periodic planar lattices. To a large extent, the
formulas for the infinite lattices follow from the finite-graph formulas, but some care is
needed when taking the limit where the graph tends to the infinite lattice. For example,
there are hyperbolic planar lattices, such as the one shown in Figure 7, for which there
is more than one uniform spanning tree measure, and more than one infinite sandpile
measure. For finite graphs approximating the hyperbolic lattice, in a certain sense the
boundary is too big to be negligible, and different boundary conditions lead to different
limiting uniform spanning forest measures and different sandpile measures. To make
sense of quantities such as “the sandpile density,” we would like to know that there is
only one canonical infinite sandpile measure.
Here we shall limit our attention to Z2-periodic connected planar graphs in which the
fundamental domain has a finite number of vertices. Each of the lattices listed in Table 1
is of this type. Graphs of this type are recurrent (which follows e.g., from Rayleigh
monotonicity [11]). Any recurrent graph has a unique limiting uniform spanning forest
measure, and almost surely the spanning forest contains a single tree [2].
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Figure 7: A hyperbolic planar lattice with its dual lattice (left), and a “wired” uniform
spanning forest on one lattice together with its dual “free” uniform spanning forest on
the dual lattice (right). (The left figure was made by Don Hatch’s HyperbolicApplet
program, the right figure was made by Russell Lyons [26, Figs. 6.1 and 10.3].)
Since the uniform spanning forest on the dual lattice is also unique and almost surely
contains a single tree, it follows that the spanning tree on the primal lattice almost
surely has one end, i.e., almost surely it does not contain a doubly infinite path.
Whenever the uniform spanning forest almost surely contains a single tree with
one end, it is clear that there is a unique limiting sandpile measure that results from
exploring the tree. (In cases where the spanning forest contains multiple trees, depending
on the details of the tree exploration process near the boundary, the USF trees could be
explored in different orders, resulting in different sandpiles. However, using a carefully
selected tree exploration rule, Ja´rai and Werning showed that whenever the USF almost
surely contains one-ended trees, there is a unique limiting sandpile measure [16].)
Let Gn be the graph obtained from the Z2-periodic lattice by merging all vertices out-
side an n× n block of fundamental domains (this gives “wired boundary conditions”).
The sequence of graphs (Gn)n≥1 converges to the lattice in the sense of Benjamini
and Schramm [3], which is to say that for any distance j > 0, the j-neighborhood of a
random vertex of Gn converges in distribution as n→∞ to the j-neighborhood of a
random vertex in the fundamental domain. (In contrast, the hyperbolic lattice is not a
Benjamini-Schramm limit of planar graphs [3].) Since the USF in the lattice has one
tree, the spanning tree path connecting two random vertices in Gn, when restricted to
a neighborhood of one of the vertices, converges in law to the LERW from a random
vertex in the lattice to∞. In particular, the looping rate of Gn converges to the looping
rate of the lattice, as does the distribution of the erased LERW loops. Comparing the
tree exploration process on Gn to that on the lattice, since almost surely the USF on
the lattice has one tree with one end, the distribution of sand around a random vertex
of Gn converges to the distribution of sand around a random vertex of the lattice, and
since the sand at each vertex of Gn is bounded, the rare vertices of Gn with atypical
neighborhoods can be ignored, and the density of sand of Gn converges to the lattice
sandpile density. Consequently, the finite graph formulas relating the LERW looping
rate and other graph parameters also hold in the setting of Z2-periodic lattices.
Furthermore, since the USF is unique and almost surely has a single one-ended tree,
(5) implies that there is a unique limit as n→∞ for the current flowing across any
edge in the lattice. Consequently the voltage dropA(s)u,v has a unique limit, which we call
the potential kernel. Since it is unique, the potential kernel inherits all the symmetries
of the lattice.
We compute τ using (8). For unweighted lattices, we do not explicitly compute ρ,
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since ρ− τ is expressible in terms of the average degree δ via (3) and (4). For weighted
lattices, we compute ρ using (3) and (7).
At this point we can start calculating. For the square lattice, by symmetry the potential
kernel across neighboring vertices is 1/4, so for its dual, also the square lattice, we
have
τ (square) =
1
4
× 1
4
+
(
1
4
− 1
4
)2
=
1
16
.
For the triangular lattice, the dual is the honeycomb lattice, for which by symmetry
the current flowing across edges is 1/3,
τ (triangular) =
1
3
× 1
3
+
(
1
3
− 1
3
)2
=
1
9
.
For the honeycomb lattice, the dual is the triangular lattice, and we have
τ (honeycomb) =
1
6
× 1
6
+
(
1
6
− 1
6
)2
=
1
36
.
1
1
1
1
1
1
1
1
2
2
1
2
1
2
1
2
1
2
1
2
1
2
1
Figure 8: Triangular and honeycomb lattices.
For the dice lattice (Figure 9), the dual is the kagome´ lattice, for which the potential
kernel across edges is 1/4 for each edge, and we have
τ (dice) =
1
4
× 1
4
+
(
1
4
− 1
4
)2
=
1
16
.
The square, triangular, honeycomb, and dice lattices are all sufficiently symmetric
that τ = 1/(δ∗)2. For general unweighted finite planar graphs, (8) together with the
bound a2 − ab+ b2 = 1
4
(a+ b)2 + 3
4
(a− b)2 ≥ 1
4
(a+ b)2 imply
τ ≥
∑
e∗
1
4
Pr[e∗ ∈ T ∗]2
|E∗| ≥
|E∗|((|V ∗| − 1)/|E∗|)2
4|E∗| ,
and hence τ ≥ 1/(δ∗)2 and also λ ≤ 2δ∗ for unweighted Z2-periodic planar lattices.
These bounds are all equalities for the square, honeycomb, triangular, and dice lattices,
and appear to be fairly good when each face of the lattice has the same number of sides.
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Figure 9: Kagome´ and dice lattices.
For the kagome´ lattice, the dual is the dice lattice (see Figure 9), for which there are
two types of vertices (degree-3 and degree-6), but only one type of edge. By symmetry,
for each edge (u, v), the potential kernel Au,v is 1/ degree(u). Hence
τ (kagome´) =
1
6
× 1
3
+
(
1
6
− 1
3
)2
=
1
12
.
The next pair of lattices that we consider are the Fisher lattice (i.e., the truncated
hexagonal lattice) and its dual, the triakis triangular lattice (see Figure 10). There are
several ways to determine the potential kernel for adjacent vertices of these lattices; we
describe a way which essentially only uses symmetry. In the triakis triangular lattice, for
the degree-3 vertices the potential kernel is of course 1/3, by symmetry. Each degree-
12 vertex o is surrounded by 6 other degree-12 vertices which are symmetric to one
another; let a denote one such vertex. It is also surrounded by 6 degree-3 vertices which
are symmetric to one another; let b denote one such vertex. The potential kernel Au,v is
harmonic as a function of v except at u. Vertex b is surrounded by o and two degree-12
neighbors of o. By harmonicity and symmetry, Ao,b = 13Ao,o +
1
3
Ao,a +
1
3
Ao,a =
2
3
Ao,a. Thus 1 = 6×Ao,a + 6×Ao,b = 10Ao,a, so Ao,a = 110 and Ao,b = 115 . Next
we use the following relation (14) between the potential kernels of a graph and its dual:
wu,v
(
A(s)u,v +A
(s)
v,u
)
+ wu∗,v∗
(
A
(s∗)
u∗,v∗ +A
(s∗)
v∗,u∗
)
= 1 (planar undirected graphs).
(14)
This follows from (6) because either edge (u, v) is in the tree, or its dual edge (u∗, v∗)
is in the dual tree. Together with the symmetry in the Fisher lattice, we find that the
potential kernel along intertriangle edges is 1
2
(1− 1
10
− 1
10
) = 2
5
. For the intratriangle
edges, we again use symmetry to find that the potential kernel is 1
2
(1− 2
5
) = 3
10
.
For the triakis triangular lattice, the 3–12 edges are twice as numerous as the 12–12
edges. Thus, for its dual the Fisher lattice, we obtain
τ (Fisher) =
1
3
[
1
10
× 1
10
+
(
1
10
− 1
10
)2]
+
2
3
[
1
3
× 1
15
+
(
1
3
− 1
15
)2]
=
59
900
.
For the Fisher lattice, the intratriangle edges are twice as numerous as the intertriangle
edges. Thus, for its dual the triakis triangular lattice, we obtain
τ
(
triakis
triangular
)
=
1
3
[
4
10
× 4
10
]
+
2
3
[
3
10
× 3
10
]
=
17
150
.
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Figure 10: Fisher lattice and its dual, the triakis triangular lattice.
There are two types of edges in these lattices, and it is natural to give them different
edge weights. If we give weight β to the edges connecting two degree-12 vertices of
the triakis triangular lattice, and weight 1 to the other edges, then the same symmetry
argument can be used to compute the potential kernel. This leads to
τ
(
triakis
triangular
)
=
2β3 + 8β2 + 6β + 1
2(β + 2)(3β + 2)2
, and
ρ
(
triakis
triangular
)
=
(β + 1)(5β2 + 11β + 5)
2(β + 2)(3β + 2)2
.
With β = 1 we recover the parameters for the unweighted triakis triangular lattice.
Since a random walk on the weighted triakis triangular lattice converges to a random
walk on the dice lattice as β → 0, and to a random walk on the triangular lattice as
β →∞, we can recover τ and ρ for the dice and triangular lattices by taking these
limits. There are similar rational function formulas for τ and ρ on the weighted Fisher
lattice, but it is not as simple to recover the parameters for the honeycomb and kagome´
lattices.
The last pair of periodic lattices we consider are the square-octagon lattice (i.e., the
truncated square lattice), and its dual the tetrakis square lattice (see Figure 11). Since
there are two edge types, we give the edges connecting degree-8 vertices in the tetrakis
square lattice an edge weight of β, or equivalently, we give the edges between octagons
in the square-octagon lattice weight 1/β. In the tetrakis square lattice, the potential
kernel between a degree-4 vertex and one of its neighbors is 1
4
by symmetry. Let
α = α(β) denote the potential kernel between two adjacent degree-8 vertices. Then the
potential kernel from a degree-8 to a degree-4 vertex is 1
4
− αβ. For the square-octagon
lattice, we use Equation (14) relating the potential kernel of a graph to that of its dual
together with the bilateral symmetry of the edges to deduce that for the intersquare
edges the potential kernel is 1
2
β(1− αβ − αβ) = 1
2
β − αβ2, from which it follows
that the potential kernel for the edges in the squares is 1
4
+ αβ/2. Substituting these
values into Equations (8), (3), and (7), and using the fact that the unweighted edges are
twice as numerous as the weighted ones, we obtain
τ
(
tetrakis
square
)
=
1
4
β + 1
8
β + 2
− β −
1
2
β + 2
βα+
β + 1
2
β + 2
β2α2 ,
ρ
(
tetrakis
square
)
=
1
4
β + 5
8
β + 2
−
3
2
β + 2
βα+
β + 1
2
β + 2
β2α2 ,
16 LOOPING RATE AND SANDPILE DENSITY OF PLANAR GRAPHS
12
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
Figure 11: Square-octagon lattice and its dual, the tetrakis square lattice.
and
τ
(
square-
octagon
)
=
1
8
β
1 + 2β
−
1
2
β
1 + 2β
βα+ β2α2 ,
ρ
(
square-
octagon
)
=
5
8
β + 1
2
1 + 2β
+
1
2
β − 1
1 + 2β
βα+ β2α2 .
Symmetry is not enough to determine the value of α, but we can use a method that
is applicable to any periodic graph [38]. We write the Laplacian in Fourier space as a
matrix ∆̂(z, w) indexed by the vertices of a fundamental domain. An edge connecting a
vertex of type i to a vertex of type j in the fundamental domain x units in the z-direction
and y units in the w-direction contributes 1 to ∆i,i and −zxwy to ∆i,j . The tetrakis
square lattice’s fundamental domain has two vertices, and in this case we have
∆̂(z, w) =
[
4 − 1
wz
− 1
w
− 1
z
−1
−wz−w−z−1 4+4β−βw− β
w
−βz−β
z
]
.
The Green’s function is given by the inverse Fourier transform of Ĝ(z, w) =
∆̂−1(z, w), that is a double integral over the circle of a rational function in z and w.
The potential kernel Au,v between a vertex u of type i and a vertex v of type j in a
fundamental domain shifted by x units in the z-direction and y units in the w-direction
is
Au,v =
∮ ∮ (∆̂(z, w)−1)
i,i
−
(
∆̂(z, w)−1
)
i,j
zxwy
 dz
2piiz
dw
2piiw
.
The evaluation of α corresponds to the case i = j = 2, and by symmetry (x, y)
can be any of (1, 0), (−1, 0), (0, 1), or (0,−1). Also (∆̂(z, w)−1)
2,2
= 4/P (z, w),
where
P (z, w) = 16β + 12− (4β + 2)(z + z−1 + w + w−1)− (z + z−1)(w + w−1) .
Using symmetry, we can average the integrals for (x, y) = (0, 1) and (x, y) =
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(0,−1):
α = 2
∮ ∮
2− w − w−1
P (z, w)
dz
2piiz
dw
2piiw
.
Now for b < 1 ∮
1
1 + b(z + z−1)/2
dz
2piiz
=
1√
1− b2 ,
so
α = 2
∮
2− w − w−1√
(16β + 12− (4β + 2)(w + w−1))2 − 4(4β + 2 + w + w−1)2
dw
2piiw
,
which after changing variables letting w = e2piit and simplifying gives
α =
1
2
√
β2 + β
∫ 1
0
√
1− cos(2pit)
(3 + 2/β)− cos(2pit) dt .
Now 1− cos(2pit) = 2 sin2(pit). Let u = sin(pit). Then dt = du/(pi√1− u2), so
α =
1
pi
√
β2 + β
∫ 1
0
√
u2
(1 + 1/β) + u2
du√
1− u2 .
Let (2 + 1/β)v2 = 1− u2, so (2 + 1/β)v dv = −u du = √2 + 1/β√1− u2 dv,
and
α =
1
pi
√
β2 + β
0∫
1√
2+1/β
−dv√
1− v2 =
arcsin
(
1/
√
2 + 1/β
)
pi
√
β2 + β
.
The sine-doubling formula gives
2 arcsin
(
1√
2 + 1/β
)
= arcsin
(
2
√
1
2 + 1/β
√
1 + 1/β
2 + 1/β
)
= arcsin
√
1− 1/β
2
(2 + 1/β)2
= arcsec(2β + 1) ,
so
α = α(β) =
arcsec(2β + 1)
2pi
√
β2 + β
.
For every rational value of the edge weight β except 1
2
, the number α(β) is tran-
scendental. (The exceptional point is α( 1
2
) = 1/
√
27.) This follows from the Gelfond-
Schneider theorem (see [31, Chapt. 10]) together with the result that for rational r, the
only rational values of cos(rpi) are 0,±1,± 1
2
(see [31, Cor. 3.12]). Consequently the
sandpile density (and the parameters τ and ρ) are transcendental for β ∈ Q+ \ { 1
2
}.
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8. OPEN PROBLEMS On the infinite branching tree with degree δ (and wired bound-
ary conditions), the sandpile density is δ/2 [10]. It would be interesting if the (wired)
sandpile density could be computed for other planar hyperbolic lattices.
The variance in the amount of sand of a recurrent sandpile configuration is the
variance in its level. Expressing this in terms of the binomial moments and using (12)
and planar duality, the variance is
2
F3(G∗)
F1(G∗) +
F2(G∗)
F1(G∗) −
(
F2(G∗)
F1(G∗)
)2
, (15)
where the forest formula [25, 30] gives
Fk(G)
F1(G) =
k−1∑
h=0
(−1)h
∑
{u1∼v1,...,uh∼vh}⊂E
{x1,...,xk−1−h}⊂V
wu1,v1 · · ·wuh,vh detG
u1,v1,...,uh,vh,x1,...,xk−1−h
u1,v1,...,uh,vh,x1,...,xk−1−h
(16)
where the inner sum is over sets of h undirected edges and sets of k − 1− h vertices.
For the square grid, the variance in the amount of sand in a random recurrent sandpile
configuration of an n× n box in Z2 appears to be (0.14386408549334 · · ·+ o(1))×
n2. Is there a closed-form expression for this asymptotic variance? Is the total amount
of sand distributed according to a Gaussian?
For non-planar graphs, what is the complexity of counting spanning unicyclic sub-
graphs? Is it #P-hard? Is it polynomial time solvable? Is there a good formula which
can be used to find the sandpile density?
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