A software configurable optical test system (SCOTS) based on the geometry of the fringe reflection or phase measuring deflectometry method was developed for rapidly, robustly, and accurately measuring large, highly aspherical shapes such as solar collectors and primary mirrors for astronomical telescopes. In addition to using phase shifting methods for data collection and reduction, we explore the test from the point view of performing traditional optical testing methods, such as Hartmann or Hartmann-Shack tests, in a reverse way. Using this concept, the slope data calculation and unwrapping in the test can also be done with centroiding and line-scanning methods. These concepts expand the test to work in more general situations where fringe illumination is not practical. Experimental results show that the test can be implemented without complex calibration for many applications by taking the geometric advantage of working near the center curvature of the test part. The results also show that the test has a large dynamic range, can achieve measurement accuracy comparable with interferometric methods, and can provide a good complement to interferometric tests in certain circumstances. A variation of this method is also useful for measuring refractive optics and optical systems. As such, SCOTS provides optical manufacturers with a new tool for performing quantitative full field system evaluation.
Introduction
The software configurable optical test system (SCOTS) is a simple, inexpensive, yet highly flexible optical test that can be configured with software for almost any specular surface or lens system. In its simplest configuration, all that is needed to perform the test is a laptop computer with a built-in camera. The laptop illuminates the test surface with a light pattern on the LCD screen and uses the reflected image to determine the surface gradients.
The idea of SCOTS goes back to the only tests opticians had for measuring topography prior to the laser and computers, namely, slope measuring tests such as the Foucault knife edge, the Ronchi test, which can be thought of as several knife positions captured in a single image, and the Hartmann test, which was used to figure the 5 m Mount Palomar primary mirror among others [1] [2] [3] . The work described here was started independently from other work that dates back to at least 1954 in the German mechanical engineering literature [4] and has continued to the present [5] [6] [7] [8] [9] [10] [11] [12] . We developed SCOTS for measuring solar concentrators and mirrors for astronomical telescopes at different stages of fabrication. This field is already rich with similar applications of slope measurements for everything from three-dimensional shapes of specular surfaces such as car bodies to progressive eyeglasses. There are patented applications of the method [13] and some commercial products [14, 15] .
Our contribution to this field is the specific hardware and algorithms optimized for measuring optical surfaces and systems, utilizing the geometry to achieve high-performance results with loose tolerances. By measuring optical surfaces from their center of curvature, we take advantage of the relaxation for geometric calibration to achieve high measurement accuracy, because the measurement configuration is close to stigmatic. Furthermore, while the fundamental method has been known for over 50 years, it has only been in the last few years that technology has advanced to the point where it is possible to economically implement the method and get wavefront measurements comparable in precision to traditional phase shifting interferometry. Again, 1 nm or better sensitivity has been pointed out in the literature [12] but only over small samples, and not as applied to measuring form errors for large optics. This application relies on the excellent sensitivity that can be achieved by phase shift or centroid techniques and the extremely high dynamic range provided by modern displays. For example, the separation between individual pixels in a 10 in: × 13 in: display is ∼260 μm. The accuracy of the position of these pixels is around 1% of the pitch, so the off-theshelf display provides measurements with a dynamic range of about 10 parts per million.
In this paper, we first describe the principle of SCOTS as a Hartmann test [3] in reverse with the introduction of the centroiding calculation model and the line scan unwrapping method. Then experimental results of measuring a 130 mm off-axis parabolic mirror (OAP), a 1 m solar reflector segment, and the 8:4 m diameter off-axis segment for the Giant Magellan Telescope (GMT) are presented. The test results show that the test can be implemented without complex calibration for many applications; it can achieve measurement accuracy comparable with interferometric methods and can provide an excellent complement for interferometric measurements. We also discuss using SCOTS for measuring refractive optical systems and provide a comparison between the centroiding method and the phase shifting method used in phase modulation deflectometry (PMD).
SCOTS Principle

A. Reverse Hartmann Test Model
The testing of solar concentrators presents an unusual problem in optical testing because the required quality of the concentrator falls in a middle ground between precision optics and architectural glazings. Further, the test hardware must be inexpensive and compatible with rapid, low cost manufacturing methods. It was these requirements that led Roger Angel [16] of Steward Observatory at the University of Arizona to suggest the SCOTS method as a means of testing the solar concentrators that he was embarking on making at the Steward Observatory Mirror Laboratory. He envisioned using a laptop with a built-in camera to realize his requirements. If a single pixel is lit up on the otherwise dark screen, the image of the mirror, made with the camera CCD detector, will show a bright region corresponding to the areas on the mirror with a particular range of slopes, as shown in Fig. 1(a) . Using a pinhole camera model (distortion in the camera lens can be calibrated and corrected during the data reduction with common camera calibration methods used in computer vision science [17] ) and the law of reflection, the part of the mirror where the angle of incidence of the light from the screen is equal to the angle of reflection back to the camera will appear bright in the picture. The angular bisector of these two rays is normal to the surface at the bright area. The surface slopes (w x and w y ) can be calculated by knowing the locations of the lit pixel on the screen, the camera and the mirror bright region as shown in the differential Eq. (1). The slopes can be integrated using a polynomial fit to the slopes or by zonal Fig. 1 . Geometry of (a) SCOTS, (b) Hartmann test, and (c) multiple screen pixels lighting up the same mirror pixel. integration methods [3, 18] to give the surface shape (w):
where x m and y m are the coordinates of the test surface that can be obtained from the calibrated mirror image (bright region); x camera and y camera are the coordinates of the camera that can be obtained from geometric measurement of the test setup; x screen and y screen are the coordinates of the bright screen pixel that can be calculated by centroiding or phase shifting methods as discussed below; z m2screen and z m2camera are the z coordinate differences between the mirror and the screen and between the mirror and the camera; d m2screen and d m2camera are the distances between the mirror and the screen and between the mirror and the camera; and z m2screen , z m2camera , d m2screen , and d m2camera can be obtained from geometric measurement and calibration. Using the SCOTS test is analogous to doing a traditional Hartmann test, with the light going through the system in reverse. As shown in Fig. 1(b) , in a Hartmann test a point source of light at the center of the curvature reflects off the surface being tested. The pupil is divided into numerous sample regions with a mask, and the light from each of these regions refocuses on a detector. The positions of the refocused light spots indicate the slope of the surface in each of the regions, and these slopes can be compared with those for a theoretically perfect surface. In SCOTS, it is useful to visualize the system backward, where the rays start from the camera aperture, hit the mirror, and reflect to the screen. Now the screen has the function of the detector in the Hartmann test, while the camera works as the point source. Moreover, because the camera takes the pictures of the mirror during the test, it also supplies information about the pupil coordinates (measurement positions at the mirror), which correspond to the Hartmann screen hole positions. Each illuminated camera pixel samples a certain region of the test mirror. We call this region the mirror pixel for convenience in the following discussions. With a finite size of the camera aperture, multiple screen pixels can light up the same mirror pixel, as shown in Fig. 1(c) . Analogous to the Hartmann test, the average slope at a mirror pixel can be measured by evaluating the centroid (first moments) of the corresponding screen pixels [19] with Eq. (2) and then substituting the centroid values back into Eq. (1):
where the centroid of the screen pixels (x screen , y screen ) can be calculated from a light intensity weighted average using effective screen pixels (ESPs). The ESPs are all the pixels that can light up a certain mirror pixel. Pixel light intensities can be read out from the camera pictures. In practice, to get enough light signal and better centroiding, instead of closing the iris of the camera to a pinhole, which can be good for filtering out all the unwanted light, however suffering significant diffraction effects from the camera lenses, a finite aperture that leads to a 3-5 screen pixels per mirror pixel sampling is used. This is analogous to the sampling in a Hartmann/HartmannShack (H/H-S) test [20] .
B. Data Collection and Unwrapping
An intuitive way to run this test is lighting up a single screen pixel, taking a picture of the mirror, finding the corresponding illuminated mirror pixels, repeating the above procedure until covering the full mirror, and then calculating the surface slopes with Eqs. (1) and (2). However, the pixel-by-pixel method is slow for measuring a whole surface. To speed up the test, multiple pixels should be lit up at one time. However, when several arbitrary pixels are lit up simultaneously on the screen, multiple mirror pixels may be lit up by the light from those screen pixels, and we will have mapping ambiguities between the screen pixels and the mirror pixels, so that the surface slope cannot be calculated with certainty. With the assumption that the sag of the test surface is much smaller than the distance between the surface and the camera or the screen, the coupled first-order differential Eq.
(1) can then be reduced to Eqs. (3):
From Eqs. (3), the ambiguity issue can be solved by requiring the screen pixels be lit up as a line in the x or y direction. The surface x or y slope at a certain mirror pixel can be determined without needing to know both the x and the y coordinates of the screen pixels. By scanning line by line in x and then in y, the full mirror surface slopes can be obtained. To further speed up the test, it is possible to scan multiple lines simultaneously with different intensities. The mapping ambiguities between lines are solved by the intensity coding. Sinusoidal fringes can be generated on the screen and used for illuminating the test surface. By phase shifting the fringes and taking pictures, the phase value that corresponds to a screen pixel coordinate at a certain mirror pixel can be found by synchronous detection techniques. This is where the phase shifting methods for the fringe reflection come from. The light intensity from the screen entering the aperture of the camera can be described as
where a and b are the background intensity and amplitude modulation, respectively, r is the screen pixel coordinate, p is the period of the sinusoidal fringe, 2πr=p is the phase to be found, and t is the additional phase shift. For example, in a four-step phase shifting algorithm, t can be 0, π=2, π, and 3π=2 and is controlled by adjusting the light intensity of the screen pattern. Four images of the mirror are collected. If we call the intensity values at each mirror pixel as I 1 , I 2 , I 3 , and I 4 , then the phase value 2πr=p can be calculated as in Eq. (5):
Using Eqs. (4) and (5), the position r on the screen related with a certain mirror pixel can be determined.
When more than one screen pixel illuminates the same mirror pixel, Eqs. (4) and (5) mathematically will give the averaged phase because I 1 , I 2 , I 3 , and I 4 are the sum of the intensities from those screen pixels. Mapping ambiguities may still exist when more than one fringe is used for measuring the full test surface. This is exactly the same phase unwrapping issue faced in the interferogram analysis. In the literature of PMD, this phase unwrapping ambiguity is commonly solved by using fringes with multiple periods [21] . The test starts with a long period fringe and then reduces the fringe periods to increase the test accuracy. However, the limitation to this unwrapping technique is that the usable screen size for testing is limited by the screen region covered by one fringe. Many commercial LCD displays only have 256 light intensity levels. The 256 × 2 × screen pixel pitch will be the usable screen region without any phase ambiguity. Scanning the fringe is needed to further increase the dynamic range.
Under the concept of the centroiding method, SCOTS uses a brute force method to solve the phase ambiguity issue in the time domain. This way, many phase unwrapping problems encountered in the interferogram analysis can be avoided [22] . Fundamentally, the unwrapping issue is to find the mapping relationship between the mirror pixels and the corresponding screen pixels. If each time the test mirror is illuminated with one line of screen pixels and the illuminated mirror pixels are located, the mapping relation is uniquely determined. So scanning line by line with a threshold value for throwing away noisy data supplies a brute force solution to this unwrapping issue in a SCOTS test. Similar to multiple-period methods and other temporal phase unwrapping algorithms, the line-scanning method solves the unwrapping issue in the time domain. The multiple-period methods use several fringe periods based on the noise in the phase data, because phase errors in the measurement with long period fringes sometimes can be bigger than the period used by the measurement with short period fringes. The phase ambiguity issue will still exist if there are no measurements with intermediate periods. Unwrapping with the line-scanning method does not suffer from the effects induced by phase errors in any way and has no dynamic range limitation compared to the multiple-period methods. However, it does take more time to collect the data.
For many precision measurements or when the test surface is fast, the simplifications in Eq.
C. Camera Mapping and Solving Ambiguity Due to Surface Sag Discontinuities
Based on Eq. (1), mapping between the pixel coordinates of the camera and the object surface coordinates also needs to be accurately established to achieve the required measurement accuracy. This can be done by photogrammetric methods used in computer vision science [17] . For many applications, a careful tolerance analysis is needed. The sensitivity to the camera lens distortion is greatly reduced when measuring an optic at its center of curvature. For example, if both the camera and the screen are at the center of the curvature of a sphere, it is near a stigmatic test. This type of test is largely insensitive to the position measurement information of the camera (the mapping between the pixel coordinates of the camera and the object surface coordinates). When measuring an optic in an off-axis configuration because the camera and screen usually need to be physically separated, an oblate ellipse will be its own stigmatic-test configuration. The derivative of the test surface departure from an ellipse will reflect the sensitivity of the camera distortion effect.
Because SCOTS is a slope measurement technique, it suffers an ambiguity when the object under test has surface discontinuities. This can be solved by shifting the screen or using multiple cameras [23] . Another engineering approach to solve this sag ambiguity issue is using SCOTS with a commercial onedimensional (1D) displacement sensor [24] . This kind of sensor is a 1D version of the fringe projection devices; however, it can be used for measuring both specular and diffusive surfaces due to its unique imaging geometry. The displacement sensor can provide the relationships between the isolated test regions.
Experiments
A. SCOTS for Off-Axis Parabolic Mirror
We tested SCOTS performance initially by measuring a 130 mm diameter off-axis parabola (OAP). Its parent radius of curvature was ∼1288 mm, and the off-axis distance was ∼206 mm. Figure 2 shows the experimental setup. A 42 in: LCD TV screen (much larger than needed for this measurement), a CCD camera, and a computer are the basic components for SCOTS. The screen and the camera were located close to the center curvature of the mirror. There is no tight requirement for positioning the screen and the camera as long as their positions can be measured. The camera was pointed at the mirror. The mirror tip/tilt was adjusted slightly so that light from the screen was reflected back into the camera. A coordinate system based on the screen was used for the test. The coordinates of the CCD camera and the mirror were obtained with a tape measure. Figures 3(a)  and 3(b) show the slope data calculated from the collected images. Figure 4(a) shows the reconstructed surface shape, and Fig. 4(b) shows the surface aspheric departure from a sphere. Table 1 gives a comparison of SCOTS test results with the mirror shape information from its nominal design value. The surface figure of the off-axis parabola was about 1:6 mm peak to valley. Without any effort to calibrate the test geometry and camera distortion effect, 1 μm rms or better accuracy was achieved. A numerical tolerance analysis of the alignment (test geometry) and random noise effects was performed, given the coordinate uncertainties of the camera, the mirror, and the screen. The result shows that the test to first order is insensitive to the global coordinate information, as shown in Table 2 . This is expected, as most of the global position uncertainties only introduce tilts and power to the surface shape. Here tilts and power are treated as alignment terms, as done by most of the optical testing methods. The slope measurement sensitivity in the test is ∼20 μrad or better, as shown in Eq. (6) . With a spatial sampling of 1 mm on the test mirror by the camera, a sag resolution of ∼20 nm is obtained. The test error is dominated by some systematic errors, and it is possible that the surface itself actually owns those departures from the nominal. We will address these issues in detail in a future work.
The slope resolution is Δθ ¼ 0:5* subscreen pixel/ distance between the screen and the mirror, or
where the screen pixel size is ∼0:5 mm and we used 1=10 pixel uncertainty in the centroiding or phase shifting calculation, which is a function of the signalto-noise ratio under the test environment (it can go up to 1=100 pixel or even better, as in the interferogram analysis and H-S test). The factor 0.5 is due to testing the mirror in reflection. In this test, the centroiding and line-scanning methods were used to collect and reduce the data.
B. SCOTS for Solar Reflectors
We utilized SCOTS to measure a slumped solar reflector segment [25] , an off-axis section of a 3 m, f =0:5 parabola, as shown in Fig. 5(a) . The segment has a trapezoidal shape about 1 m long by 85 cm at the long end. The monitor was set up close to the center of curvature of the segment roughly aligned perpendicular to the normal at the center of the segment. The camera was located at the edge of the screen. Figures 5(b) -5(e) show the fringe patterns at the screen and some of the raw mirror fringe images from SCOTS. After the tilts, power, and shapes described by the first 11 Zernike standard polynomials [26] were subtracted, the x and y slopes are shown in Figs. 6(a) and 6(b). Figure 6 (c) shows the mirror shape (low order shape removed) from slope integration with the Southwell zonal method [18] . The high-frequency shape information obtained from the test is especially useful for improving the mirror fabrication process. Low order shape data were further reduced by fitting with a best fit parabola to get the mirror radius of curvature and the off-axis distance. The test results shown here were obtained with the centroiding and line-scanning method. Media 1, created from the experiment data, shows that the SCOTS test can also be viewed as a reverse wire test where, instead of measuring longitudinal aberration, transverse aberration is measured. Measurement of the full 3 m segmented mirrors was also done recently with the line-scanning method to accommodate the need of the large screen and the fast slope variations in the solar mirror. The results, details of the experiment setup, and the alignment of the segmented mirrors are reported in Ref. [27] .
C. SCOTS for 8.4 m Giant Magellan Telescope Primary Mirror
After the successful application of SCOTS for solar mirrors, we applied SCOTS to a large optics project where there was difficulty getting good interferometric data at the edge of the steeply aspheric 8:4 m diameter off-axis GMT mirror being polished at the Steward Observatory Mirror Laboratory.
The interferometric test used a set of null optics that included a 3:75 m sphere, a 1 m sphere, a computergenerated hologram, and an instantaneous phase shifting interferometer [28] . Everything but the 3:75 m sphere was mounted on an optical bench known as Sam. In order to use SCOTS, the screen and the camera had to be placed above Sam and had to be able to move out of the way when the interferometer was being used. This meant that the circle of least confusion in the screen was about 150 mm in diameter (screen size used in the test), and the camera and screen had to be positioned within about 5 mm laterally to avoid vignetting in the 3:75 m sphere. Camera distortion was calibrated using the cores at the mirror as a reference, as shown in Fig. 7 . Once the slopes were obtained and integrated and 24 low-order Zernike terms were removed because the final mirror low-order figure will be controlled with actuators, the integrated surface height map looks like that in Fig. 8(a) , while the comparable interferometric data with the same terms removed is shown in Fig. 8(b) . Over the central 90% of the diameter of the aperture, the two maps look virtually the same in spatial character and magnitude. At this stage of polishing, the GMT team was glad to have SCOTS data because the slopes were too high at the edge of the mirror to get good interferometric data, and this was exactly where work was needed to improve the surface accuracy. The interferometer could not reliably unwrap the direct phase data at the mirror edge. In this test, both phase shifting and centroiding methods were used, and they gave out equivalent results.
SCOTS for Refractive Optics
In contrast to the fringe reflection method, we also investigated situations using SCOTS for measuring refractive optics. This is especially useful for measuring or aligning null-lens systems and for aspheric or free-form lenses. In certain senses, SCOTS can provide lens manufacturers with a new tool for lens system evaluation. On-axis performance is measured directly, and off-axis aberrations can be detected as pupil distortions that violate the Abbe sine condition [29] . Figure 9 shows examples of using SCOTS to test a lens system. 
Comparison between Centroiding Method and Phase Shifting Method in SCOTS
The mapping relations between the mirror and the screen can be made by centroiding or by using phase shifting. The centroiding method has the advantage of being insensitive to the light variations in the temporal domain, where light intensity changes between each collected mirror image, because this variation induces the same amount of changes to the weighting factors in the centroid calculation, as shown in Eq.
(2). The phase shifting algorithm is more sensitive to this variation because the intensity variation will directly induce phase value inconsistency between each phase step, acting as a phase stepping error in Eqs. (4) and (5). In comparison, the phase shifting algorithm has the advantage of being insensitive to the light variations in the spatial domain where the light varies between screen pixels, because it is an AC measurement. The centroiding method is more sensitive to this variation because the variation contributes different weighting factors to the centroid calculation.
The phase shifting method requires sinusoidal modulation of the light intensity, which makes this method more sensitive to the light intensity linearity of the screen. Certain types of LCD screens show nonlinearity, especially at low light levels. Calibration may be needed for an accurate measurement. The centroiding method can use maximum light intensity at each screen pixel during the data collection; this gives a greater signal-to-noise ratio for many test situations. However, because the centroiding calculation is weighted by light intensity, it requires high spatial light uniformity for a high-accuracy measurement.
For the phase shifting method, sinusoidal fringes are used. The fringe contrast will be reduced when we try to use a finer period fringe to increase test sensitivity, because adjacent fringes overlap each other due to the diffraction effect [9] . For the centroiding and line-scanning methods, each time a line is used and data are reduced line by line, so there is no fringe overlapping and washout. One pixel line can be used for measurement if the light intensity is adequate. Because of the average effect in centroiding and phase shifting, both of the two methods will suffer edge effect from the test part. The measurement will be biased because one side of the data does not exist.
Summary
We show that SCOTS can rapidly and robustly measure large, highly aspherical shapes such as solar collectors and astronomical optics. In addition to phase shifting methods, we explored the fringe reflection method or PMD from a point view of performing a H/H-S test in a reverse way. We solved the slope calculation and unwrapping with centroiding and linescanning methods. This particular point of view gives us more insight to the nature of the test. Instead of using fringe illumination, centroiding and linescanning illumination can be a useful solution to an infrared version of SCOTS, where the optics in the grinding stage can look specular and a moving hot wire can generate the test illumination patterns. Moreover, the basics of SCOTS can go back to point illuminations, as explained in Subsection 2.A. We are currently working on using the point version of SCOTS for aligning segmented mirrors in a vacuum chamber.
We gave some initial experimental data of SCOTS. We show that SCOTS can be used without complex calibration and can achieve measurement accuracy comparable with an interferometric test and has great potential for non-null testing. As the test has great sensitivity, further improving the accuracy of the test is one of the goals of our future work. We will also keep investigating the use of SCOTS for measuring refractive optics. This appears especially useful for measuring null-lens systems and aspheric or free-form lenses.
