Notions from formal language learning theory are characterized in terms of standardizing operations on classes of recursively enumerable languages.
Introduction
A child (modeled as a machine) receives (in arbitrary order) all the welldefined strings of a language (a text for the language) L, and simultaneously conjectures a succession of candidate grammars for the language being received. A criterion of success is for the child to eventually conjecture a correct grammar for L and to never change its conjecture thereafter. If, in this scenario for success, the child machine is replaced by an algorithmic machine M, then we say that M TxtEx-identifies L. TxtEx is defined to be the class of sets L of recursively enumerable languages such that some machine TxtEx-identifies each member of L.
TxtEx-identification is essentially Gold's [10] seminal notion of identification. The reader is directed to [18, 23, 22, 16] for a discussion of the influence of this paradigm on contemporary theories of natural language.
The present paper studies characterizations of the class TxtEx and some of its extensions. The usefulness of this study is apparent as similar characterizations have been used by Freivalds [5] , Chen [4] , and Case, Jain, and Sharma [3] to study program size restrictions in computational learning.
Our study is motivated by analogous work of Freivalds, Kinber, and Wiehagen [6] in the context of algorithmic inference of programs from graphs of recursive functions.
We now motivate the notion of a standardizing operation on a class of recursively enumerable (r.e.) languages. L, a class of languages, is effectively standardizable just in case there exists a partial recursive function p such that for all L ∈ L, for all i and j such that i and j are grammars for L, p(i)↓ = p(j)↓ and p(i) is a grammar for L. We say that a recursive function r with two arguments defines a limit-effective language operation on a class of recursively enumerable languages L just in case for any language L in L and any grammar i for L, lim n→∞ r(i, n) exists and is the same for all grammars of L. If, in the definition of limit-effective language operation, the limiting value also happens to be a grammar for L, then r defines a standardizing limit-effective language operation on L. We say that L is limiteffective language standardizable just in case there exists a standardizing limit-effective language operation on L. Lels is defined to be the class of sets L of recursively enumerable languages such that L is limit-effective language standardizable.
It is shown that TxtEx is properly contained in Lels. To characterize TxtEx in terms of standardizing operations, we define a restricted form of standardizing limit-effective language operation (viz., continuously limiteffective language standardizable operation), such that the corresponding class (viz., Clels) is exactly equal to TxtEx.
Since, TxtEx is properly contained in Lels, to get a characterization of Lels in terms of language learning notions, we borrow extensions on the theme of TxtEx-identification from [13] . We require that a learning machine, trying to infer a grammar for a language from its text, be presented with an upper-bound on the minimal grammar for the language being learned. This is plausible additional information, as an upper-bound on the size of "human brain storage" can be thought of as an upper-bound on the size of a grammar for any language that can be learned by a child.
This generalization of Gold's notion gives us a new criterion for language learning. A machine is said to TxtBex-identify a language L just in case the machine, when fed any text for L and an upper-bound on the minimal grammar for L, converges to a correct grammar for L (B stands for "Bound"). TxtBex is defined to be the class of sets L of recursively enumerable languages such that some machine TxtBex-identifies each language in L. In the definition of TxtBex-identification if we further require that the machine infer the same grammar for any upper-bound, we get a new criteria of language learning called TxtUniBex-identification (Uni stands for "Unique"). The class TxtUniBex can be similarly defined. We show that the class TxtUniBex is exactly equal to Lels, and Lels is properly contained in TxtBex.
Recursion-theoretic concepts not explained below are treated in [20] . N is the set of natural numbers. a, b, c, i, j, k, l, m, n, x, and y, with or without decorations (decorations are subscripts, superscripts and the like), range over natural numbers unless otherwise specified. ⊆, ⊂, ⊇, ⊃, denote subset, proper subset, superset and proper superset respectively. ∈ denotes 'element of.' N a denotes the set {x ∈ N | x ≤ a}. ∅ denotes the empty set. S, with or without decorations, ranges over subsets of N . D x denotes the finite set whose canonical index is x [20] . According to Rogers' scheme, D 0 = ∅. 
L denotes a recursively enumerable (r.e.) subset of N (also referred to as an r.e. language). E denotes the class of all r.e. languages. L, with or without decorations, ranges over subsets of E. ϕ denotes a standard acceptable programming system (also referred to as standard acceptable numbering) [19, 20] . ϕ i denotes the partial recursive function computed by the i th program in the standard acceptable programming system ϕ. We often refer to the i th program in the ϕ system as ϕ-program i. MinProg(f ) denotes the minimal program for f in the ϕ programming system. W i denotes the domain of ϕ i . W i is, then, the r.e. set/language (⊆ N ) accepted by ϕ-program i. We can (and do) also think of i as (coding) a (type 0 [11] ) grammar for generating W i . MinGram(L) denotes the minimal grammar for L in the ϕ programming system. Φ denotes an arbitrary Blum complexity measure [2] for ϕ. W i,n denotes the set {x < n | Φ i (x) < n}. i, j stands for an arbitrary computable one to one encoding of all pairs of natural numbers onto N [20] . Corresponding projection functions are π 1
Similarly, i 1 , i 2 , . . . , i n denotes a computable one to one encoding of all ntuples onto N . It shold be noted that we will sometimes abuse the notation slightly and refer to x, y as D x , y , i.e., we will write the name of the finite set in the first argument instead of its canonical index. This is for simplicity of presentation and it will be clear when we resort to such an interpretation.
The quantifiers '
∞ ∀ ' and ' ∞ ∃ ' mean 'for all but finitely many' and 'there exists infinitely many', respectively.
Preliminaries
In this section, we briefly describe notions and results from the recursion theoretic machine learning literature. We first introduce a notion that facilitates discussion about elements of a language being fed to a learning machine.
A finite sequence is a mapping from {x | x < a}, for some a ∈ N , into (N ∪ {#}). We let σ and τ , with or without decorations, range over finite sequences. The content of a finite sequence σ, denoted content(σ), is the set of natural numbers in the range of σ. Intuitively, #'s represent pauses in the presentation of data. The length of σ, denoted |σ|, is the number of elements in the domain of σ. σ ⊂ τ means that σ is an initial sequence of τ . SEQ denotes the set of all finite sequences.
Definition 1 A learning machine is an algorithmic device which computes a mapping from SEQ into N .
We let M, with or without decorations, range over learning machines.
such that L is the set of natural numbers in the range of T . The content of a text T , denoted content(T ), is the set of natural numbers in the range of T .
We let T , with or without decorations, range over texts. T [n] denotes the finite initial sequence of T with length n. Hence, domain(T [n]) = {x | x < n}. Suppose M is a learning machine and T is a text. M(T )↓ (read:
Convergence of M on T is also referred to as convergence in the limit.
Below, we define certain restrictions on learning machines and state results describing the effects of these restrictions.
Definition 4
(a) [1] A learning machine M is order-independent just in case for every L ∈ TxtEx(M) and for every pair of texts T and T for L, M(T ) = M(T ).
(b) [8, 21] A learning machine M is rearrangement-independent just in case
Lemma 5 [8, 21] From any learning machine M one may effectively con-
We now introduce a technical result, Lemma 7, due to L. Blum and M.
Blum. This result is helpful in the description of one of our results.
If L ∈ TxtEx, then, using Lemma 5, we can say, without loss of generality, that L is TxtEx-identified by a rearrangement-independent and orderindependent machine M . Lemma 7 states that if M TxtEx-identifies L, then there is a TxtEx-locking sequence for M on L. If M is rearrangementindependent, then output of M, on input σ, is completely determined by content(σ) and |σ|. Hence, when we are considering machines which are rearrangement-independent we will frequently refer to a finite sequence σ by x, l where D x = content(σ) and l = |σ|. For a given rearrangementindependent machine M and a language L, the least number x, l , such that x, l is a TxtEx-locking sequence for M on L is called the least TxtExlocking sequence for M on L. For ease of discussion, we will abuse the notation slightly, and often refer to x, l by D x , l . 
Intuitively, a language learning machine M TxtBex-identifies a language L just in case M, presented with any b at least as large as the minimal grammar for L and any text for L, converges in the limit to a grammar for L.
If we further require that the grammar inferred in the limit be the same for any upper-bound, we get a new language learning criteria described below.
Intuitively, a learning machine M TxtUniBex-identifies L just in case M infers in the limit a unique grammar for L upon being fed any upperbound for the minimal grammar of L and any text for L.
For the purposes of the present paper, the above definitions suffice; the reader is directed to [13] for an extensive study of the classes TxtUniBex, TxtBex, and their generalizations. Fulk [8] , and Jain and Sharma [12] provide other approaches to modeling additional information for a language learning agent (also see [7] ). We now state the relationship between the classes TxtEx, TxtUniBex, and TxtBex. Theorems 10 and 11 below can also be derived using results by Kinber [14] cited in [6] . We summarize the relationship between various classes defined in this section.
In the next section, we show our main results which provide a characterization for the classes TxtEx and TxtUniBex in terms of standardizing operations.
Connections between Language Learning and Standardizing Operations
We now characterize TxtEx and TxtUniBex in terms of standardizing operations on classes of r.e. languages. To this end, we first formally define the notion of a limit-effective language operation on a set of r.e. languages.
Definition 13 F, a mapping from E to N , is a limit-effective language oper-
We say that r defines the limit-effective language operation F on L.
Intuitively, a limit-effective language operation on a class of r.e. languages L behaves thus: given any grammar for a language L ∈ L, it finds (in the limit) a unique number for that L. Additionally, if the unique number also happens to be a grammar for L, then we refer to such a limit-effective language operation as a standardizing limit-effective language operation. This is the subject of next definition.
Definition 14
(a) F, a mapping from E to N , is a standardizing limit-effective language
(b) L is limit-effective language standardizable just in case there exists a standardizing limit-effective language operation F on L.
(c) Lels = {L ⊆ E | L is limit-effective language standardizable }.
If s ∈ R 2 defines a limit-effective language operation F on L and F is also a standardizing limit-effective language operation on L, then we say that s defines the standardizing limit-effective language operation F on L.
In this case we denote F (L) by s L .
We give some intuitive insight into the notion of L being limit-effective language standardizable. The interpretation below was pointed out to us by John Case. The grammar equivalence problem ({ x, y | W x = W y }) is wellknown to be Π 0 2 -complete [20] ; hence, it cannot be accepted by a limiting recursive procedure. The role of F in the definition of limit-effective language standardizable is to indirectly provide a limiting recursive solution to this problem for the special case where the grammars generate languages in L: F finds (in the limit) canonical grammars.
Lels is a collection of all limit-effective language standardizable classes of r.e. languages. Theorem 15 below shows that Lels is exactly the class of r.e. languages that can be TxtUniBex-identified.
Theorem 15 TxtUniBex = Lels.
Proof: Let L ∈ TxtUniBex. We show that L ∈ Lels. Let M TxtUniBexidentify L. We define a limit-effective language operation s that witnesses L ∈ Lels. Let σ n j uniformly denote a finite sequence such that σ n j ⊂ σ n+1 j and content(σ n j ) = W j,n . Let s(j, n) = M(j, σ n j ). For any L ∈ L, let a L be such that M, on any text for L and any b ≥ MinGram(L), converges to a L . Then, clearly lim n→∞ s(j, n) = a L . Thus, L ∈ Lels. This shows TxtUniBex⊆ Lels.
We now show that Lels ⊆ TxtUniBex. Let L ∈ Lels. Let s define a standardizing limit-effective language operation witnessing L ∈ Lels.
We now give the construction for a language learning machine M that TxtUniBex-identifies L.
For any text T for L, let n 0 , n 1 be so large that the following hold:
Clearly, such n 0 , n 1 exist. Now, (∀n ≥ max({n 0 , n 1 })), M, on input b
Our main aim is to characterize TxtEx in terms of limit-effective language operations. But, the above result tells us that the notion of limiteffective language standardizable class is too general, and hence we need to come up with a more restricted notion. We do exactly this by defining a continuously limit-effective language standardizable class in Definition 17.
But, first we introduce the following useful technical concept.
Definition 16 Let a ∈ N . A finite set D is said to be a-consistent with an
(a) L is continuously limit-effective language standardizable ⇐⇒ (∃r, s ∈ R 2 ) such that the following hold:
1. r defines a limit-effective language operation on L;
2. s defines a standardizing limit-effective language operation on L;
(b) Clels = {L ⊆ E | L is continuously limit-effective language standardizable }.
s, in the above definition of a continuously limit-effective language standardizable class has the same role as F in the definition of a limit-effective language standardizable class. r, another limit-effective language operation, places some extra constraints on how s finds (in the limit) canonical grammars for languages in L.
Theorem 18 TxtEx = Clels.
Proof: Let L ∈ TxtEx. We show that L ∈ Clels. Let M TxtEx-identify L. Without loss of generality, let M be rearrangement independent and order independent.
begin {r(j, n)} 1. {We search for the least locking sequence of M on W j } find the least D, l such that (D ⊆ W j,n ) and
{Clearly, such a D, l exists, since, for D = W j,n and l = n, the above is vacuously true.} Proof: Clearly, r is a total recursive function. If
for large enough n, D and l as found in the procedure for r(i, n) and r(j, n) will be such that D, l is the least TxtEx locking sequence for M on L.
Hence, for large enough n, D found in step 1 of the procedure for r(i, n) and r(j, n) would also be the same. Thus, lim n→∞ r(i, n) = lim n→∞ r(j, n).
Claim 20 s defines a standardizing limit-effective language operation for L.
Proof: Arguing as in Claim 19, we can show that s is a limit-effective language operation for L. Also, for all j such that W j ∈ L, for large enough n, D, l as found in step 1 of the procedure for r(j, n) is the least locking sequence for M on L (since, M TxtEx-identifies W j ) and, thus, we have
where D, l is the least TxtEx locking sequence for M on L.
Claim 21
For all L ∈ L, the requirements in the definition of continuously limit-effective language standardizable class are satisfied by r, s, and l L . 
We then show that s(j, n) = s L . Clearly, this is true when L = ∅. Thus, let us assume that L = ∅. Let D, l, D be as calculated in r(j, n). Now
From the above claims it follows that L is continuously limit-effective language standardizable, and hence, TxtEx ⊆ Clels. We now show that Clels ⊆ TxtEx. Let L ∈ Clels. We show that L ∈ TxtEx. Let r define a limit-effective language operation and s define a standardizing limit-effective language operation as in the definition of continuous limit-effective language standardizability. For each L ∈ L, let l L be as defined in the definition of continuous limit-effective language standardizability. We now give the construction of a language learning machine M which TxtEx-identifies L.
n 0 be such that for all n > n 0 , r(k, n) = r L . Clearly, such an n 0 exists (by definition of continuously limit-effective language standardizability). Let n 1 be so large that the following hold:
Clearly, such an n 1 exists. Now consider the procedure for M(T [n]), for n ≥ n 1 . k is in the CandidateSet (by step 1 in the construction of This proves Theorem 18.
Summary
The theory of standardizing operations could be used to gain insights into formal language learning theory. Towards this goal, we have given characterizations of notions about language identification in terms of standardizing operations. We have shown that the natural notion of limit-effective language standardizable operation turns out to be more general than Gold's seminal notion of TxtEx-identification. To characterize TxtEx-identification exactly, we have introduced restrictions on the idea of limit-effective language standardizing operation. We also borrow concepts from additional information studies in language learning to characterize limit-effective language standardizing operation in terms of a more general notion than TxtExidentification. Our results can be summarized as follows:
Freivalds [5] , Chen [4] , Case, Jain, and Sharma [3] have made use of similar characterizations to gain an insight into the study of program size restrictions in inductive learning. We hope that the results presented here will provide a new way to approach various issues in formal language learning theory.
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