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Introduction 
In the following, X will denote a completely regular topological space ; 
and 0(X) will denote the space of all bounded, real-valued continuous 
functions on X. For a positive linear functional 4 on Cb(X) consider the 
following continuity conditions which will be of prime concern in the 
present paper. The functional 4 is said to be a B-integral if whenever 
{zcn> Z 0(X) is a decreasing sequence with u,(x) .j, 0 for every x E X, then 
#2cn) 4 0. The functional is said to be B-nornd if whenever (uz) _C 0(X) 
is a downward directed system with %(x) 4 0 for every x E X, then $(u,) 4 0. 
It is clear that every B-normal functional is a B-integral. The converse 
is not true in general as the following shows. 
Example. Let X=0, where D is the space of ordinals less than the 
first uncountable ordinal with its order topology. Then Q is a completely 
regular Hausdorff space. Furthermore, for each u E (Y(Q), there is xu E 9 
such that u(x,) =u(x) for each x E 8 with x,x~. (See [2], p. 72.) 
For each ‘1~ E C@(Q), define 4(u) =u(x,). Then 4 is a B-integral. However, 
$ is not B-normal. Indeed, for each 01 E 9, define 
Then {ucx> -CC”(X) and Us 4 0 for every g E 9. But $(ua) = 1 for all rx E Q. 
It is now natural to ask what conditions on the completely regular 
space X are necessary and sufficient in order that every B-integral on 
0(X) is also B-normal 1 This question has been raised by VARADARAJAN 
in [4] and has received attention in the literature from GO-DIN [7], 
ISHII [ll], VARADARAJAN [4], KNOWLES [13], and MORAN [lS]. These 
authors have treated the relation of various compactness conditions on 
X to the property that all B-integrals are B-normal. These results will 
be considered in section 4. 
1) The contents of this paper form part of the work done by the author in his 
doctoral dissertation at the California Institute of Technology, Pasadena. The 
dissertation was prepared under the direction of W. A. J. Luxemburg whom the 
author wishes to thank for his encouragement and his advice. 
173 
The new results of the present paper are contained mostly in section 3. 
Here a completely regular space X is called B-compact if every B-integral 
on X is also B-normal. The condition that X be B-compact is shown to 
be a topological condition. The stability properties of B-compact spaces 
are then investigated. For instance, it is shown that a closed subspace 
of a B-compact space is again B-compact. The following section contains 
some of the preliminary information which will be needed. 
I. PRELIMINARY INFORMATION 
1. Xet Functions and a Representation Theorem 
Let X denote a completely regular Hausdorff space and Cb(X) denote 
the space of bounded real-valued continuous functions on X. As is well 
known, C@(X) is a Banach lattice with respect to the pointwise ordering 
and the norm 11. jj defined by ]ltill= sup ([U(X)\ : x E X} for u E C@(X). 
Moreover, for OGU, w E 0(X), 11 sup (u, w)l/= sup (11~11, l/wjl); and so Cb(X) 
is an M-space in the sense of Kakutani. Thus the dual space (Cb(X))- 
is an L-space. 
For $ E (Cb(X))--, d enote by ]$I the total variation of 4. By (0); denote 
the closed subspace of (f?(X))” consisting of those 4 such that 141 is 
B-normal. By (Cb); denote the closed subspace of (C&(X))- consisting of 
those + suchthat 141 is a B-integral. Note that (Cb); and (0); are bands 
in (0(X))-. Also note that (Cb); C (0)); and that X is B-compact if and 
only if (Cb); = (Cb)r. 
The elements of (0(X))” can be represented as a certain space of set 
functions, and it is to this end that the next remarks pertain. Recall that 
a set 2 Z X is a zero set whenever there is a u E 0(X) such that 
2=(x EX: u(x)=O). Th e collection of zero sets of X is denoted by 2(X). 
The complement of a zero set is a co-zero set, and the collection of co-zero 
sets is denoted by a(X). Let P(X) denote the algebra generated by Z(X). 
Definition 1.1. A finitely-additive, real-valued set function m defined 
on 9(X) is said to be regular if for each A E 9(X) and for each E> 0, there 
is a 2 E S(X) with 2 2 A and such that jm(B)j <E whenever B E F(X) 
and BCA-2. 
Note that if m is non-negative, the above definition assumes the follow- 
ing familiar form. The finitely-additive set function m is regular if and 
only if for each A E 9(X), m(A) = sup {m(Z): 2 Z A and 2 E Z(X)}. 
Let A!(X) denote the space of all regular, real-valued, finitely additive 
set functions m defined on F(X) such that sup {Im(A)I : A E F(X))< 00. 
For ml, ms E A(X) and al, a2 E R, define (alml+a2mz)(A)=alml(A)+ 
+asmz(A); and define ml <rnz if ml(A) <mz(A) for every A E S(X). With 
these definitions of addition and order, A(X) is a Dedekind complete 
Riesz space. Finally, for m E A?(X), define llmjl= ]ml(X) where Irnl is the 
total variation of m. Then A(X) is a Banach lattice; and it is also an 
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L-space in the sense of Kakutani. All of these statements are consequences 
of the following. 
Theorem 1.2. Let X be a completely regular Hausdorij space, and let 
0(X) be the BaBach lattice of all bounded real-valued continuous functions 
on X. Then (Cb(X))” is isomorphic as a Banach lattice to A(X). Further- 
more, the isomorphism may be realized as q3 ++ m where $ is the Riemann 
integral with respect to m on Cb(X). 
The above representation theorem was first announced and proved by 
A. D. ALEXANDROFP in [5]. Here it is sufficient to mention that for 
0 G 4 E (0(X))-, the corresponding set function m E d(X) is obtained as 
follows. For 2 E Z(X), m(B) = inf t+(u) : u E Cb(X) and XZGU). In general 
for A E 9(X), m(A) = sup {m(Z): 2 E 9’(X) and 2 C A). These remarks 
will be used later in section [a]. 
In view of theorem 1.2, it is natural to ask what subspaces of J(X) 
correspond to (~9); and (0); under the isomorphism given. The answer 
to this question is provided in the following definitions and theorem. 
Definition 1.3. Let O~rn E 4(X). Then m is said to be net-additive 
if whenever (Z,> C 3(X) is directed downward with Z,$ 8, then m(&) $. 0. 
Let An denote the space of all m E A(X) such that jml is net-additive. 
Definition 1.4. Let O<m GAY(X). Then m is said to be o-additive 
if whenever (Z,> C s(X) is a decreasing sequence with 2, 4 0, then m&Z,) 4 0. 
Let AC denote the space of all m E A(X) such that [ml is o-additive. 
Theorem 1.5. Let m E A(X) and let 4 be the Riemann integral with 
respect to m on Cb(X). Then, 
1. m is net-additive if and only if 4 is B-normal, 
2. m is o-additive if and only if 4 is a B-integral. 
In part&Jar An is isomorphic to (0); and ~4~ is isomorphic to ,(Cb)r. 
Proof: Since the proofs of 1. and 2. are quite similar, only the proof 
of 1. will be given. 
Assume that m is net-additive. Let (ut) CC@(X) be downward directed 
with uz(x) 4 0 and uz< 1 for all t. For E > 0, set Z,= (x : %(x) > E}. Then 
{.&} C a(X) is downward directed with Z,J 8, and hence m(2,) 4 0. But 
$(z~t)= J u&m+ J uu,dm<l.m(Z,)+c.m(X). 
zz x--z, 
Hence 
O< lim sup &ZGt)<a.rn(X). 
r 
Since E> 0 was arbitrary, $(%) 4 0; and 4 is B-normal. 
On the other hand, assume + is B-normal. Let {Z,),,, _C 5?(X) be 
downward directed with 2, j, 0. For each t E 17, let vz E Cb(X) satisfy 
0 <v,< 1 and Z,= (x : Q(X) = l}. Also let X denote the family of all finite 
subsets of T. 
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For each 0 ES and n E N, define 
u(~,~) = [inf {vr : 8 E G>]~. 
It is clear that (zc~~,~,> C 0(X) is a downward directed system with 
ZC(~,~)(X) j, 0 for all x E X. Hence $(u(~,~,) 4 0. Also, 
&U(o,n))>m(n {z, : -c E c)); 
and, since {.&> is downward directed, this implies that m(&) j, 0. Hence 
m is net-additive. 
2. supports 
Definition 2.1. Let C$ E (O(X))-. Set 
@d=(u: u E@(X), Ogzcgl, and ~~~(~)=~+~(l)}. 
Define S+= n (W(u) : u E %+}, where W(u) = {x : u(x) = 1). S+ is said to be 
the support of 4. If S+= $3, then 4 is said to be entirely without support. 
The above concept of support is discussed by PYM in [17]. It is closely 
related to the concept of support introduced by LUXEMBURG and ZAANEN 
in [14], Note VIII. The following is the usual notion of support for a 
set function. 
Definition 2.2. Let m E A(X). Set 
T,= n (2 : 2 E Z?‘(X) and Iml(Z)= lml(X)}. 
Then T, is said to be the support of m. If T,=ld, then m is said to be entirely 
without support. 
It is clear that both X4 and T, are closed subsets of X. Other properties 
of these sets will now be examined. 
Lemma 2.3. Let m E A(X). Then x E T, if and only if whenever 
U E e(X) and x E U, then Imj( U)>O. 
The above lemma is a simple consequence of the definition and its 
proof is omitted. The following consequence is noted. 
Corollary 2.4. Let m E A(X). Then V& is entirely without support if 
and only if for each x E X, there is U E e!(X) such that x E U and Irnl( 77) = 0. 
Theorem 2.5. Let m E A(X) and let + correspond to m according to 
Theorem 1.2. Then 6’4 =T’,. 
Proof: Without loss of generality, assume 0 ~4. (Hence also it 
follows that 0 G m.) Let 2 E 9(X) with m(Z) =m(X). Take OGU~ 1 such 
that u E C@(X) and Z= {z : U(X) = l}. Then 
~(l)=m(X)=m(Z)~~(u)~~(l). 
Then u E @$ and so S+ C 2. Thus S+ CT,. 
If T, = $3, the theorem is proved. Hence assume x0 E T, -S+ Then there 
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is au E @$ such that u(x~)=ol<l. Set w=(u---)+.(I---)-I. ThenO<v<l; 
and 
#(l)>+(v)> 4(u)---+(l) = (6(1)(1-4 = 4(l) 1-a l--LX 
Hence 21 E ??L+ and V(Q) = 0. 
Set W = (x : v(x) < l/2). Th en W E e!(X) and $0 E W. Hence by lemma 
2.3, m(W)>O. But 
0=$(1-v)> j (l-V)drn>1/2.rn(W)>O. 
w 
This is a contradiction and the theorem is proved. 
Corollary 2.6. Let q5 E (II?(X))- and let m correspond to r$ according 
to Theorem 2.2. Then 4 is entirely without support if and only if m is entirely 
without support. 
Theorem 2.7. 1. Let O+mEA?(X). If mEAn, then T,#B. 
2. Let O#$ E (C@(X))-. If 4 E (Cb);, then S+Z 0. 
Proof. 1. Set Y=(Z: Iml(X)= [ml(Z)). Then Y is a downward di- 
rected system with Y 4 T,. If T’,=@, then the net-additivity of [mj 
implies that {Iml(Z) : 2 E Y} $0. But this contradicts the assumption 
m+O. The result then follows. 
2. This statement follows from 1. and theorems 1.5 and 2.5. 
Theorem 2.8. 1. 1f O+lml E&(X) is not net-additive, then there 
exists O-cm’ E A’(X) with m’< /ml and m’ entirely without support. 
2. If Of 141 E (Cb(X))- is not B-normal, then there exists O<q5’ E ((Y(X))-. 
with 4’ G I#II and 4’ entirely without support. 
Proof. 1. Since Irnl is not net-additive, there is a downward directed 
system {ZZ}zET C .3?(X) with& 4 $3 and lml(Zt) 4 ol>O. For each A E 9(X) 
define m’(A) = inf {Iml(A n 2,) : z E T}. 
It is clear that 0 <m’ E J(X) and m’ < j ml. Also m’(X) = 01> 0. Finally, 
m’(Z,) =m’(X) for all z E T; and, hence, T,f C n (2, : r E T}= $3. Thus m’ 
is entirely without support. 
2. This statement follows from 1. and theorems 1.5 and 2.5. 
The second statement in the above theorem is given by PYM [17] 
using only the Riesz space structure of (C?(X))-. Granted the represen- 
tation theorem 1.2, however, the proof given here is simpler and more 
natural. Analogous results are given by W. A. J. LUXEMBURG [ls], 
Note XV A. This chapter will be completed with the following simple 
consequence of Theorem 2.8. 
Corollary 2.9. 1. Every o-additive element of &i’(X) is net-additive 
if and only if there are no o-additive elements which are entirely without 
support. 
177 
2. Every B-integral is B-normal if and only if there are no B-integrals 
which are entirely without support. 
II. B-COMPACT SPACES 
3. Properties of B-compact #paces 
Definition 3.1. A completely regular, Hausdore space X is B-compact 
if every B-integral is B-normal (or equivalently if (Cb);= (Cb);). 
The or em 3.2. Let X and Y be homeomorphic spaces. Then X is 
B-compact if and only if Y is B-compact. 
The proof is straightforward and will be omitted. As a consequence 
it follows that “B-compactness” is a topological property, Some justifi- 
cation is needed, however, for the term B-compactness. Such justification 
will now be provided. 
It is well known that a completely-regular Hausdorff space X is a 
Lindelof space if and only if every filter 9 of zero sets of X which is 
closed under countable intersections also has a non-empty intersection. 
The following theorem provides and analogous criterion for B-compact 
spaces. 
Theorem 3.3. Let X be a completely regular Hausdorfl space. Then X 
is B-compact if and only if the following condition holds in X. 
(A) Let 9 be any filter of zero sets of X which is closed under countable 
intersections. If there is a O<m E AC with m(Z)>0 for every Z E S(X), 
then S(X) has a non-empty intersection. 
Proof. It follows from Theorem 2.9 that if X satisfies condition (A), 
then X is B-compact. Indeed, if X is not B-compact, there is O<m E AC 
with m entirely without support. Then CZ = (2 : 2 C 9’(X) and m(2) = m(X)) 
is a filter of zero sets. Furthermore, since m is o-additive, &9 has the 
countable intersection property. However n J?#=@ since m is entirely 
without support. 
On the other hand, assume that X is B-compact and let 9 satisfy 
the hypothesis of condition (A). The set function m in (A) is net-additive; 
and hence if n F=(a, then inf {m(Z) : 2 E 9}=0. But then there is a 
decreasing sequence (2,) C F with m(2,) 4 0. Since 9 is closed under 
co 
countable intersections, Z= n 2, E $; and by (A), m(2) >O. However 
12=1 
2, J, 2 implies m(2) =O. This is a contradiction and the result follows. 
The remainder of this section will be devoted to a study of the stability 
properties of B-compact spaces. The following technical lemma will be 
of considerable usefulness. 
Lemma 3.4. Let X be a completely regular Hausdorij space, and let 
Y be a subspace of X. Then there is a canonical Riesz space homomorphism 
12 Indagaticmes 
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of A’(Y) into A(X) which preserves o-additive and net-additive set functions. 
Furthermore, if /ml E d(Y) is o-additive and if fi denotes the image of m 
in A’(X), then fi(A)=m(A n Y) for all A E F(X). 
Proof: Let L denote the Riesz subspace of Cb(Y) consisting of the 
restrictions of the elements of Co(X) to Y. For 4 E (Cb( Y))“, the restriction 
7 of 4 to L defines an element of (19(x))-. Let m and % denote the corre- 
sponding elements of d(Y) and J(X). Then the mapping m + 6 satisfies 
the conditions of the lemma. 
Now assume that 0 G m E A’(Y) is b-additive. Every A E 9(X) can be 
written as a finite disjoint union of sets of the form 2 n U with 2 E T”(X) 
and U E G?(X). Thus it is enough to show that fi(Z n U) =m(Z n U n Y). 
But there is a sequence {Zlz} C z(X) with 2, t 2 n U. Since m and 5 
are both o-additive it is enough to show that iZ(Z)=m(Z n Y) for every 
2 E .5?(X). 
Thus let 2 E 9’(X) be fixed. Take u E 0(X) with XZGU and 6(Z) > 
>?(u)-E. (See the commentary following Theorem 1.2.) Then, 
r7i(.Z)>$(u)--e=+(ulY)--e>m(Z n Y)-E. 
Hence rTi(Z)>m(Z n Y). 
On the other hand, let u E Cb(X) with 0 <u< 1 and Z= {x : u(x) = l}. 
Then u@ 4 xz as n -+ 00. Since m is countably-additive, the monotone 
convergence theorem implies that #(W/Y) 4 m(2 n Y). Thus, 
fi(Z) < $(u”) = $(,@I Y), 
and hence +%(.Z)<m(Z n Y). 
Theorem 3.5. Let X be B-compact. If Y C X is closed, then Y is 
B-compact. 
Proof. Let 0 G m E 4(Y) be o-additive and take fi E A(X) according 
to Lemma 4.4. Since X is B-compact, fi is net-additive. 
Now let {ZzjTET C 2%‘(Y) b e a downward directed system with 8, 4 0. 
Since Y is closed in X, 2, is closed in X for each z ET. Define 
~~={ZEqX):ZZ-CZ). 
Since Z(X) is a basis for the closed subsets of X, 9z is a downward 
directed system with yz 4 Zz. Hence Y= {yT : r E T) is a downward 
directed system with Y 4 $4. And by the net-additivity of G, inf {G(Z): 
ZEs@}=O. 
But for each 2 G Y, there is a 2, CZ and so m(Z,)<m(Z n Y)=fi(Z). 
Thus m(2,) 4 0 and the result follows. 
Theorem 3.6. Let X be B-compact. If U E a(X), then U is B-compact. 
Proof. Let 0 <m E d(U) be a-additive. Since U E e(X), there is a 
sequence (Z%> C 3(X) with Z, f U. Hence also m(Z,) t m(U). Take Z,, 
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with m(Z,,)>O and define m’(A)=&4 n&J for A E p(U). Then 
0 cm’ E d(U) is o-additive. Let 6’ E d(X) correspond to m’ according 
to Lemma 4.4. 
Since X is B-compact, m’ has a non-empty support T. But 
fii'(Zno)=m'(Zno n U)=m'(U)=C'(X). 
Hence T C ZnO C U. 
Let x E T and W E e(X) with x E W. Then there is B E %!(X) such that 
x E V n UC W. By Lemma 2.3, O<?Z’(V)=m’(V n U)<m’(W); and 
hence x is in the support of m. Thus m is not entirely without support 
and the result follows from Corollary 2.9. 
Theorem 3.7. Let XI be B-compact and let Xz be compact. Then the 
Cartesian product XI x X2 is B-compact. 
Proof. Let 0 <m E &(X1 x Xs) be o-additive. Assume that m is 
entirely without support. For A E F(Xr), 1Ir,-l[A] E $(X1x Xs), where 
fir denotes the projection of X1 x Xs on to Xi. Thus for A E 9(X1), 
define ml(A) =m(Ill-l[A]) =m(A x X2). Then ml E &(X1) is o-additive 
and since Xr is B-compact, the support of ml is not empty. Let x E Xr 
be in the support of ml. 
Set K= {z> x Xs. Th en K is compact. Since m is entirely without 
support, there is by Lemma 3.3 a cover (U, : 01 E A) of K by sets Q(X) 
such that m( U,) = 0 for each L\: E A. Let (U,, . . . , U,} be a finite subcover. 
Furthermore, assume without loss of generality that for i = 1, . . . , n, 
Ui= U&l) x Uti(z) where U&I) E @(Xj) for i= 1, 2. Set 
Then 
U(l) = pl U&l) E @(Xl). 
Hence 
n-1-l[U’1’] = U(l) x x2 c ij U{(l) x U&2). 
ml(U)=m(UxXs)< $m(Uf)=O, 
1 
But x E U and x is in the support of ml imply that ml(U) > 0. This is 
a contradiction and the result follows. 
MORAN in [18] has shown that the product of two B-compact spaces 
is not in general B-compact. It will be shown later that an arbitrary 
intersection of B-compact spaces is not B-compact. It is an open question 
whether a finite intersection of B-compact spaces is again B-compact or 
not. In a later paper, the author will show that rather complete answers 
can be given when the spaces involved are locally compact. In the next 
section, the relation of B-compactness to other compactness conditions 
will be considered. The results here are not new but are included for 
completeness. 
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4. B-compactness and Other Compactness Conditions 
Theorem 4.1. If X is a Lindel6f space, then X is B-compact. 
Pro of, Let 0 <m E A?(X) be o-additive and assume that m is entirely 
without support. Then there is a cover of X by co-zero sets of m-measure 0. 
Since X is Lindelof, there is a countable cover of this type. But the 
o-additivity of m then implies that m(X) = 0 which is a contradiction. 
Recall that an abstract set X is said to have a measurable cardinal if 
there is a non-negative, countably additive measure defined for all subsets 
of S which is zero on the points of X and 1 on S. It is known that the 
class of sets whose cardinals are not measurable is a closed class con- 
taining ~0. Hence if measurable cardinals exist, they are strongly in- 
accessible. Furthermore, the class of sets with an accessible cardinal form 
a model for Bernays-Fraenkel-Godel axiomatic set theory. Hence the 
assumption that there are no measurable cardinals is consistent with the 
other axioms of set theory. 
Theorem 4.2. Assume X has a non-measurable cardinal. If X is 
paracompact, then X is B-compact. 
Pro of. Let 0 cm E A(X) be o-additive and entirely without support. 
Let %={U$. * x E X} be a cover of X by co-zero sets of m-measure 0. 
Let Y={u a : 01 E A} be a partition of unity subordinate to the cover a. 
(Such a partition exists since X is paracompact.) 
Let 0 <4 E (C&(X))- correspond to m according to Theorem 1.2. For 
B C A, define u~=Z(zc Ly : OL E B). Then 0 <US < 1 and Ug E C@(X). Define 
,u(B) = &uB). Then ,u is a finitely-additive set function defined for all 
subsets of A. Since 4 is a B-integral, ,U is countably-additive. Furthermore, 
for each 01 E A, ,~({a>) = $( Ut,)) = 0 since uoc vanishes outside some member 
of @. Finally p(A) =$( 1) > 0. Hence A has a measurable cardinal. 
However, card A < card RX and card RX is non-measurable since card X 
is non-measurable. Hence card A is non-measurable and this is a contra- 
diction. 
The above theorems give sufficient conditions for a space to be B- 
compact. In [lS], Moran has shown that paraoompactness is not necessary. 
We shall now describe a necessary condition. Recall that every completely 
regular space X has a unique compactification ,4X with the property 
that every element of Q(X) has a unique extension to an element of 
@(#IX). The space i?X is called the Stone-tech compactification of X. 
Furthermore, recall that X is called realcompact if for each x0 E BX - X, 
there is a non-negative continuous function f on X such that the extension 
gn of inf (f, n) to PX has gn(xo) =n for every n E N. In [2] a thorough 
treatment of the theory of realcompact spaces is given, There it is shown 
that every completely regular space X has a real-compactification wX 
with X C VX C /3X. Of course, if X is realcompact, X = wX. The following 
result will be needed here. 
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Lemma 4.3. Let X be completely-regular and let (un} CC&(X) be a 
decreasing sequence with u,(x) .& 0 f or all x E X. If f& denotes the extension 
of un to /3X, then un(t) j, 0 for all t EVX. 
Theorem 4.4. If X is B-compact, then X is realcompact. 
Proof. Assume that X is not realcompact and take x0 E wX - X. For 
u E C@(X) define d(u) = E(XO), where G is the unique extension of a to fix. 
By Lemma 4.3, 4 is a B-integral on Cb(X). 
However, 4 is not B-normal. Indeed, let Y= {u E 0(X) : G(xo) = 1 and 
0 <u G 11. Then Y is downward directed with {u(g) : u E 9} & 0 for all 
x E X. But u E 9’ implies that $(u) = 1. Hence X is not B-compact. 
It was thought for a time that the above theorem had a converse. 
That is; that the B-compact spaces coincide with the realcompact spaces. 
In fact, several incorrect proofs of this conjecture found their way into 
the literature. (See [l], [ll], and [13].) In [lS], however, Moran gives 
an example of a realcompact space which is not B-compact. 
It is now natural to ask what topological conditions in conjunction 
with realcompactness will guarantee B-compactness. If the continuum 
hypothesis is assumed, one such condition is paracompactness. Indeed, 
Varadarajan in [4] has shown that if X is paracompact and if every closed, 
discrete subset of X has a non-measurable cardinal, then X is B-compact. 
Furthermore, in [la] KAT%TOV has shown that a paracompact space is 
realcompact if and only if every closed discrete subspace X0 of X has 
the property that the only O-l valued measure which is defined for all 
subsets of X0 and which vanishes on the points is the zero measure. The 
continuum hypothesis (or even the weaker assumption that the real line 
has a non-measurable cardinal) implies that a set S has a non-measurable 
cardinal if and only if the only O-l valued measure on S which also vanishes 
on points is the zero measure. Combining these remarks with Theorem 4.4, 
the following result is obtained. 
Theorem 4.5. Let X be paracompact. If the continuum hypothesis 
holds, then X is B-compact if and only if X is realcompact. 
There seems to be some hope that one might show, with suitable cardi- 
nality restrictions, that locally-compact, realcompact spaces are B- 
compact. This, however, is an open question. Finally, we shall show that 
the existence of a realcompact space which is not B-compact implies that 
B-compact spaces as a class lack certain stability. 
1. A product of real lines need not be B-compact. 
Proof. Let X be realcompact and not B-compact. Then Ro(X) is not 
B-compact. (Here C(X) is the space of all continuous functions on X.) 
Indeed, assume Ro(X) were B-compact. Since X is realcompact, X is 
homeomorphic to a closed subspace; and hence is itself B-compact by 
Theorems 3.2 and 3.5. This is a contradiction to the fact that X is not 
B-compact. 
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2. An arbitrary intersection of (locally compact), B-compact spaces need 
not be B-compact. 
Proof. Every realcompact space X may be written as the intersection 
of the locally compact, o-compact subspaces of PX which contain X. Since 
a o-compact space is B-compact by Theorem 4.1 and since there is a 
realcompact, non-B-compact space, the result follows. 
Southern Illinois University, 
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