Abstract-Parallel acquisition systems arise in various applications to moderate problems caused by insufficient measurements in single-sensor systems. These systems allow simultaneous data acquisition in multiple sensors, thus alleviating such problems by providing more overall measurements. In this paper, we consider the combination of compressed sensing with parallel acquisition. We establish the theoretical improvements of such systems by providing nonuniform recovery guarantees for which, subject to appropriate conditions, the number of measurements required per sensor decreases linearly with the total number of sensors. Throughout, we consider two different sampling scenariosdistinct (i.e., independent sampling in each sensor) and identical (i.e., dependent sampling between sensors)-and a general mathematical framework that allows for a wide range of sensing matrices. We also consider not just the standard sparse signal model, but also the so-called sparse in levels signal model. As our results show, optimal recovery guarantees for both distinct and identical sampling are possible under much broader conditions on the so-called sensor profile matrices (which characterize environmental conditions between a source and the sensors) for the sparse in levels model than for the sparse model. To verify our recovery guarantees, we provide numerical results showing phase transitions for different multi-sensor environments.
I. INTRODUCTION

M
ANY problems in signal and image processing call for the recovery of a discrete signal x ∈ C N from linear measurements of the form y = Ax + e, (1.1) where A ∈ C m×N and e ∈ C m is noise. With the development of compressed sensing (CS) over the last decade, there is now a wealth of theory and practical reconstruction algorithms that deal with recovery in the highly underdetermined regime m N, subject to appropriate constraints on the signal x (e.g. sparsity).
The purpose of this paper is to introduce a generalization of this work to the case where the measurement model (1.1) is replaced by a so-called parallel acquisition model. This model takes the form y c = A c x + e c , c = 1, . . . , C, (1.2) where A c ∈ C m c ×N is the measurement matrix modelling the sensing in the c th sensor and e c ∈ C m c is noise. In other words, rather than a single sensor yielding measurements of the form (1.1), we consider the scenario where C sensors act in parallel and simultaneously acquire measurements of a single signal x. Due to various practical limitations, a single sensor system (1.1) often does not provide enough measurements for a source signal to be recovered. Parallel acquisition systems (1.2) ameliorate this problem by allowing simultaneous data acquisition in multiple sensors, thereby providing more overall measurements. As we explain in §I-C, parallel acquisition models arise in a variety of applications, and are known empirically to convey a number of practical benefits; for example, acquisition time, power consumption or cost reduction, or enhanced resolution.
The main results we prove in this paper provide the first theoretical confirmation of these empirical observations in a CS setting. Specifically, we introduce a series of recovery guarantees which (subject to appropriate conditions) take the form decreases linearly in C as C increases, thus demonstrating the benefits of multi-sensor over single-sensor architecture. Moreover, these results are not just of theoretical interest. The various conditions needed for recovery guarantees to hold provide some key insight into practical issues such as optimal sensor design and alignment.
A. Measurement Model and Recovery Algorithm
In block form, the measurement model (1.2) can be written as Throughout the paper, our recovery algorithm will be the usual basis pursuit min z∈C N z 1 subject to Az − y 2 ≤ η, (1.5) where η > 0 is such that e 2 ≤ η. Within this setup we consider two distinct classes of problem: 1) Identical Sampling: Here the matrices A 1 , . . . , A C are dependent with m 1 = . . . = m C = m/C. Specifically, we let A c =ÃH c , whereÃ ∈ C m/C×R is a standard compressed sensing matrix (e.g. a random subgaussian matrix, subsampled isometry or random convolution) and H c ∈ C R×N , c = 1, . . . , C, are fixed, deterministic matrices. We refer to such matrices as sensor profile matrices.
2) Distinct Sampling: Here the matrices A 1 , . . . , A C are independent, i.e. they are drawn independently from possibly different distributions. Typically, these will be of the form A c =Ã c H c , where eachÃ c ∈ C m c ×N c is a standard CS matrix and H c ∈ C N c ×N is a sensor profile matrix.
3) Sensor Profile Matrix: The sensor profile matrices H c model environmental conditions in the sensing problem; for example, a communication channel between x and the sensors, the geometric position of the sensors relative to x, or the effectiveness of the sensors to x. As we explain in §I-C, this is a realistic model in practice. We note also that the single-sensor model (1.1) is a particular case of multi-sensor model (1.2) corresponding to C = 1 sensors.
B. Contributions
Despite considering two different sensing scenarios, in §II we introduce an abstract framework that is sufficiently general to address both simultaneously. This is an extension of the RIPless CS theory of Candès & Plan (see §I-D). A key advantage of this framework is that it allows for a wide range of sensing matricesÃ 1 , . . . ,Ã C (for distinct sampling) orÃ (for identical sampling), including subgaussian random matrices, subsampled isometries and random convolutions.
Our main result for this framework (Theorem 12) demonstrates that an approximately sparse vector x with support set can be stably and robustly recovered from a number of measurements
which are contaminated with noise. Here D is a number dependent on the type of sampling (D = 1 for distinct and D = C for identical), L is a log term, F is the distribution from which the sensing matrix A is drawn and (F, ) is the so-called local coherence of F relative to (Definition 10). A feature of (1.6) is that it does not assume a signal model on the vector x, in a similar way to [1] (see §I-D for a discussion). This is crucial, since it allows us to prove results later not just about the recovery of sparse vectors but also concerning more structured signal models. As we discuss in §II-C, certain structured signal models arise naturally in parallel acquisition systems such as (1.4); in particular, the so-called sparse and distributed model, which is a particular case of the sparsity in levels model introduced in [2] . As we shall see throughout the paper, optimal recovery guarantees for sparse and distributed vectors are possible under broader conditions on the sensor profile matrices. Conversely, optimal recovery guarantees for sparse vectors may not be known, or may require much stricter conditions. 1) Distinct Sampling: Our first result for distinct sampling, Corollary 16, gives an optimal recovery guarantee for sparse vectors of the form 1. This result therefore sheds light on the key issue of sensor profile design: namely, one requires profiles which do not grow too large. In Examples 23-25 we provide a number of different constructions for the H c which satisfy this condition.
As we explain, unfortunately there are several sensor profiles for which the condition H c ∞ 1 is not met. However, optimal recovery guarantees are still often possible in this setting, provided x is not just sparse, but also sparse and distributed. Corollary 20 provides a recovery guarantee for this model, and in Examples 22 and 26 we demonstrate how this leads to greater flexibility in the sensor profile matrices.
2) Identical Sampling: As is to be expected, our results for identical sampling are weaker than those for distinct sampling. In §IV-A we present a series of worst-case bounds (i.e. showing no improvement as C increases) for this setup. These bounds are sharp in the sense that they are achieved by certain choices of the sensor profiles H c (see Examples 33 and 34) . Fortunately, in §IV-B we provide a general construction of sensor profile matrices for which optimal recovery guarantees are possible within the sparse and distributed model. These sensor profile matrices are diagonal and have piecewise constant blocks.
C. Applications
Parallel acquisition techniques have been applied to enhance various practical applications, through measurement acquisition time reduction (e.g. in parallel magnetic resonance imaging), power consumption reduction in sensors (e.g. in wireless sensor networks), or recovery of higherresolution or higher-dimensional signals (e.g. in multi-view imaging or light field imaging), for example.
1) Parallel Magnetic Resonance Imaging:
The most general system model in Parallel Magnetic Resonance Imaging (pMRI; MRI with multiple receive coils) can be viewed as an example of identical sampling with diagonal sensor profiles [3] , [4] . Numerous works have sought to apply CS to the pMRI system [3] , [5] - [8] in order to accelerate MR scanning by reducing the amount of k-space acquired. Here, x is the unknown magnetization, y c is the vector of subsampled Fourier measurements (with the same sampling trajectories across coils) for the c th receive coil, H c is the c th coil sensitivity, and C is the number of receive coils. In this case, the model (1.4)-(1.5) is the well-known CS SENSE technique for pMRI [3] , [8] . Some previous work [3] has derived a worstcase bound for this model (for noiseless measurements) which is similar to the results we prove in §IV-A.1 in this paper. These bounds, however, do not demonstrate the benefits of parallel acquisition as C increases. Fortunately, a particular consequence of our main result in §IV-B does precisely this. Thus, the results in this paper provide the first theoretical justification for the improvement in terms of scan time reduction offered by CS for pMRI.
2) Multi-View Imaging: Multi-view imaging arises when C cameras, aligned in different positions, simultaneously image a single object. Following the work of [9] and [10] , this can be viewed in terms of (1.4). In far-field multi-view imaging -with applications to satellite imaging or unmanned aerial vehicle remote sensing -the sensor profile matrices H c : R N → R N c are used to represent the geometric features of the scene, e.g. rotations, scalings, etc. In near-field multiview imaging the sensor profile matrices can be represented using the plenoptic function in order to reconstruct a threedimensional (3D) volumetric signal [9] , [11] . Likewise, superresolution imaging, wherein a detailed image is recovered from a set of low resolution images [12] - [14] , can also be understood in this framework.
3) Sparsity and Generalized Sampling Theory: The classical Shannon Sampling Theorem states that a band-limited signal f (t) can be recovered from equally-spaced samples taken at the Nyquist rate [15] . A well-known extension of this is Papoulis' generalized sampling theorem [16] , which states that a band-limited signal can be recovered from samples of C appropriate linear functionals g c (t) of f (t) taken at 1/C of the Nyquist rate (i.e. C times further apart). Our identical sampling framework gives rise to a sparse, discrete version of this theorem. Indeed, let f ∈ C N be a discrete signal and consider the linear functionals
where x = F { f }, F denotes the discrete Fourier transform (DFT) and H c are so-called system functions [16] (which can be viewed as diagonal sensor profile matrices in our setup). Now let t 1 , . . . , t m/C be sampling points chosen randomly from the C-fold downsampled grid {C + 1, 2C + 1, . . . , (n − 1)C + 1}, where N = nC (this downsampling corresponds to 1/C of the Nyquist rate in the discrete setting).
Much like Papoulis' generalized sampling, our results in §IV-B provide explicit conditions on the sensor profiles H c for which a discrete signal f with s-sparse Fourier transform x can be recovered uniquely from the m measurements 1
Note that in matrix-vector form, this is equivalent to the system (1.4) with A c =ÃH c andÃ ∈ C m/C×N being of the formÃ = P ˜ , where˜ ∈ C N/C×N is the C-fold downsampled DFT matrix and P is the projection matrix corresponding to the indices = {t 1 , . . . , t m/C }.
4) Other Applications:
A number of other applications can also be viewed within our framework: (a) In system identification, the problem of recovering the initial state of a high-dimensional dynamical system can be formulated in terms of (1.4 [18] - [20] , from the perspective of multiple access channel communication architecture [21] . In [22] and [23] a realistic system model is formulated for this problem, along the lines of (1.4). (c) In light-field imaging systems such as the Lytro [24] and Raytrix [25] plenoptic cameras provide a singleshot imaging tool for digital refocussing [24] , 3D volumetric imaging [26] - [28] , conventional high-resolution two-dimensional (2D) imaging [29] , [30] , etc. More recently, a micro lens array consisting of lenses with different focal lengths has been applied to light-field imaging to extend the plenoptic depth of field [31] , [32] . This framework has been investigated in [33] to recover the light-field, and can be understood in terms of (1.4). (d) In synthetic aperture radar imaging, one can recover a high number of non-zeros in the signal with lowsampling-rate devices [34] . This can also be formulated in a model of the form (1.4) for certain types of partitioned sensor profile matrices.
D. Relation to Previous Work
The so-called RIPless theory developed by Candès & Plan in [35] is well known in the CS literature (see §II-B for a summary). Our framework is a generalization of this work to multi-sensor systems. Note that the results of [35] become special cases of our framework corresponding to the singlesensor (C = 1) case. While our main result for distinct sampling with the sparsity model (Corollary 16) is a corollary of results in [35] , our results for identical sampling with the sparsity model (Corollaries 32 and 35), and for both distinct and identical sampling with the sparse and distributed model (Corollary 18 and Theorem 37), cannot be obtained in this way. Our proofs follow a similar route to those of [35] , albeit with some key modifications to incorporate the more complicated measurement matrices and sparsity models. The framework introduced in this paper and its analysis are also related to several earlier works [1] , [2] , [36] . Our model is more general than that of [2] (which corresponds to a particular case of distinct sampling), although we use the concept of sparsity in levels introduced therein to provide recovery guarantees (see Remark 15) . While motivated by quite different applications, the abstract model introduced in [36] and [1] turns out to be quite similar to ours (see Remark 5) . Our theoretical results improve on those of [36] and [1] in a number of ways (see Remarks 5 and 14) . Finally, note that our results are nonuniform recovery guarantees. For subgaussian random sensing, a series of uniform recovery guarantees -based on the techniques of Krahmer, Rauhut & Mendelson on suprema of chaos processes [37] -have recently been proved in [38] .
There have also been a number of other theoretical works in which different measurements are concatenated together similar to as in (1.4) . In [39] (see also references therein), block diagonal measurement matrices are considered, where each block consists of a subgaussian random matrix. Such a measurement matrix can be viewed as a special case of our framework. Unsurprisingly, the results of [39] , being specific to subgaussian measurements, are sharper than ours (which apply to a much broader class of measurement matrices -see §II-B) would be in such an instance. See [38] for further details. We note in passing some related work of Polak et al. [40] .
Finally, we remark that the model (1.4) considered in this paper is quite different to the well-known multiple measurement vector (MMV) model [13] , [41] - [45] and to so-called distributed CS [39] , [41] , [46] . Rather than recovering multiple signals (possibly with a shared support), our interest lies with the recovery of a single signal x from multi-sensor observations. Note that one may be tempted to reinterpret the parallel acquisition model as an MMV problem by defining the local signals x c = H c x, c = 1, . . . , C. Assuming these have a common sparse support, then one could apply a standard MMV solver (e.g. 2,1 -norm minimization) to recover them, followed by a least-squares fit to recover the overall signal x (this is similar to the Relax. spJS CS SENSE model for parallel MRI reconstruction considered in [3, eq. (25) ]). However, this approach results in suboptimal recovery guarantees. Since there are now C signals x 1 , . . . , x C to recover (with generally distinct coefficients), the overall measurement condition will necessarily be of the form m C·s (plus potentially additional log factors), i.e. depending linearly on the number of sensors C (we refer to [44] and [45] for relevant theoretical results on recovery guarantees for the MMV problem). Conversely, in this paper, by solving for the overall signal x directly, we are able to obtain much stronger measurement conditions of the form (1.3), i.e. independent of C. 2 
II. ABSTRACT FRAMEWORK AND MAIN RESULT
In this section we present our abstract framework and main result. This framework is quite general, and will allow us to address both the distinct and identical scenarios with a wide range of different sensing matrices.
A. Notation
Throughout, we use · p to denote the vector p-norm or its induced matrix norm (i.e., A p = sup x p =1 Ax p ). We write ·, · for the standard inner product on C N . As is conventional, we write · 0 for the 0 -norm, i.e. the number of nonzeros of a vector. The canonical basis on C N will be denoted by e 1 , . . . , e N . If ⊆ {1, . . . , N} then we use the notation P for both the orthogonal projection P ∈ C N×N with
and the matrix P ∈ C | |×N with
The precise meaning will be clear from the context. Distinct from the index i , we denote the imaginary unit by i. In addition, we use the notation A B or A B to mean there exists a constant c > 0 independent of all relevant parameters (in particular, the number of sensors C) such that A ≤ cB or A ≥ cB respectively.
B. Background
In order to elucidate our framework, we first recall the RIPless CS setup introduced in [35] for the case of singlesensor measurements. Let {e i } m i=1 be the canonical basis of C m and F be a distribution of vectors in C N . It is assumed that F is isotropic in the following sense:
where E denotes expectation. The sensing matrix A is now constructed by drawing m vectors i.i.d. from F and setting
Note that this setup is quite general and includes many types of measurement matrices found in CS literature. These include subgaussian random matrices (see, for example, [35] , [47] , [48] ), bounded orthonormal systems [48] , [49] , subsampled isometries [2] , [35] , [48] , [50] , and certain types of random convolutions [51] , 3 for example.
A key quantity defined in [35] is the coherence of F. This is the smallest number such that
almost surely. The main results proved in [35] establishes that an s-sparse vector x can be recovered from the measurements y = Ax using roughly m ≈ s · μ(F) measurements, up to log factors. We remark in passing that this is an example of a nonuniform recovery guarantee: a single random draw of A guarantees recovery of a fixed s-sparse vector x. In contrast, so-called uniform recovery guarantees ensure recovery of all s-sparse vectors from a single draw of A. See [48] for a discussion. In this paper we will only consider nonuniform recovery guarantees.
C. Sensing Matrices and Sparsity Models
As mentioned in §I-B, it will be necessary in this paper to work with signal models that go beyond standard sparsity. In this section we introduce these models and discuss why they arise naturally in parallel acquisition problems. First we recall the definition of sparsity:
Definition 1 (Sparsity): A vector z ∈ C N is s-sparse for some 1 ≤ s ≤ N if z 0 ≤ s. We write s for the set of s-sparse vectors and, for an arbitrary x ∈ C N , write
for the error of the best 1 -norm approximation of x by an s-sparse vector.
As discussed above, in single-sensor CS the recovery of a sparse vector x from measurements y = Ax + e can be achieved using m ≈ s measurements, up to log factors, for suitable matrices A; for example, those arising from sampling incoherent distributions (see §II-B).
In parallel acquisition with distinct sampling, it is perfectly possible to construct multi-sensor measurement matrices of the form (1.4) for which m ≈ s is achievable. Indeed, we merely take each A c ∈ C m c ×N to be a subgaussian random matrix. As we shall see later, however, many other (and nontrivial) choices of the A c 's will give the same optimal guarantees.
Conversely, it is also straightforward to see that in the multisensor setting our goal of recovering x from m ≈ s measurements may well not be achievable for certain matrices A c . For a trivial example, suppose that each A c is a block matrix such that the overall matrix A in (1.4) is block diagonal On the other hand, suppose that the vector x was constrained so that not too many of its nonzero could lie in each of the subsets {(c−1)N/C +1, . . . , cN/C}. Then we can reasonably expect an optimal recovery guarantee. This observation leads us to consider a more refined signal model than sparsity, first introduced in [2] , and referred to as sparsity in levels:
Definition 2 (Sparsity in Levels):
We denote the set of such vectors as S,I and, for an arbitrary x ∈ C N , write
for the error of the best 1 -norm approximation of x by an (S, I)-sparse vector.
Based on the notion of sparsity in levels, we shall also define the following:
Definition 3 Note that our interest lies with the case where λ is independent of C; that is, when none of the local sparsities s c greatly exceeds the average s/C. In the simple setting of (2.3), choosing I c = {(c − 1)N/C + 1, . . . , cN/C} we see that optimal recovery is possible for sparse and distributed vectors, provided m c ≈ λs/C for each c, i.e. m ≈ λs. Later in the paper, we will identify large classes of multi-sensor measurement matrices (not necessarily block diagonal) which can recover sparse and distributed vectors using such nearoptimal numbers of measurements, but for which recovery of all sparse vectors necessarily requires a suboptimal number of measurements.
Remark 4 (Clustered Sparse Vectors):
It is customary to consider partitions I where each set I c is of the form { p, p + 1, . . . , q} for integers p and q. Yet there is no reason for this to be the case. An interesting example is when
It is vectors x that are clustered that turn out to be sparse and distributed with respect to this partition. For example, suppose that
for some i ∈ {1, . . . , N} and λ ≥ 1. That is, the support is clustered in a band of width λs. Then s c ≤ λs/C for all c, meaning that x is sparse and λ-equidistributed with respect to this model.
Beside parallel acquisition, the sparsity in levels model has recently found use in a number of different applications. These include MRI [2] , compressive imaging [54] , [55] , radar [56] and detection of clustered signals in WSNs (see Remark 4) . In general, any application where the sparse signals of interest tend to have specific distributions across their support falls within the remit of this model. A particular case, introduced in [57] and developed further in [55] , [58] , and [59] , is sparse vectors of wavelet coefficients, where the levels correspond to the wavelet scales.
D. Abstract Framework
We now introduce our abstract framework. 1) General Setup: For some D ∈ N, let F be a distribution on the space of N × D complex matrices. We shall assume that F is isotropic in the sense that
be the canonical basis of C p and let B 1 , . . . , B p be a sequence of i.i.d. random matrices drawn from F. Then we define the sampling matrix A by
where ⊗ denotes the Kronecker product. Note that the setup of §II-B corresponds to the case D = 1.
Remark 5:
This framework is similar to that introduced by Boyer et al. [36] and Bigot et al. [1] . In [36] the same sampling framework is considered, but only within the sparsity signal model. Later, in [1] the authors consider sampling blocks of rows of an isometry, which is slightly less general than the framework considered in [36] and this paper. 4 However, in a similar manner to our main result (Theorem 12), [1] also gives recovery guarantees that are local to the signal support (see Remark 14) . Note that [36] and [1] are primarily motivated by the problem of practical sampling in MRI, in which isolated k-space measurements cannot be acquired, but blocks of measurements along smooth contours can be. This is an important problem, albeit quite different to the parallel acquisition problem we consider in this paper. We refer also to [60] , [61] , and [62] for further details.
Before we present our main recovery guarantee result for measurements of the form (2.5), we first explain why this model suffices for both sensing scenarios considered in this paper.
2 P Jc U with probability π c .
we define the new distribution F on C N so that, when conditioned on the event {X = c}, F = F c . In other words, if a ∈ C N denotes an arbitrary row of A, then a arises from the distribution F c with probability m c /m. After permuting the rows of the matrix A defined in (2.5), we may write
where A c ∈ C q c ×N contains the rows of A drawn from the distribution F c and q c is the number of such rows. Note that q c is a random variable which is equal to m c in expectation.
In other words, although the number of measurements taken in each sensor is random, it is roughly equal to m c .
Remark 6:
In practice, one may prefer a setup where exactly m c measurements are taken in the c th sensor. It is straightforward to modify our proofs to use this model instead. The recovery guarantees will be unchanged, except possibly in the log factor. We opt for the setup above for simplicity, since it means that the both the distinct and identical sampling cases can be viewed as special cases of the framework introduced in §II-D.1.
Remark 7: This distinct sampling setup can be viewed as a generalization of that of [2] . Indeed, in [2] Note that the framework of [2] is particularly relevant to compressive imaging problems, wherein the matrix U corresponds to the cross-Grammian of the discrete Fourier and wavelet transforms. This model arises in numerous applications, not only in MRI, and the results proved in [2] demonstrate how to optimally subsample Fourier space in the case of structured wavelet sparsity. We refer also to [54] , [55] , [59] for further details.
3) Identical Sampling: Identical sampling corresponds to an instance of the framework introduced in §II-D.1 with M = C and p = m/C. Recall in identical sampling that A is formed by concatenating matrices A c =ÃH c , whereÃ ∈ C m/C×R is a random matrix, and H c ∈ C R×N are fixed, deterministic matrices. Following §II-B let G be a distribution on C R , isotropic in the sense of (2.1), so thatÃ is given bỹ
We now define the distribution F on the space of R × C matrices so that B ∼ F if
where a ∼ G. After possible row permutations we see that (2.5) is equivalent to (1.4) with this choice of F. Note that we require F to be isotropic in the sense of (2.4), which in this case is equivalent to the condition
Remark 8: Actually, to ensure that F is isotropic, we do not require G itself to be isotropic. Rather we require only C c=1 H * c E(aa * )H c = I , where a ∼ G. However, there is little loss in generality in assuming that G is isotropic and (2.7) holds.
Remark 9: For the remainder of this paper we shall mainly consider the signal x as sparse in the canonical basis. However, a sparsifying transform can easily be incorporated into our abstract framework. If x are the sparse coefficients of a signal in an orthonormal sparsifying transform ∈ C N×N , then this just corresponds to replacing the distribution F byF, wherẽ B ∼F ifB = * B. Note that this does not affect the isotropy condition (2.4), since is orthonormal. The main difficulty comes when estimating the various coherences (defined in the next section) so as to provide concrete bounds for specific families of sensor profile matrices. It is well-known that (standard) coherence is not invariant under orthonormal transforms, meaning that a separate estimation would be required for each choice of . It is work in progress to estimate these coherences for problems of interest such as Fourier sampling with wavelet sparsity. On the other hand, we note that in the special case of sensing subgaussian random vectors, it is possible to provide recovery guarantees for general sparsifying transforms with explicit conditions (albeit using different theoretical tools to those employed in this paper). See [38] .
E. Coherence Definitions
Much as in the standard compressed sensing setup, we require a notion of coherence. Due primarily to the issues raises in §II-C, in our setting we need to consider a number of more refined notions than simply the global coherence μ(F). This notion of coherence is convenient in that it allows us to state our main results without defining a particular signal model, whether it be sparsity or sparsity in levels. When considering the latter, however, we will also need the following notion of a local coherence. (2.4) and suppose that 0 < < 1, η ≥ 0 and ⊆ {1, . . . , N} with s = | | ≥ 2. Let x ∈ C N and draw A ∈ C m×N according to (2.5) , where m = p D. Then for any minimizerx of
where y = Ax + e with e 2 ≤ η, we have
)
where
9) The proof of this theorem is given in Appendix. Remark 13: Note that the log factor L satisfies the trivial bound L log(s)·log(N/ ). Moreover, since log(s) ≤ log(N) and
we also have the bound L log(N) · log(s/ ). Remark 14: Theorem 12 is quite similar to the main result of [1] , although with several improvements. First, the model proposed in §II-D.1 is somewhat more general (see Remark 5) . Second, the log factor in [1] is log(s) · log(N/ ), which is an upper bound for L (see Remark 13) . Third, Theorem 12 also provides stability and robustness estimates via (2.8), whereas only exact recovery of sparse vectors was established in [1] . 5 Note that both Theorem 12 and the main result in [1] are local to the signal support ; as discussed in §II-C, this is crucial in parallel acquisition. Besides also [64] , which treats a different sampling model, we are aware of no other results in compressed sensing which give recovery guarantees local to the signal support in this way.
Remark 15: Theorem 12 is a generalization of the main result proved in [2] (see Remark 7) . It also improves this result in several ways. First, in [2] the corresponding log factor is log(s/ ) · log(N), which is asymptotically larger than L (see Remark 13) . Second, the error bound in [2] is somewhat worse in the noise term than (2.8). It is also informative to compare L to the log factors in several earlier works. In [65, Th. 1.3, §I-D], the log factor is given as C −1 M · log(N) for a failure probability of
, the log factor is (1+β) log(N) for a failure probability of 1−6/N −6 exp(−β) for β > 0, which, after equating terms, results in a log factor of log 2 (N) with failure probability = 12/N. Setting = N −ζ for some ζ > 0 gives L (ζ + 1) log(N), which is smaller than that of [35] by a factor of log(N) and equivalent to that of [65] .
Finally, we note that one downside of the additional flexibility that is gained by not specifying a signal model (e.g. sparsity or sparsity in levels). This is an additional factor of √ s in the error bound of Theorem 12 over corresponding uniform recovery bounds obtained via Restricted Isometry Property (RIP)-based analysis (which specifies the signal model) [38] , [48] . We refer to §VI for further discussion on this topic.
III. DISTINCT SAMPLING
In this section, we focus on the case of distinct sampling.
A. Main Results for Distinct Sampling Corollary 16 (Distinct Sampling With Sparsity Model):
Consider the distribution F defined in §II-D.2 and suppose that x ∈ C N , 0 < < 1 and N ≥ s ≥ 2. Draw A ∈ C m×N according to (2.5) and let y = Ax + e with e 2 ≤ η. Then for any minimizerx of
with probability at least 1 − , provided 
To complete the proof, we now let be the index set of the largest s entries of x in absolute value, so that
This result is general, yet quite useful for many practical CS applications. In essence, it shows that if C different sensing mechanisms are combined together then the number of measurements required per sensor decreases linearly in C as C increases, provided each sensor is itself good for CS -that is, provided each sensor has low coherence (μ(F c ) ≈ 1) -and the combined sensors are jointly isotropic.
We now consider the sparsity in levels model. 
where the expectation is taken over a c ∼ F c . This definition -originally introduced in [2] -is a technical construct which arises in the sparsity in levels model. In essence it measures how localized the c th sensor can be. As discussed in [2] , in the worst (i.e. non-localized) case it can scale with the total sparsity s = s 1 + . . . + s C . Conversely, when the sensors are completely localized, i.e. supp(a c ) = I c for a c ∼ F c , S c is proportional to only s c . We refer to [2] for a more detailed discussion. 
where the last inequality follows from Definition 11. Therefore
where the last inequality follows from Definitions in 11 and 17, and the fact that
To complete the proof, we now let c be the index set of the largest s c entries of x restricted to I c for c = 1, . . . , C, so that
Importantly, the bound (3.2) depends on local sparsities and coherences, rather than the global quantities s and max c μ(F c ) appearing in (3.1). In particular, the first term expresses that the components of the sensing vectors of the c th sensor corresponding to the interval I d should be reasonably small in relation to the local sparsity s d . Whereas the second term expresses that the c th components of the sensing vectors of the d th sensor should not be too large in relation to the relative sparsity S d . Later, in Corollary 20, we will use these expression to obtain explicit bounds for diagonal sensor profiles {H c }.
B. The Case of Diagonal Sensor Profile Matrices
We now consider the case where
and the H c ∈ C N×N are diagonal sensor profile matrices. We assume the matricesÃ 1 , . . . ,Ã C are drawn independently from (possibly different) isotropic distributions G c on C N , and for simplicity we shall assume that m c = m/C, for c = 1, . . . , C (see Remark 21) . We shall assume these distributions are incoherent and use the notation 
which is referred to as the joint isometry condition for the distinct sampling scenario. 
where μ G is as in (3.4) and L is as in (2.9 and
where μ G is as in (3.4) and L is as in (2.9) . Proof: Using Corollary 18, it suffices to estimate the local coherences μ d (F c ) and the relative sparsities S c . Note
Hence we obtain
It follows that
Therefore, we have
due to (3.7). Therefore (3.8) implies (3.2), and hence the result follows from Corollary 18.
The condition (3.7) is mainly added for convenience. Note that it is satisfied in all examples given later. As seen in the above proof, it could in fact be removed by replacing (3.7)-(3.8) with the single condition
We remark in passing that in recent work [66 
As we expect (recall §II-C) the recovery guarantee scales linearly with C due to the properties of the sensor profile matrices. Note that the matrix A in this case is block diagonal, i.e. of the same form as (2.3). Now consider sparsity in levels signal model based on the partition I with local sparsities S = (s 1 , . . . , s C ). Note that H c P I d ∞ = √ Cδ cd . Hence (3.7) holds and therefore (3.8) gives
In particular, if x is sparse and λ-equidistributed (see Definition 3), exact recovery of x requires m μ G ·λ·s · L measurements. Thus we obtain an optimal recovery guarantee in the case.
Example 23 (Almost Identical Sensor Profiles):
Suppose that H c = λ c H for some diagonal H ∈ C N×N with H * H = I and λ c ∈ C satisfying 
and observe that
and therefore (3.5) holds. Note that
Therefore for the sparsity model, the recovery guarantee (3.6) reduces to
where 
is referred to as the coherence of the matrix V . 6 If V is incoherent, i.e. μ(V ) C −1 , we obtain an optimal recovery guarantee. We note in passing that although V need not be an isometry (it only is required to have normalized columns), its coherence μ(V ) still satisfies the usual bound C
These conditions do not require V to be incoherent. Clearly when V = I we get the same conditions as in Example 22 for sparse and distributed vectors. However, a more interesting instance of this setup occurs when V is a circulant matrix with filter vector w = (w 0 , . . . ,
Note that w 2 = 1 due to the 2 -normalization of the columns of V . In this case, the above conditions are equivalent to
In particular, if x is sparse and λ-equidistributed, i.e.
Note that V does not need to be incoherent for the condition 1 w ∞ w 1 to hold. A trivial example if the case w = (1, 0, . . . , 0) (which corresponds to the nonoverlapping sensor profile mentioned above). A more interesting example is a simple banded interaction model w = (1/ √ 2, 1/2, 0, . . . , 0, 1/2), which corresponds to a sensor profile model where each sensor interacts with its two nearest neighbours but no others.
C. The Case of Circulant Sensor Profile Matrices
We now consider the case where 
.,C μ(G c ).
Note that the joint isotropic property (2.6) is now equivalent to C −1 C c=1 H * c H c = I , which is referred to as the joint isometry condition for identical sampling scenario. Let A ∈ C m×N be as in (3.9) , where the matrices 
1) Bounds Based on the Filter
we have
with probability at least 1 − , provided
where h c ∈ C N is a filter vector of the circulant matrix H c for c = 1, . . . , C, μ G is as in (3.4) , and L is as in (2.9) .
Proof:
We shall apply Corollary 16. We have 
where L is as in (2.9) and σ (G c ) is the smallest constant such that
Since H c = * c and is unitary, the condition C −1 H * c H c = I is equivalent to (3.12) . Let a c ∼ G c . Then
We now apply Corollary 16.
At the expense of the additional terms σ (G c ) -which measures the 1 -norm of the Fourier transforms of the sampling vectorsã c -this result gives a simpler estimate (3.13) for circulant sensor profile matrices in terms of their eigenvalues than (3.11) which is based on their filter vectors. As the following example shows, it is straightforward to devise nontrivial instances where (3.13) yields an optimal recovery guarantee: depends on the sampling distributions G 1 , . . . , G C and it is straightforward to come up with instances where it holds. For example, suppose that each distribution G c samples uniformly from the columns of √ N * (the factor √ N ensures that G c is isotropic). In other words,ã c = √ N * e n , where n is drawn uniformly at random from {1, . . . , N}. Then N −1 ã c 2 1 = e n 1 = 1. Hence σ (G c ) = 1, yielding an optimal recovery guarantee.
IV. IDENTICAL SAMPLING As one might expect, our results for the identical sampling case are rather weaker than those for the distinct sampling case, and more sensitive to the choice of sensor profile matrices H c . We first present several worst-case guarantees which show that the required number of measurements for the sparsity model is a most linear in C. Next, for the sparse and distributed model we construct a large family of nontrivial (diagonal) sensor profile matrices for which optimal recovery guarantees are possible.
A. Worst-Case Bounds
We first provide a general worst-case bound for arbitrary (not necessarily diagonal or circulant) sensor profile matrices. Recall that the sensor profile matrices H c ∈ C N×N must satisfy (2.7), i.e. 
Let F be defined as in §II-D.3 and draw A according to (2.5).
If y = Ax + e with e 2 ≤ η, then for any minimizerx of
with probability at least 1 − , provided 3) where μ (G, H 1 , . .
. , H C ) is as in (4.1) and L is as in (2.9).
Proof:
. . , N} is the set of the largest s entries of x in absolute value, then
and therefore 1 (F, ) ≤ sμ(G, H 1 , . . . , H C ) . Also, if z ∈ C N , z ∞ = 1 then 
4) where μ(G) is as in (2.2) and L is as in (2.9). Proof:
By Corollary 31 it suffices to show that μ (G, H 1 , . . . , H C ) 
where in the last step we used (2.7).
Notice that this worst-case bound is sharp: Example 33 (Repeated Sensor Profiles): Suppose that H c = 1/ √ C H for some diagonal H ∈ C N×N with H * H = I . Then each sensor receives exactly the same information. Hence there is no possibility of recovering an arbitrary s-sparse vector using fewer than m ≈ s measurements per sensor, i.e. m ≈ Cs in total.
Similarly, for nonoverlapping sensor profiles: Example 34 (Nonoverlapping Sensor Profiles): Consider the case of nonoverlapping sensor profile matrices, i.e. H c = P I c , where the sets I = {I 1 , . . . , I C } give a partition of {1, . . . , N}. Then the problem of recovering x decouples into C problems of recovering the vectors P I c x. Thus, if sparsity is the assumed model, one requires m ≈ Cs in general, since it is possible to construct an s-sparse x such that P I c x 0 = s for some c.
Note that these sensor profile matrices do yield optimal recovery guarantees for sparse and distributed vectors, as we demonstrate in §IV-B.
2) Circulant Sensor Profile Matrices: We now suppose the sensor profile matrices H 1 , . . . , H C are circulant with filter vectors h 1 , . . . , h C . 
Corollary 35 (Identical Sampling With Sparsity Model and Circulant Profile Matrices): Let x
This is clearly sharp within the setting of Corollary 35, since one could set all the H c s to be equal.
Remark 36: Unlike the case of diagonal sensor profile matrices (see §IV-B), it is impossible to find circulant sensor profile matrices that lead to optimal recovery guarantees in the case of identical sampling without further assumptions on not only the sensor profiles H c but also the sampling matrixÃ. To see why, suppose that the matrixÃ corresponds to a subsampled DFT matrix, i.e.Ã = √ N P , where ∈ C N×N is the unitary DFT matrix. As in §III-C.2, write H c = * c , where c is the diagonal matrix of eigenvalues of H c . Then the measurements in the c th sensor are y c =ÃH c x = √ N P c x = √ N c P x. Hence, up to multiplication by the diagonal matrix c , each sensor receives exactly the same measurements. Note that this choice ofÃ is optimal for single-sensor CS, yet it is clearly suboptimal in this particular multi-sensor setting. Conversely, in §V we will see numerically that sampling with a Gaussian random matrix yields optimal recovery (this empirical observation has recently been confirmed by the theoretical results of [38] ).
B. Bounds for Piecewise Constant Diagonal Sensor Profile Matrices
We now construct a large class of sensor profile matrices for which optimal recovery guarantees are possible in the identical sampling case. This is similar to the setup introduced earlier in Example 25. To this end, let I = {I 1 , . . . , I C } be a partition of {1, . . . , N} and suppose that V = {V c,d } C c,d=1 ∈ C C×C is an isometry, i.e. V * V = I . Define the sensor profile matrices 
with at least probability 1 − , provided
where μ(G) is as in (2.2) and L is as in (2.9) . Proof: We shall use Theorem 12. For c = 1, . . . , C, let c be the index set of the largest s c entries of x in absolute value restricted to I c . Let z ∈ C N with z ∞ = 1. This result shows that under the sparse and λ-equidistributed model (see Definition 3) we get optimal recovery guarantees for identical sampling, i.e. m μ(G) · λ · s · L, provided the sensor profiles are chosen as in (4.6).
Remark 38: Within this piecewise constant model it is impossible to get optimal recovery guarantees for sparse vectors. Indeed, suppose that x is s-sparse with supp(x) ⊆ I 1 . Then the measurements for the c th sensor are y c =ÃH c x = V c1Ã x, i.e. each sensor obtains the same measurements up to the constant V c1 . Therefore we require ≈ s measurements per sensor, and ≈ Cs in total. Note that this is in stark contrast to the case of distinct sampling, wherein optimal recovery guarantees for the sparsity model are possible provided V is incoherent (see Example 25) . for c = 1, . . . , C. Since this is an example of the above setup, one can obtain an optimal recovery guarantee by choosing H c as in (4.6). Interestingly, and unlike the case where the index sets I c are blocks of integers, we can find smooth sensor profile matrices in this case. An example of this is the following:
Note that is particular case of the above setup with V ∈ C C×C being the DFT matrix, i.e.
Hence H c can be written in the form (4.6).
Finally, we note that in a recent work [66, Corollary 3.6] a simpler bound for identical sampling with diagonal sensor profiles has been introduced. This gives a bound which is both computable, and can be used to avoid the linear dependence on C in the measurement bound of Corollary 32 by using the sparsity in levels signal model.
V. NUMERICAL EXPERIMENTS
In this section, we present empirical validation of our results using the phase transition setup (see [67] and references therein). The first numerical experiments consider Fourier sensing with complex diagonal sensor profile matrices. As discussed in §I-C.1, identical sensing across sensors corresponds to a one-dimensional (1D) example of the pMRI system model with ideal sensor profiles; that is, satisfying the joint isometry condition 
A. Simulation Setup
The overall simulation setup is as follows. For an s-sparse signal x ∈ C 128 , the positions of s non-zero elements are chosen uniformly at random without replacement, and the non-zero elements chosen randomly and uniformly distributed on the unit circle. For the phase transition graph of resolution 49 × 49, the horizontal and vertical axes are defined by δ = m/C N ∈ (0, 1) and κ = s/N ∈ (0, 1) respectively. The empirical success fraction is calculated as [66] and [70] .
#{successes}/#{trials} with 20 trials, where success corresponds to a relative recovery error x −x 2 / x 2 < tol for tol = 0.001. Throughout, we use CVX with the SDPT3 or MOSEK solver [68] , [69] .
For Fourier sensing, m/C rows of the DFT matrix were drawn uniformly at random without replacement and, for distinct sampling, these rows were drawn independently across sensors. The diagonal sensor profile matrices were generated using a truncated cosine function multiplied with phase vector {(c − 1)2π/C + 2π/NC, . . . , c2π/C}; see Fig. 2 . 7 For Gaussian sensing, the measurement matrices were constructed with i.i.d. unit Gaussian entries, and for distinct sampling, C such matrices were constructed independently of each other. The circulant sensor profile matrices were generated as H c = * c , where is a unitary DFT matrix. The eigenvalues c were drawn independently and randomly from the unit circle, so that * c c = I [51] . Fig. 3 gives phase transitions for Fourier sensing with diagonal sensor profile matrices. For both the distinct and identical sampling scenarios, the empirical probability of successful recovery increases as the number of sensors C increases. Moreover the rate of increase is roughly linear in C. In the case of distinct sampling, this confirms the 7 We have chosen this banded sensor profile setup because it is more practical than the case of piecewise constant sensor profiles analyzed in the paper, particularly for pMRI with small number of receive coils (e.g., C ≤ 4). result proved in Corollary 19. Interestingly, even though the sensor profile matrices are not piecewise constant (as is required in Theorem 37), the phase transition curves for identical sampling show a similar increase. The transition line is somewhat more blurred, which may be as a result of the sensor profiles being not piecewise constant or the fact that randomly drawn sparse signals are only sparse and distributed in a probabilistic sense. These results suggest that optimal recovery (i.e. linear decrease with C) is possible for identical sampling under broader conditions than those proved in this paper.
B. Results and Discussion
1) Fourier Sensing With Diagonal Sensor Profile Matrices:
2) Gaussian Sensing With Circulant Sensor Profile Matrices:
For both the distinct and identical sampling scenarios with Gaussian sensing and circulant sensor profile matrices, the empirical probability of successful recovery increases as C increases. For distinct sampling, this confirms the result proved in Corollary 29, i.e. the number of measurements decreases linearly in C as C increases. As is to be expected, the transition curves are slightly better than for Fourier sensing (see Fig. 3) .
Interestingly, the phase transition curves for identical sampling are very similar to those for distinct sampling. In particular, there is none of the blurring witnessed in Fourier sensing (Fig. 3) . To highlight this, in Fig. 4 we also display the AvgP values for each phase transition. Note that our theoretical result for identical sampling with circulant sensor profiles (Corollary 35) does not explain this result. Future work we will seek to theoretically understand the significantly better empirical recovery performance observed here. [38] . The notation AvgP δ<c denotes the averaged probability of successful recovery for δ below c ∈ (0, 1).
VI. CONCLUSIONS AND CHALLENGES
In this paper we have presented a framework for parallel acquisition with CS. Multi-sensor systems arise in a variety of applications for a number of different reasons, including cost, scan time or power consumption reduction, or resolution enhancement. Our main theoretical results quantify this improvement by giving nonuniform recovery guarantees for which the number of measurements required per sensor decreases linearly with the total number of sensors C, or equivalently, the total number of measurements m is independent of C. See Corollaries 16 and 18 for distinct sampling, and Theorem 37 for identical sampling. For the specific case of diagonal or circulant sensor profile matrices, our results give sufficient conditions for such optimal guarantees, both in the case of distinct or identical sampling. Such results are in agreement with the numerical experiments performed in §V. In general, arguing which of the two sampling scenarios is better is not straightforward. On the one hand, this is often dictated by the application; pMRI dictates identical sampling, for example, whereas distinct sampling may be possible in multi-view imaging. Overall, our optimal recovery guarantees hold under weaker conditions for distinct sampling than for identical sampling. Hence, given the choice, we generally recommend that over identical sampling. However, our numerical experiments in §V and more recent computable bounds in [66] and [70] suggest that identical sampling may succeed under weaker conditions than those of our current results, especially for sparse and distributed vectors.
There are a number of avenues for future work. First, in this paper we have not considered the use of sparsifying transforms, such as wavelets, discrete cosine transforms or total variation. Such transforms arise frequently in applications and often require more sophisticated CS analysis, due to issues such as varying coherence [2] and the lack of invariance of coherence to unitary transforms (see Remark 9) . For some work in this direction on subgaussian sensing matrices and arbitrary unitary sparsifying transforms, see [38] (see also [39] for the particular case of block-diagonal subgaussian sensing matrices).
There are also number of extensions to the current theory that should also be explored. First, in a manner typical of nonuniform guarantees, our error estimates are worse by a factor of √ s than those stemming from uniform guarantees; see, for example, [48] . In [35] this is avoided by using the so-called weak RIP. It is work in progress to extend the weak RIP to the multi-sensor setting and to the sparsity in levels model. Second, we have only considered a discrete setup, where the signal to recover is a vector in C N . Yet many physical sensing systems are continuous in nature, and thus require infinitedimensional CS techniques. For work in this direction in the single-sensor case, see [2] , [50] , [71] , [72] . Third, our requirement that the sensor profiles satisfy C −1 C c=1 H * c H c = I (for distinct sampling) or C c=1 H * c H c = I (for independent sampling) is quite stringent. Future work will explore the weakening of this condition, similar to [38] . Fourth, in some applications it is possible to construct sensor profile matrices which are in some sense random. We expect these will lead to better recovery guarantees, especially for the identical sampling case. This is a question for future investigations.
On the algorithmic side, it is not always the case that the sensor profile matrices H c are exactly known in advance. Joint estimation of the signal x and the H c is a topic for future work. See [7] , [73] , and [8] for related work in this direction, as well as [3] and [8] for the case of pMRI. This aside, we expect further improvements can be made in the recovery algorithm. In the context of pMRI in [3] the standard 1 functional was replaced by a joint-sparsity promoting functional, reminiscent of ideas in distributed CS. We expect a similar approach to be possible in the more general setting of this paper.
APPENDIX PROOF OF THEOREM 12
The proof of Theorem 12 follows similar lines to existing nonuniform recovery results (see [35] , [50] ). We first show that recovery is guaranteed by the existence of a so-called dual certificate (Lemma 40), and then use a variant of the golfing scheme of Gross [74] to find a suitable dual certificate.
A. Dual Certificate
For a vector x ∈ C N , we now write sign(x) ∈ C N for its complex sign. The following is a well-known result (see, for example, [48, Th. 4 
.33]):
Lemma 40: Let A ∈ C m×N , where m ≤ N, and ⊆ {1, . . . , N}. Suppose that
and that there exists a vector ρ = A * ξ ∈ C N for some ξ ∈ C m such that Then the estimate
holds for constants C 1 and C 2 depending on α, β, γ and θ only.
We refer to such a ρ as a dual certificate.
B. Technical Lemmas
For the construction of an appropriate dual certificate, we require a series of technical lemmas: 
) is as in Definition 10
This result is in fact true under the somewhat weaker condition where 1 (F, ) is replaced by 1 (F, ) being the smallest constant such that
Proof: Observe that
The matrices X i are independent, and by (2.4), satisfy 
Observe that
Hence we may take 
with probability at least 1 − , provided , and therefore we may take σ 2 = m 2 (F, ). In the standard way, we now separate the X i into real and imaginary parts and use the fact that the real and imaginary parts satisfy the same bounds as X i . Hence Bernstein's inequality gives P e j , (P A * A P − P )z ≥ δ (A.4)
Im X i ≥ δ/ √ 2 ≤ 4 exp − p 2 δ 2 /4 σ 2 + pK δ/3 (A.5)
We apply (A.4) and the union bound over all j ∈ to give
The result now follows immediately. where X i = P B i B * i e j . Note that the X i 's are independent copies of the random vector X = P B B * e j . Also, since j / ∈ , we have EX = 0. Observe that Hence, after an application of the union bound, we deduce that
, provided (A.7). Therefore P max j / ∈ { P A * Ae j 2 } ≥ δ ≤ provided (A.7) holds and p ≥ 1 (F, ) · 8δ −2 + 28δ −1 /3 · log(N/ ).
Clearly both this bound and (A. 
where X i = e * j (B i B * i − I )P z. As in Lemma 42, note that |X i | ≤ 2 1 (F, ), 8 We restate this result here for convenience. Let X 1 , . . . , X p be independent copies of a random vector X on C n that satisfies E(X) = 0. Suppose that X 2 ≤ K for some K > 0. Let The result now follows.
C. Dual Certificate Construction
Our construction is based on the golfing scheme [74] , with a number of key modifications following ideas from [2] . Recall that we assume s ≥ 2 throughout. In particular, log(s) > 0.
1) Setup:
For L ∈ N, let p 1 , . . . , p L ∈ N be such that p = p 1 + . . . + p L and define the matrices
We construct the dual certificate iteratively as follows. Let ρ (0) = 0 and
for l = 1, . . . , L and some L ≥ 1 that will be defined later. The dual certificate is then defined as ρ = ρ (L) . For ease of notation, we also set
We now introduce the following events: 
Note that the events A l and B l are different to those used in the original golfing scheme [74] (see also [35] ), and are based on a setup introduced in [2] . A consequence of this is the slightly worse log factor (2.9) than that of [35] . But this approach allows us to deal successfully with the more complicated measurement model considered in this paper. Unlike [2] , however, our iterative updates of v (l) are simpler and follow the first approach used in [35] . In the setup of this paper -in particular, the slightly different model used for drawing the samples than that of [2] ; see Remarks 6 and 7 -we have found the more sophisticated construction employed in [2] does not lead to a better recovery guarantee. Our aim is to choose the quantities L, a 1 , . . . , a L ,  b 1 , . . . , b L and p 1 , . . . , p L so that conditions (i)-(v) of Lemma 40 are fulfilled for the parameter choices α = 1/4, β = 1, γ = 1/4, θ = 1/2.
We choose these quantities as follows. Set L = 2 + log 2 ( √ s) ≥ 3, (A.9)
, a l = 1/2, l = 3, . . . , L, (A.10) 11) where s = | |, and
p, l = 3, . . . , L.
2) Event E Implies Conditions (i)-(v):
Suppose that event E occurs. Immediately, events C and D give that conditions Hence setting l = L in (A.13) and noticing that
Thus condition (iii) holds with γ = 1/4 as required. Now consider condition (iv). Observe that
Therefore by definition of v (l) and (A.13),
where we use the convention that l−1 j =1 a j = 1 when l = 1. Hence
Substituting the values of a l and b l into the right-hand side of (A.16) and using (A.14) gives
