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FURTHER SUMMATION FORMULAS FOR THE KAMPE´ DE
FE´RIET FUNCTION
JUNESANG CHOI
∗
AND ARJUN K. RATHIE
Abstract. The aim of this research is to provide thirty-two interesting summation
formulas for the Kampe´ de Fe´riet function in general forms, which are given in sixteen
theorems. The results are established with the help of the identities in Liu and Wang
[30] and generalizations of Kummer’s summation theorem, Gauss’ second summation
theorem and Bailey’s summation theorem obtained earlier by Rakha and Rathie [35].
Some special cases and relevant connections of the results presented here with those
involving certain known identities are also indicated.
1. Introduction and Preliminaries
The natural generalization of the Gauss’s hypergeometric function 2F1 is called the
generalized hypergeometric series pFq (p, q ∈ N0) defined by (see, e.g., [2], [33, p. 73] and
[44, pp. 71-75]):
pFq
[
α1, . . . , αp;
β1, . . . , βq;
z
]
=
∞∑
n=0
(α1)n · · · (αp)n
(β1)n · · · (βq)n
zn
n!
= pFq(α1, . . . , αp; β1, . . . , βq; z),
(1.1)
where (λ)n is the Pochhammer symbol defined (for λ ∈ C) by (see [44, p. 2 and p. 5]):
(λ)n : =
Γ(λ+ n)
Γ(λ)
(λ ∈ C \ Z−0 )
=
{
1 (n = 0)
λ(λ+ 1) . . . (λ+ n− 1) (n ∈ N)
(1.2)
and Γ(λ) is the familiar Gamma function. Here an empty product is interpreted as 1,
and we assume (for simplicity) that the variable z, the numerator parameters α1, . . . ,
αp, and the denominator parameters β1, . . . , βq take on complex values, provided that
no zeros appear in the denominator of (1.1), that is,
(βj ∈ C \ Z
−
0 ; j = 1, . . . , q). (1.3)
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Here and in the following, let C, Z and N be the sets of complex numbers, integers and
positive integers, respectively, and let
N0 := N ∪ {0} and Z
−
0 := Z \N.
For more details of pFq including its convergence, its various special and limiting cases,
and its further diverse generalizations, one may be referred, for example, to [2, 17, 18,
33, 42, 44, 46, 47].
It is worthy of note that whenever the generalized hypergeometirc function pFq (in-
cluding 2F1) with its specified argument (for example, unit argument or
1
2
argument)
can be summed to be expressed in terms of the Gamma functions, the result may be
very important from both theoretical and applicable points of view. Here, the classical
summation theorems for the generalized hypergeometric series such as those of Gauss
and Gauss second, Kummer, and Bailey for the series 2F1; Watson’s, Dixon’s, Whip-
ple’s and Saalschu¨tz’s summation theorems for the series 3F2 and others play important
roles in theory and application. During 1992-1996, in a series of works, Lavoie et al.
[27, 28, 29] have generalized the above mentioned classical summation theorems for 3F2
of Watson, Dixon, and Whipple and presented a large number of special and limiting
cases of their results, which have been further generalized and extended by Rakha and
Rathie [35] and Kim et al. [25]. Those results have also been obtained and verified with
the help of computer programs (for example, Mathematica).
The vast popularity and immense usefulness of the hypergeometric function and the
generalized hypergeometric functions of one variable have inspired and stimulated a
large number of researchers to introduce and investigate hypergeometric functions of
two or more variables. A serious, significant and systematic study of the hypergeometric
functions of two variables was initiated by Appell [1] who presented the so-called Appell
functions F1, F2, F3 and F4 which are generalizations of the Gauss’ hypergeometric
function. Here we recall the Appell function F3 (see, e.g., [46, p. 23, Eq. (4)])
F3[a, a
′, b, b′; c; x, y] =
∞∑
m,n=0
(a)m (a
′)n (b)m (b
′)n
(c)m+n
xm
m!
yn
n!
=
∞∑
m=0
(a)m (b)m
(c)m
2F1
[
a′, b′;
c+m;
y
]
xm
m!
(1.4)
(max{|x|, |y|} < 1).
The confluent forms of the Appell functions were studied by Humbert [20]. A complete
list of these functions can be seen in the standard literature, see, e.g., [17]. Later,
the four Appell functions and their confluent forms were further generalized by Kampe´
de Fe´riet [22] who introduced more general hypergeometric functions of two variables.
The notation defined and introduced by Kampe´ de Fe´riet for his double hypergeometric
functions of superior order was subsequently abbreviated by Burchnall and Chaudndy
[5, 6]. We recall here the definition of a more general double hypergeometric function
(than one defined by Kampe´ de Fe´riet) in a slightly modified notation given by Srivastava
and Panda [48, p. 423, Eq. (26)]. The convenient generalization of the Kampe´ de Fe´riet
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function is defined as follows:
F
H:A;B
G:C;D
[
(hH) : (aA) ; (bB) ;
(gG) : (cC) ; (dD) ;
x, y
]
=
∞∑
m=0
∞∑
n=0
((hH))m+n ((aA))m ((bB))n
((gG))m+n ((cC))m ((dD))n
xm
m!
yn
n!
,
(1.5)
where (hH) denotes the sequence of parameters (h1, h2, . . . , hH) and ((hH))n is defined
by the following product of Pochhammer symbols
((hH))n := (h1)n (h2)n · · · (hH)n (n ∈ N0) ,
where, when n = 0, the product is to be interpreted as unity. For more details about
the function (1.5) including its convergence, we refer, for example, to [46].
When some extensively generalized special functions like (1.5) were appeared, it has
been an interesting and natural research subject to consider certain reducibilities of the
functions. In this regard, the Kampe´ de Fe´riet function has attracted many mathe-
maticians to investigate its reducibility and transformation formulas. In fact, there are
numerous reduction formulas and transformation formulas of the Kampe´ de Fe´riet func-
tion in the literature, see, e.g., [7, 8, 9, 10, 11, 12, 13, 16, 21, 23, 24, 26, 31, 34, 36, 37,
38, 39, 40, 41, 43, 45, 49, 50, 51, 52]. In the above-cited references, most of the reduction
formulas were related to the cases H +A = 3 and G+C = 2. In 2010, by using Euler’s
transformation formula for 2F1, Cvijovic` and Miller [16] established a reduction formula
for the case H +A = 2 and G+C = 1. Motivated essentially by the work [16], recently,
Liu and Wang [30] used Euler’s first and second transformation formulas for 2F1 and
the above-mentioned classical summation theorems for pFq to present a number of very
interesting reduction formulas and then deduced summation formulas for the Kampe´
de Fe´riet function. Indeed, only a few summation formulas for the Kampe´ de Fe´riet
function are available in the literature.
In this sequel, we aim to establish 32 interesting general summation formulas for the
Kampe´ de Fe´riet function in the form of 16 theorems based on the transform formulas
obtained recently by Liu and Wang [30]. We also demonstrate how easily one can obtain
as many as 161 interesting summation formulas for the Kampe´ de Fe´riet function, which
contain 16 known formulas. The results are established with the help of generalizations of
Kummer summation theorem, Gauss second summation theorem and Bailey summation
theorem due to Rakha and Rathie [35].
2. Results required
In order to make this paper self-contained, we recall the deduction formulas for the
Kampe´ de Fe´riet function established by Liu and Wang [30].
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, γ ;
β : ; γ + β ;
x, x
]
= (1− x)β−ǫ−α 2F1 [β − ǫ, γ + β − α ; γ + β ; x] ;
(2.1)
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F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1
2
α+ 1 ;
β : ; 1
2
α ;
x, x
]
= (1− x)β−ǫ−α 2F1
[
β − ǫ, 1 +
1
2
β ;
1
2
β ; x
]
;
(2.2)
F
1:1;3
1:0;2
[
α : ǫ ; β − ǫ, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
x, x
]
= (1− x)β−ǫ−α 2F1
[
β − ǫ,
β − α
2
; 1 +
α+ β
2
; x
]
;
(2.3)
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, γ ;
β : ; ;
x,
x
x− 1
]
= F3
(
α, β − ǫ : ǫ, γ ; β ; x,
x
x− 1
)
= (1− x)−α 2F1
[
β − ǫ, α+ γ ; β ;
x
x− 1
]
;
(2.4)
F
2:0;1
1:0;1
[
α, γ : ; ǫ ;
β : ; β + ǫ ;
x, −x
]
= (1− x)−α 2F1
[
β − ǫ, α+ γ ; β ;
x
x− 1
]
;
(2.5)
F
2:0;1
1:0;1
[
α, γ : ; 1
2
γ + 1 ;
β : ; 1
2
γ ;
x, −x
]
= (1− x)−α 2F1
[
α, 1 +
1
2
β ;
1
2
β ;
x
x− 1
]
;
(2.6)
F
2:0;2
1:0;2
[
α, γ : ; 1 + 1
2
γ, γ−β
2
;
β : ; 1
2
γ, 1 + γ+β
2
;
x, −x
]
= (1− x)−α 2F1
[
α,
β − γ
2
; 1 +
γ + β
2
;
x
x− 1
]
.
(2.7)
In addition, we also recall the following generalizations of Kummer summation the-
orem, Gauss second summation theorem, and Bailey’s summation theorem (see, e.g.,
[35]):
Generalizations of Kummer’s summation theorem
2F1
[
a, b ;
1 + a− b+ i ;
− 1
]
=
2i−2b Γ(b− i) Γ(1 + a− b+ i)
Γ(b) Γ(a− 2b+ i+ 1)
×
i∑
r=0
(−1)r
(
i
r
)
Γ
(
a+r+i+1
2
− b
)
Γ
(
a+r−i+1
2
) (i ∈ N0)
(2.8)
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and
2F1
[
a, b ;
1 + a− b− i ;
− 1
]
=
2−i−2b Γ(1 + a− b− i)
Γ(a− 2b− i+ 1)
×
i∑
r=0
(
i
r
)
Γ
(
a+r−i+1
2
− b
)
Γ
(
a+r−i+1
2
) (i ∈ N0) .
(2.9)
Generalizations of Gauss’s second summation theorem
2F1

 a, b ;1
2
(a+ b+ i+ 1) ;
1
2

 = 2b−1 Γ
(
a+b+i+1
2
)
Γ
(
a−b−i+1
2
)
Γ(b) Γ
(
a−b+i+1
2
)
×
i∑
r=0
(−1)r
(
i
r
)
Γ
(
b+r
2
)
Γ
(
a+r−i+1
2
) (i ∈ N0)
(2.10)
and
2F1

 a, b ;1
2
(a+ b− i+ 1) ;
1
2

 = 2b−1 Γ
(
a+b−i+1
2
)
Γ(b)
×
i∑
r=0
(
i
r
)
Γ
(
b+r
2
)
Γ
(
a+r−i+1
2
) (i ∈ N0) .
(2.11)
Generalizations of Bailey’s summation theorem
2F1
[
a, 1− a+ i ;
b ;
1
2
]
=
2i−a Γ (a− i) Γ (b)
Γ(a) Γ (b− a)
×
i∑
r=0
(−1)r
(
i
r
)
Γ
(
b−a+r
2
)
Γ
(
b+a+r
2
− i
) (i ∈ N0)
(2.12)
and
2F1
[
a, 1− a− i ;
b ;
1
2
]
=
2−i−a Γ (b)
Γ (b− a)
i∑
r=0
(
i
r
)
Γ
(
b−a+r
2
)
Γ
(
b+a+r
2
) (i ∈ N0) .
(2.13)
It is remarked in passing that the results (2.8), (2.10) and (2.12) are recorded earlier
in [3, 32] and the results (2.8) to (2.13) are also recorded in [4]. Further, if we set
i = 0, 1, 2, 3, 4, 5 in (2.8) and (2.9), (2.10) and (2.11), (2.12) and (2.13), we get the
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following summation formulas obtained earlier by Lavoie et al. [29] in compact forms:
2F1
[
a, b ;
1 + a− b+ i ;
− 1
]
=
2−a Γ
(
1
2
)
Γ (1 + a− b+ i) Γ (1− b)
Γ
(
1− b+ 1
2
i+ 1
2
|i|
)
×
{
Ai
Γ
(
1
2
a− b+ 1
2
i+ 1
)
Γ
(
1
2
a+ 1
2
+ 1
2
i−
[
i+1
2
])
+
Bi
Γ
(
1
2
a− b+ 1
2
i+ 1
2
)
Γ
(
1
2
a+ 1
2
i−
[
i
2
])
}
,
(2.14)
for i = 0, ±1, ±2, ±3, ±4, ±5. The coefficients Ai and Bi are given in the Table 1. Here
and in the following, [x] is the greatest integer less than or equal to x and |x| is the
absolute value (modulus) of x.
2F1

 a, b ;1
2
(a+ b+ i+ 1) ;
1
2

 = Γ
(
1
2
)
Γ
(
1
2
a+ 1
2
b+ 1
2
i+ 1
2
)
Γ
(
1
2
a− 1
2
b− 1
2
i+ 1
2
)
Γ
(
1
2
a− 1
2
b+ 1
2
+ 1
2
|i|
)
×
{
Ci
Γ
(
1
2
a+ 1
2
)
Γ
(
1
2
b+ 1
2
i+ 1
2
−
[
i+1
2
]) + Di
Γ
(
1
2
a
)
Γ
(
1
2
b+ 1
2
i−
[
i
2
])
}
,
(2.15)
for i = 0, ±1, ±2, ±3, ±4, ±5. The coefficients Ci and Di are given in the Table 2.
2F1
[
a, 1− a+ i ;
b ;
1
2
]
= 21+i−b
Γ
(
1
2
)
Γ (b) Γ (1− a)
Γ
(
1− a+ 1
2
i+ 1
2
|i|
)
×
{
Ei
Γ
(
1
2
b− 1
2
a+ 1
2
)
Γ
(
1
2
b+ 1
2
a−
[
i+1
2
])
+
Fi
Γ
(
1
2
b− 1
2
a
)
Γ
(
1
2
b+ 1
2
a− 1
2
−
[
i
2
])
}
,
(2.16)
for i = 0, ±1, ±2, ±3, ±4, ±5. The coefficients Ei and Fi are given in the Table 3.
We conclude this section by remaking that if we set i = 0 in (2.8) or (2.9), (2.10) or
(2.11), (2.12) or (2.13), we recover the following classical Kummer, Gauss second and
Baily summation theorems, respectively (see, e.g., [33]).
2F1
[
a, b ;
1 + a− b ;
− 1
]
=
Γ
(
1 + 1
2
a
)
Γ(1 + a− b)
Γ(1 + a) Γ
(
1 + 1
2
a− b
) , (2.17)
2F1

 a, b ;1
2
(a+ b+ 1) ;
1
2

 = Γ
(
1
2
)
Γ
(
a+b+1
2
)
Γ
(
a+1
2
)
Γ
(
b+1
2
) , (2.18)
2F1
[
a, 1− a ;
b ;
1
2
]
=
Γ
(
1
2
b
)
Γ
(
1
2
b+ 1
2
)
Γ
(
1
2
b+ 1
2
a
)
Γ
(
1
2
b− 1
2
a+ 1
2
) . (2.19)
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3. General summation formulas for the Kampe´ de Fe´riet function
Here, thirty two summation formulas for the Kampe´ de Fe´riet function are provided
in Theorems 1 to 16.
Theorem 1. Let i ∈ N0. Then
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1− α− ǫ+ i ;
β : ; 1− α− ǫ+ β + i ;
1
2
,
1
2
]
=
21−α+i Γ (β − ǫ− α+ i+ 1) Γ (α− i)
Γ (1− 2α− ǫ+ β + i) Γ (α)
i∑
r=0
(−1)r
(
i
r
) Γ(1−2α−ǫ+β+i+r
2
)
Γ
(
β−ǫ−i+r+1
2
) (3.1)
and
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1− α− ǫ− i ;
β : ; 1− α− ǫ+ β − i ;
1
2
,
1
2
]
=
21−α−i Γ (β − ǫ− α− i+ 1)
Γ (1− 2α− ǫ+ β − i)
i∑
r=0
(
i
r
) Γ(1−2α−ǫ+β−i+r
2
)
Γ
(
β−ǫ−i+r+1
2
) . (3.2)
Proof. Setting x = 1
2
and γ = 1− α− ǫ+ i (i ∈ N0) in (2.1), we get
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1− α− ǫ+ i ;
β : ; 1− α− ǫ+ β + i ;
1
2
,
1
2
]
= 2ǫ+α−β 2F1
[
β − ǫ, 1− 2α− ǫ+ β + i ;
1− α− ǫ+ β + i ;
1
2
]
.
(3.3)
Now, the 2F1 in the right side of (3.3) can be evaluated with the help of the result (2.10)
by taking a = β − ǫ and b = 1 − 2α − ǫ + β + i. After some simplification, we get the
result (3.1).
The proof of the formula (3.2) would run parallel to that of (3.1) by setting x = 1
2
and γ = 1 − α − ǫ − i (i ∈ N0) in (2.1) with the aid of the result (2.11). We omit the
details. 
Theorem 2. Let i ∈ N0. Then
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1 + α− 2β + ǫ+ i ;
β : ; 1 + α− β + ǫ+ i ;
1
2
,
1
2
]
=
2i+α−2β+2ǫ Γ (β − ǫ− i) Γ (1 + α− β + ǫ+ i)
Γ (β − ǫ) Γ (1 + α− 2β + 2ǫ+ i)
×
i∑
r=0
(−1)r
(
i
r
)
Γ
(
ǫ− β + 1+α+i+r
2
)
Γ
(
1+α−i+r
2
)
(3.4)
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and
F
1:1;2
1:0;1
[
α : ǫ ; β − ǫ, 1 + α− 2β + ǫ− i ;
β : ; 1 + α− β + ǫ− i ;
1
2
,
1
2
]
=
2−i+α−2β+2ǫ Γ (1 + α− β + ǫ− i)
Γ (1 + α− 2β + 2ǫ− i)
×
i∑
r=0
(
i
r
)
Γ
(
ǫ− β + 1+α−i+r
2
)
Γ
(
1+α−i+r
2
) .
(3.5)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = 1
2
and γ = 1 + α − 2β + ǫ + i (i ∈ N0) and (ii) x =
1
2
and γ = 1 + α − 2β + ǫ − i
(i ∈ N0) in (2.1) with the help of (2.12) and (2.13) yields, respectively, (3.4) and (3.5).
We omit the details. 
Theorem 3. Let i ∈ N0. Then
F
1:1;2
1:0;1
[
α : β − 2− i ; 2 + i, 1
2
α+ 1 ;
β : ; 1
2
α ;
− 1, −1
]
=
2−2−α Γ
(
1
2
β
)
(i+ 1)! Γ
(
1
2
β − i− 2
) i∑
r=0
(−1)r
(
i
r
)
Γ
(
1
4
β − 1 + r−i
2
)
Γ
(
1
4
β + 1 + r−i
2
) (3.6)
and
F
1:1;2
1:0;1
[
α : β − 2 + i ; 2− i, 1
2
α+ 1 ;
β : ; 1
2
α ;
− 1, −1
]
=
2−2−α Γ
(
1
2
β
)
Γ
(
1
2
β + i− 2
) i∑
r=0
(
i
r
)
Γ
(
1
4
β − 1 + r+i
2
)
Γ
(
1
4
β + 1 + r−i
2
) . (3.7)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = −1 and ǫ = β−2− i (i ∈ N0) and (ii) x = −1 and ǫ = β−2+ i (i ∈ N0) in (2.2) with
the help of (2.8) and (2.9) yields, respectively, (3.6) and (3.7). We omit the details. 
Theorem 4. Let i ∈ N0. Then
F
1:1;2
1:0;1
[
α : 1
2
β + 2 + i ; 1
2
β − 2− i, 1
2
α+ 1 ;
β : ; 1
2
α ;
1
2
,
1
2
]
=
(−1)i 2α+3+i
β (i+ 1)!
i∑
r=0
(−1)r
(
i
r
)
Γ
(
1
4
β + r+1
2
)
Γ
(
1
4
β − i+ r−1
2
) (3.8)
and
F
1:1;2
1:0;1
[
α : 1
2
β + 2− i ; 1
2
β − 2 + i, 1
2
α+ 1 ;
β : ; 1
2
α ;
1
2
,
1
2
]
=
2α+3−i
β
i∑
r=0
(
i
r
)
Γ
(
1
4
β + r+1
2
)
Γ
(
1
4
β + r−1
2
) . (3.9)
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Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = 1
2
and ǫ = 1
2
β+2+ i (i ∈ N0) and (ii) x =
1
2
and ǫ = 1
2
β+2− i (i ∈ N0) in (2.2) with
the help of (2.8) and (2.9) yields, respectively, (3.8) and (3.9). We omit the details. 
Theorem 5. Let i ∈ N0. Then
F
1:1;3
1:0;2
[
α : α+ β − i ; i− α, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
− 1, −1
]
=
Γ (−α) Γ
(
1 + α+β
2
)
Γ (i− α) Γ
(
1
2
β + 3
2
α− i+ 1
) i∑
r=0
(−1)r
(
i
r
)
Γ
(
1
4
β + 3
4
α+ r+1−i
2
)
Γ
(
1
4
β − 1
4
α+ r+1−i
2
)
(3.10)
and
F
1:1;3
1:0;2
[
α : α+ β + i ; −α− i, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
− 1, −1
]
=
Γ
(
1 + α+β
2
)
Γ
(
1
2
β + 3
2
α+ i+ 1
) i∑
r=0
(
i
r
)
Γ
(
1
4
β + 3
4
α+ r+1+i
2
)
Γ
(
1
4
β − 1
4
α+ r+1−i
2
) .
(3.11)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting
(i) x = −1 and ǫ = α + β − i (i ∈ N0) and (ii) x = −1 and ǫ = α + β + i (i ∈ N0) in
(2.3) with the help of (2.8) and (2.9) yields, respectively, (3.10) and (3.11). We omit the
details. 
Theorem 6. Let i ∈ N0. Then
F
1:1;3
1:0;2
[
α : 1
2
β − 3
2
α− 1 + i ; 1
2
β + 3
2
α+ 1− i, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
1
2
,
1
2
]
=
2i−α−2 Γ (α− i+ 1) Γ
(
1 + α+β
2
)
Γ (α+ 1) Γ
(
β−α
2
) i∑
r=0
(−1)r
(
i
r
) Γ(β−α
4
+ 1
2
r
)
Γ
(
β+3α
4
+ 1− i+ 1
2
r
) (3.12)
and
F
1:1;3
1:0;2
[
α : 1
2
β − 3
2
α− i− 1 ; 1
2
β + 3
2
α+ 1 + i, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
1
2
,
1
2
]
=
2−i−α−2 Γ
(
1 + α+β
2
)
Γ
(
β−α
2
) i∑
r=0
(
i
r
) Γ(β−α
4
+ 1
2
r
)
Γ
(
β+3α
4
+ 1 + 1
2
r
) .
(3.13)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = 1
2
and ǫ = 1
2
β− 3
2
α−1+ i (i ∈ N0) and (ii) x =
1
2
and ǫ = 1
2
β− 3
2
α−1− i (i ∈ N0) in
(2.3) with the help of (2.10) and (2.11) yields, respectively, (3.12) and (3.13). We omit
the details. 
10 J. CHOI, ARJUN K. RATHIE
Theorem 7. Let i ∈ N0. Then
F
1:1;3
1:0;2
[
α : 3
2
β − 1
2
α− 1− i ; α−β
2
+ 1 + i, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
1
2
,
1
2
]
=
2α−1 Γ
(
1
2
β − 1
2
α− i
)
Γ
(
1 + α+β
2
)
Γ
(
1
2
β − 1
2
α
)
Γ (1 + α)
i∑
r=0
(−1)r
(
i
r
)
Γ
(
α+r+1
2
)
Γ
(
β+r+1
2
− i
) (3.14)
and
F
1:1;3
1:0;2
[
α : 3
2
β − 1
2
α− 1 + i ; α−β
2
+ 1− i, 1 + 1
2
α, α−β
2
;
β : ; 1
2
α, 1 + α+β
2
;
1
2
,
1
2
]
=
2α−1 Γ
(
1 + α+β
2
)
Γ (1 + α)
i∑
r=0
(
i
r
)
Γ
(
α+r+1
2
)
Γ
(
β+r+1
2
) .
(3.15)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = 1
2
and ǫ = 3
2
β− 1
2
α−1− i (i ∈ N0) and (ii) x =
1
2
and ǫ = 3
2
β− 1
2
α−1+ i (i ∈ N0) in
(2.3) with the help of (2.12) and (2.13) yields, respectively, (3.14) and (3.15). We omit
the details. 
Theorem 8. Let i ∈ N0. Then
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, 1− α− ǫ+ i ;
β : ; ;
1
2
, −1
]
= F3
(
α, β − ǫ : ǫ, 1− α− ǫ+ i ; β ;
1
2
, −1
)
=
2α−i+2ǫ−2 Γ (1− ǫ) Γ (β)
Γ (1− ǫ+ i) Γ (β + ǫ− i− 1)
i∑
r=0
(−1)r
(
i
r
) Γ(β+ǫ−i+r−1
2
)
Γ
(
β−ǫ−i+r+1
2
)
(3.16)
and
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, 1− α− ǫ− i ;
β : ; ;
1
2
, −1
]
= F3
(
α, β − ǫ : ǫ, 1− α− ǫ− i ; β ;
1
2
, −1
)
=
2α+i+2ǫ−2 Γ (β)
Γ (β + ǫ+ i− 1)
i∑
r=0
(
i
r
) Γ(β+ǫ+i+r−1
2
)
Γ
(
β−ǫ−i+r+1
2
) .
(3.17)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting
(i) x = 1
2
and γ = 1 − α − ǫ+ i (i ∈ N0) and (ii) x =
1
2
and γ = 1 − α − ǫ − i (i ∈ N0)
in (2.4) with the help of (2.8) and (2.9) yields, respectively, (3.16) and (3.17). We omit
the details. 
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Theorem 9. Let i ∈ N0. Then
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, β + ǫ− α− i− 1 ;
β : ; ;
− 1,
1
2
]
= F3
(
α, β − ǫ : ǫ, β + ǫ− α− i− 1 ; β ; −1,
1
2
)
=
2β+ǫ−α−i−2 Γ (1− ǫ) Γ (β)
Γ (1− ǫ+ i) Γ (β + ǫ− i− 1)
i∑
r=0
(−1)r
(
i
r
) Γ(β+ǫ−i+r−1
2
)
Γ
(
β−ǫ−i+r+1
2
)
(3.18)
and
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, β + ǫ− α+ i− 1 ;
β : ; ;
− 1,
1
2
]
= F3
(
α, β − ǫ : ǫ, β + ǫ− α+ i− 1 ; β ; −1,
1
2
)
=
2β+ǫ−α+i−2 Γ (β)
Γ (β + ǫ+ i− 1)
i∑
r=0
(
i
r
) Γ(β+ǫ+i+r−1
2
)
Γ
(
β−ǫ−i+r+1
2
) .
(3.19)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = −1 and γ = β + ǫ− α − i − 1 (i ∈ N0) and (ii) x = −1 and γ = β + ǫ− α + i − 1
(i ∈ N0) in (2.4) with the help of (2.8) and (2.9) yields, respectively, (3.18) and (3.19).
We omit the details. 
Theorem 10. Let i ∈ N0. Then
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, 1− α− β + ǫ+ i ;
β : ; ;
− 1,
1
2
]
= F3
(
α, β − ǫ : ǫ, 1− α− β + ǫ+ i ; β ; −1,
1
2
)
=
2ǫ−α−β+i Γ (β − ǫ+ i) Γ (β)
Γ (ǫ) Γ (β − ǫ)
i∑
r=0
(−1)r
(
i
r
)
Γ
(
ǫ+r
2
)
Γ
(
β − i+ r−ǫ
2
)
(3.20)
and
F
0:2;2
1:0;0
[
: α, ǫ ; β − ǫ, 1− α− β + ǫ− i ;
β : ; ;
− 1,
1
2
]
= F3
(
α, β − ǫ : ǫ, 1− α− β + ǫ− i ; β ; −1,
1
2
)
=
2ǫ−α−β−i Γ (β)
Γ (ǫ)
i∑
r=0
(
i
r
)
Γ
(
ǫ+r
2
)
Γ
(
β + r−ǫ
2
) .
(3.21)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = −1 and γ = 1 − α − β + ǫ + i (i ∈ N0) and (ii) x = −1 and γ = 1 − α − β + ǫ − i
(i ∈ N0) in (2.4) with the help of (2.12) and (2.13) yields, respectively, (3.20) and (3.21).
We omit the details. 
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Theorem 11. Let i ∈ N0. Then
F
2:0;1
1:0;1
[
α, γ : ; α− β − γ + 1 + i ;
β : ; α− γ + 1 + i ;
− 1, 1
]
=
2i−2γ Γ (1 + α− γ + i) Γ (γ − i)
Γ (γ) Γ (1 + α− 2γ + i)
i∑
r=0
(−1)r
(
i
r
)
Γ
(
α+i+r+1
2
− γ
)
Γ
(
α−i+r+1
2
) (3.22)
and
F
2:0;1
1:0;1
[
α, γ : ; α− β − γ + 1− i ;
β : ; α− γ + 1− i ;
− 1, 1
]
=
2−i−2γ Γ (1 + α− γ − i)
Γ (1 + α− 2γ − i)
i∑
r=0
(
i
r
)
Γ
(
α−i+r+1
2
− γ
)
Γ
(
α−i+r+1
2
) . (3.23)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = −1 and ǫ = α − β − r + 1 + i (i ∈ N0) and (ii) x = −1 and ǫ = α − β − r + 1 − i
(i ∈ N0) in (2.5) with the help of (2.12) and (2.13) yields, respectively, (3.22) and (3.23).
We omit the details. 
Theorem 12. Let i ∈ N0. Then
F
2:0;1
1:0;1
[
α, γ : ; 1− α− β + γ + i ;
β : ; 1− α+ γ + i ;
− 1, 1
]
=
2i−2α Γ (α− i) Γ (1− α+ i)
Γ (α) Γ (1 + γ − 2α+ i)
i∑
r=0
(−1)r
(
i
r
) Γ(1+γ+i+r
2
− α
)
Γ
(
1+γ−i+r
2
) (3.24)
and
F
2:0;1
1:0;1
[
α, γ : ; 1− α− β + γ − i ;
β : ; 1− α+ γ − i ;
− 1, 1
]
=
2−i−2α Γ (1− α+ γ − i)
Γ (1 + γ − 2α− i)
i∑
r=0
(
i
r
) Γ( 1+γ−i+r
2
− α
)
Γ
(
1+γ−i+r
2
) . (3.25)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = −1 and ǫ = 1 − α − β + γ + i (i ∈ N0) and (ii) x = −1 and ǫ = 1 − α − β + γ − i
(i ∈ N0) in (2.5) with the help of (2.12) and (2.13) yields, respectively, (3.24) and (3.25).
We omit the details. 
Theorem 13. Let i ∈ N0. Then
F
2:0;1
1:0;1
[
α, γ : ; 1
2
γ + 1 ;
2α+ 4 + 2i : ; 1
2
γ ;
− 1, 1
]
=
(−1)i 2i+2
(α+ 2 + i) (i + 1)!
i∑
r=0
(−1)r
(
i
r
)
Γ
(
α+i+r+3
2
)
Γ
(
α−i+r+1
2
) (3.26)
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and
F
2:0;1
1:0;1
[
α, γ : ; 1
2
γ + 1 ;
2α+ 4− 2i : ; 1
2
γ ;
− 1, 1
]
=
2−i+2
α+ 2− i
i∑
r=0
(
i
r
)
Γ
(
α−i+r+3
2
)
Γ
(
α−i+r+1
2
) . (3.27)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting
(i) x = −1 and β = 2α + 4 + 2i (i ∈ N0) and (ii) x = −1 and β = 2α + 4 − 2i (i ∈ N0)
in (2.6) with the help of (2.8) and (2.9) yields, respectively, (3.26) and (3.27). We omit
the details. 
Theorem 14. Let i ∈ N0. Then
F
2:0;2
1:0;2
[
α, i− α : ; 1− 1
2
α+ 1
2
i, i−α−β
2
;
β : ; −1
2
α+ 1
2
i, 1 + i−α+β
2
;
1
2
, −
1
2
]
=
2i−α Γ (α− i) Γ
(
1 + β−α+i
2
)
Γ (α) Γ
(
1 + β−3α+i
2
) i∑
r=0
(−1)r
(
i
r
) Γ(β−3α+i
4
+ r+1
2
)
Γ
(
β+α−3i
4
+ r+1
2
) (3.28)
and
F
2:0;2
1:0;2
[
α, −α− i : ; 1− 1
2
α− 1
2
i, −i−α−β
2
;
β : ; −1
2
α− 1
2
i, 1 + β−α−i
2
;
1
2
, −
1
2
]
=
2−i−α Γ
(
1 + β−α−i
2
)
Γ
(
1 + β−3α−i
2
) i∑
r=0
(
i
r
) Γ(β−3α−i
4
+ r+1
2
)
Γ
(
β+α−i
4
+ r+1
2
) .
(3.29)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting (i)
x = 1
2
and γ = −α+ i (i ∈ N0) and (ii) x =
1
2
and γ = −α− i (i ∈ N0) in (2.7) with the
help of (2.8) and (2.9) yields, respectively, (3.28) and (3.29). We omit the details. 
Theorem 15. Let i ∈ N0. Then
F
2:0;2
1:0;2
[
1
2
β + 3
2
γ + 1− i, γ : ; 1 + 1
2
γ, γ−β
2
;
β : ; 1
2
γ, 1 + γ+β
2
;
− 1, 1
]
=
2
β−γ
2
−α−1 Γ
(
1 + β+γ
2
)
Γ (γ − i+ 1)
Γ
(
β−γ
2
)
Γ (γ + 1)
i∑
r=0
(−1)r
(
i
r
) Γ(β−γ
4
+ r
2
)
Γ
(
β+3γ
4
+ 1− i+ r
2
) (3.30)
and
F
2:0;2
1:0;2
[
1
2
β + 3
2
γ + 1 + i, γ : ; 1 + 1
2
γ, γ−β
2
;
β : ; 1
2
γ, 1 + γ+β
2
;
− 1, 1
]
=
2
β−γ
2
−α−1 Γ
(
1 + β+γ
2
)
Γ
(
β−γ
2
) i∑
r=0
(
i
r
) Γ(β−γ
4
+ r
2
)
Γ
(
β+3γ
4
+ 1 + r
2
) .
(3.31)
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Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting
(i) x = −1 and α = 1
2
β + 3
2
γ + 1 − i (i ∈ N0) and (ii)x = −1 and α =
1
2
β + 3
2
γ + 1 + i
(i ∈ N0) in (2.7) with the help of (2.10) and (2.11) yields, respectively, (3.30) and (3.31).
We omit the details. 
Theorem 16. Let i ∈ N0. Then
F
2:0;2
1:0;2
[
1− 1
2
β + 1
2
γ + i, γ : ; 1 + 1
2
γ, γ−β
2
;
β : ; 1
2
γ, 1 + γ+β
2
;
− 1, 1
]
=
2
γ−β
2
−α+i Γ
(
β−γ
2
− i
)
Γ
(
1 + β+γ
2
)
Γ
(
β−γ
2
)
Γ (β − i)
i∑
r=0
(−1)r
(
i
r
) Γ(γ+r+1
2
)
Γ
(
β+r+1
2
− i
) (3.32)
and
F
2:0;2
1:0;2
[
1− 1
2
β + 1
2
γ − i, γ : ; 1 + 1
2
γ, γ−β
2
;
β : ; 1
2
γ, 1 + γ+β
2
;
− 1, 1
]
=
2
γ−β
2
−α−i Γ
(
1 + β+γ
2
)
Γ (β + i)
i∑
r=0
(
i
r
) Γ(γ+r+1
2
)
Γ
(
β+r+1
2
) .
(3.33)
Proof. Similarly in the proof of Theorem 1, we can establish the results here. Setting
(i) x = −1 and α = 1 − 1
2
β + 1
2
γ + i (i ∈ N0) and (ii)x = −1 and α = 1 −
1
2
β + 1
2
γ − i
(i ∈ N0) in (2.7) with the help of (2.12) and (2.13) yields, respectively, (3.32) and (3.33).
We omit the details. 
4. Special cases and remarks
The particular cases i = 0 in Eqs. (3.1) or (3.2), (3.4) or (3.5), (3.6) or (3.7), the result
in Theorem 4, Eqs. (3.10) or (3.11), (3.12) or (3.13), (3.14) or (3.15), (3.16) or (3.17),
(3.18) or (3.19), (3.20) or (3.21), (3.22) or (3.23), (3.24) or (3.25), (3.26) or (3.27), (3.28)
or (3.29), (3.30) or (3.31), (3.32) or (3.33), yield known results, respectively, Corollaries
5.1 (2), 5.1 (3), 5.2 (1), 5.2 (2), 5.3 (a), 5.3 (b), 5.3 (c), 5.4 (a), 5.4 (b), 5.4 (c), 5.7 (b),
5.7 (c), 5.8, 5.9 (a), 5.9 (b), and 5.9 (c) in Lin and Wang [30].
Setting i = 0, 1, 2, 3, 4, 5 in the results of Theorems 1 to 16 gives those identities in
the very recent paper [14]. Yet the methods and other details in Theorems 1 to 16 are
seen mainly to follow from those in [14].
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Table 1. Table for Ai and Bi
i Ai Bi
−5 4(a − b− 4)2 − 2b(a− b− 4)− b2 4(a− b− 4)2 + 2b(a − b− 4)− b2
−8(a− b− 4)− 7b +16(a− b− 4)− b+ 12
−4 2(a− b− 3)(a− b− 1)− b(b+ 3) 4(a− b− 2)
−3 2a− 3b− 4 2a− b− 2
−2 a− b− 1 2
−1 1 1
0 1 0
1 −1 1
2 1 + a− b −2
3 3b− 2a− 5 2a− b+ 1
4 2(a− b+ 3)(1 + a− b)− (b− 1)(b− 4) −4(a− b+ 2)
5 −4(6 + a− b)2 + 2b(6 + a− b) + b2 4(6 + a− b)2 + 2b(6 + a− b)− b2
+22(6 + a− b)− 13b− 22 −34(6 + a− b)− b+ 62
Table 2. Table for Ci and Di
i Ci Di
−5 (b+ a− 4)2 − 1
4
(b− a− 4)2 (b+ a− 4)2 − 1
4
(b− a− 4)2
−1
2
(b+ a− 4)(b − a− 4) +1
2
(b+ a− 4)(b− a− 4)
+4(b+ a− 4)− 7
2
(b− a− 4) +8(b+ a− 4)− 1
2
(b− a− 4) + 12
−4 1
2
(b+ a− 3)(b+ a+ 1) 2(b+ a− 1)
−1
4
(b− a− 3)(b − a+ 3)
−3 1
2
(3a+ b− 2) 1
2
(3b+ a− 2)
−2 1
2
(b+ a− 1) 2
−1 1 1
0 1 0
1 −1 1
2 1
2
(b+ a− 1) −2
3 −1
2
(3a + b− 2) 1
2
(a+ 3b− 2)
4 1
2
(b+ a− 3)(b+ a+ 1) 2(b+ a− 1)
−1
4
(b− a+ 3)(b − a− 3)
5 −(b+ a+ 6)2 + 1
4
(b− a+ 6)2 (b+ a+ 6)2 − 1
4
(b− a+ 6)2
+1
2
(b− a+ 6)(b + a+ 6) +1
2
(b+ a+ 6)(b− a+ 6)
+11(b+ a+ 6)− 13
2
(b− a+ 6)− 20 −17(b+ a+ 6)− 1
2
(b− a+ 6) + 62
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Table 3. Table for Ei and Fi
i Ei Fi
−5 4b2 − 2ab− a2 + 8b− 7a 4b2 + 2ab− a2 + 16b − a+ 12
−4 2b2 − a2 + 4b− 6a 4(b+ 1)
−3 2b− a a+ 2b+ 2
−2 b 2
−1 1 1
0 1 0
1 −1 1
2 b− 2 −2
3 a− 2b− 3 a+ 2b− 7
4 2b2 − a2 − 12b+ 5a+ 12 −4b+ 12
5 −4b2 + 2ab+ a2 + 22b− 13a− 20 4b2 + 2ab− a2 − 34b − a+ 62
