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Chapter 1
Introduction
The birth of modern cosmology dates back to the second decade of the 20th
century, when Einstein formulated his theory of General Relativity. Einstein
equations, together with the Cosmological Principle, which states that the
Universe is both homogeneous and isotropic, allowed the formulation of the
Standard Hot Big Bang Model. It was Friedmann in 1922 who derived
mathematically the equations describing the evolution of a homogeneous
and isotropic Universe, which are a a set of two equations
H2 =
(
a˙
a
)2
=
8
3
piGρ− k
a2
, (1.0.1)
H˙ +H2 =
a¨
a
= −4
3
piG(ρ+ 3p), (1.0.2)
where a(t) is the scale factor, ρ and p are the density and the pressure of
the fluid constituting the Universe and k is the curvature parameter which
can be +1, 0,−1 depending on whether the shape of Universe is a closed
3-sphere, flat or an open 3-hyperboloid. Usually we refer to this kind of
cosmological model which evolution is given by the Friedmann equations
and which metric is the Robertson-Walker metric as Friedmann-Robertson-
Walker (FRW) Universe. One of the most interesting point of this model,
which was initially difficult to acknowledge, is that our Universe is evolving.
The first proof of the expansion of our Universe came in 1929 when Hubble
observed that the Galaxies were moving away from the Earth, then in 1965
the discovery of the Cosmic Microwave Background (CMB) radiation was
immediately considered as another good evidence of an evolving Universe
which was hotter and denser in the past. However, even though the Hot
Big Bang model had achieved great successes like predicting light-element
abundances produced during cosmological nucleosynthesis and explaining
how the CMB cooled, some problems remained unsolved: the cosmological
1
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horizon, the question of why the Universe is so close to being flat and the
monopoles problem. The general features of these problems are:
• Horizon problem: CMB photons, which are propagating freely since
they decoupled from matter at the moment of last scattering, appear
to be in thermal equilibrium at almost the same temperature (∆T/T ∼
10−5). The most natural explanation for this is that the Universe
has indeed reached a state of thermal equilibrium through interactions
between the different regions before the last scattering, this means
that the cosmological scales we can now see must have been casually
connected before the decoupling of radiation from matter. But this is
not possible in the Standard Hot Big Bang model, in fact there was no
possibility for the regions that became casually connected recently to
interact before the last scattering because of the finite speed of light.
• Flatness problem: this problem regards the value of the density of the
Universe. We define the ratio between the density of our Universe ρ
and the density of the Universe if it would be flat ρc = 3H2/(8piG) as
Ω = ρ/ρc. The first Friedmann equation (1.0.1) can be written in the
form
|Ω− 1| = |k|
a2H2
. (1.0.3)
In the Standard Hot Big Bang model we expect that a2H2 decreases,
hence Ω moves away from one, for example
Matter domination |Ω− 1| ∝ t2/3,
Radiation domination |Ω− 1| ∝ t.
So this means that if the Universe is flat then it stays flat forever
otherwise the discrepancy between our Universe and the flat Universe
would increase in time, in other words Ω = 1 is an unstable critical
point. From the observations we know that today |Ω(tnow)−1| < 10−2
[1], so we can say that our Universe is very close to be a flat one. This is
quite surprisingly because it means that in the past Ω must have been
much closer to one, moreover there are not known reason for which
the Universe density should be exactly ρc. On the other side, if in the
primordial Universe there was a tiny departure of Ω from 1, it would
have been magnified during billions of years of expansion to create a
current density very far from the critical one.
• Monopoles problem: modern particle theories predict a large variety
of "unwanted relics", which would violate observations. These are
very massive particles which can be produced in the primordial Uni-
verse like magnetic monopoles, domain walls, supersymmetric particles
(gravitino). We expect a huge contribution to the density of the Uni-
verse from these particles for two reasons: they are massive and they
2
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must be produced in great quantities (Kibble mechanism) [2]. So we
would expect from them to become the dominant material in the Uni-
verse. However our observations don’t show any contribution to the
density of the Universe from these particles so during the history of
Universe something must have happened that in some way erased the
contribution of cosmic relics.
These problems were the signal that new physics was needed and this led
Guth to the formulation in 1980 of a new theory that was able to overcome
these problems: cosmological inflation [3, 4, 5]. It consists of a period of
accelerated expansion in the very early Universe, 10−34s after the Big Bang.
Mathematically this request of accelerated expansion translate into the fol-
lowing condition on the scale factor a¨ > 0. Since the result of the Standard
Hot Big Bang model were undeniable, inflation wasn’t proposed as an alter-
native model to describe our Universe but just as an epoch which takes place
in the very early Universe, then comes to an end and it is followed by the
conventional behaviour. The inflationary solutions to the problems outlined
above are
• Horizon problem: inflation ensures that the portion of the Universe
which was casually connected in the past was bigger than it is now.
This allows an homogenization of the property of the Universe also on
large scales. In other words the region of the Universe we can see after
(even long after) inflation is much smaller than the region which would
have been visible before inflation took place.
• Flatness problem: during the period of accelerated expansion the den-
sity parameter Ω is brought back to one since Ω − 1 decreases expo-
nentially. So, if Ω is close enough to it at the end of inflation, it will
stay very close to it right to the present, despite being repelled from
one as soon as inflation ends and starts the FRW Universe predicted
by the Standard Hot Big Bang model.
• Monopoles problem: the accelerated expansion epoch in which consists
the inflationary model dilutes the density of unwanted relics. The
result is that the contribution of these unobserved particles to the
Universe density is negligible. Obviously this require that between the
end of inflation and the beginning of the FRW Universe occurs the
process of reheating which turns the energy density of the Universe
into conventional matter without creating the unwanted relics.
The observations helped to constrain the duration of the inflationary epoch.
From the request that the cosmological scales of the order of the ones which
we observe now are casually connected and the value of Ω predicted by the
theory corresponds to the one observed [1], we inferred that inflation must
have lasted at least 60÷ 70 e-folds.
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The power of inflation not only resides in the fact that it was able to
answer the question left unresolved by the Hot Big Bang model, but it also
provided some predictions which we recently found to be totally compatible
with the measurements of the WMAP [6] and Planck [7] satellites. Firstly
the inflationary paradigm tells us how an homogeneous and isotropic FRW
Universe arises and in second place it provides an extremely appealing ex-
planation for the formation of structure on large scales and the inhomo-
geneities of the CMB (∆T/T ∼ 10−5) through the generation of primordial
perturbations. Microscopic quantum fluctuations get stretched by inflation-
ary expansion to macroscopic scales, larger than the horizon, so no causal
physics can affect them. Thus after a perturbations exits the horizon re-
mains frozen with constant amplitude until it re-enters the horizon at a later
time, when inflation has ended. One of the most important success of the
inflationary theory is its prediction of almost scale invariant power spectrum
of primordial fluctuations [8, 9, 10].
Since Guth proposal of an inflationary epoch [3], the theory of inflation
has been studied and developed with great efforts [11, 12, 13, 14, 15]. Now
the usual way to treat inflation is through a scalar field called the inflaton
which under specific conditions on its potential acts like an effective cosmo-
logical constant (slow-roll inflation). The primordial perturbations are gen-
erated by the fluctuations of this field around its vacuum state and they are
then promoted to classical perturbations at the time of horizon exit. These
scalar perturbations induce small perturbations in the local density, which
grow because of gravitational collapse and ends up by building the large scale
structures we observe today in the Universe. On the other side we have small
perturbations of the metric that, in the same way of the inflaton perturba-
tions, when stretched outside the horizon they become classical producing
anisotropies in the CMB. The BICEP2 experiment [16, 17] claimed to have
detected for the first time in 2014 these tensor perturbations or primordial
gravitational waves.
Nowadays inflation is considered a central paradigm in cosmology but
there are still many aspects which are unknown, for example the potential of
the inflaton. To unravel these pending questions we can count on experimen-
tal data, which precision is increasing greatly. An example is the detection of
primordial gravitational waves, cited above, by BICEP2 which, if confirmed
by other experiments, will set bounds on the energy at which inflation took
place (∼ 1016 GeV) and hence put constraints on the potential of the in-
flaton. The CMB spectrum is the most useful observable, in its shape are
encoded large amounts of information even on the very early Universe.
A key role in a further understanding of the physics of inflation is played
by the ratio between the tensor modes and the scalar ones, which is usu-
ally called r. This quantity tells us in which proportion scalar and tensor
perturbations were produced in the early Universe and it is of paramount
importance in order to catalogue the possible inflationary models. Hence a
4
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better measure of r will help to understand the correct model [18]. Moreover
for a single-field slow-roll inflation the tensor to scalar ratio is linked to the
tensor spectral index nt by r = −8nt, which is called consistency relation.
If the experiments confirm this relation it would be an indisputable proof
of the fact that inflation has actually been driven by a single scalar field
otherwise it would mean that we need to consider alternative scenarios in
which maybe there are more fields [19, 20]. The most challenging part from
the experimental point of view, is to increase the accuracy in the measure of
nt [18].
While on one side we are receiving new experimental data with growing
accuracy, on the other side we need theoretical models which help us to
interpret those data. For this reason, in the last years, many efforts were
spent on building several models for inflation, in particular great attention
was dedicated in the construction of an effective field theory (EFT) for single-
field inflation. This approach is very useful because it allows to write a very
general theory relying only on the symmetries of the system and for which the
leading contribution can be encoded in a finite number of operators. Moved
by these recent developments in this field, this Thesis was conceived with
the aim of understanding the basis of this new EFT approach to inflation
and with the purpose of evaluating how the consistency relation r = −8nt
is modified in this scenario.
5
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This Thesis is divided into five parts.
• In Chapter 2 we will study the theory of cosmological perturbations,
we will see how the perturbations are defined in cosmology and their
geometrical interpretations. We will also discuss the important issue
of the gauge dependence of the perturbations. In conclusion we will
analyse what the Einstein equations predict for the evolution of the
perturbations.
• In Chapter 3 we will focus on the dynamics of inflation, we will intro-
duce the inflaton field and study the slow-roll inflation. We will also
calculate the power spectra for both scalar and tensor perturbations.
The last step will be explicitly finding the important relation between
the ratio of the two power spectrum r and the spectral index of tensor
perturbation nt: the so called consistency relation r = −8nt.
• In Chapter 4 we will consider one of the most recent approach to the
study of inflationary perturbations: the effective field theory approach
[86, 91]. This approach consists in writing the most general action for
the inflaton perturbations starting from the underlying symmetries.
Once we will have write the theory in its most general form we will
check that particular models already studied in the literature can be
found by setting the parameters of the theory to particular values and
we will compute the power spectra.
• In Chapter 5 we will see how the different terms of the effective action
modify the consistency relation introduced for the slow-roll inflation.
This calculation is intended to be something original since in the lit-
erature there are no example of explicit calculations of a "generalized
consistency relation" which takes into account the different operators
that appear in the effective action.
• In Chapter 6 we summarize the results found and we discuss them.
Finally, we set the notations used throughout this Thesis. We choose the
metric with the following signature (−,+,+,+). We will use the dot above
a function to indicate the derivative with respect the cosmic time t while we
will use the apostrophe to indicate the derivative with respect the conformal
time τ which is defined in the following way:
τ =
∫
dt
a
. (1.0.4)
So if we have a function f the derivatives are expressed as
f˙ =
df
dt
, f ′ =
df
dτ
, f,i = ∂if =
df
dxi
. (1.0.5)
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With ∇µ we call the covariant derivative. The Hubble rate H is defined as
the ratio
H =
a˙
a
, (1.0.6)
and we introduce also the conformal Hubble parameter
H = aH, (1.0.7)
which will be helpful to express some results while dealing with cosmological
perturbations. When dealing with the perturbations in Chapter 2, we will
generally use a number between parenthesis to indicate the order of the
perturbation. We use this notation in order to avoid misunderstandings
between the component of the tensors and the order of the perturbation.
7
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Cosmological perturbations
The first question we are going to answer in this section is: why do we need
to study perturbations in cosmology? The main point which led to develop
this formalism is the ineffectiveness of a homogeneous model in describing
the complexity of the actual distribution of matter and energy in our ob-
served Universe where stars and galaxies create clusters and superclusters of
galaxies across a wide range of scales. The Standard Hot Big-Bang Model
successfully described many observational characteristics of our Universe: its
expansion and consequent cooling, the abundances of light nuclei, the CMB
freely propagating since the last scattering. Even though these results out-
lined the effectiveness of this model, newer observations strongly reinforced
the need for a further step: the presence of non-baryonic matter (dark mat-
ter), the structure of the Universe on large scales, the presence of anisotropies
in the CMB indicating that the early Universe was not completely smooth.
To understand these facts it is necessary to go beyond the Standard Model
of Hot Big-Bang. Nevertheless there are few exact solutions of General Rela-
tivity that incorporate spatially inhomogeneous and anisotropic matter and
hence geometry. For this reason small perturbations are the right tools to de-
scribe anisotropies (we know they are of order ∆T/T ∼ 10−5) and structures
formation on large scales.
In order to answer the opening question, a better description of the real
physical Universe forced to include in the theory the perturbation approach.
We start from a spatially homogeneous and isotropic FRW model as a back-
ground solution with simple properties, within which we can study the in-
creasing complexity of inhomogeneous perturbations order by order.
Throughout the study of cosmological perturbations we will encounter
different types of perturbations, such as scalar, vector and tensor perturba-
tion modes, which play different roles in the evolution of the early Universe.
These perturbations were produced during inflation as quantum fluctuations
8
2. Cosmological perturbations
of the field leading inflation and then they evolved; for example scalar per-
turbations of the metric coupled to the density of matter and radiation and
they are responsible for the most of the inhomogeneities and anisotropies
in the Universe. These primordial perturbations slowly increased in ampli-
tude due to gravitational instability to constitute the structures we see today
on large-scales in the Universe. In a non expanding background this would
have led to an exponential instability, while in an expanding Universe the
gravitational force is counteracted by the expansion, so there is a power-law
growth of perturbations instead of an exponential one. Inflation also gen-
erated tensor fluctuations in the gravitational metric, the so-called gravity
waves. These are not coupled to the density (for more details see [21]) and
so are not responsible for the large-scale structure of the Universe, but they
induce perturbations in the CMB.
In our analysis of perturbations we will encounter the so called gauge
issue which is directly inherited from the theory of General Relativity. If
we callM0 the background manifold with Robertson-Walker metric (FRW)
andMphys the manifold of the "real" physical Universe with little inhomo-
geneities and anisotropies, then a generic map φ is called a gauge if it links a
point in the background to the corresponding physical one by adding a little
perturbation:
φ :
M0 →Mphys
ρ0(t) → ρphys(~x, t) = ρ0(t) + δρ(~x, t) (2.0.1)
where ρ0(t) can be for example the background value of the matter density. A
gauge transformation, let it call ψ, is a change in the correspondence between
background and physical points, keeping the background coordinates fixed.
So if φ1 and φ2 are two different gauge choices which associate two different
points inMphys to the same point inM0 then ψ can be represented by
M0 Mphys
φ1
φ2
ψ
Figure 2.1: gauge transformation.
Obviously physics is invariant under gauge transformations and so we
can choose every time the most suitable gauge to work with, to make eas-
iest the calculations process. Because of the freedom in the choice of the
gauge, not all the perturbed metrics correspond to perturbed space-times:
it is possible to obtain an inhomogeneous form for the metric gµν(~x, t) in
9
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a homogeneous and isotropic space-time by an inconvenient choice of coor-
dinates. Hence it is important to be able to distinguish between physical
(geometrical) inhomogeneities and mere coordinates artefacts. In this situa-
tion using gauge-independent variables, which are independent by the choice
of gauge, is helpful because it gives an exact physical interpretation in the
sense that these variables represent the same physical quantity in each gauge.
For example also in electromagnetism we encounter the same problem and
it is clearly easier to work with the electric and magnetic fields rather than
the gauge-dependent scalar and vector potentials.
The pioneering work on perturbations in FRW cosmological model is the
one of Lifshitz in [22] and summarized by Lifshitz and Khalatnikov in [23].
Then the subject was studied by many authors, the texts [24, 25, 26] treat
cosmological perturbations in some details. The gauge-invariant approach
was pioneered by Bardeen in [27, 28] and by Gerlach and Sengupta in [29].
Then this gauge-invariant approach to the problem was studied extensively
in [30, 31, 32, 33], it has been applied to construct a self-consistent quantum
theory of metric perturbations in [34, 35], to investigate eternal and stochas-
tic inflation in [36, 37, 38], to follow the dynamics of inflationary Universe
models in [39] and to analyse the stability of inflation in higher derivative
theories of gravity in [40]. Den and Tomita have extended the gauge invariant
formalism to anisotropic cosmologies [41, 42]. A gauge invariant formalism
based on the 3+1 Hamiltonian form of the General Relativity was developed
by Durrer and Straumann in [43]. Most of the works done during all these
years in the field of cosmological perturbations are reviewed in [44].
2.1 Defining perturbations
First of all we recall the assumptions we are going to make:
• our Universe can be described at zero order by a homogeneous and
isotropic Friedmann-Robertson-Walker (FRW) space-time;
• we consider a flat Universe.
So, according to our assumptions, the background space-time is described
by a flat FRW metric which we can write as
ds2 = a2
[− dτ2 + δijdxidxj], (2.1.1)
where a = a(τ) is the scale factor. We recall that τ is the conformal time
which is linked to the cosmic time t by t =
∫
a(τ)dτ .
Another consequence of these assumptions is that we can decompose the
physical quantities into a homogeneous background part, depending only on
the cosmic time or alternatively the conformal time, and an inhomogeneous
10
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perturbations. If we consider a generic tensorial quantity, we can hence write
it in agreement with our assumptions as
T (τ, ~x) = T(0)(τ) + δT (τ, ~x) (2.1.2)
where T(0) is the background value, δT is the perturbation and τ is the
conformal time. Moreover the perturbation part can be further expanded as
a power series
δT (τ, ~x) =
∞∑
n=1
n
n!
δT(n)(τ, ~x) (2.1.3)
where the subscript n denotes the order of the perturbations and  is a small
parameter1. Clearly this series contains an infinite number of terms but one
has to take into account only a few depending on the situation: if the aim is
to study linear perturbation theory then it is enough to consider only first
order terms (the ones proportional to ) and neglect the others, otherwise it
would be necessary to consider also higher order perturbations. From now
on we will omit the small parameter .
It is convenient to slice the space-time manifold into a one-parameter
family of spatial hypersurfaces of constant time, which is the standard 3+1
split of space-time. This foliation was firstly introduced by Darmois in 1927
and popularized by Arnowitt, Deser and Misner [45] and for further details
one can read the reference [46]. The foliation is given by spatial hypersurfaces
of given conformal time and we call it time slicing while we refer to the
identification of spatial coordinates on each hypersurface as the threading.
As a consequence of this slicing, we can split our tensorial quantities into
spatial and temporal parts as following.
2.1.1 Split of vectors
We can split any 4-vector into a temporal and a spatial part
V µ = (V 0, V i). (2.1.4)
Note that the temporal part V 0 is a scalar on spatial hypersurfaces. The
spatial part can be further decomposed into a scalar part V and a vector
part V ivec,
V i = δijV, j + V
i
vec, (2.1.5)
where V, j = ∂V/∂xj while the vector part satisfies ∂V ivec/∂xi = 0. The
derivatives are defined with respect to the flat space metric of the back-
ground. The names "scalar" and "vector" parts were introduced by Bardeen
1The index labelling the perturbation order will be always written inside parenthesis
and from now on it will appear indiscriminately as high or low index basing only on the
presence of other indices.
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in [27] and are due to the transformation behaviour under a change of coor-
dinates of V and V ivec on spatial hypersurfaces [47]. The decomposition of
a vector field into a curl-free and a divergence-free part in Euclidean space
is known as Helmholtz theorem. Furthermore we have more constraints in
our case because we are working on a FRW Universe which is in particular
isotropic. As a consequence at zeroth order in perturbations there can’t be
spatial vector part otherwise there would be a preferred direction while there
can be a non vanishing temporal part:
V 0(0) 6= 0, V i(0) = 0. (2.1.6)
Consequently we expect a non zero vector part only at first or higher order
in perturbations.
2.1.2 Split of tensors
As for vectors, we can decompose a rank-2 tensor into a time part and spatial
part but now there are also mixed time-space parts. We take for example
the metric tensor gµν which by definition is symmetric and hence has only 10
independent components in 4 dimensions. First we split our metric tensor
into a background part and a perturbed one using (2.1.2)
gµν = g
(0)
µν + δgµν = a
2(τ)ηµν + δgµν , (2.1.7)
and then we split the perturbation into different parts labelled scalar, vector
and tensor according to their transformation properties on spatial hypersur-
faces. Thus we can write the perturbations for the metric tensor as:
δg00 = −2a2φ, (2.1.8)
δg0i = a
2Bi, (2.1.9)
δgij = 2a
2Cij . (2.1.10)
As stated before, we can further decompose the 0i and the ij perturbations
as:
Bi = B, i − Si, (2.1.11)
Cij = −ψδij + E, ij + F(i,j) +
1
2
hij , (2.1.12)
with F(i,j) = 12
(
Fi,j +Fj,i
)
. After all these decompositions we end up having
four scalar perturbations φ,B, ψ, and E, two vector perturbations Si and Fi
and only one tensor perturbation hij . Each 3-vector, such as B,i, constructed
from a scalar is necessarily curl-free B, [i,j] = 0. Instead vector perturbations
are divergence-free. Finally there is hij , a tensor contribution which has the
12
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following properties: 
hij = hji simmetric,
h jij, = 0 transverse,
h ii = 0 traceless.
(2.1.13)
In terms of degrees of freedom, we have four of them coming from the four
scalar functions, six from the two spatial vectors and nine from the tensor
function. But there are also constraints to take into account: two for the
divergence-free constraints on the vector functions and seven for the symmet-
ric, traceless and transverse constraints on the tensor function. Subtracting
the number of constraints from the number of degrees of freedom we are left
with ten degrees of freedom2 which are exactly the number of independent
component in a symmetric 4-dimensional tensor like the metric gµν . The rea-
son for splitting the metric perturbations into scalars, vectors and tensors is
that the governing equations decouple at linear order and hence we can solve
each perturbation type separately. At higher order this is no longer true as
outlined in [48, 49]. The choice of variables to describe the perturbed metric
is not unique, already at first order there are different conventions in the lit-
erature for the split of the spatial part of the metric. Here we are following
the notation of Mukhanov et al [50] so that the metric perturbation ψ can be
identified directly with the intrinsic scalar curvature of spatial hypersurfaces
at first order. Note that the metric perturbations written in (2.1.8-2.1.10)
include all orders. If we write out the metric tensor up to second order in
perturbations we have:
g00 = −a2
(
1 + 2φ(1) + φ(2)
)
,
g0i = a
2
(
B(1)i +
1
2
B(2)i
)
,
gij = a
2
(
δij + 2C(1)ij + C(2)ij
)
, (2.1.14)
where the first and second order perturbations B(1)i and C(1)ij and B(2)i and
C(2)ij can be further split according to (2.1.11) and (2.1.12). The contravari-
ant metric tensor follows from the constraint gµνgνσ = δ
µ
σ, which up to the
second order gives:
g00 = −a−2
(
1− 2φ(1) − φ(2) + 4φ2(1) −B(1)kB k(1)
)
g0i = a−2
(
B i(1) +
1
2
B i(2) − 2φ(1)B i(1) − 2B(1)kC ki(1)
)
gij = a−2
(
δij − 2C ij(1) − 2C ij(2) + 4C ik(1)C j(1)k −B i(1)B j(1)
)
. (2.1.15)
2Actually only six are physical degrees of freedom because, as we will see later, there
is a freedom in the choice of the gauge and choosing a specific gauge we fix four degrees
of freedom.
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The detailed calculation of the contravariant metric tensor is carried out in
Appendix 7.1. When lowering and raising spatial indices of perturbations
we use the background spatial metric δij .
2.2 Geometry of spatial hypersurfaces
In the perturbed metric given before we can define a vector field orthogonal
to hypersurfaces of constant τ :
nµ = α
∂τ
∂xµ
(2.2.1)
where α is a normalization constant. Let’s check some of the properties of
this vector field:
∂τ
∂x0
= 1,
∂τ
∂xi
= 0, (2.2.2)
nµnµ = α
2 ∂τ
∂xµ
∂τ
∂xµ
= α2
∂τ
∂x0
(
− 1
a2
∂τ
∂x0
)
= −α
2
a2
, (2.2.3)
which tell us that this vector field is time-like. To evaluate the components of
the vector field up to the second order in perturbations we use the constraint
nµnµ = α
2gµν
∂τ
∂xµ
∂τ
∂xν
= α2g00 = −1, (2.2.4)
from which we get α2 = −(g00)−1. Now we simply use the expression for g00
at the second order in perturbations written in the first equation of (2.1.15)
and we get
α = ±
[
a−2
(
1− φ(1) + 4φ 2(1) −B i(1)B(1) i − φ(2)
)]− 1
2
, (2.2.5)
which we can formally rewrite as α = ± a(1+x)−1/2 where x is small because
contains inside all the perturbations terms; so expanding in Taylor series we
get
α = ± a
[
1 + φ(1) − 2φ 2(1) +
1
2
B i(1)B(1) i +
1
2
φ(2) +
3
2
φ 2(1)
]
. (2.2.6)
This means that we can write our vector field as
nµ = −a
(
1 + φ(1) −
1
2
φ 2(1) +
1
2
B i(1)B(1) i +
1
2
φ(2) ,~0
)
, (2.2.7)
where we choose the minus sign in front in order to have the temporal com-
ponent negative. In the FRW background this vector field coincides with
the 4-velocity of matter, while in the perturbed space-time need no longer to
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coincide with it at any perturbation order. The next step is the calculation
of the contravariant vector field:
nµ = gµνnν −→ n0 = g00n0 = 1
a
[
1− φ(1) +
3
2
φ 2(1) −
1
2
φ(2) −
1
2
B(1) iB
i
(1)
]
,
ni = gi0n0 = −1
a
[
B i(1) − φ(1)B i(1) +
1
2
B i(2) − 2B(1) kC ki(1)
]
.
(2.2.8)
Observers moving along the hypersurface orthogonal vector field nµ have a
vanishing 3-velocity with respect to the spatial coordinates xi when the shift
vector Bi is zero. We will refer to these as orthogonal coordinate systems;
in this case the threading is orthogonal to the slicing.
The covariant derivative of any time-like unit vector field nµ can be
decomposed uniquely as follows [51]:
nµ;ν =
1
3
θPµν + σµν + ωµν − aµnν , (2.2.9)
where Pµν is the spatial projection tensor orthogonal to nµ given by
Pµν = gµν + nµnν , (2.2.10)
θ is the overall expansion rate given by
θ = nµ;µ, (2.2.11)
σµν is the (traceless and symmetric) shear
σµν =
1
2
P αµ P βν (nα;β + nβ;α)−
1
3
θPµν , (2.2.12)
ωµν is the (antisymmetric) vorticity
ωµν =
1
2
P αµ P βν (nα;β − nβ;α), (2.2.13)
and aµ is the acceleration
aµ = nµ;νn
ν . (2.2.14)
On spatial hypersurfaces the expansion, shear, vorticity, acceleration coincide
with their Newtonian counterparts in fluid dynamics [52, 53].
The projection tensor Pµν is the induced 3-metric on the spatial hyper-
surfaces, and the Lie derivative, which we denote by L, of Pµν along the
vector field nµ is the extrinsic curvature of the hypersurface embedded in
the higher dimensional space-time [51, 54]. The extrinsic curvature of the
spatial hypersurfaces defined by nµ is thus given by
Kµν ≡ 1
2
LnPµν = P λν nµ;λ =
1
3
θPµν + σµν . (2.2.15)
At first order we can easily identify the metric perturbations with geometrical
perturbations of the spatial hypersurfaces or the associated vector field, nµ,
as shown in [44].
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2.3 Energy-momentum tensor for fluids
Einstein equations for General Relativity tells us that the geometry of the
space-time and its energy content are strictly related. This implies that a
small perturbation in the matter content of the Universe affects the metric
tensor and hence the geometry of the space-time. The energy-momentum
tensor for a perfect fluid with density ρ, isotropic pressure p and 4-velocity
uµ is given by
Tµν = (ρ+ p)uµuν + pgµν . (2.3.1)
2.3.1 Single fluids
The background value of a single fluid energy-momentum tensor is necessarily
of the perfect fluid form, this means we can write it as
T (0)µν = (ρ(0) + p(0))u
(0)
µ u
(0)
ν + p(0)g
(0)
µν , (2.3.2)
with ρ(0) = ρ(0)(τ), p(0) = p(0)(τ) and u
(0)
i = 0, because the fluid in the
background is at rest3. As regards the perturbation, we can identify two
different contributions: one which keeps the energy-momentum tensor of the
perfect fluid form and another one which adds an anisotropic contribution.
Before writing these two contributions to δTµν we focus on the 4-velocity of
matter which is defined by
uµ =
dxµ
dτ
, (2.3.3)
where τ is the proper time comoving with the fluid, and it is subject to the
constraint
uµuµ = −1. (2.3.4)
The spatial components of the 4-velocity are
ui =
dxi
dτ
=
a
a
dxi
dτ
=
1
a
dri
dτ
=
1
a
vi. (2.3.5)
Here xi are the comoving coordinates while ri are the physical ones. On the
background the velocity of the fluid vanishes (as a consequence of isotropy)
so vi = vi(1) +
1
2v
i
(2) contains only perturbations, hence
ui =
1
a
(
vi(1) +
1
2
vi(2)
)
. (2.3.6)
In order to get the temporal components of uµ we need to use the constraint
(2.3.4)
gµνu
µuν = g00u
0u0 + 2g0iu
0ui + giju
iuj = −1, (2.3.7)
3If the background value of the velocity is different from zero it would means that
there is a preferred direction in the background which is in contrast with our assumption
of isotropy.
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which gives the second order equation on the variable u0
g00u
0u0 + 2g0iu
0ui + giju
iuj + 1 = 0, (2.3.8)
which is solved by
u0 =
−g0iui ±
√
(g0iui)2 − g00(gijuiuj + 1)
g00
. (2.3.9)
Now we must write each term up to second order in perturbations and we
find
u0 =
1
a
(
1− φ(1) −
1
2
φ(2) +
3
2
φ2(1) +
1
2
v(1)iv
i
(1) +B(1)iv
i
(1)
)
. (2.3.10)
Lowering the indices with the metric tensor we find
u0 = −a
(
1 + φ(1) +
1
2
φ(2) −
1
2
φ2(1) +
1
2
v(1)kv
k
(1)
)
,
ui = a
(
v(1)i +B(1)i +
1
2
(v(2)i +B(2)i)− φ(1)B(1)i + 2C(1)ikvk(1)
)
. (2.3.11)
As usually the spatial part of the velocity can be split into a scalar part and
a vector part
vi = δijv,j + v
i
vec. (2.3.12)
Note that vi is the 3-velocity of matter defined considering the spatial co-
ordinates xi, and so it is not the velocity with respect to the hypersurface
orthogonal vector field ni, except in orthogonal coordinate systems for which
Bi = 0.
At this point we can go back to writing the perturbations of the energy-
momentum tensor. We pointed out that this perturbation can be written as
the sum of two contributions; the first one, which preserves the perfect fluid
form, can be written as
Tµν = T
(0)
µν + δTµν = (ρ+ p)uµuν + pgµν (2.3.13)
which differs from (2.3.2) by the fact that now ρ = ρ(0) + δρ, p = p(0) + δp,
gµν = g
(0)
µν + δgµν and uµ has the expression derived in (2.3.11). The other
contribution can be written as an anisotropic stress tensor
δTµν = piµν . (2.3.14)
This anisotropic stress tensor obviously vanishes on the background and it
can be split into first and second order parts in the usual way
piµν = pi(1)µν +
1
2
pi(2)µν , (2.3.15)
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and it is subject to the constraints
piµνu
ν = 0, piµµ = 0. (2.3.16)
The anisotropic stress vanishes for a perfect fluid or minimally coupled scalar
fields, while when it is not null it contributes only to the perturbations
because its value on the background is zero. The equations (2.3.16) constrain
the stress tensor at each perturbation order:
order 0: pi(0)µνuν(0) = 0 −→ pi(0)µν = 0,
order 1: pi(1)µνuν(0) + pi(0)µνu
ν
(1) = pi(1)µ0u
0
(0) = 0 −→ pi(1)µ0 = 0,
pii(1)i = −pi0(1)0 = 0,
order 2: pi(2)µνuν(0) + pi(1)µνu
ν
(1) + pi(0)µνu
ν
(2) = pi(2)µ0u
0
(0) + pi(1)µiu
i
(1) =
= pi(1)0iv
i
(1) +
1
2
pi(2)00 = 0 −→ pi(2)00 = 0,
pii(2)i = −pi0(2)0 = 0. (2.3.17)
The second of equations (2.3.16) guarantees that the anisotropic stress tensor
is traceless. In the same way as we did with the perturbation of the metric in
Section 2.1, we can decompose the anisotropic stress tensor into a traceless
scalar part Π, a vector part Πi and a tensor part Πij , at each order according
to [47]
piij = a
2
[
Π,ij − 1
3
∇2Πδij + 1
2
(
Πi,j + Πj,i
)
+ Πij
]
. (2.3.18)
In conclusion the energy-momentum tensor for a single fluid can be written
as [53, 55, 56]
Tµν = (ρ+ p)uµuν + pgµν + piµν . (2.3.19)
We follow [55] in defining the proper energy density as the eigenvalue
of the energy-momentum tensor and the 4-velocity uµ as the corresponding
eigenvector
Tµνu
ν = −ρuµ. (2.3.20)
The components of the energy-momentum tensor on the background are
T 0(0)0 = −ρ(0),
T 0(0)i = 0,
T i(0)j = δ
i
jp(0), (2.3.21)
while at first order we have
δT 0(1)0 = −δρ(1),
δT 0(1)i =
(
ρ(0) + p(0)
)(
v(1)i +B(1)i
)
,
δT i(1)j = δp(1)δ
i
j + a
−2pii(1)j , (2.3.22)
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which we obtained from (2.3.19) considering first order perturbations at
most. If we also take into account the second order perturbations we find:
δT 0(2)0 = −δρ(2) − 2
(
ρ(0) + p(0)
)
v(1)k
(
vk(1) +B
k
(1)
)
,
δT 0(2)i = (ρ(0) + p(0))
[
v(2)i +B(2)i + 4C(1)ikv
k
(1) − 2φ(1)
(
v(1)i + 2B(1)i
)]
+
+ 2
(
δρ(1) + δp(1)
)(
v(1)i +B(1)i
)
+
2
a2
(
Bk(1) + v
k
(1)
)
pi(1)ik,
δT i(2)j = δp(2)δ
i
j +
1
a2
pi i(2)j −
4
a2
Cik(1)pi(1)jk + 2
(
ρ(0) + p(0)
)
vi(1)
(
v(1)j +B(1)j
)
.
(2.3.23)
Note that for simplicity of presentation we have not split perturbations into
their constituent scalar, vector and tensor parts in the above expressions.
We will see that quantities like the density, pressure and 3-velocity are
gauge-dependent and this implies that they change along with the choice of
the gauge. On the contrary it is possible to show [47] that the anisotropic
stress is gauge-invariant at first order but becomes gauge-dependent at sec-
ond order.
2.3.2 Multiple fluids
The cosmological fluid consists of many components (photons, baryons, neu-
trinos, . . . ) so it is necessary to consider a energy-momentum tensor for
multiple fluids. In this case the total energy-momentum tensor is the sum of
the energy-momentum tensor of the individual fluids, labelled by the index
α
Tµν =
∑
α
Tµν(α). (2.3.24)
The density and the pressure of the total fluid are related to the single
components ones by
ρ =
∑
α
ρ(α), (2.3.25)
p =
∑
α
p(α). (2.3.26)
For each of the fluid we can define the local energy-momentum transfer 4-
vector Qν(α) through the relation
∇µTµν(α) = Qν(α), (2.3.27)
where ∇µ is the covariant derivative. From the above relation we see that
the local energy-momentum tensor, Tµν(α), is locally conserved only for non-
interacting fluids, for which Qν(α) = 0. The fact that the energy-momentum
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tensor describing the matter content of the Universe must be covariantly
conserved together with equation (2.3.27) implies that∑
α
Qν(α) = 0. (2.3.28)
Following [55, 57] we split the energy-momentum transfer 4-vector using the
total fluid velocity uµ as
Qµ(α) = Q(α)u
µ + fµ(α), (2.3.29)
where Q(α) is the energy transfer rate and f
µ
(α) the momentum transfer rate,
subject to the constraint
uµf
µ
(α) = 0. (2.3.30)
Writing this constraint at various perturbations order we find that
f0(1)(α) = 0, f
0
(2)(α) = 2f
k
(1)(α)
(
v(1)k +B(1)k
)
. (2.3.31)
We then find the temporal components of the energy transfer 4-vector to be
Q0(0)(α) =
1
a
Q(0)α,
Q0(1)(α) =
1
a
(
δQ(1)α − φ(1)Q(0)α
)
,
Q0(2)(α) =
1
2a
[
δQ(2)α +Q(0)α
(
3φ2(1) − φ(2)
)
− 2φ(1)δQ(1)α+
+
(
v(1)k +B(1)k
)(2
a
fk(1)(α) +Q(0)αv
k
(1)
)]
, (2.3.32)
where Q(0)α, δQ(1)α and δQ(2)α are the energy transfer to the α-fluid in
the background, respectively at first and at second order. For the spatial
components of the energy transfer 4-vector, the momentum part, we get at
first and second order
Qi(1)(α) =
1
a
Q(0)αv
i
(1) +
1
a2
f i(1)(α),
Qi(2)(α) =
1
2a
[
1
a
f i(2)(α) + δQ(1)αv
i
(1) +Q(0)α
(
vi(2) + 2φ(1)B
i
(1) − 4Ci(1)kvk(1)
)]
,
(2.3.33)
where f i(1)(α) and f
i
(2)(α) are the spatial parts of the momentum transfer rate
at first and second order.
Note that the homogeneous and isotropic FRW background excludes a
zeroth order momentum transfer. The spatial momentum transfer vector of
order n can be further decomposed into a scalar and a vector part
f i(n)(α) = δ
ijf(n)(α)j + fˆ
i
(n)(α). (2.3.34)
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2.4 Energy-momentum tensor for scalar fields
2.4.1 Single field
A minimally coupled scalar field is specified by the Lagrangian density
L = −1
2
gµν∂µϕ∂νϕ− V (ϕ), (2.4.1)
where the minus sign in front of the kinetic term is necessary for the scalar
field in order to have a positive kinetic energy for our choice of the metric
signature.
The energy-momentum tensor is defined as
Tµν = −2 ∂L
∂gµν
+ gµνL, (2.4.2)
which for our scalar field ϕ becomes
Tµν = g
µα∂αϕ∂νϕ− δµν
(
1
2
gβλ∂βϕ∂λϕ+ V (ϕ)
)
. (2.4.3)
Comparing (2.4.3) to the energy-momentum tensor of a perfect fluid (2.3.19)
we can identify the non-linear 4-velocity, density, and pressure of the scalar
field as in [58]
uµ =
∂µϕ
|gαβ∂αϕ∂βϕ| ,
ρ = −gαβ∂αϕ∂βϕ+ V,
p = −gαβ∂αϕ∂βϕ− V. (2.4.4)
Note that the anisotropic stress piµν is identically zero for minimally coupled
scalar fields.
Splitting the scalar field into a homogeneous background field and a per-
turbation
ϕ(τ, xi) = ϕ(0)(τ) + δϕ(τ, x
i), (2.4.5)
and using the definitions above we find for the components of the energy-
momentum tensor of a perturbed scalar field at linear order
T 00 = −
1
2
a−2ϕ′ 2(0) − V(0) + a−2ϕ′(0)
(
φ(1)ϕ
′
(0) − δφ′(1)
)
− ∂V
∂ϕ
δϕ(1),
T 0i = −a−2
(
ϕ′(0)∂iδϕ(1)
)
,
T ij =
[
1
2
a−2ϕ′ 2(0) − V(0) −
∂V
∂ϕ
δϕ(1) + a
−2ϕ′(0)
(
δϕ′(1) − φ(1)ϕ′(0)
)]
δij ,
(2.4.6)
where V(0) = V (ϕ(0)) and the prime denotes the derivative with respect to
the conformal time τ .
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2.4.2 Multiple fields
ForN minimally coupled scalar fields, labelled by the index I, the Lagrangian
density is given by
L = −1
2
∑
I
(gµν∂µϕI∂νϕI)− V (ϕ1, . . . , ϕN ). (2.4.7)
The energy-momentum tensor is
Tµν =
∑
I
[
∂µϕI∂νϕI − 1
2
gµνg
αβ∂αϕI∂βϕI
]
− gµνV. (2.4.8)
Similarly to the energy-momentum tensor for a single field, we can identify
the non linear 4-velocity, density and pressure of each one of the scalar fields
as in [57]
u(I)µ =
∂µϕI
|gαβ∂αϕI∂βϕI | ,
ρ(I) = −gαβ∂αϕI∂βϕI ,
p(I) = g
αβ∂αϕI∂βϕI . (2.4.9)
Again we can split the scalar fields ϕI into a background and perturba-
tions
ϕI(τ, x
i) = ϕ(0)I(τ) + δϕ(1)I(τ, x
i) + . . . (2.4.10)
and similarly the potential
V (ϕI) = V (ϕ(0)I) +
∂V
∂ϕI
(ϕ(0)I)δϕ(1)I + . . . (2.4.11)
2.5 Gauge transformations
A problem which arises in cosmological perturbation theory is the presence
of spurious coordinate artefacts or gauge modes in the calculation. The
gauge issue was resolved in a systematic way by Bardeen in [27]. The gauge
issue arises in any approach to General Relativity that splits quantities into
a background and a perturbation. In fact, although General Relativity is a
covariant theory, i. e. manifestly independent by the coordinate choice, split-
ting variables into a background part and a perturbation is not a covariant
procedure and therefore introduces a coordinate or gauge dependence. By
construction this only affects the perturbations, the background quantities
remain the same in the different coordinate systems.
We know from the study of General Relativity that solutions of the Ein-
stein equations
Gµν = Rµν − 1
2
gµνR = 8piGTµν (2.5.1)
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are invariant under diffeomorphism (the gauge transformation of General
Relativity). Consequently, if gµν is a solution for a particular choice of Tµν ,
acting with a diffeomorphism we find g˜µν which is a solution for T˜µν . The
mathematical relation between gµν and g˜µν is
g˜µν(x˜) =
∂xρ
∂x˜µ
∂xσ
∂x˜ν
gρσ(x). (2.5.2)
Now we consider an infinitesimal coordinate transformation
xµ → x˜µ = xµ − ξµ, (2.5.3)
described by four functions ξµ of space and time. For this infinitesimal
transformation we can rewrite the left term of (2.5.2) as
g˜µν(x˜) = g˜µν
(
x− ξ(x)) = g˜µν(x)− ∂gµν
∂ξλ
(x)ξλ +O(ξ2). (2.5.4)
Using again (2.5.3) we can also rewrite the right part of (2.5.2):
∂x˜µ
∂xρ
= δµρ −
∂ξµ
∂xρ
−→ ∂x
ρ
∂x˜µ
= δρµ +
∂ξρ
∂xµ
+O(ξ2), (2.5.5)
hence
g˜µν(x˜) =
(
δρµ +
∂ξρ
∂xµ
(x)
)(
δσν −
∂ξσ
∂xν
(x)
)
gρσ(x)
= gµν(x) +
∂ξρ
∂xµ
(x)gρν(x) +
∂ξσ
∂xν
(x)gµσ(x) +O(ξ2). (2.5.6)
Putting together the equations (2.5.4) and (2.5.6) we find
g˜µν(x) = gµν(x)+
∂ξρ
∂xµ
(x)gρν(x)+
∂ξσ
∂xν
(x)gµσ(x)+
∂gµν
∂ξλ
(x)ξλ+O(ξ2) (2.5.7)
which is the expansion of the Lie derivative along the vector ξµ acting on
gµν(x):
g˜µν(x) = gµν(x) + Lξgµν(x). (2.5.8)
This tells us that the Lie dragging relates the metric tensor evaluated in the
coordinate point xµ with the transformed metric tensor under a diffeomor-
phism evaluated in the same coordinate point. Actually the relation (2.5.8)
holds only at first order in ξ, however it can be generalized [59]: if we take
the function T (which can be a scalar, vector or tensor) and taking into
account also the terms O(ξ2) we get:
T˜ (x) = eLξT (x)
= T (x) + LξT (x) +
1
2
L2ξT (x) + . . . (2.5.9)
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Since background quantities are not affected by gauge transformations we
can easily write the relation between perturbations in different gauges up to
second order from (2.5.9)
δT˜ (x) = T˜ (x)− T(0)(x) = T (x) + LξT (x) +
1
2
L2ξT (x)− T(0)(x)
= δT (x) + LξT (x) +
1
2
L2ξT (x). (2.5.10)
There are two mathematically equivalent approaches to the problem: the
passive and active methods
• Active: we study how perturbations change under mapping, where
the map directly induces the transformation on the perturbed quan-
tities. First we fix the coordinates on the background manifold M0,
we call them for example xµb where the b stands for background. Any
diffeomorphism D :M0 →Mphys induces a system of coordinates on
the physical manifold Mphys via D : xµb → xµ. For a given diffeo-
morphism D we define the perturbation δT of the generic function T
(scalar, vector or tensor) defined onMphys as
δT (p) = T (p)− T(0)
(D−1(p)), (2.5.11)
where T(0) lives on the background. A second diffeomorphism D˜ in-
duces a new set of coordinates x˜µ on Mphys via D˜ : xµb → x˜µ and a
different δ˜T :
δ˜T (p) = T˜ (p)− T(0)
(D˜−1(p)), (2.5.12)
where T˜ is the value of T in the x˜µ coordinates. In this approach,
the gauge transformation δT (p) → ˜δT (p) is generated by the change
of correspondence D → D˜ between the manifolds M0 and Mphys.
We can associate to this change in the correspondence the change of
coordinates xµ → x˜µ induced on Mphys. We can think of the gauge
transformation as a one to one correspondence between different points
on the background. In fact D sends a background point b1 to a point
in the physical manifold, for example q: D(b1) = q. As regards D˜, q
won’t be the image of b1 but rather of another point in the background,
for example b2. So we can write
D(b1) = q = D˜(b2), (2.5.13)
which can be rewritten as
b1 = D−1
(D˜(b2)) = D(b2). (2.5.14)
The map D takes each point ofM0 in a fixed coordinates system and
sends it to another point in that coordinate system as shown in the
figure below.
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M0 Mphys
D˜
DD
Figure 2.2: gauge transformation.
The starting point in this approach is the exponential map (2.5.9) that
allows us to immediately write down how a function T transforms up
to second order. The vector field generating the transformation, ξµ is
up to second order
ξµ = ξµ(1) +
1
2
ξµ(2), (2.5.15)
so the exponential map can be expanded up to second order as
eLξ = 1 + Lξ(1) +
1
2
L2ξ(1) +
1
2
Lξ(2) . (2.5.16)
From equation (2.5.16) we get that tensorial quantities transform as
T˜(0) = T(0),
δ˜T (1) = δT(1) + Lξ(1)T(0),
δ˜T (2) = δT(2) + Lξ(2)T(0) + L
2
ξ(1)
T(0) + 2Lξ(1)δT(1). (2.5.17)
• Passive: we specify the relation between two coordinate systems di-
rectly and then calculate the change in the metric and matter variables
when changing from one system to the other. First of all we choose
some system of coordinates xµ on the physical space-time manifold
Mphys. The background is defined by assigning to all functions T on
Mphys a background value T(0)(xµ) which is a fixed function of the co-
ordinates. Therefore in a second coordinate system x˜µ the background
function T(0)(x˜µ) will have exactly the same functional dependence on
x˜µ. The perturbation δT in the system of coordinates xµ is defined as
δT (p) = T
(
xµ(p)
)− T(0)(xµ(p)). (2.5.18)
Similarly, in the second system of coordinates, the perturbation of T
is
δ˜T (p) = T˜
(
x˜µ(p)
)− T(0)(x˜µ(p)). (2.5.19)
Here T˜
(
x˜µ(p)
)
is the value of T in the new coordinate system at the
same point p of Mphys. The transformation δT (p) → δ˜T (p) is called
the gauge transformation associated with the change of variables xµ →
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x˜µ on the manifold Mphys. Applying the exponential map (2.5.9) to
the functions xµ, coordinates of the physical point q, we get the relation
between the old coordinate system xµ and the new one x˜µ [49]
x˜µ(q) = e
ξλ
∂
∂xλ
∣∣∣
qxµ(q)
= xµ(q)− ξµ(1)(q) +
1
2
((
∂νξ
µ
(1)(q)
)
ξν(1)(q)− ξµ(2)(q)
)
. (2.5.20)
Now we consider a quantity, like the total density ρ that is a scalar
under diffeomorphism which means it remains the same under a change
of coordinate system
ρ˜(x˜µ) = ρ(xµ). (2.5.21)
Because we are interested in the transformations of the perturbations
we split the density as usual ρ = ρ(0) + δρ. Now expanding both sides
of equation (2.5.21) up to first order in perturbations we find
ρ(xµ) = ρ(0)(x
0) + δρ(1)(x
µ)
ρ˜(x˜µ) = ρ(0)(x˜
0) + δ˜ρ(1)(x˜
µ) (2.5.22)
and using equation (2.5.20) to write x˜µ in function of xµ we get
ρ˜(x˜µ) = ρ(0)(x
0)− ρ′(0)(x0)ξ0(1)(xµ) + δ˜ρ(1)(xµ). (2.5.23)
Thus we obtain the transformation rule at first order
δ˜ρ(1) = δρ(1) + ρ
′
(0)ξ
0
(1). (2.5.24)
Another important invariant is the line element ds2 which allows us to
deduce the transformation properties of the metric tensor:
ds2 = g˜µνdx˜
µdx˜ν = gµνdx
µdxν . (2.5.25)
Both approaches, the active and the passive one, are equivalent. From the
point of view of physics, the active allows to understand how the amplitudes
of the perturbations depend on the correspondence between background
manifold M0 and physical manifold Mphys. Instead the passive approach
allows to connect the gauge transformation with the choice of the system of
coordinates onMphys in which the perturbations are described. However we
decide to follow the active approach, instead for further developing of the
passive approach see for example [31, 60].
2.5.1 Scalar perturbations
First of all we split the generating vector ξµ into a scalar temporal part α(1)
and a spatial scalar and vector part, β(1) and γi(1), according to
ξµ(1) =
(
α(1), β
i
(1), + γ
i
(1)
)
, (2.5.26)
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where the vector part is divergence free, ∂kγk(1) = 0. Now we consider a four
scalar, like the energy density ρ = ρ(0) + δρ(1) + 12δρ(2). We expect to find
again the relation found in the passive approach (2.5.24), in fact both the
approaches are equivalent. In the active approach the transformation for a
quantity like δρ is given by the second equation of (2.5.17) where the Lie
derivative is equal to [53]
Lξρ = ξ
λ∂λρ. (2.5.27)
The result is
δ˜ρ(1) = δρ(1) + ρ
′
(0)α(1), (2.5.28)
which is exactly what we found in the passive approach. We see that the
first order density perturbation is fully specified by prescribing the first order
temporal gauge α(1).
At second order we do the same: firstly we write the generating vector
ξµ(2) as
ξµ(2) =
(
α(2), β
i
(2), + γ
i
(2)
)
, (2.5.29)
where the vector part is divergence free, ∂kγk(2) = 0. Then we take the third
equation of (2.5.17) and using the expression for the Lie derivative above we
get
δ˜ρ(2) = δρ(2) + ρ
′
(0)α(2) + α(1)
(
ρ′′(0)α(1) + ρ
′
(0)α
′
(1) + 2δρ
′
(1)
)
+
+
(
2δρ(1) + ρ
′
(0)α(1)
)
,k
(
β k(1), + γ
k
(1)
)
. (2.5.30)
This time vector-like terms appear: γk(1) and the gradient β
k
(1), . At second
order scalar perturbations are coupled to vectors. The gauge is specified only
once α(1), α(2), β(1) and γi(1) are specified.
2.5.2 Vector perturbations
This time we use again the splitting defined before for the generator of gauge
transformations ξµ and the second equation of (2.5.17), but in this case the
Lie derivative is equal to [53]
LξVµ = Vµ,αξ
α + Vαξ
α
,µ. (2.5.31)
Hence the vector perturbations transform at first order under a gauge trans-
formation as
˜δV (1)µ = δV(1)µ + V
′
(0)µα(1) + V(0)λξ
λ
(1),µ, (2.5.32)
where we used the fact that on the background V(0)µ = V(0)µ(τ) and V(0)i = 0.
For the specific example of the 4-velocity, defined in (2.3.11), we find
v˜(1)i + B˜(1)i = v(1)i +B(1)i − α(1),i. (2.5.33)
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As we have done for the vector perturbation of the metric Bi in (2.1.11)
we can decompose vi in its scalar and vector part and hence, using the
transformation relation for Bi which we will derive below in (2.5.42), we can
divide the above equation (2.5.33) into
v˜(1) = v(1) − β′(1),
v˜ivec(1) = v
i
vec(1) − γ
′i
(1). (2.5.34)
The next step is to find the relations for the vector perturbations in two
different gauges at second order. This time we need the third equation of
(2.5.17) and (2.5.29), the result is:
˜δV (2)µ = δV(2)µ + V
′
(0)µα(2) + V(0)0α(2),µ + V
′′
(0)µα
2
(1) + V
′
(0)µα(1),λξ
λ
(1)+
+ 2V ′(0)0α(1)α(1),µ + V(0)0
(
ξλ(1)α(1),µλ + α(1),λξ
λ
(1),µ
)
+
+ 2
(
δV(1)µ,λξ
λ
(1) + δV(1)λξ
λ
(1),µ
)
. (2.5.35)
Focusing again on the 4-velocity and following a similar procedure as at first
order, we find that the second order
v˜(2)i = v(2)i − ξ′(2)i + χi, (2.5.36)
where χi contains the terms quadratic in the first order perturbations and it
is given by
χij = ξ
′
(1)i
(
2φ(1) + α
′
(1) + 2Hα(1)
)
− α(1)ξ′′(1)i − ξk(1)ξ′(1)i,k + ξ
′k
(1)ξ(1)i,k+
− 2α(1)
(
v′(1)i +Hv(1)i
)
+ 2v(1)i,kξ
k
(1) − 2vk(1)ξ(1)i,k, (2.5.37)
where H = aH = a′/a and we used the transformation relation of the metric
perturbation B(2)i that we will write explicitly later.
2.5.3 Tensor perturbations
Now we can calculate how the first order metric perturbations change under
a gauge transformation. δg00 is a 4-scalar so its transformation relation can
be obtained dealing only with scalars. Once we know that the Lie derivative
acts on a tensor like the metric as
Lξgµν = gµν,λξ
λ + gµλξ
λ
,ν + gλνξ
λ
,µ, (2.5.38)
it is easy to verify using (2.5.26), (2.1.14) and the second of (2.5.17) that
δ˜g
(1)
00 = δg
(1)
00 + δg
(0)
00,0ξ
0
(1) + 2δg
(0)
00 ξ
0
(1),0
= δg
(1)
00 − 2a3Hα(1) − 2a2α′(1)
= δg
(1)
00 − 2a2Hα(1) − 2a2α′(1). (2.5.39)
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Actually δg(1)00 = −2a2φ(1), thus from the equation above we can directly read
how the scalar perturbation φ transforms under a gauge transformation:
φ˜(1) = φ(1) +Hα(1) + α′(1) (2.5.40)
The next step is to find the transformation law for the 0i part of the met-
ric. The change of the component δg0i is slightly more involved, since this
component contains scalar and vector perturbations. We therefore have to
compute the overall transformation of this metric component using (2.5.38)
and then split the result in the various components.
δ˜g
(1)
0i = δg
(1)
0i + δg
(0)
00 ξ
0
(1),i + δg
(0)
ki ξ
k
(1),0
= δg
(1)
0i + a
2δij
(
β
′ j
(1), + γ
′j
(1)
)
− a2α(1),i, (2.5.41)
and hence, from δg(1)0i = a
2B(1)i, we get
B˜(1)i = B(1)i + β
′
(1),i + γ
′
(1)i − α(1),i. (2.5.42)
But B(1)i consists of a vector divergence-free part S(1)i and a scalar part B(1),
explicitly B(1)i = B(1),i − S(1)i. The transformation law (2.5.42) only tells
us how the whole vector B(1)i transforms and so to find the transformation
rules for its components we firstly take the divergence of (2.5.42), so that it
remains only the scalar part B(1)
∇2B˜(1) = ∇2B(1) +∇2β′(1) −∇2α(1), (2.5.43)
which gives
B˜(1) = B(1) + β
′
(1) − α(1). (2.5.44)
Then the vector part transformation rule can be consequently found by sub-
tracting the overall transformation rule (2.5.42) from the scalar part trans-
formation (2.5.44):
S˜(1)i = B˜(1),i − B˜(1)i = S(1)i − γ′(1)i. (2.5.45)
The remaining terms of the metric are those with spatial indices only:
δ˜g
(1)
ij = δg
(1)
ij + δg
(0)
ij,λξ
λ
(1) + δg
(0)
ik ξ
k
(1),j + δg
(0)
kj ξ
k
(1),i
= δg
(1)
ij + 2aa
′α(1)δij + a2
(
ξ(1)i,j + ξ(1)j,i
)
= δg
(1)
ij + 2a
2Hα(1)δij + a2
(
ξ(1)i,j + ξ(1)j,i
)
. (2.5.46)
The third equation of (2.1.14) tells us that δg(1)ij = 2a2C(1)ij so the trans-
formation relation becomes
2C˜(1)ij = 2C(1)ij + 2Hα(1)δij + ξ(1)i,j + ξ(1)j,i, (2.5.47)
29
2.5. Gauge transformations
with C(1)ij given by (2.1.12). If we take the trace of (2.5.47) then we get
− 3ψ˜(1) +∇2E˜(1) = −3ψ(1) +∇2E(1) + 3Hα(1) +∇2β(1). (2.5.48)
On the other hand the divergence is
C˜ ,j(1)ij = C
,j
(1)ij +Hα(1),i +
1
2
∇2ξ(1)i +
1
2
∇2β(1),i. (2.5.49)
Applying the double derivative ∂i∂j to (2.5.47) and then lowering the indices
using the background comoving metric we get
−∇2ψ˜(1) +∇2∇2E˜(1) = −∇2ψ(1) +∇2∇2E(1) +H∇2α(1) +∇2∇2β(1).
(2.5.50)
Now obtaining ψ˜(1) from (2.5.48) and substituting its expression into (2.5.50)
we find
∇2∇2E˜(1) = ∇2∇2E(1) +∇2∇2β(1), (2.5.51)
which gives us the transformation relation for E(1) under a gauge transfor-
mation
E˜(1) = E(1) + β(1). (2.5.52)
This relation can be inserted in (2.5.48) to find the transformation law for
ψ(1)
ψ˜(1) = ψ(1) −Hα(1). (2.5.53)
In order to find the transformation law for the vector F(1)i we must consider
(2.5.49) and using the transformation laws for E(1) and ψ(1) we have found
before we get
∇2F˜(1)i = ∇2F(1)i +∇2ξ(1)i −∇2β(1),i, (2.5.54)
and using the expression for ξ written in (2.5.26) we conclude that
F˜(1)i = F(1)i + γ(1)i. (2.5.55)
We need one more transformation law, the one for the tensor perturbation
hij . In order to get it we have to insert the transformations law for ψ(1),
E(1) and F(1)i into (2.5.47) and we find
h˜(1)ij = h(1)ij . (2.5.56)
Summarising, the first order transformation laws for the scalar perturbations
of the metric are
φ˜(1) = φ(1) +Hα(1) + α′(1),
ψ˜(1) = ψ(1) −Hα(1),
B˜(1) = B(1) − α(1) + β′(1),
E˜(1) = E(1) + β(1), (2.5.57)
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as regards the vectors we have found the following
S˜i(1) = S
i
(1) − γ
′i
(1),
F˜ i(1) = F
i
(1) + γ
i
(1), (2.5.58)
and we have found that the first order tensor perturbation is gauge-invariant
h˜(1)ij = h(1)ij . (2.5.59)
The metric tensor transformation at second order is given by
δ˜g
(2)
µν = δg
(2)
µν + g
(0)
µν,λξ
λ
(2) + g
(0)
µλ ξ
λ
(2) ,ν + g
(0)
νλ ξ
λ
(2) ,µ + 2
[
δg
(1)
µν,λξ
λ
(1)+
+ δg
(1)
µλ ξ
λ
(1),ν + δg
(1)
νλ ξ
λ
(1),µ
]
+ g
(0)
µν,λαξ
λ
(1)ξ
α
(1) + g
(0)
µν,λξ
λ
(1),αξ
α
(1)+
+ 2
[
g(0)µν,αξ
α
(1)ξ
λ
(1),ν + g
(0)
λν,αξ
α
(1)ξ
λ
(1),µ + g
(0)
λαξ
λ
(1),µξ
α
(1),ν
]
+
+ g
(0)
µλ
(
ξλ(1),ναξ
α
(1) + ξ
λ
(1),αξ
α
(1),ν
)
+ g
(0)
νλ
(
ξλ(1),µαξ
α
(1) + ξ
λ
(1),αξ
α
(1),µ
)
.
(2.5.60)
The 00 component of this equation gives the transformation rule for the
second order function φ(2)
φ˜(2) = φ(2) +Hα(2) + α′(2) + α(1)
[
α′′(1) + 5Hα′(1) + α(1)
(H′ + 2H2)+
+ 4Hφ(1) + 2φ′(1)
]
+ 2α′(1)
(
α′(1) + 2φ(1)
)
+ ξ(1)k
(
α′(1) +Hα(1)+
+ 2φ(1)
) k
,
+ ξ′(1)k
[
α k(1), − 2Bk(1) − ξ
′k
(1)
]
. (2.5.61)
Considering the 0i component we find the transformation rule for the vector
perturbation B(2)i, which is:
B˜(2)i = B(2)i + ξ
′
(2)i − α(2),i + χBi (2.5.62)
where
χBi = 2
[(
2HB(1)i +B′(1)i
)
α(1) +B(1)i,kξ
k
(1) − 2φ(1)α(1),i +B(1)kξk(1),i+
+B(1)iα
′
(1) + 2C(1)ikξ
′k
(1)
]
+ 4Hα(1)
(
ξ′(1)i − α(1),i
)
+
+ α′(1)
(
ξ′(1)i − 3α(1),i
)
+ α(1)
(
ξ′′(1)i − α′(1),i
)
+ ξ
′k
(1)
(
ξ(1)i,k + 2ξ(1)k,i
)
+
+ ξk(1)
(
ξ′(1)i,k − α(1),ik
)
− α(1),kξk(1),i. (2.5.63)
As in the first order perturbation case, the relation (2.5.62) tells us how
the full vector Bi transforms at second order. If we want to find how the
scalar part B(2) and the vector part S(2)i transform we have to proceed in
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an analogous way as we did for the first order perturbations. Firstly we take
the divergence of (2.5.62) and we find the transformation law for the scalar
part
B˜(2) = B(2) − α(2) + β′(2) +∇−2χ kBk, (2.5.64)
where ∇−2 denotes the inverse of the Laplacian. As regards the vector part,
we can find it by subtracting the scalar part from (2.5.62)
S˜(2)i = S(2)i − γ
′i
(2) − χBi +∇−2χ kB ,ki. (2.5.65)
The last terms we deal with are the ones with spatial indices only for which
equation (2.5.60) becomes
2C˜(2)ij = 2C(2)ij + 2Hα(2)δij + ξ(2)i,j + ξ(2)j,i + χij , (2.5.66)
where we defined χij to contain the terms quadratic in the first order per-
turbations as
χij = 2
[(
H2 + a
′′
a
)
α2(1) +H
(
α(1)α
′
(1) + α(1),kξ
k
(1)
)]
δij + 2
(
B(1)iα(1),j+
+B(1)jα(1),i
)
+ 4
[
α(1)
(
C ′(1)ij + 2HC(1)ij
)
+ C(1)ij,kξ
k
(1)+
+ C(1)ikξ
k
(1),j + C(1)kjξ
k
(1),i
]
+ 4Hα(1)
(
ξ(1)i,j + ξ(1)j,i
)
+
− 2α(1),iα(1),j + 2ξ(1)k,iξk(1),j + α(1)
(
ξ′(1)i,j + ξ
′
(1)j,i
)
+
+
(
ξ(1)i,jk + ξ(1)j,ik
)
ξk(1) + ξ(1)i,kξ
k
(1),j + ξ(1)j,kξ
k
(1),i+
+ ξ′(1)iα(1),j + ξ
′
(1)jα(1),i. (2.5.67)
Now we follow the same steps that led us to find the first order transformation
relations above, so first of all we take the trace of (2.5.66)
− 3ψ˜(2) +∇2E˜(2) = −3ψ(2) +∇2E(2) + 3Hα(2) +∇2β(2) +
1
2
χkk, (2.5.68)
then we take the divergence of (2.5.66)
2C˜ j(2)ij, = 2C
j
(2)ij, + 2Hα(1),i +∇2ξ(2)i +∇2β(2),i + χ kij, , (2.5.69)
and finally we also apply the double derivative ∂i∂j to (2.5.66)
−∇2ψ˜(2)+∇2∇2E˜(2) = −∇2ψ(2)+∇2∇2E(2)+H∇2α(2)+∇2∇2β(2)+
1
2
χij,ij .
(2.5.70)
From (2.5.68) and (2.5.70) we get the second order scalar metric perturba-
tions
ψ˜(2) = ψ(2) −Hα(2) −
1
4
χkk +
1
4
∇−2χij,ij , (2.5.71)
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and
E˜(2) = E(2) + β(2) +
3
4
∇−2∇−2χij,ij −
1
4
∇−2χkk. (2.5.72)
Substituting our results for ψ˜(2) and E˜(2) in (2.5.69) we obtain the second
order vector metric perturbation
F˜(2)i = F(2)i + γ(2)i +∇−2χ kik, −∇−2∇−2χkl,kli. (2.5.73)
We can now turn to the tensor perturbation at second order, in fact writing
the expression of ψ˜(2), E˜(2) and F˜(2)i into equation (2.5.66) we get
h˜(2)ij = h(2)ij + χij +
1
2
(∇−2χkl,kl − χkk)δij + 12∇−2∇−2χkl,klij+
+
1
2
∇−2χkk,ij −∇−2
(
χ kik, j + χ
k
jk, i
)
. (2.5.74)
Although transformation rule for the second order tensor h(2)ij does not
depend on the second order part of the gauge transformation ξµ(2), it does
depend on χij and its derivatives which contains terms quadratic in first
order perturbations. The tensor metric perturbations are no longer gauge-
invariant at second and higher order.
2.6 Gauge-invariant variables
Previously we have seen how the perturbations are affected by gauge trans-
formations, when we change the gauge also the perturbations change. Since
we are free to work in the gauge coordinates best adapted to the problem at
hand, we obtain apparently different results depending upon the arbitrary
choice of the gauge. This problem can be overcome using quantities that
are specified unambiguously, such that they have a gauge-invariant defini-
tion. Firstly we must highlight that gauge-invariance is not the same as
gauge-independence: a quantity like the tensor metric perturbation, h(1)ij ,
is gauge-independent at first order because the tensor part of the metric
perturbation is the same in all gauges. Instead a gauge-invariant quantity
is an appropriate combinations of gauge-dependent quantities whose depen-
dence is compensated in the sense that the terms which appear after a gauge
transformation because of the transformation of one component is erased
by the terms due to the transformation of the other components. Bardeen,
by studying the transformations of metric perturbations in [27], constructed
two gauge-independent variables
Φ ≡ φ(1) +H
(
B(1) − E′(1)
)
+
(
B(1) − E′(1)
)′
, (2.6.1)
Ψ ≡ ψ(1) −H
(
B(1) − E′(1)
)
. (2.6.2)
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Of course there are an infinite number of gauge-invariant variables, since
any combination of gauge-invariant variables will also be gauge-invariant.
At first order we can define scalar and vector type gauge-invariant quantities
independently of each other and this can be understood by simply looking
at the transformation relation at first order (2.5.57) and (2.5.58); in fact
the first depends on the two scalar gauge functions α(1) and β(1), while the
seconds depends only on γ(1); instead at second and higher order things get
more complicated.
If we want to work in a specific gauge, we have to specify at various
order the value of the vector that generates the gauge transformations ξµ,
which means we have to specify two scalar degrees of freedom α and β and
one vector γi which is divergence-free. In the following we shall consider
different particular choices of gauges which are often used in literature.
2.6.1 Longitudinal gauge
The longitudinal gauge or conformal Newtonian gauge is defined by the
conditions (for the scalar perturbations)
El = 0, (2.6.3)
Bl = 0, (2.6.4)
which requires from equations (2.5.57) that at first order
β(1)l = −E(1), (2.6.5)
α(1)l = B(1) − E′(1). (2.6.6)
Using the first two equations of (2.5.57) we see that the remaining scalar
metric perturbations, φ(1) and ψ(1), are given by
φ(1)l = φ(1) +H
(
B(1) − E′(1)
)
+
(
B(1) − E′(1)
)′
= Ψ, (2.6.7)
ψ(1)l = ψ(1) −H
(
B(1) − E′(1)
)
= Φ. (2.6.8)
We draw the important conclusion that in longitudinal gauge φ(1) and ψ(1)
coincide with the gauge-invariant variables Φ and Ψ. The fluid density per-
turbation and the scalar velocity are given from (2.5.28) and from (2.5.34)
δρ(1)l = δρ(1) + ρ
′
(0)
(
B(1) − E′(1)
)
, (2.6.9)
v(1)l = v(1) + E
′
(1). (2.6.10)
After imposing the gauge conditions, the metric tensor (accounting only the
scalar perturbations) is diagonal:
ds2 = a2(τ)
[− (1 + 2Φ)dτ2 + (1− 2Ψ)δijdxidxj]. (2.6.11)
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Moreover in many cases of physical interest (in the absence of anisotropic
stress) one finds Φ = Ψ and there is only one variable required to describe
all scalar metric perturbations which is a generalization of the Newtonian
gravitational potential4, which explains the choice of the name Newtonian
gauge. This gauge is widely used, for example throughout reference [50]. It
has also proven useful for calculations on small scales, since it gives evolution
equations closest to the Newtonian ones [61].
The extension to include vector and tensor metric perturbations is called
the Poisson gauge [49, 62]. The condition to impose on vector perturbations
is
Sil = 0. (2.6.12)
Recalling that we defined the splitting of the vector perturbations Bi of the
metric as (2.1.11), the conditions (2.6.4) and (2.6.12) which fix the gauge to
the Poisson gauge can be rewritten as
Bil = 0. (2.6.13)
The condition (2.6.12) fixes the vector part of the spatial gauge transforma-
tion, in fact using the first of (2.5.58):
γ
′i
(1)l = S
i
(1) (2.6.14)
hence
γi(1)l =
∫
dτ Si(1) +K
i
(1)(~x), (2.6.15)
with Ki(1)(~x) arbitrary constant 3-vector. The remaining vector metric per-
turbation hence is given by the second of (2.5.58)
F i(1)l = F
i
(1) +
∫
dτ Si(1) +K
i
(1)(~x). (2.6.16)
2.6.2 Spatially flat gauge
Another possible gauge choice is the spatially flat or uniform curvature gauge
[63, 64]. Before showing the features of this gauge we introduce the curva-
ture of spatial hypersurfaces and its perturbation. The curvature of spatial
hypersurfaces is defined in the following way
R = gijRij , (2.6.17)
with
Rij = R
k
ikj = ∂kΓ
k
ij − ∂jΓkki + ΓkklΓlji − ΓkjlΓlki (2.6.18)
4To see this it is necessary to write the Einstein equations at first order in perturbations
in the longitudinal gauge.
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which is the Riemann tensor. If we consider only scalar perturbations to the
metric, in which case the spatial metric becomes
gij = a
2
[
(1− 2ψ)δij + 2E,ij
]
, (2.6.19)
it is easy to check that the background value of the Christoffel symbol is
Γ k(0)ij = 0 hence the background value of the curvature of spatial hypersur-
faces is
R(0) = 0. (2.6.20)
Although the background value is zero, the first order perturbation of R is
given by
δR(1) = δgij(1)R
(0)
ij + g
ij
(0)δR
(1)
ij = −
4
a2
∇2ψ, (2.6.21)
for this reason it is common to call ψ as "curvature perturbation".
In the spatially flat gauge one selects spatial hypersurfaces on which the
induced 3-metric is left unperturbed by scalar or vector perturbations, which
requires
ψ(1)f = 0,
E(1)f = 0,
F i(1)f = 0. (2.6.22)
Using the second and the fourth transformation laws under a gauge transfor-
mations of (2.5.57) and the second of (2.5.58), this corresponds to a gauge
transformation where
α(1)f =
ψ(1)
H , β(1)f = −E(1), γ
i
(1)f = −F i(1). (2.6.23)
The definitions of the remaining scalar metric degrees of freedom are then
φ(1)f = φ(1) + ψ(1) +
(
ψ(1)
H
)′
(2.6.24)
B(1)f = B(1) −
ψ(1)
H − E
′
(1). (2.6.25)
The definition of the remaining vector metric perturbation is the time deriva-
tive of the vector metric perturbation in the Poisson gauge
Si(1)f = S
i
(1) + F
′i
(1) = F
′i
(1)l. (2.6.26)
It is possible to check using the transformations rules (2.5.57) and (2.5.58)
that these three quantities φ(1)f , B(1)f and Si(1)f are gauge-invariant vari-
ables. In this gauge also the perturbation of the density has a gauge-invariant
definition, in fact from equation (2.5.28) we get
δρ(1)f = δρ(1) + ρ
′
(0)
ψ(1)
H . (2.6.27)
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The scalar part of the velocity is given by (2.5.34)
v(1)f = v(1) + E
′
(1). (2.6.28)
Another example is the scalar field perturbation:
δϕ(1)f = δϕ(1) + ϕ
′
(0)
ψ(1)
H , (2.6.29)
which is the gauge-invariant Sasaki-Mukhanov variable [65, 66], often de-
noted by Q.
2.6.3 Synchronous gauge
The synchronous gauge is defined by the conditions
φs = 0,
Bis = 0, (2.6.30)
so that the proper time for observers at fixed spatial coordinates coincides
with cosmic time in the FRW background. This gauge is very popular for
numerical studies such as CMBFAST [67]. At first order the gauge conditions
(2.6.30) fix the value of ξµ(1) to
α(1)s = −
1
a
∫
dτ
(
aφ(1) − J(1)(~x)
)
, (2.6.31)
β(1)s =
∫
dτ
(
α(1)s −B(1)
)
+K(1)(~x), (2.6.32)
γi(1)s =
∫
dτ Si(1) +K
i
(1)(~x). (2.6.33)
Equations (2.6.31)-(2.6.33) do not determine the time slicing unambiguously
and we are left with two arbitrary scalar functions of the spatial coordinates,
J(1) and K(1). We are thus left with a residual gauge-freedom [44].
2.6.4 Comoving orthogonal gauge
The comoving orthogonal gauge is defined by choosing spatial coordinates
such that the 3-velocity of the fluid vanishes, vi = 0. Orthogonality of the
constant-τ hypersurfaces to the 4-velocity, uµ, then requires vi + Bi = 0.
This corresponds to
α1com = v1 +B1, (2.6.34)
β1com =
∫
dτ v1 +K(~x), (2.6.35)
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where Aˇ(~x) represents a residual gauge freedom, corresponding to a constant
shift of the spatial coordinates. The scalar perturbations in the comoving
orthogonal gauge can be written as
φ(1)com = φ(1) +H
(
v(1) +B(1)
)
+
(
v′(1) +B
′
(1)
)
, (2.6.36)
ψ(1)com = ψ(1) −H
(
v(1) +B(1)
)
. (2.6.37)
Defined in this way, these combinations are gauge-invariant under trans-
formations of their component parts as one can easily verify. The density
perturbation on the comoving orthogonal hypersurfaces is given by
δρ(1)com = δρ(1) + ρ
′
(0)
(
v(1) +B(1)
)
. (2.6.38)
2.6.5 Total matter gauge
This gauge is also known as the velocity orthogonal isotropic gauge [44, 55,
68]. To fix the temporal and the spatial gauge we require
v(1)tm +B(1)tm = 0,
E(1)tm = 0,
F(1)tm = 0. (2.6.39)
From these relations it follows that
α(1)tm = v(1) +B(1), β(1)tm = −E(1), γi(1)tm = −F i(1). (2.6.40)
Hence using (2.5.57) we get the other metric perturbations in this gauge:
φ(1)tm = φ(1) +H
(
v(1) +B(1)
)
+
(
v′(1) +B
′
(1)
)
= φ(1)com, (2.6.41)
ψ(1)tm = ψ(1) −H
(
v(1) +B(1)
)
= ψ(1)com, (2.6.42)
B(1)tm = −v(1) − E′(1) = −v(1)l. (2.6.43)
As regards the matter quantities in this gauge we find
δρ(1)tm = δρ(1) + ρ
′
(0)
(
v(1) +B(1)
)
= δρ(1)com, (2.6.44)
v(1)tm = v(1) + E
′
(1) = v(1)l. (2.6.45)
2.6.6 Uniform density gauge
We can use the matter to pick out a foliation of uniform density hypersurfaces
on which to define perturbed quantities. Using equation (2.5.28) we see that
δ˜ρ(1) = 0 implies a temporal gauge transformation
α(1)δρ = −
δρ(1)
ρ′(0)
. (2.6.46)
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On these hypersurfaces one can define a gauge-invariant curvature pertur-
bation as [54, 69]
− ζ(1) ≡ ψ(1)δρ = ψ(1) +H
δρ(1)
ρ′(0)
. (2.6.47)
There is still the freedom to chose the spatial gauge, in particular we can
choose either Bδρ, Eδρ or vδρ to be zero and thus fix βδρ.
2.7 Dynamics
In General Relativity, the Einstein equations relate the local space-time cur-
vature to the local energy-momentum tensor:
Gµν = 8piGTµν . (2.7.1)
On the FRW background and using a metric tensor with the signature
(−,+,+,+), Einstein equations become Friedmann equations
H2 = 8
3
piGa2ρ, (2.7.2)
H′ = −4
3
piGa2(ρ+ 3p). (2.7.3)
We also know that the energy-momentum tensor is covariantly conserved,
∇µTµν = 0, and evaluating the temporal component of this relation on the
background gives the continuity equation
ρ′ = −3H(ρ+ p), (2.7.4)
where ρ and p are the total energy density and the total pressure, which are
related to the density and pressure of the component fluids by∑
α
ρα = ρ,
∑
α
pα = p. (2.7.5)
The continuity equation (2.3.27) for each individual fluid in the background
is
ρ′α = −3H(ρα + pα) + aQα, (2.7.6)
where the energy transfer to the α-fluid is given by the component of the
energy-momentum transfer vector
Qα ≡ −uµQµ(α), (2.7.7)
which obeys the constraint ∑
α
Qα = 0. (2.7.8)
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Homogeneous scalar fields in the FRW metric obey the Klein-Gordon
equation
ϕ = ∂V
∂ϕ
. (2.7.9)
This equation can be rewritten using the definition of the box operator in a
curved space [68]
ϕ ≡ gµνDµ∂νϕ = 1√−g∂µ
(√−ggµν∂νϕ), (2.7.10)
that allows us to write (2.7.9) as
ϕ′′ + 2Hϕ′ − a2∂V
∂ϕ
= 0. (2.7.11)
If we have more than a scalar field in our theory then we simply add an index
labelling the various fields: ϕI with I = 1, . . . , N
ϕ′′I + 2Hϕ′I − a2
∂V
∂ϕI
= 0. (2.7.12)
2.7.1 First order scalar perturbations
The perturbed Einstein equations at first order, in particular the trace of the
ij component, yield the following evolution equation for the scalar metric
perturbations
ψ′′(1) + 2Hψ′(1) +Hφ′(1) +
(
2H′+H2)φ(1) = 4piGa2(δp(1) + 23∇2Π), (2.7.13)
where Π is scalar part of the anisotropic stress tensor defined in (2.3.18).
The scalar metric perturbations in an arbitrary gauge are related to matter
perturbations via the projection of the Einstein equations into components
tangent to and orthogonal to the time-like 4-vector field nµ. This relations
can be written as [50, 31]
3H
(
ψ′(1) +Hφ(1)
)
−∇2
(
ψ(1) +Hσ(1)
)
= −4piGa2δρ(1), (2.7.14)
ψ′(1) +Hφ(1) = −4piGa2(ρ+ p)V(1), (2.7.15)
where the total covariant velocity perturbation is given by
V(1) ≡ v(1) +B(1), (2.7.16)
and v(1) is the total scalar velocity potential defined in (2.3.12).
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2.7.2 First order tensor perturbations
The spatial part of the Einstein equations yields a wave equation
h′′ij + 2Hh′ij −∇2hij = 8piGa2Πij . (2.7.17)
We can decompose tensor perturbations into eigenmodes of the spatial Lapla-
cian, ∇2eij = −(k2/a2)eij , with comoving wavenumber k and scalar ampli-
tude h(t):
hij = h(t)e
(+,×)
ij (~x), (2.7.18)
with two possible polarization states, + and ×. In the absence of any
anisotropic stress (that corresponds for example to the situation in which
we have only scalar fields and perfect fluids), the wave equations for the
amplitude defined in (2.7.18) becomes
h′′ + 2Hh′ + k2h = 0, (2.7.19)
which is the wave equation for a massless scalar field in the unperturbed
FRW metric. Differently from the case of scalar perturbations, the tensor
ones are not coupled to the density.
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Chapter 3
Dynamics of inflation
In the previous Chapter we showed the importance of the primordial per-
turbations but there is still a question left: how could small primordial per-
turbations have been produced in a homogeneous and isotropic Universe?
The answer is inflation, the same answer as for the other problems of the
Standard Hot Big-Bang Model like the problem of horizon and flatness. In-
flation was firstly introduced in 1981 by Alan Guth in [3] and then studied
by Linde in [70, 71, 72] and also by Albrecht and Steinhardt in [4]; reviews
on the argument are for example [73, 74, 75]. The inflationary epoch can be
achieved by a "fluid" of negative pressure and we will show that a scalar field
can act in this way under some conditions (slow-roll). However, until now,
no evidence of a scalar field driving the inflationary epoch has been found so
it is not to exclude the possibility that other kind of fields lead to inflation
in the early Universe.
In this section we will explore the epoch of inflation to understand in
which way the primordial perturbations have been produced. We have al-
ready seen previously that we can split our Universe in a FRW background
and fluctuations and here we will do the same: we will have a uniform scalar
field on top of its quantum fluctuations. At any given time the average fluc-
tuations will be zero because there will be regions in which the fluctuations
of the scalar field will be slightly larger than the average value and others
in which it will be smaller. Nevertheless the average of the square of the
fluctuations (variance) won’t be zero as we will check. Our purpose will be
to compute this variance and see how it evolves as inflation takes place.
Actually in the following pages we will not consider many aspects of
inflation which are becoming more and more relevant in these days. Since
the birth of inflation many models were developed to understand how this
accelerated expansion took place and ended but up to now we are not able
to say which model is the correct one. Various models have been ruled out
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and the precision of cosmological observables is increasing fast, in the next
future we will be able to have tighter constraints and consequently to select
the most suitable models. An important tool that is fundamental to verify
the validity of the various models is the study of the non-Gaussianity. As
stated above, here we won’t enter in the details of this argument but a more
information can be found in [75, 76].
3.1 The scalar field as the inflaton
First of all we show that we can describe the inflationary Universe using
a scalar field ϕ(x) under specific conditions which are commonly known as
slow-roll conditions. During inflation the Universe expands in an accelerated
way with an approximately constant Hubble parameter. So we can consider
the Universe to be quasi-de Sitter, this means that at first approximation
it has a privileged spatial slicing which can be realized by a time evolving
scalar ϕ(t). So we can split our field into a background part that respects
this property and a perturbation which introduces the dependence on the
spatial coordinates:
ϕ(x) = ϕ(t, ~x) = ϕ0(t) + δϕ(t, ~x). (3.1.1)
The background value is given by the VEV taken by our field on the vacuum
state ϕ0(t) = 〈0|ϕ(t, ~x)|0〉. We can write the Lagrangian for the scalar field
ϕ as:
Lϕ = −1
2
gµν(∂µϕ)(∂νϕ)− V (ϕ), (3.1.2)
where the minus sign in front of the kinetic term derives from the choice
of the signature of metric we work with that is (−,+,+,+). From this
Lagrangian we get the following action for ϕ
Sϕ =
∫
d4x
√−gLϕ, (3.1.3)
which tells us that the energy-momentum tensor is
Tϕµν = −
2√−g
δSϕ
δgµν
. (3.1.4)
For the moment we focus on the background which means we consider only
ϕ0, so the energy-momentum tensor background components are given by:
Tϕ0µν = −
2√−g
δSϕ0
δgµν
= −2∂Lϕ0
∂gµν
− 2√−g
∂
√−g
∂gµν
Lϕ0
= (∂µϕ0)(∂νϕ0)− gµν
(
1
2
gαβ(∂αϕ0)(∂βϕ0) + V (ϕ0)
)
. (3.1.5)
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From the Section 2.3 in the previous Chapter we know that in a homogeneous
and isotropic Universe the energy-momentum tensor is the one of a perfect
fluid:
Tµν = Diag
(
− ρ(t), p(t), p(t), p(t)
)
(3.1.6)
Using the cosmic time instead of the conformal time, the metric tensor has
the form
gµν = Diag
(
− 1, a2(t), a2(t), a2(t)
)
, (3.1.7)
we find that for the scalar field ϕ0 the background components of the energy-
momentum tensor are:{
T 00 −→ 12 ϕ˙02 + V (ϕ0) = ρϕ0
T ij −→
(
1
2 ϕ˙0
2 − V (ϕ0)
)
δij = pϕ0δ
i
j .
(3.1.8)
We know from [73] that the inflationary solution to the Hot Big Bang model
consists in the request that the comoving Hubble radius satisfies:
r˙H(t) = − a¨
a˙2
< 0, (3.1.9)
which is guaranteed by a¨ > 0. This relation on a¨ can be rewritten in terms
of the density and pressure of the cosmic fluid using the following Friedmann
equation
a¨
a
= −4
3
piG(ρ+ 3p), (3.1.10)
since a > 0, the condition a¨ > 0 implies:
− 4
3
piG(ρ+ 3p) > 0 =⇒ p < −1
3
ρ. (3.1.11)
If ϕ is the field driving the inflation we must require that its pressure and
density satisfy (3.1.11) and looking at (3.1.8) it is clear that if
V (ϕ0) 1
2
ϕ˙0
2, (3.1.12)
then pϕ0 ' −ρϕ0 . In this way the condition (3.1.11) is satisfied and further-
more our scalar field acts like an effective cosmological constant (the state
equation of a cosmological constant is pΛ = −ρΛ).
The requirement on the potential V (ϕ0) 12 ϕ˙02 is important because it
tells us that not all kind of potentials are able to produce inflation but only
the ones that have a sufficiently smooth region in which the kinetic energy
of the field is negligible with respect to its potential; in the region of the
potential which is flat enough the scalar field moves very slowly (slow-roll).
When this requirement is fulfilled the scalar field is called inflaton because
44
3.1. The scalar field as the inflaton
it leads to inflation.
V (ϕ0)
ϕ0
slow-roll
V (ϕ0) 12 ϕ˙02
end of inflation
(reheating)
Figure 3.1: slow-roll potential.
In Figure 3.1 a typical potential for the inflaton is sketched; the dashed
part is the slow-roll region in which the potential satisfies V (ϕ0)  12 ϕ˙02.
Instead the solid line is the part of the potential associated to the end of
inflation and the beginning of a later epoch in the Universe history: the
reheating phase which is characterized by a potential well in which the field
oscillates around the minimum. During the slow-roll period the Hubble rate
is:
H2 =
8
3
piGρϕ0 =
8
3
piG
(1
2
ϕ˙20 + V (ϕ0)
)
' 8
3
piGV (ϕ0), (3.1.13)
in fact, when enough inflation has occurred (when the number of e-folds is
N & 60), the densities of all other types of matter become negligible because
of the accelerated expansion of the Universe and we can consider only the
inflaton density.
3.1.1 Equation of motion for the inflaton
The equation of motion for the scalar field can be easily computed by vari-
ating the action (3.1.3) with respect to δϕ
δSϕ
δϕ
=
δ
δϕ
∫
d4x
√−g
(
−gµν∂µϕ∂νδϕ− ∂V
∂ϕ
δϕ
)
=
∫
d4x
[
∂µ
(√−ggµν∂νϕ)−√−g∂V
∂ϕ
]
, (3.1.14)
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and requiring this functional derivative is zero, which implies
1√−g∂µ
(√−ggµν∂νϕ) = ∂V
∂ϕ
. (3.1.15)
Using the box operator we already encountered in (2.7.10)
ϕ ≡ gµνDµ∂νϕ = 1√−g∂µ
(√−ggµν∂νϕ), (3.1.16)
equation (3.1.15) becomes the Klein-Gordon equation:
ϕ = ∂V
∂ϕ
. (3.1.17)
Taking into account only the background part of the scalar field ϕ0 and
recalling that the background metric we choose to work with is (3.1.7), we
find from (3.1.17)
ϕ0 =
1
a3
∂0(−a3ϕ˙0) + 1
a3
∂i
(a3
a2
∂iϕ0
)
= −ϕ¨0 − 3Hϕ˙0 + ∇
2ϕ0
a2
= −ϕ¨0 − 3Hϕ˙0. (3.1.18)
Obviously the spatial derivatives of the background scalar field ϕ0 vanish
because it depends only by the time coordinate. In conclusion, (3.1.17)
becomes:
ϕ¨0 + 3Hϕ˙0 = − ∂V
∂ϕ0
, (3.1.19)
which written in terms of the conformal time becomes exactly the equation
found in the previous section for a scalar field on the FRW background
(2.7.11).
Before analysing what happens for the quantum fluctuations of the scalar
field, we focus on the background equation (3.1.19) and study it in more de-
tails. First of all, this equation is the most general equation for a scalar field
in the sense that all scalar fields on FRW background satisfy this equation,
not only the inflaton. Clearly the dynamics depends on the choice of the
potential, in the particular case of the inflaton, the condition of slow-roll
tell us that the potential must be flat enough. This means that if we study
equation (3.1.19) in the slow-roll region we can consider the derivative of the
potential to be small and constant:
∂V
∂ϕ0
' F = const. (3.1.20)
46
3.1. The scalar field as the inflaton
In this case, with a constant force F , the differential equation (3.1.19) has a
solution with the first derivative of the scalar field constant in time and so
its second derivative is zero; hence we can neglect the term ϕ¨0 finding:
ϕ˙0 ' − 1
3H
∂V
∂ϕ0
= − V
′
3H
. (3.1.21)
The previous equation (3.1.21) and the (3.1.12) are called slow-roll condi-
tions: 
1
2 ϕ˙
2
0  V (ϕ0)
ϕ˙0 ' − V
′
3H
.
(3.1.22)
3.1.2 Slow-roll parameters
At this point we can introduce two parameters,  and η, with which we can
both rewrite the two slow-roll conditions (3.1.22) and have a more direct
link to the observations because they are used to classify the various types
of potential available for the inflaton. These two slow-roll parameters were
firstly defined by Liddle and Lyth in [77] as:
•  = − H˙
H2
During inflation the Hubble rate is H2 = 83piG
(
V (ϕ0) +
1
2 ϕ˙
2
0
)
and de-
riving this equation we get HH˙ = 43piG
(
V ′ϕ˙0 + ϕ˙0ϕ¨0
)
which using
(3.1.19) becomes HH˙ = −4piGHϕ˙20. Now using the slow-roll condi-
tions (3.1.22) we find H2 ' 83piGV and H˙ ' −4pi G9H2
(
V ′
)2 and hence
− H˙
H2
' 116piG
(
V ′
V
)2. So the value of this parameter establishes a rela-
tion between the potential and its first derivative. We can also rewrite
the ratio H˙/H2 in function of the first derivative and ϕ0 using the
second equation of (3.1.22) and the result is  = − H˙
H2
' 32
ϕ˙20
V  1.
The parameter  must be much smaller than one in order to have a
kinetic term negligible with respect to the potential.
• η = 1
3
V ′′
H2
Using the expression for the Hubble parameter H written for  we
find that η ' 18piG V
′′
V during slow-roll. The fact that |η|  1 is a
consequence of the smallness of ϕ¨0: deriving the second equation of
(3.1.22) we get 3Hϕ¨0 ' −V ′′ϕ˙0 and so we can write ϕ¨0 ∼ V ′′ϕ˙0H ; using
the equation of motion (3.1.19) and the fact that ϕ¨0 is negligible we
get ϕ¨0 ∼ V ′′ϕ˙0H  3Hϕ˙0 and hence V ′′  3H2.
By their definition, we see that these parameters are directly connected to the
potential, in fact they depend on the potential itself and also its derivatives.
For this reason any constraint for  or η automatically becomes a constraint
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for the potential. Moreover a small value of  is, as already stated, due to
the smallness of the kinetic term with respect to the potential; while the
smallness of the η parameter is requested to have a flat enough potential
during which the inflaton evolves slowly. As a result of this small value of
η, the mass associated to the inflaton which is the second derivative of the
potential must be much smaller than H2.
Notice also that the condition for inflation to take place is a¨ > 0 and we
can rewrite in terms of the parameter :
a¨ =
d
dt
(aa˙
a
)
= a˙H + aH˙ = a
(
H˙ +H2
)
= aH2
(
1− ), (3.1.23)
which means
a¨ > 0⇐⇒  < 1. (3.1.24)
So usually when  & 1 we can consider ended the epoch of inflation.
At the end of this short analysis on the slow-roll parameters we can see
that they only restrict the form of the potential, but not the properties of
dynamical solutions which instead are constrained by the second equation of
(3.1.22). This implies that the scalar field evolves to approach an asymptotic
attractor solution [78]. Although  1 and |η|  1 are necessary conditions
for the slow-rolls approximation to hold, they are not sufficient, since even
if the potential is very flat it may be that the scalar field has a large veloc-
ity. A more elaborate version of the slow-roll approximation, based on the
Hamilton-Jacobi formulation of inflation [79], exists and it is both sufficient
and necessary [80].
3.2 Single harmonic oscillator
In order to compute the quantum fluctuations in the metric we have to quan-
tize the fields. The way to do this, for both scalar and tensor perturbations,
is to rewrite the problem so it looks like a harmonic oscillator. For this rea-
son, before proceeding, we recall some basic facts about the quantization of
this simple system.
The harmonic oscillator with unit mass and frequency ω is governed by
the equation
d2x
dt2
+ w2x = 0. (3.2.1)
Upon quantization x becomes a quantum operator:
xˆ = v(ω, t)aˆ+ v∗(ω, t)aˆ†, (3.2.2)
where v ∝ e−iωt is a solution of (3.2.1), aˆ is the annihilation operator while
aˆ† is the creation one. These two operators satisfy the algebra relation[
aˆ, aˆ†
]
= 1, (3.2.3)
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while the other commutators vanish
[
aˆ, aˆ
]
= 0 =
[
aˆ†, aˆ†
]
. The average on
the vacuum state is
〈0|xˆ|0〉 = 〈0|(vaˆ+ v∗aˆ†)|0〉 = 0 (3.2.4)
because aˆ|0〉 = 0 = 〈0|aˆ†. While the quantum fluctuations on the ground
state are non vanishing:
〈0|xˆ†xˆ|0〉 = 〈0|(v∗aˆ† + vaˆ)(vaˆ+ v∗aˆ†)|0〉
= |v|2〈0|aˆaˆ†|0〉
= |v|2〈0|[aˆ, aˆ†]+ aˆ†aˆ|0〉 = |v|2〈0|[aˆ, aˆ†]|0〉 = |v|2, (3.2.5)
where in the last step we used (3.2.3).
3.3 Quantum perturbations of the inflaton
Thanks to the previous summary on the properties of the quantum harmonic
oscillator, now we can move towards the analogous but more laborious task
of quantizing the scalar perturbations produced during inflation. We have
previously seen that during inflation the Universe primarily consists of a uni-
form scalar field and a uniform background metric. Against this background,
the fields fluctuate quantum mechanically. Now we have to write down the
dynamical equation for the perturbations which can be obtained starting
from the equation of motion of a scalar field (3.1.17). Using the expression
we found in (3.1.18) we can write the Klein-Gordon equation as
ϕ¨+ 3Hϕ˙− ∇
2ϕ
a2
= −∂V
∂ϕ
. (3.3.1)
Writing explicitly the value on the background and the perturbations ϕ =
ϕ(0) + δϕ and expanding the potential in Taylor series we get
δ¨ϕ+ 3H ˙δϕ− ∇
2δϕ
a2
= −∂
2V
∂ϕ2
(
ϕ(0)
)
δϕ. (3.3.2)
In deriving the equation of motion for scalar perturbations we worked in
the most general way never assuming for example slow-roll conditions are
satisfied, this means that equation (3.3.2) holds for the every scalar field, in
fact as already stated above ϕ(0) is the value on the background of a generic
scalar field.
3.3.1 Quantum perturbations of the inflaton on large scales
As regards the inflaton, whose equation on the background is (3.1.19), we can
achieve important information without doing any mathematically laborious
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calculation working on the regime in which a−2∇2δϕ is negligible in (3.3.2)
and thus having
δ¨ϕ+ 3H ˙δϕ = −V ′′δϕ. (3.3.3)
To understand what it means that the spatial derivative term is negligible it
is better to work in momentum space by operating a Fourier transform:
∇2δϕ(~x, t)
a2
F−→ k
2δ˜ϕ(~k, t)
a2
. (3.3.4)
So neglecting the Laplacian means
k2δ˜ϕ(~k, t)
a2
 3H ˙˜δϕ ∼ 3H2δ˜ϕ =⇒ k2  H2a2 = r−2H , (3.3.5)
with rH the comoving Hubble radius. Thus if we consider a scale λ ∝ k−1
which satisfies λ  rH , we can neglect the term proportional to ∇2δϕ in
equation (3.3.2) which becomes
δ¨ϕ+ 3H ˙δϕ = −∂
2V
∂ϕ2
(
ϕ(0)
)
δϕ. (3.3.6)
Now we take into account equation (3.1.19) and we derive it with respect to
time, the result is
d2
dt2
(
ϕ˙0
)
+ 3H
d
dt
(
ϕ˙0
)
= −V ′′(ϕ˙0). (3.3.7)
Hence equations (3.3.6) and (3.3.7) are formally equivalent to each other,
except the fact that one is written for ˙δϕ while the other for ϕ0. Moreover
we can see by calculating the Wronskian that the solutions of (3.3.6) and
(3.3.7) are not independent; it is well known that if the Wronskian matrix
built with them has vanishing determinant, than they are dependent. In our
case the Wronskian is not zero because
W
(
ϕ˙0, δϕ
)
= ϕ¨0δϕ− ϕ˙0 ˙δϕ (3.3.8)
but it has a peculiar behaviour, in fact its time derivative is
W˙
(
ϕ˙0, δϕ
)
= ˙¨ϕ0δϕ− ϕ˙0δ¨ϕ = −3HW
(
ϕ˙0, δϕ
)
, (3.3.9)
using (3.3.3), (3.3.7). From this equation we get
W
(
ϕ˙0, δϕ
)
= W0
(
ϕ˙0, δϕ
)
e−3Ht (3.3.10)
which implies that the Wronskian goes to zero on a time scale t > H−1. This
enables us to write
δϕ(~x, t) = −δt(~x)ϕ˙0(t) (3.3.11)
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and consequently the scalar field becomes
ϕ(~x, t) = ϕ0(t) + δϕ(~x, t)
= ϕ0(t)− δt(~x)ϕ˙0(t)
= ϕ0(t− δt(~x)), (3.3.12)
where we used the fact that the second line of the previous expression is the
expansion in Taylor series of the third line. In conclusion we have found
that on different regions of the Universe of typical size λ ∼ H−1 the scalar
field driving inflation evolves in the same way (it takes the same values) but
at slightly different times, due to its quantum fluctuations. This tells us
that fluctuations of the inflaton field can be generated during an inflationary
epoch on scales bigger than the horizon.
3.3.2 Quantum perturbations in momentum space
In the most general case we have to solve the equation (3.3.2) which is a
second order differential equation. In order to make the equation easier to
solve we move to momentum space by operating a 3d Fourier transform on
the spatial coordinates, so we write
δϕ(~x, t) =
1
(2pi)
3
2
∫
d3k ei
~k·~xδ˜ϕ(~k, t), (3.3.13)
where δ˜ϕ(~k, t) is the Fourier transform of δϕ(~x, t). Because the perturbation
δϕ(~x, t) is a real function, it follows directly from the properties of the Fourier
transform that δ˜ϕ(~k, t)∗ = δ˜ϕ(−~k, t). Before showing which is the form this
equation gets in momentum space, it is worthy to be more precise on what
assumption we made in writing (3.3.13): clearly we used as Fourier modes the
plane waves and this is due to our assumption that the spatial hypersurfaces
of our FRW Universe are flat (k = 0), otherwise if the hypersurfaces were
curved we would have used as modes the solutions of Helmoltz equation.
From now on, to simplify the notation, we will omit the tilde on the top of
the Fourier transform and we will write the dependence on the momentum
by a subscript, so δ˜ϕ(~k, t) −→ δϕ~k. Now we can write equation (3.3.2) in
momentum space as
δ¨ϕ~k + 3H
˙δϕ~k +
k2
a2
δϕ~k = −
∂2V
∂ϕ2
δϕ~k. (3.3.14)
The equation written above for the perturbations of a scalar field is not
in the form of the harmonic oscillator equation (3.2.1), but we can massage
it. The first thing we do is to rewrite the equation (3.3.14) using a different
variable defined as δˇϕ(~x, t) = a δϕ(~x, t). The equation we get for δˇϕ in
momentum space is:
d2
dt2
(
δˇϕ~k
a
)
+3H
d
dt
(
δˇϕ~k
a
)
+
k2
a2
(
δˇϕ~k
a
)
= −∂
2V
∂ϕ2
(
δˇϕ~k
a
)
, (3.3.15)
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which can be further simplified by working with the conformal time τ instead
of the cosmic time t:
1
a
d
dτ
[
1
a
d
dτ
(
δˇϕ~k
a
)]
+3
(
1
a2
da
dτ
)
1
a
d
dτ
[
δˇϕ~k
a
]
+
k2
a2
δˇϕ~k
a
= −∂
2V
∂ϕ2
δˇϕ~k
a
δˇϕ
′′
~k −
a′′
a
δˇϕ~k + k
2δˇϕ~k = −a2
∂2V
∂ϕ2
δˇϕ~k
δˇϕ
′′
~k +
(
k2 − a
′′
a
+ a2
∂2V
∂ϕ2
)
δˇϕ~k = 0. (3.3.16)
The equation for ϕˇ is actually like the harmonic oscillator one so we can
proceed with the usual quantization procedure. We write
δˇϕ(~x, t) =
1
(2pi)
3
2
∫
d3k
[
uk(t)aˆ~k e
i~k·~x + u∗k(t)aˆ
†
~k
e−i~k·~x
]
, (3.3.17)
where aˆ~k and aˆ
†
~k
are the annihilation and creation operators and they satisfy
the algebra [
aˆ†~k, aˆ~k′
]
= δ3(~k − ~k′). (3.3.18)
Instead the function uk(t) and u∗k(t) are functions of the cosmic time t and
k = |~k|, so they inherit the isotropy and homogeneity of FRW Universe. In
a spatially flat space-time the Klein-Gordon solution is
uk(t) =
e−iωkt√
2ωk
with ωk =
√
k2 +m2. (3.3.19)
We expect to recover this result in the limit in which we can neglect the
curvature of space-time, while in a more generic curved space the solution
will be more complex.
The equation satisfied by the functions uk is:
u′′k +
(
k2 − a
′′
a
+ a2
∂2V
∂ϕ2
)
uk = 0. (3.3.20)
Before explicitly solving the above equation for the amplitude uk, we
consider the case in which the scalar field is massless and the background is
purely de Sitter (H = const), which means that equation (3.3.20) reduces
to the simpler
u′′k +
(
k2 − a
′′
a
)
uk = 0, (3.3.21)
with the scale factor a and the conformal time τ linked by:
τ =
∫
dt
a
=
∫
da
aH2
= − 1
aH
+
∫
da
a
d
da
[ 1
H
]
= − 1
aH
, (3.3.22)
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since H is a constant. Hence the ratio between a′′ and a can be written as
a′′
a
=
(
− 2
τ3H
)(
− 1
τH
)
= 2a2H2 =
2
τ2
. (3.3.23)
Equation (3.3.21) can be consequently rewritten as
u′′k +
(
k2 − 2a2H2
)
uk = 0. (3.3.24)
We can study it in two different regimes: when the k2 term is dominant
hence for scale that are under the horizon or when the scales are above the
horizon. The condition for the superhorizon or the subhorizon regime can
be written in terms of the scale factor or the conformal time:
Subhorizon: k  aH, −kτ  1; (3.3.25)
Superhorizon: k  aH, −kτ  1. (3.3.26)
We can represent graphically this two regions:
ln
(
rH(t)
)
t
λ
t1 t2tend
k  aH k  aH
Figure 3.2: subhorizon and superhorizon regions.
In Figure 3.2 we consider a cosmological (comoving) scale λ which is
initially smaller than the horizon (k  aH) then, during inflation, at the
time t1 it becomes bigger than the horizon (k  aH). While this scale λ is
outside the horizon, inflation ends (tend) and Universe starts to be dominated
firstly by radiation and then by matter, so the comoving Hubble radius rH
grows and hence after enough time (t2) the scale λ becomes observable, re-
entering inside the horizon
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In the subhorizon limit equations (3.3.24) becomes
u′′k + k
2uk = 0, (3.3.27)
which is solved by
uk(τ) =
e−ikτ√
2k
. (3.3.28)
This is a plane wave solution, which we should have expected since, for
subhorizon scales, we can neglect the curvature of space obtaining the Klein-
Gordon equation in a flat space-time. In the superhorizon limit the (3.3.24)
equation becomes
u′′k −
2
τ2
uk = 0, (3.3.29)
which is solved by
uk(τ) = A(k)τ
2 +
B(k)
τ
= B+(k)a(τ) +
B−(k)
a2(τ)
. (3.3.30)
This solution has two different modes, one increasing and one decreasing in
time. Actually we are interested only in the increasing one since the other
becomes negligible after enough time. So we can set to zero the decreasing
mode B− and write
uk(τ) ' B+(k)a(τ). (3.3.31)
To determine the amplitude of this mode, B+, we simply require that the
two solutions in the subhorizon and superhorizon regime match at the time
of horizon crossing which is defined as
a(tk)H(tk) = k. (3.3.32)
From now on we will use the following notation for the Hubble rate evaluated
at horizon crossing H(tk) = H∗. If we now require that the moduli of the
two solutions match at horizon crossing we get
|B+(k)| a = 1√
2k
, (3.3.33)
and using (3.3.32)
|B+(k)| = H∗√
2k3
. (3.3.34)
Actually this is not the solution for the physical perturbation of the scalar
field. In fact at the beginning we changed the variable to δˇϕ because it
simplified the equations. Now that we have solved these equations we have
to go back to the physical variable δϕ by dividing the result by the scale factor
a. So the amplitude of the physical solution in the superhorizon regime is
|δϕk| = uk
a
=
|B+(k)| a
a
= |B+(k)| = H√
2k3
(3.3.35)
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and we recall that in our approximation H is constant, hence |δϕk| = const
when the scale is superhorizon. So we finally understand what happens in the
two different regimes. When the scale is still under the horizon its amplitude
oscillates as seen in (3.3.28) and, since the physical perturbation is given by
uk/a, the amplitude of its oscillations are damped. But, after the mode exits
outside the horizon, the amplitude of the fluctuations becomes frozen to a
constant. As a consequence of this mechanism, the mean value of the scalar
perturbations on small, microscopic scales is zero, while on large scales we
get a non zero value: quantum fluctuations of the field generate classical
fluctuations when the scale becomes superhorizon.
Now we want to explicitly solve the equation for the uk functions (3.3.20)
because we will need its solution to find the power spectrum. Since the second
derivative of the potential with respect to the field ϕ is the field mass, we
call M2ϕ = ∂2V/∂ϕ2. As regards the scale factor a(τ), in a quasi de Sitter
Universe the expression in function of the conformal time τ becomes more
complex than (3.3.22):
τ =
∫
dt
a
=
∫
da
aH2
= − 1
aH
+
∫
da
a
d
da
[
1
H
]
= − 1
aH
+
∫
da
a
1
a˙
d
dt
[
1
H
]
= − 1
aH
+ 
∫
da
a2H
, (3.3.36)
where  is the slow-roll parameter defined in Section 3.1.2. Since in both
sides of equation (3.3.36) there is the same integral we get
τ = − 1
aH(1− ) , (3.3.37)
which can be rewritten as
a(τ) = − 1
τH(1− ) . (3.3.38)
Now we can compute the first and the second derivative with respect the
conformal time:
a′ =
1
τ2H(1− ) +
H ′
τH2(1− ) =
1
τ2H(1− ) +

τ2H(1− )2 , (3.3.39)
a′′ = − 2
τ3H(1− ) −
3
τ3H(1− )2 , (3.3.40)
where in (3.3.39) we used the fact that the explicit expression of  in confor-
mal is:
 = − H˙
H2
t→τ−−→  = − 1
a(τ)
H ′
H2
. (3.3.41)
Hence the ratio between the second derivative of a and the scale factor itself
is
a′′
a
=
1
τ2
(
2 +
3
1− 
)
' 2
τ2
(
1 +
3
2

)
. (3.3.42)
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Now we have to express the term M2a2 in terms of the slow-roll parameters.
From the definition of the slow-roll parameter η in Section 3.1.2 we see that
it is linked to the mass of the scalar field by
η =
1
3
M2
H2
. (3.3.43)
From this it follows that
M2a2 ' 1
τ2
(3η − 6), (3.3.44)
so putting all the terms together we find
u′′k +
(
k2 − ν
2 − 14
τ2
)
uk = 0, (3.3.45)
with ν = 3/2 + 3− η. This equation is actually the Bessel equation, in fact
if we change the variable to yk(τ) = uk/
√−τ , equation (3.3.45) becomes
τ2y′′k + τy
′
k + (τ
2k2 − ν2)yk = 0. (3.3.46)
This equation is solved by a combination of the Bessel functions of the first
kind Jν and the Bessel functions of the second kind Yν multiplied by appro-
priate integration constants. Using the relation between uk and yk to express
the former in function of the latter we are able to write down the solution
of (3.3.45), which is
uk(τ) =
√−τ
[
c1(k)Jν(−kτ) + c2(k)Yν(−kτ)
]
. (3.3.47)
At this point we can introduce the Hankel functions which are given by a
particular combination of the Bessel functions:{
H
(1)
ν = Jν + iYν
H
(2)
ν = Jν − iYν .
(3.3.48)
With these functions the solution can be rewritten as
uk(τ) =
√−τ
[
C1(k)H
(1)
ν (−kτ) + C2(k)H(2)ν (−kτ)
]
. (3.3.49)
Since in our case ν is a real number the Hankel functions satisfy the relation
H(2)ν = H
(1)∗
ν . (3.3.50)
Moreover it is known that the asymptotic behaviour of the Hankel function
of the first kind for a fixed value of the parameter ν is given by
H(1)ν (x) =

√
2
pixe
i(x−pi
2
ν−pi
4
) ∼ 1√
x
eix for x→∞,√
2
pie
−ipi
2 2ν−
3
2
Γ(ν)
Γ
(
3
2
)x−ν ∼ x−ν for x→ 0. (3.3.51)
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Therefore in the subhorizon limit the dominant term in equation (3.3.45) is
k2 so the equation and the solution are identical respectively to (3.3.27) and
(3.3.28). Then, to recover the plane wave solution in the subhorizon limit,
we have to impose that the integration constant are:{
C1(k) =
√
pi
2 e
i(ν+ 1
2
)pi
2
C2(k) = 0.
(3.3.52)
We can then write the general solution of (3.3.45) as
uk(τ) =
√
pi
2
ei(ν+
1
2
)pi
2
√−τH(1)ν (−kτ). (3.3.53)
In conclusion the amplitude on the superhorizon limit is given by
|uk| = 2ν−
3
2
− 1
2
Γ(ν)
Γ
(
3
2
)k−ν( 1
aH(1− )
) 1
2
−ν
, (3.3.54)
where we used the relation (3.3.37) between the conformal time and the
scale factor. Now, as in the previous case where we neglected the mass term,
we have to divide by the scale factor to find the amplitude of the physical
perturbations and we find
|δϕk| = |uk|
a
' H√
2k3
(
k
aH
)−
, (3.3.55)
at the first order in the slow-roll parameters. Now the Hubble rate H is not
constant because we are in a quasi de Sitter Universe, but it varies slowly
H˙ = −H2 so at first sight we may say that the perturbations continue to
evolve also when the scale becomes superhorizon. Nevertheless it is possible
to show that in a quasi de Sitter Universe the Hubble rate is equal to
H ' H∗
(
k
aH
)
, (3.3.56)
where H∗ = H(tk) which is the value at the time of horizon crossing defined
in (3.3.32). Thereby the amplitude of the perturbations becomes
|δϕk| = H∗√
2k3
. (3.3.57)
In conclusion, also in this more complete case, the amplitude of the scalar
field perturbations is damped when the scale is in the subhorizon regime
while it becomes constant once the scale λ has grown enough to become
larger than the horizon.
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3.4 Tensor perturbations
Now we consider the tensor perturbations to the metric and we want to un-
derstand how they evolve during inflation. Gravity waves (the tensor metric
perturbations) are not coupled to the density, as we have seen in Section
2.7.2, and so they are not responsible for the large-scale structure of the
Universe but they induce fluctuations in the CMB. These fluctuations turn
out to be a unique signature of inflation and offer one of the best windows
on the physics driving inflation. We remember from the previous section on
the cosmological perturbations that these tensor modes are described by two
degrees of freedom which we called ha with a = +,×. We also have seen
that they both obey to the equation (2.7.19):
h′′a + 2Hh′a + k2ha = 0. (3.4.1)
We would like to massage this equation into the form of an harmonic oscil-
lator, so we can easily quantize it. We define
h˜a =
a(τ)√
32piG
ha, (3.4.2)
where the 1/
√
32piG is introduced in order to have a canonically normalized
kinetic term in the action [76]. The derivatives with respect to the conformal
time τ can be written as:
h′√
32piG
=
(
h˜
a
)′
=
h˜′
a
− a
′
a2
h˜, (3.4.3)
h′′√
32piG
=
h˜′′
a
− 2 a
′
a2
h˜′ − a
′′
a2
h˜+ 2
(
a′
)2
a3
h˜, (3.4.4)
where we omitted the label of the polarization a for simplicity. We now can
rewrite equation (3.4.2) using this new variable h˜:
h˜′′ +
(
k2 − a
′′
a2
)
h˜ = 0, (3.4.5)
which is an equation like (3.2.1). We can now quantize the field h˜ in the
usual way
ˆ˜
h(τ,~k) = v(τ, k)aˆ~k + v
∗(τ, k)aˆ†~k, (3.4.6)
where the coefficients of the creation and annihilation operators satisfy the
equation
v′′ +
(
k2 − a
′′
a
)
v = 0. (3.4.7)
In conclusion we obtained the same equation as the one we obtained for the
perturbations of the scalar field in (3.3.20), but this time the mass term is
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zero. During inflation we can write a′ = a2H ∼ −a/τ and hence a′′/a ∼ 2/τ2
so equation (3.4.7) becomes
v′′ +
(
k2 − 2
τ2
)
v = 0. (3.4.8)
If we consider this equation at very early times, before inflation has done
most of its work and when the mode k is still inside the horizon, at that
time −1/τ  k so the k2 term dominates and (3.4.8) reduces to
v′′ + k2v = 0, (3.4.9)
which is solved by
v ∝ e
ikτ
√
2k
. (3.4.10)
Hence, since the solution of the complete equation (3.4.8) must coincide with
(3.4.10) in the limit in which the k term dominates, we find that
v =
e−ikτ√
2k
(
1− i
kτ
)
. (3.4.11)
The behaviour of this solution is analogous to the one we found for the scalar
perturbations, in fact when inflation has stretched the mode k to be larger
than the horizon, so in the limit −kτ → 0, we find that the amplitude of
h ∝ h˜/a becomes constant because
lim
−kτ→0
v(k, τ) =
e−ikτ√
2k
(
− i
kτ
)
, (3.4.12)
so since a = −1/τH we have
h ∝ He
−ikτ
k
3
2
. (3.4.13)
while when the mode is still inside the horizon, we have h ∝ 1/a, so the
amplitudes of the mode is reduced.
3.5 Power spectrum
Now that we have studied how perturbations evolve during inflation, we want
to find an observable that can allow us to confront our theoretical results with
the experimental data. Since the mean value of the fluctuations is expected
to be zero, we need to consider different statistical variables such as the
variance. Here we consider the perturbation of a generic function depending
on time and spatial coordinates, δf(t, ~x), whose Fourier transform is given
by
δ˜f(t,~k) =
1
(2pi)
3
2
∫
d3xe−i~k·~xδf(t, ~x). (3.5.1)
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The Fourier transform of the two point function is
〈δ˜f(t,~k) δ˜f∗(t, ~k′)〉 = P(k)δ3(~k − ~k′), (3.5.2)
where the function P(k) is called power spectrum of the perturbation δf .
Usually, instead of working directly with the power spectrum P, it is
convenient to introduce a dimensionless function defined as
42(k) = k
3
2pi2
P(k). (3.5.3)
Now we want to evaluate the power spectrum for the two kinds of perturba-
tions we have previously studied: scalar and tensor.
3.5.1 Power spectrum for scalar field perturbations
The two point function for scalar perturbations on the superhorizon region
(−kτ → 0) is given by
〈0|δϕ~kδϕ∗~k′ |0〉 =
∣∣δϕ~k∣∣2 〈0|a(~k)a†(~k′)|0〉 = H2∗2k3 δ3(~k − ~k′), (3.5.4)
where in the last step we used the commutation relations for the annihila-
tion and creation operators written in (3.3.18) and the explicit expression
for the perturbation amplitude of a scalar field in the superhorizon limit
(3.3.57). Consequently we can write the power spectrum for the scalar field
perturbations as
Pδϕ(k) = H
2∗
2k3
, (3.5.5)
thus the dimensionless 42δϕ is given by
42δϕ(k) =
(
H∗
2pi
)2
. (3.5.6)
Instead of working with the power spectrum of the scalar field perturbations
δϕ, it is preferable to work with the one of the curvature perturbation on
uniform density hypersurfaces ζ which we defined previously in (2.6.47). The
reason of doing this is that for models of single field inflation ζ is constant
on superhorizon scales. Hence the power spectrum for the scalar curvature
perturbation at horizon crossing becomes
Pζ(k) = H
2∗
ϕ˙2
Pδϕ(k) = H
4∗
2k3ϕ˙2
, (3.5.7)
and consequently
42ζ(k) =
(
H2∗
2piϕ˙
)2
. (3.5.8)
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3.5.2 Power spectrum for tensor perturbations
The calculation of the power spectrum for the tensor perturbation follows
straightforwardly from the one for the scalar perturbation, since we have
seen previously that the solution of the equation for the tensor perturbation
modes in the superhorizon limit (3.4.13) has the same form of the solution
for the scalar perturbation equation and differs only in the normalization
factor:
ha =
√
32piG
H∗√
2k3
e−ikτ . (3.5.9)
Consequently we have that the power spectrum for tensor perturbation is
Pha(k) = |ha|2 = 32piG
H2∗
2k3
, (3.5.10)
consequently
42ha(k) =
8
piM2Pl
H2∗ , (3.5.11)
where we used the relation G = 1/M2Pl. This results is valid for each polar-
ization state of the tensor modes, so considering both the polarization states
we get
42h(k) =
16
piM2Pl
H2∗ . (3.5.12)
3.6 Spectral indices and the consistency relation
We introduce the following quantities
ns − 1 = d
d(ln k)
[
ln
(42ζ(k))], (3.6.1)
nt =
d
d(ln k)
[
ln
(42h(k))], (3.6.2)
which are called spectral indices because they tell us in which way the quan-
tity42(k) depends on k. In fact if we consider the case in which both ns and
nt are constant (we will see that actually it is so since they can be written as
a combination of the slow-roll parameters which vary slowly during inflation)
we can integrate the two definitions finding
42ζ(k) = Aζ
(
k
k0
)ns−1
, (3.6.3)
42h(k) = Ah
(
k
k0
)nt
, (3.6.4)
where Aζ and Ah are two constants coming from the integration. Therefore,
looking at the expressions above, we understand that, depending on the
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value of the spectral indexes, we have different dependences of the functions
42(k) on k. In particular we see that the dependence on k vanishes for
the scalars when ns = 1 (Harrison-Zel’dovich spectrum) and for the tensors
when nt = 0.
Now we have to justify the assumption made of almost constant spectral
indices by calculating their values in term of slow-roll parameters directly
from their definition. First of all we can show that the derivative with respect
to ln k can be rewritten as a derivative with respect to time. We start from
the relation between k and H in a almost de Sitter Universe (H ' const)
k = aH = eHtH (3.6.5)
and from this relation we can write
d ln(k) = Hdt. (3.6.6)
This result allows us to write:
ns − 1 ' d
Hdt
[
ln
(42ζ(k))] = dHdt
[
ln
(
H2
2piϕ˙
)2]
= 4
H˙
H2
− 2 ϕ¨
Hϕ˙
=
= 2η − 6, (3.6.7)
nt ' d
Hdt
[
ln
(42h(k))] = dHdt
[
ln
(
16
piM2Pl
H2
)]
= 2
H˙
H2
=
= −2, (3.6.8)
where we used the two expression for the42(k) functions (3.5.8) and (3.5.12),
the expressions for the slow-roll parameters introduced in 3.1.2 and the re-
lation −ϕ¨/Hϕ˙ = η −  which is derived for example in [81].
One of the most important quantities to confront with observations is the
ratio between the tensor and the scalar power spectrum. Before proceeding
we rewrite the 42ζ in terms of the slow-roll parameter :
 = − H˙
H2
= 4piG
ϕ˙2
H2
=
4pi
M2Pl
ϕ˙2
H2
, (3.6.9)
so
42ζ(k) =
H2∗
piM2Pl
, (3.6.10)
where we recall that M2Pl = 1/G. Thereby using this expression for the
scalar field perturbations and (3.5.12) for the tensor perturbations we find:
r =
42h(k)
42ζ(k)
= 16. (3.6.11)
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This result can also be expressed using nt. Indeed, looking at the result we
have found above for the spectral index for tensor modes in (3.6.8), it is clear
that
r = −8nt. (3.6.12)
This relation is the so called "consistency relation". This relation is indepen-
dent on the form of the potential and valid for all the single-field slow-roll
inflation models with canonical kinetic terms [82]. So testing this relation
provides a model-independent criteria to confirm or rule out the canonical
single-field slow-roll inflation models. Actually this quantity, the ratio r, is
what we can measure from the observations of the CMB power spectrum, so
the gravitational wave tilt nt is fixed once this ratio is known. Moreover its
value not only gives us information about the validity of the inflation model
but also it is directly linked to the value of the potential of the scalar field
[76]
V 1/4 ∼
( r
0, 01
)1/4
106 Gev, (3.6.13)
so its value gives also information about the energy scale at which inflation
takes place.
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Chapter 4
Effective field theory approach
In this Chapter we will study the theory of inflation with an effective field
theory approach. This formalism was applied to the perturbations problem
in cosmology only recently, in fact it made its first appearance in [83], but
since then it has been developed and now is one of the most important tools
we have to study the various inflationary models. Actually it was firstly
used to study the coupling of the ghost condensate to gravity, but then it
was applied to inflation in [84, 85] and more systematically developed in [86].
Many successful effective field theories have already been used in different
areas of physics as in particle and nuclear physics and also condensed matter.
The Standard Model of particle physics is itself an example of an effective
field theory. In short, the basic idea of this approach is to write a general
theory relying only upon the symmetries of the system for which it is clear at
which energy scale each term contributes. In fact to build an effective field
theory describing physics at a given energy scale E, one makes an expansion
in powers of E/Λ where Λ is the scale involved in the process which is
larger than E. The operators can be organized in terms of an increasing
number of derivatives, or equivalently in powers of momentum; in the low-
energy domain we are interested in, the terms with lower dimension will
dominate. Hence, an effective field theory can be considered as a low energy
approximation of a more general theory.
What we are going to do in this Chapter is to write the most general the-
ory describing the fluctuations around a quasi de Sitter background using the
underlying symmetries of the theory. The reason we need such an approach
is that at the moment we don’t have a thorough knowledge of the physics
at Planckian energies, but we still want to study the dynamics of inflation
at energies of the order of H, the Hubble constant. We will show that we
can encode all the deviations from a standard slow-roll scenario in the size of
higher order operators, similarly to what happens in the study of the Stan-
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dard Model of particle physics. Then experiments will put bounds on the
various operators, for example with measurements of the non-Gaussianity of
perturbations and studying the deviation from the consistence relation for
the gravitational wave tilt.
The advantages of such approach are that we have one unified theory,
able to describe the whole physics of inflation. We can parametrize all the
models in terms of some known operators so imposing that some operators
get larger and other can be neglected we will be able to recover the various
inflationary models studied in literature such as DBI inflation [87, 88] or
Ghost Inflation [89].
As a first step we will focus on the derivation of the effective action for
inflation, closely following [86]. Afterwards we will consider a few limits
and result, highlighting which terms contribute to scalar perturbations and
which to tensor perturbations in order to compute a generalized consistency
relation.
4.1 Construction of the action
In this section we will understand how to write the effective action for infla-
tion. Let us already introduce the final result:
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
PlH˙g
00 −M2Pl(3H2 + H˙)+
+
1
2!
M2(t)
4(g00 + 1)2 +
1
3!
M3(t)
4(g00 + 1)3 − M¯1(t)
3
2
(g00 + 1)δKµµ+
− M¯2(t)
2
2
(
δKµµ
)2 − M¯3(t)2
2
δKµν δK
ν
µ + . . .
]
, (4.1.1)
where M1,2,3 and M¯1,2,3 are time-dependent mass scales, δKµν = Kµν −
a2Hhµν is the perturbation of the extrinsic curvature of constant time sur-
faces and the dots stand for terms which are of higher order in the fluctua-
tions or with more derivatives. Here we adopted the same convention of [86]
for M2Pl = 1/(8piG). The first term in (4.1.1) is the well-known Einstein-
Hilbert action.
From the previous parts, especially the one on the cosmological pertur-
bations, it is clear that we can write the scalar field driving inflation as
ϕ(~x, t) = ϕ0(t) + δϕ(~x, t). Furthermore, from the study of gauge transfor-
mations, we know that the perturbation δϕ is a scalar only under spatial
diffeomorphisms while it transforms non-linearly with respect to time diffeo-
morphisms:
t→ t+ ξ0(~x, t) δϕ→ δϕ+ ϕ˙0(t)ξ0. (4.1.2)
This suggests to choose a gauge in which the are not perturbations of the
scalar field, in other words ϕ(~x, t) = ϕ0(t), hence all degrees of freedom are
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in the metric. This is the so-called comoving or unitary gauge. Since our
theory is invariant only under spatial diffeomorphisms, it means that there is
a preferred slicing of space-time given by surfaces of constant value of t˜(~x),
which corresponds to surfaces of constant value of the scalar field. Comoving
gauge is the one in which the time coordinate t is chosen to coincide with
t˜. As time diffeomorphisms have been fixed and are not a gauge symmetry
anymore, the graviton now has three degrees of freedom (the scalar mode
and the two tensor helicities): the scalar perturbation δϕ has been eaten by
the graviton. The aim now is to write the most general Lagrangian in this
gauge: we have to write down operators that are functions of the metric gµν
and are invariant under the time dependent spatial diffeormophisms xi →
xi + ξi(~x, t). Hence, besides of the usual terms with the Riemann tensor,
which are invariant under all diffeomorphism, many extra terms are now
allowed, because of the reduced symmetry of the system. They describe
the additional degree of freedom eaten by the graviton. For example g00
is scalar under spatial diffeomorphisms so that it can appear freely in the
Lagrangian. Moreover we have seen that there is a preferred slicing of the
space-time, this allows us to use geometric objects describing this slicing like
the extrinsic curvature Kµν . We are ready to review which terms can appear
in the action.
1. Terms which are invariant under all kind of diffeomorphisms: these
are just polynomials of the Riemann tensor Rµναβ and of its covariant
derivatives contracted to give scalars.
2. We are free to use generic functions f(t˜), which in unitary gauge be-
come generic functions of time f(t), in front of any terms in the La-
grangian.
3. The gradient ∂µt˜ becomes δ0µ in unitary gauge. Thus in every tensor
we can always leave free an upper 0 index. For example we can use g00
and functions of it or the component of the Ricci tensor R00.
4. It is useful to define a unit vector perpendicular to surfaces of constant
t˜
nµ =
∂µt˜√
−gµν∂µt˜∂ν t˜
. (4.1.3)
This allows to define the induced spatial metric on surfaces of constant
t˜: hµν ≡ gµν + nµnν . Every tensor can be projected on the surfaces
using hµν . In particular we can use in our action the Riemann tensor of
the induced 3d metric (3)Rµναβ and covariant derivatives with respect
to the 3d metric.
5. Additional possibilities will come from the covariant derivative of ∂µt˜ or
equivalently covariant derivatives of nµ: the derivative acting on the
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normalization factor just gives terms like ∂µg00 which are covariant
on their own and can be used in the unitary gauge Lagrangian. The
covariant derivative of nµ projected on the surfaces of constant t˜ gives
the extrinsic curvature of these surfaces
Kµν ≡ hσµ∇σnν . (4.1.4)
The index ν is already projected on the surface because nν∇σnν =
1
2∇σ(nνnν) = 0. The covariant derivative of nν perpendicular to the
surface can be rewritten as
nσ∇σnν = nσ∂σnν − nσΓασνnα
= nσ∂σ
(
δ0ν
(−g00) 12
)
− 1
(−g00)δ
0
σδ
0
αΓ
α
σν
= −1
2
1
(−g00)n
σnν∂σ(−g00) + 1
2
1
(−g00)∂ν(g
00)
= −1
2
1
(−g00)(δ
σν + nσnν)∂σ(−g00)
= −1
2
1
(−g00)h
σ
ν∂σ(−g00), (4.1.5)
so it doesn’t give rise to new terms. Therefore all covariant deriva-
tives of nµ can be written using the extrinsic curvature Kµν (and its
covariant derivatives) and derivatives of g00.
6. Notice that using at the same time the Riemann tensor of the induced
3d metric and the extrinsic curvature is redundant as (3)Rµναβ can be
written using the Gauss-Codacci relation as shown in [51]
(3)Rαβγδ = h
µ
αh
ν
βh
ρ
γh
σ
δRµνρσ −KαγKβδ +KβγKαδ. (4.1.6)
Thus one can forget about the 3d Riemann tensor altogether. We can
also avoid to use the induced metric hµν explicitly: written in terms of
the 4d metric gµν and nµ one gets only terms already discussed above.
Finally also the use of covariant derivatives with respect to the induced
3d metric can be avoided: the 3d covariant derivative of a projected
tensor can be obtained as the projection of the 4d covariant derivative
as shown in [51].
We conclude that the most generic action in unitary gauge is given by:
S =
∫
d4x
√−g F (Rµνρσ, g00,Kµν ,∇µ, t), (4.1.7)
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where all the free indices inside the function F must be upper 0. We can
write explicitly some operators included inside F (Rµνρσ, g00,Kµν ,∇µ, t):
S =
∫
d4x
√−g
[
1
2
M2PlR− c(t)g00 − Λ(t) +
1
2!
M2(t)
4(g00 + 1)2+
+
1
3!
M3(t)
4(g00 + 1)3 − M¯1(t)
3
2
(g00 + 1)δKµµ+
− M¯2(t)
2
2
(
δKµµ
)2 − M¯3(t)2
2
δKµν δK
ν
µ + . . .
]
. (4.1.8)
Notice that only the first three terms in the action above contain linear
perturbations around a chosen FRW solution, all the others are explicitly
quadratic or higher. Therefore the coefficients c(t) and Λ(t) will be fixed by
the requirement of having a given FRW evolution H(t). Actually we would
expect that there is an infinite number of operators which give a contribution
at first order around the background solution, but in Appendix 7.2 we show
that all the linear terms besides the ones in (4.1.8) can be integrated by
parts to give a combination of the three linear terms we considered plus
higher order terms. We conclude that the unperturbed history fixes c(t) and
Λ(t), while the difference among different models will be encoded into higher
order terms.
4.1.1 Fixing the background terms
Now we can fix the linear terms imposing that a given FRW evolution is a
solution. As we discussed, the terms proportional to c(t) and Λ(t) are the
only ones that give a energy-momentum tensor
Tµν = − 2√−g
δSmatter
δgµν
, (4.1.9)
with
Smatter =
∫
d4x
√−g (− c(t)g00 − Λ(t)). (4.1.10)
Hence Tµν does not vanish at zeroth order in the perturbations and therefore
contributes to the right hand side of the Einstein equations. The components
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of the energy-momentum tensor are
T00 = − 2√−g
δ
√−g
δg00
[
−c(t)g00 − Λ(t)
]
− 2√−g
√−g δ
δg00
[
−c(t)g00 − Λ(t)
]
= −g00g00c(t)− g00Λ(t) + 2c(t)
= c(t) + Λ(t), (4.1.11)
Tij = − 2√−g
δ
√−g
δgij
[
−c(t)g00 − Λ(t)
]
− 2√−g
√−g δ
δgij
[
−c(t)g00 − Λ(t)
]
= − 2√−g
(
−1
2
gij
)√−g(− c(t)g00 − Λ(t))
= a2
[
2c(t)− Λ(t)]δij , (4.1.12)
where we used
δ
√−g
δgµν
= −1
2
√−ggµν . (4.1.13)
As regards the left side of the Einstein equations, in a flat FRW Universe we
have
G00 = 3H
2, (4.1.14)
Gij = −a2
[
2H˙ + 3H2
]
δij , (4.1.15)
see Appendix 7.3 for full calculations. Hence, using the relation 8piG = M−2Pl ,
we can write
3H2 =
1
M2Pl
[
c(t) + Λ(t)
]
, (4.1.16)
2H˙ + 3H2 =
1
M2Pl
[
Λ(t)− 2c(t)], (4.1.17)
which can be rearranged to get the Friedmann equations:
H2 =
1
3M2Pl
[
c(t) + Λ(t)
]
, (4.1.18)
a¨
a
= H˙ +H2 = − 1
3M2Pl
[
2c(t)− Λ(t)]. (4.1.19)
Solving these two equations for c(t) and Λ(t) we obtain
c(t) = −M2PlH˙, (4.1.20)
Λ(t) = M2Pl
[
H˙ + 3H2
]
. (4.1.21)
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Hence we can rewrite the action in unitary gauge (4.1.8) as
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
PlH˙g
00 −M2Pl(3H2 + H˙)+
+
1
2!
M2(t)
4(g00 + 1)2 +
1
3!
M3(t)
4(g00 + 1)3 − M¯1(t)
3
2
(g00 + 1)δKµµ+
− M¯2(t)
2
2
(
δKµµ
)2 − M¯3(t)2
2
δKµν δK
ν
µ + . . .
]
, (4.1.22)
where in the first line there is the contribution to the background and from
the second line start operators of second order or higher in the perturbations.
As already said, all the coefficients of the operators in the action above may
have a generic time dependence. However we are interested in solutions
where H and H˙ do not vary significantly in one Hubble time. Therefore it
is natural to assume that the same holds for all the other operators.
It is important to stress that this approach describe the most generic
action not only for the scalar mode, but also for gravity. High energy effects
will be encoded for example in operators containing the perturbations in
the Riemann tensor δRµνρσ. As these corrections are of higher order in
derivatives, we will not explicitly talk about them.
We also recall that the action (4.1.22), which can be written in a more
compact way as
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
PlH˙g
00 −M2Pl(3H2 + H˙)+
+ F (2)
(
δg00, δKµν , δRµνρσ;∇µ; t
) ]
, (4.1.23)
with F (2) starting at second order in perturbations, encompasses all the
possible models for inflation. For example a model with minimal kinetic
term and a slow-roll potential V (ϕ) can be written in unitary gauge as∫
d4x
√−g
[
− 1
2
(∂ϕ)2 − V (ϕ)
]
−→
∫
d4x
√−g
[
− ϕ˙0(t)
2
2
g00 − V (ϕ0(t))].
(4.1.24)
As the Friedmann equations give
ϕ˙0(t)
2 = −2M2PlH˙, V
(
ϕ(t)
)
= M2Pl(3H
2 + H˙), (4.1.25)
we see that the action (4.1.24) is of the form (4.1.22) with all but the first
three terms set to zero: this tells us that the standard slow-roll inflation can
be achieved starting from the most general effective action by setting to zero
all the coefficients M2,3,.. and M¯1,2,.... Clearly this cannot be true exactly
as all the other terms will be generated by loop corrections: they encode all
the possible effects of high energy physics on this simple slow-roll model of
inflation.
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4.2 The Stückelberg mechanism
In order to get the result (4.1.22) we had to pick up a specific gauge. In
this so called unitary gauge, the scalar degree of freedom has been eaten by
the metric. We will now use a trick that will restore the gauge invariance
of the action and let the scalar mode explicitly appear, it is the so-called
Stückelberg mechanism1.The scalar mode will be reintroduced in the ac-
tion after we perform a broken time diffeomorphism as the Goldstone boson
which non-linearly realizes this symmetry. The Goldstone is associated to
the spontaneously breaking of the time translations. In fact the expansion
during inflation is quasi-de Sitter, because of the empirical evidence of a
red tilt in the primordial power spectrum and because we need to exit the
accelerating phase at some point, hence time translations, which are unbro-
ken in de Sitter space, must be spontaneously broken [91]. The advantage
of performing the Stückelberg mechanism is that the physics of the Gold-
stone decouples from the two graviton helicities at short distances, when the
mixing can be neglected, in analogy with the equivalence theorem for the
longitudinal components of a massive gauge boson [92].
First of all, in order to explain how this procedure works, we consider the
particular case in which our action contains only the two following operators∫
d4x
√−g [A(t) +B(t)g00(x)] (4.2.1)
and we study its behavior under a broken time diffeomorphism
t→ t˜ = t+ ξ0(x),
xi → x˜i = xi. (4.2.2)
g00 transforms as:
g00 −→ g˜00(x˜(x)) = ∂x˜0(x)
∂xµ
∂x˜0(x)
∂xν
gµν(x). (4.2.3)
Then the action (4.2.1) written in terms of the transformed fields is given by∫
d4x
√
−g˜(x˜(x)) ∣∣∣∣∂x˜∂x
∣∣∣∣ [A(t) +B(t)∂x0∂x˜µ ∂x0∂x˜ν g˜µν(x˜(x))]. (4.2.4)
Changing integration variables to x˜ we get∫
d4x˜
√
−g˜(x˜)
[
A
(
t˜− ξ0(x(x˜)))+
+B
(
t˜− ξ0(x(x˜)))∂(t˜− ξ0(x(x˜)))
∂x˜µ
∂
(
t˜− ξ0(x(x˜)))
∂x˜ν
g˜µν(x˜)
]
.
(4.2.5)
1Originally the Stückelberg mechanism was introduced as an alternative way than
Proca quantization to quantize massive vector fields, a thorough review on the the Stück-
elberg mechanism is [90]
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Here comes the part in which the Goldstone boson appears: whenever ξ0
appears in the action above, we make the substitution
ξ0
(
x(x˜)
)→ −p˜i(x˜). (4.2.6)
In other words we promoted ξ0
(
x(x˜)
)
to a field, the Goldstone field. This
gives, dropping the tildes for simplicity:∫
d4x
√−g
[
A
(
t+ pi(x)
)
+B
(
t+ pi(x)
)∂(t+ pi(x))
∂xµ
∂
(
t+ pi(x)
)
∂xν
gµν(x)
]
.
(4.2.7)
Requiring that the action above is invariant under broken time diffeomor-
phisms implies that the field pi must satisfies the transformation relation
pi(x) −→ p˜i(x˜(x)) = pi(x)− ξ0(x), (4.2.8)
with this definition pi transforms as a scalar field plus an additional shift.
From this example we can derive the general rules which tell us how a
generic tensor transforms when we apply the Stückelberg mechanism. The
simplest case is the one of a scalar which does not transform under a change
of coordinates
R(xµ) −→ R˜(x˜µ) = R(xµ). (4.2.9)
Instead a time dependent function in the action transforms as:
f(t) −→ f(t˜) = f(t+ pi(x)) ' f(t) + f˙(t)pi(x) + . . . (4.2.10)
Covariant and contravariant tensors are defined by the transformation rules
under a diffeomorphism
A˜µν(x˜) =
∂x˜µ
∂xσ
∂x˜ν
∂xρ
Aσρ(x), A˜µν(x˜) =
∂xσ
∂x˜µ
∂xρ
∂x˜ν
Aσρ(x), (4.2.11)
so for the contravariant components of a tensor we have
A˜µν =
(
δµσ + δ
µ
0∂σpi
)(
δνρ + δ
ν
0∂ρpi
)
Aσρ =
= Aµν + δµ0∂σpiA
σν + δν0∂ρpiA
µρ + δµ0δ
ν
0∂σpi∂ρpiA
σρ, (4.2.12)
while for the covariant components of a tensor
A˜µν =
(
δσµ − δσ0∂µpi + . . .
)(
δρν − δρ0∂νpi + . . .
)
Aσρ =
= Aµν − ∂νpiAµ0 − ∂µpiA0ν + δσ0δρ0∂µpi∂νpiAσρ + . . . (4.2.13)
Now we must apply this procedure to the whole action (4.1.22). Easily
we can check that the components of the metric after the procedure are:
g00 −→ (1 + p˙i)2g00 + 2(1 + p˙i)g0i∂ipi + gij∂ipi∂jpi, (4.2.14)
g0i −→ (1 + p˙i)g0i + gij∂jpi, (4.2.15)
gij −→ gij . (4.2.16)
72
4.3. Lagrangian for the Goldstone field
These relations allow us to write below how terms of the effective action
(4.1.22) change after the Stückelberg mechanism. It is evident, looking at the
background part of the Lagrangian, that we need only the relation (4.2.14)
since the only operator that appears is δg00. As regards the perturbations
the question becomes more complex because we have to take into account
operators like δKµν and δRµνρσ. The second one, the Riemann tensor, can be
written in terms of only the metric gµν , so the relations above fully determine
how it changes after the Stückelberg mechanism. It remains to show that
also the perturbation of the extrinsic curvature can be written only in terms
of the metric. We already wrote its definition before in (4.1.4) but now we
want to explicitly write it:
Kµν = δ
σ
µ ∇σnν + nσnµ∇σnν
= ∂µnν − Γµνn + nσnµ∇σnν . (4.2.17)
Using equation (4.1.5) we get
Kµν = ∂µnν − Γµνn +
1
2
nµ
1
(−g00)h
σ
ν ∂σ(g
00)
=
1
2
δ 0ν
(−g00) 32
∂µ(g
00)− 1
2(−g00) 12
g0ρ
(
∂µgρν + ∂νgρµ − ∂ρgµν
)
+
+
1
2
δ 0µ
(−g00) 32
∂ν(g
00) +
1
2
δ 0µ δ
0
ν g
0σ
(−g00) 52
∂σ(g
00), (4.2.18)
hence also the extrinsic curvature can be written only in terms of the metric
components.
As an example we write here how the three terms governing the back-
ground evolution, those written in the first line of (4.1.22), transform upon
the Stückelberg mechanism:
1
2
M2PlR −→
1
2
M2PlR, (4.2.19)
M2Pl(3H
2 + H˙) −→M2Pl
(
3H2(t+ pi) + H˙(t+ pi)
)
, (4.2.20)
M2Pl(H˙g
00) −→M2PlH˙(t+ pi)
(
g00(1 + p˙i)2+
+ 2(1 + p˙i)∂ipig
0i + gij∂ipi∂jpi
)
. (4.2.21)
4.3 Lagrangian for the Goldstone field
Now we want to write the expression of the Lagrangian for pi, which can
be achieved from (4.1.22) performing the Stückelberg mechanism. For the
moment, for simplicity, we consider only the terms without the extrinsic
curvature. So the action for the Goldstone field pi, which represents the
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perturbation of the scalar field δϕ is
S =
∫
d4x
√−g
[
1
2
M2PlR−M2Pl
(
3H2(t+ pi) + H˙(t+ pi)
)
+
+M2PlH˙(t+ pi)
(
(1 + p˙i)2g00 + 2(1 + p˙i)∂ipig
0i + gij∂ipi∂jpi
)
+
+
1
2!
M2(t+ pi)
4
(
(1 + p˙i)2g00 + 2(1 + p˙i)∂ipig
0i + gij∂ipi∂jpi
)2
+
+
1
3!
M3(t+ pi)
4
(
(1 + p˙i)2g00 + 2(1 + p˙i)∂ipig
0i + gij∂ipi∂jpi
)3
+ . . .
]
.
(4.3.1)
This action is rather complicated and now it is not clear what is the advan-
tage of reintroducing the Goldstone pi. But the simplification occurs because
at sufficiently short distances, hence at sufficiently high energies, the physics
of the Goldstone can be studied neglecting the metric fluctuations. The
regime for which this is possible can be estimated just looking at the mix-
ing terms in the Lagrangian above. In fact we see in equation (4.3.1) that
quadratic terms which mix pi and gµν contain fewer derivatives than the ki-
netic term of pi, so they can be neglected above some high energy scale we
have to determine. In general the answer will depend on which operators are
present. We start with the simplest case in which only the tadpole terms are
relevant (M2 = M3 = . . . = 0), which corresponds to the standard slow-roll
inflation case, as we have seen in Section 4.1.1. In this case, the action (4.3.1)
reduces to
Sslow−roll =
∫
d4x
√−g
[
1
2
M2PlR−M2Pl
(
3H2(t+ pi) + H˙(t+ pi)
)
+
+M2PlH˙(t+ pi)
(
(1 + p˙i)2g00 + 2(1 + p˙i)∂ipig
0i + gij∂ipi∂jpi
)]
.
(4.3.2)
The leading term of the Goldstone and gravity mixing has the form
M2PlH˙p˙iδg
00. (4.3.3)
After canonical normalization (pic ∼ MPlH˙ 12pi, δg00c ∼ MPlδg00) the term
becomes
H˙
1
2picδg
00
c , (4.3.4)
then the mixing terms can be neglected for energies above Emix ∼ H˙ 12 ∼

1
2H, where  is the usual slow-roll parameter defined in Section 3.1.2. If
we now consider the case in which more operators are present in (4.3.1), for
example when M2 6= 0 gets large, then the resulting mixing term will be
M42 p˙iδg
00, (4.3.5)
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which, upon canonical normalization (pic ∼ M22pi), becomes negligible at
energies larger than Emix ∼M22 /MPl. We will see that models with a large
value of M2 have a sound speed smaller than unity, a feature often linked to
high values for non-Gaussianities.
In the regime E  Emix the physics of the Goldstone boson decouples
from the metric perturbations, which can be neglected. Therefore we have
to consider a FRW background
ds2 = dt2 − a2(t)d~x2, (4.3.6)
so the second line of (4.3.1) dramatically simplifies to
− 1− p˙i2 − 2p˙i + (∂ipi)
2
a2
. (4.3.7)
But the term −2M2PlH˙p˙i is no longer significant, since it is only at energies
E ∼ Emix. We also neglect the terms −3M2PlH2 and −M2PlH˙ because we
ignore the back-reaction of the perturbations on the metric. Thus the action
(4.3.2) simplifies to
Spi =
∫
d4x
√−g
[
1
2
M2PlR−M2PlH˙
(
p˙i2 − (∂ipi)
2
a2
)]
. (4.3.8)
Now we consider also the terms multiplied by M2 and M3 in the action
(4.3.1), if we keep terms up to the third order we get
1
2!
M42
(
−1− p˙i2 − 2p˙i + (∂ipi)
2
a2
+ 1
)2
−→ 2M42
(
p˙i2 + p˙i3 − p˙i (∂ipi)
2
a2
)
,
(4.3.9)
1
3!
M43
(
−1− p˙i2 − 2p˙i + (∂ipi)
2
a2
+ 1
)3
−→ 4
3
M43 p˙i
3. (4.3.10)
Thus the action (4.3.1) becomes
Spi =
∫
d4x
√−g
[
1
2
M2PlR−M2PlH˙
(
p˙i2 − (∂ipi)
2
a2
)
+
+ 2M42
(
p˙i2 + p˙i3 − p˙i (∂ipi)
2
a2
)
− 4
3
M43 p˙i
3 + . . .
]
. (4.3.11)
First of all we see that the dependence of H, H˙ and the various Mi on the
time t is disappeared. This is due to the fact that we are assuming that
the time dependence of the coefficients in the comoving gauge Lagrangian is
slow compared to the Hubble time, that is, suppressed by some generalized
slow-roll parameters. This means that the additional pi terms coming from
the Taylor expansion of the coefficients are small.
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Moreover, since we want to make predictions for the present cosmological
observations, it seems that the decoupling limit is completely irrelevant for
these extremely infrared scales. However, as for standard single field slow-
roll inflation, one can prove that there exists a quantity, the usual ζ variable,
which is constant out of the horizon at any order in perturbation theory
[93, 94]. The intuitive reason for the existence of a conserved quantity is
that after exiting the horizon different regions evolve exactly in the same
way. The only difference is how much one has expanded with respect to
another and it is this difference that remains constant.
Therefore the problem is reduced to calculating correlation functions
just after horizon crossing. We are therefore interested in studying our
Lagrangian with an IR energy cut-off of order H. If the decoupling scale
Emix is smaller than H, the Lagrangian for pi (4.3.11) will give the correct
predictions up to terms suppressed by Emix/H.
In conclusion, with the Lagrangian (4.3.11) we are able to compute all
the observables which are not dominated by the mixing with gravity. How-
ever the tilt of the spectrum can be calculated, at leading order, with this
Lagrangian. Its value, in fact, can be deduced simply by the power spectrum
at horizon crossing computed neglecting the mixing terms. It is important
to stress that our approach does not lose its validity when the mixing with
gravity is important; in this case we can’t work in the decoupling limit, so
the Goldstone action is not sufficient for predictions, but the action (4.1.22)
contains all the information about the model and can be used to calculate
all predictions even when the mixing with gravity is large.
4.4 The limit of slow-roll inflation
Now we want to retrieve the result found for the slow-roll inflation from
starting from the action (4.1.22). As we have seen in Section 4.1.1 this
corresponds to keep only the first three terms of (4.1.22), which are fixed
once we know the background Hubble parameter H(t), and setting to zero
all the other operators of higher order: M2 = M3 = M¯1 = M¯2 = . . . = 0. In
this case, as discussed in the last section, predictions at the scale H can be
made neglecting the mixing with gravity and concentrating on the Goldstone
Lagrangian (4.3.11) which reduces to
Spi =
∫
d4x
√−g
[
1
2
M2PlR−M2PlH˙
(
p˙i2 − (∂ipi)
2
a2
)]
. (4.4.1)
We are interested in calculating, soon after the horizon crossing, the con-
served quantity ζ. The relation between pi and ζ is [86]
ζ(t, ~x) = −Hpi(t, ~x), (4.4.2)
For each mode k we are interested in the dynamics around horizon cross-
ing k ∼ aH. During this period the background can be approximated as de
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Sitter up to slow-roll corrections. Therefore we expect to recover from the
action (4.4.1) the power spectrum we have already found on Section 3.5.1.
If we introduce the canonically normalized field pic as
pic =
√
2H˙MPlpi, (4.4.3)
then it is easy to check that the equation of motions for pic are:
δpicSpic = 0⇐⇒ pic + 3Hpic −
1
a2
∇2pic = 0. (4.4.4)
If we rewrite this equation in momentum space, using the conformal time
τ instead of the cosmic time t and introducing the variable pic(τ,~k) =
u(τ,~k)/a(τ) we find the same equation of (3.3.20) without the potential
term. So we already know the 2 point function of pi reads:
〈pic(~k1)pic(~k2)〉 = δ(~k1 − ~k2)H
2∗
2k31
, (4.4.5)
where the ∗ means the value of the quantity is taken at horizon crossing.
Hence the power spectrum of pi is given by
Ppic(k) =
H2∗
2k3
. (4.4.6)
This implies that the power spectrum of ζ is given by
Pζ(k) = H
2∗
2M2Pl|H˙∗|
Ppic(k) =
H4∗
4M2Pl|H˙∗|
1
k3
=
H2∗
4M2Pl
1
k3
, (4.4.7)
which is in agreement with the result found in the previous Chapter in
(3.6.10), since M2Pl = 1/(8piG). This expression allows us to calculate the
tilt of the spectrum at leading order in slow-roll:
ns − 1 = d
d(log k)
[
log
(42ζ(k))] = dd(log k)
[
log
( k3
2pi2
Pζ(k)
)]
' 1
H∗
d
dt
log
(
H4∗
H˙∗
)
= 4
H˙∗
H2∗
− H¨∗
H∗H˙∗
. (4.4.8)
In the case of the field pi the slow-roll parameters are not defined using
the derivatives of the potential but in a different way. The first slow-roll
parameter,  is defined in the usual way as minus the ratio between the
derivative of the Hubble rate and the square of the Hubble rate itself:  =
−H˙/H2. While the parameter η is defined by the following expression:
η = ˙/H. The definition of η can be written using the definition of  as
η =
(
− H¨
H2
+ 2
H˙2
H3
)(
−H
H˙
)
=
H¨
H˙H
− 2 H˙
H2
, (4.4.9)
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from which we get
H¨
H˙H
= η − 2. (4.4.10)
Consequently, using the slow-roll parameters we have just defined, we can
express (4.4.8) as
ns − 1 ' −4− η + 2 = −η − 2. (4.4.11)
From the action (4.4.1) we were able to find the expected power spectrum
of a scalar field; actually this result is not equal to the one found in Section
3.6 as it differs from equation (3.6.7). The difference is due to the fact that
the slow-roll parameters we are using here in our EFT approach are more
general than the ones defined for the scalar field in Section 3.1.2; the relation
between the two set of slow-roll parameters (we call V and ηV those defined
previously) is [97]:
 = V , (4.4.12)
η = −2ηV + 4V . (4.4.13)
Rewriting (4.4.11) using V and ηV we get exactly the result found in (3.6.7).
However not all observables can be calculated from this Lagrangian;
the problem is that we neglected the mixing with the gravity since it is
of higher order in the slow-roll expansion. This implies that in our La-
grangian there are not interaction terms between the field pi and the gravity
or self-interactions of the pi. So if someone is interested in looking at the
three point function he must take into account these subleading terms, oth-
erwise it would turn out to be zero2. These subleading terms encodes the UV
completion of our model. This is what usually happens in an effective field
theory: we have some leading terms which describes the physics at a given
energy and other higher dimensional operators which describe the higher en-
ergy scales. Another example of effective field theory is the Standard Model;
anyway, in this case, there are many experimental data which allow us to
put severe limits on the size of the higher dimensional operators. In the
cosmological case the set of conceivable observations is much more limited.
One example of a possible experimental limit on higher dimension operators
is the consistency relation for the gravitational wave tilt.
Actually, in the slow-roll approximation, the only term of the Lagrangian
(4.4.1) giving contributions to the tensor modes is the Einstein-Hilbert term,
which gives the Einstein equations as equations of motion. So, in this ap-
proximation, we already know the power spectrum of primordial tensor per-
turbation, which in canonical normalization can be written as
Ph(k) = 4H
2∗
M2Plk
3
. (4.4.14)
2For the three point function of the curvature perturbation in single-field slow-roll see
[98] and [99]
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Then, as we have found previously in Section 3.6, nt = −2. So the ratio
between the tensor power spectrum and the scalar one is given by
r =
42h(k)
42ζ(k)
= 16, (4.4.15)
which is the same result we have found in Section 3.6. This prediction is
valid if we assume M2 = 0 which implies cs = 1, in fact we will see that
the scalar spectrum goes as c−1s , while predictions for gravitational waves
are not changed by M2. The experimental verification of the consistency
relation would tell us that cs cannot deviate substantially from 1 which
implies
M42 .M2Pl|H˙|. (4.4.16)
Notice that the higher dimension operators will influence both scalar and
tensor modes, but these corrections are much harder to test. Later we will
see some examples.
4.5 Small speed of sound
The Goldstone action (4.3.11) shows that the spatial kinetic term (∂ipi)2 is
completely fixed by the background evolution to be M2PlH˙(∂ipi)
2. In partic-
ular only for H˙ < 0, it has the expected negative sign. However even if the
operator (∂ipi)2 would have the wrong sign it won’t be enough to conclude
that the system is pathological: higher order terms such as (δKµµ)2 may
become important in particular regimes. Reference [84] studies examples in
which H˙ > 0 can be obtained without pathologies.
The coefficient of the kinetic term p˙i2 is, on the contrary, not completely
fixed by the background evolution, as it receives a contribution also from the
quadratic operator (g00 + 1)2. Looking at the action (4.3.11) we see that its
coefficient is (
−M2PlH˙ + 2M42
)
p˙i2. (4.5.1)
This time to avoid instabilities we must have −M2PlH˙ + 2M42 > 0. The
coefficient of the time kinetic term (4.5.1) is different from the coefficient of
the spatial kinetic term, this implies that the speed of propagation of the pi
waves cs is different from one and it is given by
c−2s = −
(−M2PlH˙ + 2M42 )
M2PlH˙
= 1− 2M
4
2
M2PlH˙
. (4.5.2)
From this expression it is clear that for small value of M2 we get back a field
pi propagating at the speed of light as in the case of slow-roll inflation; while
if M2 gets bigger the behaviour of cs depends on the properties of H˙, in par-
ticular if H˙ < 0, to avoid superluminal propagation we must have M42 > 0.
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We will restrict our study to the cases in which cs ≤ 1 because superlumi-
nal propagation would imply that the theory has no Lorentz invariant UV
completion [95], see [96] for a phenomenological discussion of models with
cs > 1.
Using the expression for cs in (4.5.2) the Goldstone action can be written
at cubic order as
Spi =
∫
d4x
√−g
[
1
2
M2PlR−
M2PlH˙
c2s
(
p˙i2 − c2s
(∂ipi)
2
a2
)
+
+M2PlH˙
(
1− 1
c2s
)(
p˙i3 − p˙i (∂ipi)
2
a2
)
−4
3
M43 p˙i
3 + . . .
]
. (4.5.3)
We remember that to write this action for the pi we used the fact that above
some energy scale we can neglect the mixing with the gravity and we found
it to be E  Emix 'M22 /MPl in Section 4.3. This implies that predictions
for cosmological observables, which are done at energies of order H, are
captured at leading order by the Goldstone action (4.5.3) if H M22 /MPl,
or equivalently for /c2s  1. It has been proven that this model allows large
non-Gaussianities [86, 97, 100].
To solve for the equation of motion for pi, we consider the term up to
second order in the perturbations, that means only the first line of (4.5.3).
To get the equation of motion we then have to follow the usual procedure
of working in momentum space, with the conformal time τ and writing
pi(τ,~k) = u(τ,~k)/a(τ) or we can simply notice that the first line of (4.5.3) is
equal to the action we worked with in the slow-roll approximation once we
rescale the momentum to kres = csk and take into account the additional
factor c−2s in front of the time kinetic term. The result is
〈ζ(~k1)ζ(~k2)〉 = δ(~k1 − ~k2) 1
cs∗
H4∗
4M2Pl|H˙∗|
1
k3
= δ(~k1 − ~k2) 1
cs∗
H2∗
4∗M2Pl
1
k3
.
(4.5.4)
The scalar spectral index is thus modified by the presence of the speed of
sound
ns − 1 = d
d(log k)
[
log
(
H4∗
|H˙∗|cs∗
)]
' 1
H∗
d
dt
[
log
(
H4∗
|H˙∗|cs∗
)]
=
= 4
H˙∗
H2∗
− H¨∗
H˙∗H∗
− c˙s∗
cs∗H∗
= −η − 2− c˙s∗
cs∗H∗
. (4.5.5)
We can think of the last term c˙s∗/(cs∗H∗) as another slow-roll parameter
and we call it s, so
ns − 1 = −η − 2− s. (4.5.6)
In the Lagrangian written above there are also cubic couplings for the
Goldstone of the form p˙i(∇pi)2 and p˙i3. These operators, at the contrary
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of the slow-roll case, give a non vanishing 3-points function which is linked
to non-Gaussianities. The different terms give different size for the non-
Gaussianities. The usual procedure to establish which is dominant is to
compare the non-linear corrections with the quadratic terms around horizon
crossing. We will see that at horizon crossing spatial derivatives are enhanced
with respect to time derivatives since in momentum space k ∼ H/cs. This
implies that in the limit cs  1 the cubic terms are led by the term p˙i(∇pi)2
and the quadratic ones are led by the (∂ipi)2. So the level of non-Gaussianities
is given by the ratio:
Lp˙i(∇pi)2
L2 ∼
aM2PlH˙
c2s−1
c2s
Hpik2pi2
aM2PlH˙k
2pi2
∼
aM2PlH˙
c2s−1
c4s
H3pi3
aM2PlH˙
H2
c2s
pi2
for cs  1 ∼
aM2PlH˙
H3
c4s
pi3
aM2PlH˙
H2
c2s
pi2
∼ Hpi
c2s
∼ ζ
c2s
. (4.5.7)
Usually the magnitude of non-Gaussianities is given in terms of the param-
eters fNL [101], which are parametrically of the form
Lp˙i(∇pi)2
L2 ∼ fNLζ. (4.5.8)
So in our case the leading contribution gives
fNL,p˙i(∇pi)2 ∼
1
c2s
. (4.5.9)
In the Goldstone Lagrangian (4.5.3) there is an additional independent op-
erator, M43 p˙i3, contributing to the 3-points function. We thus have two con-
tributions of the form p˙i3 which give
Lp˙i3
L2 ∼
a3
(
M2PlH˙c
−2
s (c
2
s − 1)− 43M43
)
p˙i3
aM2PlH˙k
2pi2
∼ a
3
(
M2PlH˙c
−2
s − 43M43
)
H3pi3
aM2PlH˙
H2
c2s
pi2
∼
(
1− 4
3
M43 c
2
s
M2Pl|H˙|
)
ζ. (4.5.10)
This gives a parameter
fNL,p˙i3 ∼ 1−−
4
3
M43 c
2
s
M2Pl|H˙|
. (4.5.11)
4.6 De Sitter limit and the ghost condensate
Now we take into account the higher derivative operators in the comoving
gauge Lagrangian (4.1.22). This means that we consider only the contribu-
tions coming from the extrinsic curvature:∫
d4x
√−g
(
−M¯2(t)
2
2
δKµ 2µ −
M¯3(t)
2
2
δKµνδK
ν
µ
)
. (4.6.1)
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From this expression is still not clear what contributions these operators give
to the pi Lagrangian. The way to make it clear is to perform the Stückelberg
mechanism. First of all it is worth noting that under a change of coordinates
the extrinsic curvature does not transform covariantly. It changes as a ge-
ometrical quantity because the corresponding surface that it is referring to
changes. For example we can see what happens to its spatial components.
From the definition of the extrinsic curvature (4.2.18), we can write
Kij =
1
2
√
−g00(∂ig0j + ∂jg0i − ∂0gij). (4.6.2)
The transformations of the covariant metric under the Stückelberg mecha-
nism can be found at linear order using (4.2.13), which gives:
g00 −→ g00 − 2p˙ig00, (4.6.3)
g0i −→ g0i − ∂ipig00 − p˙ig0i, (4.6.4)
gij −→ gij − ∂ipig0j − ∂jpig0i. (4.6.5)
At this point it is straightforward to see that
Kij −→ 1
2
√
−g00(1 + p˙i)[∂i(g0j − ∂jpi) + ∂j(g0i − ∂ipi)− (1− p˙i)∂0gij] =
=
1
2
√
−g00[∂ig0j + ∂jg0i − ∂0gij]− ∂i∂jpi
= Kij − ∂i∂jpi, (4.6.6)
whereKij in the last line is the extrinsic curvature orthogonal to the constant
τ hypersurface of the new coordinates.
Since the operators in (4.6.1) are the perturbations of the extrinsic curva-
ture δKµν = Kµν −K(0)µν and not the extrinsic curvature itself, we explicitly
write the background value
K(0)µν = Hhµν . (4.6.7)
Then acting with the Stückelberg mechanism on (4.6.1) we get∫
d4x
√−g
[
−M¯
2
2
1
a4
(∂2i pi)
2
]
, (4.6.8)
with M¯2 = M¯22 + M¯23 . This spatial kinetic term will make the Goldstone
propagate even in the limit cs → 0. It is therefore interesting to consider our
general Lagrangian in the limit H˙ = 0, when the gravitational background
is exactly de Sitter space which implies cs = 0. In this case the Lagrangian
(4.3.11) reduces to
Spi =
∫
d4x
√−g
[
2M42 p˙i
2 − M¯
2
2
1
a4
(∂2i pi)
2
]
, (4.6.9)
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where we have considered only quadratic terms in pi. First of all we see that
the kinetic term the action above has the "wrong" plus sign, this means pi
in this case is a ghost.
As H is now time independent, it is possible to impose an additional
symmetry to the theory: the time independence of all the coefficients in
(4.1.22). This has an important implication in the form of the action for pi.
In fact, looking back at the procedure done in Section 4.2 to introduce the
Goldstone we can see that from the time dependent functions we got terms
proportional to pi without derivatives. If we now forbid the presence in the
action of such time dependent functions, we are forbidding the presence of
pi without any kind of derivatives in the Goldstone action, which becomes
invariant under shift of pi:
pi(t, ~x)→ pi(t, ~x) + const. (4.6.10)
This is called limit of Ghost Condensation, where the Goldstone has a dis-
persion relation ω ∝ k2. For an in depth analysis of this particular inflation
model read [83, 89, 102]. the name is due to the fact that in this model we
have a de Sitter phase which arises from a derivatively coupled ghost scalar
field which condenses in the background where it has a non-zero velocity
[89].
As in previous models, we have to find the energy regime for which the
mixing of the Goldstone with gravity can be neglected. After canonical nor-
malization (pic ∼ M22pi) we see that the mixing terms coming from (4.6.1)
after having performed the Stückelberg mechanism are multiplied by a coef-
ficient of the order
Emix ' M¯
2k3
MPlM
2
2
. (4.6.11)
Since the dispersion relation of the Goldstone is of the form
ω2 = (M¯2/M42 )k
4, (4.6.12)
we see that the energy Emix under which the mixing is relevant is
Emix ' M¯M
2
2
M2Pl
. (4.6.13)
As we are interested in the inflaton, we concentrate on the case H  Emix,
when the mixing can be neglected.
To compute the power spectrum we firstly canonically normalize the field
pi writing
pic = 2M
2
2pi, (4.6.14)
then we follow the usual procedure of deriving the equation of motion for
pi and then massage them in order to find a differential equation for the
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variable u~k(τ) = pi~k(τ)a(τ). The resulting power spectrum for the scalar
curvature perturbations is the following:
Pζ(k) = 4pi
2
Γ2(1/4)
H
M2
(
2H
M¯
)3/2 1
k3
. (4.6.15)
An implication of the ω ∝ k2 dispersion relation is that the way operators
scale with energy does not coincide with its mass dimension as in the Lorentz
invariant case [103]. A rescaling of the energy by a factor s, E → sE, must
go together with a momentum transformation k → s 12k. Correspondingly
the time rescales as t → s−1t and the spatial coordinates as x → s− 12x. If
we want that the quadratic term of the action for pi (4.6.9) to be invariant
under this rescaling, we have to impose that pi rescales as pi → s 14pi. With this
rule it is easy to check that all the allowed Goldstone operators, besides the
kinetic term (4.6.9) are irrelevant: since they have positive scaling dimension
they become less and less relevant going down in energy.
4.7 De Sitter limit without the ghost condensate
In the previous section we have neglected the operator∫
d4x
√−g
(
−M¯1(t)
3
2
(g00 + 1)δKµµ
)
. (4.7.1)
Now we want to study the effect of this operator on the quadratic pi action.
We will see that, if the coefficient of this operator is sufficiently large, we
obtain a new de Sitter limit, where the dispersion relation is of the form
ω2 ∝ K2.
For simplicity we can take M¯1 to be time independent. Reintroducing
the Goldstone by operating the Stückelberg mechanism, we get two different
terms: the first is of the form M¯31 p˙i∇2pi/a2 and the second proportional to
Hp˙i2. Here we will assume that the Hp˙i2 term is small compared to M42 p˙i2.
Integrating by parts the term proportional to p˙i∇2pi we get a standard 2-
derivative spatial kinetic term∫
d4x
√−g M¯
3
1H
2
(
∂ipi
a
)2
. (4.7.2)
In the exact de Sitter limit (H˙ = 0) and takingM2 ∼ M¯1 ∼M , this operator
gives a dispersion relation of the form ω2 = c2sk2 with a small speed of sound
c2s =
H
M
 1. (4.7.3)
This is true only if the operators we studied in the previous section, δKµ 2µ
and δKµνδKνµ, are subdominant respect (g00 + 1)δK
µ
µ. If we assume that
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they are characterized by the same mass scale, M¯2 ∼ M¯3 ∼M , the dispersion
relation will get two contributions
ω2 ∼ H
M
k2 +
k4
M2
. (4.7.4)
From the results found above it is clear that if the k4 contribution is
somewhat suppressed, it becomes irrelevant at freezing and therefore for in-
flationary predictions. In this limit we have a new kind of Ghost Inflation
with an exactly de Sitter background, but with a ω2 ∝ k2 dispersion rela-
tionship. In this scenario we would find a two point function like [86]
〈ζ(~k1)ζ(~k2)〉 ∼ δ(~k1 − ~k2)
(
H
M
)5/2 1
k31
. (4.7.5)
Now that we have found two different de Sitter limits, one dominated at
freezing by (g00 + 1)δKµµ and the other by δKµ 2µ and δKµνδKνµ, one may
wonder if there are other possibilities. One could imagine that both these
spatial kinetic terms are suppressed for some reason and the leading opera-
tors come at higher order. In this case one would end up with a dispersion
relation of the form
ω2 ∼ k2n n ≥ 3. (4.7.6)
However this is not the case, because the theory would not make sense as
an effective field theory. In fact, as shown in [86], the scaling dimension of
the operator pi would be pi → s− 12+ 32npi and this implies that for n ≥ 3 the
operators that would modify the kinetic term will be strong at low energies.
Clearly this would mean that the effective field theory does not make sense.
4.8 The most general action for pi
In the previous Sections we outlined the procedure to write the effective
action for the scalar perturbations and we specialized our study to special
limits, such as slow-roll inflation, small speed of sound and de Sitter inflation.
Now we want to write the most general second-order action for the scalar
perturbations in comoving (unitary) gauge following [104]. First of all we
write the expression of this action and then we specify how we got it starting
from (4.1.22) and we spend some words on the various terms. So the the
second-order effective action at leading order in slow-roll is
S2 =
∫
d4x
√−g
(
M2PlH˙(∂µpi)
2 + 2M42 p˙i
2 + M¯31H
(∂ipi)
2
2a2
+
− M¯
2
2
2
1
a4
(∂2i pi)
2 − M¯
2
3
2
1
a4
(∂ijpi)
2
)
(4.8.1)
85
4.8. The most general action for pi
• The procedure followed in the previous Sections 4.1 and 4.3, which led
us to writing the action above, was introduced in [86] and allows for a
very general expression for inflation driven by a single scalar degree of
freedom.
• In general the Mi coefficients are time dependent. Anyway, since we
are interested in leading-order calculations, we can neglect this time
dependence and consider the coefficients constant, as we have done
previously.
• The action is written in the decoupling regime: for a sufficiently high
energy range the dynamics of the scalar degree of freedom which drives
inflation is decoupled from gravity. Here we can safely work with this
action assuming E > 
1
2H and E > M22 /MPl.
• If we turn off the coefficientM2 = 0 = M¯1,2,3 we re-obtain the slow-roll
inflation of Section 4.4. Switching on theM2 term amounts to allowing
c2s < 1 as in Section 4.5. Working in the de Sitter limit and turning on
M¯2,3 we rediscover Ghost Inflation. The list of correspondences can be
continued with K-inflation [105, 106] theories and others proving that
the effective field theory approach naturally provides a more unifying
perspective on inflationary models.
• Actually this action is written with large non-Gaussianities in mind.
This can be achieved requiring a small speed of sound: this assumption
translates into bounds on the values of the coefficients driving quadratic
operators in the Lagrangian. A speed of sound different than unity
necessarily generates a different weight in Fourier space between time-
like and space-like derivatives acting on the scalar. Consequently, this
different weight for the derivatives gives us a meaningful criterion to
establish which are the leading terms in writing the various operators.
Consider for example the operators of (4.1.22) multiplied by the M¯31
coefficient
− M¯31
(
6Hp˙i2 −H (∂ipi)
2
2a2
)
. (4.8.2)
There are two terms: one with two temporal derivatives and one with
two spatial derivatives. On the horizon crossing region we can assume
the following estimates to hold: p˙i ∼ Hpi, ∇pi ∼ (H/cs)pi. Then, for
cs  1 space-like derivatives are enhanced with respect time deriva-
tives. So when we compare terms of the same perturbation order within
the same M coefficient, we just count the number of space and time
derivatives: the term with the highest number of spatial derivatives is
the leading one. In conclusion, between the operators considered above
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in (4.8.2), the leading one is
M¯31H
(∂ipi)
2
2a2
. (4.8.3)
• If we decide to include also the subleading contributions in the effective
action, like for example the term with time derivative p˙i2, the functional
expression of the solution won’t change. This happens because the
types of operator p˙i2, (∂ipi)2, (∂2i pi)
2 are already saturated in (4.8.1). So
including also these subleading terms will end up only in a redefinition
of some coefficients.
Now we can proceed with the calculation of the equation of motion. The
procedure is always the same; varying the action and working in momentum
space by using the Fourier transform, we get [104, 107]:
p¨ik + 3Hp˙ik +
k2
a2
M2PlH˙ + M¯
3
1
M2PlH˙ − 2M42
pik +
k4
a4
M¯22 + M¯
2
3
M2PlH˙ − 2M42
pik = 0. (4.8.4)
Now we make the substitution pi(τ,~k) = u(τ, ~k)/a(τ) and using conformal
time instead of t we find
u′′k −
2
τ2
uk + α0k
2uk + β0k
4τ2uk = 0, (4.8.5)
with
α0 =
M2PlH˙ + M¯
3
1H
M2PlH˙ − 2M42
, β0 =
(M¯22 + M¯
2
3 )H
2
2M42 −M2PlH˙
. (4.8.6)
Before explicitly solving this equation we can make some guesses on the
behaviour of the wavefunction. In the regime in which 2/τ2 is negligible, we
expect the typical oscillatory behaviour since both α0k2 and β0k4τ2 cause
wavelike behaviour. On the other hand, in the τ → 0 limit, −2/τ2 will be
the leading term and we expect to recover the usual frozen modes. Now
we can justify the statement that in comparing terms at the same order in
perturbations, the one with the most spatial derivatives are dominating in
the cs  1 limit. We introduce the notion of effective horizon, placing it
where the oscillatory behaviours stops being dominant
α0k
2 + β0K
4τ2∗ =
2
τ2∗
→ τ∗ = − 2
k
√
α0 +
√
α20 + 8β0
. (4.8.7)
For β0 = 0 and α0 ∼ 1 we recover the already known relation at horizon
−k2τ2∗ ∼ 1. At this point we can relate the spatial derivatives ∇pi ∼ kpi with
the time ones p˙i ∼ Hpi at the horizon using (4.8.7) and the relation between
the conformal time and the Hubble rate τ = −1/(aH):
k =
√
2H√
α0 +
√
α20 + 8β0
. (4.8.8)
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If we now restrict the parameters space to the α0  1 and β0  1 region,
we find
k  H. (4.8.9)
Since the main contributions to correlators comes from the horizon-crossing
region, this shows that we can identify the leading terms in the action ac-
cording to the procedure followed.
Now we are ready to solve the equation of motion (4.8.5). The general
wavefunction is
u~k(τ) =
ie
i
2
√
β0k2τ2
2
1
4 τ
G
[
−1
4
− iα0
4
√
β0
,−1
2
,−i
√
β0k
2τ2
]
C1(k)+
+
ie
i
2
√
β0k2τ2
2
1
4 τ
L
[
1
4
+
iα0
4
√
β0
,−3
2
,−i
√
β0k
2τ2
]
C2(k), (4.8.10)
where G stands for the confluent hypergeometric function and L is the gener-
alized Laguerre polynomial. C1(k) and C2(k) are two integration constants
and their value can be found in the way outlined in [104], that is requiring
to re-obtain for β0 → 0 the wavefunction of DBI inflation (fixes C2(k) = 0)
and for α0 = 0 the wavefunction of Ghost Inflation (fixes C1(k)). The final
result we get is
pik(τ) =
He
i
2
√
β0k2τ2k−3/2Γ
(
5
4 − iα04√β0
)
G
(
−14 − iα04√β0 ,
1
2 , 0
)
2i
√
M2PlH
2 + 2M42γ
3/4
0 Γ
(
5
4 +
α0
4α0−4i
√
β0
) , (4.8.11)
where γ0 = α0 +
√
β0 and Γ(x) is the Euler gamma function. Using this
expression we can now evaluate the power spectrum in the superhorizon
limit. If we compute the hypergeometric confluent function in the τ → 0
limit we find
G
(
−1
4
− iα0
4
√
β0
,
1
2
, 0
)
=
√
pi
2Γ
(
5
4 − iα04√β0
) , (4.8.12)
consequently we find
Ppi = |pik(τ → 0)|2 = piH
2
16(M2PlH
2 + 2M42 )γ
3/2
0
1∣∣∣Γ(54 + α04α0−4i√β0)∣∣∣2
1
k3
.
(4.8.13)
Clearly there is no time dependence in the result above, this means that the
modes freeze outside the effective horizon. Using the relation between pi and
the gauge invariant quantity ζ = −Hpi we can write the expression of the
power spectrum for the scalar perturbations
Pζ = piH
4k−3
16(M2PlH
2 + 2M42 )γ
3/2
0
1∣∣∣Γ(54 + α04α0−4i√β0)∣∣∣2 . (4.8.14)
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4.9 Tensor contributions in the effective field the-
ory
Since in the effective action there are also two degrees of freedom describing
the tensor perturbations h(a)ij , we now want to investigate how the operators
appearing in (4.1.22) are related to the second order tensor perturbations.
Here we will use a different notation, we will call the tensor modes γij instead
of hij in order to be faithful with the notation used in the literature. Before
proceeding in our analysis we recall that the induced metric on the constant
t surfaces is defined as hµν = gµν + nµnν and this is linked to the scalar
curvature perturbation ζ and the tensor perturbations γij by [108]
hij = a
2e2ζ(eγ)ij . (4.9.1)
The tensor perturbations are traceless γii = 0 and transverse ∂iγij = 0 so γij
describes two degrees of freedom. The operators of the effective Lagrangian
(4.1.22) studied so far are
S = S0 +
∫
d4x
√−g
[
M2(t)
4
2
(δg00)2 − M¯1(t)
3
2
δg00δKµµ+
− M¯2(t)
2
2
δKµµδK
µ
µ −
M¯3(t)
2
2
δKµνδK
ν
µ
]
, (4.9.2)
with
S0 =
∫
d4x
√−g
[
1
2
M2PlR+M
2
PlH˙g
00 −M2Pl
(
3H2 + H˙
)]
. (4.9.3)
The four operators displayed in (4.9.2) are the only ones that contribute to
the dispersion relation of primordial perturbations in the decoupling limit,
as we have seen in the previous Sections.
Until now we studied only the perturbations of the scalar field pi, now we
focus on the tensor ones. Except for the Hilbert-Einstein action, in (4.9.2),
there is another contribution to the second order tensor perturbations coming
from δKµνδKνµ. Using the expression for Kij written in (4.6.2) we see that
this term gives also a contribution like
δKij ⊃ 1
2
a2γ˙ij . (4.9.4)
Thereby we expect to find a modification of the kinetic term for tensor of
the form
M¯23 δK
µ
νδK
ν
µ ⊃ −
1
4
M¯23 (∂0e
−γ∂0eγ)ii = −1
4
M¯23 (γ˙ij)
2. (4.9.5)
Including this term in the tensor action we find
Sγ =
∫
d4x
√−g M
2
Pl
8
c−2γ
[
(γ˙ij)
2 − c2γ
(∂kγij)
2
a2
]
, (4.9.6)
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where the tensor sound of speed is given by
c2γ =
M2Pl
M2Pl − M¯23
. (4.9.7)
We can decompose γij into the two helicity modes
γij =
∫
d3k
(2pi)3
∑
s=±
sij(
~k)γs~k(t)e
i~k~x, (4.9.8)
where s = ± is the helicity index. These two helicity modes are quantized
as
γs~k(t) = as,~kvk(t) + a
†
s,−~kv
∗
k(t). (4.9.9)
The vacuum state is thus given by
vk =
H
MPl
cγ
(cγk)3/2
(1 + icγkτ)e
−icγkτ , (4.9.10)
where τ is the conformal time. Then the power spectrum for each mode is
given by
Pγs(k) = c−1γ
2H2
M2Plk
3
. (4.9.11)
Since there are two modes the total power spectrum is given by
Pγ(k) = c−1γ
4H2
M2Plk
3
. (4.9.12)
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Chapter 5
Modification to the consistency
relation
Finally, after having studied the effective field theory for the cosmological
perturbations we can study how the various terms modify the consistency
relation of standard slow-roll inflation r = −8nt. We firstly encountered this
relation in Section 3.6 and it constrains the value of the spectral index for
the tensors nt to the value of the tensor to scalar ratio r. This relation is
fundamental in modern cosmology since, if confirmed by observational data,
it would prove that slow-roll single field models of inflation are the responsible
for the primordial fluctuations. It is also of paramount importance to check
if there are deviations from this standard relation because they would mean
that there are deviations from the simplest model. In fact inflationary models
can be catalogued by the values of ns and nt or equivalently by ns and r.
In this last part of the Thesis, we will work using the result found previ-
ously while studying the effective field theory approach to inflation; we will
derive the consistency relation in a general case and then try to evaluate it
in significant limits. The ingredients we will need to compute this relation
are the power spectrum of scalar and tensor perturbations and the spectral
index of the tensors which we haven’t calculated yet. We want to put in
evidence that it is the first time this calculation is done, so our aim is to
provide a general result that can be specialized in different situations.
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5.1 Generalization of the consistency relation
In Section 4.8 we have found that the power spectrum for a very general
class of inflationary models is given by
Pζ = piH
4k−3
16(M2PlH
2 + 2M42 )γ
3/2
0
1∣∣∣Γ(54 + α04α0−4i√β0)∣∣∣2 . (5.1.1)
While in Section 4.9 we have seen that the same operators which gives rise
to the above power spectrum for the scalars, modify the tensors speed of
sound and hence their power spectrum which becomes
Pγ = c−1γ
4H2
M2Pl
1
k3
, (5.1.2)
with cγ = M2Pl/(M
2
Pl−M23 ). From this power spectrum we need to compute
the tensor spectral index, which is given by
nt =
d
d(ln k)
[
ln
(42γ(k))] ' 1H 1Pγ dPγdt = 2 H˙H2 − c˙γHcγ . (5.1.3)
In the previous expression we recognise the slow-roll parameter , while the
last term is a new slow-roll parameter that we call sγ . Hence the relation
between the spectral index for the tensors and the slow-roll parameters is
nt = −2− sγ . (5.1.4)
Now we can move towards the ratio r, which is given by
r =
42γ(k)
42ζ(k)
=
64H2
piM2Pl
c−1γ
(α0 +
√
β0)
3/2
(
M2PlH
2 + 2M42
)
H4
×
×
∣∣∣∣Γ(54 + α04α0 − 4i√β0
)∣∣∣∣ . (5.1.5)
From now on we will omit the argument of the Euler gamma function and
we will call it simply
Γ
(5
4
+
α0
4α0 − 4i
√
β0
)
= Γ. (5.1.6)
At this point we write explicitly the above product in (5.1.5) finding
r =
64
pi
1
cγ
(α0 +
√
β0)
3/2 |Γ|2 + 64
pi
1
cγ
(α0 +
√
β0)
3/2 1
M2PlH
2
(
2M42
) |Γ|2 .
(5.1.7)
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Using the definition of the scalar speed of sound
c2s =
M2PlH˙
M2PlH˙ − 2M42
, (5.1.8)
which we already encountered in (4.5.2), we can write the relation between
M2 and MPl as:
M42 =
M2PlH˙
2
(
1− 1
c2s
)
. (5.1.9)
This relation allow us to rewrite the second term in (5.1.7) in terms of  =
−H˙/H2 and c2s finding
r =
64
pi
1
cγ
(α0 +
√
β0)
3/2 |Γ|2 − 64
pi
1
cγ
(α0 +
√
β0)
3/2
(
1− 1
c2s
)
|Γ|2
=
64
pi

cγc2s
(α0 +
√
β0)
3/2 |Γ|2 . (5.1.10)
Finally we need to find a way to write r as a function of the nt we have
found in (5.1.4). This can be done by writing the slow-roll parameter  in
fiction of the index
 = −1
2
nt − 1
2
sγ , (5.1.11)
and then inserting this expression of  into (5.1.10). The result we find is
r = −32
pi
nt
cγc2s
(α0 +
√
β0)
3/2 |Γ|2 −−32
pi
sγ
cγc2s
(α0 +
√
β0)
3/2 |Γ|2 (5.1.12)
5.2 The consistency relation in different limits
The consistency relation we have found in (5.1.12) is the most general pos-
sible. Now, the first thing we can do, is to check our result is consistent
with results that are already known in the literature. In particular we ex-
pect that in the slow-roll limit equation (5.1.12) reduces to the well known
r = −8nt. In the previous Chapter, where we analysed the effective field
theory approach, we showed that the slow-roll inflation is described by the
action (4.4.1). In order to retrieve that action we turned off all the Mi coef-
ficients. Since in equation (5.1.12) the dependence on the Mi coefficients is
encoded inside the two coefficients α0 and β0, which were defined in (4.8.6),
the slow-roll limit is achieved through:
α0 = 1, β0 = 0. (5.2.1)
In this case the scalar speed of sound is c2s = 1. As regards the tensor modes,
going in the slow-roll limit means consider only the Hilbert-Einstein action
and this implies:
c2γ = 1, sγ = 0. (5.2.2)
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Hence, using the values for α0 and β0 written above, we find
(α0 +
√
β0)
3/2 = 1, (5.2.3)∣∣∣∣Γ(54 + α04α0 − 4i√β0
)∣∣∣∣2 = ∣∣∣∣Γ(54 + 14)
∣∣∣∣2 = ∣∣∣∣Γ(32)
∣∣∣∣2 = pi4 . (5.2.4)
Inserting these results in (5.1.12), we get
r = −32
pi
nt
pi
4
= −8nt, (5.2.5)
which is the result we were looking for.
We can now see what happens if we consider small speed of sound c2s  1.
This corresponds to consider also the M2 term in the scalar action (4.1.22)
and assuming that the M¯i are negligible. This case corresponds to the α0
and β0 values
α0 =
M2PlH˙
M2PlH˙ − 2M42
, β0 = 0. (5.2.6)
In this model the modification of the scalar speed of sound is linked to the
M2 coefficient, in fact, as we defined in (4.5.2), we have
c2s =
M2PlH˙
M2PlH˙ − 2M42
. (5.2.7)
Thus it is clear that in this case we have α0 = c2s. With this particular values
of the two parameters α0 and β0 we find that the Euler gamma function
becomes∣∣∣∣Γ(54 + α04α0 − 4i√β0
)∣∣∣∣2 = ∣∣∣∣Γ(54 + α04α0
)∣∣∣∣2 = ∣∣∣∣Γ(32)
∣∣∣∣2 = pi4 . (5.2.8)
As regards the tensors, their power spectrum is not modified by the M2
coefficient because, as we have seen in Section 4.9, the only modifications
come from the M¯i coefficients. This implies that for tensors we have
c2γ = 1, sγ = 0. (5.2.9)
In conclusion, this time the consistency relation (5.1.12) becomes
r = −8ntcs. (5.2.10)
So in this case the result depends also by the speed of sound of scalars, hence
by the coefficient M2.
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5.3 Further discussion on the tensor modes
We studied how the tensor modes are affected by the various terms in the
effective action in Section 4.9. The final result was a power spectrum de-
pendent on the tensor speed of sound cγ as we showed in (4.9.12). The
direct consequence of this is that also the generalized consistency relation
found before in (5.1.12) is dependent on cγ . Actually there is an ongoing
discussion about how to properly treat tensor modes in some inflationary
models which go beyond the standard ones. In particular it seems possible
to define particular kind of transformations called disformal transformations
[109] that allow us to set to unity the speed of propagation of gravitational
waves during inflation. This is shown in [110, 111, 112] and the procedure
consists first in a disformal transformation
gµν −→ gµν + (1− c2γ)nµnν , (5.3.1)
which rescales the extrinsic curvature terms in the following way
Kij −→ Kij
cγ
. (5.3.2)
This transformation is followed by a conformal one that is necessary to recast
the normalization coefficient of the Hilbert-Einstein term in a standard way.
This conformal transformation is given by
gµν −→ c−1γ gµν . (5.3.3)
So it appears that the predictions for the primordial tensor power spectrum
cannot be modified at leading order in derivatives.
Here we won’t enter in the details of this discussion, we are just interested
to see what happens to the generalized consistency relation (5.1.12) if we
require that tensor speed of sound is fixed to unity cγ = 1. The modifications
to the single field slow-roll inflation consistency relation r = −8nt becomes
r = −32
pi
nt
c2s
(α0 +
√
β0)
3/2 |Γ|2 . (5.3.4)
This means that the only contribution of tensor modes comes from their
spectral index nt.
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Chapter 6
Conclusions
In this Thesis we studied the theory of perturbations during inflation, start-
ing from the definitions of cosmological perturbations up to the construction
of an effective field theory for perturbations during inflation. The main aim
of this Thesis was to get in touch with this effective approach to the problem
of perturbations, which is a relatively new and still developing theory. We
learnt that the effective action can be written in the form
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
PlH˙g
00 −M2Pl(3H2 + H˙)+
+
1
2!
M2(t)
4(g00 + 1)2 +
1
3!
M3(t)
4(g00 + 1)3 − M¯1(t)
3
2
(g00 + 1)δKµµ+
− M¯2(t)
2
2
(
δKµµ
)2 − M¯3(t)2
2
δKµν δK
ν
µ + . . .
]
, (6.0.1)
and we studied the effect of the various operators contained in it. Turning on
or off different operators we were able to describe different models, from the
slow-roll scenario to all possible deviations from it, which are described by
higher order operators. From the action above we were able to calculate the
power spectrum which allows us to discriminate between the various model
comparing the theoretical results with the experimental ones.
Most importantly, we studied the effects of the various operators on the
consistency relation, finding this result:
r = −32
pi
nt
cγc2s
(α0 +
√
β0)
3/2 |Γ|2 −−32
pi
sγ
cγc2s
(α0 +
√
β0)
3/2 |Γ|2 . (6.0.2)
It is the first time that someone attempts to write a generalization of the
consistency relation through the effective field theory approach. We showed
that setting the values of the parameters α0 and β0 conveniently we were
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able to find again the slow-roll consistency relation r = −8nt. We see that
in (6.0.2) there are contributions from both the scalar perturbations and the
tensor ones but, as already stated, it seems that the tensor always propagate
at the speed of light which corresponds to setting cγ = 1, which means that
the contribution to r coming from tensor modes propagating at a different
speed than the speed of light vanishes.
Anyway many aspects of the theory need to be analysed deeply; a first
step would be to evaluate the theoretical prediction for the other cosmological
correlation functions than the power spectrum. In fact the experiments
are now reaching enough precision to measure deviations from Gaussianity,
which are given by the three point correlation function. This will allow us
to get a better understanding of inflation by setting more constraints to our
models. Moreover the effective theory of tensor perturbations is still not yet
very clear, the issue of the propagation speed of tensor must be solved in
order to identify the right model of inflation.
Finally, it is easy to think about possible extension of this formalism.
It should be straightforward to introduce new additional fields and study
multi-field inflationary models. The interesting point would be to see how
the predictions for the observables made inside these alternative models for
inflation change from the single field case. Another interesting perspective
is to apply the effective field theory approach to study the perturbations in
different energy regimes or, for example, to study the fluctuations in fluids
like in radiation or matter dominance [113].
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Appendix
7.1 Calculation of contraviariant metric tensor
The starting points to calculate the perturbed contravariant metric are the
covariant metric which up to second order in perturbations is
g00 = −a2
(
1 + 2φ(1) + φ(2)
)
g0i = a
2
(
B(1)i +
1
2
B(2)i
)
gij = a
2
(
δij + 2C(1)ij + C(2)ij
)
, (7.1.1)
and the relation valid at every perturbation order
gµνgνσ = δ
µ
σ. (7.1.2)
Firstly we write the metric tensor in the following way
gµν = g
(0)
µν + g
(1)
µν + g
(2)
µν + . . . ,
gµν = gµν(0) + g
µν
(1) + g
µν
(2) + . . . , (7.1.3)
where the numbers inside parenthesis refers to the order of the perturbation.
Hence, using the explicit expressions for the covariant perturbed metric writ-
ten above, we find
g
(0)
00 = −a2,
g
(1)
00 = −2a2φ(1),
g
(2)
00 = −a2φ(2). (7.1.4)
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It is straightforward to compute the contributions to the background and
the various perturbation orders of the other components of the metric tensor
g0i and gij . The next step is to write (7.1.2) on the background
g(0)µν g
νσ
(0) = δ
σ
µ , (7.1.5)
which gives
g
(0)
0ν g
ν0
(0) = −a2g00(0) = 1 −→ g00(0) = −a−2,
g
(0)
iν g
νj
(0) = a
2δikg
kj
(0) = δ
j
i −→ gij(0) = a−2δij . (7.1.6)
Obviously the third equation for the 0i component is g0i(0) = 0, which is a
consequence of the assumptions we made to characterize the background, in
particular isotropy. Now we can proceed to write (7.1.2) at the first order in
perturbations (
g(0)µν + g
(1)
µν
)(
gνσ(0) + g
νσ
(1)
)
= δ σµ
g(0)µν g
νσ
(0) + g
(0)
µν g
νσ
(1) + g
(1)
µν g
νσ
(0) = δ
σ
µ
g(0)µν g
νσ
(1) + g
(1)
µν g
νσ
(0) = 0, (7.1.7)
where we used the constraint on the background (7.1.5) to write the last
line. Actually what we are interested in is an explicit relation for gµν(1) so we
multiply the last line of (7.1.7) by gβµ(0) and we get
gµν(1) = −gµα(0)g
(1)
αβg
βν
(0), (7.1.8)
which enable us to calculate each component of the first order perturbed
contravariant metric tensor
g00(1) = −g00(0)g(1)00 g00(0) =
2φ(1)
a2
,
g0i(1) = −g00(0)g(1)0j gji(0) =
B i(1)
a2
,
gij(1) = −gik(0)g
(1)
kl g
lj
(0) = −
2C ij(1)
a2
. (7.1.9)
Finally we are ready to consider (7.1.2) at the second order in perturbations(
g(0)µν + g
(1)
µν + g
(2)
µν
)(
gνσ(0) + g
νσ
(1) + g
νσ
(2)
)
= δ σµ , (7.1.10)
which using (7.1.5) and (7.1.7) gives
g(0)µν g
νσ
(2) + g
(1)
µν g
νσ
(1) + g
(2)
µν g
νσ
(0) = 0. (7.1.11)
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To achieve an expression for gµν(2) we have to write g
µν
(1) in terms of g
(1)
µν using
(7.1.8) and then multiply all the terms by gβµ(0)
gµν(2) = g
µα
(0)g
(1)
αβg
βδ
(0)g
(1)
δλ g
λν
(0) − gµα(0)g
(2)
αβg
βν
(0). (7.1.12)
The various components are:
g00(2) = g
00
(0)g
(1)
00 g
00
(0)g
(1)
00 g
00
(0) + g
00
(0)g
(1)
0i g
ij
(0)g
(1)
j0 g
00
(0) − g00(0)g(2)00 g00(0)
= a−2
(
− 4φ2(1) + δijB(1)iB(1)j + φ(2)
)
,
g0i(2) = g
00
(0)g
(1)
00 g
00
(0)g
(1)
0j g
ji
(0) + g
00
(0)g
(1)
0j g
jk
(0)g
(1)
kl g
li
(0) − g00(0)g(2)0j gji(0)
= a−2
(
− 2φ(1)Bi(1) − 2B(1)kCki(1) +
1
2
Bi(2)
)
,
gij(2) = g
ik
(0)g
(1)
k0 g
00
(0)g
(1)
0l g
lj
(0) + g
ik
(0)g
(1)
kl g
lm
(0)g
(1)
mng
nj
(0) − gik(0)g
(2)
kl g
lj
(0)
= a−2
(
−Bi(1)Bj(1) + 4Cik(1)Cj(1)k − Cij(2)
)
. (7.1.13)
7.2 Expanding around a FRW solution
We want to prove that the most generic theory with broken time diffeomor-
phisms around a given FRW background (with k = −1, 0, 1 depending of the
spatial curvature) can be written as
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
Pl
(
H˙− k
a2
)
g00−M2Pl
(
3H2+H˙+2
k
a2
)
+ . . .
]
,
(7.2.1)
where the dots stand for terms which are invariant under spatial diffeo-
morphisms and of quadratic or higher order in the fluctuations around the
given FRW background. We know that the displayed terms give rise to the
wanted FRW evolution so that, if we do not want to move away from it,
the additional operators must start quadratic around this solution. Every
additional invariant term is quadratic or of higher order in perturbations,
without cancellation of linear contributions among various operators. These
terms, as shown in Section 4.1, will be written as polynomials (quadratic
and higher) of linear operators like δg00 = g00 + 1, δKµν = Kµν − K(0)µν ,
δRµνρσ = Rµνρσ − R(0)µνρσ. These terms start linear in the perturbations as
we have explicitly removed their value evaluated on the given FRW back-
ground. Because of the symmetries of a FRW metric, every tensor evaluated
on the background (K(0)µν , R
(0)
µνρσ, (∇αRµνρσ)(0), . . . ) can be written just in
terms of gµν , nµ and functions of time; for example [86]
K(0)µν = a
2Hhµν , (7.2.2)
R(0)µνρσ = 2
(
H + k
)
hµ[ρhσ]ν +
[(
H˙ +H2
)
a2hµσδ
0
νδ
0
ρ + perm
]
. (7.2.3)
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Let us now see how the Lagrangian can always be cast in the form (7.2.1).
If we take an operator composed by the contraction of two tensors T and G,
we can write:
TG = (T (0) + δT )(G(0) + δG) = δTδG+ T (0)G+ TG(0) − T (0)G(0). (7.2.4)
• The first term of the sum starts explicitly quadratic in the perturbation
as we want.
• As regards the last term of (7.2.4), we recall that the unperturbed
tensors T (0) and G(0) can be written as functions of gµν , nµ and t
due to the symmetries of FRW background. Therefore T (0)G(0) is just
a polynomial of g00 with time dependent coefficients, it contains the
terms
√−g g00 and√−g plus operators which start explicitly quadratic
in the perturbations.
• We are left with tensors of the form T (0)G. By construction G will be
linear either inKµν or Rµνρσ with covariant derivatives acting on them.
Covariant derivatives can be dealt with successive integrations by parts,
letting them act on T (0) and the time dependent coefficient of the
operator. In doing so we can generate extrinsic curvature terms. In this
case we can reiterate equation (7.2.4) until no covariant derivatives are
left. There can be also powers of g00 from T (0), we can deal with them
by writing g00 = −1+δg00 and thus generating additional contributions
to the g00 operator plus terms which are explicitly quadratic or higher
in the perturbations. We are thus left with the only possible scalar
linear terms with no covariant derivatives: Kµµ and R00. Both terms
can be rewritten in a more useful form:∫
d4x
√−g f(t)Kµµ =
∫
d4x
√−g f(t)∇µnµ = −
∫
d4x
√−g nµ∂µf(t)
=
∫
d4x
√−g
√
−g00 f˙(t). (7.2.5)
While we can deal with R00 using the following relationship [51]:
(−g00)−1R00 = Rµνnµnν
= K2 −KµνKµν −∇µ(nµ∇νnν) +∇ν(nµ∇µnν).
(7.2.6)
The last two terms can again be integrated by parts:∫
d4x
√−g f(t)∇µ(nµ∇νnν) = −
∫
d4x
√−g ∂µf(t)nµKνν , (7.2.7)∫
d4x
√−g f(t)∇ν(nµ∇µnν) = −
∫
d4x
√−g ∂νf(t)nµ∇µnν = 0,
(7.2.8)
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where in the last step we have used that ∂νf(t) ∝ nν . This shows that
Kµµ and R00 can be written in terms of the linear operators of (7.2.1)
plus invariant terms that start quadratically in the fluctuations.
In conclusion, we have shown that the most general Lagrangian of a theory
with broken time diffeomorphisms around a given FRW background can be
written in the form:
S =
∫
d4x
√−g
[
1
2
M2PlR+M
2
Pl
(
H˙ − k
a2
)
g00 −M2Pl
(
3H2 + H˙ + 2
k
a2
)
+
+ F (2)
(
δg00, δKµν , δRµνρσ;∇µ; t
) ]
, (7.2.9)
where F (2) starts quadratic in the arguments g00 + 1, δKµν and δRµνρσ.
7.3 Einstein equation
In this appendix we want to write explicitly the Einstein equations in a flat
FRW Universe. First of all we compute the Christoffel symbols which are
indispensable to compute the Riemann tensor. We know that the square of
the line element in a flat FRW Universe can be written as
ds2 = −dt2 + a2(t)d~x2. (7.3.1)
So it is clear that the non vanishing components of the metric gµν are
g00 =− 1,
gij =a
2(t)δij . (7.3.2)
Using the relation gµνgνα = δαµ we are able to find the contravariant metric
g00 =− 1,
gij =
1
a2(t)
δij . (7.3.3)
We recall that the Christoffel symbols are defined as
Γµαβ =
1
2
gµ
(
∂αgβ + ∂βgα − ∂gαβ
)
, (7.3.4)
hence their various components are
Γ000 = 0 = Γ
i
00 = Γ
0
i0 = Γ
i
jk,
Γ0ij = aa˙δij ,
Γij0 = Hδ
i
j . (7.3.5)
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At this point we can move towards the Ricci tensor, which is defined as
Rµν = R
α
µαν = ∂αΓ
α
νµ − ∂νΓααµ + ΓααϕΓϕνµ − ΓανϕΓϕαµ. (7.3.6)
Using the expressions for the components of Γ written above in (7.3.5) we
find
R00 = −3H˙ − 3H2 = −3 a¨
a
,
Rij = a
2
(
H˙ + 3H2
)
δij = 2a˙
2δij + aa¨δij . (7.3.7)
The Ricci scalar is then given by
R = 6H˙ + 12H2. (7.3.8)
At this point everything is set up in order to write the Einstein equation,
actually we are interested only in the 00 component and the ij components,
so
G00 = 3H
2,
Gij = −a2
[
2H˙ + 3H2
]
δij . (7.3.9)
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