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2 is the Golden Ratio.
1FOREWORD
This booklet provides convenient access to formulas and other data that are
frequently used in mathematics courses. If a more comprehensive reference
is needed, see, for example, the STANDARD MATHEMATICAL TABLES
published by the Chemical Rubber Company, Cleveland, Ohio.
DIFFERENTIALS AND DERIVATIVES
A. Letters u and v denote independent variables or functions of an indepen-
dent variable; letters a and n denote constants.
B. To obtain a derivative, divide both members of the given formula for the
differential by du or by dx.
1. d(a) = 0 2. d(au) = a du






v du− u dv
v2
6. d(un) = nun−1 du




10. d(loga u) =
du
u ln a
11. d(sinu) = cosu du 12. d(cosu) = − sinu du
13. d(tanu) = sec2 u du 14. d(cotu) = − csc2 u du
15. d(secu) = secu tanu du 16. d(cscu) = − cscu cotu du
17. d(arcsinu) =
du√






20. d(sinhu) = coshu du





u2 − 1 , u > 1




f(t) dt) = f(u) du.










A. Letters u and v denote functions of an independent variable such as x;
letters a, b, m, and n denote constants.
B. Generally, each formula gives only one antiderivative. To find an expres-




a du = a u
2.
∫












u dv = u v −
∫




















, a > 0
9.
∫
cosu du = sinu
10.
∫
sinu du = − cosu
11.
∫
sec2 u du = tanu
12.
∫
csc2 u du = − cotu
13.
∫
secu tanu du = secu
14.
∫
cscu cotu du = − cscu
315.
∫
tanu du = − ln | cosu|
16.
∫
cotu du = ln | sinu|
17.
∫
secu du = ln | secu+ tanu|
18.
∫




























INTEGRALS INVOLVING au+ b
22.
∫




































































au+ b du =






































u2 ± a2 =
1
2




























(u2 ± a2)n+1 = −
1
2n(u2 ± a2)n , n 6= 0
INTEGRALS INVOLVING
√




u2 ± a2 =
√





u2 ± a2 du = 1
3









u2 ± a2 du = u
2
√












































u2 + a2 + a ln






















u2 ± a2 du = u
4






















a2 − u2 du = u
2
√









a2 − u2 = −
√





a2 − u2 du = −1
3







a2 − u2 + ln

















































a2 − u2 du = −u
4










6INTEGRALS INVOLVING TRIGONOMETRIC FUNCTIONS
58.
∫

























































































ln | sec au+ tan au|
70.
∫





ln | csc au− cot au|
71.
∫






















































un−1eau du, n > 1
78.
∫
eau sin bu du =
eau
a2 + b2
(a sin bu− b cos bu)
79.
∫
eau cos bu du =
eau
a2 + b2


































ln au du = u ln au− u
86.
∫


























2 , m even;
(m−1)(m−3)···(4)(2)














sinm u cosn u du =

(m−1)(m−3)···(3)(1)(n−1)(n−3)···(4)(2)
(m+n)(m+n−2)···(3)(1) , m even, n odd;
(m−1)(m−3)···(4)(2)(n−1)(n−3)···(3)(1)
(m+n)(m+n−2)···(3)(1) , m odd, n even;
(m−1)(m−3)···(4)(2)(n−1)(n−3)···(4)(2)










e−ttx−1 dt, x > 0
Shift Property :













Γ(n) = (n− 1)!, n = 1, 2, . . .
9LAPLACE TRANSFORMS




2. af(t) + bg(t) aF (s) + bG(s)
3. f ′(t) sF (s)− f(0)
4. f ′′(t) s2F (s)− sf(0)− f ′(0)
5. tnf(t), n = 1, 2, 3, . . . (−1)nF (n)(s)
6. eatf(t) F (s− a)






8. f(t)H(t− a) e−asL{f(t+ a)}













13. 1, H(t)∗, u(t) 1s
14. tn, n = 1, 2, 3, . . . n!sn+1





at − 1) 1s(s−a)
20. 1a−b (e
at − ebt) 1(s−a)(s−b) , a 6= b
21. teat 1(s−a)2
22. tneat, n = 1, 2, 3, . . . n!(s−a)n+1
23. sinh at as2−a2
24. coshat ss2−a2
25. 1a2 (1− cos at) 1s(s2+a2)
26. 1a3 (at− sin at) 1s2(s2+a2)
* The Heaviside step function H is defined by
H(t) =
{
0, if t < 0
1, if t ≥ 0.
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LAPLACE TRANSFORMS (Continued)
27. 12a3 (sin at− at cos at) 1(s2+a2)2
28. 12a t sinat
s
(s2+a2)2
29. 12a (sin at+ at cosat)
s2
(s2+a2)2
30. t cosat s
2−a2
(s2+a2)2
31. b sin at−a sin btab(b2−a2)
1
(s2+a2)(s2+b2) , a 6= b
32. cosat−cos bt(b2−a2)
s
(s2+a2)(s2+b2) , a 6= b
33. a sin at−b sin bt(a2−b2)
s2
(s2+a2)(s2+b2) , a 6= b
34. e−bt sinωt ω(s+b)2+ω2
35. e−bt cosωt s+b(s+b)2+ω2
36. 1− cosωt ω2s(s2+ω2)


































Ψ = arctan aωc2−ab , c
2 = b2 + ω2
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PROBABILITY AND STATISTICS
Formulas for counting permutations and combinations:
(a) nPk =
n!








Let A and B be subsets (events) of the same sample space.
(a) P (A ∪B) = P (A) + P (B)− P (A ∩B).
(b) The conditional probability of B given A, P (B|A), is defined by
P (B|A) = P (A ∩B)
P (A)
, P (A) 6= 0.
(c) A and B are statistically independent if and only if
P (A ∩B) = P (A)P (B).
Let X be a discrete random variable with probability function f(x).




xf(x) = µ = mean of X
(c) var(X) = E((X − µ)2) = E(X2)− µ2 =
∑
S
x2f(x)− µ2 = σ2
= variance of X
(d) σ =
√
var(X) = standard deviation of X.
Let X be a continuous random variable with and probability density f(x).







xf(x) dx = µ = mean of X
(c) var(X) = E((X − µ)2) = E(X2)− µ2 =
∫
S
x2f(x) dx − µ2 = σ2
= variance of X
(d) σ =
√
var(X) = standard deviation of X.
Let X1, X2, . . . , Xn be n statistically independent random variables, each hav-
ing the same expected value, µ, and the same variance, σ2. Let
Y =
X1 +X2 + · · ·+Xn
n
.











px(1− p)n−x, (x = 0, 1, 2, . . . , n),





, (x = 0, 1, 2, . . .),
µ = σ2 = a.











TABLE OF NORMAL AREAS
z F (z) z F (z) z F (z) z F (z)
0.0 0.500 0.8 0.788 1.6 0.945 2.4 0.992
0.1 0.540 0.9 0.816 1.7 0.955 2.5 0.994
0.2 0.579 1.0 0.841 1.8 0.964 2.6 0.995
0.3 0.618 1.1 0.864 1.9 0.971 2.7 0.997
0.4 0.655 1.2 0.885 2.0 0.977 2.8 0.997
0.5 0.691 1.3 0.903 2.1 0.982 2.9 0.998
0.6 0.726 1.4 0.919 2.2 0.986 3.0 0.999
0.7 0.758 1.5 0.933 2.3 0.989
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PROBABILITY FUNCTIONS (Continuous Random Variables)
Uniform
f(x; a, b) =
1

























2b2 (−∞ < x <∞).
µ = a; σ2 = b2.
FOURIER SERIES
The Fourier series expansion of a function f(t) is defined by:


































dt, n ≥ 1
(Note: for the complex Fourier Series, see page 29)
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FOURIER SERIES (Continued)
Examples of Fourier Series
f(t) =
{
1, 0 < t < L;























+ · · ·)
f(t) =
{
0, L2 < |t| < L

























− + · · ·)






















− + · · ·)

























+ · · ·)
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SEPARATION OF VARIABLES
Eigenvalues and Eigenfunctions for the differential equation
ϕ′′ + λϕ = 0.




2, ϕn = sin
npi
L x, n = 1, 2, . . .
2. ϕ′(0) = ϕ(L) = 0
λn =
[
(n− 12 ) piL
]2
, ϕn = cos(n− 12 ) piLx, n = 1, 2, . . .
3. ϕ(0) = ϕ′(L) = 0
λn =
[
(n− 12 ) piL
]2
, ϕn = sin(n− 12 ) piLx, n = 1, 2, . . .




2, ϕn = cos
npi
L x, n = 0, 1, 2, . . .
5. ϕ(−L) = ϕ(L), ϕ′(−L) = ϕ′(L)




2, ϕn = sin
npi
L x and cos
npi
L x, n = 1, 2, . . .
Solution of inhomogeneous ordinary differential equations







2. u′′n + µ
2
n un = hn(t)





hn(τ) sinµn(t− τ) dτ
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BESSEL FUNCTIONS
1. The differential equation
x2y′′ + xy′ + (λ2x2 − n2)y = 0
has solutions









J−n(t) = (−1)nJn(t); J0(0) = 1; Jn(0) = 0, n = 1, 2, 3, . . . ;






−nJn(t)] = −t−nJn+1(t); J ′0(t) = −J1(t)
(c) J ′n(t) =
1
2 [Jn−1(t)− Jn+1(t)]
= Jn−1(t)− nt Jn(t) = nt Jn(t)− Jn+1(t)
(d) Jn+1(t) =
2n
t Jn(t)− Jn−1(t) (recurrence).
4. Orthogonality:
Solutions yn(λ0x), yn(λ1x), . . . , yn(λix), . . . of the differential eigensystem
x2y′′ + xy′ + (λ2x2 − n2)y = 0
A1y(x1)−B1y′(x1) = 0, A2y(x2) +B2y′(x2) = 0
have the property∫ x2
x1
xyn(λix)yn(λjx) dx = 0


















tνJν−1(t) dt = tνJν(t) + C
(b)
∫
t−νJν+1(t) dt = −t−νJν(t) + C
(c)
∫
tJ0(t) dt = tJ1(t) + C
(d)
∫
t3J0(t) dt = (t
3 − 4t)J1(t) + 2t2J0(t) + C
(e)
∫
t2J1(t) dt = 2tJ1(t)− t2J0(t) + C
(f)
∫
t4J1(t) dt = (4t
3 − 16t)J1(t)− (t4 − 8t2)J0(t) + C
LEGENDRE POLYNOMIALS
The differential equation
(1− x2)y′′ − 2xy′ + n(n+ 1)y = 0















on the interval [−1, 1]. The Legendre polynomials can also be obtained itera-
tively from the first two,
P0(x) = 1 and P1(x) = x,
and the recurrence relation,
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x).











0, n 6= m;
2




TRIGONOMETRIC FUNCTIONS IN A RIGHT TRIANGLE
If A, B, and C are the vertices (C the right angle), and a, b, and r the
sides opposite, respectively, then






























exsecant A = exsec A = secA− 1
versine A = vers A = 1− cosA
coversine A = covers A = 1− sinA



































3 ∞ 0 ∞
cot ∞ √3 1
√
3






2 2 ∞ −1 ∞
csc ∞ 2 √2 2
√
3
3 1 ∞ −1





















RELATIONS AMONG THE FUNCTIONS
sinx = 1csc x cscx =
1
sin x
cosx = 1sec x secx =
1
cosx







sin2 x+ cos2 x = 1 1 + tan2 x = sec2 x
1 + cot2 x = csc2 x
∗ sinx = ±√1− cos2 x ∗ cosx = ±
√
1− sin2 x
∗ tanx = ±√sec2 x− 1 ∗ secx = ±
√
1 + tan2 x
∗ cotx = ±√csc2 x− 1 ∗ cscx = ±
√
1 + cot2 x
sinx = cos(pi2 − x) = sin(π − x) cosx = sin(pi2 − x) = − cos(π − x)
tanx = cot(pi2 − x) = − tan(π − x) cotx = tan(pi2 − x) = − cot(π − x)
SUMS AND MULTIPLES OF ANGLES
sin(x ± y) = sinx cos y ± cosx sin y
cos(x± y) = cosx cos y ∓ sinx sin y
tan(x ± y) = tanx± tan y
1∓ tanx tan y
sin 2x = 2 sinx cosx
cos 2x = cos2 x− sin2 x = 2 cos2 x− 1 = 1− 2 sin2 x
sin 3x = 3 sinx− 4 sin3 x
cos 3x = 4 cos3 x− 3 cosx
sin 4x = 8 sinx cos3 x− 4 sinx cosx
cos 4x = 8 cos4 x− 8 cos2 x+ 1
tan 2x =
2 tanx




3 tanx− tan3 x




























* The choice of the sign in front of the radical depends on the quadrant
in which x, regarded as an angle, falls.
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MISCELLANEOUS RELATIONS
sinx± sin y = 2 sin 12 (x ± y) cos 12 (x∓ y)
cosx+ cos y = 2 cos 12 (x+ y) cos
1
2 (x− y)
cosx− cos y = −2 sin 12 (x+ y) sin 12 (x− y)
sinx cos y = 12 [sin(x+ y) + sin(x− y)]
cosx sin y = 12 [sin(x+ y)− sin(x− y)]
cosx cos y = 12 [cos(x + y) + cos(x− y)]
sinx sin y = 12 [cos(x− y)− cos(x+ y)]
tanx± tan y = sin(x±y)cos x cos y cotx± cot y = ± sin(x±y)sin x sin y
1+tan x








cos x+cos y = tan
1
2 (x± y) sin x±sin ycosx−cos y = − cot 12 (x∓ y)
sin x+sin y
sin x−sin y =
tan 12 (x+y)
tan 12 (x−y)
sin2 x− sin2 y = sin(x+ y) sin(x− y)
cos2 x− cos2 y = − sin(x+ y) sin(x − y)
cos2 x− sin2 y = cos(x+ y) cos(x− y)
INVERSE TRIGONOMETRIC FUNCTIONS
The following table gives the domains of the inverse trigonometric functions.
Interval containing principal value
Function
x positive or zero x negative
y = arcsinx and y = arctanx 0 ≤ y ≤ pi2 −pi2 ≤ y ≤ 0
y = arccosx and y = arccotx 0 ≤ y ≤ pi2 pi2 ≤ y ≤ π
y = arcsecx and y = arccscx 0 ≤ y ≤ pi2 −π ≤ y ≤ −pi2
Two notation systems are in common use. For example, the inverse sine is
often denoted by arcsin or sin−1. In many references, however, “principal




















Special care is advisable in the use of reference materials.
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SIDE-ANGLE RELATIONS IN PLANE TRIANGLES
Letters A, B, and C denote the angles of a plane triangle with opposite sides a,














= diameter of the circumscribed circle
a2 = b2 + c2 − 2 b c cosA














s(s− a)(s− b)(s− c)
area =
√
































































































sinh(x± y) = sinhx cosh y ± coshx sinh y
cosh(x± y) = coshx cosh y ± sinhx sinh y
tanh(x± y) = tanhx± tanh y
1± tanhx tanh y coth(x ± y) =
cothx coth y ± 1
coth y ± cothx
sinh 2x = 2 coshx sinhx cosh 2x = cosh2 x+ sinh2 x
sinh−1 x = ln(x+
√







∣∣∣∣1 + x1− x
∣∣∣∣ coth−1 x = 12 ln
∣∣∣∣x+ 1x− 1
∣∣∣∣
Complex hyperbolic functions involve the Euler relations
eiz = cos z + i sin z; cos z =
eiz + e−iz
2




cos z = cosh iz
sin z = −i sinh iz
tan z = −i tanh iz
cot z = i coth iz
cosh z = cos iz
sinh z = −i sin iz
tanh z = −i tan iz
coth z = i cot iz
sinh(x± iy) = sinhx cos y ± i coshx sin y
cosh(x± iy) = coshx cos y ± i sinhx sin y
ln z = ln |z|+ i arg z; so ln ix = ln |x|+ (2n+ 1
2
)πi
and ln(−x) = ln |x|+ (2n+ 1)πi (n = 0,±1,±2, . . .)
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FIRST ORDER ORDINARY DIFFERENTIAL EQUATIONS


















= N(x, y) :
f(x, y) =
∫
M(x, y) dx+ φ(y) =
∫
N(x, y) dy + ψ(x) = c.
III. Linear equations :
dy
dx
+ p(x) y = q(x).





P (x)q(x) dx +
c
P (x)
, where P (x) = e
∫
p(x) dx.




























integrate the resulting expression, then resubstitute for u or v.




ax+ by + c
dx+ ey + f
,
where a, b, c, d, e, f are constants such that ae 6= bd. Substitute
x = X − h, y = Y − k, where h = bf − ce
ae− bd , k =
cd− af
ae− bd ,







This equation may be solved as in item IV above.
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LINEAR SECOND ORDER ORDINARY DIFFERENTIAL EQUATIONS
WITH CONSTANT COEFFICIENTS
I. Homogeneous equation ay′′+ by′+ cy = 0. Substitute y = erx to find the
characteristic equation, and write its roots r1 and r2 :




The solution, yc, is given by the following table.
Case 1. b2 − 4ac > 0, yc = c1er1x + c2er2x
real and distinct roots.
Case 2. b2 − 4ac = 0, yc = (c1 + c2x)erx
two real equal roots.
Case 3. b2 − 4ac < 0, yc = eαx(c1 cosβx+ c2 sinβx),








II. Undetermined Coefficients : ay′′ + by′ + cy = F (x).
1. Solve the homogeneous equation ay′′ + by′ + cy = 0 for yc.
2. Assume a particular solution yp for any term in F (x) that is one of three
special types, as follows.
A. For a polynomial of degree N, yp is a polynomial of degree N.
B. For an exponential kep(x), yp = Ae
p(x).
C. For j cosωx+ k sinωx, yp = A cosωx+B sinωx.
3. If any term in yp found above appears in yc, multiply the corresponding
trial term by the power of x just high enough that the resulting product
contains no term of yc.
4. For any term in F (x) that is a product of terms of the three types listed
above, let yp be the product of the corresponding trial solutions.
5. Substitute yp into the given O.D.E. and evaluate the unknown coefficients
by equating like terms.
6. The general solution of the given equation is
y = yc + yp.
Evaluate the two arbitrary constants c1 and c2 in the general solution y
by applying boundary/initial conditions, as appropriate.
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III. Variation of Parameters : ay′′ + by′ + cy = F (x)∗.
1. Write the solution of the homogeneous equation ay′′+ by′+ cy = 0 in the
form
yc = c1y1 + c2y2.
2. Assume a particular solution yp for any term in the form
yp = u1y1 + u2y2,






















where W denotes the Wronskian determinant:
W =W (x) =
∣∣∣∣ y1 y2y′1 y′2
∣∣∣∣ 6= 0.










5. Form the particular solution yp = u1y1 + u2y2.
6. The general solution of the given equation is
y = yc + yp.
Evaluate the two arbitrary constants c1 and c2 in the general solution y
by applying boundary/initial conditions, as appropriate.
IV. Laplace Transforms : ay′′ + by′ + cy = F (x), y(0) = y0 and y′(0) = y′0.
1. Take the Laplace transform (see pages 9-10) of both sides of the given
equation, using the given initial conditions. The result is an algebraic
equation for F (s), the Laplace transform of the solution.
2. Solve the algebraic equation obtained in Step 1 to find F (s) explicitly.
3. The inverse Laplace transform of F (s) is the solution of the given initial
value problem.
*The coefficients may also be functions, i.e., b = b(x) and c = c(x).
26
VECTOR ALGEBRA
1. Scalar and vector products. Given vectors
a = α1e1 + α2e2 + α3e3 = axi+ ayj+ azk
b = β1e1 + β2e2 + β3e3 = bxi+ byj+ bzk,
c = γ1e1 + γ2e2 + γ3e3 = cxi+ cyj+ czk,
let φ be the angle from a to b. The scalar (dot) product of a and b is the
scalar
a · b = |a||b| cosφ = axbx + ayby + azbz.
The vector (cross) product of a and b is the vector of magnitude
|a× b| = |a||b| sinφ,
perpendicular to a and b and in the direction of the axial motion of a
right-handed screw turning a into b. In coordinate form,
a× b =
∣∣∣∣∣∣
e2 × e3 α1 β1
e3 × e1 α2 β2








∣∣∣∣ ay azby bz
∣∣∣∣i+
∣∣∣∣ az axbz bx
∣∣∣∣j+
∣∣∣∣ ax aybx by
∣∣∣∣k
= (aybz − azby)i+ (azbx − axbz)j+ (axby − aybx)k.
The box product of a, b, and c is the scalar quantity given by












The product of two box products is given by
[abc][def ] =
∣∣∣∣∣∣
a · d a · e a · f
b · d b · e b · f
c · d c · e c · f
∣∣∣∣∣∣.
A special case gives Gram′s determinant :
[abc]2 =
∣∣∣∣∣∣
a · a a · b a · c
b · a b · b b · c
c · a c · b c · c
∣∣∣∣∣∣
= [(a× b)(b× c)(c × a)]
= (a · a)(b · b)(c · c) + 2(a · b)(b · c)(a · c) − (a · a)(b · c)2−
(b · b)(a · c)2 − (c · c)(a · b)2.
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VECTOR ALGEBRA (Continued)
The vector triple product of vectors a, b, and c is given by
a× (b× c) = (a · c)b − (a · b)c =
∣∣∣∣ b ca · b a · c
∣∣∣∣ .
Three additional formulas for scalar and vector products:
(a × b) · (c× d) = (a · c)(b · d)− (a · d)(b · c) =
∣∣∣∣ a · c b · ca · d b · d
∣∣∣∣ .
(a× b)2 = (a · a)(b · b)− (a · b)2
(a× b)× (c× d) = [acd]b − [bcd]a = [abd]c − [abc]d.
VECTOR ANALYSIS
Differential operators























































= (G · ∇Fx)i + (G · ∇Fy)j+ (G · ∇Fz)k










div grad Φ = ∇ · (∇Φ) = ∇2Φ
grad div F = ∇(∇ ·F) = ∇2F+∇× (∇× F)
curl curl F = ∇× (∇× F) = ∇(∇ · F)−∇2F
curl grad Φ = ∇× (∇Φ) = 0
div curl F = ∇ · (∇× F) = 0
∇(ΦΨ) = Ψ∇Φ+ Φ∇Ψ
∇2(ΦΨ) = Ψ∇2Φ+ 2(∇Φ) · (∇Ψ) + Φ∇2Ψ
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VECTOR ANALYSIS (Continued)
∇(F ·G) = (F · ∇)G+ (G · ∇)F+ F× (∇×G) +G× (∇× F)
∇ · (ΦF) = Φ∇ ·F+ (∇Φ) · F
∇ · (F×G) = G · ∇ × F− F · ∇ ×G
(G · ∇)(ΦF) = F(G · ∇Φ) + Φ(G · ∇)F
∇× (ΦF) = Φ∇× F+ (∇Φ) × F
∇× (F×G) = (G · ∇)F− (F · ∇)G+ F(∇ ·G)−G(∇ · F)
Cylindrical :x = r cos θ, y = r sin θ, z = z






















































Spherical :x = ρ cos θ sinφ, y = ρ sin θ sinφ, z = ρ cosφ





































































∇ ·F(r) dV = ∫
S
F(r) · dA (Divergence theorem)∫
V
∇Φ · ∇Ψ dV + ∫
V
Ψ∇2Φ dV = ∫
S
(Ψ∇Φ) · dA (Green’s theorem)∫
V (Ψ∇2Φ− Φ∇2Ψ) dV =
∫
S(Ψ∇Φ− Φ∇Ψ) · dA (symmetric form)∫
V ∇2Φ dV =
∫
S ∇Φ · dA (Gauss’ theorem)∫
S [∇× F(r)] · dA =
∮
C F(r) · dr (Stokes’ theorem)
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FUNDAMENTALS OF SIGNALS AND NOISE
Complex numbers (j2 = −1)

















)± π, a < 0;
pi
2 , a = 0, b > 0;
−pi2 , a = 0, b < 0.
Aejθ · Bejφ = ABej(θ+φ)





ejpi = −1 1 = ej·0 = ej2pi
−j = e−j pi2 = ej 3pi2
Euler Identity


























(For real signals, c−n = c∗n (complex conjugate).)
30








The correspondence between x(t) and X(f) is denoted by x(t) ↔ X(f).









Convolution (∗) and Correlation (⋆)
x ∗ y =
∫ ∞
−∞
x(τ)y(t − τ) dτ ≡
∫ ∞
−∞
y(τ)x(t − τ) dτ = y ∗ x
x ⋆ y =
∫ ∞
−∞
x(τ)y(t + τ) dτ
Properties of the delta function
∫ ∞
−∞
δ(t) dt = 1∫ ∞
−∞
δ(t− t0)x(t) dt = x(t0)
x(t) ∗ δ(t− t0) = x(t− t0)
x(t)δ(t − t0) = x(t0)δ(t− t0)





















If x(t)↔ X(f) is a transform pair , then
LINEARITY ax(t) + by(t)↔ aX(f) + bY (f)
SHIFT/MODULATION x(t − t0)↔ X(f)e−j2pit0f
x(t)ej2pif0t ↔ X(f − f0)
PRODUCT/CONVOLUTION x(t)y(t)↔ X ∗ Y

















Time Domain Frequency Domain
h(t) = 1− u T0
2






















Time Domain Frequency Domain













h(t) = A cos(2πf0t) ↔ H(f) = A
2







h(t) = A sin(2πf0t) ↔ H(f) = A
2



























Time Domain Frequency Domain






















e−αt, t > 0























ax(t− t0) + bg(t− t0) ay(t− t0) + bq(t− t0)
Transform properties
Input Output
Time Domain δ(t) h(t)
x(t) y(t) = x(t) ∗ h(t)
system
Frequency Domain X(f) Y (f) = X(f) ·H(f)









x2p(x) dx Second moment





|x(t)|2 dt Norm square






x(t) dt Time average
For an ergodic process:










x(t)x(t + τ) dt
Power Spectral Density











Noise power (Gxx denotes the power spectral density)
PTotal =
∫
Gxx df = Rxx(0) = x2 = (x)
2
P ac = N = σ
2
x = noise power
P dc = Rxx(∞) = (x)2
Noise bandwidth (Gxx denotes the power spectral density)




Gxx · |H |2 df = noise power output







|H |2 df = noise bandwidth
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RC filter (low− pass)
VC = h(t)∗E(t) h(t) = 1
RC











Ideal filter (high− pass)
h(t) = δ(t)− sin(2πf0t)
πt






RC filter (high− pass)
VR = h(t)∗E(t) h(t) = δ(t)− 1
RC























f-f2 -f1 f1 f2
LRC filter (band− pass)
VR = h(t) ∗ E(t) h(t) ↔ H(f) = 2πjfRC










LC1/(2pi√   )LC−1/(2pi√   )
Ideal sampling
Sampled signal














or fs > 2W (“Nyquist rate”)
then the signal can be reconstructed with a filter of bandwidth B, given
by:
W < B < fs −W.
