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Abstract
A model proposed in the literature for ﬁsh schools of relatively large size is studied for
mathematical and qualitative properties. Existence, uniqueness and positivity of solutions are
established and bifurcation properties relative to diffusion and alignment parameters are
studied.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper, we perform the analysis of a model of animal orientation. The model
is close to one discussed by Grunbaum [4]. It represents the arrangement of a large
group of individuals, a ﬁsh school for example, according to a structuring variable
which is the angle made by the oriented axis associated to any given individual (from
tail to head), supposedly lying in horizontal position, with a ﬁxed horizontal oriented
axis. The ﬁxed oriented axis may be, for example, the direction of the gradient of
temperature, or generally it is a direction which a single individual would tend to
follow, when looking for a more favorable environment. The problem is that the
individual is not alone, it is surrounded by many others, and may have a lower
perception of the environmental cues; this is the price to be paid for being in a group.
But, it counts on the group to help it ﬁnd its way towards a better environment. A
standing hypothesis of the model is that the group is very big and, homogeneous at
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some scale so that the state variable will be the proportion of individuals, per volume
unit, having a certain angle orientation. The scale deﬁned by the volume unit is a
piece of volume within which all individuals can see each other’s orientation. To be
more speciﬁc, some deﬁnitions and notations have to be introduced. Throughout the
paper, the variable y represents the angle made by the tail-to-head orientation with
the ﬁxed environmental gradient, and the population is described and structured by
the proportion density function at time t; uðy; tÞ: that is to say, for any y1; y2; with
0py2  y1o2p; Z y2
y1
uðy; tÞ dy
is the proportion of the population (per volume unit) which, at time t; points in one
of the directions y of the interval ½y1; y2: Clearly, uðy; tÞ must be periodic in y; with
period 2p: The problem to be investigated in Section 2 of the paper, designated as
ðCPÞ (for Cauchy problem), is made up of the three Eqs. (1)–(3) stated next
@
@t
uðy; tÞ ¼ @
2
@y2
ðDðyÞuðy; tÞÞ
 b @
@y
uðy; tÞ
Z yþp
y
Fðy0Þuðy0; tÞ dy0 
Z y
yp
Fðy0Þuðy0; tÞ dy0
  
; ð1Þ
for ðy; tÞAR 	 ð0;NÞ: The functions DðyÞ and FðyÞ are a.e. positive and periodic
with period 2p: Further, properties of these functions will be stated and discussed
next. The following equations specify the periodicity in y:
uðy; tÞ ¼ uðyþ 2p; tÞ; @
@y
uðy; tÞ ¼ @
@y
uðyþ 2p; tÞ on ð0;NÞ; ð2Þ
and the initial condition
uðy; 0Þ ¼ u0ðyÞ in ð0; 2pÞ: ð3Þ
The above conditions together with the periodicity of the coefﬁcients allow us to
restrict the study of the problem on the interval ½0; 2p and extend the solution to the
whole real axis by periodicity.
Let us now discuss the model. In order to understand the rationale underlying
such a model, it is necessary to keep in mind that the population is so crowded that
any individual movement, even turning around its center of gravity, may impact on
other individuals around. In such a world, it is best to stay ‘‘parallel’’. But being
parallel to a bunch of individuals around means following these individuals, and
there is a risk associated with this. An orientation analog of the avoidance
mechanism leads then to a Fickian dispersion or repulsion mechanism contributing
to the ﬂux by a quantity proportional to the gradient of concentration of the
population. Opposed to this repulsive effect are two other mechanisms: the ﬁrst one
is entailed by some perception of the environment, it adds up to the ﬂux in
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proportion to some gradient of favorability; the second one is the analog of a
gregarious effect, individuals tend to adopt the dominant orientation. It is modeled
by the second member of the right-hand side of Eq. (1). We will come back to it after
we discuss in a little more detail the ﬁrst two effects. These are accounted for in the
ﬁrst member of the right-hand side of Eq. (1). To see this, let us drop for a moment
the time dependence in this member. We may write it as
d2
dy2
ðDðyÞuðyÞÞ ¼ d
dy
DðyÞ d
dy
uðyÞ
 
þ d
dy
ðD0ðyÞuðyÞÞ:
Therein, d
dyðDðyÞ ddy uðyÞÞ is the (Fickian) dispersive term and  ddyðD0ðyÞuðyÞÞ is the
environmental-induced advection. While there is no fundamental reason for these
two distinct processes to be modeled by a single function DðyÞ; it may be the case
that it is so: for example, if the Fickian coefﬁcient is approximately constant, large
compared to the environment coefﬁcient, D may be deﬁned as the sum of both. This
is the view taken here, DðyÞ will be assumed in the form
DðyÞ ¼ D0 þ D1f ðyÞ;
with D0 and D1; positive constants, D1 suitably smaller than D0; f positive, bounded
and 2p-periodic, so that D be far from 0 andN: For simplicity, we also assume that
f is in W 2;Nð0; 2pÞ; or equivalently, the same property for D: On occasion, we will
use such a weighted scalar product with D as a weight
/j;cSD ¼
Z 2p
0
jðyÞcðyÞDðyÞ dy: ð4Þ
The notations /:; :SD and jj:jjD will be used accordingly. With the assumptions on
D; the underlying Hilbert space is the standard space L2ð0; 2pÞ ¼def X : The notations
/:; :S and jj:jj correspond to the usual scalar product and its associated norm in X :
We now turn to the second term on the right-hand side of Eq. (1). For notational
purposes, we deﬁne the operator gF as follows:
gF ðjÞðyÞ ¼
Z yþp
y
Fðy0Þjðy0Þ dy0 
Z y
yp
Fðy0Þjðy0Þ dy0; ð5Þ
gF is well deﬁned as soon as F is a measurable, bounded function. We also assume
that F is continuous. It is then straightforward to check that gF sends 2p-periodic
functions into themselves. One can also easily check that in terms of the weighted
scalar product /:; :SF ; it holds that
/gF ðjÞ;cSF ¼ /j; gF ðcÞSF ð6Þ
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that is, gF is antisymmetric in the space of 2p-periodic functions endowed with this
weighted (not necessarily deﬁnite) scalar product. If, in particular, we take F ¼ 1;
/;S1 is just the usual scalar product /;S and we have
ðg1Þn ¼ g1: ð7Þ
Evidently, g1ð1Þ ¼ 0; so using (6) with c ¼ 1; we have, for each 2p-periodic function
j;
Z 2p
0
g1ðjÞðyÞ dy ¼ 0: ð8Þ
The interpretation of gF is the following: for each y; the ﬁrst integral on the
right-hand side of (5) is the weighted integral of the population (in the volume unit)
whose orientation is on the ‘left’ of y; and the second one is, accordingly, the
weighted integral of the population whose orientation is on the ‘right’ of y: So, gF
gives the sign of the rate of change of the orientation as a result of gregarious
behavior, combined with an environment-induced preference modeled by FðyÞ: If
F ¼ 1; the integrals are just evaluating the proportions of individuals whose
orientation is on the ‘left’ of y and on the ‘right’ of y; and the effect modeled by g1 is
that individuals will tend to turn ‘right’ or ‘left’ dependent upon whether g1o0 or
> 0: The parameter b in front of the integral can be viewed as an intensity factor
which sets up the relative importance of the gregarious behavior compared to the
other factors.
Our goal in this paper is to perform an analytic study of (CP). Two aspects have to
be considered:
(1) Existence of solutions, that is, the Cauchy problem associated to the equation.
This is a quasilinear problem with nonlinearities in the ﬁrst-order term, which can be
represented as an abstract Cauchy problem,
d
dt
uðtÞ ¼ AuðtÞ þ B½D0uðtÞ  buðtÞgF ðuðtÞÞ;
uð0Þ ¼ u0AX ;
8<
: ð9Þ
with uðtÞ used for uð:; tÞ: The operator A :DðAÞCX-X is deﬁned by
Aw ¼ d
dy
Dð:Þ d
dy
 
w;
DðAÞ ¼ fwAH2ð0; 2pÞ: wð0Þ ¼ wð2pÞ and w0ð0Þ ¼ w0ð2pÞg; ð10Þ
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and the operator B :DðBÞCX-X by
Bw ¼ d
dy
w;
DðBÞ ¼ fwAH1ð0; 2pÞ: wð0Þ ¼ wð2pÞg: ð11Þ
H1ð0; 2pÞ and H2ð0; 2pÞ denote usual Sobolev functions spaces [5]. DðBÞ (resp.
DðAÞ) can be identiﬁed to the subspace, in H1locðRÞ; of the 2p-periodic functions,
resp. the subspace, in H2locðRÞ; of the 2p-periodic functions. Throughout the paper,
we will use the Banach space structure endowed to DðBÞ by the graph norm
jfjDðBÞ ¼ jjfjj þ
df
dy
				
				
				
				:
We will also use the well-known fact that DðBÞ imbeds continuously in the space of
continuous functions, with
jvjNp43 p3=2jvjDðBÞ; 8vADðBÞ: ð12Þ
We point out that the operator A does not commute with B (unless D is constant);
this complicates the treatment of the problem (see also remark at the end of Section
2). However, the following easily derived formula relating A and B will be useful:
/Bu;DBuS ¼ /u;AuS; 8uADðAÞ: ð13Þ
The main existence result will be derived using successive approximations in a space
of continuous functions from some suitable interval ½0; t0 (where t0 > 0 will be
chosen later on) into DðBÞ: On occasion, we will use the notation Y ¼
Cð½0; t0;DðBÞÞ: A crucial, while obvious, fact, when handling the nonlinearity, is
that gF :DðBÞ-DðBÞ; continuously, so there exists a constant d; so that
jgF ðfÞjDðBÞpdjfjDðBÞ; 8fADðBÞ: ð14Þ
We will also prove a regularity result, namely if u0ADðAÞ; then the solution is
classical. Global existence fails in many nonlinear situations. It holds here for
nonnegative solutions. The fact, mentioned earlier in the introduction, that uðy; tÞ is
indeed a proportion, namely, that
uð*y; tÞX0 and
Z *yþ2p
*y
uðy; tÞ dy ¼ 1; 8*y; 8tX0 ð15Þ
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will be shown to hold when the same assumptions are made on u0: u0ðyÞX0 andR 2p
0 u0ðyÞ dy ¼ 1; 8y (Theorems 2.1 and 2.3).
(2) Asymptotic behavior and existence of a stable steady state. We envision the
situation as follows: Below a certain threshold value of the gregarious behavior
intensity b; the dispersion dominates and the population organizes itself
asymptotically as if there were no gregarism. The solution then should tend to a
limit, a steady state. For example, if we assume that DðyÞ ¼ %D (i.e., the mean value
of Dð:Þ; that is %D ¼ 1
2p
R 2p
0 DðyÞ dy) and FðyÞ ¼ 1; %UðyÞ ¼ 12p is the only trivial steady
state, that is, an individual’s orientation is equally distributed in all directions. One
can see that this solution exists for all values of b; and is stable for b small enough,
but one suspects that past some b; stability is lost, and other steady states arise. This
is when the action of the repulsion moderated by the interplay of environment and
gregarism produces another structure. Although the program seems reasonable, it
involves a number of technical steps which make it difﬁcult to complete in the most
general situation. As an illustration of the plausibility of the above-mentioned
scenario, a particular example has been considered. In order to describe what is
going on in more detail, we ﬁrst restrict ourselves to the case when DðyÞ ¼ %D ¼
constant: We then perform the study in terms of the parameter l ¼ b%D: We show that
the trivial equilibrium %U ¼ 1
2p is asymptotically stable if lop2 and unstable if l > p2:
So, the question arises: How is stability or instability affected at l ¼ p
2
¼ l0? Using a
bifurcation theorem (see [1, Theorem 1.7]), we prove that ðl0; %UÞ is an odd type [1]
bifurcation point. Therefore, a branch of nontrivial steady-state ðl;UÞ branches off
from this point. We prove that the branch is supercritical and the solutions on the
branch near l ¼ l0 are stable. Near l ¼ l0; the bifurcated solutions read
UðyÞ ¼ 1
2p
þ C cos yþ oðCÞ;
for some constant C ¼ CðlÞ > 0: In terms of the model, this means that when the
ratio l exceeds some threshold value l0; then the group starts to acquire a distinctive
shape with one dominant direction. We then brieﬂy justify the fact that the local
branch can be extended to a larger branch which is unbounded in l; so that is, for
each l > l0; there exists a nontrivial steady state.
The organization of the paper is as follows: Section 2 deals with existence,
uniqueness and positivity; Section 3 is devoted to the study of the stability of the
trivial steady state as a function of the parameter b and the onset of a branch of
nontrivial steady states, as well as the computation of some quantities (the average
angular orientation and the dispersion about it). Section 4 is the conclusion which, in
particular, has some comments about the interpretation of the result in terms of
spatial location and pattern: it may be useful to anticipate these and warn the reader
that there is no connection between space and pattern; more precisely, space has not
been accounted for in the model, thus, unsurprisingly, is not playing any role in our
results.
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Finally, a number of notations and assumptions that have been stated in the
introduction will be used throughout the text without further notice.
2. Existence, uniqueness and positivity
2.1. Preliminaries
System (1)–(3), (15) will be studied via the theory of operator semigroups. For
that, let us recall standard deﬁnitions and some relevant results of the semigroup
theory. We refer to Pazy [7], Engel and Nagel [2], Henry [5] or Friedman [3] for
further information on this subject.
Let X be a Banach space and let A be a closed linear operator, with a dense
domain DðAÞ: We consider the inhomogeneous initial value problem
d
dt
uðtÞ ¼AuðtÞ þ f ðtÞ; t > 0;
uð0Þ ¼ u0;
(
ð16Þ
with u0AX and fAL1ð0;T ; XÞ:
Deﬁnition 2.1 (Dazy [7]). Suppose A is the inﬁnitesimal generator of a C0-
semigroup TðtÞ: Then
(1) uðtÞ ¼ TðtÞu0 þ
R t
0
Tðt  sÞf ðsÞ ds is called a mild solution of the Cauchy
problem (16).
(2) u is called a classical solution of (16) if u is continuous on ½0;NÞ; continuously
differentiable on 0;N½; uðtÞADðAÞ; t > 0 and u satisﬁes Eq. (16).
We now turn back to (CP).
Proposition 2.1. The operator A defined by (10) is the generator of an analytic
semigroup of contractions in X ; ðTðtÞÞtX0; compact for t > 0: The restrictions
TðtÞ=DðBÞ send DðBÞ into itself and are uniformly bounded in DðBÞ (that is, there exists
C1X0; such that, jTðtÞ=DðBÞjDðBÞpC1; for tX0).
Proof. The ﬁrst part is standard. We include a proof for completeness. A has a dense
domain, since CNc ð½0; 2pÞCDðAÞ and is dense in X : It is clear that if u and v are in
DðAÞ; /Au; vS ¼ /u;AvS; via integration by parts. Hence A is symmetric. One can
also easily show, using a standard argument [2] that RðI þ AÞ ¼ X : So, A is
symmetric, maximal and has a dense domain, which implies that A is self-adjoint.
Thus A is the generator of an analytic semigroup ðTðtÞÞtX0: So TðtÞ is continuous in
the uniform operator topology for t > 0: In order to show that TðtÞ is compact for
t > 0; it is thus enough, by virtue of Theorem 2.3.1 [7], to establish that A has a
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compact resolvent, which follows from both DðAÞCH2ð0; 2pÞ and the compactness
of the canonical injection H2ð0; 2pÞ+X :
Let us now prove the second part of the proposition. From /Au; uSp0;
8uADðAÞ; we conclude that TðtÞ is a family of contractions on the space X : So,
jjTðtÞjjp1; 8tX0: ð17Þ
To show boundedness in DðBÞ; it is convenient to represent TðtÞ in terms of the
eigenvalues of A; which we denote o2j : To each eigenvalue o2j ; an eigenvector fj
is associated and it holds that
Af ¼
XN
j¼1
 o2j/f;fjSfj; fADðAÞ ð18Þ
and
TðtÞf ¼
XN
j¼1
eo
2
j t/f;fjSfj; fAX :
Using the weighted inner product, deﬁned by formula (4), one can easily check
jjBTðtÞfjj2D ¼
XN
j¼1
e2o
2
j tj/f;fjSj2jjBfjjj2D
p
XN
j¼1
j/f;fjSj2jjBfjjj2D
¼ jjBfjj2D; 8fADðBÞ;
which, leads to
jjBTðtÞfjjpC0jfjDðBÞ; 8fADðBÞ
(for some constant C0 independent on f and t). This together with inequality (17),
leads to
jTðtÞfjDðBÞpC1jfjDðBÞ; 8fADðBÞ ð19Þ
(for some constant C1 independent on f and t). This completes the proof of the
proposition. &
We now turn to (CP). The solving of this problem involves two steps: ﬁrst, one
deals with local existence, which is shown to hold under very mild regularity
assumptions on the nonlinearity; next, a noncontinuation principle will be
established which will ensure solutions exist on as long a time interval as desired.
M. Adioui et al. / J. Differential Equations 188 (2003) 406–446 413
To prove local existence of solutions for problem (9), we write it in integral form
by using the variation of constants formula
uðtÞ ¼ TðtÞu0 þ
Z t
0
Tðt  sÞB½D0uðsÞ  buðsÞgF ðuðsÞÞ ds: ð20Þ
2.2. Local existence of solutions
This subsection is concerned with local existence of solutions to the integral
equation (20). For this purpose, we start by establishing some useful estimates.
Lemma 2.1. (1) There exists a constant M; such that, for all u; vADðBÞ; we have
jjB½ugF ðuÞ  B½vgF ðvÞjjpM maxðjujDðBÞ; jvjDðBÞÞju  vjDðBÞ:
(2) There exists a positive constant Q; such that, for all uADðBÞ; it holds that
jjB½ugF ðuÞjjpQjujDðBÞjjujj:
(3) There exists a positive constant C; such that, for all uAX ; it holds that
jjBTðtÞujjpCﬃﬃ
t
p jjujj; 8t > 0: ð21Þ
Proof. Let u; vADðBÞ: We may write the expression B½ugF ðuÞ  B½vgF ðvÞ as
B½ugF ðuÞ  B½vgF ðvÞ ¼B½ðu  vÞgF u þ B½vgF ðu  vÞ
¼Bðu  vÞgF u þ ðu  vÞBgF u
þ BvgF ðu  vÞ þ vBgF ðu  vÞ:
Then
jjB½ugF ðuÞ  B½vgF ðvÞjjp fjjBðu  vÞjj þ jju  vjjgmaxðjgF ujN; jBgF ujNÞ
þ fjjBvjj þ jjvjjgmaxðjgF ðu  vÞjN; jBgF ðu  vÞjNÞ: ð22Þ
We now estimate each of the terms of maxðjgF ujN; jBgF ujNÞ and maxðjgF ðu 
vÞjN; jBgF ðu  vÞjNÞ of the right-hand side of (22) separately.
As a result of Ho¨lder’s inequality, we get
jgF ujNp
ﬃﬃﬃﬃﬃ
2p
p
jF jNjjujj and jgF ðu  vÞjNp
ﬃﬃﬃﬃﬃ
2p
p
jF jNjju  vjj: ð23Þ
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On the other hand, we have, via the inequality
jBgF ujNp4jF jNjujN;
combined with (12) that
jBgF ujNp163 p3=2jF jNjujDðBÞ and jBgF ðu  vÞjNp163 p3=2jF jNju  vjDðBÞ: ð24Þ
Then, inequality (22) becomes
jjB½ugF ðuÞ  B½vgF ðvÞjjpM maxðjujDðBÞ; jvjDðBÞÞju  vjDðBÞ
(for some positive constant M independent on u and on v), which is the desired
inequality.
(2) To achieve the desired inequality (which is a slight improvement, compared to
the one just obtained), we write the expression B½ugF ðuÞ as
B½ugF ðuÞ ¼ ðBuÞgF ðuÞ þ uBgF ðuÞ;
which immediately yields
jjB½ugF ðuÞjjpjjBujjjgF ujN þ jjujjjBgF ujN:
From inequalities (23) and (24), we conclude that there exists a positive constant Q;
such that
jjB½ugF ðuÞjjpQjujDðBÞjjujj; 8uADðBÞ:
(3) In view of (13), we have
jjBujj2pC1jjAujjjjujj; 8uADðAÞ ð25Þ
(for some constant C1 independent on u). Analyticity of the semigroup TðtÞ implies
existence of a constant C2 such that, for t > 0
jjATðtÞjjpC2
t
: ð26Þ
Then, it follows via (25), combined with (26) that
jjBTðtÞujj2pC1 C2
t
jjTðtÞujjjjujj; 8uAX ; 8t > 0:
This together with inequality (17), leads to
jjBTðtÞujjpCﬃﬃ
t
p jjujj; 8uAX ; 8t > 0 ð27Þ
(for some constant C independent on u and t). This completes the proof of the
lemma. &
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Theorem 2.1. For every R > 0; there exists t0 > 0; t0 ¼ t0ðRÞ; such that, for each
u0ABDðBÞðRÞ (i.e., the ball of radius R centered at 0 of DðBÞ), the Cauchy problem (9)
has a unique mild solution u defined on the interval ½0; t0: Moreover, the map u0-u is
Lipschitz continuous from BDðBÞðRÞ into Y : Finally,
R 2p
0 uðy; tÞ dy ¼
R 2p
0 u0ðyÞ dy for
all tX0:
Proof. The approach to be taken in the proof is based on the method of successive
approximations. Let u0A DðBÞ and deﬁne a sequence ðunÞnX1 by
unþ1ðtÞ ¼ TðtÞu0 þ
Z t
0
Tðt  sÞB½D0unðsÞ  bunðsÞgF ðunðsÞÞ ds: ð28Þ
Assume that the sequence un is bounded in Y ; namely, that there exist t0 > 0 and g to
be determined later on, such that
junðtÞjDðBÞpgR; 8nX1 and 8tA½0; t0:
We have from (28), combined with (17), that
jjunþ1ðtÞ  unðtÞjjp t sup
0pspt
½jjBðD0unðsÞ  D0un1ðsÞÞjj
þ jjBðbunðsÞgF ðunðsÞ  bun1ðsÞgF ðun1ðsÞÞÞjj; 8tX0 and nX1:
Denote L ¼ maxðjD0jN; jD00jNÞ; which by the assumptions made in the introduction
is ﬁnite.
Then, according to part (1) of Lemma 2.1, we have
jjunþ1ðtÞ  unðtÞjjptðL þ bMgRÞ sup
0pspt
junðsÞ  un1ðsÞjDðBÞ; 8tX0 and nX1:
We also have
jjBðunþ1ðtÞ  unðtÞÞjjp
Z t
0
BTðt  sÞB½D0unðsÞ  bunðsÞgF ðunðsÞÞ
				
				
D0un1ðsÞ þ bun1ðsÞgF ðun1ðsÞÞdsjj; 8tX0:
which gives, in view of (21),
jjBðunþ1ðtÞ  unðtÞÞjjp
Z t
0
Cﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t  sp sup0pspt ½jjBðD
0unðsÞ  D0un1ðsÞÞjj
þ jjBðbunðsÞgF ðunðsÞ  bun1ðsÞgF ðun1ðsÞÞÞjj ds; 8tX0:
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Using part (1) of Lemma 2.1 again, we arrive at
jjBðunþ1ðtÞ  unðtÞÞjjpðbMgR þ LÞÞ2C
ﬃﬃ
t
p
sup
0pspt
junðsÞ  un1ðsÞjDðBÞ:
Combining the above two inequalities, we obtain
junþ1ðtÞ  unðtÞjDðBÞ
p½ðbMgR þ LÞÞð2C ﬃﬃtp þ tÞ sup
0pspt
junðsÞ  un1ðsÞjDðBÞ; 8tX0 and nX1:
Then, by choosing t0 > 0 small enough so that
½ðbMgR þ LÞÞð2C ﬃﬃﬃﬃt0p þ t0Þo12; ð29Þ
the sequence ðunþ1ðtÞ  unðtÞÞ is the general term of an absolutely convergent series
in Y : To complete the proof of the theorem, we have to show that the sequence unðtÞ
remains bounded in DðBÞ:
From (28), one has
junþ1ðtÞjDðBÞp sup
0pspt
jTðsÞu0jDðBÞ þ
Z t
0
Tðt  sÞB½D0unðsÞ  bunðsÞgF ðunðsÞÞ ds
				
				
				
				
þ B
Z t
0
Tðt  sÞB½D0unðsÞ  bunðsÞgF ðunðsÞÞ ds
				
				
				
				; 8tX0:
Using this inequality, we will show that one can ﬁnd g > 0 and t0 > 0; so that
junðtÞjDðBÞpgR; 8nX1 and 8tA½0; t0: In fact, let us assume that junðtÞjDðBÞpgR;
8tA½0; t0: Then, in view of (21), combined with (19) and (17), we obtain
junþ1ðtÞjDðBÞpC1R þ ½t þ 2
ﬃﬃ
t
p
CðbmaxfjgF unðsÞjN; jBgF unðsÞjNg þ LÞ
sup
0pspt
junðsÞjDðBÞ; 8tX0:
Applying (23) and (24), we get
junþ1ðtÞjDðBÞpC1R þ gR½t0 þ 2
ﬃﬃﬃﬃ
t0
p
Cðb 163 p3=2jF jNgR þ LÞ; 8tA½0; t0:
Therefore, by choosing t0 > 0 so that (29) holds and
½t0 þ 2
ﬃﬃﬃﬃ
t0
p
Cðb 16
3
p3=2jF jNgR þ LÞo12; ð30Þ
we arrive at
junþ1ðtÞjDðBÞpC1R þ 12 gR; for tpt0:
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The inequality will be extended to n þ 1 if we can choose both g large enough for
C1R þ 12 gRpgR ðwhich holds as soon as gX2C1Þ
and t0 > 0 such that (29) and (30) hold which, once g has been chosen, can always be
accomplished. So, assuming g and t0 have been chosen as indicated, the ﬁrst claim of
the proof is proved.
Now, let v be another mild solution of (9) on ½0; t0 with the initial value
v0ABDðBÞðRÞ:
From (28), combined with (17), we have
jjuðtÞ  vðtÞjjp jju0  v0jj þ t0 sup
0pspt0
½jjBðD0uðsÞ  D0vðsÞÞjj
þ jjBðbuðsÞgF ðuðsÞ  bvðsÞgF ðvðsÞÞÞjj; 8tA½0; t0
which gives, in view of part (1) of Lemma 2.1
jjuðtÞ  vðtÞjjpjju0  v0jj þ t0ðL þ bMgRÞ sup
0pspt0
juðsÞ  vðsÞjDðBÞ; 8tA½0; t0:
Using (21), we obtain
jjBðuðtÞ  vðtÞÞjjp jjBðu0  v0Þjj þ ðbMgR þ LÞ2C
ﬃﬃﬃﬃ
t0
p
sup
0pspt0
juðsÞ
 vðsÞjDðBÞ; 8tA½0; t0:
Therefore,
juðtÞ  vðtÞjDðBÞp ju0  v0jDðBÞ
þ ½ðbMgR þ LÞð2C ﬃﬃﬃﬃt0p þ t0Þ sup
0pspt0
juðsÞ  vðsÞjDðBÞ; 8tA½0; t0;
which immediately yields
sup
0pspt0
juðsÞ  vðsÞjDðBÞp ju0  v0jDðBÞ
þ ½ðbMgR þ LÞð2C ﬃﬃﬃﬃt0p þ t0Þ sup
0pspt0
juðsÞ  vðsÞjDðBÞ:
Then, for g > 0 and t0 > 0 chosen as above, we have
juðtÞ  vðtÞjDðBÞpju0  v0jDðBÞ þ 12 sup
0pspt0
juðsÞ  vðsÞjDðBÞ; 8tA½0; t0:
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So,
juðtÞ  vðtÞjDðBÞp2ju0  v0jDðBÞ; 8tA½0; t0;
which yields both the uniqueness of u and the Lipschitz continuity of the map u0-u
in the ball BDðBÞðRÞ:
Finally, by integration of Eq. (1) on both sides, from 0 to 2p; one can see that
d
dt
Z 2p
0
uðy; tÞ dy ¼ 0;
that is,
Z 2p
0
uðy; tÞ dy ¼
Z 2p
0
u0ðyÞ dy; for all tX0:
This completes the proof of the theorem. &
2.3. Continuation of solutions
This subsection is concerned with the extension of solutions to the integral
equation (20). Our ﬁrst result in this direction is the following theorem.
Theorem 2.2. For every u0ADðBÞ; the abstract Cauchy problem (9) has a unique mild
solution on a maximal interval of existence ½0; tmax½:
If tmaxoN then
lim
t-tmax
sup juðtÞjDðBÞ ¼N:
Proof. First, we note that a mild solution of Eq. (9) deﬁned on a closed interval ½0; t
can be extended to a larger interval ½0; tþ d; with d > 0; by deﬁning uðtÞ on ½t; tþ
d; as uðtÞ ¼ wðtÞ; where wðtÞ is the solution of the integral equation
wðtÞ ¼ Tðt  tÞuðtÞ þ
Z t
t
Tðt  sÞB½D0wðsÞ  bwðsÞgF ðwðsÞÞ ds:
Existence and uniqueness of solutions on a maximal interval of existence follow from
the noncontinuation principle; namely letting ½0; tmaxÞ be the maximal interval of
existence to which the mild solution uð:Þ of Cauchy problem (9) can be extended, we
have the following alternative: either tmax ¼N or tmaxoN and
lim
t-tmax
sup juðtÞjDðBÞ ¼N:
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We will prove the second part of the alternative
if tmaxoN then lim
t-tmax
sup juðtÞjDðBÞ ¼N:
The proof is done by contradiction. Indeed, if tmaxoN; and
limt-tmax sup juðtÞjDðBÞoN; then juðtÞjDðBÞ would be uniformly bounded on ½0; tmax½:
Let N ¼ sup0psptmax jD0uðsÞ  buðsÞgF ðuðsÞÞjDðBÞ:
Given any r > 0; so that 0orotot0otmax; using standard algebra, we obtain the
following inequality:
juðtÞ  uðt0ÞjDðBÞp jTðtÞu0  Tðt0Þu0jDðBÞ þ ðTðrÞ  Tðt0  t þ rÞÞj
	
Z tr
0
Tðt  s  rÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
				
DðBÞ
þ
Z t
tr
ðTðt  sÞ  Tðt0  sÞÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
				
				
DðBÞ
þ
Z t0
t
Tðt0  sÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
					
					
DðBÞ
: ð31Þ
We now estimate each of the terms of the right-hand side of (31) separately. In view
of (21), there exists a constant C > 0; such that jTðtÞujDðBÞpCﬃtp jujDðBÞ; 0ototmax:
Therefore,
ðTðrÞ  Tðt0  t þ rÞÞ
Z tr
0
Tðt  s  rÞB½D0uðsÞ  buðsÞgF ðuðsÞÞ ds
				
				
DðBÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt  rp CNjðTðrÞ  Tðt0  t þ rÞÞjDðBÞ;
Z t
tr
ðTðt  sÞ  Tðt0  sÞÞB½D0uðsÞ  buðsÞgF ðuðsÞÞ ds
				
				
DðBÞ
p2 ﬃﬃﬃrp CN
and
Z t0
t
Tðt0  sÞB½D0uðsÞ  buðsÞgF ðuðsÞÞ ds
					
					
DðBÞ
p2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
:
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Then, inequality (31) becomes
juðtÞ  uðt0ÞjDðBÞp jTðtÞu0  Tðt0Þu0jDðBÞ
þ 2 ﬃﬃﬃrp CN þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt  rp MNjðTðrÞ  Tðt0  t þ rÞÞjDðBÞ
þ 2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
: ð32Þ
Analyticity of TðtÞ entails that t-TðtÞ is continuous in the uniform operator
topology from 0;þN into DðAÞ: So, jTðtÞu0  Tðt0Þu0jDðBÞ-0; and jðTðrÞ 
Tðt0  t þ rÞÞjDðBÞ-0 as t; t0-tmax: Since 0orot is arbitrary, the right-hand side of
(32) tends to zero as t; t0 tend to tmax: Therefore
lim
t-tmax
uðtÞ exists ðlimit in DðBÞÞ;
which, according to the remark made in the beginning of the proof, would entail that
the solution can be extended to the right of tmax; in contradiction with the deﬁnition
of tmax: This completes the proof of the theorem. &
Global existence (i.e., the fact that the solutions are deﬁned on the whole of t > 0)
is established for positive solutions. For that, we will show, the boundedness of the
solution uðtÞ in the DðBÞ norm. This property, together with Theorem 2.2, implies
that tmax ¼N: Prior to this, we will prove that (CP) preserves positiveness, which
will be needed in the a priori estimates of the solutions.
Theorem 2.3. (CP) preserves positiveness, that is: u0X0 implies that uð:; tÞX0 for all
tX0:
Proof. Let uð:; tÞ be a solution of (CP) with initial value u0X0; u (resp. uþ) denoting
the negative (resp. positive) part of u:
From
Z 2p
0
uðy; tÞ dy ¼ 1;
one has
Z 2p
0
uþðy; tÞ dy
Z 2p
0
uðy; tÞ dy ¼ 1;
that is,
Z yþp
y
Fðy0Þuðy0; tÞ dy0 
Z y
yp
Fðy0Þuðy; tÞ dy0
				
				p2jFð:ÞjNð1þ 2 ﬃﬃﬃﬃﬃ2pp jjuð:; tÞjjÞ: ð33Þ
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Now multiplying (using inner products) both sides of (1) by uðy; tÞ; we have
Z 2p
0
uðy; tÞ @
@t
uðy; tÞ dy
¼
Z 2p
0
uðy; tÞ @
2
@y2
ðDðyÞuðy; tÞÞ dy
 b
Z 2p
0
@
@y
uðy; tÞ
Z yþp
y
Fðy0Þuðy0; tÞ dy0 
Z y
yp
Fðy0Þuðy0; tÞ dy0
  
uðy; tÞ dy:
Using the obvious identity
juðy; tÞj2 ¼ uðy; tÞuðy; tÞ;
and integrating from 0 to 2p; we obtain
 1
2
d
dt
Z 2p
0
juðy; tÞj2 dy
¼
Z 2p
0
DðyÞ @
@y
uðy; tÞ
 2
dy

Z 2p
0
D0ðyÞuðy; tÞ @
@y
uðy; tÞ
 
dy
þ b
Z 2p
0
uðy; tÞ
Z yþp
y
Fðy0Þuðy0; tÞ dy0 
Z y
yp
Fðy0Þuðy0; tÞ dy0
 
@
@y
uðy; tÞ dy:
We now have, via the identity,
abpea2 þ 1
e
b2; ð34Þ
combined with (33) that
Z 2p
0
uðy; tÞ
Z yþp
y
Fðy0Þuðy0; tÞ dy0 
Z y
yp
Fðy0Þuðy0; tÞ dy0
 
@
@y
uðy; tÞ
 
dy
p4
e
jFð:Þj2Njjuð:; tÞjj2ð1þ 2
ﬃﬃﬃﬃﬃ
2p
p
jjuð:; tÞjjÞ2 þ e @
@y
uð:; tÞ
				
				
				
				
2
:
Moreover, one has via (34) and the fact that the functions Dð:Þ and D0ð:Þ in ½0; 2p are
bounded that
Z 2p
0
D0ðyÞuðy; tÞ @
@y
uðy; tÞ
 
dypjD0ð:Þj2N
1
e
jjuð:; tÞjj2 þ e @
@y
uð:; tÞ
				
				
				
				
2
:
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Therefore,
d
dt
Z 2p
0
juðy; tÞj2dyp  2
Z 2p
0
DðyÞ @
@y
uðy; tÞ
 2
dy
þ jD0ð:Þj2N
1
e
jjuð:; tÞjj2 þ e @
@y
uð:; tÞ
				
				
				
				
2
þ 4 b
e
jFð:Þj2Nð1þ 2
ﬃﬃﬃﬃﬃ
2p
p
jjuð:; tÞjjÞ2jjuð:; tÞjj2
þ eb @
@y
uð:; tÞ
				
				
				
				
2
;
which immediately yields
d
dt
Z 2p
0
juðy; tÞj2dyp ð2D0 þ ebþ eÞ @
@y
uð:; tÞ
				
				
				
				
2
þ jD0ð:Þj2N
1
e
jjuð:; tÞjj2
þ 4 b
e
jFð:Þj2Nð1þ 2
ﬃﬃﬃﬃﬃ
2p
p
jjuð:; tÞjjÞ2jjuð:; tÞjj2: ð35Þ
By choosing e > 0 small enough, we can eliminate the term of the right-hand side of
(35) containing @@y u
ðy; tÞ: We arrive at the differential inequality
d
dt
jjuð:; tÞjj2pL0jjuð:; tÞjj2ð1þ jjuð:; tÞjj2Þ ð36Þ
(for some constant L0; independent on u
ð:; tÞ). Let
vðtÞ ¼ jjuð:; tÞjj2:
Then, inequality (36) becomes
v0ðtÞpL0vðtÞð1þ vðtÞÞ;
so by integration, we get
vðtÞ
1þ vðtÞp
vð0Þ
1þ vð0Þ e
L0t;
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which, with
vð0Þ ¼ 0;
yields that
vðtÞp0; for all t > 0:
Therefore
jjuð:; tÞjj ¼ 0; for all tX0;
that is, uð:; tÞX0; for all tX0; which completes the proof of the theorem. &
Using the above result, we can give an estimate of the solutions as follows:
Proposition 2.2. There exists a function K : Rþ-0;þN; nonincreasing, such that, if
uð:; tÞ is a solution of ðCPÞ with u0ADðBÞ and u0X0; then it holds that
juðtÞjDðBÞpK1ðjju0jjÞju0jDðBÞ; for all tA½0;Kðjju0jjÞ; where K1ðxÞ ¼ 2½C1 þ
expðL1KðxÞÞ (Moreover, 8uð:; tÞ8 is uniformly bounded on bounded time intervals.)
Proof. The proof is done in two steps. First, we show that the solution is bounded in
X norm on each bounded time interval. Then, we prove boundedness in the DðBÞ
norm, using the result for the X norm.
Multiplying by uðy; tÞ both sides of Eq. (1) and integrating from 0 to 2p; we obtain
1
2
d
dt
Z 2p
0
u2ðy; tÞ dy ¼
Z 2p
0
uðy; tÞ @
@y
DðyÞ @
@y
uðy; tÞ
 
dy
þ
Z 2p
0
uðy; tÞ @
@y
ðD0ðyÞuðy; tÞÞ dy
þ b
Z 2p
0
uðy; tÞ
Z yþp
y
FðsÞuðs; tÞds


Z y
yp
FðsÞuðs; tÞ ds

@
@y
uðy; tÞ dy: ð37Þ
Integrating by parts on the right-hand side of (37), we get
1
2
d
dt
Z 2p
0
u2ðy; tÞdy ¼ 
Z 2p
0
DðyÞ @
@y
uðy; tÞ
 2
dyþ
Z 2p
0
uðy; tÞ @
@y
ðD0ðyÞuðy; tÞÞ dy
þ b
Z 2p
0
uðy; tÞ
Z yþp
y
FðsÞuðs; tÞds


Z y
yp
FðsÞuðs; tÞds

@
@y
uðy; tÞ dy:
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Using a similar argument to the one given in the proof of Theorem 2.3, we arrive at
the following inequality:
Z 2p
0
uðy; tÞ @
@y
ðD0ðyÞuðy; tÞÞdyp1
e
Z 2p
0
u2ðy; tÞdyþ ejD0ð:Þj2N
Z 2p
0
@
@y
uðy; tÞ
 2
dy;
and
b
Z 2p
0
uðy; tÞ
Z yþp
y
FðsÞuðs; tÞds
Z y
yp
FðsÞuðs; tÞds
 
@
@y
uðy; tÞ dy
p4 b
e
jFð:Þj2N
Z 2p
0
u2ðy; tÞ dyþ be
Z 2p
0
@
@y
uðy; tÞ
 2
dy:
Therefore
1
2
d
dt
Z 2p
0
u2ðy; tÞdyp ðD0 þ ejD0ð:Þj2N þ beÞ
Z 2p
0
@
@y
uðy; tÞ
 2
dy
þ 4 b
e
jFð:Þj2N þ
1
e
 Z 2p
0
u2ðy; tÞdy: ð38Þ
By choosing e > 0 small enough, we can eliminate the term of the right-hand side of
(38) containing @@y uðy; tÞ: We arrive at a differential inequality of the type
d
dt
jju2ð:; tÞjj2p2L1jju2ð:; tÞjj2
(for some constant L1; independent on jjuð:; tÞjj), which leads to
jjuð:; tÞjjpeL1tjju0jj: ð39Þ
Combining (19) and (21), we have from (20)
jjBuðtÞjjpC1ju0jDðBÞ þ C
ﬃﬃ
t
p
sup
0pspt
jjB½D0uðsÞ  buðsÞgF ðuðsÞÞjj; 8tX0:
Then, according to part (2) of Lemma 2.1, we have
jjBuðtÞjjpC1ju0jDðBÞ þ C
ﬃﬃ
t
p
sup
0pspt
½L þ bQjjuðsÞjj sup
0pspt
juðsÞjDðBÞ; 8tX0:
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Together with (39), we arrive at
jjBuðtÞjjpC1ju0jDðBÞ þ C
ﬃﬃ
t
p
sup
0pspt
½L þ bQ expðL1tÞjju0jj
sup
0pspt
juðsÞjDðBÞ; 8tX0: ð40Þ
Deﬁne KðrÞ; for rX0; as the unique t root (positive) of the equation
C
ﬃﬃ
t
p ½L þ bQr expðL1tÞ ¼ 12:
Using again estimates (39) and (40), we conclude that
juðtÞjDðBÞp2ðC1 þ expðL1Kðjju0jjÞÞÞju0jDðBÞ; for all tA½0;Kðjju0jjÞ:
This completes the proof of the proposition, with K1 deﬁned as mentioned. &
2.4. Regularity
In Section 2.3, we have proved that if the initial value is in DðBÞ; then the solution
takes its values in DðBÞ: We can achieve a higher regularity of the mild solution of
ðCPÞ if we assume more regularity for the initial value. This is done in the next
theorem.
Recall that a function h : I-X is Ho¨lder continuous with exponent ZAð0; 1Þ on I ;
where I is an interval, if there is a constant M such that [7]
jjhðtÞ  hðsÞjjpMjt  sjZ; for s; tAI :
It is locally Ho¨lder continuous if every tAI has a neighborhood in which h is Ho¨lder
continuous.
The following result describes the regularity of a mild solution of Eq. (9).
Theorem 2.4. For every u0ADðAÞ; the mild solution of Eq. (9) is a classical solution.
Proof. If we show that the function
f ðtÞ ¼ B½D0uðtÞ  buðtÞgF ðuðtÞÞ
is locally Ho¨lder continuous from ð0;NÞ into DðBÞ; then it follows from the theory
of nonhomogeneous linear equations (see [7, Corollary 3.3]) that the mild solution of
(9) is a classical solution. That f is locally Ho¨lder continuous on ð0;NÞ will follow if
we prove that the map t-uðtÞ is locally Ho¨lder continuous, from ð0;NÞ into DðBÞ:
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Indeed, let 0otot0pt0; with t0 ¼ Kðjju0jjÞ as in Proposition 2.2. Then
f ðtÞ  f ðt0Þ ¼D00ðuðtÞ  uðt0ÞÞ þ D0BðuðtÞ  uðt0ÞÞ
 b½BuðtÞ  Buðt0ÞgF ðuðtÞÞ  b½uðtÞ  uðt0ÞBgF ðuðtÞÞ
 b½gF ðuðtÞÞ  gF ðuðt0ÞÞBuðt0Þ  b½BgF ðuðtÞÞ  BgF ðuðt0ÞÞuðt0Þ;
which implies
jjf ðtÞ  f ðt0Þjjp juðtÞ  uðt0ÞjDðBÞ½jgF uðtÞjDðBÞ þmaxðjD0jN; jD00jNÞ
þ jgF uðtÞ  gF uðt0ÞjDðBÞjuðt0ÞjDðBÞ: ð41Þ
In view of (14), we have
jgF uðtÞ  gF uðt0ÞjDðBÞpdjuðtÞ  uðt0ÞjDðBÞ:
The fact that t; t0pt0 entails
½jgF uðtÞjDðBÞ þmaxðjD0jN; jD00jNÞ þ djuðt0ÞjDðBÞpx
(for some constant x that can be chosen independent on u; t; t0). Then, inequality (41)
becomes
jjf ðtÞ  f ðt0ÞjjpxjuðtÞ  uðt0ÞjDðBÞ:
In order to estimate juðtÞ  uðt0ÞjDðBÞ; we note that the quantity uðtÞ  uðt0Þ can be
broken down into the sum of three, from which the following inequality is derived:
juðtÞ  uðt0ÞjDðBÞp jTðtÞu0  Tðt0Þu0jDðBÞ
þ
Z t
0
ðTðt  sÞ  Tðt0  sÞÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
				
				
DðBÞ
þ
Z t0
t
Tðt0  sÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
					
					
DðBÞ
: ð42Þ
The last member of the right-hand side of (42) is estimated using
N ¼ sup
0pspt0
jD0uðsÞ  buðsÞgF ðuðsÞÞjDðBÞ
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and (21). We obtain
Z t0
t
Tðt0  sÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
					
					
DðBÞ
pNC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
: ð43Þ
In order to estimate
I ¼
Z t
0
ðTðt  sÞ  Tðt0  sÞÞB½D0uðsÞ  buðsÞgF ðuðsÞÞds
				
				
DðBÞ
;
we divide this quantity into the sum of three
Ip
Z t
0
TðsÞðB½D0uðt  sÞ  buðt  sÞgF ðuðt  sÞÞ
				
 B½D0uðt0  sÞ  buðt0  sÞgF ðuðt0  sÞÞÞdsjDðBÞ
þ
Z t0t
0
TðsÞB½D0uðt0 þ sÞ  buðt0  sÞgF ðuðt0  sÞÞds
					
					
DðBÞ
þ
Z t0
t
TðsÞ½D0uðt0  sÞ  buðt0  sÞgF ðuðt0  sÞÞds
					
					
DðBÞ
¼ I1 þ I2 þ I3:
In view of (21), it is clear that
I1pC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
sup
0pspt
juðt0  sÞ  uðt  sÞjDðBÞ
pC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
sup
0pspt
juðsþ t0  tÞ  uðsÞjDðBÞ ð44Þ
I2p2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
ð45Þ
and
I3p2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
: ð46Þ
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On the other hand, with u0ADðAÞ; we have
Tðt0Þu0  TðtÞu0 ¼
Z t0
t
TðsÞAu0 ds;
BTðt0Þu0  BTðtÞu0 ¼
Z t0
t
BTðsÞAu0 ds:
Using ((17) (resp. (21)), we can see that
jjTðt0Þu0  TðtÞu0jjpðt0  tÞjjAu0jj; ð47Þ
respectively,
jjBTðt0Þu0  BTðtÞu0jj2Cð
ﬃﬃﬃ
t0
p
 ﬃﬃtp ÞjjAu0jjp2C ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt0  tp jjAu0jj: ð48Þ
Combining (47) and (48), we obtain
jTðt0Þu0  TðtÞu0jDðBÞpC3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
ju0jDðAÞ ð49Þ
(for some positive constant C3).
Consequently, from (43) combined with (44)–(46) and (49), we arrive at the
following inequality:
juðt0Þ  uðtÞjDðBÞpC3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
ju0jDðAÞ þ 2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
þ C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
sup
0pspt
juðsþ t0  tÞ  uðsÞjDðBÞ; 80ptpt0pt0:
Then
sup
0pspt
juðsþ t0  tÞ  uðsÞjDðBÞpC3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
ju0jDðAÞ þ 2NC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
þ C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
sup
0pspt
juðsþ t0  tÞ  uðsÞjDðBÞ;
80ptpt0pt0:
By choosing h0 > 0 such that
C
ﬃﬃﬃﬃ
h0
p
o1;
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we obtain
sup
0pspt
juðsþ t0  tÞ  uðsÞjDðBÞpK2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
; 80ptpt0pt0; t0  tph0
(for some constant K2 that can be expressed in the form of K2 ¼ K2ðju0jDðAÞÞ). which
leads to
juðtÞ  uðt0ÞjDðBÞpK2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t0  t
p
; 80ptpt0pt0; such that t0  tph0:
This yields Ho¨lder continuity as deﬁned from ½0; t0 into DðBÞ; from which the
preparatory remark made at the beginning of the proof leads to the conclusion that u
is a classical solution. &
To conclude this section, we have proved that the Cauchy problem (9) is well
posed in DðBÞ: Solutions there are ﬁxed points of strict contractions; initial values in
DðAÞ yield classical solutions. This result has been obtained under a few assumptions
on the operators A and B that can be satisﬁed by a variety of examples: in particular,
there is no limitation on the dimension of the underlying physical space. The main
problem we faced here was the fact that A and B do not commute. If, on the
contrary, such a property is assumed (for example, by taking for B a fractional
power of ðAÞ) [5] and in addition, an estimate similar t0 (21),
jjBTðtÞujjpCtajjujj; 8t > 0 for some ao1;
holds, then the integral equation (20) can be solved in X :
3. Stationary solutions, stability and bifurcation
In this part, we deal with steady-state proportion densities. We investigate
existence and multiplicity of steady-state solutions in terms of the parameter b: We
ﬁnd that besides a trivial steady state which exists for all b; a branch of
nontrivial ones emerges by an odd type bifurcation (see [1, Theorem 1.7])
near a value b0: We determine the direction of the bifurcation (supercritical)
and we show that the variance is going down along the branch, that is, the
obtained nontrivial steady states represent the beginning of group’s organization;
variance of a certain arrangement is a possible measure of cost efﬁciency of that
arrangement.
The proof requires a number of properties to be satisﬁed by the linearized
operator. It is rather technical. In order to avoid cumbersome formulas further
assumptions will be made from now on, namely: the functions D and F are supposed
to be constant,
DðyÞ ¼ %D; FðyÞ ¼ 1:
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3.1. Fixed point problem formulation
With the above-mentioned simpliﬁcations on F and D; we consider the problem
made up of (1)–(3) and (15) and we look for equilibria, i.e., for solutions of the form
uðy; tÞ ¼ UðyÞ; 8t: Such solutions must satisfy the system
%DU 0ðyÞ  bUðyÞ
Z yþp
y
UðsÞ ds
Z y
yp
UðsÞ ds
 
¼ g; ð50Þ
where g is a constant to be determined, yAð0; 2pÞ; with boundary conditions
Uð0Þ ¼ Uð2pÞ; U 0ð0Þ ¼ U 0ð2pÞ ð51Þ
and
UðyÞX0 in ð0; 2pÞ and
Z 2p
0
UðyÞ dy ¼ 1: ð52Þ
We introduce the following operator F deﬁned by
FðUÞðyÞ ¼
Z y
0
1
%D
Z sþp
s
Uðs0Þ ds0 
Z s
sp
Uðs0Þ ds0
 
ds: ð53Þ
In terms of the operator g1; deﬁned by formula (5) for F ¼ 1; FðUÞ reads
FðUÞðyÞ ¼ 1
%D
Z y
0
g1ðUÞðsÞ ds; ð54Þ
which, in particular, in view of (8), yields
FðUÞð2pÞ ¼ 0: ð55Þ
In terms of FðUÞ; (50) can be written as
d
dy
UðyÞ  bUðyÞ d
dy
FðUÞðyÞ ¼ g
%D
:
Integrating by parts and using the boundary condition, we arrive at
UðyÞ ¼ Uð0Þexp bðFðUÞðyÞÞ þ g
%D
Z y
0
exp bðFðUÞðyÞ FðUÞðsÞÞ ds: ð56Þ
Using the boundary condition (51) together with (55), we obtain
0 ¼ g
%D
Z 2p
0
exp bðFðUÞð2pÞ FðUÞðsÞÞ ds: ð57Þ
M. Adioui et al. / J. Differential Equations 188 (2003) 406–446 431
from which we deduce that
g ¼ 0:
Hence, (56) reduces to
UðyÞ ¼ Uð0Þexp bðFðUÞðyÞÞ
which, together with the normalization condition,
Z 2p
0
UðyÞ dy ¼ 1;
leads to
UðyÞ ¼ exp bðFðUÞðyÞÞR 2p
0 exp bðFðUÞðsÞÞds
¼def Hðb;UÞðyÞ: ð58Þ
Then, from (58), the search for steady-state solutions is equivalent to ﬁnding ﬁxed
points of H:
U ¼Hðb;UÞ: ð59Þ
Remark 2. (i) We note that H is of class CN in ðb;UÞ:
(ii) For any bAR; and any constant function U ¼ c; we have Hðb;UÞ ¼ 1
2p: In
particular, if we deﬁne %U ¼ 1
2p; it holds thatHðb; %UÞ ¼ %U; for each b; that is, U ¼ %U
is a trivial solution, for all b:
3.2. Preparatory results
We just saw that the steady-state problem comes down to a ﬁxed point problem
for a mapH and thatH has a branch of trivial steady states, %U ¼ 1
2p: We are going
to determine a branch of nontrivial steady states emanating from the trivial branch
at some value b ¼ b0: This requires a number of preliminary facts to be established,
about the linearization of the map Hðb;UÞ near %U: We start with a few notations
and deﬁnitions. On occasion, we will use the following notation:
LðbÞ ¼ DuHðb; %UÞ: ð60Þ
Straightforward computation based on formula (58) gives
½LðbÞxðyÞ ¼ b
2p
FðxÞðyÞ  1
2p
Z 2p
0
FðxÞðsÞ ds
 
: ð61Þ
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We denote
X0 ¼ fAX :
Z 2p
0
f ðsÞ ds ¼ 0
 
: ð62Þ
For any operator G with values in X ; we deﬁne the mean value operator, denoted %G;
%GðxÞ ¼ 1
2p
Z 2p
0
GðxÞðsÞ ds; ð63Þ
and we denote G0 the projection of G onto the space X0 parallel to the constant
function space, that is to say,
G0 ¼ G  %G: ð64Þ
Using (61), (63) and (64), we can see that the operator LðbÞ reads as
LðbÞ ¼ b
2p
F0: ð65Þ
In terms of g1; deﬁned by formula (5) for F ¼ 1; and I; the antiderivative operator
deﬁned by
ðIf ÞðyÞ ¼
Z y
0
f ðsÞ ds; ð66Þ
we have
F ¼ 1
%D
I3g1: ð67Þ
Lemma 3.1. I maps X0 into X ; g1 maps X into X0: Moreover, it holds that
I3g1 ¼ g13Iþ ðI3g1Þ: ð68Þ
Proof. That I maps X0 into X is a well-known fact about antiderivatives of periodic
functions. It has been observed in the introduction that g1 sends periodic functions
to periodic functions and formula (8) expresses the fact that g1 takes its values in X0:
In order to check formula (68), it is enough to compute d
dy 3g13I and notice that
d
dy
3g13I ¼ g1:
Applying the operator I on both sides of the above identity, we conclude that, for
any j; we have
I3g1ðjÞ ¼ g13IðjÞ þ c
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for some constant c ¼ cðjÞ: Taking the mean value of both sides, and using the fact
that g1 maps into X0; we arrive at the expression
c ¼ ðI3g1ÞðjÞ
from which the desired formula follows immediately.
Using the following obvious property, that is,
ðI3g1Þ ¼ %I3g1 ð69Þ
and the fact that g1ð1Þ ¼ 0; we get the following:
I03g1 ¼ g13I0 on X0: & ð70Þ
Lemma 3.2. I0 and g1 map X0 into X0: Moreover, the following hold:
ðI3g1Þ0 ¼ I03g1; ð71Þ
ðI0Þn ¼ I0; ðg1Þn ¼ g1 on X0: ð72Þ
Proof. That I0 takes its values in X0 follows immediately from the deﬁning formula
(64). For g1; see Lemma 3.1. Formula (71) can be derived from the proof of Lemma
3.1 using (69). The fact that g1 is antisymmetric has already been mentioned in the
introduction, see formula (7). Finally, the formula for In0 can be checked by a direct
computation of the adjoint operator of I0: &
We are now in position to draw the main consequences of the previous study for
the operator LðbÞ:
Proposition 3.1. LðbÞ is compact and self-adjoint on X0:
Proof. Expression (61) shows that LðbÞ is the difference of a multiple of F and a
ﬁnite rank operator. F takes its values in the Sobolev space H2ð0; 2p½Þ; which
imbeds compactly in X : Hence, the compactness ofLðbÞ: From (65), (67) and (71),
we have
LðbÞ ¼ b
2p %D
I03g1
and, in view of (70) and (72), we obtain, as a result of the direct computation of the
adjoint of LðbÞ
ðLðbÞÞn ¼ b
2p %D
ðg1Þn3ðI0Þn ¼ b
2p %D
g13I0 ¼ b
2p %D
I03g1 ¼LðbÞ: &
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We end this preparatory section with a few computational remarks regardingH:
From
H b;
1
2p
þ u
 
¼H b0;
1
2p
þ b
b0
u
 
;
we obtain
D
j
bH b;
1
2p
þ u
 
¼ DjuH b0;
1
2p
þ b
b0
u
 
u
b0
 j
;
DjuH b;
1
2p
þ u
 
¼ b
b0
 j
DjuH b0;
1
2p
þ b
b0
u
 
which, in particular, leads to
@
@b
 j
H b;
1
2p
 
¼ 0; jX1 ð73Þ
and
DjuH b;
1
2p
 
¼ b
b0
 j
DjuH b0;
1
2p
 
: ð74Þ
We also have
D2ubH b;
1
2p
þ u
 
¼ 1
b0
DuH b0;
1
2p
þ b
b0
u
 
þ bðb0Þ2
D2uH b0;
1
2p
þ b
b0
u
 
u;
which gives
D2ubH b;
1
2p
 
¼ 1
b0
DuH b0;
1
2p
 
: ð75Þ
Moreover,
DuH b;
1
2p
þ u
 
x ¼ bH b; 1
2p
þ u
 
FðxÞ  bHðb;
1
2pþ uÞ
R 2p
0 FðbFðuÞÞFðxÞ
*FðbFðuÞÞ ð76Þ
with
FðuÞ ¼ exp u;
*Fðf Þ ¼
Z 2p
0
Fðf ðxÞÞdx:
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Identity (74) for j ¼ 1 shows that, if v denotes an eigenvector of DuHðb0; 12pÞ for the
eigenvalue 1; then v is also an eigenvector of DuHðb; 12pÞ for the value bb0: We again
have
D2uH b;
1
2p
þ u
 
xz ¼ b2H b; 1
2p
þ u
 
FðzÞ 
R 2p
0 FðbFðuÞÞFðzÞ
*FðbFðuÞÞ
" #
	 FðxÞ 
R 2p
0 FðbFðuÞÞFðxÞ
*FðbFðuÞÞ
" #
 b2H b; 1
2p
þ u
  R 2p
0 FðbFðuÞÞFðzÞFðxÞ
*FðbFðuÞÞ
(
ð
R 2p
0
FðbFðuÞÞFðxÞÞðR 2p
0
FðbFðuÞÞFðzÞÞ
ð *FðbFðuÞÞÞ2
)
: ð77Þ
These formulas will be used in the sequel with appropriate values of b; x; z and u:
Furthermore, one can see thatH is phase-invariant, that is, introducing the phase-
shift rj deﬁned on X by
rjUð:Þ ¼ Uð:þ jÞ;
straightforward computation yields
rjHðb; :Þ ¼Hðb; rjð:ÞÞ:
So, if U is a ﬁxed point of Hðb; :Þ; then rjU is also.
Changing now U into ðsUÞðyÞ ¼ UðyÞ; we ﬁnd that
sHðb;UÞ ¼Hðb; sUÞ:
So,Hðb; :Þ sends even functions to even functions. This property will be used in the
sequel, when dealing with the bifurcation issue.
3.3. Spectrum
As a result of Proposition 3.1, we know that DuHðb; 12pÞ is a compact and self-
adjoint operator, so the spectrum ofLðbÞ is reduced to a real point spectrum. Thus,
the eigenfunction problem reduces to looking for xAX  f0g; and mAR such that
LðbÞðxÞ ¼ mx: ð78Þ
Such a function is necessarily differentiable, and taking the derivative we obtain
b
2p %D
Z yþp
y
xðsÞ ds
Z y
yp
xðsÞ ds
 
¼ mx0ðyÞ; ð79Þ
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that is
b
2p %D
g1ðxÞðyÞ ¼ mx0ðyÞ: ð80Þ
It is clear that mxAX0; which allows the possibility that m ¼ 0 or
R 2p
0
xðsÞ ds ¼ 0:
Therefore,
if mAsðLðbÞÞ; ma0; then b
2p %D
g1ðxÞ ¼ mx0 and
Z 2p
0
xðyÞ dy ¼ 0:
Exploiting the fact that xðyþ 2pÞ ¼ xðyÞ and R 2p0 xðyÞdy ¼ 0; we obtainZ yþp
y
xðsÞ ds ¼ 
Z y
yp
xðsÞ ds: ð81Þ
Consequently, Eq. (80) becomes
2pm %D
b
x0ðyÞ ¼ 2
Z y
yp
xðsÞ ds; ð82Þ
which yields, using (81), that
2pm %D
b
½x0ðyÞ þ x0ðyþ pÞ ¼ 0:
Then
xðyÞ þ xðyþ pÞ ¼ C;
where C is a constant.
Since
R 2p
0 xðyÞdy ¼ 0; it follows that C ¼ 0; thus
xðyÞ ¼ xðyþ pÞ: ð83Þ
On the other hand, differentiating (82) and using (83), we deduce
2pm %D
b
x00ðyÞ ¼ 4xðyÞ: ð84Þ
The solutions of Eq. (84) can be written as
xðyÞ ¼ Aeoy þ Beoy; ð85Þ
where A and B are constants and o2 ¼ 2bmp %D:
R 2p
0 xðyÞdy ¼ 0 yields that
A
o
ðe2op  1Þ  B
o
ðe2op  1Þ ¼ 0:
M. Adioui et al. / J. Differential Equations 188 (2003) 406–446 437
Using the fact that x is 2p-periodic, we get via (85)
Aðe2op  1Þeoy þ Bðe2op  1Þeoy ¼ 0; for all y; with oa0:
So Aðe2op  1Þ ¼ 0 and Bðe2op  1Þ ¼ 0: Then
e2op ¼ 1:
Thus
2op ¼ i2kp; kX1;
then
o ¼ ik; kX1:
Consequently, we arrive at
mk ¼
2b
%Dpk2
:
Via (85), the eigenfunction corresponding to mk is
xkðyÞ ¼ Aeiky þ Beiky;
that is
xkðyÞ ¼ p cos kyþ q sin ky; p; qAR:
Moreover,
LðbÞðcosðk:ÞÞðyÞ ¼ b
%Dpk2
ð1 ð1ÞkÞcosðkyÞ;
LðbÞðsinðk:ÞÞðyÞ ¼ b
%Dpk2
ð1 ð1ÞkÞsinðkyÞ;
which in particular leads to
LðbÞðcosð2j:ÞÞ ¼ 0;
LðbÞðsinð2j:ÞÞ ¼ 0:
Then the spectrum of LðbÞ is given by
sðLðbÞÞ ¼ mk; mk ¼
2b
%Dpð2k þ 1Þ2; kX0
( )
,f0g; ð86Þ
and the eigenfunctions corresponding to mk are generated by fcosð2k þ 1Þy; sinð2k þ
1Þyg:
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3.4. Stability and bifurcation
We will now apply the results gathered in Sections 3.2 and 3.3 to the study of
stability and bifurcation of steady states of problem (59). Using an observation made
at the end of Section 3.2, we are going to work in a space smaller than X0; namely,
the space, denoted X ev0 ; of even functions, deﬁned as follows:
X ev0 ¼ ffAX0: f is eveng:
The restriction of LðbÞ to X ev0 ; denoted LevðbÞ; is still compact and self-adjoint.
Then, in that case, the eigenspace for the eigenvalue mk is reduced to fcosð2k þ 1Þyg;
and mk has algebraic multiplicity equal to 1 (86). We are now seeking nontrivial
solutions, possibly emerging from U ¼ %U at some value of b where this solution
becomes unstable. This goes through a bifurcation analysis starting from the study
of the linearization of Eq. (59) near U ¼ %U: Let us ﬁrst recall the following
deﬁnitions and a classical stability condition:
Deﬁnition 3.1 (Iooss [6]). For a linear bounded operator L; the spectral radius of L;
denoted by rðLÞ; is the supremum of fjlj: lAsðLÞg:
(b) The ﬁxed point 0 of a map K : X-X is (Lyapunov) stable iff for every
neighborhood U of 0; there exists another neighborhood VCU of 0 such that
KnðVÞCU; 8nX0:
(c) The ﬁxed point 0 is exponentially stable iff there exists a neighborhoodV of 0;
g > 0 and kAð0; 1Þ such that 0 is Lyapunov stable and 8xAV; jjKnðxÞjjXpgkn;
n-N:
Lemma 3.3 (Iooss [6]). Let K : X-X be differentiable at 0 and satisfy Kð0Þ ¼ 0; and
let DðKÞð0Þ ¼ L be its Frechet derivative at 0: If the spectrum of L lies in a compact
subset of the open unit disc, then 0 is exponentially stable.
From the analysis made in Section 3.3, one can see that
rðLevðbÞÞ ¼ 2bp %D
corresponding to k ¼ 0: Let b0ð¼ p %D2 Þ denote the value of the parameter for which
rðLevðbÞÞ ¼ 1: Then, according to Lemma 3.3, it follows that the equilibrium 12p is
exponentially stable if bob0 and unstable if b > b0: We are now in a position to
conclude on bifurcation.
Theorem 3.1. ðb0; 12pÞ is a bifurcation point of steady-state solutions of Eq. (59), that is
to say, in each neighborhood of ðb0; 12pÞ there exists a pair ðb;UÞ; Ua 12p; such that
U ¼Hðb;UÞ:
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Proof. Differentiability of H together with (61) and (65) allow to write H; near
ðb0; %UÞ as follows:
Hðb;UÞ ¼ 1
2p
þ b
b0
Levðb0ÞðU  %UÞ þ Gðb;UÞ;
in which limðb;UÞ-ðb0; %UÞ
Gðb;UÞ
jjU %Ujj ¼ 0: Levðb0Þ is compact and rðLevðb0ÞÞ ¼ 1 is an
eigenvalue with odd multiplicity (equal to one). Then, the conditions of a classical
bifurcation theorem [1, Theorem 1.7] are fulﬁlled, thus a bifurcation of nontrivial
steady states takes place at ðb0; 12pÞ: This completes the proof of the theorem. &
3.5. Computation of the bifurcation branch, the expectation and the variance
We will now give more detailed information about the bifurcation branch
emanating from ðb0; 12pÞ and we will compute the expectation and the variance on the
local branch. We will ﬁrst show that one can represent the branch in terms of a
smooth function b ¼ bðsÞ: We will then compute a few derivatives of bðsÞ at s ¼ 0:
The computation requires some care, due to the fact that bðsÞ is known implicitly
only and depends heavily on the preparatory results collected in Section 3.2.
3.5.1. Computation of the bifurcation branch
As we have already noticed in Section 3.4, it will be sufﬁcient to restrict ourselves
to X ev0 : Thanks to Proposition 3.1, LevðbÞ is compact and self-adjoint. NðI 
Levðb0ÞÞ is one dimensional generated by v ¼ cosð:Þﬃﬃpp ; and so, compactness and self-
adjointness imply that, if we denote S ¼ RðI Levðb0ÞÞ; S is closed and is a
supplementary subspace of Rv in X ev0 ; invariant throughLevðb0Þ; and I Levðb0Þ is
an isomorphism from S onto itself. Finally, S is just characterized as the orthogonal
space of Rv; S ¼ fvg>:
By writing U ¼ 1
2pþ u and u ¼ sv þ s; with sAS; the equation U ¼Hðb;UÞ
breaks down into two equations:
s ¼ /v;Hðb; 1
2pþ sv þ sÞ  12pS;
s ¼Hðb; 1
2pþ sv þ sÞ  12p/v;Hðb; 12pþ sv þ sÞ  12pSv:
(
ð87Þ
Applying the implicit function theorem to the second equation of (87), we can solve
it for s near ðb0; 0Þ: it yields s ¼ sðb; sÞ; sðb; 0Þ ¼ 0: Differentiating the second
equation of (87) with respect to s; we obtain
@s
@s=s¼0
¼DuH b; 1
2p
 
v þ @s
@s=s¼0
 
 v;DuH b; 1
2p
 
v þ @s
@s=s¼0
  
v
¼DuH b; 1
2p
 
@s
@s=s¼0
:
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For bb0
close to 1; I  DuHðb; 12pÞ is an isomorphism from S onto itself. Then @s@s=s¼0 ¼
0: Therefore sðb; sÞ ¼ Oðs2Þ: Now, let us insert s ¼ sðb; sÞ in the ﬁrst equation of
(87), to arrive at the bifurcation equation
s ¼ v;H b; 1
2p
þ sv þ sðb; sÞ
 
 1
2p
 
:
We ﬁrst show that one can represent the branch in terms of a function b ¼ bðsÞ: To
see this, consider the function
Bðs; bÞ ¼ /v;Hðb;
1
2pþ sv þ sðb; sÞÞ  12pS
s
; sa0;
which extends continuously to s ¼ 0 as Bð0; bÞ ¼ bb0: For sa0; the bifurcation
equation reads as
Bðs; bÞ ¼ 1:
We have Bð0; b0Þ ¼ 1 and @@bBð0; b0Þ ¼ 1b0a0 and B is of class C
N (see Remark
2(i)). So, the implicit function theorem applies and insures that near ð0; b0Þ; the
solutions ðs; bÞ of the equation Bðs; bÞ ¼ 1 lie in the graph of a function b ¼ %bðsÞ
such that %bð0Þ ¼ b0 and %bðsÞ is of class CN:Accordingly, we denote %sðsÞ ¼ sð %bðsÞ; sÞ:
Our ﬁnal goal is to compute a few derivatives of the function %bðsÞ: In terms of %s and
%b; the bifurcation equation can be written as
s ¼ v;H %bðsÞ; 1
2p
þ sv þ %sðsÞ
 
 1
2p
 
: ð88Þ
Differentiating the bifurcation equation (88) two times with respect to s; we get
0 ¼ v;D2uH %bðsÞ;
1
2p
þ sv þ %sðsÞ
 
ðv þ %s0ðsÞÞ2
 
þ v;DuH %bðsÞ; 1
2p
þ sv þ %sðsÞ
 
%s00ðsÞ
 
þ v; @
2
@b2
H %bðsÞ; 1
2p
þ sv þ %sðsÞ
 
@ %b
@s
 2* +
þ v; @
@b
H %bðsÞ; 1
2p
þ sv þ %sðsÞ
 
@2 %b
@s2
  
þ 2 v;D2ubH %bðsÞ;
1
2p
þ sv þ %sðsÞ
 
@ %b
@s
 
ðv þ %s0ðsÞ
 
: ð89Þ
Using (73)–(75), combined with the fact that %sð:Þ and its derivatives belong to S the
supplementary subspace of Rv in X ev0 ; invariant through DuHðb0; 12pÞ; formula (89)
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comes down to
0 ¼ v;D2uH b0;
1
2p
 
v2
 
þ 2
b0
@ %b
@s=s¼0
: ð90Þ
On the other hand, using (77), we obtain
D2uH b0;
1
2p
 
v2 ¼ 2 cos2ðyÞ  1;
which implies that
v;D2uH b0;
1
2p
 
v2
 
¼ 0: ð91Þ
Together with (90), the above equality leads to @
%bð0Þ
@s ¼ 0: Then,
%bðsÞ ¼ b0 þ Oðs2Þ:
Using the Taylor expansion, up to order three, ofHðb; 1
2pþ uÞ in u in the right-hand
side of the bifurcation equation, substituting sv þ s for u and using the fact that
sðb; sÞ ¼ Oðs2Þ; then substituting %bðsÞ for b; we arrive at
s ¼ s
%bðsÞ
b0
þ v;D2uH %bðsÞ;
1
2p
 
sv %sðsÞ
 
þ s
3
6
v;D3uH %bðsÞ;
1
2p
 
v3
 
þ oðs3Þ;
which can be rewritten as
s
ðb0  %bðsÞÞ
b0
¼ v;D2uH %bðsÞ;
1
2p
 
sv %sðsÞ
 
þ s
3
6
v;D3uH %bðsÞ;
1
2p
 
v3
 
þ oðs3Þ:ð92Þ
Dividing both sides of (92) by s3 and evaluating the limit at s ¼ 0; we obtain

%b00ð0Þ
2b0
¼ v;D2uH b0;
1
2p
 
v
%s00ð0Þ
2
 
þ 1
6
v;D3uH b0;
1
2p
 
v3
 
: ð93Þ
Let us now turn to the estimation of the ﬁrst term of the right-hand side of (93).
Straightforward computation gives %s00ð0Þ ¼ @2s@s2ðb0; 0Þ: Differentiating the second
equation of (87) with respect to s; we obtain
@2s
@s2
ðb0; 0Þ ¼D2uH b0;
1
2p
 
v2 þ DuH b0;
1
2p
 
@2s
@s2
ðb0; 0Þ
 v;D2uH b0;
1
2p
 
v2
 
v  v;DuH b0;
1
2p
 
@2s
@s2
ðb0; 0Þ
 
v:
Via (91), combined with the fact that sð:Þ and its derivatives belong to
S the supplementary subspace of Rv in X ev0 ; invariant through DuHðb0; 12pÞ; we
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arrive at
@2s
@s2
ðb0; 0Þ ¼ D2uH b0;
1
2p
 
v2 þ DuH b0;
1
2p
 
@2s
@s2
ðb0; 0Þ: ð94Þ
Denote, for a moment, x the function @
2s
@s2
ðb0; 0Þ and differentiate both sides of
Eq. (94) with respect to y to obtain, via (77), (61) and (54)
x0ðyÞ ¼ 2 sinð2yÞ þ 1
4
g1ðxÞðyÞ: ð95Þ
Using the fact that g1ðPÞ ¼ 0; for each polynomial or series P in sinð2ynÞ and
cosð2nyÞ (see formula (5)), one can see that xðyÞ ¼ cosð2yÞ is a particular solution of
(95). So, the general solution of Eq. (95) is
xðyÞ ¼ cosð2yÞ þ xcðyÞ; ð96Þ
where xcðyÞ denotes an arbitrary solution of the homogenous equation associated
with (95). One can immediately see that this equation is analogous to the
eigenfunction problem (78) for b ¼ b0: Using (78), (80) and (86), we arrive at the
following expression:
xcðyÞ ¼ A cosðyÞ þ B sinðyÞ:
The additional restriction to even functions yields B ¼ 0; and the requirement that x
be in S leads to A ¼ 0: So, we get
@2s
@s2
ðb0; 0Þ ¼ cosð2yÞ;
from which, using formula (77) with the fact that g1ðPÞ ¼ 0 thereforeFðPÞ ¼ 0; for
each polynomial or series P in sinð2ynÞ and cosð2nyÞ; we obtain
v;D2uH b0;
1
2p
 
v
1
2
@2s
@s2
ðb0; 0Þ
 
¼ 0:
Therefore

%b00ð0Þ
2b0
¼ 1
6
v;D3uH b0;
1
2p
 
v3
 
:
Using (77) and (76) again, we get
D3uH b0;
1
2p
 
v3 ¼ 4p2v3  6pv;
M. Adioui et al. / J. Differential Equations 188 (2003) 406–446 443
which yields that
v;D3uH b0;
1
2p
 
v3
 
¼ 3p:
Then,
%bðsÞ ¼ b0 þ
p
2
b0s
2 þ oðs2Þ: ð97Þ
The result reads, in terms of l ¼ %lðsÞ ¼ %bðsÞ%D ; as
%lðsÞ ¼ p
2
þ p
2
4
s2 þ oðs2Þ: ð98Þ
Consequently the branch of nontrivial solutions emanating from ðp
2
; 1
2pÞ is super-
critical (i.e., takes place for l > p
2
).
3.5.2. Expectation and variance
In this part, we will compute the expectation and the variance on the local branch.
Let Usð:Þ be the bifurcated solution of (59) for s > 0 small. The expected value of Us;
Es is by deﬁnition
Es ¼
Z þp
p
yUsðyÞ dy
¼
Z þp
p
y
1
2p
þ s cos yþ oðsÞ
 
dy:
Then
Es ¼ oðsÞ:
The variance Vs is the integral
Vs ¼
Z þp
p
ðy EsÞ2UsðyÞ dy
¼
Z þp
p
ðy oðsÞÞ2 1
2p
þ s cos yþ oðsÞ
 
dy
¼ p
2
3
 4ps þ oðsÞ:
The expectation and the variance can be computed in terms of l: In view of (98), one
then obtains the following approximate expressions:
EðlÞ ¼ oð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l l0
p
Þ; VðlÞ ¼ p
2
3
 4p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðl l0Þ
l20
s
: ð99Þ
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On the other hand, the computation of the same quantities on the trivial branch
leads, respectively, to
E ¼ 0 and V ¼ p
2
3
;
that is a slight deviation from uniform distribution can be seen in the angular mean
value becoming possibly nonzero, while the angular dispersion is going below the
value pﬃﬃ
3
p ; giving a rough estimate of the gain incurred by the ﬁsh when playing the
gregarious strategy.
So far we have only considered local results, i.e., existence of solutions in a small
neighborhood of a bifurcation point. However, it is possible to show existence of an
extended branch of nontrivial solutions, as a result of a global bifurcation theorem
(see [8, Theorem 1.6]). In fact, in view of UX0 and
R 2p
0 UðyÞ dy ¼ 1; it may be easily
seen thatHðb;UÞ is uniformly bounded on bounded b intervals; on the other hand,
Hð0;UÞ ¼ 1
2p (immediate from (58)), that is, the only feasible ﬁxed point ofHð0;UÞ
is %U: So, Theorem 1.6 in [8] allows us to conclude that, if C denotes the connected
component of the set of nontrivial ﬁxed point having ðb0; %UÞ in its closure, then C is
unbounded in b: for each b > b0; one can show that Hðb;UÞ has a ﬁxed point
Ua %U:
4. Concluding remarks
Let us ﬁrst consider the results of the above two sections together. In Section 2, we
proved that the Cauchy problem associated with the system of equations (1)–(3) is
well posed in a suitable function space. Indeed, we have discussed existence,
uniqueness and positivity of solutions. We have also seen that the value of the
integral of the solution is a constant, so that the solution remains a proportion
density for all positive time. Section 3 focused on the study of the stability of the
trivial solution as a function of the parameter b: Assuming that DðyÞ ¼ %D and
FðyÞ ¼ 1; the trivial steady state is the constant function %U ¼ 1
2p; that is, an
individual’s orientation is uniformly distributed in all directions. It was shown that
stability is lost as the parameter b crosses a certain threshold b0 and a set of
nontrivial steady states emerges near this value. In fact, below that value b0; the
dispersion dominates and the population organizes itself asymptotically as if there
were no gregarism. We have shown that the branch of nontrivial steady-state
solutions emerging from that trivial solution is supercritical. Close to b ¼ b0; the
bifurcated solutions read as: UðyÞ ¼ 1
2pþ CðbÞcos yþ oðCðbÞÞ with a constant
CðbÞ > 0 for b > b0:
As a ﬁnal remark, we comment on the interpretation to be given to the solutions in
the context of the physical environment of the ﬁsh. The angle y characterizes the
angular orientation of an individual ﬁsh body, lying supposedly in a horizontal
plane, with respect to a ﬁxed direction, arbitrarily chosen. This has nothing to do
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with the actual location of the ﬁsh in the water volume. In what concerns the steady-
state solutions, a privileged direction has emerged from the preparatory study,
namely a symmetry axis has been found which has been used as the origin for the
orientation of angles. But, this axis is by no means connected to a speciﬁc horizontal
direction in the sea. Not only could this symmetry axis be supported by any one of
the horizontal directions but there is also no relationship between a given orientation
and the actual location of ﬁsh having this orientation. Introducing some rules linking
spatial locations and tail-to-head orientations of ﬁsh will be the subject of future
research.
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