Abstract
Introduction
Super resolution (SR) aims to estimate a high-resolution (HR) image from one or multiple low-resolution (LR) images. Over more than two decades, many methods for SR reconstruction have been proposed, such as: interpolation based methods [1] , multi image based methods [2] , and example learning-based methods [3] - [5] . Recently, learning-based SR methods have been extensively studied, which assumes that the high-frequency details lost in an LR image can be learned from a training set of LR and HR image pairs, i.e., the relationship between LR image patches and the missing HR frequency details in the given LR input. The learning-based SR algorithm broadly grouped into three categories: example-based super resolution [3] , Image super resolution via sparse representation [4] and super resolution through neighbor embedding (NE) [5] . Inspired by locally linear embedding (LLE) [6] , Chang et al. [5] propose an algorithm for single image super resolution, called neighbor embedding super resolution (NESR), and benefits fairly good performance. Considering the advantages of the aforementioned methods, there are a lot of consequent results such as in [7] - [9] .However, the SR problem is severely undetermined and the correspondence between the LR image patches and their counterparts (HR image patches) in the NE-based methods becomes ambiguous, X. Gao et al. [7] [8] [9] pointed out that the neighborhood relationship cannot be preserved perfectly due to the "one-to-many" mapping existing between one LR image and many HR images, and they reduced the problem by a joint learning technique via coupled constraint. T.M. Chan et al. [10] proposed an extended neighbor embedding based super resolution through edge detection and feature selection, which preserve edges and smoothen color regions better, but this method also smoothen the local details. Considering this, we proposed a new method by selecting appropriate feature vectors to achieving a better recovery.
In example-based super resolution [3] , Freeman modeled the relationships of low resolution image patches and the corresponding high resolution image patches with a Markov network, which has been extensively studied in image processing [11 12] . Due to the essence of SR which is an ill-posed inverse problem, Stefan Roth [13] develop a method for learning rich Markov random field (MRF) images priors by exploiting ideas from sparse image coding. The approach provides a practical method for learning high-order MRF models with potential functions that extend over large pixel neighbors. These field potentials are modeled using a Products-of-Experts framework that exploits nonlinear functions of many linear filter responses. Motivated by his work, we propose a new method of NESR reconstruction for single image. Firstly, we learned the parameters from training data by maximizing its likelihood, and contrastive divergence learning [14] . Secondly, we toke the experts of image patches as the feature vectors and trained the databases. Finally, we used the method of NESR to reconstruct the LR images.
The rest of this paper is organized as follows. Section 2 briefly presents the FOE models. Section 3 introduces our proposed neighbor embedding super resolution reconstruction method. Section 4 shows experimental results. Conclusions are drawn in Section 5.
Field of Experts
Modeling image priors is a difficult problem due to its non-Gaussian nature. One of the most successful tools to model image priors is Field of Experts (FoE) [13] . Under the FoE model, the pixels in an image are represented by nodes V in a homogeneous Markov Random Field G=(V,E), where E is the edges connecting all nodes in the maximal clique C k (k=1,2,…,K), the potential function is represented as Products of Experts (PoE):
Where θ i are parameters of expert ϕ, N is the number of experts. Z(Θ) is the overall partition function. Expert ϕ is taken to be an un-normalized Student t-distribution with parameters Θ, including pre-trained filter J i and θ i :
In convenience, the probability in equation (1) is rewritten in Gibbs form
The parameters Θ of FoE including the θ i and filters J i are learned from training data by maximizing its likelihood, and contrastive divergence learning [14] is justified that could approximate maximum likelihood estimation well. So the parameters are updated with
Where η is the learning rate. ˂•˃ p is the expectation value with respect to the distribution p, and p 0 represent the data distribution, P 1 is the distribution over the "one-step" reconstruction of the data vectors generated by one full step of Hybrid Monte Carlo (HMC) sampling [15] .
Neighbor Embedding Super Resolution based Field of Experts

Super Resolution through Neighbor Embedding
In super resolution through neighbor embedding, Chang et al. [5] find a way to perform the relationship between the low-and high-resolution image patches. The algorithm mainly divided into three steps: a) Find the K nearest neighbors N q = {x s where D t q is the mean of low resolution patch x t q .
Feature Selection
Natural images have heavy-tailed marginal distributions, and sparse coding approaches attempt to address some of the issues in modeling complex image structure. Modeling image priors is challenging due the high-dimensionality of images, their non-Gaussian statistics, and the need to model correlations in image structure over extended image neighborhoods. In [11] , Stefan Roth proposed a framework for learning image priors: Field of Experts, which model structural properties of images in terms of a set of linear filter responses. What's more, the parameters θ i as well as the linear filters J i can be learned from a set of training images, as mentioned in section 2. Figure 1 show the filters obtained by training the Fields-of Experts model on images database, and we get the feature vectors of the input LR image patches with learned filters. Given the patch size is 3×3, we need to select 8 coefficients for feature vectors with our method, but it need to select 36 and 27 with the method mentioned in [5] and [9] , so our proposed method reduce the computational complexity obviously.
Single Figure 2 show the process of our proposed method, as we can see it includes three main processes: FoE filters training process, establishment of training set and reconstruction process.
1) FoE filters training
As mentioned in section 3.2, we can learn the parameters θ i as well as the linear filters J i from a set of training images, and take the coefficients as feature vectors for our NE super resolution.
2) Establishment the training set
To generate our training set, we start from a collection of high-resolution images and degrade each of them (figure 3). Typically, we blur and subsample them to create a low-resolution image of one-half the number of original pixels in each dimension. Then we apply an initial analytic interpolation (such as bi-cubic interpolation) to obtain its corresponding HR interpolation image and we store the high resolution details, which are the differences between the HR image and the HR interpolation image (the missing high frequency components caused by the image degradation process). For the low resolution images, we use5×5pixel patches and let the overlap between adjacent patches be 1 pixel. Finally we get our training set through computing the feature vectors of LR image patches mentioned in section 3.2and the corresponding high resolution details, respectively. 3) Reconstruction process. a) Calculate the weights w pq .
With the feature vectors of the input image patches and the samples, we can get its neighbors for each patch and then calculate the weights w pq with (5). b) Estimate the high resolution image After getting the weights w pq , we can estimate the high resolution image by equation (8) 
Experimental results
In example learning-based image super resolution reconstruction, the training data set affects greatly the quality of the super-resolved HR image. Here we randomly extracted 105 images from the MIT image database, including people, animals, plants and scenery. Then we choose five of them as test images (figure 4), while using the remaining for training. In the first step of feature selection, the clique size of FoE model is taken as 3×3, and 9×9 training image regions are extracted from 50 images (figure 5). In the second step of training samples, the patch size is choose as 5×5 and let the overlap between adjacent patches be 1 pixel. About 100,000 examples have been extracted from the rest 50 training images (figure 6). In order to mimic the formation process of the LR image from its HR version, all the training HR images were blurred by Gaussian blurs (the window size is 5 and variance is 1), and down sampled by factor 2 to obtain the corresponding LR images. For the low-resolution and high-resolution images, we use 5×5 and 10×10 pixel patches and let the overlap between adjacent patches be 1 and 2 pixels respectively. 
Since the human visual system is more sensitive to the luminance component than the chrominance components, we use the YCbCr color space for color images and only perform SR reconstruction in the luminance component. Considering that the middle-frequency information of LR images has great correlation with high frequency than low frequency, we first magnify the original LR input by a factor of 2 with the bi-cubic interpolation and then filter out the low resolution information, we just perform SR on the middle frequency information and high resolution details just as Freeman [3] did. To asses objectively the quality of the SR reconstruction, peak signal-to-noise ratio (PSNR), and structural similarity (SSIM) [16] are used to evaluate the quality of reconstruction. Since the SR process is conducted only on the luminance component of the color image, we only compare the quantitative different of this part between the original and the SR output. Here we select several feature vector methods to validate our proposed FoE feature vector selection method, and Table 1 show the PSNR and SSIM indexes of the five test images. As we can see our proposed method can achieve a better recovery of a single low resolution image both in subjective and objective assessments. We compare our approach with bi-cubic interpolation and the neighbor embedding with Chang et al. [5] and Chan et al. [10] on test image (church), with a magnification factor of 2 ( Figure 7) , and we can see that our approach affords much details in the synthesized SR output. Figure. 8-10 compares different methods on the first, second, and fifth test images patches with a common magnification factor of 2. The figures show that the bi-cubic interpolation constantly produces the lowest visual quality with blurring and jagging artifacts along the edge regions. NESR [5] partially recovers high frequency details and produces artifacts. NEEDFS [10] preserve edges but smoothen the local details. Our proposed method achieves more reliable recovery and has less aliasing and artifacts than those produced by the others. 
Conclusion
Motivated by the work of FoE, we proposed a new method of feature selection for single image super resolution through neighbor embedding. Compared with traditional learning method, our method can not only achieve a better recovery of a single low resolution image, but also reduce the computational complexity. Experimental results validate our idea of selecting feature vectors and benefits fairly good performance.
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