174 words Figures: 4 (color) 2 ABSTRACT A fundamental signal-processing problem is how biological systems maintain phenotypic states (i.e., canalization) long after degradation of initial catalyst signals. For example, to efficiently replicate, herpesviruses (e.g., human cytomegalovirus, HCMV) rapidly counteract cell-mediated silencing using trans-activators packaged in the tegument of the infecting virion particle. But, the activity of these tegument trans-activators is inherently transient-they undergo immediate proteolysis but delayed synthesis-and how transient activation sustains lytic viral gene expression despite cell-mediated silencing is unclear. By constructing a two-color, conditional-feedback HCMV mutant, we find that positive feedback in HCMV's Immediate Early 1 (IE1) protein is of sufficient strength to sustain HCMV lytic expression. Single-cell time-lapse imaging and mathematical modeling show that IE1 positive feedback converts transient transactivation signals from tegument pp71 proteins into sustained lytic expression, which is obligate for efficient viral replication, whereas attenuating feedback decreases fitness by promoting a reversible silenced state.
INTRODUCTION
A common problem in information-transmission systems is how to robustly maintain signal strength despite the inevitable signal decay that occurs through any transmission medium.
For example, in the last century, the need to re-amplify telephone signals, which diminished in strength over transmission-line distance, spurred innovations, such as vacuum-tube repeaters and the point-of-contact and junction transistors (1, 2) . In developmental biology, a corresponding robustness problem regards how developmental states are stably maintained, often referred to as 'canalization' for how the 'canal' walls in an epigenetic landscape stabilize the developmental state (3) . During canalization, biological systems must overcome the signal-decay problem and stably maintain a developmental state long after degradation of initiating signals and various mechanisms evolved to convert transient signals to sustained outputs (4) (5) (6) (7) (8) (9) . The fundamental issue facing biological signaling molecules, often proteins or nucleic acids, is that they have intrinsic degradation times mediated either by environmental mechanisms (e.g., ultraviolet radiation) or active intracellular machinery (e.g., the proteasome). The mechanisms allowing cells to sustain differentiated phenotypes long after degradation of the initial (transient) differentiation signals, remain actively studied (5, 7) .
Viruses face a version of the canalization problem as they balance a temporal tradeoff: on the one hand, a virus must rapidly counteract cellular defenses to initiate its lytic cycle, but on the other hand, the virus must sustain repression of cellular defenses over the course of its intracellular viral lifecycle, which can last for many hours or even days. To antagonize cellular defenses as rapidly as possible after infection, herpesviruses have evolved to carry trans-activator molecules within the infecting virion particle and thereby circumvent the delays inherent to de novo gene expression. However, these trans-activator molecules are immediately subject to cellular degradation mechanisms upon infection, and herpesvirus lifecycles can extend for days (10) . How, or if, these trans-activator signals are sustained across the course of the viral lifecycle remains unknown. Beta herpesviruses, having intracellular lifecycles lasting over 4 days, appear to have a particularly large transient-versus-sustained signaling problem to overcome.
The beta herpesvirus human cytomegalovirus (HCMV)-a leading cause of birth defects and transplant failures-must rapidly overcome innate host-cell defense mechanisms to initiate its lytic cycle. Cellular promyelocytic leukemia nuclear bodies (PML-NBs; a.k.a. nuclear domain 10, ND10) (11)-containing PML, the death domain-associated protein (DAXX) and SP100-act to repress viral gene expression and prevent HCMV from initiating its lytic cycle (12) (13) (14) . To counteract these cellular defenses, HCMV virions package the viral transactivator phospho-protein 71 (pp71) in virion's tegument layer (15) . pp71 is the major tegument transactivator protein and interacts with DAXX to promote its degradation. Upon infection, pp71 tegument proteins are released into the cell, disrupt PML-NBs to antagonize the cellular silencing machinery, and activate the HCMV Major Immediate-Early Promoter (MIEP). The MIEP initiates the viral transcription program and its main protein products, the Immediate Early 1 (IE1) and 2 (IE2) proteins are obligate for lytic expression by regulating host and viral genes (16) (17) (18) (19) , manipulating the host cell cycle (20, 21) , and circumventing host innate defense (22, 23); whereas IE2 is obligate at all MOIs, IE1 appears to be obligate only at low MOI (11, (24) (25) (26) .
We asked how HCMV is able to sustain the pp71 trans-activation signal-which is inherently transient due to pp71 proteolysis-to avoid cell-mediated silencing over an extended 96-hour cellular infection cycle.
Building off theoretical analysis showing that auto-regulatory circuitry (i.e., feedback) can promote cellular 'memory' to transient differentiation signals during developmental canalization (3, 5) , we hypothesized that positive feedback may enable the virus to extend a transient trans-activation signal. Positive feedback, whereby a signaling molecule auto-activates its own expression or drives a downstream auto-activating loop, can occur through a variety of mechanisms, including transcriptional transactivation, enhanced translation, and even reduced degradation (for a review see (5) ). Such feedback motifs are widely used in biological systems to execute cell-fate decisions in both unicellular and multicellular organisms (5, 8, (27) (28) (29) (30) (31) (32) .
HCMV encodes a strong immediate-early negative-feedback loop to maintain IE2 levels below a cytotoxic threshold (33), but whether HCMV encodes an immediate-early positive feedback loop that could extend transient tegument trans-activation signals is unclear. One possibility is that IE1, which can weakly transactivate the MIEP (34), could encode positive-feedback circuitry to temporally extend the duration of MIEP transactivation, but, whether this auto-regulation was strong enough to be physiologically relevant, was not clear.
Here, through the use of mathematical modeling, we develop an assay to probe IE1 positive-feedback strength and its physiological relevance to viral replication. To test the feedback-mediated temporal extension hypothesis, we constructed a tunable, two-color HCMV reporter virus where both IE1 and IE2 can be followed in real time and IE1 proteolysis can be pharmacologically tuned using a small molecule via a degron tag (35). Using single-cell time-lapse imaging (Movies S1 and S2), we find that IE1 positive feedback is sufficiently strong to convert transient pp71 transactivation into sustained lytic expression. The results show that IE1 positive feedback is essential for sustained MIEP expression and that attenuating the viral positive-feedback strength causes a severe fitness defect by promoting entry to a silenced state.
These findings suggest that transcriptional positive feedback in herpesviruses acts as a transistorlike mechanism to temporally extend intrinsically transient tegument signals and facilitates canalization of the productive (lytic) viral expression state.
RESULTS

The HCMV major tegument trans-activator has an 8-hour lifetime but modeling predicts that a putative positive-feedback loop could sustain trans-activation
To understand how HCMV can sustain expression from the MIEP despite stable cellular silencing ( Figure 1A ), we first measured the degradation rate of the major tegument transactivator pp71 (24) after infection. ARPE-19 cells were synchronously infected with a recombinant HCMV encoding an EYFP-pp71 fusion (36) and followed for 12 hours using timelapse fluorescence microscopy. pp71 appeared as distinct fluorescent foci within cells with the number of foci decreasing during the first few hours of infection ( Figure 1B ). Quantifying the temporal kinetics of the number of pp71 foci per cell results in a measured pp71 half-life of 8.1±1.1 hours ( Figure 1B ), which agrees with cycloheximide-based estimates of the decay rate of total cellular pp71 ( Figure S1A-B ). Moreover, we were unable to detect cleavage products of the EYFP-pp71 fusion protein in infected cells, indicating that EYFP signal decay likely reflects pp71 decay ( Figure S1C ). Nevertheless, the 8-hour pp71 half-life we measured was used as an upper limit, since it is possible that fusion of EYFP to pp71 increases its stability (36).
We next used mathematical modeling to simulate the expected MIEP activity given this measured pp71 decay rate. Since IE1 is transcribed from the MIEP during the first few hours of infection, and similar to pp71, IE1 localizes to PML bodies to antagonize these cellular anti-viral defenses (22, 37, 38), we hypothesized that IE1 may play a role in sustaining MIEP expression.
To examine the theoretical validity of this hypothesis ( Figure 1C ), we constructed a highly simplified Ordinary Differential Equation (ODE) model of IE1 expression in the presence of a decaying pp71 trans-activation signal using a 'course-grained' modeling approach to generate the following non-linear ODE model: Importantly, the course-grained modeling approach is not intended as a comprehensive description of all known molecular interactions. Instead, the goal is to find a minimum set of interactions and components capable of generating testable predictions about the duration of IE expression-for this reason, the IE2 negative-feedback accelerator circuitry (33) was determined to be expendable (See Figure S2 , table S3 ). In this highly simplified, course-grained model, only 'active' pp71 and IE1 protein levels are considered, and we attempt to limit the number of unmeasured parameters. The pp71 decay, per-capita rate g 1 , is measured above, and the per-capita IE1 proteolysis rate g 2 was previously measured (39). The model also accounts for IE transactivation by pp71 and IE1 (Eq. 2); a 0 represents the basal rate of MIEP-driven IE1 expression, a 1 represents the transactivation of the MIEP by pp71, a 2 accounts for IE1 transactivation of the MIEP and is the putative positive-feedback gain parameter. k 1 and k 2 are Michaelis-like constants for transactivation, and h 1 and h 2 are Hill coefficients to account for self-cooperativity of transactivation. Simulations of a more detailed model, which includes the IE2 negative-feedback accelerator circuit (33), yield similar results and qualitatively match the temporal dynamics of IE2 expression observed in single cells ( Figure S2 ).
As expected, simulations of Eqs. 1-2 show that the temporal duration of IE expression is significantly affected by the IE1 degradation rate ( Figure 1C ). When the IE1 half-life is long (~24 hours in the wild-type case as measured below), IE expression is sustained and monotonically increasing over the first 24 hours. However, when IE1 half-life is reduced, IE expression becomes transient with a dramatic drop during the first 24 hours post-infection.
When positive feedback is removed by abrogating IE1 transactivation of the MIEP (a 2 set to zero), IE expression does not exhibit sustained expression for either long or short IE1 half life ( Figure 1C ).
To quantify the duration of IE expression, we also defined a sustained-versus-transient IE-expression index, ST I -the ratio between IE1 expression level at 24 hours post-infection and the maximal IE1 expression peak in an individual cell (essentially a version of the 2 nd derivative test, used here as a canalization measure). When a cell's ST I is high (>0.5), the cell is able to sustain at least 50% of peak IE-expression levels, whereas when a cell's ST I is low (<0.5) the cell is unable to sustain IE expression and it drops below 50% of its peak value. We examined ST I over a wide range of parameters and as expected, the ST I was significantly affected by both the IE1 degradation rate and the initial level of pp71 at the time of infection ( Figure 1D ). These simulations showed that when IE1 degradation is slow, IE expression is sustained (high ST I ) even when initial pp71 levels are low ( Figure 1D , upper panel). However, in the absence of IE1 positive feedback (a 2 set to zero), IE expression is transient, and a much longer IE1 half-life (i.e., super physiological) is required to sustain IE expression ( Figure 1D , lower panel).
These results suggested that IE1 positive feedback acts to extend the duration of pp71 transactivation and proposed an assay for the presence of IE1 positive feedback, based on movement along the horizontal axis in Figure 1D . If IE1 positive feedback is sufficiently strong, reducing the IE1 half-life (right to left in Figure 1D ) should switch IE expression profiles (both IE1 and IE2) from sustained to transient (high to low ST I ). In contrast, if positive feedback is weak or absent, reducing the IE1 half-life (within the physiological range) will have little qualitative effect on the sustained-versus-transient expression profiles. In addition, the simulations predicted that high initial levels of pp71 could also sustain IE expression, even in the absence of feedback ( Figure 1D ).
Tuning IE1 degradation reveals a positive-feedback loop required to sustain HCMV immediate early gene expression
To test the model predictions on the role of IE1 positive feedback in sustaining IE expression, we generated an IE1-Conditional Mutant Dual-Reporter virus (HCMV-IE1-CMDR).
First, on the background of a previously characterized TB40e-IE2-EYFP parent virus (33), we fused an mCherry reporter to the N-terminus of IE1 (automatically also tagging IE2) to enable real-time tracking of the immediate early promoter dynamics during infection ( Figure 2A -B); we could not detect cleavage products of the mCherry-IE fusion in infected cells ( Figure S3A) indicating that mCherry signal likely reflects IE expression levels. Second, to tune the IE1 degradation rate, we fused an FKBP degron tag (35) to the N-terminus of mCherry-IE1. In the presence of the small molecule Shield-1, the IE1 degradation rate is unperturbed by the FKBP degron, but in the absence of Shield-1, the tagged protein is rapidly degraded. This N-terminus tagging approach for IE1 was required since attempts to fuse proteins to the C-terminus of IE1 generated virus with MOI-dependent replication defects (unpublished data). In addition to the N-terminus IE1 tags, this new reporter virus has EYFP fused to the C-terminus of IE2, so that the IE2 protein can be tracked in parallel to IE1. Since IE1 is far more abundant than IE2 (39) and has a substantially longer half-life, mCherry primarily reports on IE1, with minimal contribution from IE2. In the presence of Shield-1, this IE1-CMDR virus grows with similar replication kinetics to the parent virus ( Figure S3B ).
To measure the degradation rate of IE1 protein, the decay in mCherry intensity was This IE1 positive feedback, in fact, appears to be required to account for the observed changes in IE mean-expression level and variance. Specifically, the observed change in IE1 level when Shield-1 is removed is substantially greater than can be accounted by a three-fold change in IE1 half life ( Figure 2G ). In the absence of positive feedback, a three-fold decrease in IE1-mcherry half-life should confer a three-fold decrease in IE1-mcherry steady-state levels.
However, IE-mCherry levels 15 hours after infection show a seven-fold decrease. This > 3-fold change in expression level is consistent with attenuation of an IE1 positive-feedback loop that was acting to amplify MIEP expression. Likewise, the change in the magnitude of IE expression fluctuations measured by the coefficient of variation (CV) of the trajectories cannot be accounted for by the change in IE1 half-life alone, based on Poisson scaling ( Figure 2H) ; specifically, for a simple birth-death Poisson process, a seven-fold decrease in mean-expression level should correspond to a ~2.65-fold increase in CV (42). However, the data show that this seven-fold decrease in mean IE1 expression levels generates a decrease in the IE1 CV ( Figure 2G ). This decrease in IE1 CV despite decreased mean is consistent with attenuation of positive feedback (6) .
To directly test if IE1 destabilization influences MIEP expression, we quantified IE mRNA (as opposed to protein) in the presence and absence of Shield-1 by RT-qPCR ( Figure 2I ).
We observed a ~2-fold decrease in MIEP activity upon Shield-1 removal ( Figure 2I ), indicating that reduction in IE1's half-life confers a change in IE mRNA levels, hence an attenuation of the positive feedback strength. This two-fold change in IE mRNA levels accounts for the missing quantitative difference ("D") in the IE protein levels unaccounted for by the IE1 half-life change ( Figure 2G ).
We also analyzed the affect of IE1 destabilization on IE2 levels. Notably, despite the FKBP tag also being present on the IE2 protein, the degradation rate of IE2 protein does not appear affected by Shield-1 removal ( Figure 2J ), presumably due to IE2's relatively short native half-life (33). Despite IE2-EYFP half-life not being affected by the FKBP degron tag, IE2-EYFP expression exhibits a 2-fold decrease in abundance upon infection in the absence of Shield-1 compared to infection in presence of Shield-1 ( Figures 2K and S5D ). This 2-fold change in IE2 protein levels corresponds to an ~2-fold decrease in IE2-EYFP mRNA levels ( Figure 2L ). We also analyzed the HF-ACF for IE2-EYFP-whose half-life remains unchanged by Shield-1-and found a ct 50 shift similar to the shift in IE1 ct 50 ( Figure S5 ), further validating the presence of an IE1 positive-feedback loop.
Overall, these single-cell imaging data, of both IE1 and IE2, indicate the presence of an IE1 positive-feedback loop that is attenuated when IE1 half-life is reduced by Shield-1 removal.
Attenuating IE1 positive feedback decreases viral fitness by promoting entry to a reversible silenced state
Next, to determine if sustained IE expression is required for efficient virus replication and, correspondingly, if transient IE expression results in a replicative fitness defect, we measured HCMV viral replication in the setting of both wild-type IE1 feedback (+Shield-1) and attenuated IE1 feedback (-Shield-1). ARPE-19 cells were infected with the IE1-CMDR virus (MOI=0.02) in the presence of Shield-1 (wild-type feedback) and absence of Shield-1 (attenuated feedback), and resulting virus titers assayed over time by TCID-50. The viral replication kinetics revealed a ~10-fold reduction in viral titer when IE1 positive feedback was attenuated (-Shield-1), compared to the wild-type IE1 feedback case (+Shield-1) ( Figure 3A ).
Although these data do not suggest the presence of positive feedback (which is shown in Figure   2 ), they indicate that sustained IE expression confers replicative fitness for HCMV.
We next asked if the IE-expression transient led to abortive infection or instead promoted a latent-like, silenced state that could be reactivated if IE expression was rescued at a later time.
If Shield-1 was added back 24 hours after infection, IE expression kinetics could be restored to a sustained trajectory ( Figure 3B ), and correspondingly, viral replication could be rescued to wildtype levels ( Figure 3C ).
High pp71 abundance partially rescues attenuation of the IE1 positive-feedback loop
As a further test of the model, we examined the second prediction of Eqs. 1-2 that high initial abundance of pp71 could compensate for weak IE1 positive feedback to enable sustained IE expression. To test this prediction, we artificially increased the pp71 tegument load in HCMV virion particles by packaging the IE1-CMDR virus on a pp71-expressing cell line (24). We reasoned that ectopic expression of pp71 from the cell line in addition to the pp71 expressed from the viral genome would result in packaging of more pp71 into virions. Comparing pp71 levels between the two purified viral preparations (pp71 hi and pp71 wt ) by western blot showed about a three-fold increase in pp71 abundance in the pp71 hi virus isolate ( Figure 4A ).
Next, we followed IE expression in cells infected with either IE1-CMDR-pp71 hi or IE1-CMDR-pp71 wt in an attenuated feedback setting (i.e., -Shield-1) using time-lapse microscopy.
Strikingly, when cells are infected with the IE1-CMDR-pp71 hi virus, the percentage of infected cells exhibiting sustained IE gene expression is >50% ( Figure 4B-C Next, we used these results to estimate the relative contribution of IE1 and pp71 to the activation of the MIEP. To this end, we created a stochastic version of the course-grain model (see Table S4 , Figure S6 and supplementary information). We varied IE1 and pp71 transactivation levels and examined which regime of parameters yields an increase in the percentage of stable cells from 20% to 50% when the initial pp71 levels increase by 3-fold. The results suggest that in order to satisfy these constrains, MIEP activation by pp71 should be similar to its activation by IE1 ( Figure S6 ); if auto-activation by IE1 were substantially stronger than pp71 per capita activation, the simulations predict that the probabilities of stable cells would be much greater than experimentally observed.
Finally, we checked if pp71's partial rescue of sustained IE expression in the attenuatedfeedback setting also translated into a rescue of viral fitness. Cells were infected at low MOI (0.02) with the IE1-CMDR-pp71 hi virus in the presence or absence of 1 µM Shield-1, (i.e., wildtype feedback and attenuated feedback, respectively), and resulting virus titers assayed over time by TCID-50 ( Figure 4D ). For the pp71 hi infection, viral titers decrease two-fold four days postinfection, when feedback is attenuated ( Figure 4E ). Compared to the >10-fold decrease in fitness when feedback is attenuated in pp71 wt infection, this two-fold decrease in fitness in the pp71 hi setting is substantially less ( Figure 4E ), indicating that boosting initial pp71 levels can partially compensate for attenuated IE1 positive feedback to mitigate the viral fitness defect.
Overall, these results suggest that the duration of IE expression is important for viral replication and that IE1 positive feedback converts inherently transient pp71 transactivation signals into sustained IE expression profiles to drive efficient viral replication.
DISCUSSION
Herpesviruses face a temporal tradeoff between the need to rapidly counteract cellular defenses and initiate lytic infection and the need to sustain the resulting lytic expression patterns during infection. This balancing appears to have resulted in a transient-signaling dilemma as the most rapid mechanism to initiate transactivation is to circumvent de novo gene expression and package mature transactivator molecules directly within the infecting virion particle; but doing so subjects transactivator molecules to degradation (without de novo production) immediately upon infection of the cell. Beta herpesviruses, such as HCMV, must overcome a particularly severe transient-signaling problem since their infection cycle lasts for days, but the half-life of its major transactivation signal (pp71) is hours ( Figure 1 ). Mathematical modeling predicted that a putative positive-feedback circuit encoded by HCMV's IE1 could sustain HCMV MIEP expression despite pp71 degradation ( Figure 1 ) and suggested an assay to probe for IE1 positive feedback. This assay relied on altering the IE1 degradation rate, which required construction of a conditional-mutant dual-reporter IE1 virus (IE1-CMDR). Time-lapse imaging of IE1-CMDR indicated the presence of IE1 positive-feedback circuitry (Figure 2 and Movies S1-S2) and
showed that this IE1 positive-feedback circuit confers replicative fitness on the virus (Figure 3 ).
One technical caveat is that the pp71 half-life we measured (8.1±1.1 hours) is based on the decay of the EYFP-pp71 fluorescence signal after infection of cells with EYFP-pp71 virus.
Since it is possible that fusion of EYFP to pp71 increases pp71 half-life (36), 8 hours serves as an upper limit for pp71 half-life. However, if the pp71 half-life is in fact shorter than 8 hours, the need for a mechanism (e.g. positive feedback) that compensates for pp71 decay is even more pronounced.
Interestingly, the mechanisms of action by which pp71 and IE1 antagonize silencing from the PML bodies are different: pp71 induces SUMOyilation and degradation of DAXX (26), while IE1 blocks PML SUMOylation, leading to dispersion of the PML bodies (43) .
Nonetheless, the data herein reveal a functional overlap between these different mechanisms of action: while IE1 positive feedback sustains expression from the MIEP during pp71 degradation, boosting pp71 levels in the virion can partially rescue MIEP expression and viral replicative fitness despite attenuated IE1 positive feedback ( Figure 4 ). These data suggest that IE1 activity should reach a certain threshold at early times of infection-in order to facilitate efficient viral replication-and that IE1 might be dispensable at late times of infection, as it can be partially complemented by high levels of pp71 at early times.
A limitation of the model we develop (Eqs. 1-2) is that it focuses exclusively on the early times after infection. At later times, different IE2 isoforms such as IE2 40 and IE2 60 are expressed. While these isoforms are not essential for viral replication they appear to have a contribution to viral fitness as their deletion affects the expression of other viral genes such as pp65 and the DNA replication factor UL84 (19, 44) . Hence, it is possible that some of the difference in viral fitness we detect in the absence of Shield-1 ( Figure 3A ) is due to a decrease in the abundance of these other IE2 isoforms.
Intriguingly, this feedback circuitry bears some resemblance to the latency control circuit From an evolutionary standpoint, it is interesting to speculate as to why pp71 didn't evolve to directly auto-regulate its own expression (i.e., without the need for the additional IE1 circuit 'node'). A possible answer is that pp71 expression appears to be cytotoxic as ectopic pp71 expression requires a late promoter (24, 48). So, one possibility is that early pp71 de-novo expression could result in cytoxicity for the cell and, hence, IE1 evolved as a complementary mechanism to sustain the initiation of lytic gene expression and circumvent such cytotoxicity.
Overall, this study illustrates how positive-feedback circuitry is essential to sustain a viral lytic expression program and the associated fitness of a herpesvirus. These findings suggest a potentially broad mechanism for sustaining gene expression triggered by a transient signal that might extend to other herpesviruses, such as HSV-1 and EBV, that use tegument proteins to overcome host immune defenses and initiate the viral lytic cycle (24, 49, 50) . As such, this mechanism may provide a new set of drug targets for development of herpesviruses antivirals.
MATERIALS AND METHODS
Cloning of recombinant virus
The recombinant IE1 Conditional Mutant Dual Reporter virus (IE1-CMDR) was constructed from the parent virus TB40/E IE2-EYFP (33) in two steps using a BAC recombineering method utilizing galK selection (51) . The galactokinase (galK) gene, driven by em7 prokaryotic promoter, was amplified from a pgalk plasmid (51), using pcr primers 1 and 2 (See Table S1 ), with homology arms flanking the 5′ end of exon 2 of IE1. The DNA fragment was transformed into SW105 bacterial cells carrying the TB40/e IE2-EYFP bacmid (33). Cells were grown on agar plates with galactose as the only carbon source, and single colonies were picked sequenced.
Next, an mCherry coding gene was PCR amplified from a plasmid (Clontech, 632522), using Table S1 ). The resulted IE1-CMDR bacmid was then nucleofected into ARPE-19 cells expanded in medium supplemented with 1 µM Shield-1 (Clontech) to produce the IE1-CMDR virus. The fusion of mCherry and IE1 was validated by Western coimmunoprecipitation ( Figure S3C ; see below for methods).
The EYFP-pp71 recombinant virus (36) was generously contributed by Thomas
Stamminger. The fusion of EYFP and pp71 was validated with Co-immunoprecipitation ( Figure   S1A ). 
Cell culture, viruses and media
Cell segmentation and image analysis
For analyzing the MIEP dynamics after infection, a maximal intensity projection was applied to all collected z planes of the same field of view to increase signal intensity. Single-cell tracking and segmentation were performed with custom-written code in MATLAB TM (MathWorks) as described (40). mCherry and EYFP intensities were calculated as the median fluorescence intensity of each segmented cell. Single trajectories were smoothed using a qubic spline (MATLAB) and synchronized in-silico to the first detection of fluorescence to account for variation in MIEP expression start time between cells. Cells that initiated expression more than 12 hours after virus was removed or that tracked for less than 10 hours were discarded from the analysis.
For quantification of pp71-EYFP degradation rate, the number of pp71-EYFP foci were counted at each time point using Imagej TM software by the following steps. A maximal zprojection was applied to all z-stacks planes of the same field of view to increase signal strength, then a uniform threshold was set for all images, and the number of EYFP dots was counted. Cells were stained with DAPI to quantify the number of cells for each field of view.
HCMV virion purification and western blot
The virus pellet was resuspended in a total volume of 500 µl of phosphate buffered saline (PBS, pH 7.4), and centrifuged at 10,000 rpm for 10 minutes at 4 o C to remove cell debris. Tween-20) and was scanned on Li-cor Odyssey TM system for detection of pp71 and pp150 protein.
Co-immunoprecipitation
Infected cells were lysed and subjected to immunoprecipitation using antibodies against mCherry (for IE1-mCherry) andEYFP (pp71-EYFP), where mock is immunoprecipitation of uninfected cells and negative control is immunoprecipitation of virus infected cell extract in the absence of EYFP or mCherry antibody. Briefly, 10^6 cells were lysed in RIPA buffer ( 
Flow cytometry and calculation of degradation rates
To quantify IE1 and IE2 degradation rates ARPE-19 cells were seeded in a six-well plate, grown overnight and then infected on ice with IE1-CMDR virus (MOI=0.1) in the presence of 1
µM Shield-1. After infection cells were cultured in fresh medium supplemented with 1 µM Shield-1 for 24 hours. After 24 hours, cells were washed twice with fresh medium and cultured in medium containing 50 µg/ml cyclohexamide (Sigma-Aldrich), to stop protein translation, either with 1 µM Shield-1 or without Shield-1. Cells were harvested at indicated time points and mCherry and EYFP signals measured on an LSRII flow cytometer. Infected cells were defined based on mCherry gating and mean fluorescence intensities of mCherry and EYFP were used to calculate degradation rates by fitting the data to an exponential decay curve ( Figure S4 ).
Calculations of autocorrelation function
High-frequency noise autocorrelation functions (HF-ACF) were calculated as described in (40) For a full derivation, we refer the reader to (40).
Mathematical modeling and simulations
The differential equations describing the dynamics of IE1 and pp71 in the main text were simulated using with MATLAB TM (MathWorks) using the ODE45 solver. ST I (Sustained-to-Transient index) was defined as the ratio between IE1 expression at 24 hours post-infection divided by the maximal IE1 expression and examined over a range of parameters. See Tables S2-S3 for parameters values.
The stochastic model of IE1 and pp71 described in Figure S6 and Table S4 was simulated in MATLAB TM by implementing a stochastic Gillespie algorithm (53) . For each parameter set, 500 trajectories were simulated over a virtual time-course of 15 hours.
ACKNOWLEDGMENTS
We thank Thomas Stamminger for the generous contribution of the EYFP-pp71 reporter virus, Cynthia Bolovan-Fritts for support and assistance, Victoria Saykally for technical assistance, and members of our group for fruitful discussions. L.S.W. acknowledges support from the Bowes Distinguished Professorship, the Alfred P. Sloan Research Fellowship, and the NIH Director's New Innovator Award (OD006677) and Pioneer Award (OD17181) programs.
22.
Ahn Figure 2K ) whereas the change in IE2-YFP intensity for individual IE2-YFP+ cells (i.e., not gated) can be >2 fold (consistent with change shown above in panel A of this figure). Figure S6 : Stochastic simulations of the course grained pp71-IE1 model A stochastic version of the course grained IE1-pp71 model was simulated using a Gillespie algorithm. The level of IE1 activity was varied over 2 orders of magnitude, decay rates of IE1 and pp71 were measured in Figures 1-2 . The fraction of stable trajectories out of a 500 simulations is presented for each ratio of IE1/pp71 activity. For model parameters see Table S4 . Table S3 : Simulation parameters for detailed model (see Figure S2 ). Table S4 : Simulation parameters for stochastic model (see Figure S6 ) 
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