This review covers the field of excited electronic-state chemical reactions in small clusters. The clusters emphasized are those comprised of an organic chromophore that is electronically excited to initiate the reaction and of various coreactant molecules ranging from water and ammonia to ethers, amines, aromatics, alkanes, alkenes, and diatomics. The reactions discussed include vibrational relaxation, vibrational predissociation, elec tron transfer, proton transfer, and radical additions. The reactions are analyzed based on laser-induced fluorescence excitation, dispersed emis sion, mass-resolved excitation spectroscopy, stimulated emission pumping, and picosecond time-resolved implementation of these spectroscopies.
INTRODUCTION
In the last 15 years, the study of chemical dynamics (among other areas) has been greatly advanced by three experimental developments: time resolved (nanosecond, picosecond, femtosecond) laser techniques, super sonic expansion sample preparation, and generation of homogeneous and heterogeneous clusters of neutral species. This review mainly focuses on the use of time-resolved optical methods applied to van der Waals clusters, generated in a supersonic expansion, to elucidate elementary processes in 197 0066-426X/95/1 1 01-0197$05.00 internal motion, solvation) and phenomena (e.g. chemical reactions, dynamics, redistribution of energy, coherence) addressed by modern physi cal chemistry research.
The study of dynamics and chemistry in van der Waals clusters has not only grown too large to be reviewed usefully in the space allotted fo r this chapter, but has become too far ranging to be critically reviewed by a single reviewer with a particular set of experiences, interests, and a limited area of expertise. Before we narrow the focus of this review and begin discussion of excited electronic-state van der Waals complex vibrational dynamics, electron transfer and proton transfer reactions, and radical reactions, a short historical introduction of this general area is perhaps useful. Although one is always on thin ice when claiming a particular group was first in a given area, the efforts of a fe w groups are worth mentioning because they seem to have had pivotal roles in the early stages of this fi eld. The time-resolved dynamical studies of Rettschnik and coworkers (40) (41) (42) (43) (44) on tetrazine-Ar clusters fi rst led us to suggest that IVR VP processes are serially related and that they obey statistical unimolecular reaction rate theory (45) Both of these studies have been reviewed many times and most recently in a review book (47) . An interesting and important variation on these themes comes from the work of Neumark and coworkers (50, 51) , which involves the photodetachment of an electron from a stable nonreactive anion to initiate a reaction.
One of the more important aspects of cluster studies is the identifi cation of the mass of the clusters accessed by photoexcitation and prepared in a nonequilibrium state from which relaxation or reaction can occur. As long as the excitation, reaction, dynamics, and/or photoionization processes do not cause cluster fragmentation, the identifi cation of a cluster is typically straightforward to within ± I amu. Iffragmentation takes place, the cluster mass information is typically lost, with a concomitant loss of important physical information. We begin this review by discussing three techniques that can be employed (with some success in many instances) to overcome those difficulties.
Following this latter discussion, we cover the cluster phenomena alluded to above: IVR-VP, electron transfer, proton transfer, and radical reactions.
MASS SELECTION AND DETECTION OF NEUTRAL CLUSTERS
Spectroscopy and photochemistry of ionic clusters are aided by the ready availability of mass resolution of both reactant and product species. A charged cluster can be put through a stage of mass filtering and/ or selection such that a beam of single-mass species can be generated and accessed. In such a regime, one then knows that cluster fragmentation from higher mass species does not confuse the experimental intensity or energy dis tribution of products. Thus, fo r example, the AX;; --t AXL 2 + X2 reaction can be singled out for study without interference from contributions to the AX;; and AX;; _2 mass channels fr om cluster ions of other masses. In general this is not so for neutrals, however, because a typical neutral beam consists of clusters of a number of different masses that can fragment upon excitation (e.g. AXn � A *Xn --t A *Xm + Xn-m) and/or ionization (e.g. A*Xn � AX;; -t AX';; +Xn_m).
Thus, mass selection for neutral beams is a valuable goal.
One rather impractical method of mass selection of neutrals is to ionize them, mass select them, and then neutralize them; one has no guarantee that the neutralization process will not cause fr agmentation. A more useful approach has been taken by Buck (52) . The technique involves forming clusters in a (pulsed) supersonic expansion that is subsequently crossed by another (pulsed) supersonic expansion consisting of pure expansion gas (He or other inert or rare gas). The atoms, molecules, and clusters in the two intersecting expansions collide and transfer momentum, and the clusters are scattered out of the first expansion beam at an angle pro portional to their mass or size. Thus, clusters of different mass are spatially separated in the apparatus. A movable mass detector is useful in this instance. This process of mass selection has two disadvantages: It can cause vibrational and rotational (internal and external) excitation in the cluster, and each mass-selected species will typically be of low concen-tration. Nevertheless, the method has fo und a considerable degree of application.
A second method of parent mass identification of clusters, even in the face of extensive neutral or ionic fragmentation, arises owing to the nature of a pulsed expansion and its dynamics (53) (54) (55) (56) . Two events occur in a pulsed nozzle supersonic expansion that allow mass determination to be made fo r the clusters. First, the time needed to fo rm clusters is longer fo r larger clusters than smaller ones. Second, some velocity slip occurs fo r species of different masses: He travels fa stest, the dopant monomers are the next fa stest species, the one-to-one clusters are the next fa stest, and so on. The arrival distribution time of species with different masses is maximum at different places (times) in the gas pulse with respect to the nozzle trigger pulse. Thus, spectroscopic fe atures appearing in a given mass channel (timed by the ionization pulse) will have different intensity profiles with regard to the nozzle triggering pulse. These peak differences can be -10 J1.s per 20 amu fo r clusters -100 -200 amu in a time-of-flight mass spectrometer. This arrival time difference allows one to identify the cluster mass parentage of different spectroscopic fe atures measured in a given mass channel. Cluster spectra observed by monitoring a particular mass channel will have timing (arrival time) distributions with respect to the nozzle timing pulse that are characteristic of their parent cluster flight time from the nozzle to the mass spectrometer ionization region. At higher cluster masses, however, these arrival time differences become smaller, and the intensity differences become more difficult to discern.
A very recent and elegant third method of mass identification of neutral species in a beam has been demonstrated by Toennies and coworkers (57) . This mass separation method relies on the wave nature of particles in a cold beam. An interference pattern is generated fo llowing transmission of the beam through a diffraction grating. The diffraction pattern thus created depends on the mass and velocity (). = h/mv) of the particles in the beam and on the diffraction law n}. = 2d sin B. For (H2)m (He)m the angles of diffraction are'" I mrad or less. At present, this approach does not appear to be applicable to larger or heavier systems, but one should note that it is quite new and depends heavily on state-of-the-art machining technology, which is presumably rapidly advancing.
CLUSTER DYNAMICS-INTRACLUSTER VIBRATIONAL ENERGY REDISTRIBUTION AND CLUSTER VIBRATIONAL PREDISSOCIATION
The separate and distinct processes of IVR and cluster VP are closely related to the more general phenomena of radiationless transitions (58-60) (e.g. internal conversion and intersystem crossing) and unimolecular reaction rate theory (6 1 -64) (e.g. RRKM theory). As such, two concepts in particular play central roles in the understanding of these cluster processes: density of vibrational states (especially low-energy molecular and inter molecular modes) and the nature of the coupling matrix elements between the initial (prepared) states and the final (relaxed) states. Systems are classified in these theories according to their density of states: small, intermediate, and large. In the small-system limit, the density of states is low (e.g. <0.1 per cm-I) and the matrix elements control the dynamics. This is the case for liHe)1 clusters (65) , for which IVR and VP are slow and occur simultaneously in a process described as
Neither Fermi's Golden Rule nor RRKM theory can be used to describe such behavior, which is best dealt with as a direct coupling between the bound and continuum states (66, 67) . In an intermediate density-of-states system (e.g. '" I to 10 per cm-I), one could observe nonexponential decay (beats) behavior, with some excitation energies showing the small-system limit and others not. This type of behavior could be observed at low vibrational excitation fo r polyatomic clusters such as SO(N2)1 or perhaps even I2(N2). To the best of our knowledge, no such experimental eluci dation of this behavior fo r clusters has been demonstrated to date. The large-system limit has a density of vibrational states greater than 10 to 100 per cm -I and exponential decays. RRKM or statistical theories apply here, and no beat phenomena are observed. This latter case is fo und fo r aniline (68) (69) (70) , indole (71, 72) , perylene (73, 74) , and tetrazines (40) (41) (42) (43) (44) clustered with rare gases, and diatomic and polyatomic molecules. When the density of internal cluster states is high, the coupling to them dominates the small coupling to the free-particle continuum states, and IVR precedes VP. One can readily demonstrate this by cluster vibronic excitation, which is energetically insufficient to break the cluster van der Waals bond but large enough to encounter a sufficient density of cluster states to facilitate IVR within the excited electronic state lifetime. All of the above systems are shown to behave in this manner. In particular, for rare gas solvents such as Ar, the van der Waals vibrational space is small efi ough (only three modes) such that the VP is very fa st ( < 10 ps), but the cluster decay, [C6HsNH2(Ar) I ]* --+ C6HsNH2 + Ar, is quite slow because of the IVR ( ,.., 5 ns) bottleneck (45) . In this reaction the aniline remains electronically excited but not vibrationally excited; the vibrational energy ( ,.., 500 to 800 em-I) goes into van der Waals bond breaking and translational (and perhaps rotational) energy of the products. This work has been reviewed recently (75) . It was initiated by the early time-resolved results of Retts-chink and colleagues (40) (41) (42) (43) (44) on tetrazine(Ar)J and the subsequent studies of Kelley, Bernstein, and coworkers (45, 68, 69) . A number of groups have now shown that for high density-of-states systems (e.g. atomic, diatomic, or polyatomic solvation of a polyatomic chromophore), IVR and VP are related in a serial fa shion (first IVR from the accessed chromophore modes to cluster van der Waals modes occurs, and then VP can occur), that both are statistical, and that Fermi's Golden Rule and RRKM theory of unimolecular reactions are the applicable first-order approaches fo r modeling these cluster vibrational dynamics (40) (41) (42) (43) (44) (68) (69) (70) (71) (72) (73) (74) .
These conclusions depend not so much on the details of the numerical results fo r the decay times, but on their qualitative trends and nature. First, IVR itself can be seen to be fa st or slow from the initial vibronic state accessed if the vibrational energy in the cluster is not sufficient to break the cluster van der Waals bond. If this decay time, 'lV R , is known at a given vibrational energy, it can be predicted with some confidence at other energies. Second, if 'VP is very fast ( < 10 pS), many intermediate states fo r the IVR process will dissociate and the bare molecule will be left in the vibronically excited states appropriate fo r energy conservation. This too is observed if the van der Waals space is small [e.g. aniline(Ar)d and if the appearance time fo r the bare molecule equals ' l V R' Third, if IVR is very fa st and VP is slow [e.g. aniline(CH4)d, only the lowest level of the cluster or bare molecule excited electronic state will be populated during the total IVR-VP process, and the disappearance time of the cluster and the appearance time of the bare molecule will be nearly equal to ' v p. The decay and rise times of these signals are related to !lVR or !vp in a more complex manner, as given by standard consecutive first-order rate processes (76) . All of this qualitative behavior is by now well documented fo r the systems studied in detail (75) .
These ideas still leave room for special modes and special couplings if the matrix elements that appear in Fermi's Golden Rule and statistical reaction rat� theories can vary fo r different states accessed by laser exci tation. One can evaluate the importance of various modes fo r the relax ation processes in and dissociation of clusters by changing the composition of the activ� or important vibrational space. A good example of this approach is fo und in the IVR-VP studies of 4-ethylaniline by Hineman et al (69) . In this instance, the ethyl tail on the aniline chromophore presents two important additional low-energy modes that can potentially add to the van der Waals space: a bending mode at '" 84(100) cm -l fo r S I (SO) and a 35(47) cm -1 torsional mode. Both of these modes, because they are low in energy, could effectively add to the overall density of states of the clusters, thereby enhancing the IVR decay rates and reducing the VP rates. These modes change the VP rates not only by adding to the density of states, but also by removing energy from the VP-active van der Waals modes.
Two situations can arise fr om clusters involving such species. First, 'IV R can be slow and 'VP can be fast [e.g. 4-ethylaniline(Ar),]. In this instance, the excited vibrational state of the chromophore decays into the high density of states of the cluster, but VP occurs as soon as the van der Waals modes have sufficient energy. The chromophore is then left with a distribution of 35 (47) and 84(100) cm-' mode intensity in its emission that resembles a Franck-Condon envelope of transition probabilities. This shows that 35 and 84 cm -, modes are populated, not specially, but as they contribute to the overall clusters density of states at a given vibronic energy of excitation. Second, ' IVR can be fa st and 'VP can be slow [e.g. 4-ethylaniline(N2 or CH),j. In this case, vibrational energy in the cluster has a chance to equilibrate, and the cluster develops a vibrational temperature (equilibrium) prior to the VP process. The emission from the bare chro mophore then displays a sequence progression in the 35(47) cm-' torsional mode (a group of 12 cm-' spaced bands about the og transition) that reflects a Boltzmann intensity distribution. Although the torsional mode appears to be special, it only arises because it is low in energy and in equilibrium with the other low-energy modes in the van der Waals vibrational space.
This IVR-VP behavior is completely statistical in both cases given above and allows one to make a final product state determination fo r the overall dynamics and reaction that occur in these chromophore-solvent clusters. The central determining fa ctor fo r the vibrational dynamics of these clus ters is the total (van der Waals plus chromophore) density of low energy modes.
PHOTOINDUCED ELECTRON TRANSFER REACTIONS
Electron transfer reactions have been studied in small clusters for several different systems and in several different physical situations. A good review of the early work in this area can be fo und in Reference 77. In this section we first discuss some of the general ideas behind electron transfer in van der Waals complexes and some specially designed donor and acceptor single-molecule systems. In particular we define excimer, exciplex, charge transfer complex, and oxidative and reductive electron transfer, and dis cuss limiting interactions, states, energies, and potential energy surfaces for the process of interest. Following these preliminaries we review a few different types of electron transfer or charge-transfer systems.
Some Definitions and Preliminaries
A van der Waals complex is a collection of two or more atoms or molecules held together by van der Waals or dispersion forces in both ground and excited electronic states. The typical van der Waals systems could be modeled by a Lennard-Jones, exponential-six, Morse or other potential fo rm that gives a good representation of dispersion interactions (75) . In a supersonic expansion such molecular clusters are readily formed and have binding energies between '" 500 and 1500 cm -1 (e.g. C6H6/CH4, NH3, H20). In solution or in the gas phase at 300 K, one would consider these clusters to be unbound.
An excimer is a van der Waals complex of identical atoms or molecules that has a much more strongly bound excited state than ground state. The increased excited-state interaction arises from a resonance exchange or exciton interaction in the excited state. This can be expressed as
in which MM represents a ground-state van der Waals complex (probably unbound at 300 K), and M* M and MM* represent localized excited state clusters. The linear combination of local excited states through the exchange or exciton interaction occurs over and above the usual ground or excited-state dispersion interactions. The additional excited-state inter action can be quite strong ( '" 1 0 4 cm -1 ) and can lead to a completely different physical system than a van der Waals cluster. An exciplex is a more complicated system: It consists of two or more unlike molecules. The ground state of this complex is still a van der Waals system, at least to first order. The excited state of this type of cluster is, however, different from that of an excimer. The exciton interaction fo r a complex of different molecules is greatly damped due to the absence of resonance exchange. The interaction that now dominates the excited state is electron transfer, which depends on the ionization potential (IP) of the donor (D) partner and the electron affinity (EA) of the acceptor (A). At the equilibrium geometry of the excited exciplex, the ground state of the cluster is dissociative.
The schematic representation of an exciplex system is given as
In a supersonic jet cluster environment, the DA ground-state cluster is bound by a comparatively weak van der Waals interaction, and the binding energy of the charge-transfer state D+ A -is quite large and proportional to the Coulomb interaction of the separated charges. The charge or elec tron transfer transition appears at an approximate energy of
A somewhat more quantitative discussion of these points can be found in the review by Haas & Anner (77) . The electronic potential energy surfaces for such an exciplex system can be represented schematically as shown in Figure 1 . Excitation from the ground electronic state of the cluster to the excited state typically occurs through the van der Waals excited state, owing to Franck-Condon and symmetry considerations. Population of the CT (or ET) state occurs as a relaxation or radiationless transition. The two excited-state potential surfaces can undergo a crossing or an avoided crossing depending on the details of the complex symmetry and on the crossing point. If a barrier develops at the avoided crossing, the kinetics of the radiationless process can be measured. In some instances the ET state can be directly accessed in the optical transition. The wave functions fo r all three electronic states illustrated in Figure 1 can be expressed as
Reaction Coordinate Figure 1 , the lowest ET state (potential energy surface) would fall below the energy of the ground-state van der Waals potential energy surface.
Within the context of the exciplex and electron transfer systems, two types of excited-state electron transfer reactions can be photoinduced. Consider fi rst the situation in which the electron acceptor is excited:
In this instance the donor contributes an electron to the acceptor from its highest occupied molecular orbital, that is, the donor fi lled orbitals are higher in energy than the acceptor filled orbitals. This electron transfer is referred to as reductive quenching of the photoexcited acceptor. Anthra cene and aniline systems fall into this category. The second type of exciplex electron transfer comes about by photoexcitation of the donor:
In this instance the donor excited electron experiences a reduced IP because the optical transition has added some 4 to 6 eV to the donor energy. This is typically referred to as oxidative quenching of the photoexcited donor. In either of these two instances, oxidative or reductive quenching, the cluster may emit from the excited ET state to the repulsive (see Figure 1) ground-state surface, and the equilibrium relationship between IP, EA, and the Coulomb interaction for the overall charge or electron transfer process must hold. For typical van der Waals clusters of aromatic molecules and nondonor and nonacceptor solvent molecules or partners, one observes sharp exci tation and emission spectra and Franck-Condon profiles and dynamics near the origin CSt +-So) transition much like those observed for the bare chromophore species. The typical exciplex-ET cluster or super molecule shows sharp absorption; very broad, very redshifted emission, often in conjunction with some sharp emission; a temporal relation between these emissions such that the sharp emission decays as the broad emission rises; and an apparent activation energy associated with the broad emission that only arises at og + I1E. The data often suggest that only certain conformers are active in the ET processes no matter what the activation energy or even if the ET state is directly accessed without apparent dynamics. The dynamical behavior accompanying time evolution of the local or van der Waals excited state to the electron transfer state can be associated with either a structural change through intermolecular cluster modes or the magnitude of an electron exchange matrix element for the electronic process.
Super molecules or bichromophoric molecules were studied by the Zewail group in the mid-1980s (94, 95) and, more recently, by Levy and colleagues (78-80) with both rigid and nonrigid spacer or bridge species. The acceptor anthracene is excited, and the donor moiety is a substituted aniline with a low IP. This system is classified as a reductive photo excited quencher. In all instances a local excited state is first reached and a barrier to ET is found; further vibronic excitation allows the fo rmation of the ET or CT state. Careful study of (CH2)n-spacer shows that conformers of n = 2, 4 molecules form exciplex and ET states, whereas conformers of n = I, 3 do not interact strongly enough to lower the ET state below the van der Waals locally excited state. The interaction for anthracene and N methyl-N-alkyl-p-methoxyaniline is so strong and the ET state is low enough in energy that the ground state of the bichromophoric system takes on some charge-transfer character. The system can then be classified as a charge-transfer complex.
An interesting twist on these systems arises for a positive donor (naph thalene) and a positive charge acceptor (benzene, indole, or biphenyl) (79) . Naphthalene is ionized, and the D2 +-Do transition of the ion is monitored for rigid spacer molecules. When the positive charge migrates to the acceptor, the D2 +-Do spectrum vanishes. The CT state risetime is less than 2 ns (the experimental time resolution) when it is thermodynamically accessible.
Lim and coworkers (81) (82) (83) (84) (85) have systematically studied clusters of sub stituted naphthalenes and anthtacenes with aliphatic amines and ethers, and aromatic ethers. They excited both the acceptor origins and various vibronic fe atures to fo llow the local to ET excited-state evolution. The two surfaces and their crossings determine the efficiency of exciplex forma tion. The ET appearance scales with the donor IP: Only low IP donors form an exciplex or ET low-lying excited state for the clusters.
Tramer and colleagues (86, 87) have studied anthracene and perylene (acceptor) and substituted benzene (donor) clusters. The properties of these complexes depend on the isolated energies and mixings of their D+ A-excited states, which should depend on the IP and EA correlation discussed previously. Depending on these parameters and interactions, either pure locally excited or ET-state behavior can be observed.
A first-order theoretical understanding of these phenomena was pre viously reviewed (77) and has been expanded upon more recently. Jortner et al (92, 93) have discussed the specific situation for solvent-free super or bichromophoric molecules. Their approach takes the existing theories of ET, based on solution kinetics, and relates them to intramolecular radiationless transitions involving low-frequency motions of the super molecule. The quasi-continuum of intramolecular vibrational states acts as the thermodynamic bath for the ET process. Solution ET is modeled to occur as the local excited-state and ET-state potential energy surfaces "cross"; however, the approach of Jortner et al models isolated super molecule ET as occurring fr om the region of the initially excited local potential energy surface. The model becomes similar to that for weak electronic-vibrational coupling within the context of radiationless tran sition theory (57) (58) (59) . In traditional electronic-state coupling (e.g. SO-Sb S\-Tn) the matrix elements involve vibronic perturbations (e.g. oV/oQ) and/or spin coupling terms; however, for ET-local van der Waals excited state coupling, the matrix elements involve electron exchange operators. Even in solution with a continuous bath of solvent states, these terms are still thought to dominate the ET processes. The details of this approach generate a rate constant based on Fermi's Golden Rule and a standard energy gap law. This general fr amework should also apply to clusters with the intermolecular van der Waals modes serving as the quasi-continuum for the heat bath and density of vibrational states.
Oxidative Electron Transfer D* A --+ D+ A-
In this type of electron transfe r, the donor is excited and the IP of the exdted donor and the EA of the acceptor fa cilitate the reaction indicated above. Examples of this type of reaction are formed for tertiary cage amines azabicyclooctanes (C7H13N-ABCO and C6H12N2-DABCO) and hexamethylenetetramine (C6H12N4-HMT) clustered with amines and ethers (96) (97) (98) , and for systems like benzenes clustered with tetra cyanoethylene (77) .
The discussion below fo cuses on the behavior of the polycyclic tertiary amine systems. These latter systems are quite interesting because their first excited electronic state is a 3s Rydberg state. This identifi cation is verified through cluster-shift and excited-state lifetime studies as a function of cluster structure. Because the Rydberg 3s excitation is somewhat localized, both lifetimes and shifts depend on the site on the amine (e.g. N atoms, ethylene bridges) to which an inert solvent is coordinated. The solvation effects are largest at the site that maintains the highest 3s electron density. In fact, the electron density of the Rydberg state can be probed and determined by the size of the excited-state shifts and lifetime changes as a function of cluster structure.
The typical value of a cluster shift for ABCO and DABCO with an inert solvent (e.g. rare gas, CH 4 , N2) is � +200 cm-I per solvent molecule. The lifetime of the 3s state drops from '" 2 IlS to less than I Ils upon cluster formation. The lifetime decrease is due to enhanced intersystem crossing through symmetry reduction and the external heavy-atom effect. The triplet state is identifi ed by its long lifetime and increased ionization energy.
Caged amine compounds clustered with ethers and amines (with empty Rydberg orbitals at comparable energies) show much different static and dynamic behavior. First, the cluster spectroscopic shifts are large and negative ( � -500 cm -I ). Second, spectra tend to be broad, complex, or have large Franck-Condon displacements. Third, the lifetimes become nonexponential and are characterized by a short time constant (",0.1 j1.s) signal plus a long time constant (> 100 J.ls) signal at roughly 20 to 30% of the initial signal intensity. Fourth, ionization of this long-lived state takes more energy than either the initially accessed singlet or triplet Rydberg state ionization energies. The new state is assigned as an electron-or charge-transfer state that is accessed fr om the singlet Rydberg state even at the origin transition. Clearly with these long times for electron transfer, the transition fr om the locally excited state to the ET state must have a considerable energy barrier, possibly associated with a structural rearrangement of the cluster. The situation fo r HMT is quite similar, but the decay times are'" 0.02 J.ls fo r the triplet and not measurable within the resolution of the experiment for the ET state. Because the HMT molecule has four nitrogen atoms and high symmetry, cluster perturbations have a large effect on the dynamics. The overall behavior though should be much like that depicted in Figure 1 .
PROTON TRANSFER
Proton-transfer reactions have been studied in cluster environments since the mid-1980s; the early efforts were carried out by Leutwyler and co workers (99) (100) (101) (102) , who did spectroscopic studies to show emission charac teristics of the anion in the naphthol-ammonia system. The general reac tion behaves in the following manner:
The two photons involved in this cycle (v and v') are absorption and emission processes, respectively, with the emission being far red of the absorption ('" 10 4 cm -I ) and broad. This early work was carried out without the aid of a mass spectrometer, and these authors suggested that the reaction occurs only fo r n ): 4. The reaction only takes place fo r two basic reasons: (a) The pka of naphthol changes by '" 10 units ( � 10 -+ �O) upon So to SI excitation (hv) (103); and (b) the basicity of ammonia clusters is quite large (104) and, one would predict, based on thermodynamics, that excited-state proton transfer would occur fo r n "'" 3 or more. These early studies also suggest that unlike what one would predict based on thermodynamics, no proton transfer occurs fo r naphthol(H20)n clusters, even fo r n approaching 100. More recent studies of naphthol water cluster (105, 106) suggest that proton transfer occurs fo r I-naph thol(H20)n at n close to 30 but not at all fo r 2-naphthol-water clusters. For these two cluster systems, proton transfer apparently depends on solvent relaxation, reorganization, and cluster temperature.
Two other contributions round out the early phases of cluster proton transfer studies: (a) Zewail and coworkers (107) measured a decay time fo r a naphthol(NH3)3 of � 60 ps, which they attributed to a proton transfer time; and (b) Kim et al (l08) fo und that one isomer of naphthol(NH3)3 has an ionization energy equal to that of the n = 4 cluster and that this value is 2000 cm-I below that fo r other n = 3, 2, I ammonia clusters. The conclusions here are that proton transfer occurs fo r naphthol(NH3)m n ): 3, and that fo r the n = 3 cluster, the transfer process is close to threshold and depends on the structural details of the cluster.
Kim et aI's (108) explanation of these structure and solvent fi ndings can be represented as fo llows. The interactions between naphthol and its solvent species (in this instance, NH3 and H20) can take two fo rms: hydrogen bonding to the OH napthol moiety and dispersion interaction with the naptholn-system. For NH3 the two interactions are comparable (probably 1200 vs 800 em-I, respectively), whereas for H20, they are quite different (probably 1800 vs 800 cm -1 , respectively). Moreover, the NHr NH 3 interaction is modest (�1000 em-I ), whereas the H20-H20 inter action is large (�2000 em -I ). These estimates generate naphthol-water clusters that look like a drop of water hydrogen bonded though the alcohol group to naphthol and a naphthol-ammonia cluster that has a much more distributed structure. In the latter case, both the proton and the anion can be solvated or stabilized, but in the former case, only the proton is solvated. Of course, these structural constraints can readily account for the different behavior of the two cluster systems, even when transfer is thermo dynamically allowed for a cluster of particular value of n. In solution these structural differences are not possible due to entropy considerations, and both liquid systems undergo proton transfer. In fact, high resolution rotational coherence spectra (109, 109a) of naphthol with various solvents, while not conclusive, tend to bear out these above qualitative ideas on cluster structure (PM Felker, private communication), as do potential energy calculations (108) .
The time-resolved studies of Hineman et al (110) on the naphthol ammonia system (ROH, NH3 and ROD, ND3) include systematic energy, isotope, and cluster-size dependence studies of the observed dynamics. This work demonstrates that the time-dependent signals observed from n = 3 and 4 clusters are due to proton transfer and that this transfer occurs through a barrier penetration or tunneling mechanism. Additionally, a second time constant (100 to 1000 ps) is observed that can be assigned to solvent relaxation about the new charge distribution in the cluster fol lowing the proton transfer event.
The proton transfer mechanism can be modeled by a very simple poten tial surface with nearly quantitative agreement between calculational and experimental trends. The model consists of the following factors: 1. There is a one-dimensional potential surface with a harmonic well for the O-H motion, an inverted parabola barrier in the O-H-··N reaction coordinate, and a continuum (free particle) constant potential at the 0-. .. H+N side of the barrier (see Figure 2) ; 2. The reaction is exothermic, so the product (0-... H+N) side of the well is lower in energy than the reactant (OH· .. N) side of the well (see Figure 2) ; and 3. IVR is very rapid, much fa ster than proton transfer, so energy placed in naphthol vibrational modes quickly finds its way into the van der Waals space, where it is statistically distributed according to the overall cluster density of states. Given these constraints, assumptions, and the above model potential, several quali tative comments can be made about this approach to proton transfer in clusters. First, the clusters observed are at very low internal temperature (Le. Ttrans'" 0.1 K, Trot'" 3 K, and T V ib '" 10 K), so reorganization should be very slow, even fo llowing proton transfer with the added I1H of reaction, which is probably greater than 10 3 em -1 at n = 3. In fact, fo llowing proton transfer, solvent reorganization is about a fa ctor of 5 to 10 slower than the proton transfer event. Second, because the reaction is exothermic, the product well has a much higher density of states than the reactant well (at comparable energy), and thus, recrossing the barrier to regenerate reactant species is not very likely. Thus, the continuum product well assumption is probably not a major problem for the model; however, the model is readily augmented to include a product well and density of the states.
The rate of proton transfer is calculated by assuming a value (110 em-I ) fo r the O"'N van der Waals mode, calculating its excitation level and using this motion to modulate the height and width of the barrier to proton transfer. In this way the tunneling rate constant (k oc lit) depends on the vibrational energy of the cluster and the H-D isotope. The rate constant for each vibrational level of the O···N motion is calculated, and the total rate is given as the sum of the individual rates. Cluster geometry, Franck-Condon factors, and thermodynamics determine the relative rates fo r clusters of different size. The details of the calculation can be fo und in the original reference (110). Agreement between model calculations and experiments for the observed trends (the parameters, such as barrier height and width, are fit to a single measurement) is excellent.
Recently Zewail and coworkers (111) have presented a femtosecond study of naphthol-ammonia clusters in nearly the same manner as described above. The results are quite comparable to those of the previous time-resolved study and show quite clearly that no � 100 fs -resolved dynamics occur in this proton transfer system. However, two aspects of the two time-resolved data sets (110, 111) appear different: (a) The H-D isotope effect on the proton transfer decay is much smaller in Reference 111 than that in Reference 110, and (b) the longtime solvent reorganization decays are much longer in Reference III than those in Reference 110. Although the decomposition of decays is not simple, these differences seem to be quite large (factors of 2 or 3) in many instances. Both studies do, however, agree as to the model and a semiquantitative understanding of the proton transfer process in naphthol-ammonia and -water clusters.
The other cluster system for which a number of proton transfer studies have been carried out is phenol-ammonia and -water system (112) (113) (114) (115) (116) . The main results for this system are quite comparable to those discussed above. That is, phenol(NH3)4 undergoes excited-state proton transfer, and phenol(NH3)3 probably does not, and the times are quite comparable to those fo und for the naphthol system. The small water clusters of phenol do not experience proton transfer as is to be expected based on the naph thol-water system. Again, two decays are characterized as a function of excitation and ionization energies: H-D isotope effects and excess vibrational energy in the cluster. Nonetheless, a detailed proton transfer mechanism with a concomitant model potential surface cannot be charac terized for this system because of extensive cluster ion fr agmentation to generate (NH3)xH+ clusters fo llowing ionization. Due to the Franck Condon factors for ionization and the exothermicity of the reaction, the dynamics observed in a specifi c mass channel cannot be assigned to a specific parent cluster. The fragmentation pathways are found to be a function of excess energy in the cluster ion. Proton-transfer dynamics are found for all mass channels, n = 1 through 7, at ammonia concentration between 5 and 10% in the expansion (116) . Because of these complications, the phenol-ammonia cluster system cannot be employed as a test of the model for proton transfer proposed in earlier work on the naphthol ammonia system. Nonetheless, the dynamics are shown to be related to proton transfer (H-D isotope affects) and tunneling; if the clusters could be ionized near threshold ( '" 1 0,000 em -L lower in energy than is possible at present), fragmentation could be avoided, and a detailed model for the dynamics could be generated and verifi ed. At present one can safely state that proton transfer does occur for phenol-ammonia systems and that the cluster ion fragments prior to detection owing to excess energy in the cluster ion.
REACTIVE INTERMEDIATE REACTIONS IN CLUSTERS-RADICALS, CARBENES, AND NITRENES
Gas-phase spectroscopic studies of reactive intermediates (e.g. radicals R·, carbenes RCR', and nitrenes RN:) are numerous: Compendia of such studies abound. Gas-phase studies of solvated radicals have also been reviewed by Heaven (117), Lester and coworkers (1 18), and Miller and coworkers (119) , although the frequency of these latter studies is dra matically reduced.
In the discussion for this section we consider systems that conform to our general theme and approach: Clusters of reactive intermediates are reviewed that have a high barrier to reaction on their ground state potential energy surface but not on their excited state surfaces. For such systems one has the possibility to access the reaction in or around the transition state region and fo llow the reaction from reactant-like to product-like species. Because the present experimental approach relies on optical exci tation, Franck-Condon factors control, to a large extent, the portion of the excited-state reactive potential energy surface accessed.
The results reviewed below are fo r the benzyl radical (BR) -ethylene system, which should be instructive as to the potential productivity of such studies. Spectra of reactive and reacting systems are typically quite broad, especially compared to comparable nonreactive systems. Moreover, the nature of the transition state (i.e. short-lived and not well-characterized) implies that sharp, recognizable, assignable spectroscopy fe atures fo r reacting system spectra will be the exception rather than the rule (50, 51) . Thus, theoretical calculations and modeling at the highest level tractable become a major component of the study of any reactive potential energy surface or transition state (50, 51) .
Radical reactions of the above nature have been investigated both theoretically and experimentally for the BR-ethylene complex and theor etically fo r the methyl radical-ethyleoe complex 00 both ground-and excited-state surfaces (120) . Experiments begin with cluster fonnation, cooling, and subsequent laser excitation to the reactive excited state sur face:
Reaction occurs for the first excited state but not the ground state, and the reaction appears to be adiabatic at least for the reaction coordinate displacement explored.
The results can be summarized as follows: 1. The binding energy for the BR(C2H6)1 complex in Do and D I is", 500 cm-I; for BR(C2H4) I the binding energy is greater than 15,000 cm-I (43 kcal mol-I) in the DI state but only �600 cm-I for the Do state; 2. the spectrum for BR(CzH6)1 is sharp, but for BR(C2H4)1 is very broad, with only a few discernible features; 3. BR(C2H4)1 ionization energy is � 1000 cm-I less than that for BR(C2H6)t, and the threshold is sharp fo r BR(C2H6)J but very broad for BR(C2H4)J; 4. the DJ lifetime is � 1 Jl.s for BR(CzH6)J but �0.5 Jl.s for the high-energy BR(CzH4)1 absorption; 5. deuteration has no effect on lifetime or nature of BR(C2H4)1 spectrum; and 6. further solvation with another C2H4 has no obvious affect on the spectrum. Data and overall spectral features suggest an excited-state reaction has occurred for BR + C2H4 within the complex (half-collision environment). Calculations discussed below are consistent with this expectation.
Theoretical studies of this excited-state reaction are first explored for a simpler system, CH3(C2H4)b in order to determine the appropriate level of calculation required to reproduce experimental results. The heat of reaction for this system in the ground state is known to be -25.5 kcal mol-I, with an activation energy of 6.4 kcal mol-1 (121) (122) (123) . In order to generate these results accurately, a calcUlation including a five-electron complete active self-consistent field (CASSCF) plus multireference con figuration interaction (MRCI) (singles plus doubles) with a Davidson correction for higher-order electron correlation, and a double zeta valence (DZV) basis set must be employed. Within this framework the ground state surface yields IlEreac l = -23 kcal mol-I and IlE acl = 7.0 kcal mol-I. These results are very informative for the reaction coordinate in the ground state because they show the level of theory required to obtain agreement between theory and experiments. Excited-state results achieved at the same calculational level show that the reaction is exothermic ( -30 kcal mol-I) and has no activation energy and that the minimum on the excited-state surface falls at the same reaction coordinate value as the maximum on the ground-state surface. This latter result implies that the two potential surfaces undergo an anticrossing: Calculations make this clear because root switching occurs near the crossing point. (See Figure 3 fo r a graphical representation of these results.) These results instruct that in order to accurately calculate a bimolecular radical reaction on its ground-and excited-state potential energy surfaces, one must include extensive electron correlation through configuration interaction, the full virtual space for the CASSCF, a multi reference (many Slater determinant configuration state fu nctions) description of the state prior to configuration interaction, and as large a basis set as is acceptable for the calculational time and expense. These results are so encouraging that they are the main impetus fo r studying the CHrC2H4 reaction experi mentally on its excited (both ethylene and methyl) state surfaces.
Based on this success, calculation fo r the BR(C2H4), complex can be explored; however, one cannot at present expect to treat a 9-or I3-electron CASSCF/MRCI (S + D)/DZV system in a reasonable time frame. One must thus rely on a two-stage calibration in order to validate and correct the final nine-electron CASSCF calculation performed fo r the BR-ethylene excited-state reaction. First, a projected second-order M011er-Plesset (MP2) perturbation ground state calculation is employed fo r both CHr C2H 4 and BR-C2H4 complexes. From these results good estimated values fo r the ground-state reaction heat and activation barrier are obtained. Second, in order to obtain values fo r the excited-state reaction, a nine electron CASSCF calculation is performed on both ground-and excited state surfaces. These ground-state values for I1H and activation energy are corrected according to the calibrated MP2 ground-state values. These same corrections are employed to obtain estimates at the best level achiev able (nine-electron CASSCF) fo r the excited-state reactions. These cal culation show the same basic results fo r the BR-C2H4 and CH3-C2H4 systems. The ground-state reaction for BR-C2H4 has a negative heat of reaction ( -21 kcal mol-I) and large activation energy ( '" II kcal mol-I).
The excited state has a small barrier «2 kcal mol-I ) and a -7 kcal mol-I heat of reaction. In this instance a level anticrossing fo r the Do and D I surfaces is not apparent. Because one expects this procedure to yield high values of I1H and the activation energy, the barrier on the excited-state surface is probably close to zero (see Figure 4 ). 
CONCLUSIONS, PROSPECTS, DIRECTIONS
If there is one lesson to learn from the cluster chemistry reviewed in this article, it is that the use of van der Waals clusters to study chemical reaction potential energy surfaces is both important and successful. Clusters are an excellent experimental and theoretical construct through which to model the collision environment from a known initial set of conditions: structure, energy, energy distribution, and potential energy surface. How useful such studies will be over the next fi ve to ten years will depend on the accessibility of the chosen systems to both theoretical and experimental approaches. Proton-transfer, electron transfer, and vibrational dynamics cases seem well explored and well understood. The study of reactive intermediate bimolecular reactions is just at its infancy, and one can anticipate signifi cant activity in this area in the next fe w years.
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