We will also refer to the matrix defined by (1.5) as the circulant cousin of the quasi-Toeplitz matrix, e.g., (1.6) is the circulant cousin of (1.4 
where, after some algebra, one finds 
Q2(E)=(1-E-1)3(I+6flE-_).

Although
and since
oneobtains a polynomial equation of order p + q for k:
The algorithm for the boundary condition independent spectrum is:
For each of the M values of ¢,:
(i) Solve equation (4.4) for the p + q roots k.
(ii) Check the corresponding _'s to determine if they satisfy (3.1) with (3.3), i.e., that _a and _b from (4.1) axe in fact s:p and tCp+l. This is done as follows. (ii) Apply the similarity transformation described in Section 7 and use a conventional eigenvalue algorithm to find the eigenvalues for large or.
(iii) Test all eigenvalues found in (ii) using Part (ii) of algorithm 4.2.
5.
Numerical application of algorithms. Plots of the spectra of Toeplitz matrices present some interesting and sometimes surprising geometrical shapes.
In this section we present some spectra which were obtained with the algorithms described in section 4. The matrix coefficients were selected more or less at random to give a flavor of the geometric patterns that may occur.
In each figure we show the spectra plotted in the complex plane.
Open circles represent numerically computed eigenvalues for the matrix order (J') specified in the figure legend. By rewriting (6.1), one obtains We denote the roots of this quadratic by K1, t¢2. The product of the roots is
We follow the algorithm for the boundary condition independent part of the spectrum from Section 4.1. Equation (4.4) for k reduces to (6.4) at k 2 -a_] = 0.
In step (i) we solve for the roots of (6.4), i.e.,
(6.5)
In step (iia) we find (6.6a,b) = +_la,. = la-,/all/l, l.
I, ,1= < Vla-,la,]
and the corresponding eigenvalue ,_ is obtained by substituting n,r into (6.1).
We give an example of a quasi-Toeplitz matrix where there is a boundary condition dependent eigenvalue. Consider the matrix (6.14) n = 0-2 2
Here (6.15)
The eigenvalue problem is (2.3) with p = q --1 and the boundary difference equation (2.11) is (6.16)
Substitution of (6.10) into (6.16) yields For the boundary condition independent spectrum, the three roots of the cubic (6.22) must satisfy (3.1) and (3.3) (6.23) I"11= 1"=1-<
The product of the roots of (6.22) is -a-1/a2 and therefore (6.24) l_,ll,<_ll,_l = la_,la21.
The polynomial (4.4) for k becomes
In (i) of algorithm 4.1 we solve (6.25) numerically for specified coefficients at. .4)).
In the analysis of the boundary condition dependentpart of the spectrum, the left and right boundary conditions are uncoupled and consequently we consider each boundary separately.
6.4.1. Left boundary dependent spectrum. The left boundary differenceequation is given by (6.31). We follow the algorithm for the boundary condition dependent part of the spectrum given in Section4.2. Recall that for this examplep = 1 and in the first step As a particular example we consider the special case for the matrix (1.4) where the coefficients at are given by (2.16) and the coefficients bly are given by
The algebraic equation (6.22) with t¢ = tel becomes 2 (6.36) 6A -
and the boundary difference equation (6.34) with coefficients (6.35) becomes (6.37) -(o_ + 3/2) + (3a + 2)_1 -(3o_ + 1/2)_ 2 + om_ = A.
If we eliminate A from (6.36) and (6.37), the polynomial for _;1 is (6.38)
Note that if we formulate the problem in terms of the extrapolation boundary conditions (2.9), then (6.38) follows by inserting (6.33) into (2.9a). Example 6.1. As our first example we let o_ = 0 and (6.38) becomes (6.39) (t¢1 -1) 3 = 0.
The repeated roots of (6.39) are Are there any values of a for which _ = 0 is a boundary condition dependent eigenvalue?
For.X = 0, the roots of (6.36) are Consequently, for this value of a the boundary condition (6.34) with (6.35) will introduce the boundary condition dependent eigenvalue )_ -0. If one carries out a GKS normal mode analysis for the semi-discrete approximation with (2.16) and the numerical boundary condition (6.34) with (6.35), one finds that the semi-discrete approximation is unstable for a < & where & is defined by (6.46).
As explicit formula for _ in terms of the parameter a is found by substituting (6.45) into (6.37):
If one chooses a particular value of a, the corresponding value of _ is a boundary condition dependent eigenvalue if and only if the corresponding g's satisfy inequality (6.32). 
For the matrix (6.52), the algebraic equation (2.6) is (6.54) A = h_2t¢ -2 + 5_1a -1 + 50 + &la.
There are two boundary conditions (6.53) and following the algorithm for the boundary condition dependent spectrum we seek a solution of the form (4.5), i.e., (6.55) Cj = _1/¢_ _-/_2/¢_.
From (6.53a,b) one obtains (6.56a)
.qt_/_2 K3) + c24 (/31 K14 -_/_2 K4 ) =/_(/31/_12 + f12 K2).
Since tq and x2 must each give the same A, we use (6.54) to obtain two additional equations (6.56c) A = a_2xT 2 + a_lxl -1 + ao + alxl
The system of (four) equations (6.56) has (five) unknowns _,,/32, gl, g2, ._. Since the equations (6.56a,b) are linear and homogeneous in fll and f12 and (6.56) are algebraic equations, they can be reduced to a single algebraic equation in a single variable (we choose x2), i.e., (6.57) For the transpose A T, defined by (7.1), one has (7.4) I_,1---1_21-1_31
where the check symbol indicates that the _'s in (6.23) and (7.4) axe not the same. In fact, the _;'s of (6.23) and (7.4) are reciprocals. Consequently, for A T one has For the matrix A we rescale the eigenvectors by
The scaling is effectively a normalization of the k's so their moduli axe approximately equal to unity.
The scaling similarity transformation is 2 0 Hence the x's are the J roots of unity given by (2.14) and the circulant spectrum is obtained by substituting (2.14) into (8.6):
qs qB (8.9) At _ brae ira°t= Z ameim°t"
m------pB m------pS
The partition of the spectrum for the asymptotic Toeplitz spectrum is the same (Section r_-------pA n---_--pB sin[( -n)@ = o.
The algorithm follows that of (i) and (ii) in Section 4. Note that (6.4) and the "transpose" of (6.25) are easily obtained as special cases of (8.13).
As examples of the spectra of the generalized eigenvalue problem we choose two examples.
The spectra for the Toeplitz and the associated circulant Toeplitz matrices are plotted in Fig. 8 
