Abstract. The theory of canonical extensions typically considers extensions of maps A ! B to maps A ! B . In the present paper, the theory of canonical extensions of maps A ! B to maps A ! B is developed, and is applied to obtain a new canonicity proof for those inequalities in the language of Distributive Modal Logic (DML) on which the algorithm ALBA [9] is successful.
Introduction
Canonicity. Canonicity is a fundamental notion in classical modal logic and other logics for which semantics based on relational structures are available, since it provides the main proofpath towards completeness results. Thanks to duality theory, canonicity can be investigated both in an algebraic and in a frame-theoretic setting. In each of these settings, suitable syntactic identifications on given classes of formulas or inequalities are sought for, which guarantee the following preservation condition to hold for each element ' in the class:
On the algebraic side of this account, S is an algebra and S is its canonical extension (cf. [22] ), and on its relational structure side, S is a frame with topological structure (e.g. a descriptive general frame as in [2] ), and S is its underlying frame. Two approaches to canonicity. The existing canonicity results have been obtained by means of one of the following two approaches, here respectively referred to as the canonicityvia-correspondence approach, and the Jónsson-style approach. The canonicity-via-correspondence approach is grounded in [24, 27] . In its present form it appears for the first time in [25] , and has also been pursued in e.g. [20, 9] . The strategy of this approach follows an argument best illustrated by the following U-shaped diagram:
, F ✏FO(').
In [9] , this division of labour breaks down, and the algorithmic correspondence results of [8] are generalized to a setting of perfect distributive lattices with operators by means of the algorithm ALBA. In [10] , a purely algebraic algorithmic correspondence result in a non-distributive setting is given, via a version of ALBA which is sound on non-distributive lattices. The results in [9] and [10] make clear that correspondence, and hence canonicityvia-correspondence, can also be developed on algebras. Moreover, together with [11] , they make clear that algebraic correspondence is grounded on the same order-theoretic principles which guarantee the algebraic canonicity Jónsson-style, which forms the basis of unified correspondence theory [6] . This approach has also been generalized to a wide array of logics: monotone modal logic [14] , modal mu-calculus [5, 4] , hybrid logic [12] , and regular modal logic [23] .
Open issues. However, it is striking that, even if the Jónsson-style and the canonicity-viacorrespondence approaches use the same order-theoretic principles and the same setting of perfect algebras, they still look radically di↵erent. So it is natural to try and clarify how they relate to one another. In [28] , an analysis was given of the Jónsson-style proof in [17] of the canonicity of Sahlqvist inequalities in distributive modal logic. This analysis was motivated by an attempt at extending the Jónsson-style method to the inductive/ALBA inequalities. As a result of this analysis, a close connection emerged between the key tool in the proof of [17] -which is referred to as "the n-trick" in [28] -and the Ackermann lemma, which, as mentioned above, is the key tool in the SQEMA-type algorithms. However, in [28] , the problem of giving a Jónsson-style proof of canonicity for inductive inequality remained open, and it was observed that the proof method used in [17] to prove the canonicity of Sahlqvist formulas in the language of distributive modal logic cannot be straightforwardly extended to inductive formulas in the same language as defined in [9] (see Section 3.5 below for more details on this issue). So these remarks made the situation even more mysterious: from the point of view of correspondence, both Sahlqvist and inductive formulas are designed to guarantee that the minimal valuation argument, as encoded by the Ackermann lemma, succeeds; moreover, the Ackermann lemma and the n-trick are essentially one and the same thing. So why should the intimate similarity between Sahlqvist and inductive formulas break down when it comes to Jónsson-style canonicity?
Contributions. The present paper addresses these open issues: firstly, it clarifies the relationship between the two approaches to canonicity, and, as an application of the new insights, it extends the Jónsson-style canonicity proof to the inductive and ALBA inequalities. Structure of the paper. In Section 2, the needed preliminaries are collected on canonical extensions and distributive modal logic. In Section 3, the Jónsson-style proof of canonicity of Sahlqvist DML-inequalities is reported on and discussed. In passing, we show that the proof in [17] can be simplified: specifically, the "brand new" Lemma 5.11 in [17] (cf. Lemma 3.12 below), is actually not needed. Section 4 contains the order-theoretic core of the canonicity result: the theory of canonical extensions of maps A ! B to maps A ! B is developed. In Section 5, the theory of generalized canonical extensions is applied to the terms of an expansion of the original language which originates in [9] motivated by the algorithmic correspondence theory. In Section 6, we prove that all DML-inequalities on which ALBA succeeds are canonical, using the Jónsson-style approach. In Section 7, we collect our findings about the relationship between the two strategies for achieving canonicity results.
Preliminaries
In the present section, we briefly review the preliminaries on DML and on canonical extensions. We refer the reader to [9] , [13] , [16] , [17] and [28] for a more detailed discussion. , and further studied in [9] and [28] . Given a set Prop of proposition variables, the formulas of the language L of distributive modal logic are defined as follows:
where p 2 Prop. The intended meaning of 3, 2, ⇤, is "it is possible that", "it is necessary that", "it is impossible that", "it is possibly not the case that", respectively. Since the resulting logic does not have the deduction detachment theorem, entailment cannot be captured by theoremhood, and hence it is encoded by sequents of the form ↵ ) , where ↵ and are formulas, and ) is a meta-level implication capturing entailment.
Definition 2.1 (Distributive modal logic).
A distributive modal logic (DML) is a set of L-sequents containing the following sequents:
and closed under the following inference rules:
where p, q, r 2 Prop and ↵, , are formulas.
The algebraic semantics of any distributive modal logic is given by a suitable class of bounded distributive lattice expansions. Since we are keeping little distinction between the syntax of the logic and its interpretation in algebras, formulas will be sometimes referred to as terms, and we will sometimes use the symbol L term instead of L. Likewise, since sequents are interpreted as inequalities in algebras, we will mostly use the notation ↵  for sequents, and we let L  be the set of L-sequents. In what follows, we will also work with quasi-inequalities (↵ 1  1 & . . . &↵ n  n ) ) ↵  , where & and ) denote the meta-level conjunction and implication, respectively. Let L quasi be the set of L-quasi-inequalities. We let DML denote the smallest distributive modal logic.
Distributive modal algebras.
As is well known, given an algebra A, a formula ↵(p 1 , . . . , p n ) 1 induces an n-ary term function ↵ A : A n ! A on A. For any assignment h : Prop ! A, the formula ↵ is then interpreted as the element [ 
[↵]]
A h = ↵ A (h(p 1 ), . . . , h(p n )) 2 A under h. Then, satisfaction with respect to assignments and validity of sequents ↵ ) in A (notation: (A, h) |= ↵ ) and A |= ↵ ) ) are respectively defined in terms of the inequality [ A h . Validity of quasi-inequalities is defined as usual as satisfaction for every assignment. Since the signature of DMAs consists of both order-preserving and order-reversing operations, it will be convenient to introduce the following notation (cf. [17, Definition 2.10]). For any BDL A, let A @ denote its dual lattice, and let A 1 = A. For any 1  n 2 N, an n-order type ✏ is an element of {1, @} n , and its i-th coordinate is denoted by ✏ i . We omit n when it is clear from the context. Let ✏ @ denote the dual order type of ✏, i.e. the order-type such that ✏ @ i = 1 (resp. @) if ✏ i = @ (resp. 1). For any n-order type ✏, we let A ✏ be the product algebra A ✏ 1 ⇥ . . . ⇥ A ✏n .

Satisfaction of quasi-inequalities (↵
1  1 & . . . &↵ n  n ) ) ↵  in L quasi , in symbols: (A, h) |= (↵ 1  1 & . . . &↵ n  n ) ) ↵  ,
Canonical extensions. Definition 2.3 (Canonical extension of BDLs). (cf. [17, Definition 2.12])
The canonical extension of a BDL A is a complete BDL A containing A as a sublattice, and such that:
(denseness) every element of A is both a join of meets and a meet of joins of elements from A; (compactness) for all S, T ✓ A with V S  W T in A , there exist some finite subsets
It is well known that the canonical extension of a BDL A is unique up to an isomorphism fixing A (for a proof, see e.g. [18, Theorem 1] ), and that the canonical extension of a BDL is a perfect BDL (cf. [17, Definition 2.14]):
Definition 2.4 (Perfect BDL). A perfect BDL A is a complete and completely distributive lattice which is both completely join generated by the set J 1 (A) of its completely joinirreducible elements and is completely meet generated by the set M 1 (A) of its completely meet-irreducible elements.
Theorem 2.5. If A is a BDL, then A is a perfect BDL.
An element x 2 A is closed (resp. open), if it is the meet (resp. join) of some subset of A. We let K(A ) and O(A ) respectively denote the sets of closed and open elements of A . The denseness condition in the definition of canonical extension straightforwardly implies that
The following properties can be readily checked to hold of the interaction between canonical extension, order duals, and products: Definition 2.7 ( -and ⇡-extension). For any f : A ! B and all u 2 A , we define
Notice that the order of the codomain is all that matters to the definitions above: indeed, if f : A ! B and g : A @ ! B are such that f (a) = g(a) for all a 2 A, then f = g and
For order-preserving maps, the definition of canonical extensions can be simplified as follows:
Continuity properties.
In the present subsection, we report on the definitions of some continuity properties relevant to the development of the paper. Throughout the present subsection, A 1 , . . . , A m and B denote arbitrary BDLs, and ⇧ n i=1 A i denote A 1 ⇥ . . . ⇥ A n . Definition 2.9 (Upper and lower continuity). For any map f : A ! B ,
(1) f is upper continuous (UC) i↵, for any u 2 A and any q 2 J 1 (B ), if q  f (u) then there exist some x 2 K(A ) and y 2 O(A ) such that x  u  y and q  f (v) for all v 2 A such that x  v  y; (2) f is lower continuous (LC) i↵, for any u 2 A and any n 2 M 1 (B ), if n f (u) then there exist some x 2 K(A ) and y 2 O(A ) such that x  u  y and n f (v) for all v 2 A such that x  v  y. 
The general definition of (UC) and (LC) will be only needed in Section 3.4 to discuss the "brand new lemma". Everywhere else, we will only make use of the following, simpler characterization which applies to order-preserving maps:
Proposition 2.11. For any order-preserving map f : A ! B , (8J9K) f is UC i↵, for any u 2 A and any q 2 J 1 (B ), if q  f (u) then there exists some x 2 K(A ) such that x  u and q  f (x); (8M 9O) f is LC i↵, for any u 2 A and any n 2 M 1 (B ), if n f (u) then there exists some y 2 O(A ) such that y u and n f (y).
Definition 2.12. For all order-preserving maps f : A ! B , and g : ⇧ m i=1 A i ! B , (Strong upper and lower continuity)(8K9K) f is strongly upper continuous (SUC) i↵, for any u 2 A and any q 2 K(B ), if q  f (u) then there exists some x 2 K(A ) such that x  u and q  f (x); (8O9O) f is strongly lower continuous (SLC) i↵, for any u 2 A and any n 2 O(B ), if n f (u) then there exists some y 2 O(A ) such that y u and n f (y). (Scott-and dual Scott-continuity) (8J9J) f is Scott continuous if for all u 2 A and all q 2 J 1 (B ), if q  f (u) then there exists some x 2 J 1 (A ) such that x  u and q  f (x); (8M 9M ) f is dually Scott continuous if for all u 2 A and all n 2 M 1 (B ), if n f (u) then there exists some y 2 M 1 (A ) such that y u and n f (y). (Weak Scott-and dual weak Scott-continuity) (8J9J m ) g is weakly Scott continuous if for any u 2 ⇧ m i=1 A i , and any q 2
such that y u and n g(y). Notice that these continuity properties are special cases of upper (resp. lower) continuity.
2.3.3.
Join-and meet-preservation properties. In the present subsection, we collect the definitions of the preservation properties for joins and meets which are relevant to our treatment. Throughout the present subsection, A 1 , . . . , A m and B denote arbitrary BDLs. Definition 2.13.
• additive if f preserves non-empty finite joins in each coordinate.
• multiplicative if f preserves non-empty finite meets in each coordinate.
• p-additive if f preserves non-empty finite joins in
• an operator if f is additive and normal.
• a dual operator if f is multiplicative and dually normal.
• join-preserving if f preserves arbitrary finite joins 3 in the product.
• meet-preserving if f preserves arbitrary finite meets 4 in the product.
• completely additive if f preserves non-empty arbitrary joins in each coordinate.
• completely multiplicative if f preserves non-empty arbitrary meets in each coordinate.
• completely p-additive if f preserves non-empty arbitrary joins in ⇧ n i=1 A i .
• completely p-multiplicative if f preserves non-empty arbitrary meets in ⇧ n i=1 A i .
• a complete operator if f preserves arbitrary joins in each coordinate.
• a complete dual operator if f preserves arbitrary meets in each coordinate.
• completely join-preserving if f preserves arbitrary joins in the product.
• completely meet-preserving if f preserves arbitrary meets in the product.
2.3.4.
Canonical extensions of DMAs. Since each unary operation in a DMA is either meetpreserving, join-preserving, join-reversing, or meet-reversing, each of them is smooth, that is: f = f ⇡ for each f 2 {2, 3, , ⇤} (cf. [16, Lemma 2.25] ). Therefore, the canonical extension of a DMA can be defined as follows: 
We will sometimes abuse notation and write (D A , 3, 2, ⇤, ) for A . Clearly, every ↵ 2 L term gives rise to its corresponding term function in any DMA, and hence also in the canonical extension A of any given DMA A. In addition to this, the term function ↵ A can also be extended to A via its -and ⇡-extension. The following terminology (cf. [17, Definition 5.2] ) helps in comparing these functions.
3(
Definition 2.17 (Stable, expanding and contracting extensions of maps). Let A, B be BDLs, let f : A ! B, and let g : A ! B be an extension of f . For 2 { , ⇡},
A term ↵ 2 L is -stable (resp. -expanding, -contracting) if so is its corresponding term function ↵ A for any DMA A.
Lemma 2.18 (cf. [17] , Lemma 5.5). Every uniform map f : A ✏ ! A is both -contracting and ⇡-expanding.
2.4.
The distributive modal languages L + and L ++ . The algebraic and algorithmic correspondence theory (cf. [9] ) makes crucial use of an expanded language L + , which is naturally interpreted on perfect DMAs. In the present section, we review the language L + , and introduce a further expansion L ++ of it, both of which will be used in the following sections. The expanded language L + includes the connectives corresponding to the adjoint and residuals of all the operations in the DMA signature, as well as a denumerably infinite set of sorted variables NOM called nominals, ranging over the completely join-prime elements of perfect DMAs, and a denumerably infinite set of sorted variables CO-NOM, called conominals, ranging over the completely meet-prime elements of perfect DMAs. The elements of NOM and CO-NOM will be respectively denoted by i, j, and m, n, possibly indexed. Let us introduce the language L + formally:
where p 2 Prop, i 2 NOM and m 2 CO-NOM. As is well known from general order theory (cf. [9, Section 2.5] for an expanded discussion), each operation of a perfect DMA has an adjoint or a residual, introduced in the table below. Each operation in the lower row is intended to be interpreted as the adjoint or residual of the interpretation of the corresponding operation in the upper row:
In particular, for every u, v, w 2 C,
and as for the remaining operations, for every u, v 2 C,
Summing up:
Complete operators^:
quasi respectively be the sets of sequents and quasi inequalities in the expanded language L + . A formula ↵ 2 L + is pure if no proposition variables occur in it. One technical tool which is key to our study is the language expansion L ++ of L + . The language L ++ is expressive enough so that truth-preserving and reflecting translations can be established (in fact, more than one) from quasi-inequalities in L + to inequalities in L ++ , and from inequalities in L + to terms in L ++ . The language L ++ is obtained by expanding L + with the binary connectives n and l, the intended interpretation of which, on any perfect DMA A, is respectively given by the binary operations n : A ⇥ A @ ! A and l : A @ ⇥ A ! A defined as follows: for all x, y 2 A,
An assignment in the setting of L + and L ++ is a map h : 
us consider the following L ++ -inequalities:
The following proposition can be easily verified:
Proposition 2.20. For every perfect DMA A, any assignment h : Prop ! A, and any (+ and ) to the nodes of the generation tree of s, as follows:
• The root node of +s (resp. s) is the root node of the generation tree of s, signed with + (resp. ).
• If a node is labelled with _,^, 2, 3, , or , the same sign is assigned to its child(ren) node(s).
• If a node is labelled with , ⇤, J, or I, the opposite sign is assigned to its child node.
• If a node is labelled with ! or l, the opposite sign is assigned to its left child node, and the same sign is assigned to its right child node.
• If a node is labelled with or n, the same sign is assigned to its left child node, and the opposite sign is assigned to its right child node. A node in a signed generation tree is positive (resp. negative) if it is signed + (resp. ).
We let +s (resp. s) denote the positive (resp. negative) signed generation tree of the term s 2 L ++ term . For ?, ⇤ 2 {+, }, the symbol ?s ⇤↵ (sometimes s ↵) indicates that ?s is a signed subtree (a subterm) of ⇤↵.
• an ✏-critical node in the signed generation tree ⇤s is a leaf node +p
In this case, we will say that this occurrence of p i in ⇤s agrees with ✏; • an ✏-critical branch in the tree is a branch terminating in an ✏-critical node;
• ⇤s agrees with ✏ (notation: ✏(⇤s)) if every occurrence of every proposition variable in ⇤s agrees with ✏. We also say that ⇤s is ✏-uniform; • ⇤s is uniform if ⇤s is ✏-uniform for some order-type ✏.
The following definitions are given for L only: • a good branch if it is the concatenation of two paths P 1 and P 2 , one of which may possibly be of length 0, such that P 1 is a path from the leaf consisting (apart from variable nodes) only of PIA-nodes, and P 2 consists (apart from variable nodes) only of Skeleton-nodes. 10
• an excellent branch if it is good, and moreover P 1 consists (apart from variable nodes) only of SRA-nodes. [17] and [9] , and rather follow [6] . As discussed in [6] , this way of defining Sahlqvist and inductive inequalities, given purely in terms of the order-theoretic properties of the algebraic interpretations of the logical connectives, is designed so as to remain essentially unchanged when applied to di↵erent signatures and di↵erent logics (the di↵erences between signatures being captured by the classifications of nodes appropriate to each setting). In Section 3.3, we will expand on how the order theoretic-properties of the 'Sahlqvist shape' guarantee the Jónsson-style proof of canonicity to go through. 
Jónsson-style canonicity for Sahlqvist inequalities
In the present section, we review the Jónsson-style proof of canonicity for Sahlqvist DMLinequalities, as given in [17] . In Section 3.4, we show how this proof can be simplified, and then in Section 3.5, we briefly discuss the di culties in generalizing this method to inductive inequalities, and propose some directions for a solution. 11 3.1. The canonicity theorem. In [17] , it is shown (modulo some corrections detailed in [23] ) that any Sahlqvist inequality is preserved under taking canonical extensions of DMAs:
Theorem 3.1 (cf. [17] , Theorem 5.1). For any DMA A and any Sahlqvist inequality ↵  ,
Proof. The proof can be schematically illustrated by the following chain: Lemma 5.5] ). This step is not the object of the refinement of the present paper. For a discussion about it, the reader is referred to the companion paper [23] in which this step is discussed, refined, and generalized.
5
In the following subsection, we give a closer look to the first step, and among other things, we discuss an alternative proof which does not make use of [17, Lemma 5.11] . These two steps will be expanded on in Sections 3.2 and 3.3 respectively. In Section 3.4 we will provide a refinement of the proof above, which does not rely on Lemma 3.12 (i.e. [17, Lemma 5.11]).
3.2.
Minimal collapse algorithm, n-trick, and Ackermann lemma. In the present subsection, we provide some details on how any ✏-Sahlqvist inequality ↵  is proved to be equivalent to some inequality ↵ 1  1 _ such that +↵ 1 is ✏ 0 -uniform and Sahlqvist, 1 is ✏ 0 -uniform and Sahlqvist, and is ✏ 0 -uniform for some order-type ✏ 0 extending ✏. Towards this end, the connective n, defined in subsection 2.5, will be used to "extract" maximally ✏ @ -uniform subterms from +↵ and , and to form .
Recall that, for any DMA A, the interpretation of the connective n is the map n A : A⇥A @ ! A defined as follows:
It is easy to check that n A : A ⇥ A ! A is join-preserving in the first coordinate and meet-reversing in the second coordinate. Let L n denote the language L expanded with n. The languages L n term , L n  and L n quasi can be defined similarly to what is done in Section 2.4, and stable, expanding and contracting L n -terms can be defined similarly to Definition 2. 17 . In what follows, for a given term ↵, a subterm s ↵, and a fresh variable z, we will abuse notation and let the symbol ↵(z/s) denote the term obtained by replacing the given occurrence of s in ↵ with the fresh variable z. The desired equivalent transformation from ↵  to ↵ 1  1 _ relies on the following lemma:
term , and z be a new variable not occurring in ↵ or .
(1) if +s +↵ and +s
The following lemma is obtained by exhaustive application of Lemma 3.2:
Lemma 3.3 (cf. Lemma 5.14 in [17] ). Let ↵  be an L-inequality, and let +s
be all the maximally ✏ @ -uniform subterms 6 of +↵ and . The following are equivalent:
1 is ✏ 0 -uniform and Sahlqvist, and is ✏ 0 -uniform, where ✏ 0 is the order-type extending ✏ to the new variables z,w,z 0 ,w 0 by assigning all variables inz,w to 1 and all variables inz 0 ,w 0 to @.
Before moving on, we expand on an observation, made in [28] , that Lemma 3.3 bears a close resemblance with the Ackermann lemma [1] . Indeed, it is easy to see that the following universal 7 versions of the Ackermann lemma are equivalent to Lemma 3.3.
Lemma 3.4 (Universal Ackermann lemmas)
. Let A be a DMA, ↵  be an inequality in L n  , and z be a new variable which does not occur in both ↵ and . Then:
The equivalence between e.g. items 1. of Lemma 3.3 and Lemma 3.4 relies on the equivalence between the following conditions, for any DMA A and any assignment h on A:
6 For any terms s, ↵ such that ?s ⇤↵, we say that ?s is a maximally ✏ @ -uniform subterm if ✏ @ (?s) and any other term s 0 such that s 0 6 = s and s s 0 ↵ is not ✏ @ -uniform. 7 The statement of Lemma 3.4 is referred to as "universal" because when applied to a logical setting, it is about the validity of term inequalities on algebras. In Section B, we will treat the existential version, which, when applied to a logical setting, is about the satisfaction of term inequalities.
Indeed, if z ⇥ s is true under h, then the two conditions are trivially true. If the z  s is true, then both conditions hold i↵ ↵(z/s)  (z/s) is true under h.
3.3.
Contracting and expanding terms. In the present subsection, we outline the analysis of the second step in the Jónsson-style canonicity. Our account is based on [23, Sections 4.2 and 5]. The core of Jónsson's method as applied in [17] is the proof that if ↵ 1  1 is uniform Sahlqvist, then ↵ 1 is -expanding and 1 is ⇡-contracting. We only consider the case of ↵ 1 in the present subsection, the case of 1 being order-dual. Recall that the -extension of a monotone map is its greatest UC extension (cf. Fact 2.10). Hence, in order to show that a term t is -expanding, i.e. that t A  (t A ) , it su ces to show that t A is UC. The term function t A is the composition of the -extensions of the interpretations of the logical connectives occurring in t. Let us start by considering the composition of two monotone maps f : A ! B and g : B ! C, in search for conditions which guarantee the composition g f to be UC. Recall that upper continuity, Scott-continuity, and strong upper-continuity are similar conditions, and specifically, their quantification patterns are of the following forms, respectively:
This quantification pattern suggests that there are two immediately available su cient conditions on f and g which guarantee g f to be UC:
• either g is Scott continuous (8J9J) and f is UC (8J9K);
• or g is UC (8J9K) and f is SUC (8K9K).
Since -extensions of monotone functions are always UC, only half of each condition needs to be guaranteed: namely, in the first case g needs to be Scott continuous, and in the second case f needs to be SUC. In fact, this strategy can be generalized by replacing Scott continuity with the following weaker notion of weak m-Scott continuity (see Definition 3.5 below). In what follows, we will find it useful to let the symbols J 1 ? (A ) and M 1 > (A ) abbreviate the sets J 1 (A )[{?} and M 1 (A ) [ {>} respectively, for any DLE A. For the sake of readability, ⇧ will abbreviate ⇧ m i=1 . Definition 3.5 (Definition 5.1, [23] ). For any monotone map f :
Note that both weak m-Scott continuity and dual weak m-Scott continuity are special cases of upper continuity (cf. Definition 2.9). These properties are used later in the proof of Theorem 4.12.
Corollaries 3.8 and 3.10 below implement this strategy. Indeed, the map g being additive is a su cient condition for the first case to apply (Corollary 3.8), and f being p-multiplicative is a su cient condition for the second case to apply (Corollary 3.10). Based on these two corollaries, [17, Lemma 5.10] , with its proof emended as indicated in [23, Remark 5.4] , shows that if ↵ 1  1 is uniform Sahlqvist, then ↵ 1 is -expanding and 1 is ⇡-contracting.
14 Hence, the syntactic shape of uniform Sahlqvist inequalities is conceptually motivated in terms of the order-theoretic behaviour of the interpretation of the logical connectives, and of the properties of their resulting composition. The following lemma holds for Sahlqvist terms, as discussed in [23] . Its proof is by induction on the shape of the terms, using the corollaries above.
Lemma 3.11. Every ✏-uniform positive (resp. negative) Sahlqvist term is -expanding (resp. ⇡-contracting).
3.4.
A proof refinement. In the present subsection, we give an alternative proof of Theorem 3.1, in which the following lemma is not needed:
Lemma 3.12 (cf. Lemma 5.11 in [17] ). For all maps f, g : A ! B between BDLs such that f is order-preserving and g is order-reversing,
Alternative proof of Theorem 3.1.
In the remainder of the present subsection, we prove the lemmas needed in the schematic proof above.
Proof. We need to show that for any assignment h,
is -expanding, we will use the following: Lemma 3.14 (cf. Lemma 5.15 in [17] ). (n A ) = n A , i.e. n is -stable.
Lemma 3.15. If +↵ 1 is ✏-uniform and Sahlqvist and 1 is ✏ @ -uniform and Sahlqvist, then
Also by the assumption and Lemma
Hence, the following chain holds, which proves that n(↵ 1 , 1 ) is -expanding, as required.
Having dispensed with Lemma 3.12 shows more clearly that the key to the Jónsson-style proof of the canonicity of any given inequality ↵  is being able to equivalently rewrite it so as to separate its -contracting part from its -expanding part.
It is a specific feature of the signature L n that all L n -terms which are ✏-uniform for some ✏ are -contracting. Hence, in a sense, this signature is not the right setting to a deeper understanding of the property of being -contracting. In Sections 3.6 and 4.2, we will show that -contracting terms are exactly the closed Esakia ones (cf. Definitions 3.19 and 4.5). As to the property of being -expanding, we saw that, after the -contracting part has been extracted from a Sahlqvist inequality, what is left is an inequality consisting of ✏ 0 -uniform Sahlqvist terms, the compositional structure of which guarantees them to be -expanding, as discussed in Section 3.3. Thus, in a sense, the extraction operation improves the compositional structure of (the ✏-uniform part of) Sahlqvist terms, which can be syntactically characterized as uniform Sahlqvist. As we will see in the next subsection, the extraction procedure of Lemmas 3.2 and 3.3 demotes (the ✏-uniform part of) inductive terms to terms the compositional structure of which cannot be argued to be -expanding in the same way in which the canonicity of Sahlqvist inequalities is proven.
3.5. Why the n-trick alone fails on inductive inequalities, and ideas for a solution.
In the present section, we discuss why the attempt in [28] to prove the canonicity of inductive inequalities using the n-trick alone fails. For simplicity of discussion, we use the original proof strategy in [17] .
Similarly to the case of Sahlqvist inequalities, we apply the same minimal collapse algorithm to transform a given ✏-inductive inequality ↵  into an inequality ↵ 1  1 _ , where ↵ 1 , are ✏ 0 -uniform and 1 is ✏ 0@ -uniform for a suitable order-type ✏ 0 extending ✏. However, as observed in [28] , the terms ↵ 1 and 1 obtained after executing the minimal collapse algorithm might not be even inductive: 16
) and x  ⌦ y. After the minimal collapse algorithm, the resulting formula is ↵ 1 = 2(z _ y), and the prescribed order-type ✏ 0 extending ✏ is ✏ 0 = (1, 1, 1). However, +↵ 1 is not (⌦ 0 , ✏ 0 )-inductive for any ⌦ 0 .
As discussed in the subsection above, even if +↵ 1 is not inductive, we still hope to show that it is -expanding. However, with our existing tools, we cannot show that this is the case. Indeed, as discussed in the previous section, Jónsson's strategy provides two possibilities to prove that the inequality g f  (gf ) holds, namely either applying Corollary 3.8 or Corollary 3.10. In order to apply the first possibility, we need to require f to satisfy UC (8J9K) and g to satisfy weak m-Scott continuity (8J9J m ? ). In order to apply the second possibility, we need to require f to satisfy SUC (8K9K) and g to satisfy UC (8J9K). For any order-preserving maps f and g, the first case holds when g is additive (cf. Lemma 3.7), and the second case holds when f is p-multiplicative (cf. Lemma 3.9). For ↵ = 2(z _ y), we cannot employ the first possibility, since in general 2 is not additive. We cannot employ the second possibility either, since _ is not in general SUC, as shown in the example below (which is very similar to [16, Example 2.26]).
Example 3.18. Let _ : A ⇥ A ! A where A is the canonical extension of some DMA A such that the underlying lattice of A is an infinite Boolean algebra, and
Therefore, the tools of the n-trick and minimal collapse algorithm are not enough to equivalently transform inductive terms into a combination of contracting and expanding terms suitable to implement Jónsson's strategy. Notice that the operations interpreting the L n -connectives in any perfect DMA are either completely join-or meet-preserving or reversing in each coordinate, or they are completely join-or meet-preserving or reversing in the product where they are defined as binary operations. It is well known (cf. [13] ) that in the context of complete lattices in which we are, these properties can be equivalently stated in terms of the existence of the appropriate adjoint and residuals of each connective. Hence, the language expansion L + , which we have already seen in Section 2.4, will hopefully provide us with a better array of tools with which more syntactic manipulations will be possible, aimed at reaching a shape in which one of the two possibilities mentioned above, namely Corollary 3.8 and Corollary 3.10, can be applied. Our basic idea consists in applying the syntactic machinery already employed in the proof of canonicity-via-correspondence to the implementation of Jónsson's strategy to inductive inequalities. This is in line with the spirit of the n-trick: indeed, the n-trick consists in expanding the language with a new term which makes it possible to express at the level of terms more things that could be expressed before. In Section 4, we will develop the order-theoretic theory which makes it possible to pursue our basic idea. Before moving on to it, in the following subsection, we show that -contracting maps are exactly those which are closed Esakia (cf. Definition 3.19).
3.6. Characterization of -contracting maps.
Definition 3.19. Let f A : A ! B be a monotone function and f A : A ! B be its extension.
(
Proof. We prove 1, statement 2 being an order-variant of 1.
. By the monotonicity of f A and the fact that f A and f A coincide on A, it su ces to show that for all
, which follows easily from f A being closed Esakia.
The converse inequality follows from the monotonicity of f A . Let us prove that f A is closed Esakia, i.e., for any non-empty downward-directed collection
By the preliminary fact shown above, we have that f A (x) = V {f A (a) : a 2 A and x  a}. Hence, it is enough to show that
: a 2 A and x  a}, i.e., we need to show that for each a 2 A, if
The proposition above gives a characterization of the order-theoretic property of beingcontracting (resp. ⇡-expanding) in terms of the topological property of being closed (resp. open) Esakia. From the proof of this proposition, one can see that the assumption that f A maps elements in A to elements in B plays no role. Therefore the proposition above can be straightforwardly extended to maps f A : A ! B , which is the setting treated in the next section.
Generalized canonical extensions of maps
The main technical di culty we face when trying to employ the expanded language manipulated by ALBA for the Jónsson strategy is that DMAs are not in general closed under the additional operations (i.e. under the adjoints and residuals of the operations interpreting the connectives of the original signature). This is the reason why a generalization of the standard theory of canonical extensions of maps is needed, accounting for maps f A : A ! B such that the value of f A is not restricted to clopen elements in B. Providing this treatment is the aim of the present section. 18
Specifically, building on [16, Section 2.3], we consider primitive maps f A : A ! B , then consider their restrictions f A : A ! B to A, and then define the generalized -extensions (f A ) : A ! B (for 2 { , ⇡}) of these restrictions. Comparing these generalized extensions to the original maps f A gives rise to associated definitions of -contracting or expanding maps. This theory can be applied to the adjoints and residuals of the operations interpreting the connectives of the original DML signature. The intuition behind these generalized extensions of maps is based e.g. on the similarity with the way in which the value of a continuous real variable function on an irrational real number can be taken as a limit of its values on rational numbers. In [16] , canonical extensions are fully discussed only for functions f A : A ! B, and not for functions f A : A ! B . In the present section we fill this gap.
Generalized canonical extensions of maps and their basic properties.
In what follows, we use superscripts to indicate the domain of the function. For instance, the symbol f A indicates the restriction of f A to A or to A ✏ , depending on the context. Abusing notation, we extend this convention also to operation symbols. For instance, instead of denoting an operation on A, the symbol A denotes a map from A to A , which is the restriction of the map A : A ! A to A. Throughout the present section, A, B, C denote BDLs.
Definition 4.1 (Generalized canonical extensions of maps). For any order-preserving map f A : A ! B and any u 2 A , we let: 
Proof. Items 1-4 follow straightforwardly from the definition. The proof of item 5 is very similar to the proof of Theorem 3.1 in [15] , and is omitted. ⇤
The next proposition extends to the generalized setting a fundamental property of canonical extensions, and will play a crucial role in Section 4.3. Proof. We only prove item 1, the proof of item 2 being order dual. The upper continuity of (f A ) easily follows from the definition of generalized -extension. To show that (f A ) is the largest such map, let g A : A ! B be an order-preserving map extending f A satisfying UC,and let us show that g A  (f A ) . Suppose for contradiction that there exists some u 2 A such that g A (u) ⇥ (f A ) (u). Then there exists some i 2 J 1 (B ) such that i  g A (u) and i ⇥ (f A ) (u). Since g A is UC, the first inequality implies that there exists some x 2 K(A ) such that x  u and i  g A (x). Then by the monotonicity of g A and the fact that both (f A ) and g A extend f A , the following chain of (in)equalities holds for all a 2 A such that
Below, we generalize the definition of stable, expanding, and contracting maps to this new setting:
Definition 4.4 (Generalized stable, expanding and contracting maps). For any order-preserving map f A : A ! B , and for 2 { , ⇡},
4.2.
Generalized -contracting and ⇡-expanding maps, and Esakia conditions. As mentioned at the end of Section 3.6, Proposition 3.20 can be generalized to the present setting. In the present subsection, we characterize -contracting and ⇡-expanding maps in terms of the generalized Esakia conditions (cf. Theorem 4.7) and also in terms of the intersection conditions (cf. Lemma 4.9). Proof. We only prove that (f A ) and (f A ) ⇡ are open Esakia, the proof of the remaining part being order-dual. As to (f A ) ⇡ , for any non-empty upward-directed collection O = {o
Definition 4.5 (Generalized Esakia conditions). For any order-preserving map f
A 3 a  o for some o 2 O}, therefore it su ces to show that for all
This equivalence is easy to check using the non-emptiness, compactness and upward-directedness of O.
As to (f A ) , for any non-empty upward-directed collection O ✓ O(A ), the following chain of identities holds, which proves that (f A ) is open Esakia, as required. (1) f A is -contracting i↵ f A is closed Esakia;
Proof. Straightforward generalization the proof of Proposition 3.20. ⇤
In fact, for n-ary order-preserving maps, we can also show that the Esakia conditions of Definition 4.5 are equivalent to the following much more manageable intersection conditions, which will be used in the discussion about the comparison between the two approaches to canonicity.
In what follows, we will represent a given map f A : (A ) ✏ ! B by grouping together the monotone and the antitone coordinates. Hence, we will write f A as f A (ũ,ṽ) : (A ) ✏ ! B , and assume that the function f A (ũ,ṽ) is monotone in itsũ coordinates and antitone in itsṽ coordinates. Moreover, we use the variable w to select a given coordinate inũ orṽ, and, abusing notation, we write the function f A (ũ,ṽ) as f A (ũ,ṽ, w). Also, symbols such asc 2 K(A ) indicate that every element in the arrayc belongs to K(A ).
Definition 4.8 (Intersection conditions).
For any order-preserving map f A (ũ,ṽ) :
(1) the map f A satisfies the closed intersection condition if the following holds for any coordinate w, for allc 2
• if the order type of f in the coordinate w is 1, then 
Clearly, the intersection conditions above are the coordinatewise versions of the Esakia conditions. In the following lemma, we show that the Esakia conditions and their coordinatewise counterparts are equivalent. We remind our notational convention that the function f A (ũ,ṽ) is monotone in itsũ coordinates and antitone in itsṽ coordinates. To avoid notational overload, we only discuss the special case in which bothũ andṽ are of length 2, the general case being not conceptually di↵erent, but much more complicated notationally. Let us denote
We are going to show that, for any non-empty upward-directed collection
and thus, by the ✏-monotonicity of f
A , we get f A (o i 1 , o 0 i 2 , c i 3 , c 0 i 4 )  f A (o i , o 0 i , c i , c 0 i ). ⇤
Su cient conditions for generalized -expanding or ⇡-contracting maps.
In the present subsection, we give conditions guaranteeing maps to be -expanding or ⇡-contracting. In what follows, we only discuss the property of being -expanding, since the treatment for ⇡-contracting maps can be obtained by order-duality.
4.3.1.
Upper and lower continuity. In Section 4.1, we proved that the generalized -extension (resp. ⇡-extension) is the greatest (resp. least) upper (resp. lower) continuous extension of a given map (cf. Proposition 4.3). The following is an immediate consequence of this fact.
Corollary 4.10. For any order-preserving map g
A : A ! B , (1) if g A is UC, then g A  (g A ) , i.e. g is -expanding. (2) if g A is LC, then g A (g A ) ⇡ , i.e. g is ⇡-contracting.
Weak m-Scott and dual weak m-Scott continuity.
In the present subsection we study the order-theoretic properties of generalized extensions of additive maps (cf. Definition 2.13), i.e., order-preserving maps f A : A 1 ⇥ . . . ⇥ A m ! B which preserve finite non-empty joins in each coordinate. Recall that completely additive maps are order-preserving maps f A : A 1 ⇥ . . . ⇥ A m ! B which preserve arbitrary non-empty joins in each coordinate. Multiplicative and completely multiplicative maps are defined order-dually. 
Lemma 4.11. For any order-preserving map f
Cf. the proof of Corollary 5.3 in [23] . and such that f A (a) 2 K(B ) for all a 2 A. Then f A is SLC, and hence is also ⇡-contracting.
Proof. We only prove item 1, since item 2 can be obtained order-dually. Let u 2 A and q 2 K(B ), let us assume that q  f A (u), and let us show that q  f A (k) for some k 2 K(A ) such that k  u. Recall that by denseness, u = V { W {a : y a 2 A} : u  y 2 O(A )}, and the latter set is non-empty, given that > belongs to it.
The last equivalence above holds since the set {a y : u  y 2 O(A )} is non-empty, given that > belongs to the set of its indices. Let k := V {a 
2) if f A is completely p-additive, closed Esakia, and moreover f A (a) 2 K(B ) for all a 2 A, and g B is closed Esakia, then
Proof. We only prove item 1, since item 2 can be obtained order-dually. By Proposition 4.3, ((g f ) A ) is the largest order-preserving UC extension of (g f ) A to A . Hence, to prove the statement, it is enough to show that (g B ) f A is UC and that (o = W {a : a 2 A and a  o})
⇤
In the next section, we are going to apply the theory developed so far to the additional operations of the expanded language L ++ .
Generalized canonical extensions of L ++ -terms
In the present section, we adapt the definition of generalized canonical extensions to term functions of the expanded language L ++ , and show that L ++ -terms of certain syntactic shapes are contracting or expanding, which will be used in the canonicity proof for ALBA DML-inequalities in Section 6. 5.1. Generalized canonical extensions for term functions in L ++ . The language L ++ involves not only new logical symbols, but also new variables, namely nominals and co-nominals (see Section 2.4) ranging in their special subdomains. Therefore we need to adapt the definitions of term functions, canonical extensions and contracting and expanding terms to this setting. For convenience of work, below we introduce two di↵erent symbolic conventions for terms functions: one in which nominals and co-nominals are already assigned as constants, the second one in which they are taken as arguments. 24
Definition 5.1 (Term functions in L ++ ). Let t(p,j,m) be an L ++ -term such that the proposition variables, nominals and co-nominals actually occurring in t belong top,j,m, respectively. Let A be a DMA. For all arraysx,ỹ of suitable lengths such that x 2 J 1 (A ) for each coordinate x inx, and y 2 M 1 (A ) for each coordinate y inỹ, the symbol t A x,ỹ denotes the term function with the following domain and codomain:
(A ) n ! A such that the variables inj,m are orderly interpreted as elements inx,ỹ, respectively. In what follows, we abuse notation and write e.g.x 2 J 1 (A ), meaning that each coordinate ofx is an element of J 1 (A ). As usual, t A denotes the term function with the following domain and codomain:
Finally, the symbols t Ã x,ỹ and t A respectively denote the restrictions of the term functions t A x,ỹ and t A to A n . In other words, t
The theory developed in Section 4 can be now applied to L ++ -term functions where nominals and co-nominals have been fixed. The following definition is the application of Definition 4.1 to t Ã x,ỹ . Definition 5.2 (Generalized canonical extensions for term functions in L ++ ). Let t(p,q,j,m) be a uniform L ++ -term such that all the nominals and co-nominals actually occurring in t are inj,m, and letp,q stand for the arrays of monotone and antitone coordinates, respectively. For any DMA A and allũ,ṽ 2 A ,x 2 J 1 (A ),ỹ 2 M 1 (A ), let
be respectively defined by the assignments (ũ,ṽ) 7 ! (t A ) (ũ,ṽ,x,ỹ), and (ũ,ṽ) 7 ! (t A ) ⇡ (ũ,ṽ,x,ỹ), where:
Next, we define contracting and expanding L ++ -terms corresponding to the definitions above:
Definition 5.3 (Generalized contracting and expanding L ++ -terms). For any uniform L ++ -term t(p,j,m) (cf. Definition 2.22) such that all nominals and co-nominals occurring in t are inj,m, and for 2 { , ⇡},
• t is -stable if t A = (t A ) for all DMAs A.
• t is -expanding if t A  (t A ) for all DMAs A.
• t is -contracting if t A (t A ) for all DMAs A.
Clearly, t is -stable (resp. -expanding, -contracting) i↵
The additional connectives of L ++ turn out to be very well behaved, as we are going to discuss in the next subsection.
5.2.
-and ⇡-stability of connectives in the expanded signature. In the present subsection, we study the stability of the additional connectives , , I, J, , !, n, l. In particular, we will make use of the fact that they are closed and open Esakia (see below and also in Appendix B). Throughout the present subsection, we omit superscripts of term functions when they are clear from the context, since their domain is typically A . In the lemma below, we list all the preservation properties which follow from the fact, well known from general order theory (see [13] ), that each additional operator is either right or left residual or adjoint.
Lemma 5.4. For any A ✓ A and any u 2 A ,
(1)
Identities (1), (3), (6) and (8) 
Proof. We only prove item 2, since item 1 is an order-variant of item 2. The right-toleft inequality straightforwardly follows from the (@, 1)-monotonicity of l. To prove the converse inequality, since the value of l is either > or ?, we only consider the case in which l( V C, W O) = >, and show that there exist some c 2 C and o 2 O such that l(c, o) = >. As to the remaining parts of the statement, let us prove that is ⇡-stable, the others being order-variants of it. In the following proof, to make the domain of the functions clear, we use superscripts. Indeed, for any u 2 A , since A is completely meet-preserving and satisfies the open Esakia condition, the following chain of identities holds:
Finally, we state the stability properties enjoyed by the remaining binary connectives.
Proposition 5.8. The connectives n and are -stable, and the connectives l and ! are ⇡-stable.
Proof. By Proposition 5.5, it remains to be shown that n and are -expanding and l and ! are ⇡-contracting. By Theorem 4.12.1, to show that n, : A ⇥ (A ) @ ! A are -expanding, it is enough to show that they are completely additive. In fact more is true, given that it follows from Lemma 5.4 that they are complete operators. Likewise, in order to prove that l, !: (A ) @ ⇥ A ! A are ⇡-contracting, we appeal to Theorem 4.12.2, Proposition 5.5, and Lemma 5.4. ⇤
5.3.
Generalized -contracting and ⇡-expanding L ++ -terms. The aim of the present subsection is to show (cf. Theorem 5.11) that all uniform and syntactically closed (resp. open) L ++ -terms are -contracting (resp. ⇡-expanding). This result will be applied to the ✏ @ -part in the Jónsson-style canonicity strategy (cf. Section 3).
Let us remind the reader of our notational convention: in what follows, we consider uniform L ++ -terms '(p,q, r,j,m) which are positive in theirp coordinates and negative in theirq coordinates. To fix a variable r either inp or inq, we will write '(p,q, r,j,m). 
5.4.
Generalized -expanding and ⇡-contracting L ++ -terms. In the present subsection, we define para-inductive L ++ -terms (cf. Definition 5.14), and show that left (resp. right) para-inductive terms are -expanding (resp. ⇡-contracting) (Theorem 5.17).
The following preliminary lemma is proved, analogously to Lemma B.11, by simultaneous induction on the shape of ' and .
Lemma 5.12. Let '(p,q,j,m) and (p,q,j,m) be uniform L ++ -terms, which are positive inp and negative inq. Let ' and be syntactically closed and open respectively. Then, for allx 2 (1) for any DMA A,x 2 J 1 (A ) andỹ 2 M 1 (A ), if t A x,ỹ is completely p-multiplicative, then t A x,ỹ is SUC; (2) if t is p-multiplicative (cf. Definition 2.13) in its proposition variables, then isexpanding.
Proof. The assumptions imply, by Corollary 5.10, that t A x,ỹ is open Esakia; by Lemma 5.12, for allã,ã 0 2 A, t A x,ỹ (ã,ã 0 ) 2 O(A ); since t A x,ỹ is completely p-multiplicative, by Theorem 4.14, t A x,ỹ is SUC. The second part follows easily from the first part and Theorem 4.14. ⇤ The corollary above is all we need to apply in the proof of canonicity for the ALBA inequalities in Section 6. In fact, the results in Section 4.3, providing su cient conditions for terms to be -expanding and ⇡-contracting, can be used as a guideline to defining para-inductive terms in such a way that left (resp. right) para-inductive terms in L ++ are -expanding (resp. ⇡-contracting). In Section 4, we showed that in order for a function f A to be -expanding (resp. ⇡-contracting), it su ces to show that f A satisfies UC (resp. LC). These results make it possible to reproduce the Jónsson-style core strategy which was discussed in Section 3.3 in 28
Polarity
Outer Skeleton
J nT able 2. Classification of nodes for para-inductive terms the context of generalized canonical extensions. Here we take UC as an example: as discussed in Section 3.3, UC is of the form (8J9K), and hence this property can be guaranteed in two ways: either by requiring the inner function to satisfy UC (8J9K) and the outer function to satisfy weak m-Scott continuity (8J9J m ? ) (cf. Definition 3.5), or by requiring the inner function to satisfy SUC (8K9K) and the outer function to satisfy UC (8J9K). In addition, the di↵erences between this generalized setting and the standard one require that we put extra constraints on terms in order to make them satisfy the assumptions of Lemma 4.13 and Lemma 4.15. These extra constraints are given in the following definition in the form of Sahlqvist-style syntactic conditions on L ++ -terms. The following definition is given in the style of [6] .
Definition 5.14 (Para-inductive L ++ -terms). For any order type ✏ on p 1 , . . . , p n , the signed generation tree of an L ++ -term +s(p 1 , . . . , p n ) (resp. s(p 1 , . . . , p n )) is ✏-left parainductive, abbreviated as ✏-LPI (resp. ✏-right para-inductive, abbreviated as ✏-RPI), if:
• it agrees with ✏;
• every branch with a proposition variable p i as its leaf is the concatenation of two paths P 1 and P 2 , possibly of length 0, such that P 1 is a path from the leaf consisting (apart from p i ) only of Inner Structure nodes as given in Table 2 , and P 2 consists (apart from variable nodes) only of Outer Skeleton nodes.
• Every Residual node in P 1 has one of the following shapes:
where ↵ is a syntactically closed pure term (see Definition B.3), is a syntactically open pure term, and are the subformulas through which P 1 goes.
• If an immediate subformula ⇤' of a binary adjunction node in P 1 (that is, either +^or _) is pure, then:
In what follows, para-inductive terms will be abbreviated as PI-terms. (1) The definition above ensures that if t is a left-LPI term and A is a DMA, then, regarding t A as a composition of order-preserving maps with respect to an appropriate order-type, t A is composed of two parts: the interpretation of the outer skeleton, which is the composition of completely additive maps, and the interpretation of the inner structure, which is the composition of maps which are completely p-multiplicative and such that each subterm in the inner structure is an open (resp. 29 closed) term if it is labelled + (resp. ). Proposition 5.16 below describes the inner structure more in detail. (2) Pure terms are trivially both left and right ✏-LPI for any ✏, since none of their branches end with a proposition variable. (3) All uniform Sahlqvist terms in the basic DML signature are para-inductive terms. (4) Para-inductive terms are reminiscent of inductive formulas, in a sense which can be made more precise as follows. Consider a non-pure ✏-PI-term t in which only symbols in L occur on branches ending with proposition variables p i . Suppose also that n and l do not occur in t. If we replace each with a fresh proposition variable p + and each ↵ with a fresh proposition variable p ↵ , extend ✏ to the order-type ✏ 0 on the union of the set of fresh variables and the set of old ones by assigning ✏ 0 (p + ) := @ and ✏ 0 (p ↵ ) := 1, and define a dependency order ⌦ in which all the old variables are maximal elements and all the new variables are minimal elements, then the term we obtain is (⌦, ✏ 0 )-inductive. Since the minimal valuation for a variable of order type 1 (resp. @) is a syntactically closed (resp. open) term, the syntactic shape of PI-terms is intended to describe the shape of inductive terms after that all proposition variables which are non-maximal w.r.t. the dependency order have been eliminated via Ackermann-substitution.
Proposition 5.16. If ⇤s is a non-pure PI-term with no occurrences of Outer Skeleton nodes, then every subterm ?t of ⇤s is syntactically open (resp. closed) if ? is + (resp. ).
Proof. Simple but very lengthy, hence is omitted. ⇤ Theorem 5.17. Every ✏-LPI (resp. ✏-RPI) term is -expanding (resp. ⇡-contracting).
Proof. By simultaneous induction on the shape of LPI-and RPI-terms. We only discuss the case of ✏-LPI terms, the treatment of ✏-RPI terms being order-dual. The base of the induction is trivial. It is also easy to check that pure terms are both -stable and ⇡-stable. Hence, without loss of generality, we only consider non-pure terms. Let ↵ be an ✏-LPI term, and let f be its main connective. The discussion breaks into cases. If f is a node in the outer skeleton, then it is among^, _, 3, , , J, , n. We only discuss the case of ↵ = and ↵ = _ , the other cases being easier. For the case of ↵ = , it can be readily checked that + is ✏-LPI and is ✏-RPI; indeed, if not, then their flaws would make +↵ non-LPI. Hence, by induction hypothesis, is -expanding and is ⇡-contracting, i.e.
, and where A x,ỹ and A x,ỹ are regarded as follows:
is a composition of the following order-preserving maps:
Hence, by Lemma 4.13,
For the case of ↵ = _ , it can be readily checked that both + and + are ✏-LPI; indeed, if not, then their flaws would make +↵ non-LPI. Hence, by induction hypothesis, both and are -expanding, i.e.
for any DMA A, anyx 2 J 1 (A ), anyỹ 2 M 1 (A ), and where A x,ỹ and A x,ỹ are regarded as follows:
) is a composition of the following order-preserving maps:
If f is a node in the inner structure, then by Proposition 5.16, ↵ is syntactically open, and by appropriately reversing the polarity of coordinates and functions, ↵ A x,ỹ is a composition of maps which are completely p-multiplicative w.r.t. some order-type, therefore by Corollary 5.13, ↵ is -expanding. ⇤
Jónsson-style canonicity for ALBA-inequalities
In the present section, we prove the canonicity of ALBA inequalities in the language of distributive modal logic using the method of generalized canonical extensions of maps (cf. Section 4), as stated in the theorem below.
Theorem 6.1. The DML-inequalities on which ALBA succeeds are canonical.
Proof. Our proof strategy consists in making use of the syntactic ALBA-manipulations (cf. Appendix A) in order to implement Jónsson-style canonicity. The structure of the proof follows the U-shaped argument illustrated on page 2, except for the bottom line, where the reduction is not performed up to the calculation of the first-order correspondent of the input inequality, and instead the proof proceeds Jónsson-style. Let '  be an inequality on which ALBA succeeds. Let us run ALBA on this inequality up to the point in the reduction-elimination stage (at which point we will be dealing one or more systems each of which consisting of finitely many inequalities, see discussion in Appendix A) in which only one proposition variable remains in each system of inequalities, and these systems are all in Ackermann shape (cf. [9, Definition 10.7] ). Since each system of inequality is treated independently of the others, we can assume for simplicity that each system is in the following right-Ackermann form (denoted RAF(' i  i )), the case of systems in left-Ackermann shape being symmetric:
where the ↵s, s and ✓s are pure, the j (p)s are positive in p, and the j (p)s are negative in p. In such a situation, the fact that p is the last remaining propositional variable implies that Prop( j (p)) [ Prop( j (p)) = {p}, and moreover, [9, Lemma 9.5] guarantees that the ↵s and j (p)s are syntactically closed, and the j (p)s are syntactically open. Our goal is to show that the Jónsson-style strategy can be applied to prove the equivalence between items (2) and (3) in the following list:
The equivalence between (3) and (4) follows from the soundness of ALBA, and the equivalence between (1) and (2) similarly follows from the soundness of ALBA when the valuations are admissible 8 . To show that (2) implies (3), we adapt the chain of entailments discussed in the proof of Theorem 3.1. Below, we use the following abbreviations:
In what follows, the arraysx andỹ are taken in J 1 (A ) and M 1 (A ), respectively.
The equivalence marked with (⇤) can be shown by straightforward algebraic manipulations by using the definitions of n and l. The claims needed to complete the proof are discussed below. ⇤ • The tool of ALBA has been used in the present section for a di↵erent purpose than in [9] . Indeed, there it was used to calculate a first-order correspondent of formulas or inequalities; here, ALBA is used to manipulate the initial inequality into a shape to which the Jónsson strategy can be applied.
• Since ALBA succeeds on every inductive DML-inequality (cf. [9] ), the result above accounts for the Jónsson-style canonicity of inductive inequalities.
• Some aspects of the proof might still look to be a bit mysterious. One such aspect is the fact that ALBA runs up to the point immediately before the last application of the Ackermann rule. We will discuss this aspect in Section 7.1.
Comparing the two approaches to canonicity
The main motivation for the result above is methodological. Indeed, by adapting Jónsson's argument so as to obtain a new proof of the canonicity of ALBA-inequalities, alternative to that of [9] , we aimed at gaining a better understanding of the relationship between these 33 two proof strategies for canonicity. Some ingredients of the two approaches can be now recognized as "two faces of the same coin". In the present section, we collect our findings in this respect.
7.1. General strategy.
• As discussed below Lemma 3.3, the so-called n-trick is used in the Jónsson-style proof of canonicity of Sahlqvist inequalities to transform Sahlqvist inequalities of the form ↵  into inequalities of the form ↵ 1  1 _ , satisfying additional properties as detailed there. The latter shape allows for a neat separation between what we can call the n-part and the Sahlqvist part ↵ 1 , 1 ; it is then shown that the Sahlqvist part ↵ 1 (resp. 1 ) is -expanding (resp. ⇡-contracting), and the n-part , which is uniform, is -contracting.
• In the ALBA-style canonicity-via-correspondence, all the essentially algebraic and order-topological manipulation steps aim at achieving pure quasi-inequalities. Immediately before the last application of the Ackermann rule, the inequalities in a system can be classified into two types: the first type, which we call the minimal valuation part, contains inequalities which are used to compute the minimal valuation; the second type, which we will call receiving part, contains the inequalities where the minimal valuation is going to be substituted into. The most notable di↵erence between the two approaches is that the Jónsson-style transformations preserve the integrity of the initial inequality and proceed from the bottom of the generation tree by taking out subterms and moving them to the -part, whereas the ALBA-style approach systematically decomposes the initial inequality into systems of inequalities, and proceeds from the top of the generation tree. However, the two approaches are similar in that they both aim at achieving a state in which the ingredients are neatly separated into two types: in the Jónsson-style approach, the two types are the Sahlqvist part and the n-part, and in the ALBA-style approach, they are the minimal valuation part and the receiving part. The core of the ALBA-aided Jónsson-style canonicity is the recognition that, modulo some manipulations, the minimal valuation part is -expanding, and the receiving part iscontracting 9 . Namely, the minimal valuation part and the receiving part, generated by ALBA, respectively enjoy the same properties enjoyed by the Sahlqvist part and the npart respectively, and which are crucial in the Jónsson-style canonicity. In the following subsections, we will expand on this. Finally, the ad hoc aspect of the proof, namely the fact that ALBA runs up to the step immediately before the last application of the Ackermann rule, is in fact motivated by the need to highlight this recognition in a simple way; however, this is not in general the only step in which this recognition is possible.
7.2. The Sahlqvist part and the minimal valuation part. In this subsection, we expand on the roles of the Sahlqvist part in the Jónsson-style canonicity, and of the minimal valuation part in the ALBA-style canonicity. We first consider the case of Sahlqvist inequalities, then briefly discuss the situation in the case of inductive inequalities. Without loss of generality, we consider left-Sahlqvist and left-inductive terms.
7.2.1. The Sahlqvist case. Let us sum up the observations so far, relative to the treatment of Sahlqvist inequalities in the two approaches:
• In the Jónsson-style canonicity, the compositional structure of uniform left Sahlqvist terms crucially guarantees that they are -expanding. Indeed, uniform left-Sahlqvist terms consist of a composition of additive maps on the outside (i.e. as their Outside Skeleton) (cf. 10 , the -extensions of which are SUC (8K9K). This guarantees that the resulting composition is UC (8J9K), which guarantees their being -expanding.
• In the ALBA-style canonicity-via-correspondence, the uniform left-Sahlqvist terms are decomposed to "display" the critical occurrences of proposition variables, which are the ones to be minimally valued. After the first approximation, we get inequalities e.g. of the form i  ↵, where ↵ is of certain restricted left-Sahlqvist form. The algorithm proceeds deconstructing this inequality, and this deconstruction is made possible by the structure of ↵ (without loss of generality we only consider critical occurrences of proposition variables of order type 1). Indeed, we recall that the structure of ↵ consists of connectives in the outer skeleton (cf. Table 1 ) which are interpreted in A as maps which are completely additive in each coordinate, and of connectives in the inner structure which are interpreted in A as maps which are right adjoints. Hence, the inequality i  ↵ is decomposed in two stages: (1) The first stage transforms the
. ., i n  n , which keep nominals (interpreted as completely join-irreducibles) in the left-hand side of the inequalities. These transformations are sound thanks to some properties of the outer skeleton connectives in the DML-setting which do not match the properties required by the Jónsson-style argument, namely that outer skeleton connectives are not just additive, but they are either complete operators (and hence completely join-preserving in each coordinate), or if not, they are the right adjoint to the diagonal map . Also all occurrences of the left adjoint of , (that is _) in the outer skeleton have received a special treatment: namely it has been already eliminated in the preprocessing (cf. Appendix A).
(2) The second stage transforms inequalities  g(↵) such that g is completely meet-preserving 11 , into inequalities g 0 ( )  ↵, where g 0 a g. These transformations are sound thanks to the properties of the inner structure, namely that completely meet-preserving maps are right adjoints. Again, this is another "discrepancy" between the two canonicity strategies, but which is resolved in the setting of regular modal logics [23] . Finally, after having performed the transformations in the second stage exhaustively (recall that we are only considering critical occurrences of proposition variables of order type 1), all the critical occurrences of p have been dragged out and we are reduced to a set of inequalities of the form  p, which the minimal valuation part of a set of inequalities in right-Ackermann form consists of. This account is intended to stress the fact that one and the same syntactic structure, namely that of Sahlqvist terms, is used in two di↵erent ways to achieve canonicity. Namely, it is used in a compositional way in the Jónsson strategy, and in a decompositional way for the ALBA strategy. The order-theoretic properties relevant to Jónsson-style canonicity, and guaranteed by the Sahlqvist shape, are: complete additivity for the outer skeleton, and complete p-multiplicativity for the inner part (in fact, all the connectives in the inner part are completely meet-preserving), whereas the order-theoretic properties relevant to ALBA, and guaranteed by the Sahlqvist shape, are: being a complete operator or a -adjoint for the outer skeleton, and being a right adjoint for the inner part. The fact that the ordertheoretic properties required by the canonicity-via-correspondence in the DML-setting seem to be stronger than the corresponding requirements in the Jónsson-style canonicity is in fact not essential. In the setting of regular modal logics [23] , the order-theoretic properties required by the two canonicity arguments will perfectly match. 7.2.2. The inductive case. In [28] , it has been observed that the Jónsson-style canonicity proof cannot be straightforwardly extended to inductive inequalities. In Section 3.5, we have seen that the minimal collapse algorithm, which is based on the plain n-trick, is not enough in the setting of inductive inequalities, because it transforms inductive inequalities into inequalities which are not guaranteed to enjoy the required order-theoretic properties for the Jónsson argument. However, from this fact we can only conclude that this kind of manipulation is too rough, since the order-theoretic properties guaranteed by the inductive shape are enough for the order-topological ALBA-style analysis. For instance, by Lemma 9.5 in [9] , we know that the ALBA manipulations preserve the syntactic closedness and openness of terms. Therefore, in order to achieve Jónsson-style canonicity for inductive/ALBA inequalities, we supplemented the n-trick with additional syntactic manipulations coming from ALBA. Hence, we have combined the two approaches, and used ALBA to transform the inductive inequalities into some suitable form where the Jónsson-style strategy for canonicity can be applied. Analogously to the original proof in [17] , this suitable form achieves a separation between a part corresponding to the minimal valuation part, which in its turn plays the role of what we called the "Sahlqvist part" in [17] , and a part corresponding to the receiving part, which in its turn plays the role of what we called the "n-part" in [17] . In particular, it is shown in Lemma 6.3 that the term corresponding to the minimal valuation part is LPI. In Remark 5.15, we mention that para-inductive terms can be recognized as inductive terms with minimal valuations substituted into. The fact that para-inductive terms have good enough compositional structure to guarantee that they are -expanding or ⇡-contracting makes it possible for the Jónsson-style strategy to go through. 7.3. The n-part and the receiving part. The similarity between the n-part and the receiving part is even more straightforward:
• In the Jónsson-style canonicity, the n-part is -contracting. However, in [17] , the proof goes through only on the basis of the fact that it is uniform. This is due to the fact that the setting of that proof only treats the original signature. When moving to the expanded signature, the hidden mechanism of -contracting and ⇡-expanding terms starts to emerge: namely, their being equivalent to the Esakia conditions, or equivalently, the intersection conditions (cf. Section 4.2).
• In the ALBA-style canonicity, at the stage before the last application of the Ackermann rule, the left-hand side of the receiving part is syntactically closed and uniform in p, its right-hand side is syntactically open and uniform in p. In Lemma 5.10 and the discussion in Section 4.2, we highlighted the connections between these properties and -contracting or ⇡-expanding maps. In the ALBA-aided Jónsson-style canonicity, these two aspects, which provide another two-faces-of-same-coin instance, come together. Namely, the receiving part is shown to be -contracting.
is discussed in [9, 6] . We refer the reader to these papers, and we do not elaborate further on this topic. ALBA manipulates input L-inequalities '  and proceeds in three stages: First stage: preprocessing and first approximation. ALBA preprocesses the input inequality '  by performing the following steps exhaustively in the signed generation trees +' and : In the generation tree of +' and ,
(1) Apply the distribution rules: (a) Push down, towards variables, occurrences of +3, +^and ⇤, by distributing them over nodes labelled with +_ whenever these are not in the scope of (other) PIA nodes, and (b) Push down, towards variables, occurrences of 2, _ and + , by distributing them over nodes labelled with ^whenever these are not in the scope of (other) PIA nodes. (2) Apply the splitting rules:
Apply the monotone and antitone variable-elimination rules:
for (p) positive in p and ↵(p) negative in p.
Let Preprocess('  ) be the finite set {' i  i | 1  i  n} of inequalities obtained after the exhaustive application of the previous rules. We proceed separately on each of them, and hence, in what follows, we focus only on one element ' i  i in Preprocess('  ), and we drop the subscript. Next, the following first approximation rule is applied only once to every inequality in Preprocess('  ):
Here, i 0 and m 0 are a nominal and a co-nominal respectively. The first-approximation step gives rise to systems of inequalities {i 0  ' i , i  m 0 } for each inequality in Preprocess('  ). Each such system is called an initial system, and is now passed on to the reductionelimination cycle. Second stage: reduction-elimination cycle. The goal of the reduction-elimination cycle is to eliminate all propositional variables from the systems which it receives from the preprocessing phase. The elimination of each variable is e↵ected by an application of one of the Ackermann rules given below. In order to apply an Ackermann rule, the system must have a specific shape. The adjunction, residuation, approximation, and splitting rules are used to transform systems into this shape. The rules of the reduction-elimination cycle, viz. the adjunction, residuation, approximation, splitting, and Ackermann rules, will be collectively called the reduction rules. Residuation rules.
Approximation rules.
The nominals and co-nominals introduced by the approximation rules must be fresh, i.e. must not already occur in the system before applying the rule. Ackermann rules. These rules are the core of ALBA, since their application eliminates proposition variables. As mentioned earlier, all the preceding steps are aimed at equivalently rewriting the input system into one or more systems, each of which of a shape in which the Ackermann rules can be applied. An important feature of Ackermann rules is that they are executed on the whole set of inequalities in which a given variable occurs, and not on a single inequality.
where p does not occur in ↵ 1 , . . . , ↵ n , the formulas 1 (p), . . . , m (p) are positive in p, and
Here below is the left-Ackermann rule:
where p does not occur in ↵ 1 , . . . , ↵ n , the formulas 1 (p), . . . , m (p) are negative in p, and 1 (p), . . . , m (p) are positive in p. Third stage: output. If there was some system in the second stage from which not all occurring propositional variables could be eliminated through the application of the reduction rules, then ALBA reports failure and terminates. Else, each system {i 0  ' i , i  m 0 } obtained from Preprocess('  ) has been reduced to a system, denoted Reduce(' i  i ), containing no propositional variables. Let ALBA('  ) be the set of quasi-inequalities
Notice that all members of ALBA('  ) are free of propositional variables. Hence, translating them as discussed in [9, Section 2.5] produces sentences in the first-order correspondence language of DML-Kripke frames. ALBA returns ALBA('  ) and terminates. An inequality '  on which ALBA succeeds will be called an ALBA-inequality. , we may apply compactness and get that c  2a 1 _ · · · _ 2a n for some a 1 , . . . , a n 2 A s.t. a 1 , . . . , a n  o. Let a = a 1 _ · · · _ a n  o. By the monotonicity of 2 we have c  2a 1 _ · · · _ 2a n  2a, and hence c  a. 2. 3. and 4. are order-variants of 1.
By denseness, c o
, and so by compactness, there exists some finite A 0 Notice that in the proof of Lemma B.8, the fact that the operations 2 A , 3 A , ⇤ A , A are -or ⇡-extensions of the corresponding operations in A plays no role, hence the same proof applies also to , , I, J, respectively, and yields the following lemma: It is easy to see that ' cannot be m and the outmost connective of ' cannot be , I, !, and similarly, cannot be i and the outmost connective of cannot be , J, . In the proof we omitã,x,ỹ and the superscript A , and just write '(a) and (a) where p is assigned a.
(1) The basic cases in which ' =?, >, p, q, i and =?, >, p, q, m are straightforward. A : ↵ A (ã,x,ỹ)  u}, making it the meet of a downward-directed set of clopen elements. Therefore, A i (ã,x,ỹ, V U )  A
