In this paper we study a variant of the Capacitated Team Orienteering Problem (CTOP), that is the problem where a fleet of vehicles, each with a constraint on the time available, is given to serve profitable customers with the objective of maximizing the collected profit. We study the variant where customers may be only partially served (incomplete service) and, if beneficial, also by more than one vehicle (split deliveries). We will analyze the maximum theoretical increase of the profit due to the incomplete service and to the split deliveries. We also computationally measure such increase on a set of instances, by means of an exact algorithm on small/medium size instances and of two heuristics on instances of larger size.
Introduction
The Team Orienteering Problem (TOP) is the problem where a fleet of vehicles, each with a constraint on the time available for a tour, is given to serve profitable customers with the objective of maximizing the collected profit. The TOP belongs to the class of routing problems with profits (see the recent survey [11] and, for the case of one vehicle only, [13] ) and appeared in the literature in [7] under the name Multiple Tour Maximum Collection Problem, while the definition of TOP was introduced in [9] .
While in most routing problems (see [12] ) all customers have to be served, in the routing problems with profits a subset of potential customers, each of which offers profit but also consumes resources or generates costs, has to be visited. The routing problems with profits have a number of applications. In particular, they model a phase of the decision process of a carrier who does not completely use the capacity of the vehicles with regular customers and aims at identifying the most profitable customers among a set of potential customers. The potential customers may be made known through the web, in specialized data bases, or by other carriers with whom a partnership agreement has been stipulated. In such applications, the capacity of the vehicles is a crucial feature of the problem, to be explicitly modeled. The Capacitated TOP (CTOP), that is the TOP with capacitated vehicles, has been introduced in [2] where exact and heuristic solution algorithms have been proposed and tested.
In the CTOP, as in most routing problems, it is assumed that a customer is visited by one vehicle only. The value of split deliveries has been investigated in several papers for several different problems. In particular, for the classical vehicle routing problem, it has been shown in [4] that allowing split deliveries, that is allowing a customer to be visited by more than one vehicle, may halve the routing cost. For a survey on routing problems with split deliveries we refer to [5] . The CTOP with split deliveries (SDCTOP) has been studied in [1] , where it has been shown that allowing split deliveries may double the profit collected. Moreover, exact and heuristic algorithms have been proposed for the solution of the SDCTOP.
An underlying assumption of the TOP, of the CTOP and also of the SDCTOP is related to the service to customers. In all problems it is assumed that a customer is either served completely or not served at all. Whereas in the TOP this is always the best option because when a customer is reached all the profit can be collected, in the CTOP and in the SDCTOP the capacity constraint on the vehicles may make it beneficial to serve a customer partially, introducing a new service option. From the application point of view, a partial or incomplete service is motivated by all situations where the service of a customer may be shared between different carriers or where a customer is a geographical area for which it may be decided whether to serve it partially or completely, or not to serve it at all.
In this paper we will assess the value of allowing incomplete service in the SD-CTOP. We will analyze the maximum theoretical increase of the profit due to the incomplete service and to the split deliveries by means of worst-case analysis. We will also computationally measure such increase on a set of instances, by means of an exact algorithm on small/medium size instances and of two heuristics on instances of larger size.
In Section 2 we will introduce the problems we study and the notation used, whereas in Section 3 we derive some properties. Section 4 is devoted to the worstcase results. In Section 5 we present an arc flow formulation and in Section 6 an exact and two heuristic approaches. Finally, in Section 7 the computational results are discussed.
The CTOP with split deliveries
We consider a complete directed graph G = (V, A), where V = 1, . . . , n is the set of vertices and A is the set of arcs. Vertex 1 represents the depot and each vertex i = 2, . . . , n represents a potential customer. We denote by V = V \ {1} the set of potential customers. An arc (i, j) ∈ A represents the possibility to travel from vertex i to vertex j. A non-negative integer demand d i and a non-negative profit p i are associated with each potential customer i ∈ V . A non-negative travel time t ij is associated with each arc (i, j) ∈ A. Travel times are assumed to satisfy the triangle inequality. A set of m vehicles is available to serve the potential customers, each with limited integer capacity Q. Let F denote the index set of the vehicles, with |F | = m. The route associated with each vehicle f ∈ F starts and ends at the depot and must not exceed a given time limit T max . Each potential customer i ∈ V may be served by more than one vehicle (split deliveries) and the profit associated with each served customer can be collected at most once. When a customer is served by more than one vehicle the profit collected by each vehicle is proportional to the demand served by the vehicle. The objective of the Split Delivery Capacitated Team Orienteering Problem (SDCTOP) is to maximize the total collected profit while satisfying the constraints on the time duration of each route and the vehicle capacity constraints.
We study the version of the SDCTOP where we allow a customer to be partially served. When a customer is partially served the profit collected is proportional to the served demand. We call this problems SDCTOP with Incomplete Service (SDCTOP-IS). We denote by z(P ) the value of an optimal solution of problem P .
Properties
In [10] an important property of the Split Delivery Vehicle Routing Problem (SD-VRP), that is the classical vehicle routing problem where split deliveries are allowed, was shown based on the following concept.
.., i k and k routes. Route 1 visits customers i 1 and i 2 , route 2 visits customers i 2 and i 3 , ..., route k − 1 visits customers i k−1 and i k , and route k visits customers i k and i k+1 = i 1 . The subset of customers i 1 , i 2 , ..., i k is called a k-split cycle.
In [10] it was shown that an optimal solution to the SDVRP exists without k-split cycles and in [1] it was proved to be valid also for the SDCTOP. We now extend this property to the SDCTOP-IS.
Theorem 1 If the cost matrix satisfies the triangle inequality, then there exists an optimal solution to the SDCTOP-IS where there is no k-split cycle (for any k).
Proof: Theorem 1 in [1] shows that the result is valid for the SDCTOP. The same proof applies to the SDCTOP-IS. The following property is an immediate consequence of Theorem 1.
Corollary 1
If the cost matrix satisfies the triangle inequality, then there exists an optimal solution to the SDCTOP-IS where no two routes have more than one customer with a split delivery in common.
Theorem 2 If the cost matrix satisfies the triangle inequality, an optimal solution to the SDCTOP-IS exists where each route has at most one customer with incomplete service.
Proof: Take an optimal solution to the SDCTOP-IS. Consider one of the routes of such solution and suppose that more than one customer receives incomplete service. Take two such customers, say i and j, and assume, w.l.o.g., that
Then, we modify the solution by moving as much as possible of the demand served of the least profitable customer j to the most profitable one i. We decrease the demand served of j to increase the demand served of i. If the demand served of j was greater than or equal to the non served demand of i, the demand of i will be fully satisfied and we reduced the number of customers with incomplete service by one. The solution obtained is not worse than the previous solution. Otherwise, if the demand served of j was smaller than the not served demand of i, the demand of i remains partially served but again we reduced the number of partially served customers by one while not worsening the value of the solution. The solution remains feasible because of the triangle inequality. We repeat this procedure until at most one customer with incomplete service remains in the route. Then we repeat the procedure on all the other routes.
In [4] a property of the SDVRP that creates a relation between the number of splits and the number of routes in an optimal solution was shown. Such property holds for the SDCTOP-IS.
Let n i be the number of routes that visit customer i. We say that customer i is a customer with a split delivery if n i > 1 and that the number of splits at customer i is n i − 1. Therefore, the total number of splits is equal to i∈V (n i − 1).
Theorem 3
If the cost matrix satisfies the triangle inequality, then there exists an optimal solution to the SDCTOP-IS where the total number of splits is less than the number of routes.
Proof: Theorem 2 in [1] shows that the result is valid for the SDCTOP. The same proof applies to the SDCTOP-IS.
In the case of the SDCTOP-IS, in addition to customers, without or with a split delivery, that are completely served there may be customers, with or without a split delivery, that are only partially served. We say that an optimal solution has h incomplete services if the number of customers with incomplete service is h.
Theorem 4
If the cost matrix satisfies the triangle inequality, then there exists an optimal solution to the SDCTOP-IS where the total number of splits and incomplete services is not greater than the number of routes.
Proof: Let us consider a solution without k-split cycles. As each route has at most one customer with incomplete service (see Theorem 2), if there are no splits the theorem is proved. Thus, let us assume that there is at least one split. Let us consider the routes with the split customer. For each possible other split customer of any of these routes we consider the other routes which share the split customer and we continue on any split customer until no new split customer is found in the involved routes. This set of routes has a number of splits that is at most equal to the number of routes in the set minus 1 by Theorem 3. We can associate to this set of routes a graph, where each route is associated with a node of the graph and two nodes of the graph are connected by an edge iff the two corresponding routes share a split customer. Note that the graph is connected and, thus, has at least a number of edges which is equal to the number of routes in the set minus 1. Consequently, the number of splits is exactly the number of routes in the set minus 1. The resulting graph is thus a tree. If this set of routes does not contain more than one incomplete service the theorem is proved. In this case we consider another tree of routes, if any. If no tree of routes with more than one incomplete service exists, the theorem is proved. Thus, we assume that one of the trees of routes contains at least two customers with incomplete service. We now show that we can reduce by 1 the number of splits or of incomplete services without worsening the quality of the solution. Let us consider any pair of customers with incomplete service and the two corresponding routes.
Let us denote by 1 the route with the least (over the two routes) profitable customer with incomplete service (that is the customer with smallest ratio between profit and demand). Let us denote the other route as route 2. Let j 1 and j 2 be the customers with incomplete service on route 1 and 2, respectively. Now we construct a not worse solution with one split or one incomplete service less. We consider the path connecting the nodes associated with routes 1 and 2 in the tree and reduce by as much as possible the demand of the least profitable customer j 1 served by route 1 to increase by the same amount the demand of customer j 2 served by route 2. This can be achieved by increasing and decreasing by the same amount the intermediate customers in the path, keeping those customers completely served. Let S be the set of split customers along the path and x r i be the quantity delivered to i by route r. Consider the quantity q = min{x
is decreased by q, the quantity served to the split customer in S served by route 1 is increased by q while the quantity served to the same customer by the other route visiting it is decreased by q. The procedure is repeated on all split customers along the path until, at the end, x 2 j 2 is increased by q. By doing so, either customer j 1 is not served by route 1 or customer j 2 is completely served, and thus the number of incomplete services is reduced by 1, or the quantity served to a split customer along the path by one route visiting it is set to 0, and thus the number of splits is reduced by 1.
For each set of routes defining a tree, we can repeat the above procedure. Finally we obtain that the total number of splits and incomplete services is not greater than the number of routes.
Worst-case analysis
In this section we study how much additional profit can be collected if we relax the assumption that each customer must be either not served or served completely, and allow the incomplete service of a customer. As we will compare the CTOP and SDCTOP-IS, we assume that d i ≤ Q, i ∈ V . Moreover, we suppose that the triangle inequality is satisfied.
and this bound is tight.
Proof: Consider an optimal solution to the SDCTOP-IS that satisfies the claim of Theorem 2, that is a solution where in each route at most one customer is partially served. We modify this solution to obtain a feasible solution of the SDCTOP. We do not modify the possible routes where all customers are completely served. We take a route of this optimal solution with one incomplete service. We consider two possible ways to modify this route and obtain a route where all customers are fully served. The first modified route that we consider is the one where all customers with complete service only are included. In this case the profit of the partially served customer is lost. The second route that we consider is the route where only the previously partially served customer is served. Note that both satisfy the capacity and time constraints. We take the most profitable of the two. The profit of this route is greater than or equal to half of the profit of the route of the SDCTOP-IS. We repeat the procedure on all routes. To show that the bound is tight, take an instance with two customers each with demand and profit equal to . However, this bound is not tight whereas the following result holds.
Proof: Consider an optimal solution of the SDCTOP-IS which satisfies Theorem 4. For each incomplete service we remove the corresponding customer from the solution and we create an out-and-back tour to serve it. We repeat the same operation for every split customer. All routes satisfy the time limit constraint because of the triangle inequality. Due to Theorem 4, the number of out-and-back tours created is at most equal to the number of routes in the SDCTOP-IS solution. The constructed solution is possibly infeasible for the CTOP because the number of routes may be greater than m. Now we order the routes of the new solution by non-increasing profit and take the first m routes. The profit of these routes is clearly greater than or equal to half the profit of the optimal solution of the SDCTOP-IS.
The tightness of the bound follows from Theorem 5.
Problem formulation
In the proposed arc flow formulation for the SDCTOP-IS we use the following notation. Let V + (i) = {j ∈ V |(i, j) ∈ A} and V − (i) = {j ∈ V |(j, i) ∈ A} be the set of successors and predecessors of i ∈ V , respectively. Moreover, let d i = min{d i , Q} denote the maximum quantity that can be delivered to customer i by a single vehicle.
Using this notation, the formulation for the SDCTOP-IS is the following:
i∈U j∈U
where x f ij is a binary variable equal to 1 if vehicle f ∈ F traverses arc (i, j) ∈ A and δ f i is a non-negative variable representing the quantity delivered by vehicle f ∈ F to customer i ∈ V .
The objective function (1) calls for the maximization of the collected profit. Constraints (2) impose that the total quantity delivered to each customer cannot exceed its demand. Constraints (3) follow from Corollary 1. Constraint (4) imposes the upper bound of m on the number of used vehicles. Flow conservation constraints and subtour elimination constraints are stated in (5)- (7) and (8), respectively. Constraints (9) limit the time duration of each route, whereas constraints (10) are the vehicle capacity constraints. Consistency between variables δ f i and x f ij is imposed in constraints (11) . Finally, (12) and (13) are the non-negativity and integrality constraints on the problem variables.
Constraints (3) and the lower bound on the δ variables in (11) are included in the model to strengthen it but are not necessary for the sake of correctness. Similarly, only one of the sets (5) and (7) is necessary. Moreover, the integrality condition in constraints (12) may be relaxed if the customer demands and the vehicle capacity are integer. Actually, in this case there exists an optimal solution to the problem where the δ variables assume integer values (see [3] for a similar proof).
Solution approaches
We present in this section both exact and heuristic algorithms to solve the SDCTOP-IS.
The exact approach is an adaptation of the branch-and-price algorithm proposed in [1] to solve the SDCTOP. By applying the Dantzig-Wolfe decomposition principle to the arc flow formulation (1)-(13), the SDCTOP-IS is decomposed into a set packing master problem and a subproblem, also called pricing problem. Then, the master problem is solved by dynamically generating the variables associated with the extreme points of the feasible region of the pricing subproblem, that is, feasible routes associated with extreme delivery patterns. The feasible routes are circuits in graph G starting and ending at the depot and with total time not exceeding the given limit T max . For a given route, the associated extreme delivery patterns assign delivery quantities to the customers visited in the route in such a way that at most one customer receives a split delivery greater than 1 and lower than d i and the total quantity delivered is at most Q. Due to the combinatorial structure of the extreme points, in the master problem integrality requirements cannot be imposed directly on the dynamically generated variables. Integrality constraints are imposed on additional problem variables defined for each route as the convex combination of the extreme delivery patterns compatible with that route. In this way it is possible to find optimal solutions where in a route several customers receive split deliveries. To adapt the branch-and-price algorithm presented in [1] to address the SDCTOP-IS, we had to implement a few changes. As in the formulation (1)- (13) we do not make use of binary variables to identify the customers selected to be served, the corresponding branching rule, necessary for the SDCTOP, becomes useless. The other changes concern the possibility to perform graph reductions on the expanded graph. We recall that the expanded graph is the graph over which the subproblem is defined. The graph considers a set of vertices for each customer, each of them representing the customer served with a feasible quantity. In the SDCTOP analyzed in [1] , when a single visit is imposed to a customer i, then the entire demand d i has to be served to that customer if it is visited. Thus, the expanded graph can be reduced by considering only the vertex related to a quantity equal to d i . This is no more possible in the SDCTOP-IS: even if a single visit to customer i is imposed, the quantity delivered can be any quantity lower than d i as i can be only partially served. Thus, the reduction of the expanded graph cannot be applied. For more details, we refer the reader to [1] .
In order to deal with large size instances that cannot be handled by the exact approach, we propose two solution algorithms for the solution of the SDCTOP-IS: a Variable Neighborhood Search (VNS) and a Tabu Search (TS) algorithm. Both algorithms are adaptations of the Variable Neighborhood Search and the Tabu Search Feasible algorithms proposed in [2] for the CTOP. In this paper a third algorithm was proposed called Tabu Search Admissible, where also infeasible solutions are explored. We have decided to reduce the solution space only to feasible solutions, the reason being that split deliveries and incomplete service allow a wider range of moves inside the feasible solution space. Thus, we inherited only the Variable Neighborhood Search and the Tabu Search Feasible algorithms. The adaptation of both algorithms to the SDCTOP-IS is restricted to changes on the two moves defined for both algorithms, namely, the 1-move and the swap-move. They are now defined as follows:
• 1-move: Consider a customer c visited in route r. Insert c in route r = r. Note that r can be an empty route or, also, a route already visiting c. The quantity delivered to c in r becomes q • swap-move: Let c and c be two customers on two different routes, r and r , respectively. A swap-move consists in inserting c in r and c in r. The quantity delivered to c in r becomes q The main idea of both algorithms is to have a local search phase based on a neighborhood defined by the 1-move and the swap-move. Then, a diversification phase, called Jump, is used in order to explore different parts of the solution space. The difference between the two algorithms is that, while in the VNS there are many jumps and a short local search phase, in the TS there are few jumps and a long local search phase. For more details, we refer the reader to [2] .
Computational results
The exact and the heuristic solution algorithms were implemented in C++, using CPLEX 10.1.1. The experiments were carried out on a 2.4 GHz Intel Dual Core Pentium IV machine with 3 GB of RAM for the heuristic algorithms, while an Intel Xeon processor E5520, 2.26 GHz machine with 12 GB of RAM was used to test the exact algorithm.
The overall execution time limit for the exact algorithm was set to 6 hours, while for each of the heuristic algorithms to 10 minutes. All the parameters were set as in [1] .
We tested all the approaches on Set 4 of the instances proposed in [1] . The instances of this set were generated from 10 benchmark instances for the VRP proposed in Christofides, Mingozzi and Toth [8] . The number n of vertices ranges from 51 to 200. The profit p i of customer i was defined as (0.5 + b)d i , where b is a random number uniformly generated in the interval [0, 1]. Customer demands were generated using a technique proposed in Belenguer, Martinez and Mota [6] and Dror and Trudeau [10] to derive benchmark instances for the SDVRP. For each original instance, we generated 11 new instances where the customer demand is generated The results of the experiments are summarized in Tables 1 and 2 . Table 1 is devoted to the instances with a number of vertices n ≤ 101, whereas Table 2 to the instances with n > 101.
The first section of Table 1 describes the instances, with the name of the instance, number of vertices n, number of vehicles m, capacity Q and time limit on each tour T max .
The column SDCTOP z * gives the lower bound of the solution to the SDCTOP which is the best heuristic solution found in [1] . An * means that the solution is optimal.
The further sections provide the results for the SDCTOP-IS. The columns in the section 'branch-and-price' provide the best upper bound (z * ), the best heuristic solution (z * ) and the percentage gap (gap(%)). Moreover, the time in parentheses gives the number of seconds required to find the optimal solution in all the cases optimality has been reached, i.e. whenever the gap is 0. A sign '-' means that an upper bound could not be found within the time limit. While only few instances could be solved to optimality, the optimality gap is very small, being in most cases negligible and in 3 cases only above 1%.
In the section 'Heuristics' we report the value of the best heuristic solution obtained by the VNS and the TS (z * H ). We note that both algorithms always find the same solution (on all instances reported in Tables 1 and 2 It is interesting to observe that, while the worst-case analysis has indicated a maximum potential improvement of 50%, from the computational point of view, allowing incomplete service does not offer a significant improvement with respect to the complete service. Although the improvement is calculated by using heuristic values, the quality of the heuristics, shown by means of comparisons with the optimum, makes such values very reliable.
The first section of Table 2 describes the instances. Then, in the SDCTOP column we report the best known solution of the SDCTOP (z * ), which is the heuristic value obtained in [1] . In the section SDCTOP-IS we provide the value of the best solution obtained by the TS and the VNS (z * H ) and the percentage improvement (Imp (%)) of the solution with respect to the best solution to the SDCTOP. Also on these instances of bigger size allowing incomplete service does not offer a significant increase of the profit. Only on the instance p09 70 90 we observed a relevant improvement of the profit (5.17%). 
Conclusions
In this paper we have studied the Capacitated Team Orienteering Problem with Split Deliveries and Incomplete Service (SDCTOP-IS). We have shown that allowing incomplete service may offer an improvement of the collected profit up to 50%. The computational results, obtained on a large set of instances, show, however, that the improvement is in most cases negligible. This means that the theoretical improvement is achieved on very specific classes of instances that are very unlikely to be met in practice.
