Introduction
Several papers have been proposed for the study of the transient behaviour of the M=M=1 queueing system. In most of these papers, the derived expressions are complicated by the fact that they often refer to Bessel functions. These expressions are generally obtained by a combined use of generating functions and Laplace transforms ( 1] , 2], 3], 4], 5]). The use of Bessel functions leads to complex numerical solutions. An overview of these methods can be found in 6] . Recently, in 7], the authors have proposed an approach using only Taylor series but it leads also to numerical problems since the coe cients of these series are alternatively positive and negative.
In this paper, we propose a new method based on the uniformization technique and on generating functions. In the following section, we give an expression of the generating function of the transient probabilities of the uniformized Markov chain associated with the Markov process describing the M=M=1 queue. In Section 3 this generating function is inverted and we obtain an analytical expression of the transient probabilities of the uniformized Markov chain which leads to an analytical expression for the transient probabilities of the M=M=1 queue. This expression is quite simple in the case where the queue is initially empty. When the queue is not initially empty, the expression obtained is reduced to the previous one (Theorem 1(b) of 8]) by adding a term coresponding to the transient probabilities of the associated absorbing process obtained by making state 0 absorbing. In deriving this last expression, we obtain also a simple expression of the probability to go from state i to state j in n transitions on the absorbing process. The last section is devoted to some conclusions. 
Another useful property of the potential kernel is given below as a lemma:
Lemma 2.1 For any functions M and N of M we have
for all z such that jzj < inf(1= (M); 1= (N); 1= (M + N)). Proof. These relations follow from
which can be easily checked by induction on k. 2 Consider the potential kernel of P, that is
We are going to nd an explicit expression of P and we shall inverse it to obtain an explicit expression of P k . We now need some notation and a lemma. Let V , W and R be the matrices de ned by 
Then, we have 8z such that jzj < 1
Proof. Let us denote by Q the matrix pV + qW. We have P = Q + qR:
For jzj < 1, we have jpqz 2 j < 1=4 (observe that since p + q = 1, we have pq 1=4) and so (z) is well de ned and veri es j (z)j < 2. Moreover, writing Relation (7) with z = pq and after some algebra, we obtain that jpz (z)j < 1 and jqz (z)j < 1, and so (X(z)) = 1 1 ? pjzjj (z)j :
Applying the previous lemma, in which we set = qz (z) and = pz (z), we obtain z (z)QY (z) = (1 + pqz 2 2 (z))Y (z) ? I:
Relation (8) We can now apply Relation (3) to obtain 8z such that jzj < 1
8z such that jzj < 1
Observing that RX(z)R = R and so that for every k 1, we have (RX(z)) k = RX(z), we can write 8z such that jzj < 1
that is, since jqz (z)j < 1, 8z such that jzj < 1
By de nition of Y (z) and since V R = 0, we have Y (z)R = X(z)R. Furthermore, it is easy to check that X(z)RX(z) = X(z). Finally, 8z such that jzj < 1
which completes the proof.
3 Transient probabilities
In this section, we focus on Relation (9) to obtain an expression of (P n ) i;j , the transient probabilities of the uniformized Markov chain of the M=M=1 queue. These discrete transient probabilities will lead by means of Formula (1) (10) In the next subsection, we rst consider the case i = 0, that is, the case when the queue is initially empty.
The queue is initially empty
The next theorem gives an expression of the transient probabilities of the uniformized Markov chain associated with X, the process describing the behaviour of the M=M=1 queue. To prove it we need the following lemma which gives an analytical expression of the powers of (z). Proof. By setting i = 0 in Relation (10), we obtain
This relation can be written as Using now the expression of (P n ) 0;0 , we get 
If BP denotes the busy period of the M=M=1 queueing system, it is known that which is the well known formula for the stationary behaviour of the M=M=1 queue.
The queue is not initially empty
Using some results obtained in 8] (equations (3), (6), (10) and Theorem 1(b)), we can write P i;j (t), for i j, as follows: 
It follows that the only non zero values of the sequence (Q n ) i;j are the following:
