Abstract. A nonlinear stochastic integro-differential equation of the form x'(t; w) = h(t, x(t; w)) + 3 k(t,zr; wo)f(x(z; w)) dz, where t > 0 (' = d/dt), and co E Q, the supporting set of a complete probability measure space (Q, A, P), is studied with respect to the existence of a unique random solution. Results are also given concerning the statistical behavior of the random solution as t --oo, and an application to differential systems with random parameters is presented.
1. Introduction. Many investigations have been carried out concerning the existence, uniqueness, and asymptotic properties of solutions of nonstochastic integro-differential equations of Volterra type [6] [7] [8] [9] [10] [11] , [13] - [14] , [17] , to mention a few. However, in many applications, such as problems in reactor dynamics [7] , due to the complex random nature of the situation, the phenomenon being studied should be more realistically considered in a stochastic framework, resulting in a stochastic integro-differential equation. Therefore, in this paper we shall be concerned with extending some of the deterministic results (for example, results in [8] , [10] , [14] , [17] ) to the more general stochastic setting. That is, we shall consider a nonlinear stochastic integro-differential equation of Volterra type of the form (1. 1) x'(t; c) = h(t, x(t; co)) + k(t, r ; wo)f(x(r; co)) dr ,
where t E R+ = [0, oo) (' = d/dt), and (i) co E Q, the supporting set of a probability measure space (Q, A, P);
(ii) x(t; co) is the unknown stochastic process for t E R ;
(iii) h(t, x) is a scalar function of t E R + and scalar x;
(iv) k(t, r; co) is the stochastic kernel defined for t and r satisfying 0 < r ? t < oo; and (v) f(x) is a scalar function of x.
trated with an application to stochastic differential systems. To accomplish these objectives we shall utilize the spaces of functions and admissibility theory which were introduced into the study of stochastic integral equations quite recently by Tsokos [18] . The theory of admissibility has been used in the case of nonstochastic integral equations by Corduneanu [5] , among others. The importance of stochastic integro-differential equations of the form (1.1) lies in the fact that they arise in many situations. For example, equations of this kind occur in the stochastic formulation of problems in reactor dynamics [7] , in the study of the growth of biological populations [11] , in the theory of automatic systems resulting in delay-differential equations, Oguztoreli [15] , and in many other problems occurring in the general areas of biology, physics, and engineering.
In ? 2, we shall define the spaces of functions which will be used, state the assumptions concerning the random functions in (1.1), and give some necessary lemmas. The main results will be presented in ? 3. Section 4 will contain some results concerning the asymptotic behavior (as t -+ oo) of the random solution, and ? 5 will contain an application of the results to differential systems with random parameters.
2. Preliminaries. With respect to the functions in the stochastic integrodifferential equation (1.1) we make the following assumptions: The random solution x(t; o) will be considered as a function of t e R + with values in the space L2(Q, A, P). That is, x(t; o) is a second order stochastic process defined on R+ . The function h(t, x(t; o)), called the stochastic perturbing term, under certain conditions will also be a function of t with values in L2(Q, A, P), and f(x(t; c)) will be considered as a function from R+ into L2(Q, A, P), similarly.
With respect to the stochastic kernel, we assume that, for each t and -c such that 0 ? z < t < oo, k(t, z; co) is essentially bounded. That is, for each t and z satisfying 0 < z ? t < oo, k(t,zc;wo)eL,)L(Q,A,P). The norm of k(t,zc;wo) in LJ(Q, A, P) will be denoted by Illk(t, r; co) III = P-ess sup Ik(t, r; o) I. coEQ Also, the mapping (t, r) -+ k(t, r; ow) from the set A = {(t,z):O? zc < t < oo} into Lo(Q, A, P) is continuous, and further, whenever zn -+ T as n -+ oo, IIIk(s, zn; 0) -k(s, r; co) I-+ 0 as n -+ oo uniformly in s for 0 < s < t, t E R+ . It will be assumed also that for each fixed t and z, Ilk(s, z; co) III _ M0t , uniformly for r _ s < t, where M(t,r) > 0 is some constant depending only on t and , 0 < z < t < oo. DEFINITION 2.1. We define the space Cc = CC(R + , L2(Q, A, P)) to be the space of all continuous functions from R+ into L2(Q, A, P) with the topology of uniform Note that Cg c Cc and that for g(t) = 1 for all t e R+ we have C1, the space of all bounded continuous functions from R+ into L2(Q, A, P).
Let B, D c CC(R + , L2(,A, P)) be Banach spaces, and let T be a linear operator from CC(R + , L2(Q, A, P)) into itself. We give the following definitions with respect to B, D, and T. DEFINITION DEFINITION 2.5. We call x(t; o) a random solution of the equation (1.1) if it satisfies the equation P-a.e. and is a second order stochastic process on R+ We now state the following lemma which is given by Tsokos [18] . These integral operators will be needed in obtaining the existence and uniqueness of a random solution of (1.1). We shall prove two lemmas concerning the continuity of T1 and T2 as mappings from CC(R + , L2(Q, A, P)) into itself. LEMMA 2.2. The operator T1 defined by (2.1) is a continuous mapping from CC(R+, L2(Q, A, P)) into itself.
Proof. For x(t; co) E Cc, it follows that t I(T1x)(t; wO)) I_ ?
Ix(r; wo)I dA < Mtt < oo for each t E R+, since IIx(-; wo)ll is a continuous function on the interval [0, t] and hence bounded by some Mt. Thus, (T1x)(t; co) E L2(Q, A, P) for each t E R .
Let tn -+ t as n -+ oo. Then t I(T x) (tn; 0) -(T1x) (t; co) I I x(r; co) dA tn j x(r; co-) 11 Azc.
So for e > 0 there exists an N1 such that n > N1 implies that the right-hand side of the last inequality is less than s. Hence, T1x is a continuous function from R+ into L2(Q, A, P), that is, continuous in mean square on R+, so that T1 maps from Cc into itself. Proof. We must first show that the function K(t, z; w) given by (2.3) is in the space Lo(Q, A, P) and is a continuous mapping from the set A into L""(Q, A, P). For fixed t and z satisfying 0 ? z < t < oo, we have that
by the assumptions on k(s, z; w). Hence, K(t, z; w) e L,(Q, A, P) for each t and z. Let tn t as n -+ oo. By the continuity condition on K(t, z; wl), we obtain To show that T2: Cc -Cc is continuous, let xn(t; w)) x(t; w) in CC(R+ , L2(Q, A, P)) as n -+ oo. Then t I (T2Xn)(t; -) -(T2x)(t; -))I 1<
I LK(t, r; w)) III Xn(r; )) -x(r; t))A dr Define the operator U from S into D by (Ux)(t;wo) = xo(Wo) + (Tlhx)(t;wo) + (T2fx)(t;wo) (3.2) = xO(wO) + h(r, x(r; w))) dA + K(t, r; wo)f(x(,r; wo)) dr.
We must show that U(S) c S and that U is a contraction operator on S. Then we may apply Banach's fixed-point theorem to obtain the existence of a unique random solution. Let x(t; wo) e S. Taking norms in (3.2), we get by conditions (ii) and (iii). Since by hypothesis t1Kj + )2K2 < 1, U is a contraction operator on S. Applying Banach's fixed-point theorem, there exists a unique element of S so that (Ux)(t; w) = x(t; c)), that is, there exists a unique random solution of the random equation (1.1), completing the proof. Now, when the stochastic perturbing term h(t, x(t; w)) is zero, we obtain a stochastic version of the integro-differential equation studied by Levin [6] as a corollary to Theorem 3.1. where K is the norm of T.
Since (3.3) is the equivalent of (3.1) with h(t, x) equal to zero, the proof follows from that of Theorem 3.1 with T1 being the null operator. 4 . Asymptotic behavior of the random solution. Using the spaces Cg(R +, L2(Q, A, P)) we now give some results concerning the asymptotic behavior of the random solution of (1.1). We first consider the unperturbed equation (3.3) . (i) Jt IIIk(s,z; w) III ds ? Al e-'('-") for some constants Al > 0 and x > 0, 0< z < t;
(ii) x(t; w) -+f (x(t; wo)) satisfies, for some A2 > 0 and a > /3 > 0, f (0) = 0, 11 f (x(t; co)) 11 < A2 e t, t_O, and I f(x(t; O)) -f(y(t; w))I I Al )x(t; w) -y(t; )11
for jjx(t; wo)jj and jly(t; wo)jj ? pe-/3t at each t > 0 and i constant; (iii) xo(wo) = 0 P-a.e.
Then there exists a unique random soiution of (3.3) which is stochastically exponen- Taking the norm in L2(, A, P) of (4.1), we obtain for x(t; o) in the space Cg(R+, L2(Q, A,P)), II(Tx)(t;oc))Il _ IIIK(t, r; co))i * Therefore, the conditions of Theorem 3.1 hold with B = Cg, g(t) = e-t, ,B> 0, and D = C1, and there exists a unique random solution of (1.1), x(t; w), bounded in the mean square by p for all t E-R+ . 5 . Application to a stochastic differential system. Consider the following nonlinear differential system with random parameters: (5.1)
x'(t; co) = A(co))x(t; o)) + b(o0))&f(t; o))), (5.1) x'(t; w) ~= AT(t0))X(t; w)+bwq((;w) (5.2) of'(t; 0) = CT(t; w)x(t; s), where A(wo) is an n x n matrix of measurable functions, x(t; co) and c(t; co) are n x 1 vectors of random variables for each t E R +, b(o) is an n x 1 vector of measurable functions, b(a) is a scalar function, x(t; co) is a scalar random variable for each t E R+, and T denotes the transpose of a matrix. Note that (5.2) can be written as o(t;w) = o(0;) + {CT(S;wo)x(s;wo))ds , which is similar to a system studied by Tsokos [19] . where 'k(w), k = 1, 2, * * *, n, are the characteristic roots of the matrix, then it has been shown by Morozan [12] that IlleA(w)t III < K2 e -t for some constant K2 > O. We also let q(i(t; w)) be in the space Cg with g(t)
e-at t > 0, and 4(of1(t; w)) -q(2(t; w))I ? A e -tlo(t; w))-o2(t; w)I. Let h(t, o(t; (o)) = cT(t; w) eA(W)t xO()).
Then
IIh(t, o(t; w)) II < IIIcT(t; w) IlIK2 e -t 1 xo(w)I < K1K2 e-atZ, where Z > 0 is a constant, since x0(o) e C1. Thus, h(t, o(t; w)) e Cg, by definition. Also, Ih(t, o1(t; w)) -h(t, o2(t; w)))I = 0 so that it satisfies a Lipschitz condition. Now, by the assumptions on cT(t; w), b(wo), and A(w), we have 
