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ABSTRACT 
We find the sets of d-periodic asymptotically attainable structures, and we 
establish the periodicities that exist between these structures, for a nonhomogeneous 
Markov system in the case where the imbedded nonhomogeneous Markov chain is 
periodic with period d. Also, it is proved that under certain conditions each converg- 
ing subsequence of the sequence of relative structures has a geometric rate of 
convergence. 
1. INTRODUCTION 
Asymptotic periodicity is one of the important problems in the study of 
both homogeneous and nonhomogeneous Markov chains (Iosifescu 1979; 
Isaacson and Madsen 1976). Also, the problem of asymptotic behavior is one 
of the most important problems in manpower systems (Bartholomew 1971, 
1973, 1982; Bartholomew and Forbes 1979; Davies 1973, 1975; Vajda 1978) 
and nonhomogeneous Markov systems (NHMS) (Vassihou 1981a, 1981b, 
1982; Feichtinger 1976; Feichtinger and Mehlmann 1976). The control of the 
expected number of people in the various states has also been a major area of 
research in manpower systems, starting with the work of Bartholomew 
(1973), Vajda (1975, 1978), G rinold and Stanford (1974, 19761, Stanford 
(19821, Grinold (19761, and Grinold and Marshall (1977). In this work and in 
ah of what followed, the important issue was the control of the expected 
numbers in the various states by recruitment (or promotion) control. 
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Consider a population (system) which is stratified into classes (states) 
according to various characteristics. Let S = {1,2,, . . . , k} be the set of states 
that are assumed to be exclusive and exhaustive. The state of the system at 
any given time t is represented by the row vector N(t) = [N,(t), . . , , Nk(t)], 
where &(t) is the expected number of members of the system in state i at 
time t. The vector N(t) is also called the expected structure of the system at 
time t. Let us consider a discrete time scale, and let {P(t)}:=,, be the 
sequence of transition-probability matrices between the states. Assume that 
there is a (k + 1)st state denoting the external environment to which the 
members who leave the system are transferred. Also, let {pk+l(t)}~zo be the 
vector-valued sequence of loss probabilities, {T(t)}~=, the sequence of total 
members in the system with AT(t - 1) = T(t) - T(t - l), and finally, 
{p,Jt>)~~, the vector-valued sequence of input probabilities. We define the 
relative structure q(t) z N(t)/T(t), that is, a probability vector with ele- 
ments qi(t), i E S. A system defined by the above entities will be called a 
nonhomogeneous Markov system (NHMS) with k states (Vassiliou 1982). 
Let Q(t) = P(t) + pi+ ,(t)p,(t); then Q(t) is a stochastic matrix, and the 
nonhomogeneous Markov chain defined by the sequence {QJt>)~=, will be 
called the imbedded nonhomogeneous Markov chain of the NHMS. 
In what follows, we define Q(s, m> = Q(s)Q(s + 1) *** Q(m). Also 
throughout the paper, we assume that the imbedded nonhomogeneous 
Markov chain {Q(t I}~= ,, converges in norm to a stochastic matrix Q of period 
d. Assuming that C,, C,, . . . , C,_ 1 are the cyclic subclasses (Isaacson and 
Madsen 1976) of Q, let Qi denote the submatrix of Q corresponding to the 
transition probabilities from Ci_ 1 to Ci. 
A stochastic matrix Y is proper if and only if it has no eigenvalues ( # 1) 
of modulus 1, and it is regular if, in addition, 1 is a simple root of its 
characteristic equation (Gantmacher 1959). If Y is a regular stochastic matrix, 
Y* = lim t ~ ,Y’ is a stable stochastic matrix. That is, Y* has identical rows 
(Iosifescu 1979; Isaacson and Madsen 1976). 
In Section 2, after a series of lemmas, we first prove that for the Markov 
chain defined by Q the sequence {Qfd+ ‘}T= 0 converges in norm to the matrix 
AQ’ (r = 0, 1, . . . , d - 1) as t + 00, with geometric rate, and that A = 
lim t ~ m Qtd. Using this theorem and the condition that all the Q(t)‘s for 
t = 0, 1, . . . have their zero entries in the same positions (the same holds for 
Q), we prove that for the imbedded nonhomogeneous Markov chain the 
product Q(kd + m, nd + r), r > m + 1, k E N, converges in norm to the 
matrix AQrem+’ as n -+ 03, with geometric rate. For the case r < m + 1 the 
same is true with limit AQd+r-m+l. In other words, we show that in general, 
for periodic homogeneous or nonhomogeneous Markov chains, if we consider 
each converging subsequence of the sequence of powers of the matrix of the 
transition probabilities, or correspondingly, products of transition matrices, 
the rate of convergence is geometric. 
NONHOMOGENEOUS MARKOV SYSTEMS 139 
Vassiliou and Tsantas (19S4a, I984b) introduced the control of the 
expected and relative expected structures in nonhomogeneous Markov sys- 
tems using the sequence of input probabilities {p,(t))~~,. Vassiliou and 
Georgiou (1990) studied a new aspect of the classical problem of providing 
conditions under which a limiting relative structure of a NHMS exists. Their 
interest was focused on finding which expected relative structures were 
possible as limiting ones provided that control was exercised on the sequence 
of vectors of input probabilities {po(t>}~=,. These structures were called 
asymptotically attainable structures. A theorem was provided in which the set 
of all such structures was determined as the convex hull of k vertices. These 
vertices were found to be scalar multiples of the rows of the matrix [I - PI-‘, 
where P was the limit of the sequence {P(t)r;“= o. All the results were based 
on the assumption that the imbedded nonhomogeneous Markov chain con- 
verged to a regular matrixQ. 
In Section 3, we relax this assumption by assuming that the imbedded 
nonhomogeneous Markov chain is periodic of period d and converges to a 
matrix Q of the same period. In a first basic theorem it is proved that the 
sequence {q(t)l~co of the expected relative structures splits into d convergent 
subsequences with limits q.(m), r = 0, 1, . . . , d - 1, that do not depend on 
the entire sequence of input probabilities but only on its limit p,,, revealing a 
strong control element. It is also proved that the limiting relative structures 
q.(m), r = 0, 1, . . . , d - 1, are left eigenvectors of the matrix Qd. Further- 
more, let the elements of the vector q.(m) corresponding to the states of the 
cyclic subclass Ci be denoted by (91’1,. . . ,9&l, where ki denotes the 
number of states in subclass Ci, and let & be their sum. Let also Pi be the 
submatrix of the substochastic matrix P containing probabilities of transition 
from Ci_ 1 to Ci; then it is proved that the sets of all asymptotically attainable 
expected relative substructures (9i;, . . . , q,Tk,)/&, i, r = 0, 1, . . . , d - 1, are 
convex sets with vertices which are scalar multiples of the rows of the matrix 
[I - P,P,,i *** Pa **a Pi_ 1]-‘. In addition, we prove that the &“s for i, r = 
O,l,...,d - 1 are convex combinations of the s,‘s where 
for r=O,l,..., d-l. 
Moreover, it is proved that the &“s behave periodically, satisfying the 
equation & = PI=,’ = . . . = &;-i = . . . = & = . . . = &I’--,‘. The 
theorem is concluded by proving that all asymptotically attainable structures 
q,(m), r = 0, 1, . . . , d - 1, belong to convex sets with vertices that are scalar 
multiples of the rows of the matrix [I - Pd]-‘. 
Also, in Section 3, we provide a second theorem in which it is proved that, 
under the condition that the sequences <Q(t>~=, and {AT(t)/T(t)}~=, 
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converge at geometric rate, the sequence {q(t>}yzo of the expected relative 
structures splits into d subsequences which converge geometrically fast to the 
corresponding limits qr(m) (r = 0, 1, . . . , d - 1). 
Finally, the results are illustrated in Section 4. 
2. THE RATE OF CONVERGENCE OF THE IMBEDDED PERIODIC 
NONHOMOGENEOUS MARKOV CHAIN 
For a NHMS we have (Vassihou 1982) 
q(t) = q(t - l)a(t - l)Q(t - 1) + b(t - l)pa(t - l), (2.la) 
where 
a(t - 1) = 
T(t - 1) z(t) - T(t - 1) 
T(t) 
and b(t - 1) = 
T(t) 
(2.lb) 
In this section, we prove some important results for the imbedded 
nonhomogeneous Markov chain which will be useful in Section 3. These 
results are valid for any nonhomogeneous Markov chain. 
We define the norm II*II of a real matrix A as 
II AII = SUP C IaijI. 
iE:S jES 
If u = [UjljES is a real vector, we define the norm II * II of u as 
Ilull = sup I”jl. 
jES 
This norm has the additional following properties: 
(9 IDI1 =G Ihll IIBII; 
69 IluAll G lld IbAll; 
(iii) lIPI = 1 for any stochastic matrix P. 
We now provide the following lemma, which is a combination of results 
given by Iosifescu (1979) and I saacson and Madsen (1976), and concerns the 
behavior of the powers of a stochastic matrix Q with period d. 
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LEMMA 2.1. Let Q be a k x k stochastic matrix with period d, and let 
c,, c,, . . . > c,_ 1 be the cyclic subclasses. Then the matrix Q can be written 
in the form 
c0 cl c, ‘.’ Cd-1 
c0 
0 Q,, 0 .-. 0 
cl 0 0 Q1 ..- 0 
Q= ; . . . . . . . . . . . . . . . . . . . . . . . . . 
Cd-2 0 0 0 ‘.. Qd-2 
cdm1 Qd_l 0 0 e-e 0 
(2.2) 
where Qi, i = 0, 1, . . . , d - 1, are submatrices corresponding to the cyclic 
subclasses. The matrices Qd and A = lim, em Q’” have the following form: 
CO 
Cl 
Qd=; 
Cd- 2 
cd- 1 
CO 
Cl 
A=; 
Cd-2 
cd- L 
c, c, c, “’ 
x, 0 0 *** 
0 x, 0 *** 
. . . . . . . . . . . . . 
C” c, c, “. Cd-l 
cd-l 
0 
0 
. . . . . 
0 
xd- 1 
(2.3) 
0 
nd- 1 
Since Q is finite, the matrices Xi, i = 0, 1, . . . , d - 1, are regu- 
lar matrices (Rho&s 1979), and the corresponding nTi’s stable stochastic 
matrices. 
Let A = {aij} be a real n X m matrix. The matrix x = {iii .}, where 
Zij = 1 if aij # 0 and 0 if aij = 0, is called the incidence matrix o f A. 
As mentioned in Section 1, if k and m are two positive integers (k < m), 
then we define 
Q(k, m) = Q(k)Q(k + 1) *-Q(m). (2.5) 
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From Tsakhdis (1987) and Tsaklidis and Vassiliou (1988) we borrow the 
following lemma concerning the problem of the limit of infinite products of 
stochastic matrices of the same period. 
LEMMA 2.2. Let K!(t)>:=,, b e a sequence of stochastic matrices and 
lim t+m llQ&l - QIF 0, where Q is a periodic stochastic matrix with period 
d. Also, let QCt> = Q f or every t E N, and let k, m E N, where k = n,d + r 
and m = n,d + s with 0 < r Q d - 1 and 0 < s < d - 1. Then 
where A = lim,,,Qtd. 
From Huang , Isaacson, and Vinograde (1976) we borrow the following 
lemma concerning the rate of convergence to the limit of Q’ as t -+ ~0: 
LEMMA 2.3. Let Y be a regular stochastic matrix and Y* = lim t ~ mYt. 
Then as t + m, there exist c > 0 and 0 < b < 1 such that IIy’ - Y*ll < cb’ 
for every t, that is, the rate of convergence is geometric. 
We will now prove that the convergence of the subsequences of {Q’}F= ,, is 
at geometric rate for periodic homogeneous Markov chains with period d. 
THEOREM 2.1. Let Q be a k x k irreducible stochastic matrix with 
period d. Then for given r (0 Q r < d - 1) the sequence (Qtd+r)FCo con- 
verges to the matrix AQ’ as t + m with geometric rate. 
Proof. Since Q is periodic with period d, it follows from Lemma 2.1 
that it can be written in the form of Equation (2.2) with QO, . . , Qd- 1 
regular stochastic matrices. From the same lemma we also know that the 
matrix Qd has the form of Equation (2.2) with X0,X,, . . . ,Xd-l regular 
stochastic matrices. 
From Lemma 2.3, we get that there are ci > 0 and 0 < bi < 1 for 
i = O,l,..., d - 1 such that 
IlXf - qll < cib; for-every t E N. (2.7) 
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From (2.3) we get that 
c, c, c, “. Cd-, 
‘xl, 0 0 ... 0 
0 x; 0 *** 0 1 
. . . . . . . . . . . . . . . . . . . . 
0 0 0 *-- 0 
0 0 0 *** xl-1 I 
(2.8) 
and from Lemma 2.1, we have lim, ,,IIQtd - AlI = 0 with A given by (2.4). 
Define b = maxi{bi}, c = maxi{ci} for i = 0, 1, . . . , d - 1. Then c > 0 
and 0 < b < 1. From (2.6) and (2.7), we derive that 
llQtd - AlI < cbt forevery t E N. (2.9) 
This completes the proof for the case in which r = 0 (0 < r < d - 11, where 
r indexes the cyclic subclasses and moreover denotes the periodic behavior 
caused by their existence. 
Let r # 0; then 
IIQ td+r - AQ'II = 11~~~~' - ~'11 =[I(Q"~ - A)Q’/ 
Q ilQtd - All * llQ’ll = llQfd - All < cb’ 
forevery t E N, 
because Q’ is a stochastic matrix with norm equal to one. Thus, 
lim t +mllQtd+’ - AQ’ll = 0 with geometric rate of convergence. n 
From Tsakhdis (1987) we take the following lemma: 
LEMMA 2.4. Let {Q(t)}:==, b e a sequence of stochastic matrices with 
limL+,Q(tl = Q, where Q is a periodic stochastic matrix with period d. 
Zf Q(t) = Q fir every t and A = lim,,,Q’d, then Q(t, t + kd - 1)A = A, 
where Q(t, t + kd - 1) = Qct>Q(t + 1) *** Q(t + kd - 1). 
We now provide a basic theorem concerning the imbedded nonhomoge- 
neous Markov chain. We show that if we consider each converging 
subsequence of the sequence of products of transition matrices, the rate of 
convergence is geometric. Under the same conditions, the result holds for 
every nonhomogeneous Markov chain. 
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THEOREM 2.2. Let a sequence of irreducible stochastic matrices {@t )}F= 0 
have the same incidence matrix at> = Q for every t. Also let lim,_,,llQ(t) 
- Qll = 0 with geomet 
period d. 
ric rate of convergence, where Q is periodic with 
Zf r > m + 1 (r, m E N, 0 < r < d - 1, 0 < m < d - 11, then 
),“, I] Q( kd + m, nd + r) - AQ’-“+l(l = 0 for every k E N 
(2.10) 
with geometric rate of convergence. Zf r < m - 1, then 
!?m ]I Q( kd + m, nd + r) - AQd+r-m+lII = 0 for every k E N 
(2.11) 
with geometric rate of convergence. That is, the product Q(kd + m, nd + r) 
converges to its limit at geometric rate, uniformZy in k. 
Proof. Let r > m - 1. Then we have that 
(]Q(kd + m, nd + r) - AQ~-“‘+~[[ 
=]]Q(kd + m,nd + m)Q(nd + m + 1,nd + r) - AQ’-~+‘J( 
=(][Q(kd+m,nd+m)Q(nd+m+l,nd+r) 
-AQ(nd + m, nd + r)] 
+ [AQ( nd + m, nd + r) - AQr-m+l] 11 
<]]Q(kd+m,nd+m-1) -A[[ 
+]]Q(nd + m,nd + r) - Q~-~+~]]. 
(2.12) 
(2.13) 
From Lemma 2.1 we get that there exist s, cl, and b, such that 
llQsd - All < clbi, where cl > 0, 0 < b, < 1 for every n > s. Thus, using 
Lemma 2.4, we arrive at 
]]Q(kd+m,nd+m-1) -AIt 
<])Q(kd+m,nd-sd+m-l))] 
.]]Q(nd - sd + m,nd+m-1) -AlI 
<]]Q(nd - sd + m, nd + m - 1) - ~“~11 +IIQ”~ - AI/. (2.14) 
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From Lemma 2.1 we arrive at 
IIQ(kd+m,nd+m- 1) -AI/ 
sd- 1 
=G c I(Q(nd-sd+ m + U) - Qll +IIQSd - A/. (2.15) 
u=o 
Since the sequence {Q(t)}:=, converges to the matrix Q with geometric 
rate of convergence, there exist c > 0 and 0 < b < 1 such that 
IIQ(t) - QJI < cbt for every t E N (2.16) 
Thus, also using Lemma 2.1, Equation (2.15) can be written as 
IIQ(kd+m,nd+m-1) -AlI 
X-1 
< ccb 
nd-sd+m+l + +, Bcs&nd-sd+m 
u=o 
< cm% nd--sdfm + clb; <csdb(“-S)d + clb;. (2.17) 
Without loss of generality, we can always choose b > b, and n large 
enough so that s < nd - r. In this case, Equation (2.17) becomes 
IIQ( kd + m, nd + m - 1) - AI) < cZb(rl-S)d + clbnd-‘, 
where cs = ad. 
Now, defining ca = cZbmsd + clb-’ yields 
jIQ(kd+m,nd+m-1) -All<c,b” for c,>OandO<b<l. 
(2.18) 
Lemma 2.2 and (2.16) yield that 
r--m 
I(Q(nd + m, nd + r-) - Qr--m+lll < c /Q(nd + m + u) - Q/l 
u=o 
7---m 
< c cbnd+“‘+l < c4bn. (2.19) 
u=o 
From (2.9), (2.18), and (2.191, we arrive at 
IIQ(kd + m, nd + r) - AQ’-m+lll G cgbn + c4b” < c5bn 
for every n, with cs > 0 and 0 < b < 1. 
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For the case r < m + 1, following the same steps as previously, we arrive 
at (2.8). n 
LEMMA 2.5. Zf Q and A are as defined in Theorem 2.2, then 
QdA = AQd = A. 
Proof. Immediate consequence of Lemmas 2.1 and 2.4. n 
3. PERIODICITY AND RATE OF CONVERGENCE OF 
ASYMPTOTICALLY ATTAINABLE STRUCTURES 
In Vassiliou and Georgiou (19901, a new aspect of the classical problem of 
providing conditions under which a limiting relative structure of a NHMS 
exists and finding the relative structure was studied. The motivating interest 
was to find which relative structures were possible limiting ones provided 
control was exercised on the sequence of vectors of input probabilities. 
The following theorem was proved: For a family of NHMSs all defined by the 
same sequences {P(t)}:=,, {pk+l(t)}~zO, {T(t)}:=,, but with an arbitrarily 
chosen sequence of input probabilities (p,,(t)l~=,, assume that 
(i) lim,,, AT(t)/T(t) = 0, 
(ii) lim, em P(t) = P, 
(iii) lim t+mPk+W = Pkfl, 
(iv) lim t+a&t) = PO> 
(4 Q = P + P;+IPO is regular, and the system is expanding [T(t) >, 
T(t - l)]. Then the set of all possible limiting structures is the convex hull of 
k vertices defined by zi = A-‘(eJ1 - PI-‘}, i = 1,2,. . , k, where Ai de- 
notes the sum of the elements of the ith row of the matrix [I - PI-’ and ei a 
row vector with one in the ith entry and zeros elsewhere. 
All the results were based on the assumption that the imbedded nonho- 
mogeneous Markov chain converged to a matrix Q which was regular. In the 
present section, we relax the assumption that Q is regular, by assuming that 
the imbedded nonhomogeneous Markov chain is periodic with period d and 
converges to a matrix Q of the same period. Obviously, in this case, we do not 
have convergence in the usual sense, and thus there is a need to give the 
following definition for a NHMS. 
DEFINITION 3.1. We say that a NHMS has d-periodic asymptotically 
attainable structures qr(m>, r = 0, 1, . . . , d - 1, under asymptotic recruit- 
ment control if there exists a sequence of recruitment vectors {po<t>}=, with 
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lim ,+Jp&) - poll = 0 such that the sequence of the expected relative 
structures {q<t>>~=o splits into d converging subsequences with limits qr(m) 
for r = 0, 1, . . . , d - 1. 
We denote by AT (r = 0, 1, . . . , d - 1) the set of d-periodic asymptoti- 
cally attainable structures qt.(m). Let e, be the 1 x k row vector with one in 
the ith entry and zeros elsewhere. We now provide the following theorem 
which describes the set AT. 
THEOREM 3.1. Consider a family of NHMSs all defined by the 
same sequences IP(tN~=,,, {pk+ l(t>I~co, {T(t)J~=o, but with an arbitrarily 
chosen sequence of input probabilities {po(t)}~Eo. Assume that the following 
conditions are satisfied: 
AT(t) -= 
!i?, T(t) ” 
lim P(t) = P, 
t-m 
lim Pk+lW = Pk+l> 
t+m 
lim pdt) = po, t-m 
Q = P + p;+lpo. 
(3.la) 
(3.lb) 
(3.lc) 
(3.ld) 
(3.le) 
Let also Q(t) = ?j f or every t, where Q is periodic with period d. and 
T(t) > T(t - 1). Then the following are true: 
6) The sequence {q(t I}:= O of the expected relative structures splits into d 
convergent subsequences with limits 
I 
r-l d-l 
qr(m) = p,A c s,Q~-“-~ + c s,Q~+~-~-~ 
Lm=o 1 (3.2) 
or 
d-l 
q,(m) = p,A c s,,,Q~+‘-~-’ 
m=O 
for r = 0, 1, . . . , d - 1. 
1 
1 
(3.3) 
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(ii> The limiting relative structures qr(m) (r = 0, 1, . . . , d - 1) are left 
eigenvectors of the matrix Qd. 
(iii> Let C,, C,, . . . , Cd_ 1 be the cyclic subclasses of the imbedded nonho- 
mogeneous Markov chain, and assume that the elements of the cyclic Ci are 
states 1,2, . . . , ki. Then the matrix pd can be written as 
where Pi is the submatrix of P which contains the transition probabilities 
from the states of the cyclic subclasses Ci to the states of the cyclic subclasses 
‘i+l. For i = d - 1, the (i + l)th cyclic subclass is considered to be the C,. 
Let the elements of the vector q.(m) which correspond to the states of the 
cyclic subclass Ci be (qt’1, . . . , qLk.), and let & be their sum; then the sets of 
all asymptotically attainable elements (qi;, . . , , qk,)/& for i, r = 0, 1, . . . , d 
- 1 are the convex sets with vertices that are scalar multiples of the rows of 
the matrix 
[I - PiPi+1 “‘PO ***Pi_,]-’ 
(iv) The &‘s for i, r = 0, 1, . . , d - 1 are convex combinations of the s, 
(r = 0, 1, . . . , d - l), where 
n-1 AT(kd + r) 
s = r lim C 
n+m k=O T(nd + r) ’ 
For example, for i, r = 0, 1, . . . , d - 1 we have 
d-l k,, 
I.47 = c c P:isV> where 
m=O j=l 
r-(i+m)-1 if i+m<r-1, 
d+r-(i+m)-1 if i+m>r-1, 
with CtlbC$ 1 pz. = 1. 
(v) The & (i, : = 0, 1, . . . , d - 1) have the following periodic behavior: 
.,r = p;+l = cL;+; = . . . = &-;-l = &i = . . . = t$~i-_:. 
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(vi) The sets of all asymptotically attainable qr(a) are the convex sets 
with vertices that are scalar multiples of the rows of the mutrix [I - Pd]-‘. 
Proof. (i): From Equations (2.1) and (2.5), we have 
T(O) 
s(t) = q(O)jqyQ(O, t - 1) 
+ & $ AT(7 - l)po(~ - l)Q(T, t - 1). (3.4) 
7 1 
Without loss of generality, assume that t = nd + r (0 < r < d - 1); then 
Equation (3.4) takes the following form: 
T(O) 
q(nd + r) = q(O) T(nd + r) Q(O, nd + r - 1) 
c AT( kd + m)p,( kd + m) 
XQ(kd+m+ l,nd+r- 1) 1 
r-1 AT(nd+u) 
+c 
U=. T(nd+r) 
p,(nd+u)Q(nd+u + 1, nd+r - 1). 
(3.5) 
We now prove that the second term on the right-hand side of Equation 
(3.5) converges in norm as n + w. We have 
?J= d~l”~lA~~~~~r~)p,,(kd+m)Q(kd+m+l,nd+r-l) 
/I m=O k=O 
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r n-l AT(kd + m) 
-<cc 
m=() k=(yJ T(nd + r) 
I(pO( kd + m)Q( kd + m + 1, nd + r - 1) 
d-l n-l AT(kd + m) 
+c c 
T(nd + r) 
/p,,( kd + m)Q( kd + m + 1, nd -t r - 1) 
tn=r k=o 
- POAQ d+r-m+lll. (3.6) 
NOW we take the first norm in (3.6) and prove that it converges to zero. In 
order to do so, we write 
Ilp,(kd + m)Q(kd + m + 1, nd + r - 1) - poAQr-m+lll 
= lIp,,(kd + m)Q(kd + m + 1, nd + r - 1) - po(kd + m)AQr-“‘+’ 
+ po( kd + m)AQrem+l - poAQr-m+lll 
= Ilpo(kd + m)[Q(kd + m + 1, nd + r - 1) - AQ’-~+‘] 
+ [pd kd + m) - po]AQ’-m+lll 
G llp,( kd + m)II - llQ( kd + m + 1, nd + r - 1) - AQ’-m+ll( 
+ llp,( kd + m) - poll * I!AQ’-m+lll. (3.7) 
From the assumption (3.1), the relation (3.7), and Lemma 2.2, we get that 
nbi_mm IIP~W + m)Q(kd + m + 1, nd + r - 1) - P~AQ’-~+~II = 0 
if r-l>m+l. 
In a similar way, we can prove that 
lim IIpo( kd + m)Q( kd + m + 1, nd + r - 1) - pO~~d+r-m+lll =0 
n-m 
if r-l<m+l. (3.8) 
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According to Lemma 2.5, the relations (3.7) and (3.8) can be summarized 
in the relation (3.8) for every r, m E N. The parameter d is required as a 
power, as in (3.7), or is surplus, as in (3.8). 
The series 
n-1 AT(kd + m) c 
k=() T(nd + r> for m=O,l,...,d- 1 
is bounded above by C:=,AT(r)/T(t) < 1, which means that 
lim 
n-l AT(kd + m) < 1, 
c 
“+- k=O T(nd+r) ’ 
Since {T(t)}“=, is a monotonically increasing function of t, AT(kd + 
m)/T(nd + r) > 0. Consequently, the series C;:AAT(kd + m)/T(nd + r) 
for m = 0, 1, . . . , d - 1 is converging, and we define its limit by 
n-l AT(kd + m) 
s, = lim c 
n+m k=O T(nd+r) 
(3.9) 
Combining (3.6) and (3.7), we arrive at 
II n-1 AT(kd + m) c k=O T(nd + r) po(kd + m)Q(kd + m + 1, nd + r - 1) 
n-1 AT(kd + m) 
dc 
k=O T(nd + r) 
X [llQ(kd + m + 1, nd + r - 1) - AQrPm+‘ll 
+IIPow + m) -Poll]. 
which, combined with (3.7), (3.81, and (3.9), yields 
n-1 AT(kd + m) 
lim C 
T(nd + r) 
po(kd + m)Q(kd + m + 1, nd + r - 1) 
n+a k=O 
if r-l>m+l, 
if r-l<m+l, 
(3.10) 
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From Equations (3.6) and (3.10), we have 
d-1 n-l AT(kd + m) 
lim C C 
n-m T(nd + f-) 
po(kd + m)Q(kd + m + 1, nd + r - 1) 
m=a k=o 
r-1 d-l 
=c m=o~m~o*Q - r m+l + c S,poAQd+‘-“L+l 
*=r 
r-1 
=c m~osmpoAQd+‘-m+l. (3.11) 
We will now prove that the third term in the right-hand side of Equation 
(3.5) converges in norm to zero as n + 00. We have 
II r-1 AT(nd + u) c uzo T(nd + r) po( nd + u)Q( nd + u + 1, nd + r - 1) 
r-1 AT(nd + U) 
CC 
U=O T(nd + r) 
llpo( nd + u)Q( nd + u + 1, nd + r - 1) )I 
r-t AT(nd + U) 
rC 
U=O T(nd + r) ’ 
which as is evident from the assumption (3.11, goes to zero. Also, since 
T(t) + 03, the first part of Equation (3.5) goes to zero as well. Thus as 
t + 00, Equation (3.5) becomes 
t--l d-l 
qr(m) = c s,~~AQ’-~+~ + c s,~,,AQ~+‘-~+’ 
n=O ?Tl=r 
d-l 
=c m=os,,,p,,AQd+r-m+? (3.12) 
(ii): For any r = 0, 1, . . . , d - 1, 
modifying Equation (3.12): 
we show that q r(m)4 = qr+ 1(m) by 
r-1 d-l 
c s,,,Q-“+~ + c s~Q~+‘-“‘+~ Q 
m=O ?Tl=r 
= poA[s,Q’ + slQr-l + s&-’ + -.. +s,._~Q’ 
+s r-1 Qd+’ + s,Qd + .** +Sd_ lQr+ ‘1 
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[ 
T, - 1 d-l 
= p,A c S,Qr~-“‘+l + c S,Qd+v”+l 
m=O m=r 1 
(with rl = r + 1) 
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[ 
d-l 
= p,A c s,poAQd+‘-‘” 
m=O 1 
Thus, q$a)Q = q,., ,(a). Obviously, we have 
qr+z(O”) = sr+dm)Q = q,(O”)Q2,. . .> qd~dcc)) = qrP)Qd-r-l~ 
and finally, 
49 = s,WQd for r=O,l,..., d- 1. (3.13) 
Thus, the limiting relative structures qr(m) (r = 0, 1, . . . , d - 1) are left 
eigenvectors of the matrix Q”. 
(iii): Let Co, C,, . . . , Cd_l be the cyclic subclasses of the homogeneous 
Markov chain that are defined by the matrix Q. We will first try to obtain an 
appropriate form of the matrix Pd. For this purpose we write 
CO 
Cl 
Q=; 
Cc!- 2 
Cd-, 
CO Cl c, “’ Cd- I 
0 Q. 0 *a- 0 
0 0 Q1 --. 0 
. . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 ‘.. Qd-2 
Qd-l 0 0 *** 0 
and, since Q = P + Pi+lpo for any NHMS, 
CO Cl c, ... Cd-1 
- CO 
: . 
0 P, 0 *** 0 
Cl 0 0 P, ... 0 
Q ; . . . . . . . . . . . . . . . . . . . . . = + p;+lpo, 
Cd- 2 0 0 0 -.. P&2 
Cd-, pd-l 0 0 -1. 0 
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where the matrices PO, P, , . . . , PA_, are, in general, substochastic. Now, the 
matrix Qd takes the form 
co 
CO 
Cl Cd-l 
QlQz *** Qd- IQo 
Qd- IQO 
Cl cd-I 
CO 
Cl 
= . 
Cd- 1 
Qd-2 1 
where B contains the lower powers of P and those of pi+ I~,,, which do not 
concern our present analysis. 
The matrices QoQl *** Qd_i, QiQs **a Qd_rQ,,, etc. correspond to 
the matrices X0,X,, etc. of Lemma 2.1, which are regular stochastic 
matrices. Obviously, the matrices Qa, Qr, . . . , Qd_ 1 are not necessarily 
square matrices, but the Xi’s are. 
Let each cyclic subclass have ki states, i = 0, 1, . . . , d - 1. We denote by 
4; the jth eFme;t 
?- = O,l,..., 
“f PI ith cyclic subclass of the vector qr(w), where 
,i- , ,... 
(41’1, * . 
, d - 1, and j = 1,2,. . . , ki. We denote by 
. , q&) the elements of the vector qr(m) which correspond to the 
states of the cyclic subclass Ci, and by &’ their sum. We will prove that the 
set of all asymptotically attainable elements (qr;, . . . , q,Tk,/cL,r for i, r = 
0, 1, . . . , d - 1 is convex, and we will determine its vertices. 
For r = 0, 1, . . . , d - 1, we get from Equation (3.13) that 
qr(m) = ar@)Qd = srW(pd + B), (3.14) 
which implies that 
( q&y... ~qgrk,,q;1’...‘qik,~...~qdr-ll~...7qdr-Ikd-,) 
= 
( q&,..., qLkd-,> 
p,,pl ‘*. pd-1 
X 1 + B. (3.15) 
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From (3.15) it is evident that, for each set of states in a cyclic subclass, 
(q,r,, *. . > qLki) = (q:l>...> q,‘,i)([PiPi+l ***Pd-lPo *-*Pi-l] + Bi) 
for i=O,l,..., d- 1. 
Thus, for r = 0, 1, . . . , d - 1 and i = 0, 1, . . . , d - 1, 
where I,, is the ki x ki unit matrix and Bi the block from the matrix B 
which corresponds to the cyclic subclass Ci. From (3.16), we obtain 
(q;,..., qig) = @Ii;>. . .,qG,)Bi[Iki-PiPi+i *--Pd_1Po ***Pi-l]-l. 
(3.17) 
where the matrix I, - PiPi + i *** Pd_ lP,, +** Pi_ i is nonnegatively invertible, 
since each Pi is substochastic. Furthermore, Equation (3.17) can be written 
as 
(4i;v. 
j=l 
..*P,_i] -l, (3.18) 
where bj is the j-coordinate of the vector ( qLl, . . . , q&) Bi. 
Now, let 
Then, if we multiply both sides of Equation (3.18) from the right by the 
vector I’ = [l, 1, . . . , 11’ and divide by &, we get 
ki 
(qi;,..., qhi)l’/& = C bjhj/pi> 
j=l 
where hj is the sum of the elements of the j-row of the matrix 
[Ik, - P,P,,i *.. Pa f**Pi_1] -l. 
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so 
= jil yq {ej[Iki - p,P,+I *** P&IPO ... P,_J -‘> 
I 
= 5 cjql (ej[Ik 
j=l 
where O < ci < 1 and CjkLlcj = 
From (3.19) we get that the 
- vi+1 *** Pd- IP, **. P,J -l} , (3.19) 
1. 
set of all possible vectors (q;, . . . , q,Tk,)/& 
for i, r = 0, 1, . . . , d - 1 is a convex set with vertices scalar multiples of the 
rows of the matrix 
(iv): We will now show that the & for i, r = 0, 1, . . . , d - 1 are convex 
combinations of the s, (T = 0, I, . . . , d - 1) defined in (3.9). 
From (3.12) we have, for each r = 0, 1, . . . , d - 1, 
d-l 
q,(w) = p. c s,,,AQ~+~-+~ 
m=O 
= po(soAQd+‘-’ + slAQd+‘-’ + s~AQ~+‘-~ + ... +s~_~AQ’) 
= P~(s,_~A + s,_~AQ + 1.. +s,AQ’-I 
+s,_ ,AQ’ + s~_~AQ~~’ + *.* +s,AQd-‘). (3.20) 
For T = 0, the s,_ i becomes s&i due to the cyclic movement of the 
subclasses. 
In Iosifescu (1979) and Isaacson and Madsen (1976) it is proved that the 
sum Ct,tAQ’ is a stable matrix. Moreover, letting qi = (nil, 7ri2,. . . , rikd) 
denote the row of the stable matrix mi in Lemma 2.1, then the row of the 
stable matrix CfIiAQ’ is 
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A way of expressing this matrix in a more descriptive form is the following: 
Denote by [u, zi] a matrix with u rows the same as n,. Then the matrix 
Cfl,‘AQ’ can be written as 
[k,,, 7cll .-- [ko, s-J 
[k,, zJ ... k, s-11 
: 
[k,-;, Ilrl] ... 
In a rather similar way one can prove that (See page 158) 
We can always write the vector p. as 
where p; is the element of the vector p. which corresponds to the j-element 
of the cyclic subclass Ci. We are now able to express the qh (T, i = 0, 1, . . . , 
d - 1, j = 1,. . . , kj) that comprises the elements of qr(m) that correspond 
to the states of the cyclic subclass Ci, in terms of the s, (r = 0, 1, . . . , d - 1) 
and pt (i = 0, 1, . . . , d - 1, j = 1,. . . , ki). From (3.20) and (3.21), we get 
for i, r = 0, 1, . . . , d - 1 
41’1 = [(Pool + PO02 + ... +P&)%-1 + (A + PL + ... +pG,)s, 
+ . . . +( PL + Pi-12 + ... +PLt,_,)%-21% 
4,r, = [( PO"1 + PO"2 + ... +P~k,)sr-l + (Ph + P&t + *** +P:k,)s, 
+ . . . +( PL + PL + *-- +PLk,_,)l;-2]T2 
qhc, = [( Pi1 + Pi2 + ... +P~kJS,-l + (pF1 + pyg + **- +pQs, 
+ . . . +( Pdo-11 + PL + -*- +PL,-, )‘r-21 Tiki’ (3’22) 
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Since & is the sum of the 91rj in (3.22) for j = 1 to ki, we obtain 
So, for i, r = 0, 1, . . . , d - 1, 
d-l km 
l-4 = C C Pij’v, where 
m=Oj=l 
r-(i+m)-1 if i+m<r--1, 
d+r-(i+m)-1 if i+m>r-1, 
(3.23a) 
with 
d-l L 
C CPZj=l. 
m=O j=l 
(3.2313) 
Thus, we have proved that the sum of the elements of the cyclic subclass 
of the vector q’(m) is a convex combination of the sums s,, r = 0, 1, . . . , d - 
1, with C:‘:o’s, = 1. 
(v): We now show that the pi’s (i, r = 0, 1, . . . , d - 1) follow a certain 
cyclic behavior. From (3.23) we have 
d-l L 
IX:,’ = C C Pij’v 
m=O j=l 
(3.24a) 
with 
i 
r+l+(i+m)-1 if i+mbr-1, 
UC d+r+l-(i+l+m)-1 if i+m>r-1 
r-(i+m)-1 if i+m<r-1, 
d+r-(i+m)-1 if i+m>r-1. 
(3.24b) 
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Thus, from (3.23) and (3.24) we have 
The above relation shows that there exists an interesting periodicity between 
the ~1 (i, r = 0, 1, . . , d - 1) which allows us to determine the &‘s only for 
one value of r. 
(vi): From (3.151, we get that for any given r 
( q&P...> %-lkd_l) = (qo’l,...,qdr-lk,_,)(pd + B), 
which gives 
q,W[I - P”] = qrPW 
where I is the k X k unit matrix. This yields 
q,.(m) = q,(w)@1 - Pd]-‘, 
where the matrix I - Pd is nonnegatively invertible, since Pd is substochas- 
tic. Furthermore, 
( q&P...> q&lkd_,) = c bjej[I - Pd]-‘, 
j=l 
where bj is the j-coordinate of the vector (q&, . . . , q& 1 k,_ ,) B. 
It is evident that 
d-l k, 
c cq;j=l. 
i=o j=l 
Then, if we multiply both sides from the right by the vector 1’ = [l, 1, . . . , l]‘, 
we get 
( q&P...> qk-lkd_,)l' = i bjhj, 
j=l 
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where Aj is the sum of the elements of the j-row of the matrix [I - Pd]-‘, 
and k is the number of states (k = Cfzi kj).So 
= 5 (cj)h;‘{ej[I - Pdl-l) 7 
j=l 
where 0 < ci < 1 and Cj”= rcj = 1. 
Thus, the set of all possible vectors (9&, . . ,9:_ 1 kd_ ,) for r = 0, 1, . . . , 
d - 1 is a convex set with vertices scalar multiples of the rows of the matrix 
[I - Pd]_1. n 
Now we return to consider convergence rates under the same conditions 
as are given in Theorem 3.1. We will prove that if for conditions (a), (b), (c), 
and (d) of this theorem the rate of convergence is geometric, the sequence of 
vectors {q(t)]~=, splits into d subsequences converging in geometric rate to 
the limits q.(m) (r = 0, 1, . . . , d - 1). 
THEOREM 3.2. Consider a family of NHMSs all defined by the 
same sequences IP(t)I~=O,, {pk+ ,(t)}~=,, {T(t)l~=, but with an arbitrarily 
chosen sequence of input probabilities {po(t>}~Eo. Assume that the following 
conditions are satisfied: 
lim IIP(t) - PII = 0, 
t-m 
(3.25a) 
lim llPk,,W - pk+lll = 0, t-m 
(3.25b) 
lim Iipdt) - poll = 0, 
t-m 
(3.25~) 
AZ(t) 
- = 0 
!i: z-(t) 
[T(t) 2 T(t - l)]. (3.25d) 
In all cases (3.%a-d) the convergence is in geometric rate. 
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Then the sequence {q<t>}~=, of the relative structures splits into d 
subsequences which converge in geometric rate with limits 
QrW = a(O)- 
where 
r-l d-l 
c s,,,Q’-“-’ + c s,,,Q~+~-~-’ 
m=O 7ll=r I 
fir r = O,l,. . . ,d - 1, (3.26) 
n-1 AT(kd + m) 
s, = lim C 
n+m k=a T(nd + r) ’ 
Proof. From Equation (3.5) and Theorem 2.2 we obtain results (a), (b), 
and (c) given below. The proof then follows immediately. 
(a) We have 
11 s(O)Q(O, nd + t- - 1) - q(O)AQ’ 11 G 11 q(O) II II Q(O, nd + t- - 1) 
-AQ’i < cl&‘, (3.27) 
where c1 > 0 and 0 < b, < 1. From Vassiliou and Georgiou (1990), we know 
that if the condition (3.25d) holds, then the sequence (T(t)};=‘=, converges 
geometrically fast to a positive scalar T and so there exist cs and b, such that 
1 1 
-- 
T(nd + r) T 
< czbz”d+’ (3.28) 
for cs > 0 and 0 < b, < 1. 
(b) Let 
/I r-1 AT(nd + u) v1= c u=. T(nd + r) po(nd + u)Q(nd + u + 1, nd + r - 1) II 
r-1 AT(nd + U) 
&x 
u=o T(d+r) 
Ilp,,(nd + u)Q(nd + u + l,nd + r - 1)ll. 
The condition (3.25d) implies that there exist cs > 0 and 0 < b, < 1 such 
that 
I I AT(t) < c b’ T(t) 3 3’ (3.29) 
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so 
r-1 AT(nd + u) r-l 
c 
u=fJ T(d + r) 
< cg c bTd+“, 
u=o 
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(3.30) 
which yields 
u1 < cg(b$ C b; = c‘,(b;)“( 1 - bj) = csb,“, 
u=o 
(3.31) 
where 
c3 
c4 
=- 
1 - b, ’ 
c5 = c4( 1 - b;), and b4 = b$ 
(c) kt 
1 d-l 
T(nd + r) c m=o 
n-1 
c 
k=O 
AT( kd + m) - p,,( kd + m) 
xQ(kd + m + 1, nd + r - l)] 
- T(n;+ ~) rcl “$AT(kd + m) .p,,AQr-m-’ 
m-Ok 0 
d-l n-l 
+ c c AT( kd + m) . p,,AQd+‘-m-l . 
m=r k=O III 
Then u, < u3 + u,, where 
xQ(kd + m + 1, nd + r - l)] 
1 r-l n-l 
- c c AT( kd + m) * P,,AQ~-~-’ 
T(ti + r, rn=O kc0 II (3.32) 
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and 
xQ(kd+m+ l,nd+r- l)] 
1 d-l n-l 
- c c AT( kd + m) * poAQd+‘-*-’ . 
T(nd + r) mzr kc0 II 
Now, from (3.32) we have that 
1 r-l n-l 
C c AT(kd+m) 
u3 G T(nd + ?-) m=O k=O 
x[IIQ(kd + m + 1, nd + r - 1) - AQ’-m-lII 
+Ilpo(kd + m) - pOll*IIAQ’-m-lII]. (3.33) 
Then from Theorem 2.2 and the hypotheses (3.25), we get that 
IIQ(kd + m + 1, nd + r - 1) - AQ~-~-~II < csb,“. (3.34a) 
where 
and 
c,>o and O<b,<l, (3.3413) 
hW + 4 - poll ~AQ~-~-~II G IIp,,( kd + m) - po~~ G cgbidfm, 
(335a) 
where 
c,>o and o<b,<l. (3.3513) 
The relations (3.33), (3.34), and (3.35) result in the following: 
1 r-l n-l 
v3 ’ T(nd + r) m=O k=O 
c c AT(kd + m)(+,b,” + cgb$d+m). (3.36) 
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Also, from (3.29) it follows that 
1 r-l n-l 
c c AT(kd + m) < T(o;+ r) dtl “+T(kd + m) 
T(nd + f-) m=() k=O m Ok 0 
1 d-1 
c AT(T) 
= T(nd + r) 7=o 
nd-1 
=G c c3bj, 
7=0 
and similarly from (3.361, 
r-l n-l d-l n-l 
c c c6b$d+m < c c c6b;d+m 
m=O k=o m=O k=O 
d-1 
= c csb;. 
7=0 
(3.37) 
(3.38) 
From (3.361, (3.371, and (3.38) we have that 
7X-l nd-1 
~3 G (c&) c c3K .csb; = c7b,” c b; G c7b,” 2 b;, 
7=0 7=0 r=o 
c7 = c5c3cg > 0, and 0 < b, = b,b, < 1. 
The series ~=ob~ is a geometric series, since 0 < b, < 1. So u, Q c7bt/ 
(1 - b,). Let c8 = c,/(l - b,) > 0. Then 
V, Q csb,“, c8 > 0, and 0 < b, < 1. (3.39) 
Similarly we can prove that there exist scalars cg > 0 and 0 < b, < 1 such 
that 
(3.40) 
From (3.271, (3.281, (3.311, (3.39), and (3.40) the proof follows 
immediately. n 
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Assume that a NHMS with seven states is divided into the following three 
cyclic subclasses: 
c, = {1,2}, c, = {3,4,5), and C, = {6,7}, 
so that the periodicity is d = 3. 
Let the sequence of the transition matrices {P(t)}~=. be realized by the 
following matrices for t = 0, 1,2, . . . : (See page 166). _ ” 
Then lim,,,P(t) = P is 
co 
P = Cl 
c2 
co 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
4 
iii 
1 
10 
I 7 
10 ii5 
Cl C2 
1 1 1 
3 s 2 0.0 0.0 
1 
4 1 
1 
2 4 0.0 0.0 
0.0 0.0 0.0 +j s iti 
0.0 0.0 0.0 j+j 2 ii5 
0.0 0.0 0.0 & ’ lo 
0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 
which for d = 3 gives (See page 167). 
If we denote by Ai the sum of the ith row of the matrix [I - P3]-l, then 
division by Ai provides the vertices for each subclass, which are denoted by 
r r = 0, 1,2, where i = 1, . . . , 
ii’= 3 for C,). In the p 
k, (k, = 2 for Co, k, = 2 for C,, and 
resent case A, = 4.498595, A, = 4.271961, A, = 
4.766483, A, = 3.901099, A, = 4.51923, A, = 3.653831, and A, = 4.890088. 
A strict application of part (iii> of the same theorem would require the 
calculation of the inverse matrices [I - P,P,P,]-‘, [I - P,P,P,]-‘, and 
[I - P,P,P,]-’ in order to find the vertices corresponding to each subclass; 
but clearly this is equivalent to the previous procedure (PO, P,, and P2 are 
substochastic submatrices of P corresponding to the internal transitions 
between the subclasses). Theorem S.l(iii) implies that all the structures of the 
form (qi;, . . . , q,‘k,)/pr for i, t- = 0, 1,2 can be written as convex 
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combinations of the z:‘s following: 
Subclass C, : 
zy = [0.5038166,0.4961834], 
z; = [0.2893892,0.7106108]. 
Subclass Ci: 
z; = [0.4301153,0.3040345,0.2658501], 
z; = [0.2061408,0.5267605,0.2619718], 
z; = [0.2180851,0.2957446,0.4861701]. 
Subclass CJ: 
zf = [0.5789475,0.4210525], 
z; = [0.3483153,0.6516847]. 
It is clear that zy = e,A;‘[I - P,P,P,]-’ and zi = e, A,‘[1 - 
P,,P,P,]-‘, where el = [l, O] and e2 = [O, 11; z: = e,h,‘[I - P,P,P,,-‘, 
zi = e,Ad’[I - PiPaP,,]-‘, and zi = e,h,‘[I - P,P,P,,-‘, where e, = 
[l, O,O], e2 = [0, l,O], and ea = [O,O, 11; and z: = e,h,‘[I - PaPaP,]-’ and 
zi = e,A;‘[I - PaPaP,]-‘, where e, = [l,O] and e2 = [0, 11. 
Of course, by following part (vi) of Theorem 3.1 we can also see that all 
possible limiting vectors qr(m> = (q&, . . . , qi_lk,m,), r = 0, 1, . . . , d - 1, 
can be written as convex combinations of the following points: 
z1 = [0.5038166,0.4961834,0.0,0.0,0.0,0.0,0.0], 
z2 = [0.2893892,0.7106108,0.0,0.0,0.0,0.0,0.0], 
za = [O.O,O.O, 0.4301153,0.3040345,0.2658501,0.0,0.0], 
zq = [O.O,O.O, 0.2061408,0.5267605,0.2619718,0.0,0.0], 
zg = [0.0,0.0,0.2180851,0.2957446,0.4861701,0.0,0.0], 
za = [O.O, 0.0,0.0,0.0,0.0,0.5789475,0.4210525], 
z, = [O.O,O.O,O.O, 0.0,0.0,0.3483153,0.6516847], 
where zi = ejAi’[I - P3]-l, j = 1,. . . ,7. 
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In table 1 we provide some asymptotically d-periodic attainable structures 
under different recruitment policies. These structures were obtained using 
proposition (i) of the same basic Theorem 3.1, which provides the qr(m)'s in 
terms of the known parameters of the NHMS. The sequence (T(t)}:=,, 
increased by random increments until the 59th step and then followed the 
rule T(t) = T(59) + t3 for t > 59. We provide some of these T(t)‘s: 
T(1) = 1250, T(2) = 1300, T(3) = 2000, T(4) = 3000, 
T(5) = 5000, Z'(6) = 6500, T(7) = 10,000, T(8) = 10700,... 
T(21) = 52,222,...,T(40) = 171,000, T(41) = 182,345,..., 
T(50) = 410,001, z-(51) = 500,000,..., 
T(59) = 8,549,587, T(60) =8,674,775+t3(=8,674,775+603),.... 
Under the above pattern the limits s,,, si, and ss were found: 
SO = 0.221699, s1 = 0.421290, s2 = 0.356879 (so + s1 + s2 = 1). 
According to Theorem S.l(iii), the component vectors of qr(m>, r = 0, 1,2, 
for each subclass must be linear combinations of the corresponding vertices 
TABLE1 
p&j = r+ - l/V + 101,; + l/V + 10),0,0,0,0,0] 
qo(m) = [0.080554,0.141145,0.118079,0.159620,0.143591,0.154666,0.202213] 
q@) = [0.129654,0.227177,0.062129,0.083987,0.075553,0.182557,0.238677] 
q&') = [0.153035,0.268143,0.099999,0.135180,0.121605,0.096056,0.125584] 
p,(t) = r; - l/W + lo),; + l/W + 10),0,0,0,0,0] 
qo(") = [0.096391,0.125308,0.120587,0.149588,0.151115,0.149993,0.206886] 
q,(m) = [0.155144,0.201687,0.063449,0.078709,0.079512,0.177040,0.244193] 
q&) = [0.183121,0.238057,0.102123,0.126684,0.127977,0.093153,0.128487] 
p,(t) = [$ - l(P + 2>,$ + 1/(t3 + 2),0,0,0,0,0,1 
no(m) = [0.088541,0.133158,0.119343,0.154561,0.147385,0.152309,0.204570] 
q@> = [0.142509,0.214322,0.062795,0.081325,0.077550,0.179775,0.241459] 
qz(m) = [0.168207,0.252970,0.101070,0.130895,0.124818,0.094592,0.127048] 
p,(t) = [A - l/W + 301,g + 1/(t4 + 30),0,0,0,0,01 
qo@) = [0.068311,0.153388,0.116140,0.167375,0.137775,0.158280,0.198599] 
q@> = [0.109948,0.246883,0.061109,0.088067,0.072493,0.186822,0.234412] 
q,(m) = [0.129775,0.291403,0.098357,0.141747,0.116679,0.098300,0.123340] 
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z;, i = 0, 1,2 and j = 0, 1, . . . , ki. In fact, if we divide the coordinates of 
each subclass in a qr(w) by ~1, i = 0, 1,2, then the combination becomes 
convex. Let us take the first group of the previous table of structures and 
q,,(m). We have 
For C,,: 
(0.080554,0.141145) = 0.07646730. (0.5038166,0.4961834) 
+ 0.14523161. (0.2893892,0.7106108), 
or divided by ~“0 = 0.221699, 
(0.363348,0.636651) = 0.3449149 - (0.5038166,0.4961834) 
+ 0.6550851. (0.2893892,0.7106108). 
For C,: 
(0.118079,0.159620,0.143591) 
= 0.131020 - (0.4301153,0.3040345,0.2658501) 
+ 0.145900 - (0.2061408,0.5267605,0.2019718) 
+ 0.145050 - (0.2180851,0.2957446,0.4861701), 
or divided by & = 0.421290, 
(0.280279,0.378883,0.340836) 
= 0.310997. (0.4301153,0.3040345,0.2658501) 
+ 0.346317 - (0.2061408,0.5267605,0.2019718) 
+ 0.344299 - (0.2180851,0.2957446,0.4861701). 
For Cs: 
(0.154666,0.202213) = 0.131630 - (0.5789475,0.4210525) 
+ 0.225240 - (0.3483153,0.6516847), 
172 A. C. GEORGIOU AND P.-C. G. VASSILIOU 
or divided by & = 0.356879, 
(0.433386,0.566613) = 0.368836.(0.5789475,0.4210525) 
+ 0.631138~(0.3483153,0.6516847). 
. 
Observe the relation between the &“s and the si’s for i = 0, 1,2 implied 
by part (iv) of Theorem 3.1: 
~~=o*S0+o~s1+1*s2 (trivial convex combination). 
Also, by examining the convex combinations which occur in the subclasses for 
ql(m) and q(m) (or by b o serving the sums of the entries for each subclass in 
these structures), we can easily verify part (v) of Theorem 3.1: 
CL; = P: = P2 2 = 0.221699= l-s, + O-s, +0-s,, 
~~=~;=~~=o.421290=o~so+l~sl+o~ss, 
P;=P~=P~=0.356879=O~s0+O~sl+I~sz, 
REMARK. For a given qr(m), the aggregate percentage of each subclass 
Ci moves to the next subclass as time elapses, and it is distributed among the 
kj+ i states of subclass Ci+ 1 in qr+ ,(m). This result, implied by part (vi) of 
Theorem 3.1, resumes the natural meaning of periodicity and reveals a 
real-time observable property of a periodic NHMS. It also indicates that 
there exists a periodic balance between the classes, in the sense that all the 
subclasses of the real system pass through d distinct identical aggregate 
phases as time elapses. 
The authors would like to thank the referee for his valuable comments and 
suggestions, which improved the exposition of the paper. 
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