This paper presents a linear matrix inequalities (LMI) approach to robust tunable control. This controller design technique provides a new on-line tunipg strategy for industrial process control systems. The tuning strategy is based on the performance robustness bounds of the system and knowledge of the plant uncertainty's weighting function, which may change with time. The internal model control structure of the controller is adopted together with additive plant uncertainty. The design and tuning of the robust tunable controller for an SISO system relies on an approximate solution to the two-disc optimization problem, that is solved over the class of discrete-time finite impulse response filters via the solution of an LMI problem. A numerical example is given to illustrate the technique.
Introduction
For linear time-invariant plants, model uncertainty can ofien be characterized as unknown stable perturbations, bounded by the magnitudes of given weighting functions in the frequency domain. The following controller design question arises from robustness considerations: Given a model with uncertainties, what is the best possible controller design that will optimize some performance criterion for the worst-case model in the set? Typically, a robust y or fi controller design is based on a set of weighting functions representing performance specifications and uncertainty sets with the goal of achieving the best robustnesstperformance tradeoff, Once the robust controller is implemented, its parameters are fixed and no tuning is possible. This may result in performance degradation or even instability as the plant dynamics change over time, e.g., from system component wear, or from changes in the raw material properties of industrial processes. Thus, the capability of tuning the controller is often required in order to trade-off performance and robustness on-line since an initial '& or , U controller design rarely has the best possible weighting h c t i o n s for the plant [3] .
Thus, as mentioned in [lo] , an important new challenge for control research is to provide industry with a set of design techniques and implementation tools for robust, on-line tunable controllers. It can be argued that one of the reasons why decentralized single-input single-output PID control is still widely used in the process industry (despite potentially severe performance limitations), is that PlD controllers can be tuned on-line by operators or plant engineers to maintain process performance after a change in dynamics. is the nominal plant model.
0-
Following our preliminary results on robust tunable control for SISO systems in [lo] , this paper presents a linear matrix inequality (LMl) strategy to design and tune a robust tunable controller. As shown in [IO], IMC-based robust tunable control hinges on the 'two-disc' optimization problem. For stable SISO systems, the solution to the twodisc problem was given in terms of the optimal frequency response of the IMC filter. When the size of the uncertainty changes, the IMC filter should be retuned according to the new weighting function to achieve the best robust performance tradeoff. An approach to retuning an FIR IMC filter on-line via an LMI optimization is given.
One of the main goals of feedback control is to maintain system performance despite the presence of possibly timevarying plant uncertainty. Using mu-synthesis via a D-K iteration is a systematic and often successful approach for achieving this objective. But there are known problems with the D-K iteration procedure. The most pronounced problem is that it does not always converge to a global minimum. Even if both the K-step and D-step are convex they are not jointly convex. In principle, the scaled norm should decrease at each step with reasonable computational complexity, but in practice the effectiveness of D-K iteration depends on the quality of fit of the Dscales. There is a tradeoff between fitting quality and order of the D-scales. With a poor fit, the scaled ?.I, norm can even increase in subsequent iterations. So, for an on-line controller redesign scheme, the computational cost of D-K iteration may be too high. Furthermore, the execution of the algorithm often needs to be overseen by an engineer to steer it out of numerical pitfalls.
On the other hand, the strategy that we introduce here gives the designer another way to approach the on-line tuning of the controller. It uses an LMI approach to get an FIR IMC filter which approximately matches the optimal frequency response. As the numerical example shows, the results have a reasonable computational cost and good convergence. This technique could support automatic or operator-initiated on-line controller tuning according to uncertainty changes or new performance requirements for the plant. The concept of Robust Tunable Control was introduced in
[IO] through the construction of an equivalent IMC block diagram to the general unity-feedback control system [2] . Consider the IMC structure in Figure I . It is well known that for a stable plant, nominal closed-loop stability is guaranteed iff the IMC filter is stable. Here, we consider a nominal plant P with uncertainty An whose size is specified by the scalar weighting function WD. For robust performance, there is a performance weight W, on the error signal (for sensitivity minimization) and a weight W, is placed on the control signal to satisfy actuator constraints (see Figure I. ) We pull out the normalized additive perturbations and rearrange the system into a G -A, linear fractional transformation (LFT) form, as shown in Figure 2 (a). where all transfer functions are evaluated at s = j w and the constraint llQll< [WO r' enforces robust stability. This is the so-called two-disc optimization problem in ' FI, control theory.
Two-disc Problem
A theory for the two-disc problem has been developed in [5] , [6] by expressing the problem as a distance minimization in a certain Banach space, and then applying Banach space duality methods to characterize the solution. The theory in [5] , [6] leads to a precise characterization of the solutions as well as a numerical approximation. It is proved that: 1-An optimal Q which minimizes (7) does exist under the following assumptions : a) Plant P is strictly proper; b)
WO, WD are continuous. The result of the minimization is a
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Tuning for SlSO plants
For SISO plants, the sufficient condition for robust performance in (4) is also necessary as the bound is tight: Note that the optimal qlopr is real in each case. These results stated in terms of the nominal plant model and the weighting functions are summarized in Theorem 1 below.
Theorem 1:
Theorem 2:
IMC filter is the plant inverse, which is of course impractical as it leads to a controller with infinite gain at frequency 0. 4-Finally, when the relative uncertainty is equal to the performance weight in magnitude, all IMC filters on a straight line between 0 and the plant inverse are optimal.
3-
5-A necessary condition for robust Derformance is:
This analysis provides insight into the performance vs robustness tradeoff, but it is clear that we need to include a weighting function on the control signals to avoid the singularity of infinite-gain control. Referring back to Figure  2 , the perturbed closed-loop transfer function from the reference to the control signal (SISO case) is given by:
(8)
The actuator constraint ITu] < 1 can he expressed as:
~q w u~<~( l + q w~A~)~' \ , V I A a l < l . Note that normally the relative uncertainty is below loo%, i.e., -1% I < 1 , and (PI from the above robust stability constraint lqll'< -, we obtain lqwal = q,% < 1. Thus, the tightest constraint is:
lqwx15 1 -Iqw*I . Therefore, the resulting constraint on the IMC filter is given by:
. . . . Including this constraint in Theorem 1, we get the main result providing a frequency response characterization of an optimal IMC filter in Theorem 2 (also found in [IO] .)
Where q,, is the optimal IMC filter that minimizes ,uUr [ g ] while satisfying the actuator constraint. Theorem 2 allows us to draw some additional interesting conclusions as guidelines for controller design and on-line tuning: Also note that all remarks pertaining to Theorem 1 still hold true here.
An LMI Approach to Designing Robust Tunable
Controllers
Linear Matrix Inequalities and associated LMI techniques have emerged as powerful design tools in areas ranging from control engineering to system identification and structural design [9] . Three factors make LMI techniques appealing: 0 a variety of design specifications and constraints can be expressed as LMls, 0 once formulated in terms of LMIs, a problem can be solved exactly by efficient convex optimization algorithms (the 'LMI solvers'), while most problems with multiple constraints or objectives lack analytical solutions in terms of matrix equations, they often remain tractable in the LMI framework. This makes LMI-based design a valuable alternative to classical 'analytical' methods.
Theorem 2 provides a characterization of the frequency response of an optimal IMC filter q,,.
The implementation procedure is to find a stable transfer function qd,,(s) that fits the optimal frequency response.
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A frequency-by-frequency optimization problem can thus be set up as follows:
qbnEH-
Since we have the magnitude and phase of qopt at each frequency point, we can treat this optimal magnitude and phase pair as frequency-response data points. Thus, along the frequency grid, the optimization problem (IO) can be solved as a matrix norm inequality problem. Next, we set up an equivalent LMI problem to get the desired filter.
Setup of the LMI problem
Given the nominal plant model and the three weighting transform relationship between the real part and imaginary partof qan(jQ,) [7] ,webavefor k = l , ..., N : 
