This paper considers estimation of large dynamic factor models with common and idiosyncratic trends by means of the Expectation Maximization algorithm, implemented jointly with the Kalman smoother. We show that, as the cross-sectional dimension n and the sample size T diverge to infinity, the common component for a given unit estimated at a given point in time is min( √ n, √ T )-consistent. The case of local levels and/or local linear trends trends is also considered. By means of a MonteCarlo simulation exercise, we compare our approach with estimators based on principal component analysis.
Introduction
In the last fifteen years, large dimensional stationary factor models have achieved great success in the economic profession, especially in forecasting macroeconomic variables (see, e.g., Giannone et al., 2008) , and are now a common tool in several policy institutions. However, macroeconomic time series are typically non-stationary due to the presence of common and idiosyncratic stochastic trends, and the practice of differencing the data to achieve stationarity is a problem that not always has a clear-cut solution. Take for example the case of the unemployment rate, which is a highly-persistent time series, but at the same time economic theory forbids it to have a unit root; or, take as another example the case of inflation, which shows periods of high-persistence in the late 70s early 80s, while more recently displays clear mean reversion. To avoid the risk of over-or under-differencing data, a Non-Stationary Dynamic Factor Model (NS-DFM) is then desirable, and it is studied in this paper.
The NS-DFM proposed in this paper captures several features of macroeconomic data as it takes into account the presence of common trends generating permanent fluctuations in the economy, as well as common transitory forces generating cyclical fluctuations. More technically, in our model, the common factors are a cointegrated vector process, thus containing both I(1) trends and stationary components. Moreover, the NS-DFM addresses the possible presence of idiosyncratic trends, as well as the presence of secular (linear) trends, which can have either a constant slope (deterministic linear trends) or a time-varying slope (local linear trends).
In this paper, we study estimation of the NS-DFM by Quasi Maximum Likelihood (QML) implemented through the Expectation Maximization (EM) algorithm and the Kalman smoother (KS). Specifically, we extend the results in Barigozzi and Luciani (2019b) for the stationary case, to prove that when the common factors are the only source of non-stationarity, the common component estimated at a given point in time and for a given unit is min( √ n, √ T )consistent. We also discuss extensions to the cases of (i) unit roots in the idiosyncratic components, and (ii) local levels and local linear trends.
Estimation is implemented in two steps. First, given the observed data, by means of the KS we estimate the conditional mean of the latent factors, which, together with its associated conditional covariance matrix, we use to compute the expected log-likelihood of the model (E-step). 1 Second, we maximize the expected log-likelihood with respect to the loadings and the other parameters of the model (M-step). The use of an iterative procedure to extract unobserved components in the case of non-stationary data was proposed since the original work by Kálmán (1960) . Although this is not the first paper using these techniques for non stationary data, this is the first paper to address consistency of factors. Moreover, QML estimation of autoregressive processes with unit roots is a classical problem studied at length 2 Model and assumptions
We define a NS-DFM driven by q factors as
for i = 1, . . . , n, and t = 1, . . . , T . We let χ it = b ′ i (L)f t . Then, χ nt = (χ 1t · · · χ nt ) ′ is the common component, ξ nt = (ξ 1t · · · ξ nt ) ′ the idiosyncratic component, B n (L) = (b 1 (L) · · · b n (L)) ′ the n×q polynomial matrix of factor loadings, f t = (f 1t · · · f qt ) ′ the q factors, u t = (u 1t · · · u qt ) ′ the q common shocks, e nt = (e 1t · · · e nt ) ′ the idiosyncratic shocks, and we also define ω nt = (ω 1t · · · ω nt ) ′ and η nt = (η 1t · · · η nt ) ′ .
We make the following assumptions.
Assumption 1. (a) for all i ∈ N and z ∈ C, b i (z) = s k=0 b ik z k , such that b ik are q × 1 and s is a finite integer with s ≥ 0; (b) for all n ∈ N, let B kn = (b 1k · · · b nk ) ′ , then lim n→∞ n −1 B ′ kn B kn −Σ k = 0, with Σ k being q×q, and Σ 0 positive definite, while rk(Σ k ) ≤ q for k = 1, . . . , s, moreover, for all i ∈ N and k = 0, . . . , s, b ik ≤ M B for some finite positive real M B independent of i and k; (c) Γ ∆f = E ϕn [∆f t ∆f ′ t ] is q × q positive definite and there exists a finite positive real M f , such that Γ ∆f ≤ M f ; (d) q is a finite positive integer, such that q < n and is independent of n; (e) A(z) = p k=1 A k z k−1 , such that A k are q × q and p is a finite positive integer, and det(I q − A(z)) = 0 for all z ∈ C such that |z| < 1;
(f ) rk(A(1)) = d with 0 < d ≤ q; (g) |ρ i | ≤ 1 for all i ∈ N; (h) α i0 and β i0 are finite reals.
Assumption 2. (a) for all t ∈ Z, u t ∼ N (0 q , Γ u ), such that Γ u is q × q and positive definite, and E ϕn [u t u ′ t−k ] = 0 q×q for all k = 0; (b) for all t ∈ Z and all n ∈ N, e nt ∼ N (0 n , Γ e n ), such that Γ e n is n × n and positive definite, and E ϕn [e nt e nt−k ] = 0 n×n for all k = 0; (c) for all n ∈ N, Γ e n ≤ M e , for some positive real M e independent of n; (d) E ϕn [e nt u ′ s ] = 0 n×q for all n ∈ N and t, s ∈ Z; (e) for all t ∈ Z and all n ∈ N, ω nt ∼ N (0 n , Γ ω n ) and η nt ∼ N (0 n , Γ η n ), such that Γ ω n and Γ η n are diagonal, respectively with entries 0 ≤ σ 2 iω < M ω and 0 ≤ σ 2 iη < M η , for some positive reals M ω and M η independent of i, and E ϕn [ω nt ω nt−k ] = 0 n×n and Assumption 3. For any given n ∈ N, there exists sets I 1 ∈ {1, . . . , n}, I a ∈ {1, . . . , n}, and I b ∈ {1, . . . , n}, such that: (a) if i ∈ I 1 then ρ i = 1, while ρ i = 0 otherwise, moreover #I 1 = n 1 such that n 1 n −1 → 0, as n → ∞; (b) if i ∈ I a then σ 2ω i ≥ C ω for some positive real C ω , while σ 2ω i = 0 otherwise, moreover #I a = n a such that n a n −1 → 0, as n → ∞;
By Assumption 1(a) we are considering the case in which factors are loaded dynamically with a finite number of lags. We do not consider here the case of autoregressive filters, which has been studied in Forni et al. (2017) in the stationary case. By Assumption 1(b) we are assuming for simplicity that all q factors are pervasive at lag-zero, while at higher lags they might or might not have a pervasive effect depending on the rank of Σ k . In other words, (1) can be seen as a factor model with q(s + 1) factors of which q are strong factors, i.e., having an effect on all series, and the remaining qs are weak factors, i.e., having an effect only on a subset of series.
By Assumptions 1(d) and 1(e), when d < q we allow the dynamics of the factors to be driven by (q − d) < q unit roots implying the presence of (q − d) common trends (Stock and Watson, 1988) . Clearly, in this setting, the factors are cointegrated with cointegration rank d, thus representing the permanent and transitory aspects of macroeconomic dynamics. When d = 0-i.e., the dynamics of the factors are driven by q unit roots-the VAR for the common factors in levels in (2) does not exist; instead, it exists a VAR for ∆f t , or the factors can be modeled as q independent random walks as in Bai (2004) . That said, the case d > 0 is the relevant one, as there is full agreement in the economic profession that while some fluctuations in the economy are permanent (common trends), some others are only temporary.
Assumption 2 characterizes the innovations of the model. In particular, by part (c) the idiosyncratic innovations e it are allowed to be mildly cross-correlated, thus implying that ∆x it follows an approximate factor model. Moreover, by part (e) we allow some series to be driven by a time-varying intercept and/or a trend with time-varying slope, modeled as in a local level and local linear trend model, respectively (Harvey, 1990, Section 2.3.6, page 45) . Notice that, if we set σ 2 iη = 0, then the trend becomes deterministic with slope β i0 , which is fixed to a constant by Assumption 2(h), and similarly if we set σ 2 iω = 0, we have a deterministic, hence constant, intercept term equal to α i0 . Finally, by parts (d) and (f) all innovations are independent. Notice that gaussianity is not strictly needed, but it is a reasonable assumption in macroeconomics.
Under these assumptions, it can be shown that the covariance matrix of the differenced common component ∆χ nt has at least q and at most q(s + 1) eigenvalues that diverge linearly as n → ∞. In particular, letting the covariance matrix of ∆χ n be Γ ∆χ n , and denoting as µ ∆χ jn the j-th largest eigenvalue of Γ ∆χ n , Assumptions 1(b) and 1(c) imply that, for j = 1, . . . , q,
for some positive reals K j and K j . Moreover, letting the covariance matrix of ∆ξ n be Γ ∆ξ n , and denoting as µ ∆ξ jn the j-th largest eigenvalue of Γ ∆ξ n , Assumption 2(c), implies that
for some positive real M ξ . From (6) and (7), and Assumption 2(e), by Weyl's inequality, the q largest eigenvalues of the covariance matrix of ∆x nt diverge linearly in n, while all other (n − q) eigenvalues stay bounded for all n ∈ N.
Moreover, it can be shown that the q largest eigenvalues of the spectral density of ∆x nt diverge with n at all frequencies, but at zero-frequency, where, due to the presence of common trends, only (q − d) eigenvalues diverge, all the others eigenvalues being bounded for all n and all frequencies. Hence, by looking at the eigenvalues of the spectral density matrix of ∆x nt we can determine q and d (see Liška, 2007, and Barigozzi et al., 2019, respectively) .
Moreover, notice that when all factors are pervasive at all lags, i.e., in Assumption 1(b) we let rk(Σ k ) = q for all k = 0, . . . , s, then (6) holds for all j = 1, . . . , q(s + 1). Therefore, by looking at the eigenvalues of the covariance matrix of ∆x nt , we can also determine s (D'Agostino and Giannone, 2012) .
The model defined in (1)-(5) has q latent states, given by the common factors f t , and additional latent states given by those idiosyncratic components that are autocorrelated as in (3), and by the time-varying intercepts and trend slopes as in (4) and (5). These additional latent states are such that they satisfy the following assumption.
In other words, we are assuming that some, but not all, idiosyncratic components are I(1), and that some, but not all, series have a time-varying intercept and/or a linear trend with time-varying slope. For simplicity, we are also assuming that stationary idiosyncratic components are serially uncorrelated. We then make the following identifying assumptions.
Assumption 4. Let M ∆χ n be the q × q diagonal matrix with elements µ ∆χ 1n , . . . , µ ∆χ qn , and let V ∆χ n be the n × q matrix having as columns the corresponding normalized eigenvectors. Then: (a) ∆f t = (M ∆χ n ) −1/2 V ∆χ′ n ∆χ nt ; (b) the entries of M ∆χ n are such that they satisfy (6) and
Parts (a) and (b) are standard in factor model literature for stationary processes and allow to identify the differenced factors up to a multiplication by a sign (see, e.g., Forni et al., 2009; Fan et al., 2013) . We identify the first difference of the factors with the q normalized principal components of ∆χ nt and this implies in Assumption 1(b) that Γ ∆f = I q . It can then be seen that the following must hold for the loadings
therefore we can choose B 0n = V ∆χ n (M ∆χ n ) 1/2 , and in Assumption 1(a) we have that Σ 0 is diagonal with entries given by lim n→∞ (n −1 µ ∆χ jn ), which as requested are finite and positive because of (6). Part (c) is a way to fix the sign indeterminacy in the identification of the factors.
Once ∆f t and B 0n are identified, then the remaining loadings are obtained by projecting ∆x nt onto the lagged factors.
The identifying restrictions in Assumption 4 are particularly useful for initializing the EM algorithm with the PC estimator (see the next section). However, it has to be stressed that this identification does not provide any economic meaning to the factors. In other words we are not interested here in giving any interpretation of the factors, but we are just interested in the common component, which is always identified.
Estimation and asymptotic properties
Throughout the rest of the section we assume to observe the nT -dimensional vector X nT = (x ′ n1 · · · x ′ nT ) ′ satisfying (1)-(5). In order to derive an estimator of the common component, we need to estimate the factors vector f T = (f ′ 1 · · · f ′ T ) ′ and the vector containing the true values of all parameters is
where, without loss of generality, we assumed that I 1 = {1, . . . , n 1 }, I a = {1, . . . , n a }, and
In this Section, we provide asymptotic results when n 1 = 0, n a = 0, and n b = 0, thus assuming that all idiosyncratic component are stationary and that no time-varying term is present. At first sight this might seem as a strong requirement, but notice that in our framework introducing non-stationary idiosyncratic components and/or local levels and/or local linear trends implies just adding latent states. We discuss this extension in Section 4. Moreover, in Appendix A, we give all details of the EM algorithm together with explicit expressions for all estimators in the general case.
Without loss of generality, we fix s = 1, and we fix the VAR order in (2) to p = 2, thus
, and, in this way the stationary component of f t follows a non-trivial dynamics. For simplicity, we also assume that α i0 = 0 and β i0 = 0.
The EM algorithm is an iterative procedure, which starts with an initial value of the parameters ϕ 
More in detail, the NS-DFM in (1)-(2) can be written as
By
) ′ , we see that, for given values of the parameters ϕ (k) n , we can easily estimate the factors via the KS applied to the state-space form in (9)-(10). The estimated states are then F
Then, using the output of the KS, we can compute the expected log-likelihood, which is maximized by the loadings estimator λ
The initial value of the parameters ϕ
n is determined as follows. For the loadings and the factors we use the approach proposed in Barigozzi et al. (2019) , which makes use of the q leading PCs of the model in first differences. Two comments are worth making. First, it important to stress that initializing the model in first differences (including when determining q and s) is crucial, since it allows us to use PCs without incurring in spurious effects due to the presence of idiosyncratic unit roots (Onatski and Wang, 2019) , or linear trends (Ng, 2019) .
Second, in light of the previous comment, this approach provides consistent estimates of the loadings, even in the case in which Assumption 3 is satisfied with n 1 > 0 and n b > 0, but for constant intercepts and trend slopes (see also Bai and Ng, 2004 , in the case of no linear trends). In particular, our initialization delivers estimates of α i0 and β i0 , which, together with a given small initial value of the variances σ 2(0) iω and σ 2(0) iη , can be used to update the slope state in (5). Notice that the pre-estimators of those initial conditions do not need to be consistent for our results to hold. The initialization is completed by estimating the parameters of (2) from an unrestricted VAR fitted on the estimated factors. This is a valid procedure when estimating an autoregressive model for cointegrated data (see Sims et al., 1990) . Consistency of the pre-estimators of the loadings and VAR coefficients is proved in Barigozzi et al. (2019, Lemma 3 and Proposition 2) (see also Appendix B).
Finally, notice also that we initialize the KF by setting the initial value of the covariance of the factors, P 0|0 , to a very large value, as suggested by Harvey (1990, Section 3.3.4, page 121 ).
Consistency of the estimated common component follows.
Proposition 1. Under Assumptions 1, 2, 4, and if rk(Σ k ) = q for all k = 0, . . . , s, and n 1 = 0, n a = 0, and n b = 0, as n, T → ∞, for any given i = 1, . . . , n and k = 0, 1, min( √ n,
, for any given i = 1, . . . , n and t =t, . . . , T , witht ≥ 2.
The convergence rate depends on different ingredients. First, we show that the KS reaches a steady state withint periods, wheret depends on the initial value P 0|0 and, as shown in Section 5,t is typically very small. Then, for the KS we show that, given the true parameters, the factors are √ N -consistent. Third, given the true factors, the loadings estimator are consistent, with convergence rate T for the loadings of the I(1) components of the factors and convergence rate √ T for the loadings of the stationary component of the factors. As a result, for any given i, the whole loadings vector is √ T -consistent, unless d = q, in which case each all q factors are random walks and then the loadings vector would be T -consistent.
Under the assumption n 1 = 0, n a = 0, and n b = 0, our model is equivalent to the model studied in Bai (2004) , who considers estimation by means of PCs in levels. In this respect,
we notice that the rates in Proposition 1 are very similar to those in Bai (2004, Theorem 6 for the case d < q and Theorem 4 for the case d = q). In other words, the QML estimator converges at the same rate than the estimator based on PC on the levels, which resembles the result in Barigozzi and Luciani (2019b) for the stationary case. However, in the simulation study in Section 5 show that our estimator behave much better in finite samples.
I(1) idiosyncratic components, local levels, local linear trends
If some idiosyncratic components are non-stationary, we can no longer use the EM algorithm described in the previous section. Indeed, when the residuals of (1) are non-stationary, the M-step estimator of the loadings cannot be obtained by regressing x it is I(1) onto f t and f t−1 . However, the case in which some idiosyncratic components are I(1) is the relevant one for large macroeconomic datasets, since otherwise all data would be cointegrated. This is, for example, shown by the empirical results in Barigozzi and Luciani (2019a) , where the methodology proposed by Bai and Ng (2004) for testing for idiosyncratic unit roots is applied on a standard US macroeconomic dataset.
In this Section, we adapt the EM algorithm to model non-stationary idiosyncratic components as well as local levels and local linear trends. In particular, we borrow from the literature on nowcasting with stationary factor models which models autocorrelated idiosyncratic components by treating them as additional latent states (see, e.g., Bańbura and Modugno, 2014;  and Bańbura et al., 2013) .
Let us define m = (n 1 + n a + n b ), as the number of additional latent states and recall that by Assumption 3, n −1 m → 0, as n → ∞. Define also the set I m = I 1 ∪ I a ∪ I b , and notice that #I m ≤ m, since it is possible that a variable has both a non-stationary idiosyncratic component as well as, for example, a linear trend. Then for all i ∈ I m , we replace the measurement equation (1) with
such that Assumption 1 still hold, and, moreover, letting
then (1) stays the same. Moreover, we leave the dynamics of the factors in (2) unchanged, while we change (3) to
where Assumptions 2(b) and 2(c) still hold, and E ϕn [ν it e js ] = 0, for all t, s ∈ Z, all i ∈ I m and all j = 1, . . . , n. Finally, according to (4) and (5), we have the state equations
such that E ϕn [ν it ω js ] = 0, and E ϕn [ν it η js ] = 0, for all t, s ∈ Z, all i ∈ I m , and all j ∈ I a or
The model, which has as measurement equation either (1) or (12) if i ∈ I m , and which has as state equations (2), and, if needed, also equations (13), (14) and (15), has a compact state space form which is given in Appendix A, together with the details on its estimation via the EM algorithm. In particular, letting w it = α it + β it t + ξ it , for all i ∈ I m we show that, at a given iteration k ≥ 0 of the EM algorithm, the M-step gives the loadings estimators:
the loadings estimator is the same as in (11). Formulas for all other estimators are given in Appendix A. In order to be able to compute λ
have to estimate the m additional latent states w it and therefore we also need modify the KS accordingly (see Appendix A for details).
In Appendix C, we provide an overview of the challenges involved by this task and we provide an informal derivation of the conditions necessary for consistent estimation, together with the related convergence rates. Three main results emerge. First, the new latent states can be recovered only if they display also some degree of cross-sectional correlation, as if they were driven by some common factor which is weakly pervasive for the whole panel. The intuition is that, if the additional latent states are completely uncorrelated across the components of
x nt , then pooling many series does not help in recovering them, since their effect is always dominated by the factors. Second, when the previous condition is verified, then we can still achieve √ n-consistency for the estimated factors (as in the proof of Proposition 1), regardless of m, but provided that the variance of the measurement error ν it in (12) is fixed in such a way that φ = o(n −1 ), that is, it is asymptotically negligible. Indeed, the presence of ν it represents a mis-specification of the original model in (1), which needs to be introduced only as a numerical device, since the KF is not be defined if φ = 0. The smaller is φ, the smaller the effect of the mis-specification is, and, therefore, the estimation of the factors is unaffected by the additional states.
As a consequence of this result, our estimator converges at a faster rate than those proposed by Bai and Ng (2004) and Barigozzi et al. (2019) , which are based on PC analysis on the differenced data. This faster convergence rate comes from the fact that we distinguish a priori between I(1) and stationary idiosyncratic components. By contrast, due to differencing the estimator of Bai and Ng (2004) and Barigozzi et al. (2019) essentially treat all idiosyncratic components as if they were I(1). Of course, for the implementation of our estimator, it is crucial to be able to determine consistently which idiosyncratic component is I(1)-for example, using the test for idiosyncratic unit roots proposed by Bai and Ng (2004) .
Third, to achieve consistency of the additional latent states a necessary condition is mn −1 → 0. This reflects the obvious intuition that the more latent states we need to estimate, the worse the performance of our estimator is going to be. Moreover, √ n-consistency for the new states can be obtained for any m, but only if we choose an even smaller value of
We conclude with three remarks. First, the requirement that the new latent states display some degree of cross-sectional correlation is perfectly in line with Assumption 2(c) according to which the idiosyncratic components can be cross-correlated. Moreover, we can relax Assumptions 2(e) and 2(g) to allow for some correlation across the innovations e it , ω it , and η it in (13), (14) and (15). Indeed, it is reasonable to assume that local linear trends are shared by real variables (e.g., GDP and GDI), or that local levels are more apt to capture time-varying mean of groups of variables belonging, for example, to the labor market. Nevertheless, as shown in the proof of Proposition 1, the fact that we estimate the I(1) idiosyncratic components without modeling the cross-correlation between their innovations, will add miss-specification to our model, but will not affect the consistency of our estimates.
Second, as a far as estimation of the parameters given estimates of the states is concerned, we conjecture that nothing changes with respect to the results used in the proof of Proposition 1, provided the states estimators are √ n-consistent. Third, since the above are just asymptotic arguments, the choice of φ is not straightforward. A common way to proceed consists in initializing φ to be very small for all m additional states and then update its estimate at each iteration of the EM algorithm, thus adding m additional parameters. This is the way we implement the EM algorithm in the next section (see also Appendix A).
MonteCarlo results
Throughout, we let n ∈ {75, 100, 200, 300}, T ∈ {75, 100, 200, 300}, q ∈ {2, 4}, and s ∈ {0, 1}, and we simulate data according to (1), (2), (3), and (5) as follows.
First, the factor loadings are such that [B kn ] ij ∼ N (1, 1) for k = 0, . . . , s, and then if s = 1, for all j = 1, . . . q, we take n/2 randomly selected elements of [B 1n ] ·j and we set them to zero.
Second, for the common factors we set the VAR order p = 2, and to generate A(L) we use the
where the diagonal elements of U 1 are drawn from a uniform distribution on [0.5, 0.8], while the off-diagonal elements from a uniform distribution on [0, 0.3], and µ = 0.5. In this way, f t follows a VAR(2) with q − d unit roots, or, equivalently, a VECM (1), where the number cointegration relations is set to
Third, each idiosyncratic component follows an AR (2) with roots ρ i1 and ρ i2 , such that
We randomly select n 1 idiosyncratic components to have a unit root, with n 1 ∈ {0, 25, 50, 75, 100}, provided n 1 < n. The innovations are such that e t iid ∼ N (0 n , Γ e n ), or e t iid ∼ t 4 (0 n , Γ e n ) with [Γ e n ] ij = τ |i−j| if τ > 0, while, if τ = 0, Γ e n is diagonal with entries drawn from a uniform distribution on [0.5, 1.5]. We set τ ∈ {0, 0.5}.
Fourth, we randomly select n b variables to have a non-zero linear trend, with n b ∈ {0, 25, 50, 75, 100}, provided n b < n. For those variables we draw β i0 from a uniform distribution on [0.3, 0.5], but we set σ 2 i = 0, thus considering only linear trends with constant slopes.
Last, we rescale the first differences of each common and idiosyncratic component in such a way that the share of variance of the i-th variable explained by the common component is θ(1 + θ) −1 . We set θ = 0.5.
We consider B = 1000 replications and we run the EM algorithm to estimate the NS-DFM by running the KS with (q + n 1 ) latent states and estimating in the M-step only the diagonal terms of the idiosyncratic covariance matrix even when τ > 0. Similarly we do not add idiosyncratic states even when δ > 0. In other words, we always estimate a mis-specified model and, in this way, we are able to assess how robust our-estimators are with respect to mis-specifications.
In Table 1 , we report for different values of n and for t = 1, . . . , 10, the trace of the onestep-ahead, KF, and KS MSEs when q = 2, s = 1, T = 100, τ = 0.5, and δ = 0.2 (serially and cross-correlated idiosyncratic components). The MSEs are computed using the true simulated value of the parameters in order to verify numerically convergence to the steady-state. First, as n grows, the one-step-ahead MSE reaches a steady state within maximum five time periods and tr(P t|t−1 )/q ≃ 1. This is consistent with the fact that due to the presence of unit roots Serially and cross-correlated idiosyncratic (τ = 0.5, δ = 0.2), n 1 = 0, n b = 0, q = 2, s = 1 Gaussian innovations we inizialize the filter with a vary large value of P 0|0 . Second, the KF and KS MSEs are very similar and both decrease to zero as n grows and tr(P t|t )n/q and tr(P t|T )n/q, computed when t = 10, stabilize as n grows thus showing that the rate of decrease is n.
In Table 2 and in Table 3 , we report the relative MSE of our estimator over the MSE of the common component estimators obtained by PC as in Bai (2004) , and by PC in first differences as in Bai and Ng (2004) and Barigozzi et al. (2019) . Overall our estimator outperforms the others with the exception of the latter, which is show to perform better when n 1 becomes very large and about the same order of magnitude as n. This reflects the additional computational burden of our estimator which requires increasing the number of latent states when the idiosyncratic components are non-stationary and therefore we must include their dynamics in the model. Some clarifications on the competing methods considered are necessary in order to interpret the results in Table 2 and in Table 3 (we refer to the original papers for details). First, notice that all alternative approaches considered here do not allow for dynamic loadings, so here they are implemented by computing the first q(s + 1) PCs.
Second, despite the common practice in the literature, Bai (2004) did not propose its approach for factor model estimation, but rather to estimate common trends, and it is based on the crucial assumption of all idiosyncratic components being stationary. Indeed, we see from Table 2 that when n 1 > 0 this approach fails completely.
Third, the Bai and Ng (2004) approach delivers estimates of the common component which are obtained (i) by detrending the data by estimating the slope of the trend with the mean of the data in first difference; then (ii) by estimating the factors in first differences; and, finally, (iii) by cumulating the differenced estimator to obtain an estimate of the levels. As such, this estimator is always subject to a location shift-it can be shown to converge to a Brownian bridge. Notice that this approach was introduced to test for the presence of unit roots rather than for factor model estimation, and, while the test is unaffected by location shifts, the use of the cumulated estimator for other scopes is not justified in general. As we see from Table 2, this approach fails to consistently reconstruct the common component in all cases considered.
Fourth, the approach in Barigozzi et al. (2019) is based on the same ideas of Bai and Ng (2004) , but it takes care of the above mentioned issues related to detrending and cumulation, and, therefore, it is a valid alternative.
Concluding remarks
This paper considers estimation of large non-stationary approximate dynamic factor models by means of the Expectation Maximization algorithm, implemented jointly with the Kalman smoother. In our model the factors are a cointegrated vector process, thus containing both common I(1) trends and stationary (cyclical) components. We show that, as the crosssectional dimension n and the sample size T diverge to infinity, the common factors, the factor loadings, and the common component estimated are min( √ n, √ T )-consistent at each i and t.
Furthermore, we show that the model can be extended to account for the possible presence of idiosyncratic trends, as well as the presence of secular (linear) trends, which can have either a constant slope (deterministic linear trends) or a time-varying slope (local linear trends).
Consistent estimation of this case is also considered.
Finally, the results in this paper provides the theoretical background for the application considered in Barigozzi and Luciani (2019a) , where the NS-DFM is used to estimate the output gap in the US.
Appendix A Estimation in practice
Throughout, for simplicity, and without loss of generality, we let p = 2 in the VAR for the factors (2).
A.1 State space representation
Define F t = (f ′ t · · · f ′ t−s ) ′ be the r-dimensional vector of factors and Λ n = (B 0n · · · B sn ) be the n × r matrix containing the factor loadings at all s lags. Define also
Define also α nt = (α 1t · · · α nt ) ′ and β nt = (β 1t · · · β nt ) ′ . Then, using the process ν nt = (ν 1t · · · ν nt ) ′ (see Section 4), we have the state space form for any t = 1, . . . , T :
where the innovations are such that 
where S 1n , S an , S bn are n×n diagonal matrices with entries {0, 1}, Γ ν n , Γ ω n , and Γ η n are n×n diagonal matrices with entries σ 2 iν , σ 2 iω , and σ 2 iη , respectively, Γ u satisfies Assumption 2(a), and Γ e n satisfies Assumptions 2(b) and 2(c). Specifically, letting I m = I 1 ∪ I a ∪ I b , the following constraints apply:
In a more compact form equation the state space model (A1) can be rewritten as
s nt = Θ n s nt−1 + ζ nt , with obvious definitions of Υ n , s nt , Θ n , and ζ nt . This model is equivalent to (1)-(5) up to the error term ν nt which is needed to run the KS and notice that for those series such that i / ∈ I 1 ∪ I a ∪ I b , then we are setting ν it = 0 and therefore ξ it = e it is the measurement equation error. In other words Γ ν n is always positive definite. As explained in Section 4, this term is controlled by means of its variance φ and the smaller this is the better rate of convergence.
A.2 Initialization
Hereafter, for simplicity and without loss of generality, we let s = 1, so that r = q(s + 1) = 2q, = (B 0n B 1n ) . The pre-estimators are defined as follows. Let Γ ∆x n be the sample covariance matrix of the differenced data ∆x nt and denote as M ∆x n the diagonal matrix with entries the q-largest eigenvalues of Γ ∆x n , and as V ∆x n the n × q matrix of the corresponding normalized eigenvectors. We have the following pre-estimator of the loadings:
For all i ∈ I a ∪ I b , letα i andβ i be the estimated parameter obtained by least squares of x it onto a constant and a time trend, and letx it = x it −α i −β i t. If i / ∈ I a ∪ I b defineα i = 0 andβ i = 0. Then define:x nt = (x 1t · · ·x nt ) ′ . The pre-estimator of the factors is given by
Moreover, we define
Moreover, letting b 
1n , respectively, 
All the above quantities are collected into the vector of initial estimates of the parameters ϕ (0) n .
A.3 E-step
To compute the expected log-likelihood of the model we run the KF-KS for the model in (A1) or (A2). The iterations of the KF-KS are standard and not reported. We just notice that, at iteration k = 0 of the EM algorithm, the KF is inizialized as follows: we set f 0|0 = f 0 and, lettingǍ (0) = 0.99 A (0) ( A (0) ) −1 , we set
Then, at each iteration k ≥ 0 the EM algorithm produces estimates of all states are computed using the parameters ϕ (k) n via KS. We obtain a vector s
nt|T , which is n-dimensional with components w (k)
it|T for i ∈ I m and zero otherwise.
We also define the q × q matrices P f (k)
t|T − f t ) ′ |X nT , j = 1, 2, and the r × r matrices
We also define the n 1 × n 1 matrices P 1(k)
the n a × n a diagonal matrices P a(k) t|T and P a(k)
All those matrices are obtained from the KS. After the first iteration, for any k ≥ 1 the KF is initialized with f
0|T , which is defined as in (A4). Denoting as ϕ n the generic values of the parameters, at each iteration k ≥ 0, the expected loglikelihood is the given by (using the notation of (A2))
where X nT is the nT -dimensional vector containing all data and S nT is the (r + n 1 + n a + n b )Tdimensional vector containing all latent states. In particular, denoting as F T the qT -dimensional vector containing the q factors, Ξ nT the vector of all I(1) idiosyncratic components, A nT the vector of all time-varying intercepts, and B nT the vector of all time-varying trend slopes, we have ℓ(S nT ; ϕ n ) = ℓ(F T ; ϕ n ) + ℓ(Ξ nT ; ϕ n ) + ℓ(A nT ; ϕ n ) + ℓ(B nT ; ϕ n ), since all groups of states are independent by assumption. Then,
A.4 M-step
As it is well known, the expected log-likelihood is maximized just by maximizing the first two terms in (A5). Therefore, at any iteration k ≥ 0 of the EM algorithm, we have the following estimators. For the loadings (recall (A4)):
is given by the first q-rows of λ is given by the other q-rows.
Moreover, the variances of the state residuals are given by:
while the variances of the residuals of the measurement equation are given by
Finally, we set [ Γ e n ] ij = 0 for all i, j = 1, . . . , n such that i = j.
Appendix B Proof of Proposition 1
The proof follows the same steps as the proof of consistency in Theorem 1 in Barigozzi and Luciani (2019b) , and unless substantial differences emerge, we refer to results therein for detailed proofs of all the intermediate steps.
Throughout, for simplicity, and without loss of generality, we let s = 1, so that r = q(s + 1) = 2q, and we let also p = 2. Recall also that we are considering the case in which n 1 = 0, n a = 0, and n b = 0.
Stabilizability and detectability. Recall the state space form (9)-(10) of the NS-DFM
Then, (B6)-(B7) define a linear system with r = 2q latent states (f ′ t f ′ t−1 ) ′ . A linear system is stabilizable if its unstable states are controllable and all uncontrollable states are stable, and it is detectable if its unstable states are observable and all unobservable states are stable (see Anderson and Moore, 1979, Appendix C, page 342) .
Let us first show that (B6)-(B7) is stabilizable. Stability is dictated by the eigenvalues of the matrix of VAR coefficients,
Because of cointegration, A has (q − d) unit eigenvalues corresponding to (q − d) unstable states. Moreover, (I q − A 1 − A 2 ) = ab ′ , where a and b have full column-rank q × d matrices, so that rk(ab ′ ) = d. Define the q × (q − d) matrices a ⊥ and b ⊥ such that a ′ ⊥ a = b ′ ⊥ b = 0 (q−d)×d . Then, since rk(a ′ ⊥ I q ) = (q − d), the unstable states are controllable because they satisfy the Popov-Belevitch-Hautus rank test (see Franchi, 2017, Theorem 2.1, and Antsaklis and Michel, 2007, Corollary 6.11, page 249) . Clearly, A has also (r − q + d) = (q + d) eigenvalues which are smaller than one in absolute value. Of these q correspond to states which are uncontrollable because they are not driven by any shock, but are also stable since have no dynamics (see (B7)). The remaining d states follow a stable VAR, hence are controllable.
Let us now show that (B6)-(B7) is detectable. First, notice that rk(B 0n ) = q and rk(B 1n ) = q, because of Assumption 1(a) and we are assuming pervasive factors at all lags. Therefore, rk(B 0n b ⊥ ) = (q − d) and rk(B 1n b ⊥ ) = (q − d), which implies that the unstable states are observable because they satisfy the Popov-Belevitch-Hautus rank test (see Franchi, 2017, Theorem 2.1, and Antsaklis and Michel, 2007, Corollary 6.11, page 249) . Since B 0n and B 1n have full column-rank there are no unstable unobservable states.
Estimation of factors given parameters. For the linear system in (B6)-(B7), define
Then, using the definitions in (B8) and (B9) and by setting K = I r , the results in Lemmas 4, 5, and 6 of Barigozzi and Luciani (2019b) , still hold. In particular, since the system is stabilizable and detectable, the matrix P t|t−1 has a steady state denoted as P, and there exists a positive integern, such that, for any n ≥n,
for some positive real M . Moreover, notice that in the proof of Lemma 6 of Barigozzi and Luciani (2019b) it is enough that A ≤ 1, which is always satisfied because of Assumption 1(e). The definition oft is also unchanged. Consistency can then be proved as in Proposition 1 of Barigozzi and Luciani (2019b) . By letting f t|T be the KS estimate of f t (given by the first q components of F t|T ), as n → ∞, for any given t ≥t,
This proves the analogous of Proposition 1 of Barigozzi and Luciani (2019b) for the NS-DFM.
QML estimation of parameters given factors. Recalling the definitions (B8) and (B9), the QML estimator of the loadings, for any i = 1, . . . , n, is given by
Because of Assumption 1(f), F t is cointegrated and admits a common trends representation with (q − d) common trends (Stock and Watson, 1988) . Therefore, we can find an orthonormal linear basis of dimension (q − d) such that the projection of F t onto this basis span the same space as the common trends. Collect the elements of this basis in the r ×(q −d) matrix γ, and denote as γ ⊥ the r ×(r −q +d) matrix such that γ ′ ⊥ γ = 0 (r−q+d)×(q−d) . Then, consider the r × r linear transformation
where Z 1t has all (q − d) components which are I(1) while Z 0t ∼ I(0) and is of dimension (r − q + d).
Moreover, for Z 1t we have the MA representation
with z t being a (r − q + d)-dimensional vector with E ϕn [z t ] = 0 (q−d) , E ϕn [z t z ′ t ] = Σ z positive definite and with finite norm, and E ϕn [z s z ′ t ] = 0 (q−d)×(q−d) , for any s = t. Moreover, rk(Q(1)) = (q − d), and
) such that (1) reads (recall we are considering the case ξ it = e it ),
and define also λ * ′ i D ′ = ( λ * ′ i1 λ * ′ i0 ). Since by construction Z 1t Z ′ 0t = 0 (q−d)×(r−q+d) and Z 0t Z ′ 1t = 0 (r−q+d)×(q−d) , from (B11) and (B14), we have
First, consider the top left term on the rhs of (B15). From Hamilton (1994, Proposition 18 .1(i) pages 547-548) and (B13), as T → ∞,
where W(·) is a (q − d)-dimensional standard Wiener process. Thus this term is O p (1) and positive definite therefore invertible. Furthermore, for all i = 1, . . . , (q − d) and all t = 1, . . . , T ,
for some positive real C i and because of square summability of the MA coefficients in (B13) and since Σ z has finite norm. Thus, since F t and e it are gaussian and uncorrelated by Assumptions 2(a), 2(b), and 2(d), then they are also mutually independent, and we have
where we used (B17) and the fact that z t is a white noise process with finite variance. From, (B16) and (B18), we have
Second, consider the bottom right term on the rhs of (B15). By the same arguments used to prove Lemma 8(i) in Barigozzi and Luciani (2019b) , we have
By substituting (B19) and (B21) into (B15) and since since D does not depend on T , as T → ∞, for any given i = 1, . . . , n, we have
Turning to estimation of the VAR coefficients, the QML estimator is given by
From (2), we can also write
and v 0t are zero mean white noise processes of dimensions (q −d) and (r − q + d), respectively. Then, similarly to (B15), from (B23) and (B24), we have
Then, using the fact that v 1t and v 0t are gaussian white noise and therefore are martingale difference sequences, from Hamilton (1994, Proposition 18 .1(f) pages 547-548), it follows that
and, from Hamilton (1994, Proposition 11.1, pages 298-299) , it follows that
Substituting (B16), (B20), (B26) and (B27) into (B25), and since D does not depend on T , we have
Finally, the process T −2 T t=1 Z 1t e it is gaussian, with zero-mean and variance O(T −2 ). Then, using Bonferroni inequality, and noticing that the rhs of (B18) does not depend on i, there exists a finite positive real K 1 , independent of i, such that for all ǫ > 0
(B29) and, similarly, there exists a finite positive real K 0 , independent of i, such that for all ǫ > 0
Then, for the estimator Γ e * n of Γ e n the same consistency proof given in Lemma 8(ii) in Barigozzi and Luciani (2019b) still holds. This proves the analogous of Lemma 8 in Barigozzi and Luciani (2019b) for the NS-DFM.
Estimation of factors given QML estimates of parameters. First, notice that using the notation of (B12) we have Z 1t = O p ( √ T ) and Z 0t = O p (1). Then, the same steps leading to the proof of Lemma 9 in Barigozzi and Luciani (2019b) still hold, where, in particular, we can make use of the following relations (recall that D ′ D = I r ):
where (B31) holds because of (B15), (B19) and (B21), and, similarly, (B32) holds because of (B25), (B26) and (B27). Therefore, as n, T → ∞, for any given t ≥t, we have
This proves the analogous of Lemma 9 in Barigozzi and Luciani (2019b) for the NS-DFM.
Consistency of pre-estimator of parameters. Under Assumption 4, the pre-estimators defined in Section Appendix A are such that, for any given i = 1, . . . , n, b
0i − b 0i = O p (max(n −1/2 , T −1/2 )), ∆ f t − ∆f t = O p (max(n −1/2 , T −1/2 )), ,
see Barigozzi et al. (2019, Lemma 3) and also Bai and Ng (2004, Lemma 1) . Moreover, it is easy to Now, define the matrices
where C is n × (m + 1) and B is n × n, and notice also that B −1 is well defined because of Assumption 2(b). Then, given the true value of the parameters, ϕ n , for any given t =t, . . . , T , the KF estimator of the states is given by:
To prove consistency we need to apply Woodbury formula. However, this is not possible, indeed
and this is a singular matrix, because ν (m+1) (C 1 ) = 0 for all m ∈ N and ν (j) (C 2 ) = 0, for j = 2, . . . , (m + 1) and all m ∈ N. Moreover, notice also that if φ = 0 then C ′ C will not be defined and the KF would have no sense. However, since the idiosyncratic components are weakly cross-correlated by Assumption 2(c), it is reasonable to assume that they have a common factor. For simplicity, let us assume that
with E ϕn [w 2 t ] = 1 and β = (β 1 · · · β m ) ′ is such that m −α β ′ β = 1 for some real α and |β i | ≤ M β for some positive real M β independent of i. In particular, notice that for ξ t to be idiosyncratic, thus with ∆ξ t satisfying (7), we must have α ∈ [0, 1). This is equivalent to saying that the system is driven by a pervasive factors f t and a local factor w t , which affects weakly only for the first m units. Moreover, since β has full column rank, we can write w t = m −α β ′ ξ t , and therefore w t = m −α β ′ P βw t−1 + m −α β ′ e 1t .
Using (C43) and (C44), the state space formulation in (C39) becomes:
where the errors have the same distribution as in (C39). As a consequence,
while B is unchanged. The state vector is now s t = (w t f t ) ′ and with these new definitions (C41) still holds, while (C42) becomes
which is not singular since ν (2) (C ′ C) = φ −1 m α . Moreover, from Merikoski and Kumar (2004, Theorem 7) and Assumptions 2(b) and 2(c) we can show that ν (2) (A) = M m −α for some positive real M . By following the same steps of the proof of Lemma 14 in Barigozzi and Luciani (2019b) , we have
from which we see that a necessary condition for consistency is φ → 0 as n → ∞. By the same arguments we also have
Substituting (C47) and (C48) into (C41), we have
for some positive real K. Then,
since E ϕn [ν it ν jt ] = 0 for all i = j, and where in the second relation we also used Assumption 2(a).
Moreover,
by Assumptions 2(b) and 2(c). Therefore,
Consider the simplest case α = 0, then we need at least φ = o(n −1/2 ) to achieve convergence. In particular, if we set φ = n −1 we have that f t|t is √ n-consistent, whereas |w t|t − w t | = O p (n −1 √ m). The previous result holds for any m and n. However, what we are really interested in is the estimation of the vector ξ t = βw t . For given β, letting ξ t|t = βw t|t , from (C49), we have
Hence, when α = 0, if we still set φ = n −1 , we must have mn −1 → 0 in order to have consistency. Furthermore, to achieve √ n-consistency we would need either mn −1/2 → 0 or an even smaller value of φ.
To conclude, notice that in practice, although the model in (C39) is equivalent to the model in (C45), the latter has fewer states but more parameters to estimate and moreover estimation of β is not straightforward. In view of this comment the above derivations can just be seen as providing an intuition of the complexity involved by adding m idiosyncratic latent states.
