We prove large deviation results for the random sum
Introduction
In this paper we investigate probabilities of large deviations and related applied questions for the random sums S(t) = N(t) X i=1 X i ; t 0 : (1.1)
The process (N(t)) t 0 consists of integer-valued rv's N(t) on IR + and (X n ) n 1 constitutes a sequence of iid non{negative rv's with df F , independent of (N(t)) t 0 .
Throughout we suppose that (t) = EN(t) ! 1 :
(1.2)
Furthermore, we assume that = EX 1 < 1 and we write for t 0 (t) = ES(t) = (t) : We are interested in probabilities of large deviations of S(t) under the assumption that F is heavy{tailed. In particular, we assume that X 1 has no nite exponential moments, i.e. standard large deviation theory does not apply. A natural class of heavy{tailed distributions are subexponential distributions. By de nition, F is subexponential if for every n 2 (equivalently, for some n 2) lim x!1 P (X 1 + + X n > x) P (max(X 1 ; : : :; X n ) > x) = 1 :
(1.3)
Thus subexponentiality means that the tail of the sum of n rv's becomes large by a dominating large rv. Examples of subexponential distributions are Pareto, {stable ( < 2), loggamma, lognormal, also Weibull and Benktander distributions for certain parameter values. Subexponential distributions have been recognised as appropriate models for data exhibiting large uctuations. They have been considered in the theory of branching processes (Athreya and Ney (1972) ), in queueing theory (Pakes (1975) ) and in particular in insurance mathematics as appropriate models for portfolios with large claims. A textbook treatment of subexponential distributions in the context of insurance and nance can be found in Embrechts, Kl uppelberg and Mikosch (1995) . Large deviation results for S n = X 1 + + X n ; n 1 ; have been proved for subexponential F in di erent x{regions. Classical results in this context are due to A.V. Nagaev (1969a,b) and Heyde (1967a Heyde ( ,b, 1968 ) (see also S.V. Nagaev (1973 Nagaev ( ,1979 ) for df's with regularly varying tail, i.e. (1.4) for some > 1 and a slowly varying function L. Notice that > 1 guarantees the existence of a nite mean. These results state that for df's with regularly varying tail P (S n ? ES n > x) P (max(X 1 ; : : : ; X n ) > x) nF(x) ; n ! 1 ; (1.5) a relation which holds uniformly for x > n, for every xed > 0. Notice that (1.5) is similar to the de ning property (1.3) of subexponentiality, but in (1.5) x tends to in nity together with n. We mention that Cline and Hsing (1991) proved results of type (1.5) for subexponential distributions including those with tails of extended regular variation. They also address the case of random sums but they do not cover the compound Poisson case which is of particular interest for applications. A very general treatment of large deviation results for subexponentials can be found in Pinelis (1985) . He also deals with the so{called semi{exponential distributions such as lognormal, Weibull and Benktander{ Type{II distributions. However, in those cases the x{regions, where (1.5) holds, do in general not include the region x 2 n; 1) which is crucial for our purposes.
In this paper we extend the large deviation result (1.5) to the random sums S(t) given in (1.1) with F having regularly or extended regularly varying tail (for a de nition of the latter see Section 2). In particular, we show that
(1.6) uniformly for x (t) for every xed > 0, i.e.
We think of (t) as a new inner clock, thus (t) ! 1 means that \operational time" goes to in nity. This generalises (1.5) in the natural way and leads to approximate expressions for any power moment of S(t) for large (t). For the process (N(t)) t 0 a rather general setting is chosen. Important cases covered by our assumptions are homogeneous Poisson processes, certain renewal counting processes and inhomogeneous Poisson processes. This leads to compound processes (S(t)) t 0 which are of particular interest for many applied problems in insurance and nance. Notice that assumption (1.2) is obviously satis ed for a homogeneous Poisson process for t ! 1, but also for an inhomogeneous Poisson process where the intensity (t) becomes large for nite t. Consequently, all limit relations in this paper are for (t) ! 1 . We should like to mention that the process structure of (N(t)) t 0 is of minor importance as long as (1.2) is satis ed.
The plan of our paper is as follows: In Section 2 we introduce and discuss the main assumptions and notation used in the paper. The main result which is of the form (1.6) and some of its consequences are presented in Section 3. It contains the case of the compound Poisson process which is extended to more general compound processes including those which are driven by certain renewal counting process. Extensions reach as far as simply considering Poisson rv's N(t) with mean (t). The latter case is of special interest for applications to \high density data" where in relatively short periods of time a vast amount of data (X n ) n 1 can be observed. High density data are typical in nance (e.g. exchange rates), but also in certain elds of insurance (e.g. in the new area of insurance futures). Here one is interested in quantities of the form S(t) c (t) ? K ! + for constants c; K > 0. The large deviation result (1.6) yields e.g. asymptotic expressions for the expectation and the variance of the latter quantity. The proofs of the results on large deviations are given in Section 4. In Section 5 we conclude the paper with some applications in insurance and nance which are mainly concentrated around large claims problems.
Notation and basic assumptions
In this section we introduce and discuss the basic assumptions to be used throughout the paper.
As already mentioned in Section 1, (N(t)) t 0 denotes a process of integer{valued rv's, independent of the iid non-negative rv's (X n ) with common df F and with nite expectation = EX 1 . We assume that (t) = EN(t) < 1 for all t, but (t) ! 1. For t 0, we introduce the compound process
The we call the index of regular variation. Notice that > 1 guarantees the existence of a nite mean and > 2 the existence of a nite variance. For an encyclopaedic treatment of regular variation and its various modi cations we refer to Bingham, Goldie and Teugels (1987) .
Next we introduce the, for our purposes, essential assumptions on the process (N(t)) t 0 , which are assumed to hold for (t) ! 1:
Assumption N2
There exist small positive " and such that X k>(1+ ) (t)
Remark. (i) We shall need the following equivalent formulation of assumption N1: there exists a positive function "(t) such that "(t) ! 0 and
Indeed, using Abel's idea, we have X
Assumption N1 is satis ed e.g. for renewal counting processes and also for inhomogeneous Poisson processes. However, it is not satis ed for mixed Poisson processes. The verication of condition N2 is more complicated. In the following we consider some concrete processes (N(t)) t 0 and check conditions N1 and N2.
First we consider a generalisation of the most common counting process in risk theory, the Poisson process: assume that, for every t > 0, N(t) is a Poisson rv with parameter (t) such that (t) ! 1. This includes, in particular, the homogeneous Poisson process with constant intensity > 0 which satis es the relation (t) = t, but it also contains the high density case where t is xed and ! 1.
Lemma 2.1 If (N(t)) t 0 is a process of Poisson rv's with (t) ! 1 , then N1 and N2 are satis ed.
Proof. Since (t) = var (N(t)) , N1 is an immediate consequence of Cebyshev's inequality.
In order to verify N2 we observe by Markov's inequality that for all s > 0 P (N(t) > k) e ?sk Ee sN(t) = expf?sk + (t)(e s ? 1)g ; t 0 ; k 0 :
Minimising with respect to s we conclude that
We plug this into (2.1): X k>(1+ ) (t)
Next we estimate I 2 : observe that the function f(x) = ?x ln(x= (t))+x(1+ln(1+")) has its absolute maximum at x = (t)(1 + ") and decreases monotonically for x > (t)(1 + ").
Hence, for " < , small, and k 2 ((1 + ) (t); c 1 (t)], we can nd a constant c 2 > 0 such
If we choose and " in (2.3) such that " < then I 2 ! 0 is immediate from (t) ! 1. 2
Next we consider a renewal counting process (N(t)) t 0 , i.e. This and Cebyshev's inequality ensure that N1 is satis ed. Next we check N2 and proceed in a similar way as in the proof of Lemma 2.1. We have which is assumed to be solvable. This and condition (2.4) imply N2.
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From the proof of Lemma 2.2 we learnt that condition N1 is easily veri ed for a renewal counting process whereas we need some large deviation results for N(t) in order to check N2. The crucial point in the proof was to nd estimates of the probabilities P (Y 1 + + Y k t). This, however, can sometimes be relaxed to the case of exponential rv's: assume that Y 1 satis es the following stochastic ordering relation P (Y 1 x) P (E 1 x) ; x 2 IR (2.5)
for an exponential rv E 1 . Straightforward calculation yields
where ( f N(t)) t 0 is a homogeneous Poisson process, and the same argument as in the proof of Lemma 2.1 leads then to N2. We summarise these facts in the following lemma: Lemma 2.3 Suppose (Y n ) n 1 is a sequence of iid non-negative rv's constituting a renewal occuring in N2 can be dealt with by classical large deviation results for sums of independent rv's. The condition of nite exponential moments of Y 1 is necessary in this case since P (N(t) > k) must decrease exponentially in order to compensate for the increasing terms (1 + ") k . In this case, one can use an exponential inequality to verify N2:
Lemma 2.4 Assume (N(t)) t 0 is given by (2.6) for a sequence (Y n ) n 1 of iid non-negative, We aim at a generalisation of the large deviation result (1.5) to the random sums (S(t)) t 0 which is our main result:
Theorem 3.1 Let (N(t)) t 0 be a process of integer-valued non-negative rv's independent of the iid non-negative rv's (X n ) n 1 . Assume that (N(t)) t 0 satis es the conditions N1 and N2 and (t) ! 1. Furthermore, suppose that F 2 ERV (? ; ? ) for some 1 < < 1. Then P (S(t) ? (t) > x) (t)F(x) ; (3.1) uniformly for x (t) for every > 0.
Remark. Notice that (3.1) and (1.5) are very similar. Indeed, under the assumptions for (1.5), P (max(X 1 ; : : : ; X n ) > x) = 1 ? F n (x) = 1 ? exp ( n ln 1 ?
as n ! 1, and the latter relation holds uniformly for x n by a Taylor expansion argument and the fact that nF (x) ! 0 uniformly for the considered x{values. A similar interpretation is possible for (3.1): assume for simplicity that (N(t)) t 0 consists of Poisson rv's with parameters (t) ! 1. Then
Thus, if EX 1 < 1 and x (t), then (t)F(x) ! 0 uniformly for the considered x and hence P max
uniformly for x (t). From Section 2 and Theorem 3.1 we conclude the following: Corollary 3.2 Assume that (N(t)) t 0 satis es the conditions of one of the lemmas of Section 2 and is independent of (X n ) n 1 . Furthermore, assume that F 2 RV (? ) for some > 1. Then (3.1) holds. The Poisson case is most important for applications. Hence we formulate it in the following Corollary and continue with some of its consequences.
Corollary 3.3 Assume that (N(t)) t 0 are Poisson rv's independent of (X n ) n 1 and (t) ! 1. Suppose that F 2 RV (? ) for some > 1. Then (3.1) holds.
It is clear that the large deviation result (3.1) can be used to approximate moments of S(t). Motivated by applications in insurance (see Section 5) we investigate the asymptotic behaviour of the quantities 4 Proof of Theorem 3.1
We proceed with a series of lemmas assuming throughout that the conditions of Theorem 3.1 are satis ed. Recall that "(t) ! 0 is a positive function satisfying condition (2.2).
Lemma 4.1 Denote by S k = P k i=1 X i , for k 1 . The following holds uniformly for x (t) for every positive : X jk? (t)j "(t) (t) P (N(t) = k) P (S k ? (t) > x) (t)F(x) :
Proof. In view of (1.5) we have as k ! 1 and uniformly for x k for xed > 0 that
Moreover, for jk ? (t)j "(t) (t) with "(t) as in (2.2), (1 + )
for every > 0 for all x x 0 ( ). For x 0:5 (t), equivalently x 0:5 k if jk ? (t)j "(t) (t), this becomes uniformly close to 1. Hence X jk? (t)j "(t) (t) 
uniformly for the considered x{values.
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In view of the identity
and in virtue of Lemma 4.1 it su ces to show that X jk? (t)j>"(t) (t)
uniformly for x (t). We show this in the following lemmas.
Lemma 4.2 The following relation holds uniformly for x (t): X k? (t)<?"(t) (t)
Proof. Again using (1.5) and choosing "(t) as in (2.2), we conclude that X k<(1?"(t)) (t) P (N(t) = k) P (S k ? (t) > x) X k<(1?"(t)) (t) P (N(t) = k)P S (1?"(t)) (t)] > (t) + x X k<(1?"(t)) (t) P (N(t) = k) (1 ? "(t)) (t)] F (x + ( (t) ? (1 ? "(t)) (t)]) ))
uniformly for x (t). In our case we may apply (1.5) uniformly for the values x + ( (t) ? (1 ? "(t)) (t)] (t) with n = (1 ? "(t)) (t)]. 2
Lemma 4.3 The following relation holds for small > 0 and uniformly for x (t):
Proof. Subexponentiality of F (see (1.3)) implies that the tail of the n{fold convolution of F is uniformly bounded; more precisely for each " > 0 there exists a K(") such that
(see Cistyakov (1964) or Athreya and Ney (1972) ). Using (4.1) we obtain for su ciently
Now N2 applies (see also remark (ii) after N2).
The following lemma is the last building block for the proof of Theorem 3.1.
Lemma 4.4 For small > 0 the following relation holds uniformly for x (t): X (1+"(t)) (t)<k (1+ ) (t)
Proof. We again apply (1.5) to conclude that, for some constants c 3 , c 4 > 0,
Here we also made use of the fact that extended regular variation implies that F(x + ( (t) ? k) )=F(x) is bounded uniformly for the considered k and for large (t). 2
Applications to reinsurance problems
The large deviation results presented in this paper immediately apply to certain problems in insurance. Here the process S(t) = N(t) X i=1 X i ; t 0 ; models the total claim amount up to time t, (N(t)) t 0 is the claim arrival process and (X n ) n 1 are the individual claim sizes.
For the examples to follow we assume that the conditions of Theorem 3.1 are satised. If (N(t)) t 0 is a homogeneous Poisson process with intensity > 0 , then (S(t)) t 0 constitutes a compound Poisson process which is also called \ the classical model".
Example 5.1 (Total claim amount) It has been shown by Embrechts, Goldie and Veraverbeke (1979) for the classical model that, for every xed t > 0, P (S(t) > x) tF(x) ; x ! 1 ; (5.1) holds if and only if F is subexponential. This result has been generalised to renewal counting processes (N(t)) t 0 in Embrechts and Veraverbeke (1982) . From Theorem 3.1 we deduce uniformly for x ? (t) > (t) for every > 0 or, equivalently, for x > (t) for every > 1. Notice that the rhs is for xed t > 0 asymptotically equivalent to (t)F(x) as x ! 1. Hence the above result (5.1) generalises to claim arrival processes (N(t)) t 0 which only satisfy N1, N2 and (t) ! 1 for F of extended regular variation .
Example 5.2 (Reinsurance treaties)
Reinsurance is based on the idea that the direct inverse covers the \normal" claims of a portfolio whereas catastrophic (or large) claims should rather be covered by the reinsurer. In practice, every reinsurance treaty is a combination of the following three types.
Proportional reinsurance. The reinsurance company covers p 100% of the total claim amount S(t) for some p 2 (0; 1). The proportional reinsurance treaty is de ned by R 1 (t) = pS(t) : Then, as in Example 5.1, we obtain P (R 1 (t) > x) (t)F x p ? (t) uniformly for x > (t) for every > p. Excess{of{loss reinsurance. The reinsurance company pays for all individual losses in excess of some limit D. The excess{of{loss reinsurance treaty is de ned by
Analogously to Example 5.1 we obtain for x > 0
The convergence holds uniformly for x > D (t) for every > 1. Stop{loss reinsurance. The reinsurer covers losses in the portfolio which are greater than a well de ned limit, the ceding company's retention level. We formulate it in terms of the loss ratio S(t)=P (t), where P (t) = c (t) for c > 1 is the premium income up to time t under the mean value principle. The stop{loss reinsurance treaty is de ned by R 3 (t) = S(t)
The asymptotic behaviour of the rst two moments of R 3 (t) is given in Corollary 3.4.
Example 5.3 (Insurance futures)
The Chicago Board of Trade (CBOT) recently introduced insurance futures and options on insurance futures, see Chicago Board of Trade (CBOT) (1992). Trading insurance risks on a speculative market provides an alternative to reinsurance treaties. Reinsurance risks are treated by a nancial instrument. At the moment the market is restricted to catastrophic risks. Insurance futures are based on a representative claim index which re ects the development of the loss ratio of the so{called pool, which is a representative collective of insurance companies. For more economic background on insurance futures we refer to Albrecht, K onig and Schradin (1994) . The index is basically the total claim amount of portfolios (of a special insurance risk) of all companies in the pool at time t. Therefore a reasonable model (at least as a rst approximation) is the classical compound Poisson modell S(t) (cf. Aase (1994) and Meister (1995) ). Di erent models have been used by various authors, see e.g. Cummins and Geman (1992) where P (t) denotes the premium income in the pool until time t corresponding to the claims in the pool. Notice that S(T ) P (T ) is just the loss ratio of the pool at maturity T . In the classical model the premiums P (t) can be taken as a loaded version of the mean value (t), thus P (t) = c (t) ; t 0 ; for some constant c > 1. For evaluating the price of the futures contract it is of particular interest to determine and so it remains to calculate E S(t) P (t) ? 2 + .
We apply Corollary 3.4 in order to provide approximations to the mean and the variance of V (t). Hence we assume that (N(t)) t 0 are Poisson rv's such that (t) ! 1. This includes the case of \high density data" where t is xed or relatively small, but the intensity of the Poisson rv N(t) is large. This corresponds to a situation where in a relatively short time a huge amount of claims can occur. This ts well to the situation we consider, since the pool of insurance companies guarantees a high density of claim arrivals. 
