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　　　　　The　Ionosphere　seems　to be　susceptible　to ａ number　of
plasma　instabilities.　　Now, It　Is　Kell-known that among
them ａ　particular　type　of　fluld-llke　plasma　Instability




















工ｎchapter　1, we review qualitatively　the　present　status　of
the　cross-field　instability　In　linear and　nonlinear　regimes,
and　point　out　some relations between　the　theory and　observation.
Chapter　２　describes　the　time　evolution　of　one-dimensional
nonlinear　cross-field　Instability.　　　This work ｍ負万ｙbe　called




Thus, we　study　the　time　evolution of　two-dimensional non-
linear　cross-field　Instability　as　an　lnltlal-boundary　value
problem, In chapter ３．　　Newappea：ranees　never　seen In the　one-
dimensional　model　are　recognized:　the　deformation of　the
background quantities　which　sustain　the　Instability, and
consequently　the　cyclic　growth and decay　of　the Instability.
As an application　of　the　cross-field　Instability　to　the
auroral　Ionosphere, we　present ａ new mechanism of　quiet auroral
arcs　In chapter ４．　　１ｔ　Is　suggested　that　the　leading　part





resulting　In ａ wavy　Irregular1ty　of　lonization whose charao-
terlstlos　are　oolnoldent with　those　of　auroral arcs.





Irregularity　can　certainly result　In auroral aros*　　The
calculated results　are　compared. with recent　experiments　of












































　　　　　　　Ｄ．　Formulation of Ａ：re　Formation (2nd stage) ・・．　１２３
　　　　工Ｖ．　Numerical　Results　　●・・●・●●●●●●●●●●・・●●・●・●・●●・・．　１２９
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are　here concerned with　the　cross-field　instability, so?etimes




place　m ａ weakly　ionized plasma　Immersed　Incrossed　electric
and magnetic　fields　In　the　presence　ofａ density　gradient
across　the magnetic　field.　　If　the　productof Ｅ by　the density
gradient　Is　positl▽ｅand　ifＥ exceeds ａ critical ▽alue, the
energy　dissipation by　ｃ(ａ;!かslcal　diffusion　is　overcome by　the
energy　input　to　set up　the　Instability.　　This　Instability　Is
confirmed　to　ocour　m　the　Ionosphere and　In ａ reflex　arc (
for　exeuaple, Sato, I968;　Hooper, 1970)。
　　　　　Wehere　present　the　obser▽ed　results　of　ionospherlo
Irregularities　and review　the　oross-fleld　Instability as-
sociated TTlth density　irregularities　In ａ quailtat1▽ｅ　fashion,
１ｎorder　to　know the　present　status*　　Attention Is　fooused





observed recently by　sounding rockets。１ｎ order　to　clarify
the　objective　of　this　study。
　　　　Smlth(1966) observed　structural　features　of　the　electron
density profile of sporadic Ｅ In mldlatltudes.　These were
obtained usln^;　the Langmulr probe　having ａ resolution of
about　１０ ｍ In height and about　１ 男１ｎ electron density・
Fig.　１．１　shows　enlarged　sections　of　electron density profiles
by four rockets In daytime.　The profile of 1513 ＣＳ？shows
very clearly an Irregular region between　101.0 and　１０３・９　km・
The relative amplitude　In electron density is + 18 J^ and
the ａ万mplltude　In height　Is　about ０．４１km.　　Sml th　says　that
the　sharpness　of　the boundaries　of　the region, the altitude
of the center (102・５ km), and the thickness （２・９km) strongly
suggest an association with　sporadic　Ｅ。
　　　　Ova(1967) measured　the mlcro-s true ture　of　the　electron
density profile by ａ rocket-borne　gyro-plasma probe which
has ａ resolution of about ａ　few hundred meters　In height and
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Note　the density Irregularity fluctuating within ｔ ２０% In the
amplitude and　having　the altitude ranges　of　100-120　km.
This　１エ･regularity　was　ldentlfleくｉ with　the　radio　ｓｃａ七七erlng
source　of diffuse　type　sporadic　Ｅ layer on the　ionogram。
　　　　Ｐ：rakash　etal.(1970) revealed　the　existence　of　electron
densities　▽arylng between　１０３ and　１０４/cm^ １ｎ the height
ranges of 95-120 km.　The observation by the Langmulr probe
was done m the　night　time　Ionosphere near　the geomagnetic
equator. I.e., the　night　time　equatorial　Ｅヱヽegion.　　Fig. 1・３
shows　the density　profile　obtained by　Prakash　et al..　　They
point　out　that　the　Irregularities with scale　sizes　In　the
ranges　of 30-300　ｍ and　1-15 ｍ and with　their amplitudes
▽arylng fcy factors　lying between ４ and ２５　existed during
the　rocket flight.　　While　these　Irregularities were　found
to　occur randomly and In the form of bursts, most of　them
were　observed･ １ｎregions where　the background　electron density
exhibits　large　negative　gradients(see　Fig.　１・３)．　　　Further
they　note　that　the　positions　of　occurrence　of　the　30-300 m
Irregularities were　found　to regard quailtat1▽ely　the　oross-
field　instability under ａ　background　density　gradient with
ａ specific　sign as ａ generation mechanism of　Irregularities・
and　that while　the smaller　scale　size　Irregularities　of　1-15
m also　occur　In regions where　the cross-field　Instability

























































(87.5　km) cesium　release (Davis, 1971).
７
,i8
of the present theories of the cross-field Instability '。
　　　　工onospherlc　irregula：rlties　as　shownabove　may be, so　to
speak, produced by ａ　freak of　nature under certain Ionospheric
conditions.　　　Now. howeverI･we　have　another diagnostics　of
ionospheric　plasma万ｓby an active means, I.e., artificial
plasma clouds.　　Davis(1971) describe･１ an attempt　to　ｓtudy
the circumstances　under which　the -cross-field　Instability
ocour by　Injecting alkali　plasma clouds　Into　the　lower Ｅ
region and　observing　ｔｈｅ?withradio　frequency　scattering
technlque(ooherent-pulse-Doppler　radai･)．　　　The　typical　example
In appearance　of　pla8ma cloud　evolution at　lower　extreme of
the　Ｅlayer Is　illustrated　In Fig. 1.4 which shows ａ collection
of　spectral displays　acquired by　placing a Ｏ°３　Hzresolution
analysis　filter at ａ　succession ｏｆ･points　In time, aeperate《１
by ３ｌsec　each，during十the lifetime　of the plasma万cloud・
The first photograph. at o3h 26m 30s, In the figure shows
the prerelease condition, with ａ ｓlm万万輿万１１radax･clutter echo
Just above zero apparent Doppler-shlft ．　We see the rapid
growth and subsequent decay of the spectrum. and coezi stliuc
discrete spectral components。Comparing wl th the nonlinear
numerical calculations(for　example, Sato and　Tsuda, 1967),
●）　Wemight･．　however.　Infer that even such small　１ヱ･regu-
larltles　could be　produced by　the well developed　cross-field





field　Instability　plays an　Important role　In the fori･･万ation
of　lonospherlo　Irregularities.　　We remind　here　that　further





where　the dyna?leal display, l*e., aurora　is　seen.　　Aurora
Is　ａ　complex,?lxed-up　phenomenon　In　spite･ of　Its　simple
▽lslblllty, and was　treated as ａ challenging　problem by many
authors.　　Howeverf many　problems　remain to be unsolved as
yet. This　may be due　to　the　fact　that　the auroral　Ionosphere
１ｓ　closely　linked with　the　entire magnetosphere by　the　lines
of　force,thereby　exchanging　lnformatl on8　each　other.
Therefore, It　Is　very　difficult　to　explain the auroral　phe-
nomena by ａ unified　theory.　　Before　this will be aohieved*
we must aooumulate more　observational and　theoretical works。
　　　　　As　one　step　to　this　ｅｎａ・　weconfine ourselves　to　the
electrodynamlc　coupling between　the　auroral　Ionosphere　and
the　ｗ･万agnetosphere，In magnetioally quiet　times Nhioh?ay
mean　the quiet magnetosphere.　　Recent, Important finding by















FLIGHT TIME (SECONDS)12０ 16０ ２００ ２４０
Fig. 1.5.　　Schematic　representation　of　the　vehicle
trajectory　and　the　relationship．０ｆ　the　horizontal




seen　In quiet　times, is　the　field-aligned current　sheets, i.e.,


















relationship between auroral arcs　and　field-aligned　currents.
Why　and how is　such ａ current　system　formed　？











































of　the　order　of　ａ　fewkm Is, more　or　less，formed by　the
action　of　the　cross-field instability　ｉｎ･the　ionosphere。








nonlinear mode　coupling which generates　several beats　between
the　modes.　　Another　observational　evidence　given by　Hooper　Is
that　the　cross-field　instability　Is　limited by　ａquaslllnear
feedback　effect　which will　reduce　the background densl ty
gradient.　　This　is　shown　in Fig.　1.8.　　We　can regard　that
such　ａflattening　of density　profile　gives　an　important clue
to　understanding　of quenching mechanism of　the　cross-　field
Instability.　　　工onospheric　irregularities　are　also　destined















































can point out　the　Importance　of　nonlinear analysis　of　ｔｈｅ･
cross-field　instability　，１ｎ　order　to　have　consistency　of
the　observed　results　with　the　analysis。
　　　　　In　the　following　two　sections, we review quali七atlvely




(1963) and Hoh(1963) Independently, In laboratory　plasma ｓ　of
Pennlng-type　discharge.　　　Morse(1965) extended　analysis　to　ａ
more　generalized　form, I.e., two　dimensional　linear analysis.
　　　　工ｎthe　ionosphere, the　primitive　idea　of　the cross-field




would　occur at　the geomagnetic　equa七〇r, since　the　geometory
of　the　equatorial　Ｅ layer　resembles　to　that　of　laboratory
experiment.　　　This　study was　extended　to　the　formation of
sporadic　Ｅ layers　at　temperate　latitudes by　Tsuda　et al.(1966).
　　　　Ths　cross-field　lnstatlllty　results　from　七he Hall　or
Pedersen drift　of　charged　ｐａ:rtlcles　in the　presence　of ａ　ｐ]Lasm万Ｑ万
density　gradient.　　工ｎ　the　lower　ionosphere, the Hall　mobility
Is much higher　than　the　Pedersen mobility,　and　the　Instability
mechanism is　determined　mainly by　the (electron) Hall motion
(Hall mode).　　０ｎ the　other hand, In　the upper Ｅ layer
the Pedersen mobility domlna七es, so that the Instability Is
controlled by　the (Ion) Pedersen motion (Pedersen mode)・
Since,　however, we　have　no　remarkable　density　gradient　in　this





ionosphere was　analysed by　many　other authors;　for　ｅ：xample
Kato(1965, 1972), Whitehead(1967, I968, 1970a, 1970b, 1971),
Kato　and　Hirata(1967), Reld(1968), Chlmonas(1969), and
Cunnold(1969).　　Here　It　is　worth noting　that　in linear
analysis cited above ａ　specific　type　of　perturbation　Is
assumed.　　Using ａ perturbation for　different from that of
Tsuda　et al.(1966), Whitehead argued　incorrectly that the
cross-field　instability could exist at　the　equator, but would
not occur outside the equatorial region.　　The objection to
this argument was given by Kato(1972) and Sato and Tsuda(1972)
who　showed　that　this　difference　of　theories　is　not　essential
and we　can　expect　七he　cross-field　Instability　七〇　exist　also
In mldlatitudes　as well as　the　equatorial　regions。
　　　　Recently, 1七　１ｓ　said　that　this　mechanism would be　relevant
to　plasma　cloud　evolution　in　the　Ionosphere(for　example,
Wesco七七　et al.(1969)≫ Linson and Workman(1970), Rao　and
Russell(1971)t and Davls(1971)).　　　Further, Hooper　and　Walker
(1971) and　Ogawa and　Sato(1971) almost　simultaneously　sug-
gested　that　this　instability　would　play some　important role






are brought　to　light by　linear analysis.　　Unstable　plasma　in
nature　is　destined　to　result　in ａ　turbulent　state, In which
energy　supply　to　ａ　plasma may be　In harmony　with　energy　dlssi-
pation from It.　　工ｎsuch ａ　state we may　encounter new ap-
pearance which　can never be　recognized at　the　linear　stage・
　　　　　　　　　ｅ．
From ａ 七りpretlcal point of view, fluctuating　state　of
　　　　　　　　　　　　　　　”　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．１ａ system万may be divided　Into two categories; one　is　　weak




Ａ°（Ｅｅχｔ ’ Ｅｃ）／Ｅｃ４｀　１’　When△≧１ｓ however, system remains
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●no more at a　level of ｖ＆ａ.ｋ　turbulence but develops　into
　　　　　　　　　　　　　　　　●strong turbulenc e where　mode　coupling　becomes　dominant.
At　this　stage, mathematical approach becomes　quite　difficult.
Ａ high　speed electronic　computer　In　current　use　will　give us
ａ　powerful　means　to　unravel　such ａ　complicated　process・
　　　　　Nonlinear　theory　of　the　cross-field　instability　was　de-
veloped by Kim and Simon(1969) and Hooper(1970) in the quasi-
linear regime, and Sato(1971) in both　the quaslllnear and
18
mode　coupling regimes.　　Kim and　Simon obtained　the mode ampll-
tude, frequency　shift, electric　field　change, flattening
，of
background　density distribution, and anomalous　plasma　trans-
port in terms of ａ small parame七ｅｒ△Implying mode coupling
corrections　to be　small.　　Hooper analysed an ａｎｏ?alous




　　　　　工七was　pointed out by Sato　and　Tsuda(1967) that since
the　dispersion工ヽelation　of　the　cross-field　instability　Is　ａ
decay　type, thre e-wave　ｉｎ七eractlons　between different wave-
number components belonging　to　the　same branoh　In　the dls-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　irvperslon curve might be an　Important process In determlng the
turbulent　state.　　工七　1ｓ　further　noted　that　the　ｆヱヽequency
of　the　Instability　is　far　below　the　Ion-cyclotron frequency
and　the　plasma　frequency, so　七hat neither　cyclotron damping
nor　Landau　damping are　involved;　this　Indicates　that　the
resonant　interaction of　the　waves　with　particles　is　not　lm-
portant, and　hence, as　ａ　cause　of　nonlinear　damping, only
the　wave-wave　Interaction　is　essential.
　　　　　Viewed　In 七his　light, Sato(1971) has made an ａ七七ractlve
study　In which discussions　are not confined　to　suoh 11ml七ｅ(１




field instability when△≧１．　　:It Is found that mode coupling
can　lead　to　an　explosive　instability, namely, an amplitude




unstable waves　always　retain ａ　finite　level because both　the
quasilinear and　mode　coupling　processes　stabilize　them.
Beyond　^cl　the　system results　In ａ strong　turbulence.　　By
this　Sato's　work, both　the　quaslllnear　and mode　coupling
effects　on　nonlinear　state　have become　clear　to　some　extent.
　　　　　Williams　and Weinstock(l970) developed　the nonlinear
theory　of　strong　turbulence　of　the　cross-field　Instability,
applying　to　Ｆ region　irregularities　In the　Ionosphere (spread
　　　　　　　　　　　　　　　　　　　　　　　　　　　討　　　　　　　　　　　　　　　　韓Ｆ)．　　Based on the　so-called particle　trapping　method, they
derived　the　nonlinear　dispersion relation, from　the　macro-
scoplc　Vlasov　equation.　　However, this　theory　Is　so　sophistl-
cated　that　it　is questionable how relevant　to　the actual plasma万
１ｔ　is.
　　　　　工ｎ　order　to　study　the　competing behavior between　the
quaslllnear and mode　coupling　effects　and also　to　observe　the
deformation　of　the background　quantities (background　densl ty
and　electric　field), electronic　computer must be　ａ　powerful
tool.　　Computer analysis　enables　us　to　show　the　nonlinear
evolution of　plasma wave　instability　which　otherwise might be
Intractable by　conventional analytical methods*　　Also　it
２０
has　the　advantage　that we do　not rely　on misleading ！生!!!２£
assumptions。
　　　　Sato and Tsuda(1967), Tsuda and　Sato(1968), Sato　et ａ１．
(1972) performed　numerical　analysis　of　the　cross-field　lnsta-
blllty　in one-dimensional model appropriate　to　the　lower
ionospheric　Ｅ layer.　　Sato　and　Tsuda(1968) and　Tsuda　et ａ１．
(1969) extended　the analysis　to　two-dimensional　model・
Sato　et　al. found　the　cross-field　Instability　to develop　Into
ａ completely and rather　stationary　turbulent　state,　through
the　mode　coupling.　　　Relative　amplitude　of　density　fluctu-
ａ七Ions　amounted　to　３０　－　50% under　the　situation concerned
there, and ａ　phase　mixing　of　eachmode　occurred, resulting





(1968) suggested　in　the light　of　the results described above
that　the　　formation mechanism of diffuse nonblanketing　type
sporadic　Ｅ layers　of midlatltudes　might be　attributed　to　the
well-developed　cross-field　instability.　　　Rocket　observations
°ｆ　irregularity　七ypeＥｓ　madeby　S趾七h(1966).　Oya(1967),　and
Prakash et al.(1970) showed the exlｓ七enoe of electron density
Irregularities　with　the amplitude　of　about ａ　few　tens　percent,
the wavelength　of　ａ　few hundred ｍｅ七ers,In　the　height range
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of ａ　few or ａ few tens　of kilometers.　　These　observations were
well　explained　in　terms　of　the　cross-field　instability　In a
strong　turbulent　state。
　　　　　工ｎhis recent　paper, Davis(1971) has　succeeded　In observ-
Ing　nonlinear　evolution of　artificial　alkali　plasma　clouds
Into　the　lower　Ionospheric　Ｅ region by　means　of　decameter and
meter wavelength,　coherent-pulse-Doppler radar.　　After　an
Initial　expansion, plasma　cloud　undergoes　ａ　period　of　ir-
regular behavior, in which ａ　nxmber　of　discrete　echoes　from
reflectors appear　superimposed　on　the　generally　diffuse　plasma
radar　echo.　　He　Indicates　ｔｈａ七，１ｎ　this　phase　of　plasma　cloud
evolution　Intense ， nearly　monochromatic　echoes　grow with







where mode　coupling plays　an　Important　role.　　　Sato　et al.
(1972) extended　their　one-dimensional　nonlinear　instability
analysis　for ａ number　of　different　ｅｘ七ernal　electric　fields
to　know how the　nonlinear　evolution depends　on　this　parameter.
Their finding is as follows‘　　When Ｅｅｘ七くＥｃ１゛^cl being




however, the system becomes
violent　and　develops　into　strong　turbulence;　the　waveform
becomes　soliton-like　and　density　power　spectrum　obeys　approxl-
mately ａｋ“３　law,k being wavenumber.　　These　results　are







not　only　Interactions between growing modes　but　also　feedback
of　wave　energy　into　the　background　quantities　which　sustain
the　Initial　growth　of　the　ｉｎｓ七ability.　　　The　two-dimensional










possibility　of　ａ　cyclic　process　of　growth, quenching, and decay・
23
We remark here　the difference between　the　conclusion of　Kim
and　Simon(1969) and Hooper(1970) and　that of　Sato　et ａ１．
concerning　nonlinear quenching mechanism.　　This　may be　due　to
the　fact　that　七hey　used　the　different boundary　conditions.
The boundary　condition of　Kim and　Simon and Hooper　is　appropri-
ate　to　laboratory　plasma and　that　of　Sato　ｅ七 al. to　the　lono-
sphere, maybe。



















as　predicted by　Kim and　Simon.　　Second, Sato's　condition　for





　　　　　We　ｈａ▽ｅ　givenａ brief　qualitative review of　the　cross-


























§ｅｘｔｘ　旦Ｏ　direction, I.e., the direction　of　wave propagation.
This means　that　we　neglect　the　interaction between　the　per-
turbation and　zeroth　order background　quantities (inhomo-














the　nonlinear quenching　of　the amplitude was　achieved　３．ｎ
such ８ ゛ay　that　the　energy　supply　from∇ｎ０　and ’Ｅｅｘｔ　Isbalanced
by　the　energy　dissipation due　to　mode　coupling.　　　Sato　et　ａ１．
(1972) has　discussed　other aspects　of　turbulent　state.　　They
found　that a　saw-too七h (shock-like) solution　exists　for　some
range　of　Ｅｅｘｔ a゛nd　that　the　solution becomes　localized and
sollton-llke　for larger Ｅｅｘｔ°　　The　value　of　^ext　differenti-
ating　the　solution　from　the　former　to　the　latter agreed　well







immersed　in uniform magnetic　and　electric　fields, and　the
following　fluid-dynamical, electrostatic　equations　for　electrons









巳０ (n. - V.
((゛゜e, ｉ)， (２・２)
（２・３）
Here, the subscript cL denotes electrons (e) and Ions (i) and
ｎ。ｃ　refers　to　the　density, m。（　the　particle　mass,　４　the
collision frequency with neutrals,ふく　　the　velocity, T,χ　the
temperature　in　eV, e (〉ｏ）　the　electroncharge ゛
６
０　the　per-




















gradient　of background　plasma densi七ｙ 7nQ　and 5o　are respective-




∇"o = (0, ０９ ａ：->≫ So °（BO゛O゛O）゛JO°（O゛ EOｙ゛Ｅｅｘt）
This　coflgura七ion　is　adopted　In most　of　the　previous　works





Accordingly, the　Induced electric field E is　In the ｙ direction,














°Ｋ９ or ｎＯ° No ｅＫｚ where　No °nQ(z=O) (2.5)
because　this　type　of　distribution　is　easy　to　analyze　七he　insta-




Inertia　term of　electrons　In (2.1) can　Justifiably be neglected.
bua　that　of　ions　is retained　for　safety.













































































































































Note　that (2.11), (2.12) and (2.13) are　the　equations　of




and　Tsuda(1967), used was　ａ　spatial　Fourier　七ransformation of
variables.　　They　solved　equations　under　the assumption　of
quasl-neutrallty　and　therefore did　ｎｏ七　use　Polsson's　equation.
On the　contrary, we　Integrate (2.11) to (2.13) In real　space
(ｙ，七)．　　　Hence,the　wave-wave　interaction between　harmonic
　　　　　　　　　　μwaves cannot,o:ecogniza< explicitly. For numerical computation,













where A皿　and Aで　Indicate, respectively, the mesh width and
time　step.　　(2.11) to (2.13) are　then replaced by　finite
difference　equations.　　The "boundary　condition　of　the　ｙ
direction　is　taken　to be　periodic　on ａ　scale　length ｌ　. i.e.,
ｆ（１＝ｏ，て）＝ｆ（７＝ｊ，で），
where　ｊ ｓ Ｍ△ｌ　．　The numerical procedure for the one-time
step　is　as　follows.　　First, Initial density　perturbations,
fe and ｆ１゛ａ:re　substituted　1n （2°11) with °゛’0.　t° obtain 1e9
Se9　乞１ and ｈ’　　Then, (2.12)　１ｓ　solved　to　know　the new ４
and A　after ｊｌ　and 0"ヽ・１ｓ　determinedby (2.13).　　These　new
3?
variables　are　again　substituted　in (2.11) to　obtain new
velocities. Same　procedure　Isrepeated as　long as we need*
　　　　When　the　number　of　cycles　of　calculation　Increases,　we
should　always　pay　attention　to　the　accumulation　of　errors
originating from the unsuitable choice ｏｆ乙７ａｎｄ･･1て:，．　　工七，









paid　especially when we want　to　know　七he　strong　turbulence.
which　is　of‘our　interest, originating　from mode　coupling・




model were already　performed hy　Sato　et al., we　confine












































１０ｓ２ °゛e ’ ７°６× 10* Ｄ１ ’ ６°８７ t゛he coefficient Ａｌ　to　Ｃ２are
listed in Table ｌ where £ and o^ are also tabulated.
　　　　As　the　initial condl七ion of densities, ^ and ？1゛ we
imposed　ａ monochroma七lc (sinusoidal) disturbance　whose　wave-
number and amplitude are ２几／0．０８Ｌand ０．01 (1 % of the back-
ground density), respectively.　　Note∠χ|て七〇 be far ｓｍａ万Her
than　the　ion　oscillation period (5.2 ×１０’５　in normalized
time).　　Ail = 3.3 × 10-3 means　that　the　fundamental waveleng七ｈ
（0．08L）１ｓ　divided　into　２４ meshes.　　According　to　linear
analysis, the linear ｇｒ°゛th time Is　でＬ ゛ ４°７（⌒’７５sec In
real　time).
　　　　Shown　Is　the　computed result　in Fig. 2.2　through　Fig. ２．４．
工七　１ｓ　observed　that at　the very beginning　of　the　calcula七ion
an　１０ｎ　oscillation appeared, but after ａ　few cycle　of　the
oscillation　it disappeared　due　to　the　１０ｎ　－　neutral　collision
damping.　　　　After　the death　of　the　transient　ion　oscillation,
△で　was　increased　from 6 >く10-7　to　６べ１０‘６．　　１ｎsuch ａ large
electric　field as　this,　the　two-stream　instability might　occur
However, its　occurrence　is　inhibited　１ｎ our　case because　the
wavelength　of　the　two-stream modes　Is　shorter　　than　the　mesh































































タ１　to８ high degree (i.e. , quasi-neutrallty)。
　　　　Fig.　２．２　shows　the　七lme　evolution　of　the　density　per-
turbatlon　ｊｅ‘　　At the　initial stage, up　ｔｏで＝　10,the　per-




"between higher harmonics　acts　so as　to　deform the　shape　as
seen in Fig. ２゛２and 2.3; at て゜１７°9the peak amplitude of　/=
attained　to　ａ　percentage　of　ｓｅveral　tens　of　the　background.
Thereafter　the　system was　broken down by　numerical　Instability。
　　　　The　time　evolutionof　the　electric　field　pertuiヽbation









growth timeてﾐＬ°４’７b゛ut after でＬIt deviates　from　the　linear
growth due　to　the action of　the mode　coupling as　expected。
　　　　Though we had ａ numerical instability after the time　ｔ＝













results of the cross-field instability made by Sato(1971).
When ^ext exceeds　ａ　certain　threshold　value E Q, drift　modes
lying　on ａ dispersive　part　of　七he　dispersion　curve becomes





mode　coupling　element (see　equation (４５)ｏｆ Sato(1971)*^)。
゛）　3£　ofequation m-5) should be read as (5X　- 6)e .
45
工ｆ　^ext　Is below ^cO' ａ１１　七hemodes　are　stabilized by　diffusion。




come　explosive at　ａ certain　finite　rime でｅｘｐ’　　Our　parameter
used　for　the　numerical　computation gives　２１　as でｅｘｐ°　　We
have　already　stated　that　numerical　Instability　occurred　at
で～１８．　　Thus the appearance of numerical instability might
reflect　some　Indication　of　the　onset　of　strong　mode　coupling
or ａ　strong　turbulent　state, and　therefore　the　theoretical
explosive　time　てexp would be ａ good indication　of　the　onset　time
of strong turbulence。
　　　　The same calculations were performed for other parameters;
Ｅｅχｔ／Ｅ。Ｏ= 3.3, ５’４９１６‘５９３３９５４（Ｓ゛ｔ° et ８１°9 1972°　Ｎ°te
Ｅｃ１～１２　^cO　１ｎ　these　cases)゜　The result was　that ａ　saw-
tooth (shook-llke) solution was　achieved　for ^ext/^cO °３°３９




and　soliton-like　solution was　obtained　In our　case, though























of　density　fluctuations　which obeys　ａ　power law of ｋ’３as
obtained　for Ｅｅχt/^cO °54 (Sat°et al°9　1972). From　this
figure　ｉｔ万may be　inferred　that　the　spectrum for　the　present
ｃ８万se(Eχｔ／Ｅ。Ｏ’１°:31×107）7”万゜yalso　obey ａ power law of k-^　，
perhaps　being　harder　than　that　of　Fig.　2.5.　　　Note　that　the








turbulent　state (strong nonlinear!ty).　　　Unfortunately, we　met
ａ　numerical　instability.　　　Nevertheless, thlｓ　numerical　insta-
bility　seems　to　indicate　the　onset　of　an　explosive　instability
through　many-mode　couplings ， whose　aspects　would　be disclosed







pointed　out by many authors.　　In　the　ion cloud　experiments


























Ｖ "o and Ｅｅχ., must be　taken　Into　account。
　　　　As　was　discussed　already, the　nonlinear　quenching　of　one-
dimensional　model　was　achieved　only by　the balance between　the
energy　supply　from reservoirs　and　the　energy　dissipation
owing　to　mode　coupling.　　　０ｎ　the　other　hand, Sato　and　Tsuda














the condition of Instability growth may be retrieved.　This
Inference differs　from　the　result　of　the　one-dimensional　model




　　　　Hooper(1970, 1971) studied experimentally the １０ｗfre-
quency, rotational　oscillation　present　in ａ reflex arc.
The　oscilla七１０ｎ　observed was　lden七lfied　as　arising　from　the
cross-field　instability.　　　However, a discrepancy　with　the
computer analysis　was　found　concerning　the nonlinear quenching
(qausl-llnear effect);　he　states　that　the　instability was













case, however, excess　charges　accumulated at　the boundaries
will be　short-circuited by　the　external　circuit, so　that　the
flattening　of ・the　potential　profile may　not be　so　significant.
０ｆ　course　we　shouldremember　that both　processes (i.e.,
flat七enIng of the density and of the potential) may take place
at　the　same　time, depending　on　the boundary condition used.
Also　Hooper's　experiment　found no　indication　of　the recurrence
(relaxation-type behavior) lnffered　from　the　computer analysis。
　　　　Ａ：rtificlal　plasma　cloud　experiments　In　the　Ionosphereby
Davis(1971) are　in favor　of　the well-developed cross-field
instability　and　show　some　tendency　of　the recurrence。
　　　　Kimand Slinon(1969) developed ａ quasllinear theory　In ａ
weakly　unstable　limit and　found　the density　flattening・
Hooper(1970) studied　the　convection nature　of nonlinear　oscll-
latlon.　　His　result may　well describe　the　system　１ｎ　thequasi-
linear　regime。
　　　　Recently, Sa七〇(1971) has　made　an analytical　study　in
which　discussions　were not confined　to　those　of　Kim and　Simon
and Hooper, but ａ more general case, i.e., the　competition





^cO　of　the　parameter　any　perturbations are　stabilized, but at
the　crltioal　point　the　system makes　ａ　soft-type　transition.
When　the　parameter ^ext　Is　Increased beyond　the　critical　point
^cO　the　system meets　another　transition point　Ｅｃ１‘　　For ａ
certain　value　of Ｅｅｘｔｂｅｔｗｅｅｎ^cO　and Ｅｃ１゛ａｎunstable　wave
reaches　ａ　finite amplitude.　　ＩｎｃｒｅａｓｅＥｅｘｔｂｅｙｏｎ(１　Ｅｃ１゛ｔｈｅｎ




that, when unstable waves　retain　finite　level, both　the　quasi-
linear and　mode　coupling　processes　stabilize　them, and　that
which　process dominates depends　upon ^ext and upon　other　two
parameters ，　りく｡and　ｌ　where　ａ＝ｓＭｐ/ＭＨ゛£゜＼mb/^cO ”恥Ｋ; /M .
When・CIく1, the nonlinea：ｒ behavior Is mn inly controlled by　the
quasilinear process, whereas for larger CL and　６ the mode
coupling　process　also become　important.　　Though　Ｓａ七〇　has　made
ａ　mode　coupling　calculation under the　random phase　and　single
mode　approximations, the　theory　developed　shows　an ａ七七raotlva




















is　to　events with frequency far lower than　ｙｉ and　ωＨ１゛
This　allows　the neglectlon of　the　acceleration　terms.　　Thus ，
























工ｎ　the　two-dlmens i onal　model, however, two　types　of　the
background density　distribution are　considered:　One　is　expo-
nentlal　type　and　another　is　hyperbolic　tangent　type.　　　The
difference between　these　distributions　is　that　dnQ/dz at ｚ ゛Ｏ゛
ｊ　is　far　greater　for　exponential　type　than　for　hyperbolic
tangent　one.　工ｎ　the　latter distribution we　can regard approxi-
mately dng/dz ｇｔ２°０９　Ji as zero.　　This　means　that　as　is
seen　from　linear analysis　the　cross-field　lnstabili七ｙ　does　not
occur near　the boundaries.　Accordingly, we　can　see　that　turbulent
state　appears　all　over　the　regions　of　ｚ　in　the　exponential
ｄｉｓ七rlbution but　in　ａ restricted　region　of　z, I.e., In　the
middle　region　in　the　hyperbolic　tangent　distribution.　Ｉ七
56
may be　said　that　the　former and　the　latter ｄｉｓ七ributions　are
found　in　laboratory　experiment　and　１ｎ　the　ionospheric　Ｅ　layer,
respectively・
　　　　We applied ａ constan七　Ｅｅｘｔａｌｏｎｇ　ｚ　Inthe　one-dimensional
model.　　This　is　removed　in　the　two-dimensional model;　potential.
Ｖ９１ｓ fixed °nly ｓ七２ ° O゛ j （Ｅｅｘtｍｅ８１１ｓＥｅχt゛（VO“Ｖ£）な９
hereafter unless　otherwise　noted).
　　　　(3.1) is　rewritten as
゛７ａｙ° ゛ひｙ ゛ nyj Sｚ －I)lお－1j♂a3n・　　(3.3)
ｎｖ(xｚ°“ｎμaEｙ＋ｎμ;Ｅｚ＋1J(XBO哩背‾D2諮゜　　　(3.4)
Substituting (3・3) and (3.4) Into (3.2), we have
謡ぺ;苓・４等－4苓 ＋ 　　She聡子
－I）j!（1き十今）＝o．（3．5）





- D. ( ＋
B^n
７ ゜0 , (3.7)
゛here ゛ll）ｓぺい‘MI;･ ＭＭ＝μ;－μ?i、 I）よ、＝吋－Ｉ）ｊ．ｅ．　(3.6) is
the　equation of　continuity　of　electrons and (3・7) means
　７゛え゜0,jr being current°　Hereafter E and　Ｅｚ　arereplaced
by ^ °’ Sv/ ay and Ｅｚ° ’'bV/d z.　　　Equations　tobe solved
as　an　initial-boundary　value　problem are (3.6) and (3・７）・
However, instead　of　solving (3.6) and (3・7) we　introduce　ａ
spatial　Fourier　transformation with　respect　to　independent
variable　y, because we　are　Interested　in　the　wave-wave　inter-
action between　harmonic　waves　propagating　in　the ｙ direction.
and.　in　thedeformation　of background density　and potential
of　the　z direction.　　We　note　here　that　in　the　two-dimensional









where　Ｌ（゜2 7r/k.) is　the　largest ゛avelength　of　perturbation.






j）（7sいて）＝ｎ‘IZぺ^* ' (charge density),
y（7ふて）＝登|なざ1（ｐｏtｅｎtia1），
where Ｎ０　１ｓ　thebackground charge density　at　ｚ °Ｏ°　　Two




where Ｋ７１ ｓthe　scale height　of　the　background charge　density・
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n.　m = -N,°゜･/ -1,　0,　ｌｆ°゛゛ｆ　Ｎタ
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(3.11)
　　　　　　　　　　f､Ｊ　　　　　　　　　　　　　　　　　　　　　　　　　　　　／･Ｊwhere△P and∠χでare the increment　of fn and　the time　step,
respec七ively.　　　Wave-wave　interactions　are　described　as　the
convolu七ion　terms　in the　equations.　　　Here, n and ｍin (3.10)
and (3.11) are normalized wavenumbers.　　Now we davlde　t into
several　meshes. Ａ mesh　point　is　represented ty
ｙｍ°ｍ∠ｌｙ　°ｉｌｓ　ｍ°0,　1, 2,　 M°







is　given　to　solve　the　potential by (3.11).　　　Then (3.10) is
used　to　know the　new value　of　the density after ４で　．　　This
is　again　substituted　in (3.11) to　determine　the　potential。
　　　　　工七　１ｓ　self-evident　thatＮ and Ｍ　should be as　large as
possible　in　order　to　avoid　the　numerical　Instability.　　　This
demands, however, large memory　of　computer and much compu-
tational　time.　　As　for　the mode　number　N, the　heuristic
argument　in　one-dimensional model by　Sato　and　Tsuda(1967)
shows　that　the larger wavenumber componen七ｓ（　Ｎ＝４０２ｎン１０）
are　not　energetic　enough　to change　the gross　dyn£゛mical

































































































expected　that　the　time　evolution of　the　system may well be




tatlon.　　We　calculated　four　cases ，l.e*. Cases　1, 2, 3, and　４．
工ｎ　Cases　ｌand　２ an　lntial "background density　distribution
of　exponen七ial　type,e , is　assumed (see　Figs・　3.11　and　3.12).
工ｎ　Cases３　and ４ hyperbolic　tangent　type distribution　Is
assumed (see Figs. 3.13　ａｎｄ:3．14)．　　We　select　the physical
constants　of　the medium as f^e^O °１０‘゛゛μi^O ’ ３×１０‾‘゛９
Ｄｅ゛４)(１０８９　and　Ｄ１ ° １°３×１０５ which are　appropriate　to
the　lower　ionospheric　Ｅ layer°　　The　ｅ１?ｃ七ric　field　Ｅｅｘ七 and
the　layer width i and　fundamental　wavenumber k-. are as　follows.
　　　Case　　１ Ｅｅχｔ° ２０ emu,　ｊ ° １ km,　　ｋ１ ’ ３°１４×10-5 /cm･
Case　２ Ｅｅχｔ= 200 emu,　ズ゜１ ｋｍ゛　ｋ１° 1.57 ×１０４ /cm,
Case　３ Ｅｅχt° 20 emu, j ° 2 km,　　ｋ１ ° 5.69 × 10-* /cm,
































approx ima tely　equal　to　the wavenumber　at which　Ｙ　is
maximized.
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゛ld　K is 2 × 10“6 /ｃ｀　　^cO 111 the table is given by
"h y゛（芦y）r゛が會）Jy）/Ｍｐ（μtμa゛μ;μTj) (see, ｓｓt°(1971))゜
The normalized time て＝１　１ｓＴ in real time as listed １ｎ
Table 3.1.　Boundary condition (at ｚ＝Ｏ and Ji ) is as
follows;
P(y,o,t) =夕(y ,0,0) = const.,
ｆ（ｙ９もt) = /*(y.i≫O) = const.,
'V'(y≫o.t)゜や(y≫0,0) = const.,
ｙ’（ｙ９λ,ｔ）＝ｙ（ｙ,ｊ，０）＝ｃｏｎｓｔ．．
As an Initial　condition (at　ｔ＝Ｏ）ｗｅgl ve monochromatic　per-
turbation as　shown In　the　table.　　Fig. 3.2　shows　the　ＫＴowth
:rate　versus　dlmensionless　wavenumber n(゜k/k ) calculated by
the　linear analysis (sato, 1971).　　　In　the　following, xe
denote spectral density (瓦J°f m = 1 (1 = 0,1,2...・,M) as ｌ玖ｌｉ
for　convenience.
　　　　　　　　　　　　　　　SpectralDen!μｙ
Cas旦　１　　Time　evolution of　七he　Fourier amplitude　of density
wave Ifj i3 shown In Ｆｌｇ・３・３for m = 1, 3 and 5・　　ｍ＝１and
５　are　themesh　points　next　to　the　lower and upper boundaries,
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Fig. 3.3.　　Time　evolution　of　Fourier　amplitudes
of　density ゛ave （卜５ｎｌ）　for Case　１．　　　卜^nl　versus























(|pnl) for Case １。　卜５ｎｌｖｅｒＳｕＳ　normalizedwave-
number ｎ at ｍ＝１（こ＝１／６）ａｎｄ３（こ=3/6) is　shown





wavelength was　七aken to be　２ km.　　After　the　linear growth.
１‘?,l　saturates ａｔで＝１．２～１．８and amounts to 5～７男ｏｆ the





The　computation was　stopped at　で５・７ when ｌ?４ again　starts
to　decrease.　　工ｎ　turbulent　state, we　find rather　regular
１１°dulatlon °ｆlfJl.5.but somewhat　irregular modula七１０ｎ°f iKvU・
Let　us　confine　ourselves　to　the behavior　ｏｆ収11aｒｏｕｎｄで＝３
and3.7: We find that ａ七て＝3 If,Iand l孔ｌ　are decreasing whereas
all other ｌ飛|□ｎ＝:31，41･・・・・,N)are increasing, and vl↓.Ｑﾚ９ﾚversaat
で　=3.7.　　The same behavior also appears in ｔ良い　l孔。１３１．ｓ
not　so　regular ｂｕ七　seemingly random.　　　Noteworthy　is　that　the
decrease　or increase ofぼ.1, ａｎ則丿沁１Ｓｆ０１１０Ｗｅｄｂｙ　the　Increase
or decrease　of　large wavenumber　components　with ａ certain
delay　of　time.　　This　indicates　an　important　clue　to　the mecha-
nlsm of　energy　transfer between the　modes.　　By comparing






１ｓbelow ａ critical　value Ｅｃ１゛ｂｏｔｈquasilinear and mode
coupling processes　stabilize　the　unstable　waves;　１ｎ　the　present
case Ｅｅχt/^cl゛ Ｏ’９ａｔで＝０．　　Wenote that the quenching　of
ampll七ude at X= 1.2～１．８１ｓmainly achieved by the falttenlng
of the background density fg, not by the shielding of the
external　electric　field.　　Since　this　point　Is　important,
we　shall discuss　later　in more detail。
　　　　Fig.　３．４　shows　examples　of　amplitude　distribution　versus
normalized wavenumber ｎ between　で＝３～　４．　　Fromthe　figure
it　is　seen　that　七he　turbulent　spectr゛ll工ｎ司瓦こ１９ｓｈ°゛ｓ
an exponential type ｅ’ｃえｎ（人＝１～2) at ｍ＝３ and ａ power
type　ｎ
一改




exponential　background density.　　^ext　is taken　to be　ten
times　larger　than　that　of　Case　１．　　According　to　the　七heory *
this　case　corresponds　to　an explosive　Instability,　because
Ｅｅχｔヵ^cl　゛ １２ＥｃＯ’　＼?iW９ of central regions, saturates
at　T= 1.9 with the relative amplitude of 6 % and starts to
decrease up　to 七he　initial　state.　　０ｎ　the　other hand･， ぼill
and IfJ^ near ■boundaries　once　saturate at　ｌ°２°1,again grow-
ing to １２～15 %'　Unfortunately, we meet ａ numerical insta-



















































巾5 1) for Case 2 ｡　卜５ｎｌｖｅｒｓｕｓ　normalizedwave-
number　ｎ at ｍ＝４（こ=4/8) and　７（こ＝７／８）ｉｓ　shown
during　T=2.2　、2.8.　　工ｔ　is　seen　that 卜=nl　obeys





that　l筧Ｇ,７ｂｅｈａｖｅｓ　ina body as a whole;　that　is, small wave-
length　components　increase　when　long　wavelength components
Increase and　vice　ｙ９１：rsa.　　　Accordingly we　cannot recognize　the
ordered　exchange　of　energies　between　harmonic　waves.　　This
contrasts　with　Case　ｌ　in which　the　ordered　exchange　has　been
observed.　　１瓦|争９ on the contrary, behaves gently as in Case
１．　　We　ｎｏ七ｅ　that　the　behavior of IjrJishows ａ close resemblance
to　Fig.　５　of　Sato　et al.(1967) in　the　one-dlmenslonal　model (
Ｅｅχt/^cO °57).
　　　　Examples　of amplitude distribution at ｍ ｓ ４ and　７ be-
tween　t = 2.2～２．８ are shown in Fig. 3.6.　　１ｔ Is　obtained
ｔｈ８七工ｎ°C 11’‘ﾒ(<7<.~ 4) at l1 ° 79 and that I^ 06 ｅ’゜（i1（（又゛２）
at ｍ ＝４．　　工七１ｓ easily seen from Figs. 3・５ and ３．６　that
the　spectrum　Is　harder　near boundaries　than　around　central
regions。


















































the　instability　would　not　occur　near both boundaries, at
least,　at　the　initial　stage　of　the　evolution.
　　　　　Fig.　３・7illustrates the time evolu七Ion of Ifj^ and /Jn'7・
After the linear growth, ＼A＼is quenched at ■ ＝ 1.2, having
an ampli七ude　of５ﾀﾞ．　　Thereafterj和　fluctuates more　or less
though　the average　amplitude　gradually decreases.　　Such ａ
trend　Is　seen　in　the　evolution of　other higher　harmonic　waves.
After　T= 5, we　see　that　the　equilibrium state　continues
until the computa七Ion was　stopped at　で＝　７・７・
　　　　Amplitude distribution betweenて＝３～４ａｔｍ＝　１ and 5
１ｓ shovm in Ｆｉｇ・3.8.　From this　it Is　seen that 工ｎ°Ｃ　ｅ
-oin
with oL= 1.5～:３．　Note ｔｈａ七thespectrum at ｍ＝１ １ｓharder
七han at m =s 5≫
gａ旦旦＿生　　The　background　density　distribution was　modified
from that of Case 3 1n such ａ way that
　　　　　　　dfO(1.0)　　1　dfo(1/
0,0), and tｈａ七－a了一－１ｓ ３７ -７Ｆ
１ １ th drc,(l/2.吐
1,0) is 1.5 foi
,and　that　1!4ﾐ?こ2！
This　distribution　is
shown In Fig.　３。１４(で＝　Ｏ)．　　From this figure we　ezpec七七hat
the　turbulence　would appear more　easily　in　the　vicinity　of　the
lower "boundary　than the upper boundary・
　　　　　InFig. ３．９ｓｈ°１“１are ｌ飛じnd IfJ･7 f°ｌ｀ｃ°mparlson・
＼lh and If.l7 are quenched at て= 1.6 and １．４，respectively,



















































L＼pJ) for Ｃ゛｀ｓｅ４．　|Pnl versus　normalized　wave-




at ｍ＝１and ７ respectively・
　　　　　　　　８３
increase　as　ａ　whole・　eventually　followed by　numerical　lnsta-
bllity ８ｔabout　て゜２．２．　　１荒ら(n?, ２）９ｈｏ゛ever, shows ８
rather　gentle behavior‘　　＼fJs　shows　the　ordered　exchange　of
energies between harmonic　waves　for　the　time between　てｓ　1．2
～　1.8.　　０ｎ the other hand, 『tJy does　not　such ａ behavior.
This may be due　to　the difference　of deformed background density
distribution from place to place.　We note ｔｈａ七Case ４
develops　into　ｓｔｒ°ng　turbulence,　because　^ext/^cO　゛５５‘
　　　　Ｆｉｇ・　3.10　shows　amplitudedlstiヽlbutions　betweenで＝　１．６
～１・９ at m = 1 and ７．　　工七１ｓseen七ｈａｔＩｎ°ｃ　ｅ“
3" at m
= 1
and ｔｈａ七工ｎぶ,-≪ at m s　7, suggesting　turbulences　to be
stronger　in　central regions　than near both boundaries.
工ｎ　summarywe point　out a few characteristics　of　the　time
evolution of If^l found by the computations as follows:
１．　　After　ａ　linear growth,　げ１１　１．ｓ　quenchedand　Its　satu-
　　ration level　ｖａヱヽles　depending　on　the　strength　of　the
　　electric　field.　　　The amplitude　of　ｌ和　does　not ｌ!old ａ
　　ｃｅｒ七alnlevel but changes　in somewhat regular fashion.
　　[f＼ {YiZ2) is also quenched once. and then develops into ａ
　　七urbulent ｓ七辱七ｅ゛　WhenＥｅｘ？^cl (Cases 2 and 4), the sys tern
　　resul七ｓ　In a　strong　turbulence.　　０ｎ　the　other　hand,　when























やq(z) and propagating waves in the y direction are　taken
into　account.　　The　most　signiflean七　profit　of　七he　two-
dimensional　calculation　is　in　that　we　can　visualize　ａ　time
e７°lutl°11of j°q(z) andやq(z) and　know how　the　nonlinear
quenching of Ifj is achieved.




















several　七lmes.　　Initial distribution is　assigned byT =　０．
As　time goes ｏｎ゛ fo once　ｆｌａ七七ens　In　central regions　around
で＝１・３５ and keeps deforming until　Ｔ＝２・３．　　After this
七lme　the distribution　starts　to　return　to　the　previous　state,
and again ｆｌａ七七ens(seeて＝3．44)．　　For some　time　the　flattened
dlstribu七ion　continues.　　Around　で＝４・5, it　starts　again
to　deform clearly, resulting　in　somewha七　Irregular　shape。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　巳●The trend of the flattening is retrlyed aroundで＝5・5・
Thereafter　the　computation was　stopped at　てｓ ５・７・
　　　　On the other hand, the flattening of Y'q appears at て＝
１・35 which　is　not　so　clear compared to f Ｏ’　After this time,
the distribution keeps　the　state　similar　to　that of　て。２．３・
Therefore　１七　１ｓ　concluded　七ｈａ七　１ｎ　this　case　the　ｆｌａ七七ening　of
the　potential　is　not　so　important.
　　　‘Keeping　in mind　these resul七s, we　discuss　again　the　time
evolution of lSll(Flg・ ３・3) as follows・
１．　　The　satura七ion of If,I seen at X = 1.2⌒ノ１．８１ｓachieved
　　by both the ｆｌａ七七enings°f i'o ａｎｄｙＯ゛七he former being
　　of much　importance　for　the　present　case.　　The　decrease　of
　　I?il3 aroundで＝２・３ １ｓwell correlated with the Inverse
　　gradient °ｆ　fo ．　　The large Increase °ｆｌ瓦11 and ほいぶ｀
　　around冗＝４～４・７ １ｓinitiated by the deformation of 烏ﾀ








ings, 1・ｅ・, the energy decrease of げ１１ｔor 肢１５ appears in
accord with　the　七ime　when　the　density　flattening　occurs,
and　the　increase　is　correlated　ｗ１七h a　１１七七１ｅtireakdovm　of




　　fusion. Another part of energy is fed back to ｊ;Ｏand
　　Yo through quasllinear effect.　　Thus we　can recognize
　　the　energy　flow from　the　supplier　to　the　consumer.
３．　We find rather cyclic growth and decay of ｌ耳。It resulting
from the　deformation of 几ａｎｄ肇Ｏ°
４’　　The　density　spectrum工ｎｂｅｃｏｍｅｓ　softer at ｍ＝ ３　than at









3.12 shows　the　time　evolution of f and to of Case ２゛ As



























































ａｎｄ高１ｓ obvious aroundて＝１・？，七houghnot so prominent as
Case １’　With the passage of time, ｂｏ七ｈ　丿Ｏand　yﾉＯare
deformed　in an　Irregular manner.　　We cannot　tell whether
these　Irregular deformations represent　the　real behavior　of
the system or some indication of numerical Instability・
g旦旦2＿1　工n this case, the evolution of ｌｊ;．しLsrather regular
and　the　amplitude　tend　to　decrease with　the　passage　of　time.
Fig. 3.13 shows　the　time　evolution　of f and　To-　　Ａｔで
　　　　　　　　　ｒｗ１．２when　　lAl saturates　ａ七　first,　we　cannot　see　so　much　the




ｆｌａ七七enlngof　ｆｏbecomes distinguished, while the distri-
bution of ■^Q fluctuates.　　We　can　see　the density　flattening
ａｔで＝4．７４all over the regions except near "both ends.
This　Is　the reason why　all waves　subside　gradually・
Case ４１　　Fig.3.1^ shows　the　time　evolution of /|j and　ｙｌＯ゛
This　figure indicates　that アＯdeviates hardly from the initial
distribution until　て＝　1.1, more　to sayｌ ＝　１・5(not shown)
and　some wavy　structure　appears　and　grows　as　七lme goes　ｏｎ・
呻Ｏ゛ on the other hand, continues 七〇be deformed　in ａ clear
manner　till　て＝　１．１and forms　the　clear flattening.　　But
the shape is destroyed once (で= 1A5) and then restores the
flattening around　・＝　1,8, though partially kinked.　　After
で１゛８・　fo becomes irregular°　The Initial quenching of
　　　　　　　　　　　　　　　　　　　　　９２




flattening, /q or　才Ｏ゛ １ｓmore important for　the　saturation
of　the　Instability　depends　largely　on ａ boundary　condition.




of　ｊｌ）ａｎ（１Ｔ０１１１again deformed by the　feedback　of　osclllat-
ing energy to 乃）ａｎｄ？０９ and/or by some locally existing
steep gradient　of densi七ｙ．　　　Thus　the　cyclic "behaviors　of
χＫ。I as shown in Figs. ３・３，３・5, 3.7, and ３．９seem to be
caused by　the　competition between quasilinear and mode　coupling
effects.　　When ^ext ン^cl'　mode　coupling　process　predominates
quasilinear　one, so　that　the　flattening　Is　not achieved　so


















































































curve means　the　distance　from　こ＝Ｏ；　m=l, 3, 5, and　７





already　shown　the　time　evolution　of ｊ°０１ｎFig. ３°１１ to Fig.
３．１４９hence 丿（り,!.て）東jO（llで）１ｓ shown in the figures 。
　　　Ｆｉｇ・3.15 shows ａ monochromatic initial {て= 0) pertur-
bation　of density with relative amplitude　of　１ ズ，ｆｏｒ　Case　１．
Same　types　of　perturbati on as　Ｆｉｇ・　3.15　are　Imposed　for　other
cases.　　General　time　evolution　of　perturbation　is　as　follows.
工nltial　perturbation moves　approximately with　the Hall　speed
along ･T^-axls　as　its　amplitude　grows.　　　After　the　nonlinear






for　Case　１．　　Amplitudes　of　the　maximum and minimum are　１０　ズ
and　－7　ズ　respectively.　　We　see　that　the　irregularity　is
largely　deformed　from　the　monochromatic　disturbance　especially





amplitude of which amounts　to　ｔ ２０　%near　the boundaries。
　　　　　Pig.　3.l6c　shows　the　example　of　Case　４．　　strong　irregu-




3.17 and 3.18.　　For Case　１ (Fig・　3.17) we note that as　time
passes　the waveform keeps　moving　to　the right and　Is　localized
as　the　amplitude　increases, and becomes "broad　and Irregular
as　the　amplitude decreases.　　Because　^ext　is below ^cl　for
Case　１，七he waveform　is　not　deformed　in　so ｌlrregula ｒ　fashion.
When ^ext　is beyond　Ｅｃ１゛ｈｏｗｅｖｅｒ゛this　is not　the　case.
Ｆｉｇ・　3.18　shows　waveform of　four different　positions　ｍ 。　1, 3,
５ and ７ at　'c:= 2.63 for Case ２．　As　Is seen, the waveforms
of ｍ＝　１and ｍ＝　３，７are　soliton- and　sawtooth-like, re-




　てＬand Xj. indicate　the　linear growth　七lme by　the　theory
and by　the　computation, respectively・ 破丿　rep-
resents　　　the　theoretical　quaslllnear　saturation amplitude　of






















the　mode with wavenumber k^ (　１°ｅ’゛　the　fundamental mode).
The upper bar means　the　average quantity　over　ｚ・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－Table ３°２Indicates ａ good agreement ｏｆてＬ and てＬ’
Some　discrepancy between IにJなndlf,<findicates that　the　mode
coupling　plays　ａ role　to　some　extent　in　stabilization.　　The
discrepancy becomes　large　as　^ext Increases.　　This　is　because







For　ａ　hyperbolic　tangent　type, i.e.. Cases　３　and ４ where　the
density gradient　exists　in　the middle regions　and　vanishes
at boundaries, the　quenching　is　mainly due　to　the　flattening
of　the　potential　profile at　least at　early　stage　of　time and
thereafter both　effects　become　operative.　　We　can　infer　from
the　result　of　the latter　type　that, if　the boundary width ｊ２
goes　to　Infinite while　keeping　the　densi七ｙ　gradient　only　in
the　middle　regions ， the　quenching　due　to　the　flattening　of
the　potential　profile might be　important　for all　the　time (
Sato　and Tsuda, 1968;　Tsuda et al., 1969).　　We remark　that
Hooper's　experiment (I97I) in ａ reflex arc　and　the　quasilinear




　　　　Spectral　appearances　as　shovm　in Fig. 3.3a, that　is　to
say, (fiドンげ1J　around　X = ^.2, and the initial growth and




the　lower　Ionospheric　耳layer by Davis(1971) serve ａ number of
results　to be　compared with　七he nonlinear　analysis.　　Though
not　satisfactorily, sporadic　appearances　of　discrete　spectrum
i.e., cyclic　growth and decay　of　discrete　spectrum, are
explained by　the　present　analysis.　　We　have　shown　some　lndl-
cation of the cyclic growth and decay of the Instability (see
Ｆｉｇ・3.3).
　　　　Rocket　observations　of　sporadic　Ｅlayers (Smith, I966;
Oya, 1967) and of equatorial Ｅ layer (Prakash et ａ１・，1970)
seem to　support　the results　of　our model.　　From Fig. 3.16c
we　have　an　irregularity with characteristic　length　of　ａ　few








mode　coupling　In　the　former , but not only by　the mode
coupling but　also　by　the　quasilinear　effect　In　the　latter.
The　quasillnear　process　acts　to　deform background　density　and



















consistent with　the　inference　of　Sato and　Tsuda(1968), Tsuda
et al.(1969), and　Sato(1971)。
　　　　Another　feature　tobe noted　is　the　cyclic　behavior　of
　　　　　　　　　　　　　　　　　　　　　　　　　戸Ｗspectral density ｌ尺に 工ｆ ^ext is ａ　little tieyond.　E Q, the
　　　　　　　　　　　　　　　　　　　へ／amplitude　of　げ１ｔ　stays at ａ constant　level after ａ saturation.




growth and　decay　of ｌ孔｀に　If Eeｘt才Ｅｃ１９strong mode
‘coupling　process, which　stabilize no　more　the　system, predomi-
nates　the　quasilinear　process　to　yield an　explosive　instability
(Sato, 1971)・　　This was　confirmed by　our compu七atlons.
although we　met　ａnumerical　Instability, perhaps because　of

















carrying medium, whereas　the magnetosphere usually　behaves　as






　　　　　So　farａ number　of　concepts　have been presented　on　the
magnetosphere-lonosphere　coupling;　the　so-called Blrkeland
current　system and Alfv^n　layer may　be　the　first and most
basic ones.　Schleld et al.(1969) pointed out tha七七he
107
Alfvぶｎ　layer　could be　ａ　source　of　field-aligned　currents.
Various　auroral　models　have been　presented by　many　authors (
for　example ， Kern, 1962;　Fejeiヽ, 1963;　Bostrom, 196k, I968).










1970;　Armstrong　and　Zmuda, 1970;　Vondrak　et al., 1971;　Park
and　Cloutler, 1971;　Choy　et al., 1971).　　This　fact　suggests
that　even　the　ionosphere　could be　an　Initiator　of aurora










of auroral ｐａｌヽtides.　　　Infact, Akasofu and　Chapn･an(196l) and
Coppl et al.(1966) considered ｔｈａ七七hemultiplicity was ａ
direct consequence　of an acceleration mechanism in　the　magneto-
sphere:　namely　the　mechanism　１七self　has　ａmultiple　structure。
　　　　Recently, Atkinson(1970) proposed ａ different model; the
multiple arcs　result　from nonlinear　feedback　oscillations　of
electric　currents　flowing up and down along　the magnetic　field
lines,　which are　closed by　the magnetospherlc　polarization
current.　　This model　is　based　on an　Idea　that　the auroral arcs
oaused by　ａ　cooperation between　the　magnetosphere　and　the
ionosphere.　　However, a　question　about　his　treatment　of　cold







　　　　Akasofu　etal.(1966) report　that　the multiple arcs appear
during rather quiet　times　of　auroral activity　and　that　they
usually move　toward　the　equator during　those　七lmes.　　This
fact　suggests　tha七　the arc　formation　Is ａ phenomenon pertinent
to　quiet auroral　activity.　　　Therefore, It　Is　ｎｏ七necessarily
self-evident　that　the multiplicity　is　ａ　simple　project　of
the　structure　of　acceleration mechanism In　the magnetosphere,
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as was　considered by Akasofu and Chapman(I961) and Coppl　et ａ１．
(1966). Rather, it　seems　likely　that　the multiplicity　is a
manifestation　of　some　other　process　pertinent　to quiet　times.
In　this　paper we　propose　ａnew mechanism of auroral arc　for-
matIon;　the　ionospheric　Irregular1ties　produced by　some
ionospheric　plasma　instability　trigger ａ　precipitation　of
auroral　particles　and result　in multiple auroral arcs.　　工ｎ
other words, the　mechanism　Is　constructed　from　the　following
two　stages (two-　stage　theory);　first, a macroscopic　iono-
spheric ’irregularity (arc-to-be) is　formed, and　secondly, the
arcs-to-be　are　Intensified by　ｐａ：rtlcle　precipitationtriggered













blllty, the　so-called　cross-field　instability (Tsuda　et al.,
1966). As　ａ　consequence　of　this　instability, there　arises　ａ
wavy　structure　In　electron　concentration as　shown　in Fig. k,l.
　　　　２．　　Ａ　polarization　electric　field, E , arises　across　an
enhanced part of the Irregularity (arc-to-be) as shown in Ｆｉｇ・
４,．１．　　The　Inducedpotential　φ　due　to E drives ａ　field-
aligned　electric　sheet　current, po sslb1ly　terminated by ．the
ionospheric　Pedersen　conductivity　in　the　opposite　hemisphere
(Fig.　４．２)．　　　since　the　electrons　have much　higher mobilities
than the　Ions ， we may consider that　the current Is carried
mainly by　the　electrons.　　When　the　speed　of　electrons　exceeds
the　critical　speed,　the　１０ｎ waves　are　ezoited and　the ambient
electrons　will　probably　be　accelerated by　some nonlinear
wave-particle　interactions (Buneman, 1959)･　　Although　one
does　not know　the acceleration rate　as yet, one may assume




field E may　quickly be　cancelled by　the　short-ciroul七　effect
along　the magnetic　field　lines ．　　The kev electrons　produced



























electron concentration　Is　enhanced at plaoes　upon which　the





effect along　the　field　lines, the　original　irregularity may be
enhanced and　ｄｅ▽elop　into　the auroral axes。
　　　　　工ｆ　the　Impedance　of　the　closed　circuit　is　purely　resistive.
the　precipitation place　of　kev　electrons (peak of　the potential)
deviates by　one-fourth waveleng七ｈ　from the　peak density　of
the　Irregularity (see　Fig.　4.2a).　　In　this　case an　lntensl-
flcatlon of　the　original　irregualrlty ７”万゜万ｙnot be　ｅ：ｘ：pected.
In actual　cases, however, the　electrons　experience ａ　phase　lag
during　their　long　ezourslons because　of　the　Inductance　along
their　path, namely along　the　field　lines.　　This　Inductance
acts　to　make　the　precipitation coincident with　the　peak density
of　the　irregularity.　　　with an appropriate　phase　lag, therefore,
the growth　of　the　irregularl ty may be maximized ，and　the
original　Irregularity　Is　expected　to　develop　into　multiple












heights), may well be described by
3n
－－∂ｔ




where　the superscripts ！ denote　electrons (-) and ions (+);
ｎ　Is　the　electron concentration (equal　to　the　１０ｎconcentration);
ｑ Is the production rate of ｃｈａ：rged･particles; cL Is the re-
oombina七１０ｎcoefficient;　片１Ｓand　D|| denote, respectively,　the
mobility and the diffusion coefficient along the magnetic
field lines;　£ and B are　the　electric and magnetic　fields.






and Ions.　　Further, since　the　ionosphere　is ａ low-β　plasma
























direction may be　sma Her　than V万ｙO（ＥＸＯヵＥｙO）゜:　Thesteady
solution of Eq. (if.3) is easily solved as
Ｏ 慧防止研 (4.4)
where　Ｎ１ ゛（ｑ/（ｘ）1/2゛ ’1°（ｽﾞN1/７ｙ0and A °（N1 ゛ NO）/（N1 “ NO）゛
No being the　elctron　concentration at　the　western edge　of　the
precipitation zone, namely, at ｙ ＝　Ｏ．　　　For　example・　we　choose
the　ionospheric　parameters　during　rather quiet　times　of
auroral　activity　such　that
NO･ ＝109 m“3 ９ 涙＝10’１３ ｍ３ＳｅＣ’1，
ｑ ゛ １０７ m~-^sec" ,　゛ｙＯ °２００ msec‘１’
Thus　we　have





From Eq。(if.5) it Is seen that the lonlzation monotonlcally
Increases　towards　the　east　from Nq up　to Ｎｌand that the















where　the　last　term on　the right represents　an　equivalent
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where　βｓ Ｍｐ/ＭＨ（ P゜edersen/Hall　conductivity) withり，＝弓
→･弓ａｎｄ　≪H = /*H“ μ;i;　苛゜Ｋ ＭＨＭ/MS;Ｍ ’μ;μ’;゛μ;μ;i;
I）??）゛（μ;I:）ヱ゛囁吐）/％ｓll（11）ｒl）゜（べ’I）;゛ぺ’紀）/
（μt十μ,こ）；i Is the normalized wavenumber defined by
i2 ｓ k2 e2/゛゛29　K ゛ ddn no)/dy-1　and ｋ being　the wave-
number:∂　１ｓ　the angle between the ｘ axis and the wave　vector
!c, measured　toward　the ｙ axis.　　　In　Ｅｑ．（４．７）ｗｅ　may　neglect
(4.7)Ｏタ
the term °^^yO　since　ｌＥｙｏｌ｀ぶ｀IEXOI° Then we　have
From Eq.　（４．８）１ｔ　is　seenthat, when ｉ２　１ｓ　fixed,the　grow七ｈ
rate ｒ Is maximized at
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diffusion　loss along　the magnetic　field lines (across　the
ionosphere　plane); Dj^　＝姉/〔1＋（怒声Ｂ）２１．







tan9 ° 3 - [1十　a2十?き二71j｝!］1/2ミ　ｔ゛1110m。 (4.9)





















































For the present parameters, we have　∂ｍ＾”３０｀’Ｉ　　FromＥｑ°
（4．11）ｔｈｅ゛avelength λｍ ｆ°゛maximum gro゛th rate　Is　estimated
to be about　２０ km.　　By using above approximat1ons and
assuming ｅ£１．the maxlmuin growth rate Ｇ１，１ｓapproximately
given ty
　　　　　　　　　　　amb
Ｆｍ｀tＥｘo゛tＦ - 2c?CnQ・ (4.13)
We　see from Eq. (4.13) that　the　instability　can arise when
the　electric　field E^Q　exceeds　ａ certain critical　value.
１２２
For　the　present　parameters we　have f. ゛ 10-3 sec" . Of
course we　can　obtain different　values　of θｍ９　λｍand　ｒ ｍ









of auroral arcs　and whose　fronts　are roughly　parallel　to　the
east-west　direction but　tilt　somewhat　in ａ northwest　dlrec tlon.
　　　　　工七　１ｓ　tobe n ted　that nonlinear　studies　have　shown　the
















－ nfj) forφ2 0，
　　　　　　　　　　　　　　　　　　　　　　　　　(4.14)
託十分(llｖ;)゛Ｓｕ(1つ'ｕ)φ(x)











（ｎｖ:）゜ＳｄＹｄφ(x) - a(n2 - ng）　　foｒφ2　0.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　(4.15)
昌(べ ゜-Vuφ（刈　- a(n - n^)　　foｒφ10｀
゛here Ｓｄけｌ　and　Ｓｕl刺　（Ｓｄン　0,　Ｓｕ　ン　0) represent　the rates
of　coming-down and　golng-up　electrons　proportional　to　the
potential　of　the　lrregualrity; ７ｄ and　l"u are the １°n-pal「



























































　　　　Whenwe　take　Into account　the　phase relation between　the
potential
????
φ(x) and the sheet current, we must　replace　φ （ｘ）
(ｘ十S), where r repiヽesentsthe phase lag.　Thus, Eqs.
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Sｅ(Ｙｄ＋1)φ(゜< + 6) - a(n^ － 11g ｆｏｒφ＞０，
　　　－
　　　　　　　　　　　　　　　　　　　　　(4.19)
Ｓｅ（1“Ｙｕ）φ(x+ 6) - a(n^ ’哨）　forφjOタ
゜‾ｅＳｅφ（ｘ十　６）． (4.20)
Eqs. (if.16), (if.19) and (4.20) give ａ set of governing
equations。
　　　　sincewe are　concerned with　the "behavior　of axxroral arcs
during rather　quie七　times≫ we　may　consider　that　the magnetic
field　lines　are　closed and　hence　connected with　the　Ionosphere
in　the　other　hemisphere.　　Therefore, the　equivalent　circuit
may be　given by Fig. ^.2b.　　The resistance Ｒ　in　the　iono-
sphere ｍ万Ｑ万ｙbe given by (see Pig.　41・31）
Ｒ～向xh， (４．21)
where　£　１ｓ　the　arc　length (dimension　of　an aro　in　the　east-
west direction) and ｄ　is an average distance between　the
neighboring upward and downward.　current　sheets, or　the width
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of ａ current　sheet　in　the north-south　direction, which　Is
approxlma tely a half of　the wavelength　入?’　The total　sheet
current Ｊ　Is　roughly　givenby
Ｊ　゛． 　ｅＳ＾cj)ｈｊｄ° (4．22)











of the alternating voltage φ(x) between two neighboring
current　sheets,　which　is　equivalent　to　the　characteristic
frequency of　the　Irregularity with wavelength　Aj^. namely,
　ω゜２↑Ｖ／λｍ Ｖ゛ being the velocity of the irregularity toward
the　south (equator), which may be driven ty　the (small) west-
ward　electric　field EyQ°
　　　　When we put d = 15 km. ｈ＝５０ ｋｍ，£＝５００km, V = 20 m/sec







Fig. 4.3.　　Scales　of　the width, length　and　height
of　an　arc-to-be.
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Ｒ～Ｏ°４ ohm,　　Se ～105　and r～？4．
The value of the Inductance Ｌ naturally depends on the
configuration of an aro.　　Bostrom (1968) estimated　the value
for　two　models.　　According　to　his　estimation,we　may regard
the value of Ｌ as roughly　lOOH.　　Akasofu et al.(1966) report
that the typical spacing between neighboring arcs　is３０－４０km,
so that λｍ’３０km, hen°ｅｄ’１５km, Is also　reasonable。
　　　　In　the　following　sectionwe　solve numerically　ａ　set　of
Eqs. (^.16), (4.19) and (4.20) as　an　Initial-value　problem
and demonstrate whether　or not ａ well-developed arc　results
from an　Ionospheric　irregularity・
IV. Numerical Results
　　　　　:Insubsec七Ions　III(B) and (C) we　have　shown that　the
auroral　zone　ionosphere　Is　susceptible　to　the　cross-field
Instability.　　　Since　the　evolution　of　this　instability　has
already been　studied　In detail elsewhere (for　example, Sato,
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1971;　see also　Chapters　２ and　３　of　theis　thesis), we begin




1ｙ put that ＥｙOさＯ°Further, we put ｔｈａ七几゜O°The
validity of the assumption of ７ｕ＝０ １ｓdiscussed in Sec. VI.
After　such　simplification夕　the　governing　equatlons.l.e., Eqs.
(^.16), (if.19) and (4.20), are c harac t eri zed by　the following
parameters; ＥＸＯ Ｓ゛ｅ ｒ゛ ゛
ｒ
゛
兌　and jJ.―, where ｒ゛ ｒｄ and
　£{%) denotes　the　initial amplitude　of　the Irregularity
relative　to　the ■background　concentration。
　　　　Calculati ons　are　performed　for　１５　sets　of　parameters
which are　tabllated　in Table ４．１．　　Typical　examples　that　lead
to ａ growth and　damping　of　the　initial　irregularity　are　shown
in Figs.　４．４and ４・５．　　From　these　figures　It　is　seen that
the　Irregularity　can either be　Intensified　or　suppressed
depending　on　the　values　of　parameters.　　　In Figs, 4.6a and
４．６ｂ　an　evolution　of　the　peak density　of　the　irregularity　is
drawn　for　１４ examples　of　Table ４．１．　　Themovement　of　Its　peak






























































































other　parameters　are　chosen　as　follows (in MKS　units) :
Ｅ　　＝－１０゛４
　yO































computation we　choose Ｌ＝　３０　km(the　same value was　used






























the case with　the　number　given　in Table　４ 。1: (a) Cases
of　ＥχＯ°　Ｏ°




































the　case　of No. 7　in Table　4.1.

































case　of　No. 14　in Table　４ ．１．　　Note　七hat　the
irregularity　can　grow more　largely　as　the
Pedersen　conductivity, or M , increases (





１．　　The　ionospheric　Irregularities, which may be　caused by
the　cross-field　instability・　or, possibly, by　some　other
process, can　result　In arc-like　forms　by　the　present mechanl sm.








as　can be　seen by　comparing　the　curves　５ ，１２with　the　curves
6, 13　１ｎFig.　4.6, and Fig. ^.4 with Fig. if.8.
５．　　As　can be　seem from Fig. ^.7, the　steady arcs　move　toward








8, 12 and １３ with
ｙ＝・／５
with those ７，９ with　ｒ。2 7r/5.
The　periods　of　the amplitude　oscillations are roughly　５００　－
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1000　sec　for　the　present cases.
７．　　By　comparing　the　curve　５ wl th　the　curve　１４ ，１ｔ　Is　seen
that for larger ／λ;，hence M ≪　thearcs become　larger・
This may be due　to　the　fact　that　the　largervalue　of "p-　the
larger　the　induced　potential.　　Thus　the　effect　of　increasing
≫p ゛゜ybe　equivalent　to　that　of　increasing十七he　external　field
ＥＸＯ゛　　The　value　of　"p　Inthe　auroral zone　seems much larger
than those used for calculations　of　No.l　－　No. 13　１ｎTable





auroral arcs. By　looking at　the　configuration　of　the　arcs.
we　immediately notice ａ possibility　that arcs　suffer from the











of　an arc　and negative　for　the　southern slope.　　Further, It






tanOj^- ((1゛戸)1/２ '1]/(3 ゛　l　foリく1･
(^.26)
the　coordinates　in such ａ way　that　the　positive　ｘand ｙ　axes
are　In　the west and　south directions, it　Is　known that　the











where the suffix ｍImplies 七he maximum growth rate.　The


















_ ^2 amb［（ＥｙO/ＥｃＯ）1/2’ 3］‘ (4.29)
　　　　　Letus　now　evaluate　these　characteristic　values.　　For
example, we　put that iｒｓ：･‘
１１
″　１０km and　that　the　other ｐａ：ra-
maters　are　the　same　as　given in　Sec. III.　　Then we　have
λｍ｀゛１ km, θｍ｀１４０　and r. ゛ 0.04 sec" ,
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for　the　northern　slope, and
λｍ″２ ｋｍ゛　∂ｍ ゛　’７６０　　and　ｒｍ ゛ 10-3 sec~ ,
for　the　southern　slope。
　　　　　Fromthese　results　１七　can be　said　that an arc　Is　deformed
by　the　cross-field　instability;　Its　northern　slope　suffers
from a rather　small-scale　irregularity　which propaga七es
roughly　in　the　east direction with ａ　speed　of about　the
electron Hall　speed　and　the　southern　slope　Is　deformed　In ａ
very different way, though more　slowly.　　Ａ　sketch　of　the
deformed arc　Is　illustrated　In　Fig. 4.13。
　　　　　Inreality　the defor?ed auroral arcs　exhibit complex






































for ｎ ＝　10V3 ．　　　This　valuemay be　the upper　limit　of　the
critical　current.　　In　the　higher magnetosphere,　the　electron
concentration ｎ　１Ｓ　expected　toreduce by one　or　two　orders.
Further, the　electron　temperature　may be　much　larger　than the
Ion　temperature　during　pre-break-up　or　recovery　phases.　　In
this　case, the　critical　current reduces roughly by　the　square








When ゛゛ｅｐｕ七七ｈ゛ｔＳｅ’｀‘10^and ｈ～５０　km, the current becomes
roughly 10-9 ?５ amp/m { 6 1いolt). In　this　case　the minimum
poten七lal　for　instability　Is　given by
　　　　　　　φ’｀‘１０V,　１°ｅ°ｓＥｐ’｀‘f^/d- 5 ×１０‘４V/m.





whether　the　Kev　elec七rons　can with　certainty be　produced by
such Instability.　Carlqvist and Bostrom(1970) have recently
pointed　out　the　possibility　that　the　electric　fields　assocl-
ated with　space　charges 'caused by　Intense　field-aligned
currents　can　produce　Kev　electrons。
　　　　Another basic　assumption　is　that　the　Kev　electrons　are
produced by the coming-down elec七rons alone, I.e.,町１≒０
and　r =0.工ｎ the above paragraph, attention was paid
only　to　the　current　density　In　order　to　dlsouss　the　instability
criterion.　　strictly　speaking, whether　the　Instability　takes









the　magnetosphere are directly　triggered by　the (positive)
irregularity　potential　and　precipitate　into　the　ionosphere.
工ｎ　these･cases ， we need　not　Introduce　any　plasma　Instability
in　order to　produce　the　Kev　eleo七rons.　　Further, the　condition
1４7
oｆ石１≒Ｏ and 瓦＝０ １ｓautomatically satisfied without any
ad ｈｏＱﾚassumptions.　　Such ａ situation may be realized　in ａ
case where 七he ｉｎ１七ialpotential of ionospheric lrregularl七ｙ
is　large　enough　to　control　the high　energy　electrons。
　　　　工七　１ｓreported that　the　thickness　of　ａ　visible ａ：rc　Is
typically　ｌ　km (see, for　example, Maggs　and Davis, 1968).
The　thickness　of　the　calculated (ionlzatlon) arcs, on　the　other
hand, Is ‘broader　than　the　observed results.　　However, this
discrepancy　Is　Insignificant.　　The reasons　are　three-fold:
First, recent　observation of quiet arcs by　Cloutler et ａ１．








？　．　　　Actually, however,　the　ion waves　may be　excited　only　in








explicitly.　　　工ｆ　nee es sary, howe ver. we　can　include　this　effect
Into　the　Inductance　In　such ａ way　as　to reduce　It.　　According
to Dewltt(1968), the time constant CR for pola：rlzation of the
magnetosphere　Is　estimated　to be　roughly unity・　　　Since　ω　　１ｓ
８ｂ°ut ４× 10-3 sec" ｆ°ｒ　入m = 30 km and Ｖｓ　２０m/sec, we have
ω　ＣＲ｀４× 10-3 くぷヽ　１．　　　Therefore, we　may　neglect　ｔｈｅ･ magneto-
spheric　capacitance　Ｃ。
　　　　:In oalculatlons, we　have assumed　that all　the　parameters
such as　the　resistance Ｒ and　the　frequency ａ３are constant
throughout　the　evolution.　　In　reality, this　may not be　true





been considered by　　many authors (　for　Instance,　Buneman,
1959;　Kadomtsev, 1965;　Sagdeev and　Galeev, I969;　Slzonenko
and　Stepanov, 1970).　　　By　using Buneman･s　formula. Swift(
1965) estimated the anomalous conductivity町１ｎ the magneto-
sphere　to be　１０’２mho/m for ｎ ＝　１０９m-3. This　formula may












level and Ｂ　is　the average　Intensity　of　the　magnetic　field
under consideration.　　When we　ｃｈｏｏｓｅＬｎ゛｀‘１０４km,　we have
Ｒ･|
゛
１‘３Ｘ（Ｂ／Ｂｏ）゜ｈ｀　　Ｓｉｌｌｃｅ（．Ｂ／Ｂｏ）＜　１・ we may regard that
Rll　£　Ｒ～　Ｏ°４ ohm.　　Thus, the　increase　of　the reslstivl七ｙ




account. Observations ，however, sugges七　that　the　currents
may be carried by　electrons (Clou七ler　etal., 1970;　Armstrong
and Zmuda ，1970), so　七hat　theassumption of　Immobile　ions
may also be allowed。
　　　　Themost distinctive　feature　of　ourmodel　Is　the　fine
structiire　of　field-aligned　currents.　　Our　model　suggests
ｔｈａ七七woequal anti-pa：rallelfield-aligned currents exist
across　an auroral　arc (cf. case　２　of　Bostrom,196^).





tensity　of the　lnduoed　field E　in an arc may reach　to　that　of
the external　field ＥχＯ　ｆ°ｒ゛ ｎ extremely developed aro;　１ｎ
that case the total field in the arc completely vanishes.
Then the　induced potential amounts　to ３００　Ｖfor ＼o ’ 0.01 V/m
ａｎａλｌχ１＝３０ km.　In this case the field-aligned current
ｂｅｃ万〇mes 3 χ110“:ﾌ amp/m万２ｆｏｒＳｅ ゛ 105 and 3 × 10‘5 ゛lp/１１２ｆ°ｌ｀
Ｓｅｌ゛ 107.: Cloutler et al.(1970) estim万ａ万七ed the　Intensity peak
of　the net　field-aligned　current　to be　２× １０'５ ａｍｐ／ｍ２．　Thus
our model oan fairly well aocount　for　the　observation.
However,　the　directions　of　the　currents　are　Inconsistent:　１ｎ




HaerendeK1970a, 1970b) explains　that　the case of　Cloutler
et al.(1970) may be ａ special case In which the external field
Is　in　the west　direction.　　The　coincidence　of　precipitated
electrons with upward　current　sheet, rather　than downward
current sheet, Is also　in agreement with　the　prediction of
our　theory.　　　Further,　the　thickness　of　the　current　sheets・





magne七ically conjugated points (Belon et ａ１・，1969), it is
said　that　the auroras　appeeu:　１ｎboth hemisphere　having ａ good
conjugacy, especially　during quiet　times.　　Our model　Is also
not　Inconsistent Kith　this　conjugacy　of auroras。
　　　　Wehave　proposed and analyzed ａ new mechanism of　multiple




















equations　of　ａ macroscopic　fluid-type　plasma were　solved as　an




strengthened　compared with　the　previous works.　　As　ａ result,




this, the　competing　process　between quaslllnear and　mode






coupling.　　　It was　found　that which deformation of　the　electric
field and density di stribu ti ons　dominates　might depend　on the





were　as　follows:　When E　is ｂｅ１°１E゛ . (critical　electric
field), the　system behaves　gently.　　　In　this　case, two　－
dimensional　model　succeeded　in　obtaining　the　fully-developed
turbulent　state.　　０ｎ　the　other hand, when　^ext　Is　far ‘beyond
Ｅｃ１゛ｔｈｅ　system develops　into　strong turbulent　state.
Unfortunately, we　had　ａ numerical　Instability　in　this　case.




　　　　　工ｎ　the　ionosphere, it　is　controversial whether E .　is
ｂｅｙｏｎｄ｀ＩＥｃｌ１　０ｒnot, because ^cl　is the　function of ｍ万any　lono-
spheric　parameters　of　which we　do　not know　the all　values at
this　stage　and　is　theoretically　derived under　some　assumptions
described　previously‘　　　Therefore, we　should regard　^cl　as
the　rough　measure beyond which　the　system becomes　violent
and　large　density　irregularities　are　formed.　　Anyhow, we　can
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expect　the　validity　of　our model as ａ cause　of　the　ionospheric
irregularities.　　The　other　supports　of　our　two-dimensional
model are　two:　One　Is　the　oyclic　growth and decay　of unstable
■ｗａｖes　as'observed　１ｎ artificial　plasma olouds　in　the　lower













゛゛ｙapproximately be reduced　to　the Burgers　or Kortweg de
ｙ
lries　equation, respectively.　　　The　turbulent power　spectrum




background quantities (density　gradient and　external　electric
field), which sustain the Instability, flows continuously to
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shorter vfaveleng七ｈ　components ， while　the　part　of　the　energy　of
unstable waves　feeds　back　to　the　supplier.　　Thus, we　could






spheric　irregularities, i.e., auroral ａ工ヽcs　whichａヱヽｅ　most
beautiful, dram万Ｑ一万tic　phenomenon　thatman has　ever　found　in　the
world.　　Our　concern was　ａ formation mechanism of　auroral ａ：res
in rather quiet　times・　　　This　study was based　on　the　idea　that
the　auroral　arcs　may　　have　their　orogln　in　the　ionosphere
rather　than　in　the magnetosphere　in magnetically quiet　times;
that　is　to　say, density　fluctuations　in　the　ionosphere　grow
resulting　In ａ wavy　irregularity　of　lonlzatlon by　the　action
of the cross-field instability (1st stage), and thereafter such
an　irregularl ty (arc-to-tie) develops　into　auroral　arcs　unde『
the　influence　of　field-aligned　currents (Birkeland　currents)
triggered by　an　induced　potential　across　an arc-to-be (2nd
stage).・　　Now, there　１Ｓ　no　doubt　of　the　Important　relationship







deny　other　possibilities which must be　sought　In　the　future。











bility and　ｗ１七hout　loss　of　generality, therefore, we　assume
ａ　simple background　distribution:　the　zero-order　electric
fields, E^^ and E , external　plus　amblpolax, are　constant
and　the　zero-order　electron concentration n (y) Increases
toward the east with ａ constant rate　Ｋ ９　゛here　Ｋ:゜d(ln 110)/
dy.　　These assumptions may be valid for short wave dis-
turbance, namely, for ｋ　＞タＫ　．　　For　the　ionosphere　of　our
concern, this condition Is ！ posteriori　satisfied (see Ｅｑｌ・
(4.11)).
　　　　Under　these assumptions ， we　shall　Impose upon　the　qui-
escent　ionosphere an　electrostatic　disturbance　such　that
n = nQ(y)十nexp(ik X +ﾚ1kｙｙ“　iwt),
EＸ ° ^XO “ ^$exp(ik^x十ikyY ’ i(i)t)ﾀ (A.I)
















　From (A.2) the　dispersion　equation can
The growth rate Ｆ じ= Re(-iω）1　　1.Ｓthen
MKk^
Mjk2（1　十　ｔan20）十（ＭＨ　‾　Ｍｐｔalle）2Ｋ2
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