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SUMMARY
To overcome the deficiency of some current grid-/cell-based ray tracing algorithms, which
are only able to handle first arrivals or primary reflections (or conversions) in anisotropic
media, we have extended the functionality of the multistage irregular shortest-path method to
2-D/3-D tilted transversely isotropic (TTI) media. The new approach is able to track multiple
transmitted/reflected/converted arrivals composed of any kind of combinations of transmis-
sions, reflections and mode conversions. The basic principle is that the seven parameters (five
elastic parameters plus two polar angles defining the tilt of the symmetry axis) of the TTI
media are sampled at primary nodes, and the group velocity values at secondary nodes are
obtained by tri-linear interpolation of the primary nodes across each cell, from which the
group velocities of the three wave modes (qP, qSV and qSH) are calculated. Finally, we con-
duct grid-/cell-based wave front expansion to trace multiple transmitted/reflected/converted
arrivals from one region to the next. The results of calculations in uniform anisotropic media
indicate that the numerical results agree with the analytical solutions except in directions of
SV-wave triplications, at which only the lowest velocity value is selected at the singularity
points by the multistage irregular shortest-path anisotropic ray tracing method. This verifies
the accuracy of the methodology. Several simulation results show that the new method is able
to efficiently and accurately approximate situations involving continuous velocity variations
and undulating discontinuities, and that it is suitable for any combination of multiple transmit-
ted/reflected/converted arrival tracking in TTI media of arbitrary strength and tilt. Crosshole
synthetic traveltime tomographic tests have been performed, which highlight the importance
of using such code when the medium is distinctly anisotropic.
Key words: Elasticity and anelasticity; Seismic anisotropy; Seismic tomography; Computa-
tional seismology; Wave propagation.
1 INTRODUCTION
Both rock laboratory studies and seismic field investigations have
shown that many geological materials and subsurface structures are
elastically anisotropic. This is especially true in geological strata
having aligned cracks (e.g. Crampin 1984), finely layered rocks
(e.g. Helbig 1981) and other sedimentary units exhibiting a distinct
fabric or lineation (i.e. Thomsen 1986). There is also abundant
evidence that the crust, mantle and even the inner core of the Earth
are anisotropic (e.g. Anderson & Dziewonski 1982).
There are substantial differences in wave propagation through
anisotropic media as opposed to isotropic media in terms of the
kinematic and dynamic features. The former involves three body
wave modes, one quasi-compressional wave (qP) and two quasi-
shear waves (qSV and qSH). Each propagates with its own wave
speed and polarization direction. In such cases, the phase velocity
and the group velocity for each wavemode are no longer equivalent,
and both the velocity and the polarization direction are functions of
the elastic parameters (up to 21 independent values) and direction
of wave propagation (Cˇerveny´ 1972; Crampin 1981).
There are two basic approaches to modelling wave propaga-
tion. One is the full wave modelling based on applying numeri-
cal techniques such as the finite difference method (e.g. Igel et al.
1995), the finite element method (e.g. Zhu & Dorman 2000), the
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pseudospectral method (e.g. Crampin 1984) and the spectral ele-
ment method (e.g. Komatitsch et al. 2000) to the governing par-
tial differential wave equations, subject to appropriate source and
boundary conditions. This yields the full waveform synthetic seis-
mograms in which individual modes or arrivals are not explicitly
identified, but rather the full elastodynamic response is computed.
The other approach is the ray tracing method, which tracks the trav-
eltime and trajectory ofwave energy-flux for specificmodes, subject
to the high-frequency assumption (e.g. Cˇerveny´ 2001). Compared to
the full wave solution, ray tracing is far less computationally expen-
sive, especially for large 3-D simulations. Although it does not yield
the full wave response, it still provides an effective way to approxi-
mately model the wavefield kinematics and dynamics, so important
in the processing and interpretation of seismic data. Exampleswhere
ray tracing is frequently used in seismic exploration include trav-
eltime tomography (e.g. Chapman & Pratt 1992; Pratt & Chapman
1992), seismic migration (e.g. Alkhalifah & Larner 1994) and syn-
thetic seismograms computations (e.g. Guest & Kendall 1993). Two
different classes of ray tracing can be distinguished. One uses a fixed
grid and computes the traveltime field for all nodes in space as time
elapses, and is referred as to grid-/cell-based ray tracing method.
The other uses the high-frequency approximation to the wave equa-
tion to trace rays by following traveltime fields as they evolve. Such
a high-frequency ray tracing method can be a shooting or a ray-
bending method. There are several examples of this approach to
calculating traveltimes, their corresponding ray paths and even am-
plitudes in anisotropic media. Cˇerveny´ (1972) applied the method
of characteristics and the numerical Runge–Kutta method to the
first-order differential equations. Unfortunately, the equations for
ray tracing in a general anisotropic medium are much more compli-
cated than those for an isotropic medium, or a transversely isotropic
medium involving a vertical axis of symmetry (VTI media). For a
weakly anisotropic medium (Cˇerveny´ & Jech 1982) demonstrated
a linearized approach to traveltime computation without any ray
tracing performed. Gajewski & Psˇencˇik (1987) presented a 3-D ray
tracing algorithm for the computation of high-frequency synthetic
seismograms in a layered anisotropic medium. Shearer & Chapman
(1988) gave the solutions of the ray path and traveltime in a con-
stant gradient anisotropic medium. In some cases, such shooting
or bending methods encounter difficulties. The former may miss
the target even if different initial directions are applied. The lat-
ter may get trapped in a local minimum, even if many initial ray
paths are perturbed, when the complexity of the anisotropic medium
increases.
For the VTI case, involving a vertical symmetry axis, the math-
ematical treatment for the phase and group velocities (only five
elastic parameters and with decoupled qSV and qSH wave modes),
and shear wave singularity directions (Vavrycˇuk 2001) is greatly
simplified. For example, Faria & Stoffa (1994) presented an iter-
ative approach to the traveltime computation for a 2-D/3-D VTI
medium. Ru¨ger & Alkhalifah (1996) applied simple versions of
the eigenvectors in a VTI medium and developed an efficient 2-D
ray tracing method. Ettrich & Gajewski (1998) suggested a per-
turbation theory to compute traveltimes in VTI media, starting
with a background velocity model that exhibits elliptical anisotropy.
Cardarelli & Cerreto (2002) presented a ray tracing method in el-
liptical anisotropic media using linear traveltime interpolation.
Although Lagrangian algorithms can be used to compute reflec-
tions and/or refractions, and even multivalued rays in an anisotropic
medium (Cˇerveny´ 2001), their applicationswill be impracticalwhen
the wavefield becomes too complicated. In such cases, it is impossi-
ble to distinguish whether the computed ray is a first or later arrival.
Alternatively, for tracing first arrivals of some seismic phases, the
Eulerian grid-/cell-based wave front expanding algorithms, such as
finite-difference eikonal equation solver (Vidale 1988, 1990; 2-D/3-
D) and the shortest-path method (2-D, Moser 1991; 3-D, Klimesˇ
& Kvasnicˇka 1994), are a favourable choice to conduct this kind
of ray tracing in complex isotropic media and are also valid in
anisotropic media. For example, Qian & Symes (2002) developed a
finite-difference method to calculate the traveltime of qP waves in
anisotropic media. Alkhalifah (2002) demonstrated another travel-
time computation scheme by solving a linearized eikonal equation
for 2- and 3-D VTI media. However, in general anisotropic media,
the ray paths cannot immediately be retrieved from the computed
traveltimes, because the phase-slowness vector (the gradient of the
traveltime) may differ from the group-velocity vector (direction of
the ray path). Such ray paths are required for the purpose of tomog-
raphy.
It should be appreciated that the subsurface structure may be
a composite assembly of tilted transversely isotropic (TTI) media
with variable orientations of the symmetry axis due to folding, dis-
location and other tectonic movements subsequent to deposition.
This means that the direction of the symmetry axis is not con-
stant (e.g. vertical or horizontal) in a complex anisotropic medium.
Therefore, general anisotropic TI media should be used to define
any symmetry axis of the anisotropic media. Zhou & Greenhalgh
(2004, 2005, 2006) investigated first arrival and primary reflected
arrival tracking in the most general 2-D/3-D anisotropic media us-
ing the shortest-path method. Later they developed a non-linear
traveltime tomography algorithm for 3-D strongly anisotropic me-
dia (Zhou & Greenhalgh 2008). Following this research direction,
we extend in this contribution the functionality of the multistage
irregular shortest-path method (multistage ISPM, Bai et al. 2009,
2010), previously used for 2-D/3-D complex layered isotropic me-
dia, to 2-D/3-D general anisotropic TTI media and trace multiple
transmitted/reflected/converted arrivals. Themain advantages of the
multistage ISPMmethod are its simplicity, robustness and ability to
deal with a general anisotropic medium. Here, for reasons of sim-
plicity, we restrict ourselves to general TTI media. The structure of
the paper is as follows. First, we give the formulae for calculating the
phase and group velocities of the three different wave modes (qP,
qSV and qSH), and briefly summarize how the multistage ISPM
works in 2-D/3-D anisotropic TI media. Then we use synthetic
examples having known analytical solutions to demonstrate the ac-
curacy of the method, the reduced central processing unit (CPU)
time consumption and the overall performance of the method. Fi-
nally, we give a crosshole synthetic data example of multiple phase
tomographic inversion in TTI media, and compare with the results
of commonly applied isotropic inversion of such anisotropic data.
2 PHASE AND GROUP VELOCITY
IN T ILTED TI MEDIA
To obtain the phase and group velocities for a general anisotropic
TTI medium, we first consider the relatively simple case of a VTI
medium (only five elastic parameters). Subsequently, we will ro-
tate the symmetry axis into an arbitrary orientation defined by the
inclination angle (θ0) and azimuth angle (ϕ0) to obtain the more
general result for a TTI medium. Here the inclination angle θ0
is measured from the z-axis and the azimuth angle ϕ0 is mea-
sured from the x-axis (see Fig. 1). In this coordinate system the
wave front normal direction (or slowness vector) is given by the
unit vector n = (sin θ cosϕ, sin θ sinϕ, cos θ ). This is the direction
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Figure 1. Diagrammatic representation of wave propagation in a TTI
anisotropic medium showing phase and group velocity vectors (in the figure
the angles θ0 and φ0 denote the inclination and azimuth of the symmetric
axis of the TTI medium).
of phase velocity propagation. The group velocity vector di-
rection, or ray path direction, is given by the unit vector rˆ =
(sin θ1 cosϕ1, sin θ1 sinϕ1, cos θ1).
For a VTI medium there is no azimuthal dependence of the phase
velocity and so we can set ϕ = 0 in the above expression. The phase
velocity for each mode is then simply a function of the direction of
the slowness vector (or wave front normal direction) as well as the
elastic constants, and given by (Daley & Hron 1977):
c1,2 =
√
P ±
√
P2 − Q
c3 =
√
a44 + (a66 − a44) sin2 υ
, (1)
where c1, c2 and c3 are the phase velocities of the qP, qSV and qSH
waves, respectively. The quantity υ is the inclination angle of the
slowness vector [(i.e. the angle between the wave front normal and
the symmetry axis (a11, a13, a33, a44, a66)] are the five elastic moduli
parameters, which are functions of spatial position. In eq. (1) the
parameters P and Q are defined as follows:
P = (Q1 + Q2)/2
Q = Q1Q2 − Q3
, (2)
Q1 = a44 + (a11 − a44) sin2 υ
Q2 = a33 + (a44 − a33) sin2 υ
Q3 = 14 (a13 + a44)2 sin2 2υ
. (3)
Applying Crampin’s (1981) formulae (see also Berryman 1979;
Thomsen 1986) we can obtain the group velocities for the three
different modes,
U 2m = c2m +
(
∂cm
∂υ
)2
(m = 1, 2, 3) . (4)
The subscriptsm= 1, 2, 3 stand for qP, qSV and qSH, respectively.
It is possible to express the group velocity vector in terms of its
horizontal (superscript h) and vertical (superscript z) components
(Berryman 1979),
Uhm = cm sin υ + cos υ
∂cm
∂υ
,
Uzm = cm cos υ − sinυ
∂cm
∂υ
.
(5)
In eq. (5) the phase velocity derivative is given by,
∂c1,2
∂υ
= 1
2c1,2
[
∂P
∂υ
± (p
∂P
∂υ
− 0.5 ∂Q
∂υ
)√
P2 − Q
]
,
∂c3
∂υ
= (a66 − a44)
2c3
sin 2υ,
(6)
where ∂P
∂υ
= 12 (a11 − a33) sin 2υ,
∂Q3
∂υ
= [Q1(a44 − a33) + Q2(a11 − a44)] sin 2υ
− 1
2
(a44 + a13)2 sin 4υ. (7)
To make eqs (1)–(7) applicable to a general TTI medium (having
arbitrary tilt of the symmetry axis), we can use the standard cosine
expression for the dot product between two unit vectors to obtain the
angle υ subtended between the arbitrary symmetry axis direction
and the slowness vector direction:
cos υ = sin θ0 sin θ cos(ϕ0 − ϕ) + cos θ0 cos θ. (8)
Here the two pairs of angles (θ0, ϕ0) and (θ, ϕ) specify
the orientation of the symmetry axis of the TTI medium and
the phase-slowness (wave front normal) direction, given by
n = (sin θ cosϕ, sin θ sinϕ, cos θ ), respectively. Substituting eq.
(8) into eqs (1)–(7) and using the standard trigonometric expres-
sions for projecting the vector components from the natural rock
frame into the geographic (recording) frame yields the group veloc-
ities for a general TI medium.
U (1)m = U (z)m cosφ0 sin θ0 +U (h)m cosφ0 cos θ0
U (2)m = U (z)m sinφ0 sin θ0 +U (h)m sinφ0 cos θ0
U (3)m = U (z)m cos θ0 −U (h)m sin θ0
. (9)
Here the superscripts z and h denote values in directions parallel
and perpendicular to the symmetry axis (given by eq. 5) whereas
superscripts 1, 2 and 3 denote values in the geographic frame (or x,
y and z). In the 2-D case, ϕ = ϕ0 = 0, and eq. (9) simplifies to,
U (1)m = U (z)m sin θ0 +U (h)m cos θ0
U (3)m = U (z)m cos θ0 −U (h)m sin θ0
. (10)
From the above discussion it is clear that a 3-D general TTI
medium may be described by the model vector m(x) given as
m(x) = {a11(x), a13(x), a33(x), a44(x), a66(x), θ0(x), φ0(x)} , (11)
where all the components of the model vector vary with the spatial
coordinates x = (x, y, z). In the 2-D case it is assumed that the
symmetry axis lies entirely in the x–z plane and so there is only one
angle θ0 to be considered (φ0 = 0). Substituting (11) into (1)–(7),
one obtains three group velocities {Um(x,n), m = 1, 2, 3} for the
2-D case, which correspond to the three wave modes (qP, qSV and
qSH—see Zhou & Greenhalgh 2004). In addition to the slowness
direction n, the group velocities are functions of the spatial position
coordinates x. The mapping from the elastic moduli parameters
to the group-velocity is fundamental for the ray tracing method
described in the next section.
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3 MULTISTAGE IRREGULAR
SHORTEST-PATH RAY TRACING
3.1 Model parametrization
To account for irregular interfaces and velocity discontinuities (such
as low- or high-velocity layers), we can utilize irregular cells near
the interfaces, and use regular rectangular cells elsewhere. Fig. 2(a)
is a schematic display of the model parametrization for the mul-
tistage ISPM in 2-D layered media having undulating interfaces
(including the surface topography) and an embedded low-velocity
layer, in which triangular (Fig. 2c) and trapezoidal (Fig. 2d) cells are
exploited near the irregular interfaces and rectangular (Fig. 2b) cells
are used elsewhere. In the 3-D case, the trapezoidal mesh can be
divided into rectangular prismatic (or cubic) cells and a tetrahedral
mesh (see Fig. 3, referred to Bai et al. 2010).
In both the 2-D and 3-D cases, the nodes at the cell corners are
referred to as primary nodes and the nodes along the cell bound-
aries (or cell surfaces in 3-D) are called secondary nodes. The
benefit of introducing the secondary nodes is that one can use
a relatively large cell size in the model parametrization and still
maintain a good ray coverage (more secondary nodes are applied)
and hence a high computational accuracy in the ray tracing process
(Bai et al. 2007). The velocity field is in general sampled at the
primary nodes and a specified velocity function (a bilinear function
for two dimensions and a tri-linear Lagrangian interpolation func-
tion for three dimensions) is defined across the cell, which links
the primary and secondary nodes (including the source and receiver
positions in a cell). For secondary node velocity interpolation, the
reader is referred to Bai et al. (2010), but here the only difference
is that the group velocity and the ray direction in an anisotropic
medium are used. For example, to obtain the group velocity at a
fixed ray direction of the secondary node position, the group ve-
locities for the same ray direction at the primary node positions
within the same cell are used to conduct the bi-linear or tri-linear
interpolation.
3.2 Ray tracing
There are well-established algorithms for ray tracing in anisotropic
media, for example, it is easy to trace rays when the group velocity is
obtained for a given slowness vector direction (i.e. Cˇerveny´ 2001).
In the context of the shortest-path method (i.e. a grid-/cell-based
ray tracing algorithm), to calculate the minimum traveltimes and
locate the associated ray paths for all grid nodes, one can gradually
expand the volume of the computed nodes by continually adding
the undetermined neighbouring nodes of the cells to the computed
Figure 2. A schematic explanation for computing the transmitted, reflected and mode-converted arrivals using the multistage ISPM in 2-D layered anisotropic
media with undulating interfaces (diagram a). Diagrams (b–d) are grid cells used in the model parametrization (black and grey circles indicate primary and
secondary nodes, respectively). In (a) the white line indicates the ray path for the reflected and mode-converted phase SV1P1P1P2P2SV2SV3P3P2P1 in the six
consecutive stages of the ray tracing process.
Figure 3. 3-D model parametrization with irregular undulating topographic surface and two subsurface interfaces embedded (diagram a, note only primary
nodes are shown for clarity of display) and the cubic cell (diagram b) and irregular trapezoidal mesh (diagram c) with primary and secondary nodes were used
in the model parametrization.
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Figure 4. Analytical (white lines) and numerical (black lines) results for the wave fronts of the three different modes (P, SV and SH) in a homogeneous TTI
medium, which has vertical (the left panel), dipping (45◦, the middle panel) and horizontal (90◦, the right panel) symmetry axes. In the figure, the wave front
time intervals of the numerical solutions for the qP, qSV and qSH waves are 0.25 s, 0.45 s and 0.5 s, respectively, and the corresponding time intervals of the
analytic solutions are two times larger than that of numerical solutions.
nodes. In this process one should start with the node that has a
minimum traveltime in the subset Nj (whereNj is the total set of
computed nodes in the current computed wave front) to keep track
of the first arrival times for the undetermined nodes. By using an
interval sorting method (Klimesˇ & Kvasnicˇka 1994), it is possi-
ble to delete the larger traveltimes, while recording the minimum
traveltime and corresponding ray path.
The minimum traveltime from a source to an undetermined node
j in a cell is expressed by the following equation:
tmj = mini∈N j
{
tmi +
2R(xi , x j )
Umi +Umj
}
, m = 1, 2, 3, (12)
where Um = Um(x, θ0, ri j ) for two dimensions, and
Um = Um(x, θ0, φ0, ri j ) for three dimensions. ri j and R(xi , x j ) are
the ray direction and distance from node xi to node x j , respectively.
Furthermore, in this wave front expanding process the order num-
ber of the incident (or previous) node i∗ (treated as a new source at
the wave front) giving the minimum traveltime to node j is recorded
for establishing the coordinates of the related ray path. In such a
fashion, the minimum traveltimes and the corresponding ray paths
within the gridded model are calculated simultaneously. Note that
at present the ISPM algorithm cannot deal with multivalued qSV
group velocities, which can arise in certain slowness directions.
With the understanding that only the lowest (minimum) group ve-
locity is selected in such cases, themethod acts as a usual first arrival
modelling algorithm. Since triplications of the qSV group velocity
sheets show precursors (see Figs 4 and 7), it is questionable whether
the ISPM algorithm generates first qSV arrivals in cases of strong
anisotropy. If a wave front triplication occurs then an eigenvalue or
eigenvector method can be used to deal with the phase or group ve-
locity at the singularity points (for details, see Zhou & Greenhalgh
2004).
3.3 Multistage computational scheme
Fig. 2 is a schematic representation of the multistage ISPM scheme.
We can divide the model into three different layers (1: the upper
layer; 2: themiddle layer and 3: the lower layer) corresponding to the
Table 1. Elastic moduli parameters for two 3-D anisotropic VTI
(models 1 and 2) and two anisotropic TTI (models 3 and 4)
models.
a11 a13 a33 a44 a66 θ0(◦) ϕ(◦)
Model 1 25.7 15.2 15.4 4.2 9.0 0 0
Model 2 6.3 2.25 4.51 1.0 1.5 0 0
Model 3 25.7 15.2 15.4 4.2 9.0 45 315
Model 4 6.3 2.25 4.51 1.0 1.5 45 315
top and bottom interfaces of the middle layer, and then parametrize
each layer by means of regular and irregular cells. Secondary nodes
are added according to the specified secondary node density or
spacing. For simplicity of wave identification, in our phase con-
vention: P or SV or SH represents a qP or qSV or qSH wave, re-
spectively, and the number in the subscript or superscript indicates
a downward or upward propagating seismic wave in the different
layers, given by the number, respectively. For example, the ray path
for the multiple reflected and converted phase indicated in Fig. 2
is denoted as SV1P1P1P2P2SV2SV3P3P2P1 in this phase naming
convention.
In short, if we consider the ray that transmits, reflects and/or
mode-converts at the upper interface, then a simulated downward
wave front (P1 phase) is propagated through the upper layer un-
til it impinges on all sampled nodes of the first interface. At this
stage the independent computational domain is halted at the upper
layer and we are left with traveltime values defined along the sam-
pled upper interface. From here, a downward propagation of a pure
transmitted qP-wave (P1P2) or a transmitted and mode-converted
phase (P1SV2) can be simulated by reinitializing it, starting at the
sampled node position with the minimum traveltime on the first in-
terface. From Huygens Principle, the minimum time node is treated
as a new source point on the wave front to propagate into the middle
layer. Meanwhile, an upward-propagating wave front consisting of
a pure reflected phase (P1P1) or a mode-converted reflected phase
(P1SV1) can also be predicted by reinitializing the wave front and
starting at the sampled node position with the minimum travel-
time, from the upper interface back into the upper layer (incident
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Figure 5. First arrival traveltime contours in x–z and x–y sections from 3-D ray tracing for three wave modes (P, SV and SH) in Clay Shale with vertical
(left-hand side) and dipping orientation (right-hand side) of the symmetry axis. The black lines are the results of the presented numerical method and the white
lines are the analytical solutions for comparison. In the figure, the wave front time intervals of the analytic solution for the qP, qSV and qSH wave are 0.5 s,
1.0 s and 1.0 s, respectively, and the corresponding numerical solutions are 0.25 s, 0.5 s and 0.5 s, respectively.
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Table 2. The Thomson parameters corresponding to the entries of
Table 1.
α0 (km s−1) β0 (km s−1) ε γ δ
Models 1, 3 3.92 2.05 0.33 0.57 0.75
Models 2, 4 2.12 1.00 0.20 0.25 −0.05
layer). In this process different velocity models (i.e. P or SV or SH)
are used if wave mode conversion occurs at the upper interface.
In summary, the multiple transmitted/reflected/converted arrivals
are the different combinations or conjugations, via the velocity
discontinuities (i.e. interfaces) of the incident, transmitted, reflected
(or refracted) and converted phases which obey Snell’s Law, Fer-
mat’s Principle and Huygen’s Principle. Note that in some cases, it
may happen that the reflected/transmitted wave hits the interface at
some location earlier than the recorded arrival time of the incom-
ing wave (e.g. a head wave is generated). In such circumstances,
we can define the interface not as a sampled line (or surface) but
as a sampled region for two dimensions (or volume for three di-
mensions) of reasonably narrow width so that one can account
for head wave ray tracing (see Table 1, Pn or Sn, Huang et al.
2013).
Figure 6. 3-D analytic wave fronts of the three wave modes (P, SV and SH) at t = 1.0 s in VTI model 1 (a) and VTI model 2 (b).
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Figure 7. 3-D analytic wave fronts of the three wave modes (P, SV and SH) at t = 1.0 s in TTI model 1 (a) and TTI model 2 (b).
4 BENCHMARK TESTS AND
COMPUTATIONAL EFF IC IENCY
To check the algorithm accuracy in 2-D/3-D anisotropic TI media,
we first show a comparison between the numerical results and the
analytical solutions in a uniform 2-D TI medium, and then provide
benchmark test results against the analytical solutions in two uni-
form 3-D TI media and finally discuss its performance in terms of
computational accuracy and efficiency.
4.1 Error comparison in the 2-D case
For a 2-D benchmark test we select a model scale of size 5.0 km ×
2.5 km, having elastic parameters a11 = 5.2, a13 = 0.93, a33 = 4.0,
a44 = a55 = 1.0 and a66 = 1.0. Three different inclination an-
gles (θ0 = 00, θ0 = 450 and θ0 = 900) for the anisotropy axis were
selected for the tests. The Thomsen parameters corresponding to
the above elastic parameters are α0 = 2 km s−1, β0 = 1.0 km s−1,
ε = 0.15, γ = 0 and δ = 0.285. The cell scale length is 0.2 km
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Figure 8. Relative traveltime errors and CPU times of the ISPM scheme versus cell size and secondary node density for direct arrival tracking in 3-D anisotropic
media.
Figure 9. Ray paths for 10 different kinds of multiple transmitted, converted reflections on a common shot gather. (a) Primary reflections from interface 1
(P1P1), from interface 2 (P1P2P2P1) and from model base (P1P2P3P3P2P1); (b) primary converted reflections from interface 1 (P1SV1), from interface 2
(P1P2SV2SV1) and from model base (P1P2P3SV3SV2SV1); (c) three-times pure P-wave reflections between interfaces 1 and 2 (P1P2P2P2P2P1) and between
the interfaces 1 and model base (P1P2P3P3P2P2P3P3P2P1) and (d) multiple transmitted and mode converted reflections from interface 2 (SV1P2SV2P2SV2P1)
and from the model base (SV1P2SV3P3SV2P2SV3P3SV2P1).
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Table 3. Elastic moduli parameters for the 2-D three-layered
anisotropic VTI model for ray tracing.
a11 a13 a33 a44 a66 θ0(◦)
First layer 9.08 2.98 7.54 2.27 3.84 45
Second layer 20.31 9.58 22.29 8.35 11.36 45
Third layer 13.86 4.31 10.93 3.31 4.34 0
× 0.2 km and the secondary node spacing is 20 m. The source is
located at the centre of the model surface (2.5 km, 0.0 km). The first
arrivals of P, SV and SH for the three cases are calculated and the
corresponding contour lines of the traveltime field are depicted in
Fig. 4, in which the white lines are the analytical solutions whereas
the black lines are the numerical results. The analytical solutions
are obtained from the formulae given in Section 2. From Fig. 4 it
is clear that the numerical results coincide with the analytical so-
lutions, except for the singular directions (triplications) in the SV
wave. The traveltime contours change with the orientation angle of
the symmetry axis. The results for the SV wave show that the ISPM
method fails to calculate the cusps (triplications of traveltime), be-
cause we are unable to use all three values of the group velocity
in a given ray direction. The shortest path method is limited to just
one value, the minimum. The analytical solutions circumvent the
problem because they can express group velocity in terms of the
wave front normal direction (rather than the ray direction) which
is a single-valued function. Inability to handle SV triplications is a
disadvantage of the ISPM numerical method, but it works perfectly
well for the P and SH waves. Note that the traveltime contours
for SH wave are concentric circles due to the fact that for this
model a44 = a66 = 1.0 (i.e. the velocity value for the SH wave is
constant).
4.2 Error comparison in the 3-D case
Next we consider a 3-D anisotropic TTI medium of extent 10 km ×
10 km× 5 km and place the source at the centre of the x-axis (5 km,
0 km and 0 km). The cell length is 0.5 km × 0.5 km × 0.25 km and
the secondary node spacing is 50 m. The uniform Clay Shale model
(Thomsen 1986), was selected as themedium (a11 = 15.1, a13 = 1.6,
a33 = 10.8, a 44 (=a55) = 3.1, a66 = 4.3, corresponding Thomsen
parameters α0 = 3.28, β0 = 1.76, ε = 0.20, γ = 0.19, δ = 0.33),
and two different symmetry axis orientations (θ0 = 00, φ0 = 00 and
θ0 = 450, φ0 = 00) were used to test the accuracy. The traveltime
contours for three different wave modes (P, SV and SH) are shown
in cross perpendicular planes in Fig. 5. The left column depicts
results for the VTI medium (θ0 = 0) whereas the right column
depicts results for the inclined symmetry axis (θ0 = 45◦). The nu-
merical results are consistent with the analytic solutions, except at
the triplications of the SV wave mode.
To visualize the spatial distribution in three dimensions of the
wave front patterns for all three wave modes we have selected four
differentmodels. The elasticmoduli parameters and the correspond-
ing Thomsen parameters for the four different models are tabulated
in Tables 1 and 2, respectively. Fig. 6 is a plot of the analytic wave
fronts for the three modes (from left to right is P, SV and SH) at t= 1
s in the two VTI models (upper panels for Model 1 and lower panel
forModel 2). From the figure the significant anisotropy is evident by
the departure in shape from a simple sphere. The three wave modes
Figure 10. Ray paths for different kinds of multiple transmitted, mode-converted reflections in the undulating layered TTI medium. (a) Pure primary
P wave reflections (P1P1, P1P2P2P1 and P1P2P3P3P2P1) from three different interfaces; (b) twice converted reflections (SV1P1P1, SV1P1P2P2P1 and
SV1P1P2P3P3P2P1) from three different interfaces; and (c, d) transmitted, converted and reflected arrivals from interface 3, corresponding to the incident P
wave for (c) (phase P1SV2P3SV3P2SV1) and incident SV for (d) (phase SV1P2SV3P3SV2P1).
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Table 4. Elastic moduli parameters for the 2-D three-layered
anisotropic VTI model for continuous wave front propagation.
a11 a13 a33 a44 a66 θ0(◦)
First layer 9.08 2.98 7.54 2.27 3.84 0
Second layer 13.86 4.31 10.93 3.31 4.34 45
Third layer 20.31 9.58 22.29 8.35 11.36 90
have quite different wave front shapes or group velocity patterns. In
particular, the two quasi-shear waves (SV and SH) split, propagating
in different wave fronts. The SV wave has cusps (triplications) in
the direction of the symmetry axis. The wave velocities of the three
modes (for each VTI model) are constant in the plane perpendicular
to the symmetry axes, but change with increasing departure angle
from this plane. Fig. 7 is a plot of the equal analytic group velocity
traveltime surfaces for the three different wave modes (from left to
right is P, SV and SH) at t = 1 s for the two TTI models (upper pan-
els for Model 3 and lower panels for Model 4). Comparing Figs 6
and 7, it is apparent that the wave front shapes are the same ex-
cept for the rotation with respect to inclination angle θ0 = 450 and
azimuth angle ϕ0 = 3150. The combination of elastic parameters
underlying Figs 6 and 7 yields negative values for the Tsvankin &
Thomsen (1994) parameter [σ = ( α0
β0
)2(ε − δ)], which gives rise to
the triplications along the symmetry axis in each case.
4.3 Computational efficiency in the 3-D case
In previous studies (Bai et al. 2007, 2009, 2011) we concluded
that the efficiency of the ISPM depends on both the cell size and the
number of secondary nodes. For the 2-D situation the computational
efficiency is not an important issue, but for 3-D problems it can
be important and so it is instructive to analyse the CPU time of
ray tracing in 3-D anisotropic media. A uniform TTI model of
size 10 km × 10 km × 10 km having the same elastic parameter
values as underlying Fig. 5 (see previous section) and symmetry
axis angles θ0 = 450 and ϕ0 = 00 was used for the test. We selected
four different cell sizes (500 m, 250 m, 200 m and 125 m) in
the model parametrization. For each different cell-sized model five
different numbers of secondary nodes (3, 5, 7, 9 and 11) were used
to progressively increase the ray coverage. The source is located at
the centre of model base and 101 × 101 receivers were arranged
over the top surface of the model (uniformly distributed). Results
for all 20 different combinations of cell size and secondary node
density were obtained for direct P arrivals. The traveltime errors
Figure 11. Wave front simulation of multiple transmitted, mode-converted reflections (phase: P1P2P3P3P2P2P3P3P3P3P2P1) in successive fashion in
undulating layered TTI media (wave front interval is 0.2 s). The white lines are the two buried interfaces.
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Table 5. Elastic moduli parameters for the 3-D two-layered
anisotropic TTI model for ray tracing.
a11 a13 a33 a44 a66 θ0(◦) ϕ(◦)
First layer 15.1 1.6 10.8 3.1 4.3 0 0
Second layer 6.3 2.25 4.51 1.0 1.5 45 315
Figure 12. (a) 3-D ray paths of primary reflected phase (P1P1, blue line)
from subsurface interface 1 and (P1P2P2P1, green line) from the model
base and (b) 3-D ray paths of twice converted reflection phase (P1SV1P1,
blue line) from the subsurface interface and (P1SV1P2SV2P1, green line)
and from the model base.
(measured against the analytical solutions) along with the CPU
time for each run are graphed in Fig. 8 (the PC computer used is a
Lenovo Pentium(R) D-2.39 GHz). The average relative error drops
significantly as the number of secondary nodes increases (or as the
secondary node spacing decreases) for a fixed cell size. (Fig. 8a),
but slightly increases as the cell size increases for a fixed secondary
node density (Fig. 8b). That is, the computing error is dependent
on the secondary node spacing if a suitable cell size is used in the
model parametrization. We also observe from Figs 8(b) and (d) that
the CPU time increases dramatically with an increase in the number
of secondary nodes and as the cell size decreases. There is a clear
trade-off between accuracy and efficiency. It is recommended that
a relatively large cell size be used in the model parametrization
but more secondary nodes be applied to increase the ray coverage.
In this way it is possible to obtain the required level of accuracy
without undue extra computational effort.
Figure 13. Faulted anisotropic model for crosshole traveltime tomography,
the 5 elastic model parameters for each sub-volume are indicated in the
figure. Note that the 5 elastic parameters have the same anomalous structure
as shown in the figure.
5 . MULTIPLE TRANSMITTED /
REFLECTED /CONVERTED ARRIVALS
IN 2 -D / 3 -D TT I MEDIA
5.1 Multiple transmitted/reflected/converted arrivals
in 2-D TTI media
For tracking multiple transmitted/reflected/converted arrivals in
anisotropic media, we selected a four-layered TTI model having
two horizontal interfaces (upper and basal) and one tilted in-
terface (see Fig. 9). The elastic moduli and the inclination an-
gle of the symmetry axis for the three distinct layers above the
basal interface are listed in Table 3. The source is located at the
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Table 6. Thomson parameters for the crosshole anisotropic VTI model
having an embedded fault structure.
α0 (km s−1) β0 (km s−1) ε γ δ
Background 3.28 1.76 0.20 0.19 −0.22
Fault zone 3.92 2.05 0.33 0.57 0.75
centre of the model surface (4.0 km, 0.0 km), and 33 receivers
were uniformly arranged along the top model surface. Fig. 9
shows the ray paths for various transmitted, reflected and con-
verted waves from the three different interfaces—diagram (a):
ray paths for pure primary P reflections (phases: P1P1, P1P2P2P1
and P1P2P3P3P2P1) from the three interfaces; diagram (b): ray
paths for primary converted (P→SV) reflections (phases: P1SV1,
P1P2SV2SV1 and P1P2P3SV3SV2SV1) from the three interfaces; di-
agram (c): ray paths for three-times reflected pure P waves be-
tween interfaces 1 and 2 (P1P2P2P2P2P1) and between interfaces
1 and 3 at the base of the model (P1P2P3P3P2P2P3P3P2P1); and
diagram (d): ray paths for multiple transmitted and converted re-
flections from interface 2 (SV1P2SV2P2SV2P1) and from interface 3
(SV1P2SV3P3SV2P2SV3P3SV2P1).
The multistage ISPM scheme (Bai et al. 2010) is capable of
computing traveltimes in the presence of undulating interfaces with
lateral variations in the model parameters. To illustrate its perfor-
mance in such cases for anisotropic media, we have selected the
same scale length model and elastic parameters as for Fig. 9, but
now impose undulating surface topography and layer interfaces (see
Fig. 10). The tilt angles for the anisotropy symmetry axes are 0◦,
45◦ and 90◦ for layers 1, 2 and 3, respectively. The source is located
at the far left boundary at a depth of 1.0 km and 21 receivers are
uniformly arranged along the model top surface. Fig. 10(a) shows
the ray paths for pure primary P reflections (P1P1, P1P2P2P1 and
P1P2P3P3P2P1) from the three layer boundaries, whereas Fig. 10(b)
shows the ray paths for the two-times mode-converted reflections
(SV1P1P1, SV1P1P2P2P1 and SV1P1P2P3P3P2P1) from the same in-
terfaces. Figs 10(c) and (d) depict the same ray paths for transmitted,
converted and reflected arrivals from the interface 3, assuming for
incident P in diagram (c) (phase P1SV2P3SV3P2SV1) and incident
SV in diagram (d) (phase SV1P2SV3P3SV2P1).
To visualize wave propagation in the anisotropic medium, we
selected the same sized model and the undulating interfaces as
in the Fig. 10, but with different elastic moduli parameters and
symmetry axes for each layer (see Table 4), and shown in Fig. 11
are the wave fronts for the pure transmitted and reflected phase
P1P2P3P3P2P2P3P3P3P3P2P1. The simulated wave emanates from
the source, propagates downwards and transmits through interfaces
1, 2 and reaches the bottom interface (diagram a). It then reflects
back from the bottom interface and transmits upward through inter-
face 2 and arrives at interface 1 (diagram b). From here it reflects
downwards from interface 1 and transmits through interface 2 and
reaches the basal interface (diagram c). Next it reflects back upwards
again from this interface and propagates to interface 2 (diagram d).
It then reflects back downwards from the interface 2 and reaches the
bottom interface again (diagram e), from where it reflects back up-
wards and propagates all the way to the top surface, passing through
interfaces 2 and 1 (diagram f).
5.2 Multiple transmitted/reflected/converted arrivals
in 3-D TTI media
In this section we consider a 3-D TTI model having dimensions of
50 km× 50 km× 50 km and comprising two distinct layers above a
half-space. The surface topography and the bottom interface are un-
dulating whereas the top interface separating layers 1 and 2 is planar
and dipping. The elastic parameters and symmetry axis angles for
the two layers are as listed in Table 5. For the model parametriza-
tion, we selected a cell size (2.0 km × 2.0 km × 2.0 km) and used
seven secondary nodes (at a spacing of 0.25 km) in each direction
of the cell surface. The source is located at a depth of 10 km on
the centre line of the model. The 31 receivers are arranged along
the back edge and two side boundaries of the top topographic sur-
face. Fig. 12(a) shows the ray paths computed for the pure P-wave
primary reflections from the first interface (P1P1) and the second in-
terface (P1P2P2P1). The twice mode-converted reflections between
the model surface and the first interface (P1SV1P1), and between
the model surface and the second interface (P1SV1P2SV2P1) are
computed and the corresponding ray paths shown in Fig. 12(b).
For clarity of presentation we have shown only these primary and
twice mode-converted reflections but more complicated multiple
transmitted/reflected/converted arrivals can easily be modelled and
incorporated with other subroutines, such as an inversion solver, for
tomographic purposes. Note that for simplicity of presentation pur-
poses, we only show some examples for media with homogeneous
layers in the 2-D and 3-D cases, but lateral variations in the elastic
parameters are also possible. This is one distinct advantage of the
ISPM algorithm; it is capable of finding the ray paths in a medium
with high contrast elastic parameters.
Figure 14. Ray paths of direct arrivals (grey lines) and pure reflections (black lines) from the model base for the qP wave (left panel), qSV wave (middle panel)
and qSH wave (right panel).
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Figure 15. Results of the elasticmodel parameter inversion using direct qP arrivals and pure reflected qPqP arrivals. Note that for highlighting the reconstruction,
contour lines are superimposed on the images in this figure as well as in Figs 16–20.
6 APPL ICAT ION TO CROSSHOLE
TOMOGRAPHY
Zhou & Greenhalgh (2008) developed two kinds of non-linear
anisotropic inversion algorithm to directly reconstruct the elastic
moduli or the Thomsen parameters for various anisotropic TTI
models by using the first arrivals of the P, SV and SH waves. One
is referred to as the Thomsen parameter scheme and the other is
called the elastic modulus scheme. In this section we used the elastic
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Figure 16. Results of the elastic model parameter inversion using direct qSV arrivals and pure reflected qSVqSV arrivals.
modulus scheme and extended its functionality by exploiting more
arrivals (direct waves + reflected waves) to image the structure of
the five elastic constant model parameters. Fig. 13 shows a faulted
VTI model and its elastic parameters. The corresponding Thomsen
parameters for background medium and the faulted layer are listed
in Table 6. The crosswell recording geometry for this synthetic to-
mography experiment entails 21 sources located in the left borehole
(left edge of the model) at an equal spacing over the 600 m depth
range and 21 receivers uniformly arranged in the opposite borehole
at the right edge of the model. The model base is taken to be a
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Figure 17. Results of the elastic model parameter inversion using direct qSH arrivals and pure reflected qSHqSH arrivals.
reflecting interface. Traveltimes for both direct P, SV and SHwaves
and pure reflected PP, SVSV and SHSH waves from the model base
were computed and used as the input data for tomographic pur-
poses. To appreciate the ray coverage, we show, in Fig. 14, the ray
paths for three kinds of direct arrivals (grey lines) and pure reflec-
tions (black lines) from the model base for the P-wave (left panel),
the SV-wave (middle panel) and the SH-wave (right panel). From
Fig. 14, it is clear that the ray coverage is good in the central bottom
part of the model, but not so good in the central top part and in the
neighbourhood of the two embedded anomalies.
To simulate the real case, we added ±50 ms and ±100 ms
maximum random noise levels to the traveltimes of the di-
rect waves (qP, qSV and qSH) and pure reflected waves (qPqP,
qSVqSV and qSHqSH), respectively. First, we use the background
velocitiesVP = √a33, VSV = √a44, VSH = √a66) as the initial
model parameters and undertake a non-linear isotropic inversion
(see Bai & Greenhalgh 2005) to reconstruct the P, SV and SH
velocity structures (results not shown for reasons of economy of
presentation). It is clear from these results that the faulted layer is
not recovered, and even the background velocity structure is incor-
rect. Inverting anisotropic data with an isotropic algorithm totally
fails despite exploiting both direct and reflected arrivals. By con-
trast, it is possible to recover the five elastic moduli parameters for
each layer (background plus faulted bed) by using an anisotropic
inversion code (see Zhou & Greenhalgh 2008) with the combined
arrival time data. By using the background model (i.e. a11 = 15.1,
a13 = 1.6, a33 = 10.8, a44 = 3.1 and a66 = 4.3) as the starting model,
Fig. 15 shows the four elastic model parameters (a11, a13, a33 and
a44) reconstructed by combining the direct qP and reflected qPqP
traveltimes. From the figure it is clear that the four elastic moduli
parameters are well recovered both in terms of anomaly shape and
magnitude, except for the parameter a33, which is distorted to some
degree. This is partially due to the high contrast in the a33 values
between the anomaly and the background. Note that the above elas-
tic moduli inversion scheme is able to recover the structure of the
‘shear wave-related’ parameter (a44) from the P-wave data. Fig. 16
displays the same four elastic moduli parameters reconstructed by
combining direct the qSV and reflected qSVqSV data. Only the elas-
tic modulus parameter a44 is recovered in the right position and of
the correct strength, whereas parameter a13 is roughly in the right
position but not of the correct magnitude. Fig. 17 depicts the to-
mograms obtained for the other two elastic moduli parameters (a44
and a66) by combining the direct qSH and reflected qSHqSH arrivals
times. From Fig. 17 it can be seen that the parameter a66 is recovered
in the right position and magnitude, but for a44 only the anomaly
strength is reliably recovered. Furthermore, there exist two image
artefacts (see left panel of the Fig. 17).
From Figs 15–17 it is evident that all elastic model parameters
are recovered in the right positions and approximately the right
magnitudes. Furthermore, the reconstructed parameter a44 for the
faulted layer is in the correct position, regardless of whether com-
bined qP + qPqP, qSV + qSVqSV, or qSH + qSHqSH arrival times
are used. From this synthetic data inversion test it is obvious that the
tomographic solution is strongly dependent on using the appropriate
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Figure 18. Comparisons between the non-linear VTI and TTI inversions using TTI data of direct qP arrivals and pure reflected qPqP arrivals.
inversion algorithm if anisotropy is present. The traditional
(isotropic) inversion method cannot be expected to work in such
situations. It was assumed in the above anisotropic inversion that
the orientation angles for the axis of symmetry (VTI case) is known
in advance.
Next we show the difference between the VTI and TTI inversions
when the data conform to a tilted symmetry axis. The five elastic
moduli parameters are the same as mentioned above (Fig. 13). The
corresponding Thomsen parameters are equivalent for the model
(see Table 6), but the symmetry axis is now rotated through an
angle of 45◦ (TTI case). Figs 18–20 show the tomograms for both the
VTI and TTI inversions using three different combinations of data
(Fig. 18, results for qP + qPqP; Fig. 19, results for qSV + qSVqSV
and Fig. 20, results for qSH+ qSHqSH). TheVTI inversion is unable
to properly image the structure, regardless of which combination of
arrival time data qP+ qPqP, or qSV+ qSVqSV, or qSH+ qSHqSH,
is used. Both the position and magnitude of the anomalous faulted
bed are incorrect. In fact, the faulted bed gets rotated into the
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Figure 19. Comparisons between the non-linear VTI and TTI inversions using TTI data of direct qSV arrivals and pure reflected qSVqSV arrivals.
direction of the TTI symmetry axis (see two left panels of Figs 18
and 19, and the top panels of Fig. 20). Note that parameter a11 is not
sensitive to the symmetry axis, but only the shape of the anomaly
is recovered. By contrast, TTI inversion of the data (assuming the
correct tilt angle) recovers most elastic moduli parameters (see
the two right panels of Figs 18 and 19, and the bottom panels of
Fig. 20). It is therefore important to know in advance the rough
model structure (i.e. whether the medium is anisotropic or not and
if so, the approximate tilt angle). Of course, the tilt angle could be
an additional unknown to solve for in TTI inversion but as shown
by Zhou & Greenhalgh (2008) the large differences in sensitivities
between the angles and the elastic parametersmake this problematic.
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Figure 20. Comparisons between the non-linear VTI and TTI inversions
using TTI data of direct qSH arrivals and pure qSHqSH arrivals.
7 CONCLUS IONS
Multiple transmitted, mode-converted and reflected (or critically re-
fracted, as a special case) wave fronts of seismic waves are caused
by discontinuous variations in the wave speed and/or ray directions
in anisotropic media. The additional phases yield more subsurface
information than the direct (first arrival) waves alone. However, in
traditional earthquake location, traveltime tomography and migra-
tion imaging, only the information from the first (primary) arrivals
is normally used. Nevertheless, the primary reflections or other later
arriving phases are important for improving the hypocentre location
accuracy and also the tomographic resolution because improved an-
gular coverage of the target and more constraint parameters are pro-
vided in seeking a physical solution. We have therefore extended
in this study the multistage ISPM scheme to anisotropic media
and developed the multiple transmitted/reflected/converted arrival
tracking algorithm for general TTImedia (including as special cases
VTI and HTI media). The numerical tests, in terms of accuracy and
computational economy, suggest that it is a practical and efficient
algorithm to trace multiple transmitted/reflected/converted arrivals
in general 2-D/3-D TTI media. With the irregular cell interpolation
technique and the multistage computational scheme, it is a promis-
ing way to predict the multiple transmitted, converted and reflected
waves in general 2-D/3-D layered TTImedia involving curved inter-
faces. Numerical (synthetic) experiments of crosshole tomography
data clearly show the significant influence of anisotropy and the
need to incorporate it into the inversion. Note that resolving the
orientation of the symmetry axis in the inversion remains difficult
and it is not attempted in this work.
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