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Abstract
The prediction of temporal concentration profiles of a transported pollutant in a river
is still a subject of ongoing research efforts worldwide. The present paper is aimed
at studying the possibility of using Multi-Layer Perceptron Neural Networks to evaluate
the whole concentration versus time profile at several cross-sections of a river under5
various flow conditions, using as little information about the river system as possible.
In contrast with the earlier neural networks based work on longitudinal dispersion co-
efficients, this new approach relies more heavily on measurements of concentration
collected during tracer tests over a range of flow conditions, but fewer hydraulic and
morphological data are needed. The study is based upon 26 tracer experiments per-10
formed in a small river in Edinburgh, UK (Murray Burn) at various flow rates in a 540m
long reach. The only data used in this study were concentration measurements col-
lected at 4 cross-sections, distances between the cross-sections and the injection site,
time, as well as flow rate and water velocity, obtained according to the data measured
at the 1st and 2nd cross-sections.15
The four main features of concentration versus time profiles at a particular cross-
section, namely the peak concentration, the arrival time of the peak at the cross-
section, and the shapes of the rising and falling limbs of the profile are modeled, and
for each of them a separately designed neural network was used. There was also a
variant investigated in which the conservation of the injected mass was assured by ad-20
justing the predicted peak concentration. The neural network methods were compared
with the unit peak attenuation curve concept.
In general the neural networks predicted the main features of the concentration
profiles satisfactorily. The predicted peak concentrations were generally better than
those obtained using the unit peak attenuation method, and the method with mass-25
conservation assured generally performed better than the method that did not account
for mass-conservation. Predictions of peak travel time were also better using the neural
networks than the unit peak attenuation method. Including more data into the neural
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network training set clearly improved the prediction of the shapes of the concentra-
tion profiles. Similar improvements in peak concentration were less significant and the
travel time prediction appeared to be largely unaffected.
1 Introduction
For many years researchers have been interested in modeling the transport of pollu-5
tants, which, if released to a river, could endanger its ecosystem and peoples’ health
(Taylor, 1954; Fischer et al., 1979; Rutherford, 1994). In most cases interest is focused
on forecasts of the peak concentration that would occur at particular locations, the ar-
rival time of the peak and the duration of occurrence of dangerous pollutant levels.
When adequate morphological and hydraulic data are available, one may apply the10
well-known Advection-Dispersion equation (Taylor, 1954) or its extension in the form of
the Transient Storage Zone Model (Thackston and Schnelle, 1970; Czernuszenko and
Rowinski, 1997; Czernuszenko et al., 1998; Hart, 1995; Manson, 2000; Cheong and
Seo, 2003; Rowinski et al., 2003; De Smedt et al., 2005; Guymer and Dutton, 2005)
to evaluate concentration versus time profiles at different distances from the pollutant15
release point. But such detailed measurements of, for example dispersion coefficients
and travel times, are neither easy nor cheap to perform.
Recently it was shown that Multi-Layer Perceptron (MLP) Neural Networks may fa-
cilitate the evaluation of longitudinal dispersion coefficients in rivers where no prior
knowledge of their mass transport characteristics was available (Kashefipour et al.,20
2002; Rowinski et al., 2005; Wallis et al., 2007). Following similar principles, the main
idea of the present paper is to study the possibility of using MLP Neural Networks to
evaluate the whole concentration versus time profile at several cross-sections of a river
under various flow conditions, using as little information about the river system as pos-
sible. In contrast with the earlier neural networks based work on longitudinal dispersion25
coefficients, this new approach relies more heavily on measurements of concentration
collected during tracer tests over a range of flow conditions (for training the neural
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networks), but fewer hydraulic and morphological data are needed. Of course, this
sort of fieldwork is expensive to carry out, so the proposed method may be of rather
limited applicability in the present form. However, the work reported here should be
considered as a first step, which if successful would encourage the pursuit of a simi-
lar approach based on more easily available information, such as river sinuosity and5
channel slope, to enable concentration versus time profiles to be predicted for different
rivers, including those where neither tracer tests nor detailed channel measurements
were available. This is the proposed subject of further work.
2 Experiments on the Murray Burn
Between 1999 and 2001 26 tracer experiments (denoted E1–E26) were performed on10
the Murray Burn, which is a small river that flows through the Heriot-Watt University
Campus at Riccarton in Edinburgh. These experiments were undertaken at various
flow rates in a 540m long reach. Each experiment consisted of the release of a tracer
(Rhodamine WT) followed by the collection of tracer concentrations at up to 4 cross-
sections (denoted CS1-CS4), see Fig. 1. The tracer was injected to the river at the15
same place each time. In the first few experiments concentration measurements were
collected only at the first two cross-sections, but in the later experiments three or four of
the cross-sections were used. In a few cases, equipment or human failure led to data
not being successfully collected. Further information on the experiments is available in
Burke (2002).20
In the present paper MLP Neural Networks are used to predict the tracer concen-
tration versus time profiles at all the cross-sections where tracer data was collected,
for 19 of the experiments, which were originally considered to contain reliable data,
although, as will be described in the following sections, are not necessarily free from
errors. Only the selected 19 experiments are considered further in the paper, but the25
notation E1–E26 is retained.
The concentration measurements were taken at different sampling intervals, ranging
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from 20 s to 3min, depending on the flow rate during the particular experiment and the
distance of the cross-section from the tracer injection site. Also according to the flow
rate, which ranged from 14 to 2931 l/s, different amounts of tracer were released to the
river – varying between 0.05 and 0.9 g. Clearly, the number of samples collected during
particular experiments differed, being dependent on the flow rate, the sampling interval5
and number of cross-sections covered, however, for all experiments the sampling was
designed to capture well resolved profiles. Some pertinent information is summarized
in Table 1.
3 Model input variables
As stated earlier, the application of MLP Neural Networks requires several experi-10
ments to be performed to obtain a sufficient number of data to train the model. On
the other hand, the method could use a very small number of different variables. In
the present study the only data used were concentration measurements collected at
4 cross-sections, distances between the cross-sections and the injection site, time, as
well as flow rate and water velocity, obtained according to the data measured at the15
1st and 2nd cross-sections. There are good reasons for using only a few input vari-
ables. For example, using a small number of input and hidden nodes in the neural
networks (see later comments) facilitates parameter optimization. There is always a
contradiction between providing the model with relevant and useful information and not
over-expanding the number of parameters to be optimized.20
The flow rate used was evaluated at CS1 using dilution gauging, i.e. by dividing the
mass of tracer released by the area under the concentration versus time profile, and
the velocity was evaluated from the centroid travel time between CS1 and CS2.
As we are interested in the evaluation of tracer versus time concentration profiles
at 4 different cross-sections, their distance from the tracer release location and time25
are obvious input variables. Although flow rate and velocity are expected to be cor-
related, after preliminary tests both were considered necessary to obtain reasonable
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results. This reflects the fact that flow rate affects concentrations via dilution, while
velocity affects the travel time of the tracer. Some complications were apparent in the
flow rates and velocities evaluated at each cross-section and in each sub-reach, re-
spectively. For example, both flow rate (obtained from dilution gauging) and velocity,
from the same experiment, varied slightly from one cross-section to another. Since5
there was no consistent pattern to the flow rate variations it is difficult to explain them,
and they were probably the result of errors due to one or more of: natural tributary
inflows and/or surface water drainage from the surrounding Campus (although none
were clearly visible during the experiments); non-conservative behaviour of the tracer
(not considered very likely in view of the short contact times); poor mixing of the tracer;10
errors in the concentration profiles associated with inconsistent background concentra-
tions, incomplete profiles and/or poorly resolved profiles. Variations in velocity along
the experimental reach could also arise from these errors, but would also reflect the
non-uniform nature of the river channel – generally the slope reduces and the channel
narrows and deepens with distance from the tracer release site.15
Although the evaluated flow rates and velocities showed an expected positive corre-
lation over the full range of experiments (velocity increasing non-linearly with flow rate
in the first sub-reach, for example), some inconsistencies were also apparent between
experiments conducted at similar flow rates. For example, consider the flow rates at
CS1 and the velocities in the first sub-reach for the following four pairs of experiments20
shown in Table 1: E10 and E15; E16 and E17; E9 and E18; E20 and E22; and four
experiments performed in almost equal flow conditions: E4, E5, E8 and E15. We would
expect little variation in velocity if there is little variation in flow and we would expect
higher velocities to be associated with higher flow rates. The fact that this isn’t always
the case reflects the presence of noise in the data that will tend to decrease the quality25
of the predictions being made.
To avoid using the mass of tracer injected to the river as an input variable (potentially
necessary because different masses of tracer were used in the experiments, based
on a visual assessment of the flow rate before each experiment), all the concentration
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data were normalized to values that corresponded to the injection of 0.1 g of tracer. The
predicted results, however, are presented (re-scaled) for the real injected tracer mass.
This approach was possible due to the assumption of a linear dependence between
the mass of tracer injected and the concentration of solute in the river.
Note that Table 1 also shows two divisions of the data into training, validation and5
testing sets. The training data are used by the neural networks to optimize the model
parameters, the validation set is used by the stopping criterion of the optimization algo-
rithm (to avoid overfitting of the network), and the testing set includes fully independent
data, used to check the quality of predictions made with the model. In the present
work all of the data collected during a particular experiment belonged to the same data10
division set. Two versions of data division were used – the first one (D9) with 9 experi-
ments in the training, 5 in the validation and 5 in the testing set allowed more data for
optimization procedures, in principle enabling better prediction, whereas the second
one (D5) limited the training set to 5 experiments and the validation set to only 3 exper-
iments, leaving most of the data (11 experiments) in the testing set. Further reductions15
in the amount of training data did not produce reliable results.
4 Methodology of proposed approach
The MLP Neural Networks should be able to predict concentrations at several locations
downstream of the injection point, at various times. The four main features of concen-
tration versus time profiles at a particular cross-section, which should be available from20
the model, are the peak concentration, the arrival time of the peak at the cross-section,
and the shapes of the rising and falling limbs of the profile. Following this idea, in the
proposed approach four separate networks are used: N1 concerns the profile’s rising
limb (i.e. concentrations before the peak); N2 concerns the profile’s falling limb (i.e.
concentrations after the peak); N3 concerns the peak travel time; and N4 concerns the25
peak concentration. Two model versions were constructed: version V1 consisted of
networks N1–N4; version V2 consisted of networks N1–N3. The peak concentration in
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V2 was evaluated in the way described below. The input and output variables of the
four neural networks are summarized in Table 2.
It is important to note that for networks N1 and N2 no information about the peak
concentration is needed. The output of the network is given as a percentage of the
peak concentration, with the actual concentrations being obtained when the peak con-5
centration is evaluated.
In version V1, after merging the results evaluated by networks N1–N4, one obtains
the full concentration versus time profile. Unfortunately, as each step is performed
separately by a different network, the V1 approach does not necessarily conserve the
mass of tracer injected. This could be the result of either the peak concentration or10
the limbs of the profile not being accurately predicted. The former is avoided in version
V2 because no neural network is used to evaluate the peak concentration. Instead,
when the shapes of the concentration versus time profile are obtained from networks
N1 and N2, the peak concentration is chosen such that the areas under the curves
are equal at all cross-sections. Assuming that the flow is the same along the whole15
experimental reach (only flow from CS1 is used by the model), this approach provides
mass conservation and makes the modeling easier, because one network is excluded.
Note, however, as already alluded to, that unexplained errors in some of the observed
concentration profiles led to real or apparent non-conservative behaviour in some of
the experiments. This has some impact on the quality of the agreement between the20
predicted and observed profiles, as discussed in Sect. 6.
5 Multi-Layer Perceptron Neural Networks
MLP Neural Networks are well known universal approximators (Haykin, 1999). They
consist of nodes grouped in input, hidden and output layers. Nodes in consecutive
layers are connected via weights, which are the parameters to be optimized. A typical25
MLP network scheme is shown in Fig. 2 in which xi represent the K input variables, yj
represents the output variable, wi l and vl are network weights to be optimized and al
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represent the signals dispatched by each of M hidden nodes.
In the present application the signals dispatched by each of the hidden nodes (ai )
are evaluated via the following so-called logistic function:
al =
[
1 + exp
(
−w0l−
K∑
i=1
wi l xi
)]
−1
(1)
In the final node, the output from the network is evaluated via a linear function (in case5
of N3 and N4),
yj = −v0−
M∑
l=1
vl al (2)
or via a logistic function (for N1 and N2)
yj =

1 + exp


−v0−
M∑
l=1
vl al




−1
(3)
When applying the logistic function to the final node, the output value is always con-10
strained to be within a limited range. This is favourable when predicting the shape of
the profile, because the concentration in the rising or falling limb of the profile cannot
exceed the peak concentration or drop below 0. However, this is not suitable for eval-
uating the peak travel time or the peak concentration, so the linear function is used in
the output node in these cases.15
In each case all the available input and output data were normalized linearly to [0,1]
before being presented to the network. The computed value of the output variable
was then re-scaled, to obtain the final output value. The number of hidden nodes was
chosen experimentally. For the evaluation of peak travel time (N3) and peak concen-
tration (N4), the number of training data used was significantly smaller than in case of20
modelling the shape of the profile (N1 and N2), because there was only one piece of
2747
HESSD
4, 2739–2768, 2007
Evaluation of 1-D
tracer concentration
profile by ANN
A. Piotrowski et al.
Title Page
Abstract Introduction
Conclusions References
Tables Figures
◭ ◮
◭ ◮
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
EGU
data per cross-section and per experiment. As a result, to not overparameterize the
network, it was assumed that no more than 3 hidden nodes should be used. In case
of profile shape modelling (N1 and N2) the number of data available at a particular
cross-section during each experiment differed according to the velocity, the spread of
the concentration profile and the time interval between consecutive concentration val-5
ues, but the number of pieces of data was high enough to not impose a priori any limit
on the number of hidden nodes to be used. In practice the best results were obtained
for neural networks with 5–6 hidden nodes.
For the optimization process the following, well known objective function (J) was
applied:10
J = min
w ,v
N∑
j=1
(
dj − yj (w , v )
)2
(4)
where dj is the measured value of the output variable, yj is the predicted value of
the output variable and N represents the number of data. To optimize each network
the Levenberg-Marquardt algorithm (Press et al., 1990) with a multi-start approach (to
avoid sticking in local optima) was applied. For each start of the algorithm, the initial15
parameter values were chosen randomly.
Table 3 presents the details of the MLP Neural Networks used to evaluate tracer
concentration versus time profiles for the two data divisions, D5 and D9. The network
structure shown presents the number of input, hidden and output nodes, consecutively.
6 Results20
Predictions of concentration versus time profiles were made using both versions (V1
and V2) of the proposed approach. Results were obtained for all 4 cross-sections of the
19 experiments summarized in Table 1, using the two data divisions described earlier
(D5 and D9).
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Obviously in the case of peak travel time and peak concentration, only one mea-
surement per experiment and cross-section exists. This may cause problems when
comparing results, because the most popular comparison index, the root mean square
error (RMSE), also used in the present paper, is more sensitive to larger magnitude
variables. For example, it would take exaggerated values when considering concentra-5
tions at CS1 compared to CS4 (because concentrations decrease with distance from
the tracer release site) and it would take exaggerated values when considering concen-
trations at lower flows compared to those at higher flows (because of smaller dilution).
Similar arguments can be made for travel times also. Hence, another comparison in-
dex, namely Mean of Absolute Error (ME), in the form proposed by Kashefipour and10
Falconer (2002) for longitudinal dispersion coefficient estimation, a topic in which simi-
lar problems occur, is also used. ME is defined as:
ME =
1
N
N∑
j=1
∣∣∣∣∣log10
(
yj (w , v )
dj
)∣∣∣∣∣ (5)
where N is the number of data, dj and yj are measured and predicted values, respec-
tively, and w and v are as previously defined in Sect. 5.15
When comparing results from networks N1 and N2, which predict the rising and
falling limbs of the profile, the ME criterion is less important because plenty of data
were collected during each experiment and the measurements are always in the [0,1]
interval, where 1 indicates 100% of peak concentration. As a result, only the RMSE
criterion was considered for these cases. Although both RMSE and ME are useful in20
general evaluations of different methods, visual comparisons remain an effective way
for comparing predicted and observed concentration versus time profiles.
In order to assess how well the neural network approach performs, it is useful to
compare it against an existing method. The method suggested by Wallis (2006), de-
signed to evaluate peak travel time and peak concentration for each cross-section sep-25
arately as a function of flow rate, was available for this purpose. Like the proposed
neural network approach, it requires several tracer tests to be performed under differ-
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ent flow rates. For each cross-section, a nonlinear relationship between flow and peak
travel time is established by means of non-linear regression and then the unit peak
attenuation curve concept (Jobson, 1999; Wallis, 2006) is used. From the unit peak
concentration one simply finds the true peak concentration value by re-scaling. This
method is referred to as the UPA method in the remainder of the paper.5
In the application of the UPA method, the required nonlinear trends were identified
for each cross-section for both variants of data division (D5 and D9), using only the
data in the neural network training set. A power law type of regression was selected,
for both peak travel time versus flow and for unit peak concentration versus peak travel
time. These regression equations are shown in Table 4.10
In contrast to the neural network approach in which only flow rate at CS1 was used,
individual flow rates at each cross-section (evaluated by dilution gauging) were used in
the UPA regression analyses. Unfortunately, for experiments E16 and E17 difficulties
with the tails of the profiles at CS4 meant that the flows were unreliable. As a result
of this and also because data was not recorded at CS4 in all the experiments, the15
training data set that could be used in the UPA method at the fourth cross-section was
the same for both D5 and D9 data divisions. This reduced data set, denoted as CS4*
was comprised of experiments E20, E24 and E25, see Table 1. Hence the regression
equations are the same for both data divisions, see Table 4.
Results are presented in Tables 5–7 and in Figs. 3 and 4. Table 5 shows results of20
RMSE and ME for peak concentration (PCC) for each cross-section from three meth-
ods (V1, V2 and UPA) and for both data divisions (D5 and D9). Values of RMSE and
ME were evaluated from all the cases in the training, validation and testing data sets.
Similarly, Table 5 also shows results for peak travel time (PTT) for which results from V1
and V2 are the same (denoted as V1-2). Table 6 shows the neural network results of25
RMSE and ME for peak concentration and peak travel time in a different way – results
are evaluated over all cross-sections for each of the training, validation and testing data
sets. Table 7 shows RMSE values for the rising and falling limbs computed from neural
networks N1 and N2, respectively, for both data divisions: again results are evaluated
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over all cross-sections for each of the training, validation and testing data sets. To aid
comparisons in the tables, the best result (minimum RMSE and ME) is highlighted. Fig-
ures 3 and 4 show concentration profiles for all the experiments and allow predictions
from neural network methods V1 and V2 to be compared with the observed profiles.
Table 5 shows that, in general, methods V1 and V2 make better predictions of peak5
concentration and peak travel time than the UPA method, for both data divisions. Only
for CS1 does the UPA method sometimes give better results. Predictions of peak
concentration from method V2 are generally better than those from method V1. In
the majority of cases using either RMSE or ME identifies the same best method. The
peak travel time results illustrate well the reduced sensitivity of ME, compared to that of10
RMSE, to the magnitude of the variable under scrutiny. Here, if this sensitivity were not
recognised the RMSE results would suggest a significant deterioration in the quality of
the peak travel time predictions from both the UPA and neural network approaches with
distance along the reach. Yet this is not supported by Figs. 3 and 4. In contrast, the
ME results better reflect the quality of the peak travel time predictions. Indeed, it is not15
even clear that there is any trend in the quality of the predictions of peak travel time or
peak concentration with distance along the reach. It is also important to remember that
much fewer tracer tests covered CS3 and CS4 than CS1 and CS2, so the results for far
lying cross-sections may be more sensitive to measurement errors in the concentration
profiles.20
In general the results in Table 5 show some improvement in predictions using data
division D9 compared to D5. In about 65% of the cases there are reduced values of ME
and RMSE, but there is a large variation in the magnitude of the improvement and there
are several inconsistencies also. This indicates that the quality and consistency of the
data used as well as the number of data used has a bearing on the results. For exam-25
ple, moving an experiment containing relatively poor data into the training data set of a
neural network may have an adverse effect on the predictions. Similarly, introducing an
outlying piece of data into the UPA method may result in less representative regression
relationships being identified that go on to have a negative effect on predictions.
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Table 6 shows that the neural network predictions of peak concentration and peak
travel time are generally poorer for the testing data set than for the training and vali-
dation sets. This trend is found for both versions (V1 and V2), for both performance
criteria (ME and RMSE) and for both data divisions (D5 and D9). Of course, this is to
be expected since most models perform better with the data used in their calibration5
than when using independent data. As with the results in Table 5 using either ME or
RMSE identifies the same better model, although Table 6 does not show so clear a
trend that network V2 gives better predictions than network V1. There are no clear
differences between the two data divisions.
When comparing RMSE of the rising and falling limbs of the concentration profiles,10
see Table 7, a small but consistent improvement is evident when more data are used
for training, i.e. results are always better for data division D9 than for D5. As in Table 6,
results are generally poorer for the testing data than the calibration data.
Figures 3 and 4 show greater detail of the quality of the predictions made by V1 and
V2 and show that in the majority of cases both networks are successful in reproducing15
the main features of the profiles. The figures provide the detail on which the earlier
comments on the performance of the neural networks were based and therefore sup-
port those ideas. For example, predictions are generally poorer using the testing data
than the calibration data, and there are some improvements when more data is used
in the training data set (compare Fig. 3 with Fig. 4). It is also clear that the weak link in20
the predictions is the peak travel time, indicated by the frequent phase errors, whereas
the peak concentrations and profile shapes are generally well predicted.
Some of the poorer predictions are associated with the highest flow cases, namely
experiments 24, 25 and 26. This is probably a reflection of several things. Firstly, the
concentration profiles were collected at a poorer temporal resolution than the others,25
so are not very well defined. Secondly, although two of these three cases were in the
training data sets for both data divisions, there were few high flow cases to learn from.
Thirdly, predicting events under extreme conditions is always likely to be more difficult
than predicting events closer to mean conditions, which tend to be better covered by
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the majority of data collected. It is interesting that the prediction for experiment 26 is
considerably improved using more experiments in the training data set. In contrast,
however, predictions for experiments 24 and 25 are better when there are fewer exper-
iments in the training data set.
Finally, it is worth noting that it is the occasional very large prediction error, especially5
in peak concentration at CS1 in E26, that can have a significant effect on the RMSE
error criteria (compare results in Table 5 for V1 and V2 for both data divisions).
7 Conclusions
In this paper Multi-Layer Perceptron Neural Networks were applied to the evaluation of
solute concentration versus time profiles in a small river. The data were collected at10
four cross-sections of the Murray Burn, located in Edinburgh, during several tracer ex-
periments performed under different hydrological conditions. The proposed approach
used separate neural networks for the evaluation of peak concentration, peak travel
time and both the rising and falling limbs of the concentration profiles. The only input
data needed were the concentration profiles, estimates of flow and water velocity (ob-15
tained from the concentration data collected at the 1st and 2nd cross-sections), time
and the distance of the cross-sections from the release site.
In general the neural networks predicted the main features of the concentration pro-
files satisfactorily, although the prediction of the peak travel time was disappointing in
several cases. The predicted peak concentrations were generally better than those ob-20
tained using a unit peak attenuation method, and a method with mass-conservation
assured generally performed better than a method that did not account for mass-
conservation. Predictions of peak travel time were also better using the neural net-
works than the unit peak attenuation method. Including more data into the neural
network training set clearly improved the prediction of the shapes of the concentra-25
tion profiles. Similar improvements in peak concentration were less significant and the
travel time prediction appeared to be largely unaffected.
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Table 1. Description of the data. TR – TRaining data set; VL – VaLidation data set; TE –
TEsting data set.
Experiment
number
Data divi-
sion
D9
Data divi-
sion
D5
Q (l/s)
at CS1
U (m/s)
CS1–CS2
Tracer
mass
released
Total
number of
collected
measure-
ments
Cross-
sections
covered
2 TR TE 68 0.196 0.05 78 1.2
4 VL VL 44 0.157 0.05 103 1.2
5 TR TR 48 0.157 0.05 101 1.2
6 TE TE 128 0.281 0.05 62 1.2
7 TE TE 134 0.299 0.10 74 1.2
8 TR TE 46 0.164 0.05 106 1.2.3
9 VL VL 35 0.153 0.05 155 1.2.3
10 TE TE 56 0.181 0.10 142 1.2.3
15 VL TE 49 0.184 0.05 148 1.2.4
16 TR TR 16 0.084 0.05 188 1.2.3.4
17 TR TE 14 0.085 0.05 189 1.2.3.4
18 TE TE 33 0.128 0.10 220 1.2.3.4
20 TR TR 261 0.441 0.10 123 1.2.3.4
21 TR TE 162 0.335 0.10 155 1.2.3
22 VL VL 258 0.417 0.10 125 1.2.3.4
23 VL TE 62 0.181 0.05 174 1.2.3.4
24 TR TR 535 0.558 0.25 84 1.2.3.4
25 TR TR 2931 1.479 0.90 57 2.3.4
26 TE TE 952 0.889 0.80 99 1.2.3.4
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Table 2. Neural Network’s input and output variables. DST – DiSTance from injection point; VEL
– water VELocity collected between CS1 and CS2; FLW – FLoW collected at CS1; TBP – Time
Before the Peak – in minutes; TAP – Time After the Peak – in minutes; CRL – Concentration in
Rising Limb as a % of peak concentration; CFL – Concentration in Falling Limb as a % of peak
concentration; PTT – Peak Travel Time; PCC – Peak ConCentration.
Network N1 N2 N3 N4
Input variables DST
VEL
FLW
TBP
DST
VEL
FLW
TAP
DST
VEL
FLW
DST
VEL
FLW
Output variables CRL CFL PTT PCC
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Table 3. Neural Network’s technical details.
Data division MLP net-
work
Number
of param-
eters
Network
structure
D9 N1 37 4-6-1
D9 N2 37 4-6-1
D9 N3 16 3-3-1
D9 N4 16 3-3-1
D5 N1 31 4-5-1
D5 N2 31 4-5-1
D5 N3 16 3-3-1
D5 N4 16 3-3-1
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Table 4. Equations of power regression of flow (Q), peak travel time (PTT) and unit peak
concentration (CUP), obtained for each cross-section separately. The subscripts in PTT, Q and
CUP refer to the particular cross-section.
Data selection D5 D9
Time to peak PTT1=208.94Q
−0.66
1
PTT2=258.94Q
−0.55
2
PTT3=362.57Q
−0.55
3
PTT4=269.16Q
−0.43
4
PTT1=226.06Q
−0.68
1
PTT2=260.61Q
−0.56
2
PTT3=379.47Q
−0.57
3
PTT4=269.16Q
−0.43
4
Unit peak concentration CUP1=3.11PTT
−1.06
1
CUP2=3.28PTT
−0.95
2
CUP3=5.02PTT
−1.03
3
CUP4=3.47PTT
−0.81
4
CUP1=2.93PTT
−1.01
1
CUP2=3.73PTT
−0.99
2
CUP3=4.96PTT
−1.02
3
CUP4=3.47PTT
−0.81
4
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Table 5. Comparison of peak concentration (PCC) and travel time (PTT) obtained from V1, V2
and UPA methods: highlighted values indicate best of UPA, V1 and V2 for each cross-section,
and for each estimated parameter/error criterion, separately. ME – Mean of absolute Error;
RMSE – Root Mean Square Error.
Case Cross-section PCC
RMSE
PCC
ME
PTT
RMSE
PTT
ME
UPA V1 V2 UPA V1 V2 UPA V1-2 UPA V1-2
D5
CS1 0.373 0.219 0.952 0.040 0.030 0.034 1.673 1.967 0.043 0.058
CS2 0.532 0.408 0.167 0.062 0.032 0.029 3.471 2.479 0.046 0.041
CS3 0.265 0.342 0.155 0.061 0.033 0.032 4.637 4.176 0.047 0.043
CS4 – 0.256 0.143 – 0.046 0.038 – 6.175 – 0.024
CS4* 0.791 0.303 0.094 0.092 0.055 0.019 10.816 4.944 0.049 0.027
D9
CS1 0.407 0.633 0.674 0.031 0.027 0.026 1.559 1.678 0.043 0.048
CS2 0.457 0.290 0.264 0.055 0.028 0.029 3.457 1.658 0.044 0.032
CS3 0.228 0.175 0.165 0.055 0.022 0.025 3.539 2.934 0.043 0.030
CS4 – 0.356 0.073 – 0.067 0.021 – 3.372 – 0.026
CS4* 0.791 0.587 0.095 0.092 0.088 0.012 10.816 4.131 0.049 0.029
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Table 6. Comparison of peak concentration (PCC) and peak travel time (PTT) obtained from
V1 and V2 methods: highlighted values indicate better of V1 and V2 for each data division, and
for each error criterion/data set, separately. ME – Mean of absolute Error; RMSE – Root Mean
Square Error; TR – TRaining data set; VL – VaLidation data set; TE – TEsting data set.
Prediction
for
Case Tool ME TR ME
VL
ME TE RMSE TR RMSE VL RMSE TE
PCC
D5
V1 0.027 0.033 0.038 0.175 0.168 0.400
V2 0.024 0.021 0.040 0.161 0.090 0.704
D9
V1 0.027 0.017 0.060 0.199 0.071 0.840
V2 0.021 0.022 0.039 0.128 0.093 0.796
PTT
D5 V1-2 0.019 0.015 0.063 1.020 0.687 4.766
D9 V1-2 0.038 0.023 0.044 2.908 0.996 3.841
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Table 7. Root Mean Square Error of the rising and falling limbs of the concentration versus time
profile: highlighted values indicate better of D5 and D9 for each data set. TBP – Time Before
the Peak – in minutes; TAP – Time After the Peak – in minutes; TR – TRaining data set; VL –
VaLidation data set; TE – TEsting data set.
Shape TR VL TE
TBP D5 0.0727 0.1215 0.1043
TBP D9 0.0705 0.0978 0.0983
TAP D5 0.0441 0.0430 0.0510
TAP D9 0.0396 0.0373 0.0500
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Murray Burn
Tracer injection site
Student Residences
Research Park
N
3
2
4
1
Fig. 1. Map of Murray Burn passing through Heriot-Watt University Campus: cross-sections
where tracer data was collected are labelled 1–4; River flows from South to North.
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Fig. 2. Multi-Layer Perceptron Neural Network scheme.
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Fig. 3a. Concentration versus time profiles for data division D5, experiments E2–E16. The title
of each plot gives the experiment number, the data division case and the data set type in which
the experiment was included.
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Fig. 3b. Concentration versus time profiles for data division D5, experiments E17–E26. The
title of each plot gives the experiment number, the data division case and the data set type in
which the experiment was included.
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Fig. 4a. Concentration versus time profiles for data division D9, experiments E2–E16. The title
of each plot gives the experiment number, the data division case and the data set type in which
the experiment was included.
2767
HESSD
4, 2739–2768, 2007
Evaluation of 1-D
tracer concentration
profile by ANN
A. Piotrowski et al.
Title Page
Abstract Introduction
Conclusions References
Tables Figures
◭ ◮
◭ ◮
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
EGU
E17 D9-TR
0,0
1,0
2,0
3,0
0 100 200Time (min)
C
(m
g
/l
)
measured
V1
V2
E18 D9-TE
0,0
2,0
4,0
0 50 100 150Time (min)
C
(m
g
/l
)
measured
V1
V2
E20 D9-TR
0,0
1,0
2,0
0 10 20 30Time (min)
C
(m
g
/l
)
measured
V1
V2
E21 D9-TR
0,0
1,0
2,0
3,0
0 10 20 30Time (min)
C
(m
g
/l
)
measured
V1
V2
E22 D9-VL
0,0
1,0
2,0
0 20 40Time (min)
C
(m
g
/l
)
measured
V1
V2
E23 D9-VL
0,0
1,0
2,0
0 50 100Time (min)
C
(m
g
/l
)
measured
V1
V2
E24 D9-TR
0,0
2,0
4,0
0 10 20 30Time (min)
C
(m
g
/l
)
measured
V1
V2
E25 D9-TR
0,0
2,0
0 5 10 15Time (min)
C
(m
g
/l
)
measured
V1
V2
E26 D9-TE
0,0
5,0
10,0
0 10 20Time (min)
C
(m
g
/l
)
measured
V1
V2
Fig. 4b. Concentration versus time profiles for data division D9, experiments E17–E26. The
title of each plot gives the experiment number, the data division case and the data set type in
which the experiment was included.
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