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Abstract 
Although the constraint satisfaction problem is NP-complete in general, a number of constraint 
classes have been identified for which some fixed level of local consistency is sufficient o ensure 
global consistency. In this paper we describe a simple algebraic property which characterises all 
possible constraint types for which strong k-consistency is sufficient to ensure global consistency, 
for each k > 2. We give a number of examples to illustrate the application of this result. 0 1998 
Elsevier Science B.V. All rights reserved. 
Keywords: Constraint class; Global consistency; Local consistency; Tractability; Algebraic closure 
1. Introduction 
The constraint satisfaction problem provides a framework in which it is possible 
to express, in a natural way, many combinatorial problems encountered in artificial 
intelligence and elsewhere. The aim in a constraint satisfaction problem is to find an 
assignment of values to a given set of variables subject to constraints on the values which 
can be assigned simultaneously to certain specified subsets of variables. 
The constraint satisfaction problem is known to be an NP-complete problem in 
general [22]. However, by imposing restrictions on the constraint interconnections [8,12, 
14,23,24], or on the form of the constraints [5,16,19,20,23,28,30], it is possible to obtain 
restricted versions of the problem that are tractable. 
Our long term research aim is to determine all possible restrictions on the form of the 
constraints that ensure tractability. We call this research problem the characterisation of 
tractable constraints. It has already been solved in the special, but very important, case 
in which all the domains contain just two possible values. In this case the constraint 
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satisfaction problem is equivalent to the GENERALIZED SATISFIABILITY problem first 
described by Schaefer in [25]. Schaefer [25] established that for this problem there exist 
only three nontrivial forms of tractable constraints: those expressible using Horn clauses 
(or a dual version of Horn clauses), those expressible using binary constraints and those 
that are affine. 
All of these classes of tractable constraints have now been generalised to obtain maximal 
tractable classes over larger domains: 
l Horn clauses have been generalised to the ‘max-closed’ constraints over arbitrary 
ordered domains first identified in [ 191. A further generalisation, to partially ordered 
domains, is described in Section 5 of [ 161. 
l Binary Boolean constraints have been generalised to the ‘O/l/all’ constraints first 
identified in [5] (and independently in [20]). A further generalisation is described 
in Section 5.2 of [18]. 
l Affine constraints over a Boolean domain have been generalised to affine constraints 
over an arbitrary domain with a prime number of elements (not necessarily numerical 
elements) [ 161. A further generalisation to domains of arbitrary size is described in 
Section 5.4 of [18]. 
We have recently developed a novel approach to the study of tractable constraint types 
which focuses on certain algebraic closure properties of constraints [16,17] (the precise 
definition of the form of closure property used in this approach is given below). This 
approach has established that any collection of tractable constraint types over a finite 
domain, D, must all be closed under a pointwise operation of order at most IDI [17, 
181. This result transforms the search for new tractable constraint types into a search for 
possible algebraic closure properties. 
An alternative approach to identifying some forms of tractable constraints has been de- 
veloped by Dechter [6] and van Beek [27]. This work is based on the observation that 
problems for which ‘local consistency’ operations are sufficient to ensure ‘global consis- 
tency’ can be solved in polynomial time. One example of this is the 2-SATISFIABILITY 
problem, for which strong 3-consistency is sufficient to ensure global consistency [6]. An- 
other example is the class of ‘row-convex’ constraints, introduced in [27], and extended 
in [28], for which strong 3-consistency is sufficient to ensure global consistency [28]. An- 
other example, this time involving an infinite domain, is the class of ‘simple temporal 
constraints’ described in [7], for which strong 3-consistency is again sufficient to ensure 
global consistency [7]. 
The major contribution of this paper is the characterisation of all possible constraint 
types for which strong k-consistency guarantees global consistency, for each k > 2. 
We give necessary and sufficient algebraic conditions on collections of constraint types 
for local consistency to ensure global consistency, and hence we bring together two 
fundamentally different approaches to the study of tractability. 
The paper is organised as follows. In Section 2 we give the basic definitions and describe 
a general form of algebraic closure condition for a set of relations. In Section 3 we define 
the ideas of local and global consistency and establish the connection between certain 
algebraic closure properties and the sufficiency of local consistency for global consistency, 
and in Section 4 we give applications and examples to illustrate the power of this result. 
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2. Definitions 
2.53 
2. I. The constraint satisfaction problem 
The fundamental mathematical structure required to describe constraints, and constraint 
satisfaction problems, is the relation, which is defined as follows. 
Definition 2.1. For any set D, and any natural number n, we denote the set of all n-tuples 
of elements of D by Dn. A subset of D” is called an ‘n-ary relation’ over D. 
For any tuple t E D”, and any i in the range 1 to n, we denote the value in the ith 
coordinatepositionof t by t[i]. The tuple t will be written in the form (t[l], t[2], . . . , t[n]), 
and the length of t will be denoted 1 t1. 
We now define the ‘constraint satisfaction problem’ [21-231. 
Definition 2.2. An instance of a constraint satisfaction problem consists of: 
l a finite set of variables, V; 
l a finite domain of values, D; 
0 a finite set of constraints {Cl, Cz, . . . , C,); 
each constraint Ci is a pair (si, Ri), where: 
_ .Yi is a tuple of variables of length mi, called the ‘constraint scope’; and 
- Ri is an mi-ary relation over D, called the ‘constraint relation’. 
For each constraint, (si , Ri), the tuples in Ri indicate the allowed combinations of 
simultaneous values for the variables in si . The length of si, and of the tuples in Ri, is called 
the ‘arity’ of the constraint. In particular, unary constraints specify the allowed values for 
a single variable, and binary constraints specify the allowed combinations of values for a 
pair of variables. 
A solution to a constraint satisfaction problem instance is a function from the variables to 
the domain such that the image of each constraint scope is an element of the corresponding 
constraint relation. Deciding whether or not a given problem instance has a solution is NP- 
complete in general [22], even when the constraints are restricted to binary constraints. In 
this paper we shall consider how restricting the allowed constraint relations to some fixed 
subset of all the possible relations affects the complexity of this decision problem. We 
therefore make the following definition. 
Definition 2.3. For any set of relations, r, Cr is defined to be the class of decision 
problems with: 
Instance: A constraint satisfaction problem instance, P, in which all constraint 
relations are elements of f or binary equality relations. 
Question: Does P have a solution? 
If there is an algorithm which solves every problem instance in Cr in polynomial time, 
then we shall say that r is a ‘tractable’ set of relations. 
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Example 2.4. The binary disequality relation over a set D is defined as follows. 
#,={(dl,d2)~D*lcl1#d2}. 
For any finite set D, the class of constraint satisfaction problem instances C1#ol 
corresponds to the GRAPH COLOURABILITY problem [ 131 with 1 DI colours. This problem 
is tractable when 1 DI < 2 and NP-complete when I DI 3 3. 
2.2. Operations on relations 
In order to describe operations which can be carried out on constraint relations it is 
convenient to make use of the following standard operations from relational algebra [2]. 
Definition 2.5. 
. Let R1 be an n-ary relation over a domain D and let R2 be an m-ary relation over D. 
The Cartesian product R1 x R2 is defined to be the (n + m)-ary relation 
RI x R2 = {(t[ll, tP1,. . , t[n + ml) I ((t[ll, t[21,. . , tbl) E RI) 
A ((t[n+ll,t[n+2l,...~t[n+ml)~Rz)}. 
l Let R be an n-ary relation over a domain D. Let 1 < i, j < II. The equality selection 
ui,j (R) is defined to be the n-ary relation 
gi=,j(R) = {t E R I t[i] =t[j]}. 
l Let t be an n-tuple and let (ir, . . . , ik) be a list of indices chosen from { 1,2,. . . , n). 
The projection ni, . . . ..ik (t) is defined to be the k-tuple 
nil....,ik (t) = (t[ill, . . . , t[ikl). 
Similarly, for any n-ary relation R, the projection nil ,,...ik (R) is defined to be the k-ary 
relation 
nil,...,i& (R) = {(t[ill, . . . , t[kl) I t E R}. 
The combined effect of two constraints in a constraint satisfaction problem can be 
obtained by performing a relational join operation [2] on the two constraint relations [ 141. 
The result of such a join operation can also be calculated by performing a sequence 
of Cartesian product, equality selection and projection operations on the constraint 
relations [3]. We therefore introduce the following notation. 
Notation 2.6. The set of all relations which can be obtained from a given set of relations, 
r, using some sequence of Cartesian product, equality selection, and projection operations 
will be denoted r+. 
2.3. Operations on tuples 
Any operation on the elements of a set D can be extended to an operation on tuples over 
D by applying the operation to the values in each coordinate position separately. 
Hence, any operation defined on the domain of a relation can be used to define an 
operation on the elements of that relation, as follows: 
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Definition 2.7. Let R be an n-ary relation over a domain D, and let CJI : Dk + D be a k-ary 
operation on D. 
For any collection of tuples, tl, t2, . . , fk E R (not necessarily all distinct), define the 
tuple q(tt, 12, . . , tk) as fOllOWs: 
~(tl.f2,...,tk)=(cp(tl[l1,t2[11,..., fk[ll), &I 1217 t2[21> .> tk[21), . . . , 
rp(fl [nl+ Iz[nl, . . .t Q&4)). 
Using this definition, we now define the following closure property of relations. 
Definition 2.8. Let R be a relation over a domain D, and let cp: Dk -+ D be a k-ary 
operation on D. 
R is said to be closed under q if, for all tl, t2, . . . , tk E R (not necessarily all distinct), 
q’o(O, tz>. . , tk) E R. 
Example 2.9. Let @ be the ternary operation defined as follows: 
PL(X, Y3 z) = x otherwise, 1 4’ ify=z; 
The relation #~o,Il defined in Example 2.4 is closed under P, since applying the F 
operation to any three elements of #{u, 1j yields an element of #to, ,). For example, 
~((0~ I)? (170): (18)) = (1.0) E f{O.,). 
The relation #fu, ,,*), also defined in Example 2.4, is not closed under IL, since applying 
the @ operation to certain collections of 3 elements of # (u, 1 ,21 yields a tuple which is not 
an element of #{u, 1 ,21. For example, 
P((L 2), (0, l), (2, 1,) = (19 1) $ #(0,1,2). 
The next lemma indicates that the property of being closed under some operation is 
preserved by each of the operations on relations described above. 
Lemma 2.10. Let RI and R2 be relations which are closed under p, for some operation cp. 
The following relations are also closed under ~0: 
( 1) the Cartesian product, RI x RI; 
(2) any projection of R1 or R2 ; 
(3) any equality selection from RI or R2. 
Proof. Follows immediately from the definitions. q 
We shall be particularly interested in operations known as ‘near unanimity opera- 
tions’ [ 1,261, which are defined as follows. 
Definition 2.11. An operation 40 :Dk + D, where k > 3, is called a ‘near unanimio 
operation ’ if, for all d, e E D, 
~(e. d, 4, . . , d) = p(d, e, d, d.. . . , d) = . . . = p(d, d, _ . . , d, e) = d. 
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(In other words, whenever k - 1 arguments have the same value, then that value must be 
returned by the operation. In all other cases any value in D may be returned.) 
A ternary near unanimity operation is called a ‘majority operation’ [26]. 
Example 2.12. 
l On any domain D, the ternary operation CL, defined in Example 2.9, is a majority 
operation. 
l On any totally ordered domain, the k-ary median operation qk, which returns the 
median value of its k arguments, is a near unanimity operation, for any k > 3. In 
particular, the ternary median operation, ~3, is a majority operation. 
l On the domain (0, l), the k-ary threshold operation, &m, which returns 1 if at least m 
of its k arguments are 1, and 0 otherwise, is a near unanimity operation for any k > 3 
and2<m<k- 1. 
3. Consistency, decomposability and closure 
The notion of ‘consistency’ has proved to be very useful in the analysis of constraint 
satisfaction problems [6,11,12,22]. To define this notion, we first introduce the idea of a 
‘subproblem’ of a constraint satisfaction problem which is generated by a subset of the 
variables. 
Definition 3.1. Let P be a constraint satisfaction problem instance with set of variables 
V, domain D and constraints C. 
For any subset V’ of V, the subproblem of P generated by V’, denoted PI”,, is the 
problem instance with set of variables V’, and domain D, where the constraints are 
obtained from the constraints of P as follows: for each constraint (s, R) of P, such that s 
contains elements of V’, choose I = (i I, i2, . . . , i,) to be a list of the indices of the elements 
of V’ in s, and make (~1 (s), no (R)) a constraint of P] ~1. 
Definition 3.2. A constraint satisfaction problem instance P is said to be i-consistent if 
for any subset V’ containing i - 1 variables, and any variable u, any solution to P] v’ can 
be extended to a solution to P] vlUIVl. 
If P is j-consistent for j = 2,3, . . , i, then it is said to be strong i-consistent. The 
maximum value of i such that P is strong i-consistent is called the degree of consistency 
OfP. 
If P is j-consistent for all j, then it is said to be globally consistent. 
Any constraint satisfaction problem instance P can be modified to obtain an i-consistent 
problem instance P’ without changing the set of solutions by solving all subproblems 
involving i variables, and then imposing constraints on all subsets of i - 1 variables that 
allow only these solutions. This procedure is called ‘establishing i-consistency’ [4]. 
For most constraints of arity n it is impossible to achieve the same constraint using 
constraints of smaller arity on the same variables. However, certain relations have 
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property that they can be replaced by a collection of projections of smaller arity which 
together impose exactly the same constraint ’ . To describe this idea precisely, we make the 
following definition. 
Definition 3.3. An n-ary relation R over domain D is said to be r-decomposable if it 
contains all n-tuples t such that n{(t) E xl(R) for all lists of indices, I, from the set 
{1,2,..., n), with 111 < r. 
Example 3.4. Any relation containing a single tuple is r-decomposable for all r > 1. 
For example, let D = {O, l}, and for any n >, 1 set U, = (&I, where t,? = (0, 0, . _ . , 0) is 
the n-ary tuple of zeros. Note that 
for any I, so tn is the only n-tuple t such that ITI(~) E nl(U,) for all I. Hence, U, is 
r-decomposable for all Y 3 1. 
On the other hand, the complement of a relation containing a single tuple is generally 
not r-decomposable for all r 3 1. 
For example, let D = (0, l}, and for any n 3 1 set T, = Dn \ (t,}, where tn = 
(0, 0, . . . 0) is the n-ary tuple of zeros. Note that 
nr (t,t) = (m, E XI (T,) 
for any Z with 1 Z 1 < n - 1, but tn $ T, Hence, T,, is not (n - 1)-decomposable. 
We now present the main result of this paper, which links algebraic properties of 
relations, decomposability, and the effectiveness of local consistency. 
Theorem 3.5. For any set of relations r, over ajnite set D, and any r > 3, the following 
conditions are equivalent: 
(1) Every R in r is closed under a near unanimity operation, u, of arity r. 
(2) Every R in Tf is (r - I)-decomposable. 
(3) For every P in CT, establishing strong r-consistency ensures global consistency. 
Proof. (1) + (2) Let r be a set of relations such that every R E r is closed under the 
near unanimity operation u of arity r, and let R be an element of Tf of arity n. We shall 
prove by induction on n that R is (r - 1)-decomposable. 
For n < r the result holds trivially, so assume that n 3 r and the result holds for all 
smaller values of n. Let t be any n-tuple such that nl (t) E JCI (R) for all lists of indices, Z 
chosenfrom(1,2,..., n}withIZI<r-l.WeneedtoshowthattER. 
’ This property of a relation corresponds to the notion of satisfying a join dependency, from relational database 
theory [ 141. 
258 P Jeavons ef al. /Artificial Intelligence 101 (1998) 251-265 
For i = I, 2, . . . , r consider the relation Ri = x1,2 ,,,,, i-l,i+l,,,_, n(R). By Lemma 2.10, 
each Ri is closed under u. By the inductive hypothesis, applied to each Ri , 
x1,2 ,..., i-l,i+l,.__, n(t) E Ri, 
so for i = 1,2,..., r there is some tuple ti E R which agrees with t at all coordinate 
positions except (possibly) i. But this implies that v(tl, t2, . . . , t,.) = t, and R is closed 
under u, by Lemma 2.10, so t E R, and the result follows. 
(2) =k (1) Let r be a set of relations over a finite set D such that every R in r+ is 
(r - 1)-decomposable, and let rr?, be the (finite) set of all relations in Tf with arity at 
mostr - 1. 
Consider the problem instance P E C f+ with set of variables D’, domain D, and con- 
straints defined as follows: for each R E rrf_, , and for each sequence tl , t2, . . , tr of tuples 
from R, form a constraint (s, R) with s = (~1, 7~2, . . . , u,) where n is the arity of R and 
~j=(tl]jl,t2]jl,..., t,[j]),forj=1,2 ,..., Iz. 
This problem is the ‘indicator problem’ of order r for frLl, as defined in [ 171. It is 
shown in [ 171 (and it follows from the definitions above), that the solutions to P are pre- 
cisely the operations of arity r under which every R E rr?, is closed. In particular, note 
that the solutions to P include all the ‘projection’ operations, @i, for i = 1,2, . . . , r, defined 
by4i(di,d2 ,..., dr)=diforalldl,d2 ,..., d,ED. 
Let W = (~1, ~2, . . . , w,} be the subset of variables of P that are tuples containing at 
least r - 1 identical values, and consider the relation Rw given by 
Rw = {(a, a(w2), _ _. , a(~,)) 1 CT is a solution to P}. 
This relation can be obtained by a sequence of Cartesian product, equality selection and 
projection operations from the constraint relations in P, so it is an element of r+, and 
hence is (r - I)-decomposable, by the choice of r. 
Now consider the mapping 6 which assigns to each element wi of W the repeated value 
in the tuple wi, and set t = (l(wl), ((wz), . . . , t(w,)). Note that, for any subset of W 
containing r - 1 or fewer variables, there is some projection operation @i which agrees 
with 6 on these variables. Hence, for any list of indices I chosen from (1,2, . . . , m) with 
111 < r - 1 we have nr(t) E no, so t E Rw, by the decomposability of Rw. 
But, by the definition of Rw, this implies that c can be extended to a solution to P, and 
this extension must be a near-unanimity operation of arity r, by the choice of c. Hence, 
every R E rrz, is closed under a near unanimity operation of arity r. By the decomposabil- 
ity of f +, this implies that every R E Tf is closed under this near unanimity operation, 
so the result follows. 
(2) =j (3) Let r be a set of relations over D such that every R in ff is (r - l)- 
decomposable, let PO be any element of Cr, and let P be the problem instance obtained 
by establishing strong r-consistency in PO. 
Assume, for contradiction, that P is not globally consistent. This means that there is 
some j such that P is not j-consistent, which means that there is some subset W = 
{ ~1, ~2, . . , wj_1) of the variables of P, and some variable u of P, such that there is 
a solution, .$, to PI w which cannot be extended to a solution to P] ~“(~1. 
This implies that P]wulV) has at least one constraint. Let the constraints of P]wul,l be 
(V 7 RI), (~2, R2), . . . , (sq, Rq). To obtain the desired contradiction, we shall construct a 
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new problem, ‘P’ E C,-+, which also has q constraints, with the same constraint relations, 
but with different constraint scopes. 
We define the set of variables of P’ to be Uy=‘=, Wi U (u’}, where WI, WI, . . , W, is a 
disjoint collection of sets each of cardinality j - 1. 
Now,fori=l,2,. . . , q, we define an injective mapping fi : W + Wi , and extend each 
f; to u by setting fi (II) = II’. The set of constraints of P’ is then defined as: 
{ (fi(d Rl), (f2b2L R2)>. . . > (fq(sq), Rq)} 
(where the result of applying the function fi to a tuple is defined to be the tuple of values 
obtained by applying it to each coordinate position separately). 
Now we define the 9 * (j - I)-ary relation R as follows 
R={(a(fi(wl)),...,a(fi(wj-l)),a(f2(wl)),...,a(f2(wj-l)),..., 
a(f,(w~)),...,a(f,(~,_~)))I~7isasolutiontoP’}. 
Note that R E Tf. However, we will now show that R is not (r - 1)-decomposable. 
To do this we consider the q * (j - 1)-tuple t, defined by 
t=(%wL..., t(Wj-11, !t(Wl), . . . , t(Wj-113.. . , <(WI), . . . , t(Wj-I)). 
For any list of indices Z chosen from ( 1,2, . . . , q * (j - l)), with 1 Z 1 < r - 1, we claim that 
nl(t) E xl(R). To establish this claim we recall that P is strong r-consistent, so for any 
subset W’ of W with 1 W’I < r - 1, the restriction of c to W’ can be extended to a solution 
5 to Pl,p”~~), In particular, this holds for W’ = {w(i mod (j-I))+1 1 i E 1). Furthermore, 
for any solution 6 to Plwf~(~) we can construct a corresponding solution, p, to P’, such 
that p(fi(w)) = i(w) for all w E W’ and for all i E { 1,2,. . . , q}, by the construction of 
P’. Hence t agrees with some element of R in the set of positions indexed by I, which 
establishes the claim. 
On the other hand, we note that t $! R, since c cannot be extended to a solution to 
P/w,(,), by the choice of 6. 
Hence R is not (Y - l)-decomposable, which contradicts the choice of r, and the result 
follows. 
(3) + (2) Let r be a set of relations over a set D such that every P in Cr is globally 
consistent after establishing strong r-consistency. 
Now let R be any relation in r+. By the definition of r+, we can construct some P in 
Cr with some set of variables V 2 [VI, ~2, . . . , II,,} such that 
R = {(a(q), a(v2), . . . , a(~,)) 1 c is a solution to P). 
Consider the modified problem instance P’ which is obtained from P by adding an extra 
setofvariablesV’={v;,u;,..., VA}, then adding a binary equality constraint on each pair 
zli. uf, and finally establishing strong r-consistency. By the choice of f, P’ is globally 
consistent, so any solution to P’lv~ can be extended to a complete solution to P’. 
However, the only constraints in P’l vl are introduced to enforce strong r-consistency, 
so they have arity at most r - 1. Hence, any tuple t such that nl (t) E YCI (R) for all lists of 
indices Z chosen from (1,2, . . . , n] with (I 1 < r - 1 must correspond to a solution to P’l vt. 
Note that, because of the equality constraints in P’, for each solution D’ to P’~“J there is 
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a corresponding solution 0 to P with a(vi) = a’(~;) for i = 1,2, . . . , FZ. Hence, t E R and 
so R is (Y - 1)-decomposable. q 
We note that this theorem can also be obtained as an application of a result in universal 
algebra which was established by Baker and Pixley in 1975 [ 11, but this requires the use of 
more extensive algebraic terminology than we wish to introduce here. A related result was 
obtained by Feder and Vardi in [lo], but they do not make any explicit links with the well- 
established ideas of consistency in constraint satisfaction problems, which is our primary 
motivation here. 
A number of efficient algorithms have been developed for establishing strong r- 
consistency, for any fixed value of r [4]. Using the equivalence in Theorem 3.5 in one 
direction we can show that for some problem classes these algorithms are sufficient to 
provide a complete solution, which gives the following result. 
Corollary 3.6. For any set of relations r over a finite domain, if every R E r is closed 
under a near-unanimity operation, v, then Cr is tractable. 
Proof. Let every R E r be closed under a near-unanimity operation v, of arity r, and 
let P be any problem instance in Cr. For any fixed value of r, P can be made strong 
r-consistent in polynomial time [4]. By Theorem 3.5 this ensures global consistency, and 
hence a solution can be found without backtracking. IJ 
The special case of this result for majority operations was given in [ 181. 
Using the equivalence in Theorem 3.5 in the opposite direction we can show that there 
are efficient techniques to determine, for a given collection of constraint types, whether 
r-consistency is sufficient to ensure global consistency. 
Corollary 3.7. For any finite domain D, and any r > 3, there is a polynomial-time 
algorithm which determines, for a set of relations r over D, whether strong r-consistency 
is suficient to ensure global consistency in Cr. 
Proof. By Theorem 3.5, we simply need to establish whether or not there is a near- 
unanimity operation of arity r, under which every R E r is closed. For each D and r 
there are a constant number of such operations, so this can be established in polynomial 
time (in the size of r). q 
Finally, what can be said about sets of relations for which 2-consistency is sufficient to 
ensure global consistency in all problem instances? The proof of Theorem 3.5 establishes 
that a set of relations has this property if and only if each relation is 1 -decomposable. This 
means that each relation must be a Cartesian product, and hence each constraint with such 
a relation is equivalent to a collection of unary constraints, so this case is rather trivial. 
The results of this section concern arbitrary problem instances containing constraint 
relations from a specified set of relations. In contrast, there are a number of earlier results 
linking local consistency and global consistency [6,29] which concern restricted problem 
instances with particular properties. For example, it was shown in [6] that any constraint 
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satisfaction problem instance over a domain D, with constraints of arity at most s, that 
is strong (1 D((s - 1) + 1)-consistent is globally consistent. This result was strengthened 
in [29] by defining a property of a relation called ‘m-tightness’, and showing that any 
constraint satisfaction problem instance, with m-tight constraints of arity at most s, that 
is strong ((m + l)(s - 1) + I)-consistent is globally consistent. Note that in both of these 
results the degree of consistency required is not fixed, but depends on the maximum arity of 
the constraints. For an arbitrary problem instance, establishing k-consistency may increase 
the maximum constraint arity to k - 1, and hence increase the degree of consistency 
required to apply these results. This means that these earlier results cannot be used directly 
to establish the tractability of a given set of relations for arbitrary problem instances, except 
in special cases. 2 
4. Applications and examples 
4.1. Row-convex constraints 
The class of binary row-convex constraint relations [27] can be defined as follows: 
Definition 4.1. A binary relation, R, over an ordered set D is row-convex if, for all 
d, dr , d2, d3 E D such that dl < d2 < d3 the following implication holds: 
(d, d[) E R and (d, d3) E R + (d, d2) E R. 
It has been shown that all problems involving only binary row-convex constraints which 
are strong 3-consistent are also globally consistent. 
Theorem 4.2 [27,28]. If every relation in r is row-convex, then any strong 3consistent 
problem instance in Cr is globally consistent. 
However, the fact that every relation in some set of relations f is row-convex is not in 
general a sufficient condition to ensure that Cr is tractable. This is because establishing 3- 
consistency may introduce new constraint relations into a problem instance that are not 
row-convex [28]. By combining Theorem 3.5 with Theorem 4.2, we can now identify 
exactly when this problem can and cannot occur. 
Corollary 4.3. For any set of relations r over ajinite domain, t$ after establishing strong 
3-consistency, every constraint relation in every problem instance in Cr is row-convex, 
then every relation in r is closed under a majority operation, v. 
Using this result we now give some examples of maximal families of row-convex 
constraints which do guarantee tractability. 
2 In the special cases when s = 2 and either (DI = 2 or m = I these earlier results do show that 3-consistency 
is sufficient to ensure global consistency in arbitrary problem instances. These cases correspond to the tractable 
sets of binary relations described in Examples 4.4 and 4.5, respectively. 
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Example 4.4. All binary relations over a domain with two elements are row-convex [28]. 
For any domain with just two elements, there is a unique majority operation, CL, as 
defined in Example 2.9. It is straightforward to verify that all binary relations over a domain 
with just two elements are closed under p [ 161. 
Hence, any class of problems involving binary constraints over a domain with two 
elements is tractable, and 3-consistency is sufficient to ensure global consistency. 
Example 4.5. The binary O/l/all relations introduced in [5 j are row-convex. 
It was shown in [ 161 that these are precisely the binary relations that are closed under 
the majority operation p, defined in Example 2.9. 
Hence any class of problems involving O/l/all constraints is tractable, and 3-consistency 
is sufficient to ensure global consistency. 
Example 4.6. The implicational relations described in [20] are row-convex (in the 
extended sense defined in [28]). 
Binary implicational relations correspond precisely to the O/l/all relations discussed in 
Example 4.5. Furthermore, implicational relations of arbitrary arity can always be replaced 
by an equivalent collection of binary constraints on the same variables [20], and hence they 
are 2-decomposable. In fact, it can be shown that implicational relations are precisely the 
set of all relations closed under the majority operation CL, defined in Example 2.9. 
Hence, any class of problems involving implicational constraints is tractable, and 3- 
consistency is sufficient to ensure global consistency. 
Example 4.7. As a final example of a class of row-convex relations which is tractable we 
consider the class of relations over an ordered domain D = {dt , d2, . . .), with dl < d2 < 
. . . , which is closed under the ternary median operation, ~3, defined in Example 2.12. 
To illustrate the form of relations closed under this operation, we represent a binary 
relation by a O-l matrix M in the standard way, by setting Mij = 1 if the relation contains 
the pair (di, dj), and 0 otherwise. The following relations are closed under 03: 
0000010000 
0000111000 
0001111010 
0111111010 
1111111011 
0111111010 
0011111010 
0011111010 
0001100000 
0000100000 
1100000000 
1100000000 
0011100000 
0011100000 
0011100000 
0011100000 
0000011111 
0000011111 
0000011100 
0000011100 
0000000100 
0000001100 
0000000000 
0000001111 
0000001110 
0000110000 
0000100000 
1111000000 
0111000000 
0011000000 
In fact, the binary relations that are closed under 173 can be described very simply: the 
pattern of l’s in the matrix representation (after removing rows and columns containing 
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only O’s) is connected along each row, along each column, and forms a connected two- 
dimensional region (where some of the connections may be diagonal). 
This class of binary relations was introduced and shown to be tractable in [9], where they 
are called ‘connected row-convex’ relations. This class properly includes the ‘monotone’ 
relations, identified and shown to be tractable by Montanari in [23]. 
4.2. Other tractable constraintfamilies 
The next example shows that there are sets of relations which are not row-convex for 
which 3-consistency is still sufficient to ensure global consistency. 
Example 4.8. Consider the relation R over the set D = {a, b, c, d) defined by 
R = { (a7 a), (a, b), (a, 4, (a, 4, (b, a), (b, b), (c, a), (c, c), Id, a). (d, d)}. 
It was pointed out in [19] that this relation is not row-convex under any ordering of D. 
However, it is closed under the majority operation which returns the value a whenever 
all its arguments are distinct. Hence, by Theorem 3.5, if r = (R} then 3-consistency is 
sufficient to ensure global consistency in Cr. 
Furthermore, any other relations which are closed under the same majority operation 
can be added to f without losing this property. For example, all relations (of any arity) 
that contain only two tuples can be added to r to obtain a larger tractable set of relations. 
4.3. Beyond 3-consistency 
In all of the examples so far we have found that strong 3-consistency is sufficient 
to ensure global consistency. The next example shows that arbitrarily high levels of 
consistency are sometimes necessary. 
Example 4.9. Recall the n-ary relation T, over the set (0, l}, defined in Example 3.4, 
which contains all tuples except (0, 0, . . . , 0), and choose some n 3 3. 
Note that T, is closed under the (n + I)-ary threshold operation &+1,2, so by 
Theorem 3.5, (n + I)-consistency ensures global consistency for any problem instance 
in Cr. 
To show that this is the minimal level of consistency which is sufficient, we simply note 
that T, is not (n - I)-decomposable, as shown in Example 3.4. Hence, by Theorem 3.5, T,, 
is not closed under any n-ary near unanimity operation, and n-consistency is not sufficient 
to ensure global consistency for every problem instance in Cr. 
For example, consider the problem instance, P in Cr, with variables V = (~1, ~2. . . . 
v,? , v’) and constraints C = (Co, Cl } where: 
Co=(b’ld2 >...> vn)JJ, cl=(~~,,u’~,{~o,o~,~1,l)}). 
This problem instance is n-consistent, but not globally consistent, because the solution to 
the subproblem generated by ul , ~2, . , ~~-1, v’ which assigns 0 to each variable cannot 
be extended to a complete solution to P. 
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4.4. hfinite domains 
If we extend the definition of a constraint satisfaction problem to allow infinite domains, 
and also allow instances to have (possibly) infinite sets of variables, and infinite sets of 
constraints, then Theorem 3.5 remains valid, and the proof is unchanged. This means that 
we can use this result to identify tractable constraint types over infinite domains, as the 
next example illustrates. 
Example 4.10. One important class of constraint satisfaction problems are those involving 
restrictions on the timing of events or processes. These are known as temporal problems 
and they are described in [7]. 
We shall focus on a restricted class of temporal problems, which are referred to in [7] 
as ‘simple temporal problems’ (STP). In these problems, the variables must be assigned 
values from some infinite, densely ordered domain, which represents time. Constraints can 
be specified on pairs of variables in order to restrict the possible separations between their 
values. These constraints can be written as inequalities, for example xi - xj < d. 
It is shown in [7] that for simple temporal problems 3-consistency is sufficient to ensure 
global consistency. This result can be obtained from Theorem 3.5 by noting that the 
constraints in such problems are all closed under the median operation, ~3, defined in 
Example 2.12. 
5. Conclusion 
It was shown in [ 181 that any tractable set of relations must all be closed under an 
algebraic operation with certain restricted properties. The present paper has investigated a 
particular special form of tractable relations: relations which are tractable because some 
fixed level of local consistency is sufficient to ensure global consistency in all possible 
problem instances. We have described the algebraic conditions which characterise sets of 
relations with this property, and given a number of examples. 
This result demonstrates once again the effectiveness of the algebraic approach to the 
classification of constraints which was developed in [ 16,171 and summarised in [ 181. 
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