Automated analyses of satellite radiance data have concentrated heavily on low and middle latitude situations.
INTRODUCTION
The important role that polar processes play in the dynamics of global climate is widely recognized [Polar Research Board, 1984] . The variation of cloud amounts over polar ice sheets, sea ice, and ocean surfaces can have important effects on planetary albedo gradients and on surface energy exchanges [Barry et al., 1984; Shine and Crane, 1984] . Cloud cover exerts a major influence over the amount of solar and longwave radiation reaching the surface, and is linked to the sea ice through a series of radiative, dynamical, thermodynamic and hydrological feedback processes [Saltzman and Moritz, 1980] . Extent and thickness of sea ice influences oceanic heat loss and surface albedo which thereby influences global climate via the ice-albedo feedback [Budyko, 1969] . In turn, sea ice extent is controlled at least in part by radiative input from above. Previous research in global cloud analysis has made clear the need for cloud retrieval procedures specific to particular climate regimes [e.g., Rossow, 1989; Rossow et al., 1989a, b] . Current procedures for automated analyses of satellite radiance data have been developed for low and middle latitudes but their application to polar regions has been largely unexplored. Those that have been applied to polar data often fail in the polar regions for a number of reasons including: snow-covered surfaces are often as reflective as the clouds, the thermal structure of the troposphere is characterized by frequent isothermal and inversion layers; the polar darkness during winter makes data collected in the Copyright 1989 by the American Geophysical Union.
Paper number 89JD01377. 0148-0227/89/89JD-01377505.00 visible portion of the spectrum largely unusable; satellite radiometers operate near one limit of their performance range due to extremely low surface temperatures and solar illuminations; there is a maximum concentration of aerosols in spring when the solar zenith angle is large increasing scattering of visible energy; and rapid small-scale variations, which in lower latitudes signify changes in cloud cover, occur on the surface as a result of changes in snow and ice distributions so that clear scenes are much more variable here than in lower latitude regions.
Generally not all of these difficulties are encountered at any one location. However, because they can result in rapid small-scale variation from one location and time to another, a complex analysis method that can recognize and cope with these situations is necessary [World Meteorological Organization (WMO), 1987]. The purpose of this paper is to present a cloud detection algorithm specifically for Arctic A• data, based on ideas of the International Satellite Cloud Climatology Project (ISCCP) algorithm [Rossow et al., 1985] . The procedure used as a starting point in this paper is a test version that shares some of the important features of the final ISCCP version [Rossow et al., 1988] , such as space and time contrast, but also has some significant differences. Both summer and winter data are examined, although emphasis is placed on the summer analyses. Additionally, emphasis is placed on Arctic analyses, although many of the ideas also apply to Antarctic data. threshold methods were tested by Saunders [1986] Key et al. [1989a, b] . A separation of these two components may be useful further review of cloud detection procedures is given [Raschke, 1987] . The channel 3 albedo was in Rossow [1989] . Global scale application of one approximated by subtracting the thermal radiance cloud detection scheme for the determination of that would be emitted in this channel from a surface and cloud parameters is detailed in Rossow blackbody radiating at the brightness temperature et al. [1989a, b] . measured in channel 4.
Ernissivities in both
The International Satellite Cloud Climatology channels are assumed equal, since no a priori Project (ISCCP) to map clouds with satellite data information exists about the cloud and surface types began in July 1983. Its goal is to provide a uniform contained in the data. global climatology of satellite-measured radiances
The typically low water vapor content in the and from these to derive an experimental climatology polar atmosphere and the low physical temperatures of cloud radiative properties.
As a basis for reduce most atmospheric effects to a point where developing the ISCCP algorithm, Rossow et al. [1985] they may be neglected for the analyses performed compared six cloud algorithms. However, the here. Approximate corrections for solar zenith angle algorithms were not compared in the polar regions, in channels 1 and 2 were accomplished through a and a separate study was organized to focus division of the albedo by the cosine of the zenith specifically on polar cloudiness [WMO, 1987] . The angle. Bidirectional reflectance and emittance may current !SCCP algorithm is composed of a series of also affect the spectral characteristics of surfaces and steps, each of which is designed to detect some of clouds but have been studied extensively only for the clouds present in the scene. In order to test the sensitivity of the various cloud algorithms, a control data set with known characteristics was needed. A synthetic data set was developed which consists of seven days of AVttRR data (channels 1, 3, 4), 3 days of SMMR brightness temperature data (every other day; 18-and 37-GHz vertical polarization), SMMR-derived sea ice concentrations, and a land mask. The procedure followed is to first generate the surface and cloud type maps for each day of the 7-day period. Surface types are snow-covered and snow-free land, open water, and sea ice. Cloud layers are classified as low, middle, and high, where levels are defined by AVttltR channel 4 temperatures (T) as follows: low cloud T > 265 K, middle cloud 245 < T < 265 K, and high cloud T < 245 K. The minimum and maximum allowable sizes of surface "objects" (i.e., a single surface type surrounded by other surface types) for the first day, and cloud objects for each day are specified. An object is generated whose dimensions are randomly chosen within the restricted range, and the class of the object is randomly assigned (uniform random number generator).
Regions are then filled with data for each 
SPECTRAL FEATURES AND CLASSES
Spectral features examined for each pixel are channels 1, 2, and 3 albedos, channels 3, 4, and 5 brightness temperatures, ratios of channels 2 and 1, and the differences between channels 3 and 4 and 4 and 5. 
Spatial and Temporal Variation
The image is divided into cloudy and "undecided" categories based on cold and warm pixels. If a pixel is much colder (defined later) than the warmest pixel in a small region ((100 km) •' over land and (300 km) 2 over ocean), it is labeled "cloud." Otherwise, it is Table   1 .
Compositing
The mean and extremum radiances for the clear pixels are calculated over 5-and 30-day periods. Statistics are calculated for a 3 x 3 compositing cell centered on the pixel of interest over the time 
Spatial and Temporal Variation Tests
One of the basic assumptions of the algorithm, that the surface is warmer than the cloud, is often violated in summer polar data and is commonly incorrect during the winter. It is not uncommon in summer for low cloud to be at the same or higher temperature than the underlying snow or ice surface.
In winter it is not uncommon for all cloud but cirrus to be warmer than the surface. While use of a spatial test may be possible, it would require knowledge of the temperature profile. This is assumed not to be the case and, for this reason, the spatial variation test for the warmest pixel in a subregion was eliminated entirely.
In the temporal variation test of the initial classification, where pixel temperatures are compared to the day before and after, if a pixel is much colder than either day (by the amount in Table 2, "Cloud") then that pixel is labeled cloud. If the albedo and temperatures are the same as either day (Table 2 , "Clear") in channels 1, 3, and 4 then the pixel is labeled clear. Otherwise, it is labeled undecided. Obvious problems occur when warm, low clouds move into or out of a region where the surface temperature is within the "clear" range of the cloud. These cloudy pixels will consequently be labeled clear in this step, and will ultimately be labeled obtaining either a smaller thermal or larger visible clear and used in the compositing step to determine value is less than the significance level, cloud clear-sky radiances. Since thermal-only tests fail to contamination is assumed and the opposite extrema label these pixels correctly, channels ! and 3 data are used as the clear-sky composite values. were also used in the temporal variation test. Otherwise, a t test is perfomed on the means of the Values in Table 2 were derived experimentally composite cell and the class characteristic values except for channel 4 land and ocean temperatures where the null hypothesis is that the means of the which are taken from ISCCP specifications.
respective populations are equal. If the null To reduce the computational burden, a test for a hypothesis in both tests is not rejected, then the large difference between channels 3 and 4 is done. mean values are used as the clear-sky composite.
If the difibrence is greater than 3.5 K [Saunders, Otherwise, extrema are used.
1986; Olesen and Grassl, 1985], the pixel is labeled
The assumption of Gaussian distributions that cloud and is not compared to the day before and these tests carry may be violated if data are after. Spatial/temporal tests which included the examined over large spatial and temporal scales. In entire 7-day period were also tested. However, such cases, an informational class such as land problems with the warmest pixel being low cloud albedo may comprise more than one statistical class. were too frequent to justify their use.
It is therefore important that class characteristic values be computed for relatively small geographic 6. and cloud types and proportions. The synthetic data set image contains surface areas with 250 to 500 km as the minimum dimension ("objects" are rectangular). Cloud sizes and distributions changed from day to day, with the minimum dimension ranging from 20 to 300 km. Surface proportions changed in both data sets by up to 20%. These changes are due to sea ice movement and melting.
The surface/cloud types and proportions are given in Table  4 .
All versions of the algorithm perform best over land and water. Snow and ice remain the problem areas although the modified versions performed best under these conditions. When cloud amounts are high (more than 80%), all versions compute cloud fraction to within approximately 5% of each other. Values are for each of the middle five days of an analysis period. The number of clear pixels in the compositing step is also shown.
When cloud amounts are low, the modified version is more accurate, although cloud fraction was often too high. In the actual data, this is at least in part due to possible discrepancies in the manual interpretation, as described above. In the synthetic data, this is probably due to the fact that clear-sky areas are filled with values in the range of the mean plus or minus three standard deviations (following a Gaussian probability function), so that extreme values may be beyond threshold cutoffs and will consequently be labeled as cloud. Final thresholds are generally between two and three times the standard deviations used in the generation of synthetic images.
The basic algorithm versions often overestimate cloud amount. This is common over ice where, in the bispectral threshold test, the threshold for water is used. This albedo threshold is too small to account for variation in sea ice albedos, and consequently many dear pixels were mistaken as cloud. A related situation is that the basic version modified versions solve these problems by providing appropriate thresholds. Root mean square and mean absolute difference errors given in Table 7 illustrate that the modified version was most accurate in computing cloud fraction for both data sets. The thermal-only version performed reasonably well with the synthetic data set, at least in part for reasons explained above.
APPLICATION
The modified version of the algorithm was next applied to the Arctic study areas. Surface albedos determined over the 5-day compositing period for the two summer study areas, which overlap the winter area, are shown in Mean absolute difference is also given (in parentheses). Cloud fraction for the third day of the analysis period for each study area is shown in Figure 9 and compares favorably with a manual interpretation of the DMSP imagery (not shown) and the images presented in Figure 2 
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CONCLUSIONS
A cloud detection algorithm for use with Arctic AVH•R and SMMR data has been presented. Some of the design objectives for the International Satellite Cloud Climatology Project (ISCCP) cloud detection procedure such as space and time contrasts comprise basic thermal-only and visible/thermal algorithm versions, which are then modified for polar applications. All versions of the algorithm perform best over snow-free land and open water, so that improvement in computed cloud fraction using the modified algorithm will be greater over snow, ice cap, and sea ice and less over open water and snowfree land. In test cases, cloud fraction computed with the modified algorithm was found to be at least 5% more accurate when compared to manual interpretations.
For the data sets employed, the best method of cloud detection with Arctic AVH•R data includes first an accurate identification of surface types and changes. This allows thresholds to be set appropriately, and here is accomplished with SMMR passive microwave data.
Next the temporal variability of pixel radiances is examined, using channels 1, 4, and the reflected component of channel 3 during summer and the difference between channels 3 and 4 in conjunction with channels 4 or 5 for winter analyses. Differences between thermal channels aid in the detection of thin cloud.
Compositing over a 5-day period provides the clearsky information for the final multispectral thresholding of the daily data. The lack of "ground truth" makes testing and validation difficult, a problem which can be alleviated to some extent with the use of synthetic data sets.
