Recent research has shown that the detected bit error-rate of coded and bitinterleaved multiple-input, multiple-output orthogonal frequency division multiplexing (MIMO-OFDM) links is characterized by the ordered post-processing signal-to-noise ratio (SNR). In this paper, we show that the per-stream ordered SNR converges asymptotically (with delay spread) to the inverse, marginal cumulative distribution function (CDF) of post-processing SNR. We derive a new approximation of the post-processing SNR inverse marginal CDF through an approximation of the marginal CDF for ordered eigenvalues in Wishart random matrices. By evaluating the independence of subcarriers in terms of the power delay profile we show that the inverse marginal CDF is also an important characterization of post-processing SNR in practice. We exploit this structure to improve principal component regression algorithms that empirically infer a low-dimension basis for ordered SNR. Numerical simulations show high accuracy of this basis with just three dimensions for arbitrary power delay profiles. The consequences of this work include high-resolution limited channel feedback, simpler channel models for system simulation and algorithm design, as well as the reduction of dimension in link quality metrics for link adaptation. Simulations demonstrate the application to link adaptation in IEEE 802.11n with constellations that may be adapted per spatial stream.
Introduction
Performance prediction in practical multiple-input, multiple-output wireless links with orthogonal frequency division multiplexing modulation (MIMO-OFDM) has proven challenging due to the intractable nature of coded biterror-rate expressions after forward error correction over subcarriers and spatial streams in frequency/spatial selective channels [1, 2, 3] . Recently it was shown that, with sufficient interleaving, coded bit-error rate and the MIMO-OFDM symbol error rate may be evaluated after a sorting operation over subcarriers and spatial streams [4, 5] . This observation led to highly accurate link quality metrics of low-dimension. These link quality metrics were exploited by supervised learning algorithms, resulting in new performance benchmarks for MIMO-OFDM link adaptation [5] .
Unfortunately, the MIMO-OFDM link quality metrics in [4, 5] suffer from three important drawbacks. First, the metrics were based on heuristics and the empirical evaluation of ordered SNR indices that maximized performance in link adaptation. This ignores statistical structure (in particular with respect to the inverse marginal cumulative distribution function (CDF)) that is imposed by the sorting operation, which can be exploited to further reduce link metric dimensionality. Second, fixed constellation mappings were assumed over all spatial streams and subcarriers when the metrics were conceived. Multi-codeword MIMO in LTE and the optional modes in IEEE 802.11n, however, allow for non-uniform constellation mappings per spatial stream since it increases the achievable data rate in channels that display spatial stream channel quality disparity [6, 7] . While more recent work has shown that the link quality metrics in [4, 5] can be made compatible with non-uniform constellations per stream, this incurs excessive metric dimensionality [8] . Third, the established MIMO-OFDM link quality metrics are not invertible, i.e., it is not straightforward to map link quality metrics back to an ordered SNR profile. This limits the ability of link quality metrics to serve as parameters of simplified channel models for MIMO-OFDM systems [9] , to provide low-dimension limited channel feedback [10] , to offer optimization criteria for algorithm design, or to provide system evaluation as parameters of Monte Carlo simulations [11] .
In this paper we propose to establish the fundamental structure of the postprocessing signal-to-noise ratio (SNR), sorted over subcarriers (hereafter shortened to ordered SNR). Our contributions are summarized as follows.
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• We establish a connection between ordered SNR and the inverse of the marginal CDF of post-processing SNR per spatial stream as a consequence of the Glivenko-Cantelli theorem. We show that the ordered SNR converges to the inverse marginal CDF with asymptotically large frequency selectivity in spatially uncorrelated uniform power delay profiles. We exploit The Dvoretzky-Kiefer-Wolfowitz inequality to show that the supre-mum of the distance between ordered SNR and the inverse cumulative distribution function decays exponentially with the number of statistically independent subcarriers.
• We propose a closed form approximation of the inverse marginal CDF for MIMO-OFDM links with singular value decomposition (SVD) precoding. This is enabled by our new, invertible approximation for the marginal CDF of ordered eigenvalues in Wishart random matrices.
• By evaluating the correlation properties of OFDM subcarriers with arbitrary spatially uncorrelated power delay profiles, we show that the convergence of ordered SNR to the inverse marginal CDF in practice depends on the severity of the frequency selectivity and the structure of the power delay profile. The power delay profile acts to determine the speed of convergence to the inverse marginal CDF.
• We create a general ordered SNR model (regardless of precoding strategy, power delay profile, or spatial correlation) by enhancing principal component regression. This enhancement exploits the asymptotic convergence of post-processing SNR to the inverse marginal CDF through median centering of empirical data.
• We validate the accuracy of our median-centered principal component regression algorithm and, to display its utility, we conduct Monte Carlo simulations in 4 × 4 MIMO-OFDM channels with variable power delay profiles. Results of the Monte Carlo simulations show that our new model maintains accuracy regardless of the degree of frequency-selectivity or the structure of the power delay profile for the wireless channel.
• Finally, we perform link adaptation numerical experiments in an IEEE 802.11n system through supervised learning, as first presented in [5] . These experiments demonstrate the merit of our proposed model to provide lowdimension, highly-efficient link adaptation metrics in MIMO-OFDM.
Scope of Contributions:
The lack of prior work on ordered post-processing SNR models suggests that some contributions (outside of performance enhancement and metric dimensionality reduction in link adaptation) do not directly advance citations. The largest consequence of many contributions in this paper is to provide paradigm shifts in two aspects of MIMO-OFDM system design, enumerated below.
1. MIMO-OFDM channel modeling -Current MIMO channel models, including cluster-based models [12] and geometry-based models [13, 14] , generate wireless channel impulse responses as a function of channel parameters including delay spread, Doppler shift, transmission distance, antenna array interelement distance, etc [15, 16] . With the proposed ordered SNR model, which only considers performance-related channel effects, channel models may be generated for different environments simply by characterizing the statistics of the principal component magnitudes. The small dimensionality of this representation drastically reduces the potential sample space, leading to lower channel modeling complexity. Additionally, because all channel modeling occurs in the frequency domain, the channel models can act directly on the modulated data without domain transformations. 2. MIMO-OFDM performance analysis -Performance metrics (e.g., capacity, symbol error rate, throughput, outage, etc.) are directly parameterized by the SNR over subcarriers and streams [17, 18] . Hence, the principal component magnitudes of the proposed general ordered SNR model also parameterize MIMO-OFDM performance. Monte Carlo simulations may use the statistics of principal component magnitudes to characterize link performance more efficiently [19] . Further, the closed form expressions and convergence behavior of ordered SNR provided by the contributions of this paper may be used to derive analytical expressions of performance in frequency/spatial-selective MIMO-OFDM links without explicit definitions of the propagation environment [20] . Similarly, model-based algorithm designers may utilize principal component magnitudes as parameters for optimization [21] .
Outline: The remainder of this paper is organized as follows. Section 2 provides the MIMO-OFDM system model under investigation. Section 3 provides the inverse marginal CDF relationship between ordered SNR in OFDM systems and, further, derives a closed form expression of ordered SNR for asymptotically large frequency selectivity. In Section 4 we examine the correlation of channel subcarriers and design the median-centered principal component regression ordered subcarrier SNR model. Section 5 validates the median-centered principal component regression model, both in terms of goodness of fit and in terms of link adaptation performance as a function of metric dimensionality. We conclude with suggestions for future research directions in Section 6.
Notation: A * denotes Hermitian transpose of matrix A, [A] a,b is the matrix element in the ath row and bth column, and [A] a1:a2,b1:b2 defines the submatrix of A selected from rows a 1 through a 2 and columns b 1 through b 2 . A F denotes the Frobenius norm of a matrix A. We represent a sequence with index k from a 1 to a 2 as {·} a2 k=a1 . Circularly symmetric complex Gaussian vectors with mean µ and covariance R are indicated by ∼ N (µ, R). More specific notation is shown in Table 1 .
MIMO-OFDM System Model
Following the convention of several commercial wireless systems we consider frame-based MIMO-OFDM transmission where source binary data streams are fragmented into frames [6, 22, 7] . Each frame or packet of bits is formatted into N O OFDM symbols each with N subcarriers.
Baseband Processing
MIMO-OFDM transmit processing for each OFDM symbol is illustrated in Fig. 1 where N Assuming the linear time-invariant system model and given N r RF chains available at the receiver, we represent H[n] ∈ C Nr×Nt as the frequency flat wireless channel matrix for subcarrier n. N , the discrete Fourier transform (DFT) order, is large enough to validate frequency flat approximations per subcarrier. This combined with a sufficient cyclic prefix for each OFDM symbol enables the receiver to remove m as a parameter of the effective channel. In general, we assume linear per-subcarrier precoding and linear per-subcarrier equalization where F[n] ∈ C Nt×Ns is the linear precoding matrix and G[n] ∈ C Ns×Nr is the linear equalization matrix. The equalized symbols at the receiver, Y[m, n] ∈ C Ns , relate to the input symbols through
where V[m, n] ∈ C Nr models thermal noise effects at baseband. The total transmitted average power over all antennas will be E s by constraining
The wireless channel definition H[n] for subcarrier n in this model assumes that the channel impulse response does not change for all N O OFDM symbols within a frame.
Post-Processing SNR
We use the standard assumption of complex Gaussian noise vectors V[m, n] ∼ CN (0, σ 2 V I) where each element has variance σ 2 V and mean 0. To enable simple link quality expressions we define quantities 
post-processing SNR of stream a, subcarrier ñ γ [a, n] nth smallest post-processing SNR on stream a f X (x) PDF of X, i.e. 
ath unordered eigenvalue of Wishart sample
ath largest eigenvalue of Wishart sample
second branch of Lambert function,
GCF[r, s] greatest common factor of integers r and s to include the combined effects of spatial mapping and spatial equalization. In our MIMO-OFDM model, the symbol error rate is completely characterized by the signal-to-noise ratio defined per subcarrier and per spatial stream [17] . Explicitly,
is the post-processing SNR for spatial stream a and subcarrier n [23].
The Ordered SNR Profile in N -tap Gaussian Channels
The complete set of post processing SNR {{γ[a, n]} a } n characterizes the symbol error rate at the receiver. Recent results have shown that, with adequate interleaving, the sorted post-processing SNR (ordered SNR) may also be used to accurately approximate symbol error rate [5] . We define theñth smallest postprocessing SNR value in the ath spatial stream asγ
for a ∈ {0, 1, . . . , N s − 1}. Per-stream ordering is used here, unlike in prior work which additonally ordered over spatial streams [5] , to allow for more general adaptation models where the rate per stream is also varied. 
for all k ∈ {0, 1, . . . , N ! − 1} whereĩ is the permutation index that postprocessing SNR ordering completes (assuming permutation π i has already been completed on the raw post-processing SNR).
2 Moreover, by definition in (4), the sorted post-processing SNR sequence is non-decreasing. It is apparent that significant structure exists in the ordered post-processing SNR profile. This structure has already been exploited through heuristics to compress into low dimension MIMO-OFDM link quality metrics by selecting the best ordered SNR (BSOS) values, leading to more accurate link adaptation performance [5] . In this section and the sequel we intend to present fundamental properties of this structure, including the relationship between the ordered SNR and its empirical, marginal cumulative distribution function (CDF).
Inverse Marginal CDF Approximation through Subcarrier Ordering
For now we consider the scenario where subcarrier channel matrices are statistically independent and generated from the same distribution (i.e., i.i.d. subcarrier channel matrices). These assumptions are necessary to establish the relationship between the ordered post-processing SNR and the empirical, marginal CDF of post-processing SNR. Later, in Section 3.2 and Section 4 we relate the results in this subsection to channels generated from discrete-time channel impulse responses, including cases where these statistical assumptions are relaxed.
If Γ a is the random variable that provides realizations of γ[a, n] in the ath spatial stream ∀n ∈ {0, 1, . . . , N − 1}, the Glivenko-Cantelli theorem states
where n →ñ in the sorting process (i.e., γ[a, n] =γ[a,ñ]) andñ/N is defined as the empirical CDF. Formally,
as N → ∞ [24, 25] . Further, it has been shown that
2 π i is typically the trivial permutation where
for some finite constant C ∈ R. An explicit value for C has also been constructed where if N x 2 ≥ log(2)/2 then (8) is true in the strict sense for C = 2, i.e.,
[26]. Consequently, if G(y)
}, then as a consequence of Glivenko-Cantelli and the continuous mapping theorem
as long as G(·), the inverse CDF for Γ a , only has discontinuity points of probability 0 in (0, 1). This motivates a new sorted subcarrier SNR model as a function of n for stream a. Further,
where D = sup x∈(0,1) G (x). Intuitively, (11) tells us that the rate at which inverse mapping of the empirical CDF approaches the ordered SNR profile, in relation to the empirical CDF rate of convergence to the marginal CDF, depends on the steepness of the marginal CDF. Next, we will see that it is possible to derive a closed form approximation of G(·) under further system assumptions.
Ordered Eigenvalues
Let the channel in the discrete-time domain between receive antenna k and transmit antenna l be characterized by an N -tap time-invariant impulse re-
By definition, the DFT is a linear combination of the discrete-time domain samples with unity weights,
Assuming channel information is available at the transmitter, we perform capacity-optimal singular value decomposition (SVD) precoding and optimally select N s by evaluating the performance of waterfillling over all possible values. Explicitly, we set
is the SVD of the channel matrix H[n] at subcarrier n and P[n] is a N s × N s diagonal matrix composed of the water-filling power values for each stream at subcarrier n [27] . In practice, however, power allocation over subcarriers is often not considered due to the overhead incurred compared to the gain offered in coded OFDM systems and the sensitivity to inaccurate channel state information [28, 29] . For the remainder of this section, we will only consider SVD precoding with √ N s P[n] = √ E s I Ns ∀n, where E s is the total transmit symbol energy. Therefore, the post processing SNR from (3) can be expressed in terms of the singular values for each channel
. From (3), given a uniform power delay profile and N complex Gaussian taps, the energy-normalized sorted subcarrier SNR profile on the ath spatial stream is approximated by the inverse marginal CDF for the ath largest squared singular value of an N r × N t complex Gaussian random matrix. This assumes, without loss of generality, σ 2 H = σ 2 V = 1 (i.e., that E s is factored out from the channel and noise variance appropriately).
The statistics of squared singular values in complex Gaussian random matrices, or equivalently the eigenvalues in Wishart random matrices, is a well studied topic in random matrices. For
which is a ρ × ρ random Wishart matrix where
where η
whereλ a [n] is the (a + 1)th smallest eigenvalue. Alternative computationallyefficient algorithms are also available to compute the CDF ofλ a [n] [31] . Unfortunately, a simple and invertible closed form representation of the exact marginal CDF is not available.
The distribution of the extreme eigenvalues, however, can be stated in closed form. The general form of the marginal CDF for the minimum eigenvalue in N r × N t complex central Wishart random matrices is
for scalars r k (k ∈ {0, 1, . . . , ρ(η − ρ)}), β 0 , and C calculated by taking the integral of the PDF in [32] . Note that the polynomial factor becomes trivial with symmetric links where N r = N t , resulting in the exponential distribution. The maximum eigenvalue has a similar form, but it is not stated here since the polynomial term of the maximum eigenvalue does not become trivial [31] . This leaves us with a need to find a simple approximation for Fλ
for all a except a = 0 when N r = N t .
Recently it was observed that the SNR distribution of a single-input, multipleoutput (SIMO) system with maximum ratio combining (MRC) and L(a) ∆ = (N t + a + 1 − ρ) × (N r + a + 1 − ρ) diversity branches approximates the SNR distribution of the ath stream in a MIMO system with SVD precoding [33] . Using the known SNR CDF of SIMO systems in Rayleigh fading [34] , this approximation is defined
as the mean energy of the (a + 1)th smallest eigenvalue normalized by L(a). This approximation has been verified to be especially precise for practical antennas dimensions (up to 10 × 10). Despite the simplicity of (15), a closed form expression of its inverse function is not available when L(a) > 2.
We propose a new CDF approximation that eliminates the polynomial terms of order > 1. This is equivalent to eliminating diversity branches in the SIMO system, leading to a corresponding loss in array and diversity gain. We cannot recover diversity without adding complexity to our expression, however, we can correct for the lost array gain through an appropriate shift on the support, ∆ a , and through scaling of the exponential-polynomial product term by µ a . Our new CDF approximation is defined
where µ a scales the derivative of (16) to match fλ a [n] (0.5) and ∆ a is chosen to align (center) the approximation at Fλ a [n] (0.5). This leaves two equations for the two unknowns, i.e.,
for Fλ a [n] (x 0.5 ) = 0.5. Fig. 2 and Table 2 show the accuracy of this new approximation for the first, second, and third strongest singular values squared of 4×4, 4 × 8, and 8 × 8 complex Gaussian matrices. The approximation results in lost accuracy in the tails of the distribution. Fortunately, the coded bit-error-rate (BER) for most practical MIMO-OFDM configurations is not largely affected by the SNR extrema, especially the larger SNR values due to the logarithmic relationship between SNR and capacity. Thus, the accuracy characterized in Fig. 2 and Table 2 is adequate for most MIMO-OFDM systems. We can also improve on this approximation by using a piecewise combination with the single exponential term derived in [35] (which is also invertible) for the left tails of the . We find that the inverse function of (16) is
where the notation W[x] indicates the value of x that solves the product of a linear term and exponential term (i.e.,
). 3 Finally, we arrive at our approximation for ordered SNR in MIMO-OFDM systems with asymptotically large frequency selectivity and SVD precoding
for all a ∈ {0, 1, . . . , N s }, N r ∈ N, N t ∈ N. Further, when a = 0 and N r = N t , an exact and invertible expression for the CDF is known, leading to a better ordered SNR approximationγ[ρ, n] ≈ 1/β 0 log[1 − β 0 n/(r 0 N )] (see (14)).
Modeling Ordered SNR
In Section 3 we derived a closed form approximation for the ordered SNR with SVD precoding in asymptotically large frequency selectivity. The distance between practical ordered SNR realizations and this inverse marginal CDF model exponentially decays as guaranteed in (8) with the number of statistically independent subcarriers. In this section we present consequences of subcarrier correlation as a function of the power delay profile and delay spread assuming spatially independent channels (i.e., no spatial correlation). Further, we build a general model for ordered SNR based on principal components which are established through empirical evaluation of the correlation structure in postprocessing SNR. This model allows for any channel distribution, making it applicable to any transceiver configuration compatible with the system model defined in Section 2.
Convergence of Ordered SNR with Sets of Independent Subcarriers
As we will later observe in this section, channels with fixed, spatially uncorrelated power delay profiles often produce correlated sets of independent subcarrier channel matrices. Consider that, for transmit antenna l and receive antenna k, there are I ∈ N sets where each set
is characterized by the property
k,l = 0 for i ∈ {0, 1, . . . , I − 1}, I ∈ {1, 2, . . . , N }, mod(I, N ) = 0 and s, s ∈ {0, 1, . . . , N/I − 1}, s = s . In other words, the channel matrices may observe correlation if they are in indexed within different partitions i = i ∈ {0, 1, . . . , I − 1}, but they are uncorrelated within a single partition. Assuming complex Gaussian taps, zero correlation also implies statistical independence. Therefore, assuming I is constant as N → ∞, the Glivenko-Cantelli theorem and the Dvoresky-Kiefer-Wolfowitz inequality still apply providing the following propositions.
Hence, this motivates a better understanding of how practical wireless channel impulse responses produce sets of independent subcarriers.
Subcarrier Correlation and the Power Delay Profile
The linear, time-invariant impulse response is statistically modeled in the time domain through a power delay profile (PDP). The PDP of the discretetime impulse response between the kth receive antenna and the lth transmit antenna is denoted [p 0 , p 1 , . . . , p ν ] such that
where the power delay profile is the same ∀k ∈ {1, 2, . . . , N r }, ∀l ∈ {1, 2, . . . , N t }. If we assume, by convention, that the channel taps are i.i.d. and generated from the zero-mean complex Gaussian distribution with variance defined by the power delay profile, the correlation coefficient between subcarriers is [36] 
where we constrain, without loss of generality, δ ∈ {0, 1, . . . , n} for n ∈ {0, 1, . . . , N − 1}. The most severe frequency selectivity occurs with a uniform power delay profile, i.e. p = p ∈ R ∀ ∈ {0, 1, . . . , ν}, because no single channel tap dominates and all tap delays contribute equally to intersymbol interference.
Proposition 3. For channels with a uniform power delay profile, subcarrier indices n and n − δ are statistically independent if
Proof. See Appendix.
Next, we generalize Proposition 3 to non-uniform power delay profiles (which are more common in practice).
Proposition 4.
For channels with a non-uniform power delay profile, subcarrier indices n and n − δ are statistically independent if δ(ν + 1)/N ∈ N and
where S k ⊂ {p 0 , p 1 , . . . , p ν } is the subset of power coefficients in the power delay profile with indices equal to k modulo u.
Propositions 3 and 4 state that two subcarriers are generated from i.i.d. samples if the distance between the subcarriers and the number of taps is large enough to provide a product of subcarrier distance and discrete-time channel impulse response length that is an integer. Additionally, we require a fair distribution of power in the power delay profile. Propositions 3 and 4 are sufficient conditions for independence, but are not proven necessary. The next proposition gives us a bound on the number of independently sampled subcarriers.
Proposition 5. For all power delay profiles, every subcarrier is statistically independent of, at most, ν other subcarriers.
The conclusions drawn from propositions 1-5 are both positive and negative. Propositions 1 and 2 are promising since they show rapid convergence to the inverse marginal CDF even without i.i.d. OFDM subcarrier channels. Further, Proposition 3 shows that uniform power delay profiles will yield the conditions that are assumed in Propositions 1 and 2. Unfortunately, Proposition 4 shows that practical (non-uniform) power delay profiles are unlikely to provide statistically independent subcarrier partitions (as assumed in Propositions 1 and 2). In practice, all subcarriers will be statistically correlated to some degree. Fortunately, as shown empirically in the sequel, practical impulse responses that produce correlated subcarrier channels still show strong convergence to the inverse marginal CDF.
Modeling through Principal Components Regression
Our investigation in Sections 3, 4.1, and 4.2 provided a higher understanding of the relationship between ordered post-processing SNR, its marginal CDF, and the degree of frequency selectivity in the wireless channel. Expressions of ordered post-processing SNR element correlation for practical values of frequency selectivity, however, have not resulted from this analysis and do not appear straightforward to obtain. For example, in equation (23) it is not clear how this correlation structure manifests in singular values or how it relates to the ordered SNR, i.e., how ordering translates this correlation. Consequently we turn to an empirical evaluation of correlation in the ordered SNR, namely principal component analysis.
We now construct a general model, without asymptotic assumptions on frequency selectivity, the spatial correlation of separate streams, and without the requirement of SVD precoding, for ordered subcarrier SNR. Formally, we are looking for a set of orthonormal basis vectors
. In practice, we do not expect to find a low-dimension basis that exactly characterizes the ordered SNR per stream since we have already completed two kernel transformations, DFT-domain post-processing SNR and SNR ordering, to extract the relevant performance metrics. We do, however, expect that some ordered SNR samples may be heavily correlated.
For any distribution on the channel impulse response, to evaluate the unknown correlation structure we run K experiments yielding K observations of
For the remainder of this paper we will drop the [a] notation with the assumption that all concepts apply equally to all streams. We quantify the correlation structure through the maximum likelihood estimate of the covariance matrix
where mean k (·) represents the mean vector as averaged over all observations
as the eigenvalue decomposition of the covariance matrix where the eigenvalues are sorted in decreasing order, i.e., [
Principal component analysis (PCA) has shown that the most interesting basis vectors, i.e., those that represent data components with the largest statistical variance, correspond to the eigenvectors in E Y . Moreover, the eigenvalues (diagonal of D Y ) determine the relative contribution of each eigenvector to the experimental observation data [37] . Finally, we conclude that
Equation (27) finds basis vectors through naïvely implemented PCA. One drawback of naïve PCA is that the data set components with largest variance are not always the most desirable for regression. It is widely known that the median represents the order statistic with least maximum variance [38] , so to ensure that the median post-processing SNR is accurately maintained, we propose to center each data component at its median. Intuitively, this allows PCA to capture variance of post-processing SNR with respect to the inverse CDF of the marginal distribution. Let us define the median-subtracted experimental observation set
where median(·) finds the median element and e is the vector of all ones. 4 Proceeding with PCA in a similar manner as before we obtain empirical covariance matrix C Z and find the orthonormal basis set B = [E Z ] 1:N,1:d . Regression with median-subtracted PCA requires an additional dimension since the median must be maintained. This extra dimension, however, will be required for all PCA implementations since large-scale channel effects must be removed in order to apply PCA with any degree of accuracy.
Capturing Principal Components of Channels
In this section we assume that experiments have been completed to determine the principal component basis B of median subtracted post-processing SNR for each spatial stream. Any new observation of the channel is represented as a combination of the principal components through weight vector
* . Next we describe the procedure for a single spatial stream with the understanding that it must be performed for each spatial stream separately.
Principal Component Representation:
1. Calculateγ, the ordered post-processing SNR. 2. Calculate x 0 = median(γ).
Linear least squares is prescribed here in the last step to determine x, although any parameter estimation technique may be applied. Recreating an estimate of γ from x is straightforward since
Numerical Evaluation of 4 × 4 MIMO-OFDM
To evaluate the performance of principal component regression we simulate a MIMO-OFDM system with N t = N r = 4 and variable frequency selectivity. Because we do not assume spatial correlation, we only evaluate the performance on a single stream since all other streams provide the same statistics. The receiver implements minimum-mean-square error (MMSE) spatial equalization per subcarrier and the transmitter implements identity matrix open-loop precoding. Each plot is the result of Monte Carlo simulations with 1000 channel realizations composed of spatially/temporally i.i.d. complex Gaussian channel taps subject to a power delay profile. OFDM is processed with N = 64 subcarriers.
Principal Component Regression Accuracy
To validate the goodness of fit in principle component regression we consider two popular regression metrics. First, we consider the sum of squared error (SSE) where, for a single observation,
SSE gives us an absolute metric of the total distance between the regression and the observed data. Second we consider the coefficient of determination, R 2 , which measures the strength of the linear relationship between ordered postprocessing SNR and the principal component magnitudes. It is used to observe the captured percentage of variability in the regression and is defined as
where mean(·) finds the mean of a single vector [39] . Figs. 3 and 4 show SSE and R 2 , respectively, for various PCA configurations with post-processing SNR and the first three principal components. The first two PCA configurations, naïve PCA and PCA with median subtraction, are processed over a single multipath delay spread (i.e., a fixed number of channel taps) with uniform power delay profiles. Naïve PCA performs significantly worse than PCA with median subtraction for all multipath configurations. This justifies our intuition that centering observations about the median allows PCA to capture variation about the CDF more precisely. For both PCA configurations we observe diminishing returns in adding more principal components to the regression model. This is an important observation, because it validates PCA for regression. If this effect was not observed it would raise doubts about the utility of high variance components to represent post-processing SNR.
It may not be practical to have a separate set of principal components for each delay spread configuration. The remaining PCA configurations use median subtraction and calculate the empirical covariance matrix over all delay spread configurations (ν ∈ {0, 1, 3, 7, 15, 31, 63}) with uniform and exponential power delay profiles (for exponential power delay profiles p = exp{−ν}). These multipath flexible PCA configurations suffer from reduced accuracy, but with 3 or more principal components, the difference is negligible. Hence, it is possible to proceed with post-processing SNR modeling through principal component regression without concerns on the sensitivity to delay spread realizations. It is notable that the performance of principal component regression is worse for exponential power delay profiles. Going back to the discussion in Section 4.2, the decaying energy of taps in exponential power delay profiles slows down the convergence to the marginal CDF. Hence the principal statistical components do not contribute as heavily to the final ordered subcarrier SNR profile. Fig. 5 displays the first six principal components of the multipath flexible PCA configuration with uniform power delay profiles. Through simulation we found that both uniform and exponential power delay profiles result in very similar principal components (identical in some cases). This suggests that the covariance of median subtracted ordered post-processing SNR realizations is not largely tied to the power delay profile and results mainly from the complex Gaussian distribution of each tap. It is interesting to observe that the primary component of the post-processing SNR very closely resembles the marginal CDF, which is shown as a reference through numerical calculations since no closed form is available. Also notice that because the tails of the CDF provide the largest maximum variance, they are significantly represented by all of the components. Because the components were computed by evaluating post-processing SNR on a dB scale, the low-SNR tails provide the most uncertainty.
Link Quality Metrics
Current link quality metrics for MIMO-OFDM exploit structure imposed by the constraint of one constellation over all spatial streams. For example, the popular exponentially mapped SNR (EESM) link quality metric is averaged over all subcarriers and spatial streams. Further, the multi-dimensional best-selected ordered SNR (BSOS), which has shown to outperform competing link quality metrics with supervised learning link adaptation [5] , completes the ordering operation over all subcarriers and spatial streams. With non-uniform constellations, link quality metrics must be maintained separately per spatial stream since the post-processing SNR does not equivalently map to performance for different constellations [8] . To test the utility of principal component magnitudes as link quality metrics in these more general MIMO-OFDM links, we have completed a comprehensive IEEE 802.11n link adaptation simulation campaign in a 2 × 2 link with supervised learning similar to [5] using modulation and coding schemes (MCS) 0-15 (uniform constellations per stream) and 33-38 (nonuniform constellations per stream) for various power delay profiles and delay spread realizations. We compare the link adaptation performance of the BSOS, with ordering only performed per stream, and the component magnitudes of principal components per spatial stream, i.e. x. This simulation campaign demonstrates that, without link quality metric dimensionality concerns, the link adaptation performance with principal component magnitudes is virtually identical to BSOS per stream. Principal component magnitudes, however, were able to produce more accurate link quality metrics with fewer dimensions. We also observed that median subtraction is not preferable for link quality metrics (as it was for post-procesing SNR regression), since an additional dimension is required to maintain the median SNR.
Consider Fig. 6 , which shows the performance of link adaptation as a function of link quality metric dimension. Principal component magnitudes (without median subtraction) offer excellent performance with only 2-dimensions per stream. We do not expect any further reduction in dimensionality for link quality metrics since a single basis vector is not likely to accurately characterize all ordered SNR realizations. Our simulation campaign also suggests that we are unlikely to find better link quality metrics that result from the ordering of SNR.
Conclusion and Work Extensions
In this paper, we showed that the ordered SNR profile converges to the inverse CDF of subcarrier SNR asymptotically. We also developed a closed form expression for the inverse marginal CDF of ordered SNR per stream when SVD precoding is used at the transmitter. We showed that practical ordered SNR can be modeled precisely through principle component regression, resulting in new insights on the fundamental relationship between ordered subcarrier SNR and its marginal CDF. Using the magnitudes of principal components per spatial stream we were able to reduce the dimensionality of IEEE 802.11n link quality metrics compatible with non-uniform constellations per stream by a factor of two. Future work should consider the impact of spatial correlation. Further, measurement campaigns are needed to validate the proposed model in real channels and fit statistical distributions to the parameters of the principal component weights. Finally, future research should also consider the impact that principal component weights have on MIMO-OFDM system design. 
Proof of Proposition 5
Proof. Because each subcarrier channel is a zero-mean complex Gaussian random variable before and after the DFT, conservation of entropy would yield at most ν + 1 independent subcarriers (since the different transmit/receive channel pairs maintain their independence) [40] . Consider, for example, subcarrier n = N − 1. Clearly, if N/(ν + 1) is an integer, then δ ∈ {N/(ν + 1), 2N/(ν + 1), . . . , νN/(ν + 1)} determines independent subcarriers from Proposition 3.
