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Power and Temperature Aware Functional Unit Binding in 
High Level Synthesis 
 
 
Layale Bassil 
 
 
Abstract 
 
This project elaborates on the possibility of optimizing the power consumed by the 
functional units by optimizing the functional unit binding technique. Functional unit 
binding maps the operations in each control step to specific functional units. However, 
the mapping between the operations and the available functional units has a profound 
effect on the power consumed. Hence, by optimizing the functional unit binding 
algorithm, it is possible to reduce the power consumption of the functional units which 
comprises a large fraction of the overall power of the design. The optimized power-
aware functional unit binding methodology focus on reducing the switching activity of 
the functional units by minimizing the transitions of their input operands; this is done by 
trying to bind operations having one of its inputs remaining the same between two 
consecutive control steps, to the same functional unit. 
 
The second part of this project tackled temperature reduction. The same methodology 
used for power reduction was used for temperature reduction by optimizing the 
functional unit binding technique. The optimized temperature-aware functional unit 
binding focus on reducing the temperature of the functional units by following a 
parabola-like cost function; the cost is the temperature dissipated by the functional unit 
for every two consecutive switching at its inputs. This will lead to a change in the 
binding of operations to functional units giving each functional unit the time to cool 
down between any two successive operations.  
 
Keywords: High-Level Synthesis, Binding, Dynamic Power Consumption, 
Temperature Dissipation, Switching Activity, Leakage Current. 
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CHAPTER ONE 
INTRODUCTION 
 
According to Moore’s law, the number of transistors, per unit chip area, would be 
doubled every two years. Driven by this fact, the exponential growth of circuit capacity 
and performance prompts new and critical challenges in terms of the power 
consumption of the integrated circuit and pauses new constraining factors in the design 
flow  [24]. 
Nowadays, optimizing power consumption is necessary when designing a VLSI system. 
According to  [23], optimizing power can start at the system level stage going down to 
the  gate and transistor level stage. This wide range in the design stages affects the 
design decisions and the quality of the product and the improvement in the power 
consumed. Consequently, in order to get the highest improvement in the power 
consumption, designer has to start considering power as early as possible in the design 
stages. In the research done in  [25], it is stated that power optimization techniques 
tackling the system and behavior level can achieve a power reduction in the range 40-70 
%, which is the second highest possible improvement.  
High-level synthesis transforms a circuit’s behavioral description into a register-transfer 
level (RTL) design consisting of a datapath and a control unit. The resultant datapath 
will be composed of three different types of components: ALUs and multipliers as 
functional units, registers and memory as storage units, and finally buses and 
multiplexers as interconnection units. The three central synthesis tasks in a typical high-
level synthesis system are: scheduling, allocation, and binding (or module assignment). 
Scheduling determines the sequence in which operations execute; allocation sets the 
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appropriate number of needed resources in terms of functional units, registers, and 
interconnection units; binding assigns operations to functional units and values to 
storage units, and interconnects those components to form a complete data path. 
 
In this work, the objective was to optimize the dynamic power of the design. In order to 
achieve this objective, the focus was on the functional unit binding task of the 
behavioral synthesis. The reason behind this decision is that functional unit binding is 
considered the governing power source for modern VLSI circuits. The solution 
proposed here explores techniques to reduce spurious switching activity at the 
functional unit binding level with the use of a stochastic search algorithm, namely 
simulated annealing. 
The other main focus of this work is the reduction of the temperature dissipated by the 
available functional units. The main idea was to reduce the temperature dissipated by 
each functional unit in order to avoid hot spots in the design. This was done by 
calculating the lifetime and the activity of each functional unit, and creating a cost 
function that will compute the temperature of each functional unit and will guide the 
simulated annealing decisions. A parabola curve was used for the cost function after 
calculating the optimal distance between any two consecutive switching couples at the 
inputs of any functional unit. More details about this method will be shown later on in 
this report. 
The proposed approaches target the binding of operations to the available functional 
units and examine the room for improvement in the conventional functional binding 
techniques used in this work before applying the optimization. Optimizing functional 
unit binding for power and temperature reduction can be done using an efficient 
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swapping of operations over the available resources without violating the resource 
constraint. Knowing that simulated annealing tries to find an optimal solution, for the 
cost function used in the annealing process; when each simulation ends, a guaranteed 
better solution is reached. The new solution is most of the times very close to the 
optimal solution which is the global minima (in terms of power). One should keep in 
mind that simulated annealing doesn’t guarantee an optimal solution, nevertheless it 
does guarantee a better solution and in the worst case, a final solution similar to the 
initial one. 
The remainder of this report is organized as follows:  Chapter 2 explores the literature 
for high-level synthesis and a description of the techniques implemented in terms of 
scheduling, and binding algorithms. It also explains, in details, the sources and types of 
the power dissipated in a digital CMOS circuit. It also describes the types of switching 
activities along with detailed explanation on the occurrence of each type. A focus on the 
spurious switching activity type is conducted because here resides the room for power 
improvement resides. This chapter is concluded by a summary on the previous research 
work done in the power optimization field. Chapter 3 introduces the HLS tool that was 
developed in order to implement and test the techniques used in this project. This 
chapter describes the implementations of the techniques developed in that tool with 
detailed examples and screenshots of the visual user interface. Chapter 4 presents, in 
details, the power aware register binding technique implemented in  [1], and the work 
done in this project in order to improve this technique and get less power consumed by 
the functional units available. In addition to that, this chapter explains in details the 
other developed temperature aware functional unit binding technique. Chapter 5 
displays the experimental results of the two techniques used (power & temperature 
4 
 
aware functional unit binding) in addition to an analysis of each output. Chapter 6 
concludes the project and proposes some basis for future research. 
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CHAPTER TWO  
LITERATURE SURVEY 
 
In this chapter, we will introduce the techniques that are used in this work. First, a brief 
introduction about high-level synthesis is presented; then an explanation about the three 
major tasks of the high-level synthesis process which are: scheduling, allocation, and 
binding is also presented. This chapter also gives a detailed description about the power 
consumed in a digital CMOS circuit, gives an explanation about the power dissipation 
equations, how can it be estimated, and how can it be reduced. In addition to that, a 
research was also conducted about temperature and how it can be estimated in a circuit 
and how it can be reduced as part of this work. 
2.1  High-Level Synthesis 
High-level synthesis is the process of converting a behavioral description of a circuit 
into a structural description of that circuit. The outcome of this high-level synthesis 
process is a combination of data path and control logic. In other words, the process of 
synthesis starts from a description of the behavior of a given system in the form of 
inputs, functions, and outputs. The behavioral description of the system is then 
converted into a control data flow graph (CDFG). After having a CDFG representing 
the system, scheduling takes places where the operations of CDFG are scheduled in 
clock cycles. After scheduling, we get a scheduled data flow graph (SDFG) which will 
be used for module assignment where operations are assigned to operators or functional 
units. After module assignment is completed, register assignment takes place where all 
variables (input and output) are assigned to registers and then, as a final step, 
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2.1.4 Register Assignment 
Figure 3 shows a DFG to which scheduling and module assignments have been applied. 
Horizontal lines in the SDFG (Scheduled Data Flow Graph) denote clock cycle 
boundaries or control step boundaries. In the register assignment task, the number of 
registers is specified along with the variables bound to each register. A register should 
be assigned to each input or output variable on a clock boundary, which is called 
register assignment  [27]. 
Different techniques exist to bind variables to registers such as Left-Edge 
algorithm  [29] and Clique partitioning algorithm  [30]. The technique used in this project 
is the Clique partitioning.  
Clique partitioning algorithm is an approach based on the heuristic proposed by Tseng 
and Siewiorek in  [30]. It can be applied to any assignment; we used it in this work for 
the register assignment task only. 
Clique partitioning is based on heuristic, thus, it does not guarantee optimal 
solutions  [27], but it tries to reduce the number of registers used. It produces the 
minimum number of registers needed to save the values of the variables.  
Clique partitioning needs the variable Lifetime. The lifetime of a variable is the time in 
which the variable is used or is saved to be used in subsequent steps  [28].  
For each variable the lifetime is determined by traversing the circuit and looking at the 
first occurrence of the variable. If a variable is given as an input and not used until 
control step x, then that variable needs to have a used sign for all those steps.  
If a variable is written in control step x, and read in control steps y and z, where z>y, 
then the variable needs to remain in the register starting from time x all the way to time 
z  [28]. 
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A complete graph is a graph in which in edge exists between every pair of vertices. A 
clique of a graph is a complete sub-graph (that follows the same definition of a 
complete graph). The size of a clique is the number of vertices in the clique; e.g. if a 
clique is composed of 5 vertices, this means that the size of the clique is 5. The clique 
portioning algorithms consists of partitioning the compatibility graph into a disjoint set 
of cliques. The objective of this algorithm is to get the maximum clique partition of the 
compatibility graph, and hence the smallest number of cliques or registers for this 
specific purpose. Clique partitioning uses two measurements as follows: a vertex v is 
called common neighbor of a sub-graph when the vertex v is not contained in the sub-
graph and is connected by an edge to every vertex of the sub-graph. The second 
measurement is the non-common edge; an edge is considered as such when it connects 
a vertex v, which is not a common neighbor of a sub-graph, but has an edge with at 
least one vertex of the sub-graph.  
Steps to follow in the clique partitioning algorithm  [31] using the above two 
measurements: 
1. Locate the edge having the most number of common edges. 
2. The two nodes of the edge are combined into one super-node. 
3. Delete all the edges that link the two nodes, and add edges between the new 
super-node and all the other super-nodes that are common neighbors to the two 
nodes. 
4. Repeat this process until no more edges exits, which means that no more nodes 
that don't overlap with each other’s exist. 
5. The number of cliques found at the end, is the number of registers needed to 
save all the variables. 
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After the register assignment part is done, the number of multiplexers needed for the 
design changes from that shown in Figure 5. The result of the clique partitioning 
algorithm affects the number of multiplexers needed.  
 
For the same example shown in Figure 3, the result of the clique partitioning technique 
is: 
C  
D  
E  
F  
A, o1, o3  
B, o2, o4, G  
Number of Registers needed: 6, each one is used to store the variables in each of the six 
lines above. 
After the register binding technique is done, the number of multiplexers needed in the 
design is:  
mux 2-1: 2 
mux 3-1: 1 
mux 4-1: 1 
The distribution of the multiplexers, before and after the functional units is shown in 
Figure 9. 
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Figure 9: Overall multiplexers' distribution 
 
2.2  Power Research 
2.2.1 Power in CMOS circuit 
2.2.1.1 Static & Dynamic Power Consumption  
Traditionally, when designing VLSI systems, designer used to only consider the 
following two metrics only: performance (speed) and area. Lately, a new major metric 
is being taken into consideration which is power consumption. In order to measure the 
power consumption of a certain circuit,  [2] stated that one should count the switches 
caused by the transitions occurring at the inputs of the circuit. This will be the theory 
used for the computation of the power consumption in this work later on. 
Figure 11 shows the sources of power consumption in a CMOS circuit. As we can see, 
two major sources of power consumption exist: dynamic power and static power. 
Knowing that static power consumption is usually very low, we will ignore the static 
power consumption in the power consumption calculation throughout this project and 
we will only consider the dynamic power consumption which  contributes significantly 
 to
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into the gate terminal, and there is no dc current path from VCC to GND, the resultant 
quiescent current is zero and hence, the static power consumption (Pq) is zero. 
However, static power consumption is not completely zero because there is a small 
amount that is consumed due to reverse-bias leakage between diffused regions and the 
substrate  [14]. 
Static power consumption in a CMOS device is caused by the leakage current ICC 
(current into a device), along with the supply voltage. It is given by: 
PS = VCC x ICC       (eq.1) 
Where VCC is the supply voltage and ICC is the current into the device (sum of leakage 
currents) 
 
2 Dynamic Power Consumption 
Dynamic power consumption occurs when the inputs at the circuit are switching. In this 
case, the outputs of the gates are changing and transitions of the signals take place. In 
terms of capacitance, load capacitance (CL) is charging and discharging.  
The formula used to calculate the dynamic power consumption is: 
ௗܲ௬௡௔௠௜௖ ൌ 12 ∗ ܥ ∗ ܵ ∗ ݂ ∗ ௖ܸ௖
ଶ  
Where the parameters of this formula are: 
C = effective capacitance and 
Vcc = supply voltage and 
f = operating frequency and 
S = switching activity of the circuit 
Total power consumption is the sum of static and dynamic power consumption: 
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ܧ் ൌ 	ܧ௉ ൅ ܧே ൌ ଵଶ ܥ௅ ஽ܸ஽ଶ+
ଵ
ଶ ܥ௅ ஽ܸ஽ଶ ൌ ܥ௅ ஽ܸ஽ଶ 
The power dissipated, in terms of switching frequency, can be written as:  
ܧ் ൌ 	ܲ ∗ ܶ ⇒ ܲ ൌ	ܧ்ܶ 	where	f ൌ 	
1
ܶ 	⇒ ܲ ൌ ݂ܧ் ൌ ݂ܥ௅ ஽ܸ஽
ଶ 
The formula of the power dissipated in the CMOS inverter implies it is directly 
proportional to switching frequency f and the supply voltage ஽ܸ஽ଶ. 
b. Dynamic capacitive power 
The formula for dynamic power is given by: 
ௗܲ௬௡௔௠௜௖ ൌ ݂ܥ௅ ஽ܸ஽ଶ 
Observations:  
From the above formula of the dynamic power, one can conclude that the 
dynamic power does not depend on the sizes of the device or on the switching 
delay. But it does depend on the load capacitance CL, on the clock frequency f or 
switching frequency, and on the supply voltage VDD. 
Conclusion: the dynamic power is not a function of transistor sizes, but is a 
function of switching activity! 
2.2.1.3 Switching Activity (SA) 
Switching Activity SA can also be considered as the activity of a functional unit fu, 
whenever there is a change in its input operands. As a result, the operand variability of 
the functional unit’s inputs, or its SA, affects its power consumption. 
In this work, we will consider only the power consumed by the available functional 
units due to their large contribution to the power consumption of the data-path. 
The switching activities within the functional unit accounts for the majority of the 
power dissipation of a multiplier, as given in the following equation: 
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Pswitching = α CL V2DD fclk  
Where CL is the loading capacitance, VDD is the supply voltage and fclk is the operating 
frequency or switching frequency and finally the parameter α is the switching 
activity  [5]. 
2.2.1.4 Power Consumption Reduction 
Continuous design challenges faced by IC designers are becoming more and more 
critical due to the increase in the designs’ complexity, in addition to the use of deep sub-
micron 90 nm processes. Subsequently, being able to compromise between performance 
and power is becoming essential but more difficult. 
Higher power consumption requirements make designers suffer if they want to benefit 
from the performance and features that current FPGAs provide. As mentioned earlier, 
efficient power optimization techniques are a must for a design having maximum 
performance and minimum power consumption  [32]. 
During design, one can achieve power consumption minimization in a number of ways:  
according to  [14], minimum-size devices is advantageous when trying to minimize the 
static power consumption because, as mentioned earlier, this source of power 
consumption is directly proportional to the area of diffusion for being directly 
proportional to the leakage current. One way to apply this solution is by using low-
power devices (having a supply voltage in the range 1.5 to 3.3 V). 
On the other hand, dynamic power consumption is proportional to the supply voltage, 
load capacitance and the clock frequency. Consequently,  [14] also proposed a solution 
in order to decrease the dynamic power consumption. This solution can be the reduction 
of any of the terms to which this source of power is proportional which are the supply 
voltage (VDD), switched capacitance (C) and the clock frequency (f).  
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The solution proposed in  [23] is close to that proposed in  [14].  [23] also proposed a 
reduction in the factors to which the dynamic power is proportional with examples on 
how to reduce each factor. For example, in order to reduce the load capacitance,  [23] 
suggested the use of a smaller number of resources. In his work,  [23] suggested 
decreasing the supply voltage to which the dynamic power is proportional. This can be 
done by using variable supply voltages that drive the operations in the design. Hence, 
lower supply voltage can be supplied to the operations that don’t belong to the critical 
paths. This will reduce the dynamic power consumed without negatively affecting the 
performance of the design  [23]. 
A reduction in power consumption provides several benefits. One of the benefits is that 
less power consumed = less heat is generated, and hence less problems associated with 
high temperature, such as the formation of on-die hotspots, or the need for heatsinks. On 
the other hand, high temperature requires the use of more effective cooling and 
packaging solutions in order to avoid all the drawbacks of high temperature, causing a 
noteworthy increase in packaging and cooling cost. Subsequently, less generation of 
heat offers to the user a product that costs less on one hand, and that is more reliable due 
to lower-temperature stress gradients on the device  [14]. 
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Figure 12: Opportunities for Power Savings  [25] 
 
The work done in  [32] also explains the possible various techniques to optimize both 
static and dynamic power consumptions. This was done by tackling the architecture, 
software, and design methodology areas. From the architectural point of view, it is 
important to choose the right design architecture and to employ the right design 
techniques aiming at reducing the power consumption keeping a balance with the 
performance and the cost of the design. From the software point of view, dynamic 
power can also be reduced when using synthesis tools that will map the functions to the 
general logic in an intelligent way after using the specialized dedicated blocks. 
And finally, the design methodology can minimize the dynamic power consumption of 
a design by reducing needless and unintended switching. This can be achieved by 
optimizing design algorithms. An additional room for improvement is by reducing the 
switching on clock networks. Dynamic power consumption can also be significantly 
System
Behavioral
RT‐level
Logic
Physical
> 70%
40‐70%
25‐40%
15‐25%
10‐15%
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minimized using this methodology because, clocks in a circuit, have a high switching 
activity and long paths, and hence consume a good amount of power  [32]. 
In addition to the above stated works that were developed to reduce the power 
consumption, some references try to save significant power consumption of a VLSI 
design by developing an optimized version of the multiplier resource.  [3] developed a 
low power high performance multiplier that uses an SPST adder in the addition phase of 
the multiplication and this will avoid the unwanted addition and thus minimize the 
switching power dissipation. Also,  [5] developed a low power shift and add multiplier. 
According to  [5], the multiplier is one among the functional components of many digital 
systems, the reduction of power dissipation in multipliers should be as much as 
possible.  
For getting the low power low area architecture, the modifications made to the 
conventional architecture consist of the reduction in switching activities of the major 
blocks of the multiplier, which includes the reduction in switching activity of the adder 
and counter. This architecture avoids the shifting of the multiplier register. The 
simulation result for 8 bit multipliers shows that the proposed low power architecture 
lowers the total power consumption by 35.25% and area by 52.72 % when compared to 
the conventional architecture. Also the reduction in power consumption increases with 
the increase in bit width  [5]. 
Another reference gave special attention to the adder/subtractor resource. As per  [4], a 
spurious power suppression technique (SPST) was proposed, leading to the use of a 
low-power adders/subtractors in the design in order to reduce the total power consumed 
by the whole HLS process. The proposed SPST separates the adders/subtractors into 
two parts: MSP = Most Significant Part and LSP = Least Significant Part. Whenever the 
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most significant part doesn’t affect the computation results, its circuits are turns off. The 
solution proposed in  [4] results in a power reduction of 31.9% with an area overhead of 
20.9%. 
Figure 12 shows the opportunities for power savings. As we can see, optimizing the 
“Behavioral” phase of the flow, which consists of scheduling, binding, pipelining, and 
behavioral transformations, has the second highest impact on the power consumption 
where it constitutes 40-70% of the consumed power. 
In this project, we will focus on reducing the switching activity (SA) of the available 
functional units in order to minimize the total power of the design. 
2.3  Temperature Research 
Power and temperature optimization in high-level synthesis has been an active research 
area in the recent past  [11].  
Power and temperature are very much related. In other terms, high spatial and temporal 
power densities (power dissipation per unit area) lead to high temperatures, which result 
in an increase in leakage power consumption. 
In addition to the above, the count of transistors in today’s electronic systems is steadily 
increasing. Heat dissipation, being proportional to the transistor counts, will rise steeply 
as a consequence of this trend  [18].  
Moreover, temperature heavily influences the fault processes. For example, high 
temperature leads to electromigration, dielectric breakdown, and power–thermal cycling 
that result in a large number of IC permanent faults  [11].  
To sum up this section, it became obvious that the optimization of the thermal 
properties of integrated circuits is a crucial step to take for a reliable system having a 
low power and a good performance. 
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3.2  Resource bag 
A resource bag file starts by the number of the different resource types, and then each 
resource type is represented by the available number and the name of the resource. A 
resource bag example is shown below. In this example, we represent a resource bag of 
two adders and two multipliers. 
2   number of resource types 
2     number of resource of the succeeding type 
+     resource type 
2 
* 
3.3  HLS Tool GUI 
This is a continuation of the GUI done by  [33]. Additional Features were added to 
simulate the implemented power aware functional unit binding technique. These are 
demonstrated in the following snapshots from the tool. 
3.3.1 Input Tab 
In this tab, the user selects the input file and the resource bag following the formats 
specified above, and then selects the desired technique that he wishes to use. 
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CHAPTER FOUR  
POWER AND TEMPERATURE AWARE 
FUNCTIONAL UNIT BINDING USING 
SIMULATED ANNEALING 
 
Thermal concerns have gained significant attention nowadays due to the continuing 
decrease in the feature size and the resultant increase in the chip density and the clock 
frequency of VLSI circuits. Thus, low power and temperature chip design is becoming a 
must  [34]. 
 [1] has worked on optimizing the register binding in order to decrease the Spurious 
Switching Activities. This optimization was done by switching 2 variables or by 
switching one variable with a set of variables. What has been done here is the work on 
optimizing the functional unit binding technique, and then apply the optimized register 
binding technique and see the improvement when using the optimized function unit 
binding alone, and then when using both optimized techniques simultaneously. 
What was also done in this work is the incorporation of the area cost with the use of the 
optimization technique developed by  [1] as stated in the future work section. Add to 
this, the area was also incorporated in the work developed in this project, which is the 
optimization of functional unit binding technique in order to improve the power of the 
design, and no area overhead resulted. 
According to the work done in  [8], power consumption can be reduced by increasing the 
number of registers in the design, but this solution is not area-friendly and increases the 
area of registers and hence the total area of the design. The best case in terms of power 
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is to assign each variable to a separate register, but on the other hand, this solution leads 
to the worst case in terms of area. 
The goal of the optimized power aware resource-binding algorithm is to reduce power 
consumption in the FUs once the scheduling and FU-binding tasks have been done 
without having any area overhead. 
4.1  Definitions and Problem Formulation 
In this work, we directed our attention to the functional unit binding task of the high-
level synthesis flow, which highly impacts the activity on a resource. 
In this project, we will consider only the power consumed by the available functional 
units. This decision was taken due to the large contribution of the functional units due to 
in the total power consumption of the data-path. The power consumption of a functional 
unit depends on the operand variability of its inputs. Hence, a functional unit consumes 
both useful (non-spurious) and useless (spurious) power. Useful power is consumed 
when the functional unit is executing an operation while useless power is consumed 
when the functional unit is idle and there is an input operand transition  [7]. In order to 
reduce the useless power, we will try to minimize the number of input changes at the 
idle units. 
A significant fraction of the total power consumption of the available functional units 
occurs when the functional units produce useless outputs, hence spurious power is 
consumed. Knowing that the power consumed by the functional units dominates the 
overall power consumption of the design, optimizing it is a good room for improving 
the overall power consumed by the design  [26]. 
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4.2  Switching Activity Calculation 
4.2.1 Definition 
 
Two types of switching activities can be minimized: the intra−transition SA 
(occurring during the propagation of a single input vector) and the 
inter−transition SA (occurring between different input vectors)  [23]. In this 
work, we will focus on the intra-transition switching activities. 
According to  [1], it can be observed that unnecessary switching exists in the 
following cases: 
1. At the first operation executed in a functional unit. 
This case occurs when the operation is the first operation bound to the 
functional unit. There might be a switching between a “junk” value and 
another variable bound to the registers in case a correct value was not bound 
to the register until a certain control step. 
2. At intermediate operations executed in a functional unit. 
The second case of spurious switching occurs in between operations and can 
also be called intra-transition switching activity. This happens frequently 
because, usually, operands (variables) of an operation have different life 
times; the life time of a variable is the difference between its end time and 
start time. Sometimes, even if operands have similar start times, the registers 
that store the operands of the operation and are connected to the inputs of the 
functional unit do not get changed through multiplexer routing. This cause 
all the variables bound to a certain register to be available at the inputs of 
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control step 2 executing op3, and finally control step 3 executing op5 when the first 
vector of inputs, PI1, propagates through the design. The type of switching activity 
occurring at the input ports of adder1, in one complete iteration to propagate PI1, is 
called the intra-transition SA. The second type of switching activity is known as inter-
transition SA, and occurs when another vector of inputs is feeding the design or across 
iteration boundaries. For the case of adder1, when the primary inputs are switching from 
PI1 to PI2, the inputs at adder1 will change according to the new vector PI2 and the 
operation executed by adder1 will actually switch from op5 back to op1 in order execute 
the new vector. This is when inter-transition switching activity takes place  [23]. 
4.3  Power Awareness  
4.3.1 Algorithm Description 
This algorithm is an optimization of the normal functional unit binding aiming at 
reducing the total power consumed by the available resources in the design by 
minimizing the switching activities (SA) of the functional units. According to the 
motivation examples shown in section  4.3.3, room for improvement is there and this 
was the reason for the development of this power aware functional unit binding 
technique. As we will see, swapping the operations bound to the available functional 
units, can improve the power consumed by reducing the switching activity. 
As we all know, hardware sharing may cause an increase in the switching activity 
thereby increasing the power. This can be explained by the additional need of 
multiplexers and registers. However, one instance of hardware sharing which reduces 
power consumed is when the same functional unit performs two operations with one of 
its inputs remaining the same  [36]. 
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After the synthesis flow ends, which means after scheduling, resource binding, register 
binding, and the interconnections are specified for a given DFG, the optimized 
functional unit binding is run on top of the final result trying to improve the power. This 
algorithm is composed of a simulated annealing having a cost function the summation 
of the switching activity of the available functional unit binding. The simulated 
annealing runs for a good amount of time, trying to swap the binding of operations over 
the available resources. A possible swap between two nodes (operations) has to verify 
the below conditions: 
1. More than one available functional unit of the same type as the one needed by 
this node. 
2. There should be another node, having the same functional unit type but bound to 
another functional unit (by checking the names of the functional units) and is 
scheduled on the same sequence step. 
3. Two nodes abiding by the above two conditions can be paired together as a 
possible swap. 
4. So all the possible pairs of nodes are collected and will be passed to the 
simulated annealing trying to optimize the binding for a better power. 
5. Also, if a node is alone on a sequence step, but there is more than one functional 
unit of the same type as this node’s operation, so this node is added to another 
vector to reconsider for switching between all the available functional units. 
4.3.2 Decisions & Restrictions 
4.3.2.1 Decisions 
This work consists of a technique that reduces the dynamic power of the design without 
affecting performance. For this purpose, a power-aware functional unit binding 
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Initial Spurious Switching Activities = 6 and Final Spurious Switching Activities = 5 
and Total Spurious Switching Activities = 11. 
Initial Switching Activities = 10 and Final Switching Activities = 9 and Total Switching 
Activities = 19 
The total percentage of improvement in the total Switching Activities is: 10.000 %. 
Analysis of the results: 
An analysis of the CDFG shown in Figure 3, after scheduling, binding, and allocation is done. 
Functional unit Bound operations Control Step 
Multiplier 1 o1 = AxB  
o4 = ExF 
Step 1 
Step 2 
Multiplier 2 o2 = CxD Step 1 
Adder 1 o3 = o1 + o2 
G = o3 + o4 
Step 2 
Step 3 
 
Variable Start and End Times 
Variable Start Time End Time 
A 0 1 
B 0 1 
C 0 1 
D 0 1 
E 0 2 
F 0 2 
o1 1 2 
o2 1 2 
o3 2 3 
o4 2 3 
G 3 4 
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If we analyze the switching activities of the functional units, we find the following: 
Functional Unit Switching couples Is Spurious Step 
Multiplier 1 A:B 
E:F 
 
No 
No 
1 
2 
Multiplier 2 C:D 
No switching 
No 
No 
1 
2 & 3 
Adder 1 A:B 
o1:o2 
o3:o4 
o3:G 
Yes 
No 
No 
Yes 
1 
2 
3 
Last 
 
A total of 7 switching activities; among which, 2 switching activities are spurious. 
After applying the optimized functional unit binding, operation o1 is assigned to the second 
multiplier, and operations o2 and o4 are assigned to the first multiplier. The optimized 
multiplexers’ distribution saves one 4-1 multiplexer and replaces it by a 3-1 multiplexer as shown in 
Figure 21. 
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Figure 21: Optimized overall multiplexers' distribution 
 
Functional Unit Switching couples Is Spurious Step 
Multiplier 1 C:D 
E:F 
No 
No 
1 
2 
Multiplier 2 A:B 
o1:o2 
o3:o4 
o3:G 
No 
Yes 
Yes 
Yes 
1 
2 
3 
Last 
Adder 1 A:B 
o1:o2 
o3:o4 
o3:G 
Yes 
No 
No 
Yes 
1 
2 
3 
Last 
 
A total of 10 switching activities; among which, 5 switching activities are spurious. 
45 
 
Detailed Differential Equation Example: 
 Resource Bag: DI7.txt (2 +;4 *;2 -;1 >;) 
 Schedule: (List Scheduling) 
Table 1: Schedule 
v1 v2 o1  * 0 
v3 v4 o2  * 0 
v5 v6 o3  * 0 
v1 v2 o4  * 0 
v2 v4 o5  + 0 
o1 o2 o6  * 1 
v2 o3 o7  * 1 
v6 o4 o8  + 1 
v7 o5 o9  > 1 
o6 v1 o10  - 2 
o10 o7 o11  - 3 
 
The number of control steps needed is: 4 
 
 Register Binding: (Clique Partitioning) 
 
Table 2: Register Binding 
Register 1: v1  
Register 2: v6  
Register 3: o4  
Register 4: o5  
Register 5: v7  
Register 6: v2,o6,o10,o11  
Register 7: o1,v3,o7  
Register 8: o2,v4,o8  
Register 9: o3,v5,o9  
Number of Registers needed: 9 
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Initial & Optimized Functional Unit Binding: 
Initial Functional Unit Binding Optimized Functional Unit Binding 
The available resources are as follows: 
 
There are:  2  + 
There are:  4  * 
There are:  2  - 
There are:  1  > 
 
FU # 1 is: A1 and is of type: + 
The nodes bound to this FU are:  
v2 v4 o5 + CStep: 0 
 
FU # 2 is: A2 and is of type: + 
The nodes bound to this FU are:  
v6 o4 o8 + CStep: 1 
 
FU # 3 is: M1 and is of type: * 
The nodes bound to this FU are:  
v1 v2 o1 * CStep: 0 
o1 o2 o6 * CStep: 1 
 
FU # 4 is: M2 and is of type: * 
The nodes bound to this FU are:  
v3 v4 o2 * CStep: 0 
v2 o3 o7 * CStep: 1 
 
FU # 5 is: M3 and is of type: * 
The nodes bound to this FU are:  
v5 v6 o3 * CStep: 0 
 
FU # 6 is: M4 and is of type: * 
The nodes bound to this FU are:  
v1 v2 o4 * CStep: 0 
 
FU # 7 is: S1 and is of type: - 
The nodes bound to this FU are:  
o6 v1 o10 - CStep: 2 
 
FU # 8 is: S2 and is of type: - 
The nodes bound to this FU are:  
The available resources are as follows: 
 
There are:  2  + 
There are:  4  * 
There are:  2  - 
There are:  1  > 
 
FU # 1 is: A1 and is of type: + 
No nodes are bound to this FU! 
 
FU # 2 is: A2 and is of type: + 
The nodes bound to this FU are:  
v2 v4 o5 + CStep: 0 
v6 o4 o8 + CStep: 1 
 
FU # 3 is: M1 and is of type: * 
The nodes bound to this FU are:  
v1 v2 o1 * CStep: 0 
o1 o2 o6 * CStep: 1 
 
FU # 4 is: M2 and is of type: * 
The nodes bound to this FU are:  
v1 v2 o4 * CStep: 0 
v2 o3 o7 * CStep: 1 
 
FU # 5 is: M3 and is of type: * 
The nodes bound to this FU are:  
v3 v4 o2 * CStep: 0 
 
FU # 6 is: M4 and is of type: * 
The nodes bound to this FU are:  
v5 v6 o3 * CStep: 0 
 
FU # 7 is: S1 and is of type: - 
No nodes are bound to this FU! 
 
FU # 8 is: S2 and is of type: - 
The nodes bound to this FU are:  
o6 v1 o10 - CStep: 2 
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o10 o7 o11 - CStep: 3 
 
FU # 9 is: C1 and is of type: > 
The nodes bound to this FU are:  
v7 o5 o9 > CStep: 1 
 
o10 o7 o11 - CStep: 3 
 
FU # 9 is: C1 and is of type: > 
The nodes bound to this FU are:  
v7 o5 o9 > CStep: 1 
 
 
Switching Couples: 
The below table will list all the switching couples. Beside each pair of variables being 
switched, a flag is added to tell whether this switch is spurious or not. Being non-
spurious means that this switch was needed to execute a certain operation at the inputs 
of the functional unit. 
Initial Switching Couples Final Switching Couples 
The Initial Switching Couples are:  
At Adder A1 (5 couples): 4 S & 1 NS 
v2:v4(NS) 
v2:o2(S) 
o6:o8(S) 
o10:o8(S) 
o11:o8(S) 
 
At Adder A2 (2 couples): 1 S & 1 NS 
v6:junk(S) 
v6:o4(NS) 
 
At Multiplier M1 (4 couples): 2 S & 2 
NS 
v1:v2(NS) 
v3:v4(S) 
o1:o2(NS) 
o7:o8(S) 
 
At Multiplier M2 (6 couples): 4 S & 2 
NS 
v3:v4(NS) 
v2:v5(S) 
v2:o3(NS) 
The Final Switching Couples are:  
At Adder A2 (2 couples): 2 NS 
v2:v4(NS) 
v6:o4(NS) 
 
At Multiplier M1 (4 couples): 2 S & 2 NS 
v1:v2(NS) 
v3:v4(S) 
o1:o2(NS) 
o7:o8(S) 
 
At Multiplier M2 (6 couples): 4 S & 2 NS 
v1:v2(NS) 
v2:v5(S) 
v2:o3(NS) 
o6:o9(S) 
o10:o9(S) 
o11:o9(S) 
 
At Multiplier M3 (3 couples): 2 S & 1 NS 
v3:v4(NS) 
o1:o2(S) 
o7:o8(S) 
 
48 
 
o6:o9(S) 
o10:o9(S) 
o11:o9(S) 
 
At Multiplier M3 (3 couples): 2 S & 1 
NS 
v5:v6(NS) 
o3:v6(S) 
o9:v6(S) 
 
At Multiplier M4 (4 couples): 3 S & 1 
NS 
v1:v2(NS) 
v1:o6(S) 
v1:o10(S) 
v1:o11(S) 
 
At Subtractor S1 (4 couples): 3 S & 1 
NS 
v2:v1(S) 
o6:v1(NS) 
o10:v1(S) 
o11:v1(S) 
 
At Subtractor S2 (5 couples): 4 S & 1 
NS 
v2:v3(S) 
v2:o1(S) 
o6:o7(S) 
o10:o7(NS) 
o11:o7(S) 
 
At Comparator C1 (2 couples): 1 S & 1 
NS 
junk:junk(S) 
v7:o5(NS) 
At Multiplier M4 (3 couples): 2 S & 1 NS 
v5:v6(NS) 
o3:v6(S) 
o9:v6(S) 
 
At Subtractor S2 (5 couples): 3 S & 2 NS 
v2:v1(S) 
o6:v1(NS) 
o6:o7(S) 
o10:o7(NS) 
o11:o7(S) 
 
At Comparator C1 (2 couples): 1 S & 1 
NS 
junk:junk(S) 
v7:o5(NS) 
 
Total of 35 Switching Activities 
Total of 24 Spurious Switching 
Activities 
 
Total of 25 Switching Activities 
Total of 14 Spurious Switching Activities 
A total of 41.66 % improvement in the number of the spurious switching activities 
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Analysis of switching activities of A1 & A2: 
By simply moving operation o5 = v2 + v4 from A1 to A2, we saved 4 spurious 
switching activities occurring at the inputs of A1. We also saved one spurious switching 
activity at the inputs of A2 where v6 will switch with junk at step 0 until o4 is ready at 
step1. By moving o5 to A2, this operation will result in a useful switching at the inputs 
of A2 to compute o5 at step0 and then another switching to compute o8 = v6 + o4 at 
step1. 
Analysis of the results: 
According to the above results, we realized that the dynamic power of a design can be 
reduced by switching the operations assigned to functional units in order to reduce the 
spurious switching activities occurring at the inputs of the functional units. This 
improvement has some overhead in the time execution of the design; this overhead is 
achieved by the simulated annealing that runs in order to search for the optimal solution 
in terms of switching activities. No overhead in the area of the design is enforced. 
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4.4  Temperature Awareness 
Circuit performance is greatly affected by a high working temperature for it affects the 
switching speed of the transistor through the carrier mobility. In addition to 
performance degradation, very high temperature also affects circuit reliability. A region 
with excessive heat is referred to as a hot spot. Hot spots put at risk the correct 
execution of the design by simply causing temporary as well as permanent faults which 
lead to incorrect operations  [18]. In addition to that, a circuit may be identified as faulty 
when it is tested at a very high temperature, but it is good at normal working 
temperature  this leads to higher yield loss. 
The fact that temperature has an additive nature is what differentiates between switching 
power and temperature is that temperature; in other words, if we want to measure the 
temperature of the design at a certain point in time, we should consider the entire 
history of activity because temperature depends on the entire history of activity in the 
past and not on the current state only.  
Since the decisions, at any of the three high-level synthesis tasks: scheduling, allocation, 
and binding, taken during the high-level synthesis flow will greatly impact the activity 
of the available functional resources, temperature increase can be effectively controlled 
by performing temperature-aware scheduling, resource allocation (functional units and 
registers), and binding tasks. Failing to do so, heat dissipated in the design will get 
accumulated to a point where it exceeds the maximum limit and might cause undesired 
hot spots, as explained earlier. Having an additive nature, it is understandable to have a 
high amount of heat dissipated even though the average activity of the resources in the 
design seems to be well bounded  [18]. 
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The solution to this problem is a functional unit binding algorithm that will minimize 
the maximum temperature reached by all the resources in the design while following the 
resource constraint given in the selected resource bag. So after applying the normal 
scheduling and functional unit binding techniques to the graph, the algorithm is 
executed trying to optimize the functional unit binding decisions in order to minimize 
the temperature of the available resources. Note that the resource bag is predefined and 
no increase in the number of resources is acceptable. 
 
 Or maybe, while implementing the functional unit binding to bind operations 
to modules, we can use weighted edges between operations where the weight 
will be the number of switching activities if these two operations were bound 
to the same resource consecutively, and decide on the distribution of 
operations over the available resources based on this criterion.  
 
By analyzing the impact of a temperature-aware functional unit binding technique onto 
the power consumption of a design, we learnt that, controlling the maximum 
temperature reached by the available resources in the design comes at the cost of some 
power overhead sometimes. Whenever we try to optimize the temperature, there might 
be an overhead on power. For example, the “RC-TEMP-MIN” binding technique 
presented in  [18] tries to minimize the maximum temperature by using a larger number 
of resources. By splitting the operations on more resources, the maximum temperature 
reached by every resource becomes smaller because it will have more time to cool down 
between an operation and its successor. But on the other hand, using a larger number of 
resources causes an increase in the total power consumption of the design because more 
52 
 
resources are being used, hence more resources are consuming power and henceforth 
the summation of the power consumed by every resource used becomes larger. 
If hot spot prevention is of highest priority due to the severe reliability requirements of 
the design, a temperature-aware binding scheme would be used. This depends on the 
tolerable power overhead. 
4.4.1 Temperature Aware Functional Unit Binding 
A temperature aware functional unit binding was developed in order to reduce the 
temperature of a certain design. The main idea of this optimized algorithm is to reduce 
the temperature consumed by every resource used in the design, and hence reduce the 
total temperature in order to avoid hot spots. 
This optimized will run after the whole synthesis flow is done. The same concept used 
for the optimization of power, is applied here. Simulated annealing is used to try to get 
the optimal temperature of the design by swapping the operations bound to functional 
units to other possible available functional units of same type when applicable. The 
possible swaps are collected following the same criteria used for the power as explained 
in section  4.3.1 and follow the same restrictions as in section  4.3.2.2. 
4.4.1.1 Motivations 
The temperature of a module is associated with its activity. In other words, as the 
number of tasks assigned to a module increases, that same module is more active 
and hence generates more heat and subsequently the temperature of the module is 
more likely to increase leading to a higher temperature of the whole design  [18]. 
In addition to what was previously said, the relative timing or control steps of the 
operations that are executing on a particular module are important and has an impact 
its temperature. This is affected by the schedule of the DFG following the resource 
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bag constraint and the result of the functional unit binding task that will assign the 
operations scheduled at a certain control step to the available resources. Let us 
consider the following two scenarios: 
1- In a certain interval of time, a module M1 executes a set of tasks where the 
assigned tasks are very close (in time) to each other. In this case, the rise in 
temperature is expected to be steep, since the module has less opportunity to 
relieve any heat buildup during execution.   
2- M1 executes the same set of tasks across the same period of time, but where 
there are more inactive time intervals in between the executed operations. In this 
case, the temperature is expected to be lower than in case 1 because the module 
has more time to cool down between any operation and its successor. 
The solution to this problem is by having a temperature-aware assignment of tasks 
to the available modules. This solution should take into consideration the heat 
buildup that is affected by continuous activity of the module and will help control 
the rise in temperature. 
According to the conclusion regarding the correlation between the switching 
activity of a resource and its temperature, one could argue that rise in temperature 
can be bound by minimizing total switching activity ⇒ minimizing switching 
activity of the functional units helps keep the total temperature low. 
4.4.1.2 Algorithm Description 
The purpose of the algorithm is to evenly distribute the operations bound to functional 
units over the lifetime of the functional unit. 
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The lifetime of the functional unit is the duration in which the functional unit is active, 
which means, from the first occurring switching couple at the inputs of the functional 
unit to the last switching couple. 
The activity of the functional unit is the total count of switching occurring at its inputs. 
The total count is the sum of spurious and non-spurious switching activity. 
The temperature of a functional unit is a function of its lifetime and its activity. In order 
to compute the temperature of a functional unit, which will be the main variable in the 
cost function of the simulated annealing, a summation over all the dissipated 
temperature needed for each switching couple at the inputs of the functional unit. 
Optimal Distance:  
This is the optimal distance (in terms of control steps) that should separate two 
consecutive activities on a certain functional unit. This distance gives time for the 
functional unit to cool down after each operation in order to avoid any excess in the heat 
dissipated. The objective is to try to get as close as possible to this optimal distance. 
Knowing that a small distance between operations will not give time to a functional unit 
to cool down, same as a far distance, for it will lead to small distance for the remaining 
operations. 
In order to compute this optimal distance, we compute the lifetime of the functional 
unit, and its total activity, and then we divide them: 
OptimalXFU = lifetime/activity. 
Cost: 
In order to compute the cost, which is the temperature of the functional unit, a parabola 
is used. This is due to the above explanation where the optimal distance will be the 
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vertex of the parabola. And very small distances have high weight, same as very far 
distances.  
Get the equation of a parabolic curve having the minimum value y = a(x – m)2 + n, then 
the vertex is the point V(m, n) . 
For | a | > 1 the parabola will be "skinny", because it grows more quickly. Let us 
consider the case where a = 5, the parabola grows five times as fast.  
For | a | < 1, the parabola will be "fat", because it grows more slowly. 
Because we need a fat curve in this project, we considered the case for a = 1/5 which 
will lead to a parabola curve which will have the following equation: 
y = 1/5(x – m) 2 + n where the vertex has the following coordinates (m, n). As 
mentioned earlier, the “m” coordinate of the vertex will be equal to the OptimalX. We 
are left with its “n” coordinate; we selected the value “1” to start with. 
So the final equation of the parabola is: y = 1/5(x – OptimalX) 2 + 1. 
For any given x, we can compute y which will be the weight or the cost for a given 
computation at a certain functional unit distant a distance x from the previous 
computation. 
For the special case where the optimal x, which the vertex x, is 2 and the minimum cost 
is 1, the graph of the parabola will be shown below: 
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On the contrary, the second functional unit follows the optimal distribution where the 
distance is optimal which is in this case: 20/10 = 2 control steps between any two 
consecutive operations. The role of the temperature aware functional unit binding is to 
redistribute the operations bound to the functional units, without breaking any 
constraint, in a way to have the most normal distribution of the distance between any 
two switching activities. 
The more we can decrease the number of switching activities, the less the temperature 
reached by the available resources. (According to Reason 2 above) 
We will try to separate the operations bound to the same functional unit and leave a time 
interval between the executed tasks in order to give a bigger opportunity to the module 
to relieve any heat buildup during execution. (According to Reason 1 above) 
Pseudo code: 
 After the functional unit binding is completed, we compute the total number 
of switching activities on each resource (spurious and non-spurious). 
 Compute the lifetime of each functional unit. 
 Compute the optimal distance for each functional unit by dividing the 
lifetime over the total activity. 
 Compute the total cost (temperature) of the current resource binding by 
adding the temperature of each functional unit. 
o To get the temperature of each functional unit, we get all the 
switching couples at its input, loop over them and add the cost for 
each switching following the parabola equation as explained above, 
with the vertex coordinates as calculated in optimal distance: 
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Using numbers, we can reduce the temperature from 10 to 7 by simply using the 
optimal binding as option 4: 
Initial Functional Unit Binding Final Functional Unit Binding 
The available resources are as 
follows: 
 
There are:  2  + 
There are:  1  * 
 
FU # 1 is: A1 and is of type: + 
The nodes bound to this FU are:  
C D o2              + CStep: 0 
o1 o2 o3 + CStep: 1 
 
FU # 2 is: A2 and is of type: + 
The nodes bound to this FU are:  
E F o4              + CStep: 0 
o3 o4 G + CStep: 2 
 
FU # 3 is: M1 and is of type: * 
The nodes bound to this FU are:  
A B o1               * CStep: 0
The available resources are as follows: 
 
There are:  2  + 
There are:  1  * 
 
FU # 1 is: A1 and is of type: + 
The nodes bound to this FU are:  
C D o2              + CStep: 0 
o1 o2 o3 + CStep: 1 
o3 o4 G             + CStep: 2 
 
FU # 2 is: A2 and is of type: + 
The nodes bound to this FU are:  
E F o4             + CStep: 0 
 
FU # 3 is: M1 and is of type: * 
The nodes bound to this FU are:  
A B o1              * CStep: 0 
 
Initial Switching Couples Final Switching Couples 
The Initial Switching Couples are:  
At Adder A1 (4 couples): 
C:D(NS) 
o1:o2(NS) 
o3:o2(S) 
G:o2(S) 
 
At Adder A2 (4 couples): 
E:F(NS) 
o1:o4(S) 
o3:o4(NS) 
G:o4(S) 
 
At Multiplier M1 (2 couples): 
A:B(NS) 
o2:o4(S) 
The Initial Switching Couples are:  
At Adder A1 (4 couples): 
C:D(NS) 
o1:o2(NS) 
o3:o4(NS) 
G:o4(S) 
 
At Adder A2 (1 couples): 
E:F(NS) 
 
At Multiplier M1 (2 couples): 
A:B(NS) 
o2:o4(S) 
 
Initial Temperature Final Temperature 
The Initial Functional Units Temperatures are:  
Temperature of the FU: A1 is:4.0. 
Temperature of the FU: A2 is:4.0. 
The Final Functional Units Temperatures are:  
Temperature of the FU: A1 is:4.0. 
Temperature of the FU: A2 is:1.0. 
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Temperature of the FU: M1 is:2.0 Temperature of the FU: M1 is:2.0. 
Improvement 
The initial total temperature is: 10.0 . 
The final total temperature is: 7.0 . 
The percentage of improvement in the temperature of FUs is: 30 % . 
 
In the above case, adder A1 is computed 3 consecutive operations, but this didn’t 
increase its temperature because in the initial binding, A1 was computing two 
operations, but its inputs were switching 4 times, 2 of which were spurious. In the 
optimized binding, A1’s activity is still the same with 4 switching, but only one of 
which is spurious. This means that the temperature at A1 is better now because it is 
computing only one spurious activity instead of two. On the other hand, A2 was 
computing also two operations, but having 4 switching couples at its inputs, two of 
those switching were spurious. Now, A2 is computing only one operation, o4, and only 
switching once because the inputs of o4, which are E & F, happen to be placed in 
separate registers that contain no other variables. 
It is clear now, how were able to reduce the total temperature consumed in the design 
without increasing the temperature consumed by every functional unit. 
After running this algorithm on 10 benchmarks, the results give a maximum of 44.4% 
improvement and an average of 9.3% reduction in the total temperature of the design. 
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CHAPTER FIVE  
EXPERIMENTAL RESULTS 
5.1 Power Results 
In order to validate the effectiveness and correctness of the developed approaches, 11 
benchmarks of various complexities were synthesized; power optimized, and finally 
temperature optimized. The power related results have shown that an average of 8.7% 
reduction in the total power was achieved in terms of switching activity and an average 
of 15.4% was achieved in terms spurious switching activity. 
In this chapter, we will provide the simulation results for all the benchmarks showing 
initial switching activity with no power management and annealed results with power 
management. A comparison is also conducted between the results got by applying the 
method developed by  [1] alone, or applying the work implemented in this project alone, 
or applying both methodologies simultaneously. 
A wide selection of resource bags was adopted. For a wise resource bag selection, an 
ASAP schedule was conducted on each benchmark, in order to find the maximum 
needed resources to schedule the CDFG with its fastest schedule. After getting the 
maximum required number of each resource, a set of resource bag was created starting 
from a resource bag having a quantity of 1 from each resource type, to a resource bag 
having the maximum quantity that was got from the ASAP schedule. The jump in the 
number of resources of each type was proportional to the maximum number. If the 
maximum number is not very big, an increment of 1 resource for each type is used to 
create the next resource bag. Sometimes a jump of 2 is used. Other times, a jump of 4 in 
each type of resources is done. The average number of resource bag is 20. 
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A batch file was created in order to loop over all the benchmarks and all the resources 
for each benchmark, and the results were written to a file. 
Note that the execution time needed to get the final results was also saved. Knowing 
that the execution time and the final results are widely affected by the simulated 
annealing parameters, in terms of cooling rate, the number of iterations, the trial and 
temperature factor, etc… some changes in those parameters might give better results. 
The below table shows the outcome of the ASAP scheduling algorithm for all the 
available 11 benchmarks in order to get the upper bound on the needed functional units: 
Table 3: ASAP Schedules & Resource Bags 
Benchmark ASAP Resource Bag 
4pDCT (15 nodes) 4 control steps (4 *; 2 +; 2 -) 
AR (28 nodes) 8 control steps (8 *; 4 +) 
DCT1 (35 nodes) 6 control steps (16 *; 8 +) 
DCT2 (70 nodes) 6 control steps (32 *; 16 +) 
DIFFEQ2 (11 nodes) 4 control steps (1 +; 4 *; 1 -; 1 >;) 
DIFFEQ3 (16 nodes) 5 control steps (2 +; 6 *; 1 -; 1 >;) 
DIFFEQ4 (17 nodes) 5 control steps (3 +; 6 *; 2 -;) 
EWF (34 nodes) 14 control steps (2 *; 4 +) 
FDCT (42 nodes) 6 control steps (8 *; 4 +; 4 -) 
FIR (13 ndoes) 7 control steps (7 *; 1 +) 
IIR (14 nodes) 8 control steps (6 *; 2 +) 
LMS (17 nodes) 7 control steps (4 *; 4 +) 
wavelet (16 nodes) 6 control steps (5 *; 2 +; 1 -) 
nestor2 6 control steps (8 *; 4 +; 4 -) 
 
The below set of tables show the results of the optimized power using the technique 
presented in this work as PAFUB (Power Aware Functional Unit Binding), the 
technique developed in  [1] as PARB (Power Aware Register Binding), and finally the 
combination of both techniques running simultaneously one after the other. The labels 
shown in the tables are explained as follows: %SA is the percentage of improvement in 
terms of switching activities, and the %SSA is the percentage of improvement in terms 
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of spurious switching activities, %TArea is the percentage of improvement in the total 
area and finally %MArea is the percentage of improvement in the area of muxes. 
65 
 
Benchmark: 4pDCT (15 nodes) 
Table 4: PAFUB - 4pDCT 
PAFUB 
Resource Bag %SA %SSA % TArea % MArea 
4D2.txt (2 *;1 +;1 -;) 0.000 0.000 0.000 0.000 
4D3.txt (3 *;1 +;1 -;) 0.000 0.000 0.000 0.000 
4D4.txt (4 *;1 +;1 -;) 0.000 0.000 0.000 0.000 
4D5.txt (1 *;2 +;1 -;) 12.500 33.333 1.790 3.316 
4D6.txt (2 *;2 +;1 -;) 4.348 12.500 2.580 6.897 
4D7.txt (3 *;2 +;1 -;) 10.000 20.000 2.034 7.407 
4D8.txt (4 *;2 +;1 -;) 6.061 11.111 3.302 14.815 
4D9.txt (1 *;1 +;2 -;) 10.345 21.429 0.000 0.000 
4D10.txt (2 *;1 +;2 -;) 4.348 12.500 0.000 0.000 
4D11.txt (3 *;1 +;2 -;) 7.407 16.667 0.000 0.000 
4D12.txt (4 *;1 +;2 -;) 9.677 18.750 0.000 0.000 
4D13.txt (1 *;2 +;2 -;) 21.212 38.889 5.572 11.047 
4D14.txt (2 *;2 +;2 -;) 0.000 0.000 0.000 0.000 
4D15.txt (3 *;2 +;2 -;) 9.375 17.647 1.007 3.704 
4D16.txt (4 *;2 +;2 -;) 11.765 21.053 0.951 4.865 
Average 7.136 14.925 1.149 3.470 
 
Benchmark: 4pDCT (15 nodes) 
Table 5: PARB - 4pDCT 
PARB  
Resource Bag %SA %SSA % TArea % MArea 
4D2.txt (2 *;1 +;1 -;) 20.000 50.000 -5.365 -14.815 
4D3.txt (3 *;1 +;1 -;) 20.690 42.857 -3.179 -12.500 
4D4.txt (4 *;1 +;1 -;) 21.212 38.889 -4.303 -21.739 
4D5.txt (1 *;2 +;1 -;) 8.333 22.222 0.056 0.104 
4D6.txt (2 *;2 +;1 -;) 8.696 25.000 -6.610 -17.672 
4D7.txt (3 *;2 +;1 -;) 23.333 46.667 -3.051 -11.111 
4D8.txt (4 *;2 +;1 -;) 24.242 44.444 -0.825 -3.704 
4D9.txt (1 *;1 +;2 -;) 31.034 64.286 -3.960 -7.710 
4D10.txt (2 *;1 +;2 -;) 13.043 37.500 -2.648 -7.407 
4D11.txt (3 *;1 +;2 -;) 14.815 33.333 0.986 3.320 
4D12.txt (4 *;1 +;2 -;) 12.903 25.000 -0.103 -0.463 
4D13.txt (1 *;2 +;2 -;) 27.273 50.000 -3.656 -7.250 
4D14.txt (2 *;2 +;2 -;) 25.000 53.846 -2.649 -7.692 
4D15.txt (3 *;2 +;2 -;) 18.750 35.294 -2.140 -7.870 
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4D16.txt (4 *;2 +;2 -;) 20.588 36.842 -3.383 -17.297 
Average 19.328 40.412 -2.722 -8.921 
 
Benchmark: 4pDCT (15 nodes) 
Table 6: PAFUB&PARB - 4pDCT 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
4D2.txt (2 *;1 +;1 -;) 20.000 50.000 20.000 50.000 
4D3.txt (3 *;1 +;1 -;) 20.690 42.857 20.690 42.857 
4D4.txt (4 *;1 +;1 -;) 21.212 38.889 21.212 38.889 
4D5.txt (1 *;2 +;1 -;) 16.667 44.444 16.667 44.444 
4D6.txt (2 *;2 +;1 -;) 8.696 25.000 13.043 37.500 
4D7.txt (3 *;2 +;1 -;) 26.667 53.333 26.667 53.333 
4D8.txt (4 *;2 +;1 -;) 27.273 50.000 24.242 44.444 
4D9.txt (1 *;1 +;2 -;) 34.483 71.429 31.034 64.286 
4D10.txt (2 *;1 +;2 -;) 13.043 37.500 13.043 37.500 
4D11.txt (3 *;1 +;2 -;) 14.815 33.333 14.815 33.333 
4D12.txt (4 *;1 +;2 -;) 19.355 37.500 16.129 31.250 
4D13.txt (1 *;2 +;2 -;) 42.424 77.778 42.424 77.778 
4D14.txt (2 *;2 +;2 -;) 25.000 53.846 25.000 53.846 
4D15.txt (3 *;2 +;2 -;) 21.875 41.176 21.875 41.176 
4D16.txt (4 *;2 +;2 -;) 20.588 36.842 23.529 42.105 
Average 22.186 46.262 22.025 46.183 
 
Benchmark: AR (28 nodes) 
Table 7: PAFUB - AR 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
A2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
A3.txt (1 +;3 *;) 2.174 5.556 -0.809 -2.260 
A4.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
A5.txt (1 +;5 *;) 0.000 0.000 0.000 0.000 
A6.txt (1 +;6 *;) 0.000 0.000 0.000 0.000 
A7.txt (1 +;7 *;) 1.563 2.778 -0.515 -2.611 
A8.txt (1 +;8 *;) 0.000 0.000 0.000 0.000 
A9.txt (2 +;1 *;) 12.000 23.077 -0.100 -0.167 
A10.txt (2 +;2 *;) 2.128 5.263 -1.059 -2.135 
A11.txt (2 +;3 *;) 2.000 4.545 1.646 4.307 
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A12.txt (2 +;4 *;) 0.000 0.000 0.000 0.000 
A13.txt (2 +;5 *;) 3.030 5.263 2.515 8.916 
A14.txt (2 +;6 *;) 1.408 2.326 1.279 5.063 
A15.txt (2 +;7 *;) 1.370 2.222 -0.060 -0.273 
A16.txt (2 +;8 *;) 0.000 0.000 0.000 0.000 
A17.txt (3 +;1 *;) 12.281 21.212 2.799 4.542 
A18.txt (3 +;2 *;) 3.922 8.696 2.243 4.531 
A19.txt (3 +;3 *;) 6.250 8.333 3.690 10.068 
A20.txt (3 +;4 *;) 2.941 5.000 2.827 8.449 
A21.txt (3 +;5 *;) 4.412 7.500 3.900 13.710 
A22.txt (3 +;6 *;) 1.282 2.000 0.523 2.135 
A23.txt (3 +;7 *;) 2.410 3.636 -1.442 -6.598 
A24.txt (3 +;8 *;) 6.667 9.677 1.726 8.637 
A25.txt (4 +;1 *;) 19.118 29.545 5.517 9.084 
A26.txt (4 +;2 *;) 3.390 6.452 2.085 4.307 
A27.txt (4 +;3 *;) 8.451 11.628 -1.854 -5.453 
A28.txt (4 +;4 *;) 5.405 8.696 2.806 8.570 
A29.txt (4 +;5 *;) 4.000 6.383 1.900 6.720 
A30.txt (4 +;6 *;) 0.000 0.000 0.000 0.000 
A31.txt (4 +;7 *;) 3.333 4.839 0.912 4.198 
A32.txt (4 +;8 *;) 4.950 6.849 -2.665 -14.402 
Average 3.693 6.177 0.899 2.237 
 
Benchmark: AR (28 nodes) 
Table 8: PARB - AR 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
A2.txt (1 +;2 *;) 2.500 8.333 4.636 9.813 
A3.txt (1 +;3 *;) 4.348 11.111 1.040 2.906 
A4.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
A5.txt (1 +;5 *;) 3.509 6.897 1.274 4.988 
A6.txt (1 +;6 *;) 3.226 5.882 0.575 2.476 
A7.txt (1 +;7 *;) 1.563 2.778 -1.015 -5.142 
A8.txt (1 +;8 *;) 0.000 0.000 0.000 0.000 
A9.txt (2 +;1 *;) 8.000 15.385 -1.606 -2.664 
A10.txt (2 +;2 *;) 6.383 15.789 2.416 4.870 
A11.txt (2 +;3 *;) 0.000 0.000 0.000 0.000 
A12.txt (2 +;4 *;) 5.263 10.345 1.452 4.351 
A13.txt (2 +;5 *;) 4.545 7.895 -0.135 -0.480 
A14.txt (2 +;6 *;) 2.817 4.651 0.538 2.132 
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A15.txt (2 +;7 *;) 1.370 2.222 0.000 0.000 
A16.txt (2 +;8 *;) 0.000 0.000 0.000 0.000 
A17.txt (3 +;1 *;) 8.772 15.152 0.047 0.076 
A18.txt (3 +;2 *;) 7.843 17.391 2.146 4.334 
A19.txt (3 +;3 *;) 1.563 2.778 0.888 2.422 
A20.txt (3 +;4 *;) 4.412 7.500 0.685 2.046 
A21.txt (3 +;5 *;) 2.941 5.000 2.466 8.669 
A22.txt (3 +;6 *;) 3.846 6.000 -2.869 -11.708 
A23.txt (3 +;7 *;) 2.410 3.636 0.481 2.199 
A24.txt (3 +;8 *;) 4.444 6.452 0.000 0.000 
A25.txt (4 +;1 *;) 4.412 6.818 0.046 0.076 
A26.txt (4 +;2 *;) 5.085 9.677 5.375 11.104 
A27.txt (4 +;3 *;) 2.817 4.651 -1.825 -5.369 
A28.txt (4 +;4 *;) 2.703 4.348 2.077 6.343 
A29.txt (4 +;5 *;) 2.667 4.255 1.216 4.301 
A30.txt (4 +;6 *;) 1.205 1.818 -1.812 -8.140 
A31.txt (4 +;7 *;) 3.333 4.839 1.451 6.676 
A32.txt (4 +;8 *;) 3.960 5.479 -0.437 -2.363 
Average 3.417 6.358 0.616 1.417 
 
Benchmark: AR (28 nodes) 
Table 9: PAFUB&PARB - AR 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
A2.txt (1 +;2 *;) 2.500 8.333 2.500 8.333 
A3.txt (1 +;3 *;) 4.348 11.111 4.348 11.111 
A4.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
A5.txt (1 +;5 *;) 3.509 6.897 3.509 6.897 
A6.txt (1 +;6 *;) 3.226 5.882 3.226 5.882 
A7.txt (1 +;7 *;) 1.563 2.778 1.563 2.778 
A8.txt (1 +;8 *;) 0.000 0.000 0.000 0.000 
A9.txt (2 +;1 *;) 18.000 34.615 12.000 23.077 
A10.txt (2 +;2 *;) 6.383 15.789 6.383 15.789 
A11.txt (2 +;3 *;) 2.000 4.545 2.000 4.545 
A12.txt (2 +;4 *;) 5.263 10.345 5.263 10.345 
A13.txt (2 +;5 *;) 4.545 7.895 4.545 7.895 
A14.txt (2 +;6 *;) 2.817 4.651 2.817 4.651 
A15.txt (2 +;7 *;) 1.370 2.222 1.370 2.222 
A16.txt (2 +;8 *;) 0.000 0.000 0.000 0.000 
A17.txt (3 +;1 *;) 21.053 36.364 14.035 24.242 
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A18.txt (3 +;2 *;) 7.843 17.391 9.804 21.739 
A19.txt (3 +;3 *;) 6.250 8.333 6.250 8.333 
A20.txt (3 +;4 *;) 7.353 12.500 7.353 12.500 
A21.txt (3 +;5 *;) 5.882 10.000 5.882 10.000 
A22.txt (3 +;6 *;) 3.846 6.000 3.846 6.000 
A23.txt (3 +;7 *;) 2.410 3.636 2.410 3.636 
A24.txt (3 +;8 *;) 6.667 9.677 6.667 9.677 
A25.txt (4 +;1 *;) 23.529 36.364 23.529 36.364 
A26.txt (4 +;2 *;) 6.780 12.903 5.085 9.677 
A27.txt (4 +;3 *;) 9.859 13.953 9.859 13.953 
A28.txt (4 +;4 *;) 4.054 6.522 5.405 8.696 
A29.txt (4 +;5 *;) 5.333 8.511 5.333 8.511 
A30.txt (4 +;6 *;) 1.205 1.818 1.205 1.818 
A31.txt (4 +;7 *;) 3.333 4.839 3.333 4.839 
A32.txt (4 +;8 *;) 4.950 6.849 4.950 6.849 
Average 5.673 10.023 5.306 9.367 
 
Benchmark: DCT1 (35 nodes) 
Table 10: PAFUB - DCT1 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
D2.txt (1 +;2 *;) 2.128 8.333 -0.115 -0.201 
D3.txt (1 +;4 *;) 7.692 23.529 -3.879 -9.839 
D4.txt (1 +;6 *;) 12.281 31.818 1.370 4.075 
D5.txt (1 +;8 *;) 7.018 18.182 -2.457 -9.882 
D6.txt (1 +;10 *;) 8.621 21.739 0.000 0.000 
D7.txt (1 +;12 *;) 8.475 20.833 -0.607 -3.663 
D8.txt (1 +;14 *;) 12.698 28.571 0.527 3.401 
D9.txt (1 +;16 *;) 7.576 16.129 0.476 3.663 
D10.txt (2 +;2 *;) 9.259 26.316 -0.031 -0.058 
D11.txt (2 +;4 *;) 7.273 20.000 -1.676 -3.770 
D12.txt (2 +;6 *;) 5.455 15.000 0.575 1.754 
D13.txt (2 +;8 *;) 0.000 0.000 0.000 0.000 
D14.txt (2 +;10 *;) 1.493 3.125 0.331 1.391 
D15.txt (2 +;12 *;) 13.235 27.273 0.935 5.101 
D16.txt (2 +;14 *;) 13.514 25.641 -0.262 -1.644 
D17.txt (2 +;16 *;) 0.000 0.000 0.000 0.000 
D18.txt (4 +;2 *;) 12.329 23.684 4.508 8.183 
D19.txt (4 +;4 *;) 11.940 25.000 3.160 7.391 
D20.txt (4 +;6 *;) 17.143 34.286 1.243 3.728 
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D21.txt (4 +;8 *;) 16.667 30.233 -2.036 -7.576 
D22.txt (4 +;10 *;) 17.105 31.707 0.901 4.055 
D23.txt (4 +;12 *;) 25.882 44.000 1.268 7.967 
D24.txt (4 +;14 *;) 18.182 33.333 -0.298 -2.079 
D25.txt (4 +;16 *;) 10.959 21.053 -1.511 -12.000 
D26.txt (8 +;2 *;) 4.348 6.250 1.786 3.462 
D27.txt (8 +;4 *;) 7.955 13.208 3.256 8.062 
D28.txt (8 +;6 *;) 15.730 25.926 0.947 3.009 
D29.txt (8 +;8 *;) 11.765 20.000 -3.204 -13.452 
D30.txt (8 +;10 *;) 10.870 17.544 0.995 4.415 
D31.txt (8 +;12 *;) 22.549 34.328 0.612 3.708 
D32.txt (8 +;14 *;) 27.928 40.789 1.564 10.288 
D33.txt (8 +;16 *;) 20.183 29.730 -0.523 -4.327 
Average 11.508 22.424 0.245 0.474 
 
Benchmark: DCT1 (35 nodes) 
Table 11: PARB - DCT1 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
D2.txt (1 +;2 *;) 2.128 8.333 2.789 4.882 
D3.txt (1 +;4 *;) 3.846 11.765 1.396 3.540 
D4.txt (1 +;6 *;) 1.754 4.545 0.000 0.000 
D5.txt (1 +;8 *;) 5.263 13.636 0.410 1.647 
D6.txt (1 +;10 *;) 1.724 4.348 1.362 6.196 
D7.txt (1 +;12 *;) 8.475 20.833 -0.294 -1.774 
D8.txt (1 +;14 *;) 6.349 14.286 0.857 5.526 
D9.txt (1 +;16 *;) 3.030 6.452 0.000 0.000 
D10.txt (2 +;2 *;) 1.852 5.263 -1.016 -1.912 
D11.txt (2 +;4 *;) 9.091 25.000 0.745 1.676 
D12.txt (2 +;6 *;) 0.000 0.000 0.000 0.000 
D13.txt (2 +;8 *;) 4.839 11.111 0.802 3.077 
D14.txt (2 +;10 *;) 7.463 15.625 0.000 0.000 
D15.txt (2 +;12 *;) 13.235 27.273 0.305 1.667 
D16.txt (2 +;14 *;) 13.514 25.641 -0.270 -1.696 
D17.txt (2 +;16 *;) 0.000 0.000 0.000 0.000 
D18.txt (4 +;2 *;) 1.370 2.632 -0.170 -0.309 
D19.txt (4 +;4 *;) 2.985 6.250 5.661 13.242 
D20.txt (4 +;6 *;) 1.429 2.857 -0.488 -1.465 
D21.txt (4 +;8 *;) 7.692 13.953 2.367 8.809 
D22.txt (4 +;10 *;) 1.316 2.439 -0.775 -3.489 
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D23.txt (4 +;12 *;) 15.294 26.000 -1.505 -9.453 
D24.txt (4 +;14 *;) 5.195 9.524 -1.855 -12.933 
D25.txt (4 +;16 *;) 0.000 0.000 0.000 0.000 
D26.txt (8 +;2 *;) 18.261 26.250 -2.012 -3.901 
D27.txt (8 +;4 *;) 4.545 7.547 3.124 7.735 
D28.txt (8 +;6 *;) 1.124 1.852 -0.977 -3.103 
D29.txt (8 +;8 *;) 8.235 14.000 1.990 8.355 
D30.txt (8 +;10 *;) 2.174 3.509 0.667 2.959 
D31.txt (8 +;12 *;) 7.843 11.940 -0.853 -5.169 
D32.txt (8 +;14 *;) 14.414 21.053 -0.259 -1.706 
D33.txt (8 +;16 *;) 10.092 14.865 0.000 0.000 
Average 5.767 11.212 0.375 0.700 
 
Benchmark: DCT1 (35 nodes) 
Table 12: PAFUB&PARB - DCT1 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
D2.txt (1 +;2 *;) 4.255 16.667 4.255 16.667 
D3.txt (1 +;4 *;) 7.692 23.529 9.615 29.412 
D4.txt (1 +;6 *;) 14.035 36.364 12.281 31.818 
D5.txt (1 +;8 *;) 10.526 27.273 8.772 22.727 
D6.txt (1 +;10 *;) 10.345 26.087 12.069 30.435 
D7.txt (1 +;12 *;) 13.559 33.333 11.864 29.167 
D8.txt (1 +;14 *;) 12.698 28.571 12.698 28.571 
D9.txt (1 +;16 *;) 7.576 16.129 7.576 16.129 
D10.txt (2 +;2 *;) 7.407 21.053 9.259 26.316 
D11.txt (2 +;4 *;) 12.727 35.000 7.273 20.000 
D12.txt (2 +;6 *;) 1.818 5.000 1.818 5.000 
D13.txt (2 +;8 *;) 4.839 11.111 6.452 14.815 
D14.txt (2 +;10 *;) 13.433 28.125 11.940 25.000 
D15.txt (2 +;12 *;) 13.235 27.273 16.176 33.333 
D16.txt (2 +;14 *;) 16.216 30.769 16.216 30.769 
D17.txt (2 +;16 *;) 0.000 0.000 0.000 0.000 
D18.txt (4 +;2 *;) 13.699 26.316 16.438 31.579 
D19.txt (4 +;4 *;) 8.955 18.750 11.940 25.000 
D20.txt (4 +;6 *;) 17.143 34.286 17.143 34.286 
D21.txt (4 +;8 *;) 21.795 39.535 19.231 34.884 
D22.txt (4 +;10 *;) 17.105 31.707 17.105 31.707 
D23.txt (4 +;12 *;) 24.706 42.000 25.882 44.000 
D24.txt (4 +;14 *;) 16.883 30.952 18.182 33.333 
D25.txt (4 +;16 *;) 10.959 21.053 10.959 21.053 
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D26.txt (8 +;2 *;) 28.696 41.250 20.000 28.750 
D27.txt (8 +;4 *;) 12.500 20.755 11.364 18.868 
D28.txt (8 +;6 *;) 13.483 22.222 15.730 25.926 
D29.txt (8 +;8 *;) 15.294 26.000 12.941 22.000 
D30.txt (8 +;10 *;) 13.043 21.053 11.957 19.298 
D31.txt (8 +;12 *;) 17.647 26.866 25.490 38.806 
D32.txt (8 +;14 *;) 27.928 40.789 28.829 42.105 
D33.txt (8 +;16 *;) 20.183 29.730 20.183 29.730 
Average 13.449 26.236 13.489 26.296 
 
Benchmark: DIFFEQ2 (11 nodes) 
Table 13: PAFUB - DIFFEQ2 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
DI2.txt (1 +;2 *;1 -;1 >;) 4.000 0.000 2.918 10.000 
DI3.txt (1 +;3 *;1 -;1 >;) 0.000 0.000 0.000 0.000 
DI4.txt (1 +;4 *;1 -;1 >;) 3.846 6.667 0.916 6.667 
DI5.txt (2 +;1 *;1 -;1 >;) 0.000 0.000 14.531 39.959 
DI6.txt (2 +;2 *;1 -;1 >;) 14.286 17.647 0.000 0.000 
DI7.txt (2 +;3 *;1 -;1 >;) 11.111 17.647 -2.314 -14.159 
DI8.txt (2 +;4 *;1 -;1 >;) 19.355 30.000 0.925 7.692 
DI9.txt (1 +;1 *;2 -;1 >;) 0.000 0.000 16.521 43.654 
DI10.txt (1 +;2 *;2 -;1 >;) 20.000 26.316 4.488 15.528 
DI11.txt (1 +;3 *;2 -;1 >;) 14.286 22.222 -2.314 -14.159 
DI12.txt (1 +;4 *;2 -;1 >;) 16.667 26.316 1.816 13.333 
DI13.txt (2 +;1 *;2 -;1 >;) 0.000 0.000 12.155 35.746 
DI14.txt (2 +;2 *;2 -;1 >;) 27.273 36.364 1.640 6.207 
DI15.txt (2 +;3 *;2 -;1 >;) 22.581 33.333 -4.683 -32.990 
DI16.txt (2 +;4 *;2 -;1 >;) 28.571 41.667 0.917 7.692 
Average 12.132 17.212 3.168 8.345 
 
Benchmark: DIFFEQ2 (11 nodes) 
Table 14: PARB - DIFFEQ2 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
DI2.txt (1 +;2 *;1 -;1 >;) 12.000 21.429 1.459 5.000 
DI3.txt (1 +;3 *;1 -;1 >;) 12.500 21.429 -2.287 -12.403 
DI4.txt (1 +;4 *;1 -;1 >;) 7.692 13.333 0.000 0.000 
DI5.txt (2 +;1 *;1 -;1 >;) 0.000 0.000 0.000 0.000 
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DI6.txt (2 +;2 *;1 -;1 >;) 10.714 17.647 1.481 5.556 
DI7.txt (2 +;3 *;1 -;1 >;) 11.111 17.647 -1.157 -7.080 
DI8.txt (2 +;4 *;1 -;1 >;) 16.129 25.000 0.000 0.000 
DI9.txt (1 +;1 *;2 -;1 >;) 0.000 0.000 0.000 0.000 
DI10.txt (1 +;2 *;2 -;1 >;) 10.000 15.789 1.436 4.969 
DI11.txt (1 +;3 *;2 -;1 >;) 10.714 16.667 1.302 7.965 
DI12.txt (1 +;4 *;2 -;1 >;) 6.667 10.526 0.000 0.000 
DI13.txt (2 +;1 *;2 -;1 >;) 0.000 0.000 0.000 0.000 
DI14.txt (2 +;2 *;2 -;1 >;) 9.091 13.636 1.458 5.517 
DI15.txt (2 +;3 *;2 -;1 >;) 9.677 14.286 0.146 1.031 
DI16.txt (2 +;4 *;2 -;1 >;) 14.286 20.833 0.000 0.000 
Average 8.705 13.881 0.256 0.704 
 
Benchmark: DIFFEQ2 (11 nodes) 
Table 15: PAFUB&PARB - DIFFEQ2 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
DI2.txt (1 +;2 *;1 -;1 >;) 16.000 21.429 16.000 21.429 
DI3.txt (1 +;3 *;1 -;1 >;) 12.500 21.429 12.500 21.429 
DI4.txt (1 +;4 *;1 -;1 >;) 23.077 40.000 7.692 13.333 
DI5.txt (2 +;1 *;1 -;1 >;) 0.000 0.000 0.000 0.000 
DI6.txt (2 +;2 *;1 -;1 >;) 25.000 35.294 25.000 35.294 
DI7.txt (2 +;3 *;1 -;1 >;) 22.222 35.294 22.222 35.294 
DI8.txt (2 +;4 *;1 -;1 >;) 35.484 55.000 22.581 35.000 
DI9.txt (1 +;1 *;2 -;1 >;) 0.000 0.000 0.000 0.000 
DI10.txt (1 +;2 *;2 -;1 >;) 30.000 42.105 30.000 42.105 
DI11.txt (1 +;3 *;2 -;1 >;) 25.000 38.889 25.000 38.889 
DI12.txt (1 +;4 *;2 -;1 >;) 33.333 52.632 20.000 31.579 
DI13.txt (2 +;1 *;2 -;1 >;) 0.000 0.000 0.000 0.000 
DI14.txt (2 +;2 *;2 -;1 >;) 36.364 50.000 36.364 50.000 
DI15.txt (2 +;3 *;2 -;1 >;) 32.258 47.619 32.258 47.619 
DI16.txt (2 +;4 *;2 -;1 >;) 42.857 62.500 31.429 45.833 
Average 22.273 33.479 18.736 27.854 
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Benchmark: DIFFEQ4 (17 nodes) 
Table 16: PAFUB - DIFFEQ4 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
DI2.txt (1 +;2 *;1 -;) 3.448 0.000 1.547 3.759 
DI3.txt (1 +;3 *;1 -;) 3.333 0.000 1.993 6.667 
DI4.txt (1 +;4 *;1 -;) 12.500 18.750 2.455 10.345 
DI5.txt (1 +;5 *;1 -;) 6.897 8.333 1.389 7.143 
DI6.txt (1 +;6 *;1 -;) 5.556 10.526 0.599 3.571 
DI7.txt (2 +;1 *;1 -;) 0.000 0.000 21.678 43.704 
DI8.txt (2 +;2 *;1 -;) 6.667 7.143 4.074 10.400 
DI9.txt (2 +;3 *;1 -;) 3.125 0.000 2.990 10.345 
DI10.txt (2 +;4 *;1 -;) 17.143 26.316 2.474 11.060 
DI11.txt (2 +;5 *;1 -;) 13.158 19.048 3.473 18.519 
DI12.txt (2 +;6 *;1 -;) 10.811 20.000 0.600 3.704 
DI13.txt (3 +;1 *;1 -;) 0.000 0.000 19.730 41.388 
DI14.txt (3 +;2 *;1 -;) 9.677 13.333 0.322 0.885 
DI15.txt (3 +;3 *;1 -;) 8.824 11.765 0.000 0.000 
DI16.txt (3 +;4 *;1 -;) 23.684 36.364 0.832 3.980 
DI17.txt (3 +;5 *;1 -;) 12.195 16.667 3.474 19.231 
DI18.txt (3 +;6 *;1 -;) 0.000 0.000 0.000 0.000 
DI1a.txt (1 +;1 *;2 -;) 13.514 19.048 23.183 45.843 
DI2a.txt (1 +;2 *;2 -;) 10.811 15.000 1.528 3.759 
DI3a.txt (1 +;3 *;2 -;) 10.000 17.391 1.952 6.426 
DI4a.txt (1 +;4 *;2 -;) 0.000 0.000 -0.832 -3.846 
DI5a.txt (1 +;5 *;2 -;) 9.091 11.765 2.722 13.333 
DI6a.txt (1 +;6 *;2 -;) 8.333 10.526 0.670 4.000 
DI7a.txt (2 +;1 *;2 -;) 20.000 29.167 22.759 45.843 
DI8a.txt (2 +;2 *;2 -;) 10.000 13.043 6.422 16.279 
DI9a.txt (2 +;3 *;2 -;) 2.439 4.167 2.961 10.345 
DI10a.txt (2 +;4 *;2 -;) 0.000 0.000 2.497 12.000 
DI11a.txt (2 +;5 *;2 -;) 3.704 0.000 1.399 8.000 
DI12a.txt (2 +;6 *;2 -;) 3.125 0.000 -0.607 -4.145 
DI13a.txt (3 +;1 *;2 -;) 9.091 11.765 20.885 43.704 
DI14a.txt (3 +;2 *;2 -;) 15.625 26.667 2.822 7.692 
DI15a.txt (3 +;3 *;2 -;) 5.556 10.526 0.000 0.000 
DI16a.txt (3 +;4 *;2 -;) 0.000 0.000 0.825 3.980 
DI17a.txt (3 +;5 *;2 -;) 6.250 6.250 2.780 16.000 
DI18a.txt (3 +;6 *;2 -;) 2.941 0.000 0.000 0.000 
Average 7.643 10.387 4.560 12.112 
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Benchmark: DIFFEQ4 (17 nodes) 
Table 17: PARB - DIFFEQ4 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
DI2.txt (1 +;2 *;1 -;) 20.690 46.154 2.475 6.015 
DI3.txt (1 +;3 *;1 -;) 3.333 7.692 0.000 0.000 
DI4.txt (1 +;4 *;1 -;) 3.125 6.250 0.000 0.000 
DI5.txt (1 +;5 *;1 -;) 3.448 8.333 -1.389 -7.143 
DI6.txt (1 +;6 *;1 -;) 11.111 21.053 1.199 7.143 
DI7.txt (2 +;1 *;1 -;) 0.000 0.000 0.000 0.000 
DI8.txt (2 +;2 *;1 -;) 13.333 28.571 -1.253 -3.200 
DI9.txt (2 +;3 *;1 -;) 3.125 6.667 -0.997 -3.448 
DI10.txt (2 +;4 *;1 -;) 11.429 21.053 0.928 4.147 
DI11.txt (2 +;5 *;1 -;) 13.158 23.810 0.695 3.704 
DI12.txt (2 +;6 *;1 -;) 8.108 15.000 2.998 18.519 
DI13.txt (3 +;1 *;1 -;) 0.000 0.000 0.000 0.000 
DI14.txt (3 +;2 *;1 -;) 12.903 26.667 -1.286 -3.540 
DI15.txt (3 +;3 *;1 -;) 2.941 5.882 0.000 0.000 
DI16.txt (3 +;4 *;1 -;) 7.895 13.636 0.000 0.000 
DI17.txt (3 +;5 *;1 -;) 7.317 12.500 0.000 0.000 
DI18.txt (3 +;6 *;1 -;) 2.632 4.762 -0.614 -4.545 
DI1a.txt (1 +;1 *;2 -;) 3.125 5.882 -1.922 -3.800 
DI2a.txt (1 +;2 *;2 -;) 0.000 0.000 0.000 0.000 
DI3a.txt (1 +;3 *;2 -;) 3.125 6.667 -0.976 -3.213 
DI4a.txt (1 +;4 *;2 -;) 6.061 11.765 -1.664 -7.692 
DI5a.txt (1 +;5 *;2 -;) 6.250 13.333 0.680 3.333 
DI6a.txt (1 +;6 *;2 -;) 5.556 10.526 0.000 0.000 
DI7a.txt (2 +;1 *;2 -;) 2.703 4.545 -5.660 -11.401 
DI8a.txt (2 +;2 *;2 -;) 9.375 18.750 1.223 3.101 
DI9a.txt (2 +;3 *;2 -;) 2.941 5.882 -0.987 -3.448 
DI10a.txt (2 +;4 *;2 -;) 8.108 14.286 -1.769 -8.500 
DI11a.txt (2 +;5 *;2 -;) 13.514 25.000 0.000 0.000 
DI12a.txt (2 +;6 *;2 -;) 10.000 17.391 -0.607 -4.145 
DI13a.txt (3 +;1 *;2 -;) 2.564 4.167 -1.829 -3.827 
DI14a.txt (3 +;2 *;2 -;) 9.091 17.647 2.509 6.838 
DI15a.txt (3 +;3 *;2 -;) 2.778 5.263 -0.997 -3.704 
DI16a.txt (3 +;4 *;2 -;) 10.000 16.667 2.578 12.438 
DI17a.txt (3 +;5 *;2 -;) 7.500 13.043 0.000 0.000 
DI18a.txt (3 +;6 *;2 -;) 7.317 12.500 -0.607 -4.348 
Average 6.702 12.896 -0.208 -0.306 
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Benchmark: DIFFEQ4 (17 nodes) 
Table 18: PAFUB&PARB - DIFFEQ4 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
DI2.txt (1 +;2 *;1 -;) 24.138 46.154 17.241 30.769 
DI3.txt (1 +;3 *;1 -;) 6.667 7.692 6.667 7.692 
DI4.txt (1 +;4 *;1 -;) 12.500 18.750 12.500 18.750 
DI5.txt (1 +;5 *;1 -;) 6.897 8.333 6.897 8.333 
DI6.txt (1 +;6 *;1 -;) 11.111 21.053 16.667 31.579 
DI7.txt (2 +;1 *;1 -;) 0.000 0.000 0.000 0.000 
DI8.txt (2 +;2 *;1 -;) 20.000 35.714 20.000 35.714 
DI9.txt (2 +;3 *;1 -;) 6.250 6.667 6.250 6.667 
DI10.txt (2 +;4 *;1 -;) 17.143 26.316 17.143 26.316 
DI11.txt (2 +;5 *;1 -;) 15.789 23.810 15.789 23.810 
DI12.txt (2 +;6 *;1 -;) 18.919 35.000 18.919 35.000 
DI13.txt (3 +;1 *;1 -;) 0.000 0.000 0.000 0.000 
DI14.txt (3 +;2 *;1 -;) 22.581 40.000 22.581 40.000 
DI15.txt (3 +;3 *;1 -;) 11.765 17.647 11.765 17.647 
DI16.txt (3 +;4 *;1 -;) 23.684 36.364 23.684 36.364 
DI17.txt (3 +;5 *;1 -;) 9.756 12.500 14.634 20.833 
DI18.txt (3 +;6 *;1 -;) 2.632 4.762 2.632 4.762 
DI1a.txt (1 +;1 *;2 -;) 0.000 0.000 0.000 0.000 
DI2a.txt (1 +;2 *;2 -;) 3.704 0.000 3.704 0.000 
DI3a.txt (1 +;3 *;2 -;) 6.250 6.667 6.250 6.667 
DI4a.txt (1 +;4 *;2 -;) 15.152 23.529 15.152 23.529 
DI5a.txt (1 +;5 *;2 -;) 18.750 33.333 18.750 33.333 
DI6a.txt (1 +;6 *;2 -;) 5.556 10.526 11.111 21.053 
DI7a.txt (2 +;1 *;2 -;) 0.000 0.000 0.000 0.000 
DI8a.txt (2 +;2 *;2 -;) 12.500 18.750 15.625 25.000 
DI9a.txt (2 +;3 *;2 -;) 5.882 5.882 5.882 5.882 
DI10a.txt (2 +;4 *;2 -;) 16.216 23.810 16.216 23.810 
DI11a.txt (2 +;5 *;2 -;) 16.216 25.000 16.216 25.000 
DI12a.txt (2 +;6 *;2 -;) 17.500 30.435 15.000 26.087 
DI13a.txt (3 +;1 *;2 -;) 0.000 0.000 0.000 0.000 
DI14a.txt (3 +;2 *;2 -;) 18.182 29.412 18.182 29.412 
DI15a.txt (3 +;3 *;2 -;) 11.111 15.789 11.111 15.789 
DI16a.txt (3 +;4 *;2 -;) 22.500 33.333 22.500 33.333 
DI17a.txt (3 +;5 *;2 -;) 10.000 13.043 15.000 21.739 
DI18a.txt (3 +;6 *;2 -;) 7.317 12.500 7.317 12.500 
Average 11.333 17.793 11.754 18.496 
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Benchmark: EWF (34 nodes) 
 
Table 19: PAFUB - EWF 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
E2.txt (2 +;1 *;) 1.923 5.263 1.437 2.194 
E3.txt (3 +;1 *;) 1.852 4.762 2.623 3.844 
E4.txt (4 +;1 *;) 9.677 20.690 -3.564 -5.169 
E5.txt (1 +;2 *;) 6.383 23.077 -1.352 -3.074 
E6.txt (2 +;2 *;) 3.774 10.526 -0.122 -0.227 
E7.txt (3 +;2 *;) 1.754 4.348 0.853 1.528 
E8.txt (4 +;2 *;) 5.000 11.538 2.215 4.070 
E9.txt (1 +;3 *;) 11.765 35.294 -0.943 -2.733 
E10.txt (2 +;3 *;) 8.621 20.833 1.569 3.501 
E11.txt (3 +;3 *;) 3.125 6.667 1.486 3.280 
E12.txt (4 +;3 *;) 7.692 16.129 0.849 1.871 
E13.txt (1 +;4 *;) 5.660 15.789 1.541 5.320 
E14.txt (2 +;4 *;) 6.557 14.815 0.665 1.751 
E15.txt (3 +;4 *;) 2.817 5.405 -0.020 -0.053 
E16.txt (4 +;4 *;) 4.348 8.571 2.755 7.106 
Average 5.397 13.581 0.666 1.547 
 
 
Benchmark: EWF (34 nodes) 
 
Table 20: PARB - EWF 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
E2.txt (2 +;1 *;) 0.000 0.000 0.000 0.000 
E3.txt (3 +;1 *;) 0.000 0.000 0.000 0.000 
E4.txt (4 +;1 *;) 0.000 0.000 0.000 0.000 
E5.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
E6.txt (2 +;2 *;) 0.000 0.000 0.000 0.000 
E7.txt (3 +;2 *;) 0.000 0.000 0.000 0.000 
E8.txt (4 +;2 *;) 1.667 3.846 0.000 0.000 
E9.txt (1 +;3 *;) 0.000 0.000 0.000 0.000 
E10.txt (2 +;3 *;) 0.000 0.000 0.000 0.000 
E11.txt (3 +;3 *;) 0.000 0.000 0.000 0.000 
E12.txt (4 +;3 *;) 1.538 3.226 0.000 0.000 
E13.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
E14.txt (2 +;4 *;) 0.000 0.000 0.000 0.000 
E15.txt (3 +;4 *;) 0.000 0.000 0.000 0.000 
78 
 
E16.txt (4 +;4 *;) 1.449 2.857 0.000 0.000 
Average 0.310 0.662 0.000 0.000 
 
 
Benchmark: EWF (34 nodes) 
 
 
Table 21: PAFUB&PARB - EWF 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
E2.txt (2 +;1 *;) 3.846 10.526 1.923 5.263 
E3.txt (3 +;1 *;) 1.852 4.762 1.852 4.762 
E4.txt (4 +;1 *;) 6.452 13.793 8.065 17.241 
E5.txt (1 +;2 *;) 6.383 23.077 6.383 23.077 
E6.txt (2 +;2 *;) 3.774 10.526 3.774 10.526 
E7.txt (3 +;2 *;) 1.754 4.348 1.754 4.348 
E8.txt (4 +;2 *;) 5.000 11.538 5.000 11.538 
E9.txt (1 +;3 *;) 11.765 35.294 11.765 35.294 
E10.txt (2 +;3 *;) 8.621 20.833 8.621 20.833 
E11.txt (3 +;3 *;) 3.125 6.667 3.125 6.667 
E12.txt (4 +;3 *;) 7.692 16.129 7.692 16.129 
E13.txt (1 +;4 *;) 5.660 15.789 5.660 15.789 
E14.txt (2 +;4 *;) 6.557 14.815 6.557 14.815 
E15.txt (3 +;4 *;) 2.817 5.405 2.817 5.405 
E16.txt (4 +;4 *;) 4.348 8.571 5.797 11.429 
Average 5.310 13.472 5.386 13.541 
 
Benchmark: FIR (13 nodes) 
 
Table 22: PAFUB - FIR 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
FIR2.txt (2 *;1 +;) 0.000 0.000 0.000 0.000 
FIR3.txt (3 *;1 +;) 0.000 0.000 0.000 0.000 
FIR4.txt (4 *;1 +;) 0.000 0.000 0.000 0.000 
FIR5.txt (5 *;1 +;) 4.762 12.500 -0.768 -6.612 
FIR6.txt (6 *;1 +;) 21.429 40.000 -0.654 -6.598 
FIR7.txt (7 *;1 +;) 0.000 0.000 0.000 0.000 
FIR8.txt (1 *;2 +;) 0.000 0.000 13.527 30.806 
FIR9.txt (2 *;2 +;) 0.000 0.000 0.000 0.000 
FIR10.txt (3 *;2 +;) 0.000 0.000 0.000 0.000 
FIR11.txt (4 *;2 +;) 0.000 0.000 0.000 0.000 
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FIR12.txt (5 *;2 +;) 4.000 8.333 -1.515 -12.500 
FIR13.txt (6 *;2 +;) 19.355 33.333 -0.650 -6.667 
FIR14.txt (7 *;2 +;) 0.000 0.000 0.000 0.000 
Average 3.811 7.244 0.765 -0.121 
 
 
Benchmark: FIR (13 nodes) 
 
Table 23: PARB - FIR 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
FIR2.txt (2 *;1 +;) 0.000 0.000 0.000 0.000 
FIR3.txt (3 *;1 +;) 0.000 0.000 0.000 0.000 
FIR4.txt (4 *;1 +;) 0.000 0.000 0.000 0.000 
FIR5.txt (5 *;1 +;) 4.762 12.500 -1.537 -13.223 
FIR6.txt (6 *;1 +;) 21.429 40.000 0.000 0.000 
FIR7.txt (7 *;1 +;) 0.000 0.000 0.000 0.000 
FIR8.txt (1 *;2 +;) 16.000 33.333 -13.598 -30.968 
FIR9.txt (2 *;2 +;) 4.545 11.111 2.719 7.692 
FIR10.txt (3 *;2 +;) 0.000 0.000 0.000 0.000 
FIR11.txt (4 *;2 +;) 0.000 0.000 0.000 0.000 
FIR12.txt (5 *;2 +;) 4.000 8.333 -0.758 -6.250 
FIR13.txt (6 *;2 +;) 19.355 33.333 0.000 0.000 
FIR14.txt (7 *;2 +;) 0.000 0.000 0.000 0.000 
Average 5.392 10.662 -1.013 -3.288 
 
 
Benchmark: FIR (13 nodes) 
 
Table 24: PAFUB&PARB - FIR 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
FIR2.txt (2 *;1 +;) 0.000 0.000 0.000 0.000 
FIR3.txt (3 *;1 +;) 0.000 0.000 0.000 0.000 
FIR4.txt (4 *;1 +;) 0.000 0.000 0.000 0.000 
FIR5.txt (5 *;1 +;) 4.762 12.500 4.762 12.500 
FIR6.txt (6 *;1 +;) 21.429 40.000 21.429 40.000 
FIR7.txt (7 *;1 +;) 0.000 0.000 0.000 0.000 
FIR8.txt (1 *;2 +;) 0.000 0.000 0.000 0.000 
FIR9.txt (2 *;2 +;) 4.545 11.111 4.545 11.111 
FIR10.txt (3 *;2 +;) 0.000 0.000 0.000 0.000 
FIR11.txt (4 *;2 +;) 0.000 0.000 0.000 0.000 
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FIR12.txt (5 *;2 +;) 4.000 8.333 4.000 8.333 
FIR13.txt (6 *;2 +;) 19.355 33.333 19.355 33.333 
FIR14.txt (7 *;2 +;) 0.000 0.000 0.000 0.000 
Average 4.161 8.098 4.161 8.098 
 
 
Benchmark: IIR (14 nodes) 
 
 
Table 25: PAFUB - IIR 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
I2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
I3.txt (1 +;3 *;) 13.889 22.727 -1.081 -4.324 
I4.txt (1 +;4 *;) 13.333 25.000 0.882 4.734 
I5.txt (1 +;5 *;) 30.769 48.000 0.000 0.000 
I6.txt (1 +;6 *;) 26.316 41.667 0.637 5.229 
I7.txt (2 +;1 *;) 0.000 0.000 21.973 43.457 
I8.txt (2 +;2 *;) 24.242 42.105 1.141 3.004 
I9.txt (2 +;3 *;) 22.727 33.333 -1.069 -3.947 
I10.txt (2 +;4 *;) 28.947 45.833 2.734 14.793 
I11.txt (2 +;5 *;) 27.500 42.308 0.735 4.969 
I12.txt (2 +;6 *;) 36.364 53.333 3.204 24.260 
I13.txt (3 +;1 *;) 0.000 0.000 21.747 43.735 
I14.txt (3 +;2 *;) 31.579 50.000 3.953 10.766 
I15.txt (3 +;3 *;) 29.412 40.541 3.046 11.047 
I16.txt (3 +;4 *;) 25.532 36.364 2.606 13.681 
I17.txt (3 +;5 *;) 26.531 37.143 0.023 0.163 
I18.txt (3 +;6 *;) 30.769 42.105 1.919 16.695 
Average 21.642 32.968 3.674 11.074 
 
Benchmark: IIR (14 nodes) 
 
 
Table 26: PARB - IIR 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
I2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
I3.txt (1 +;3 *;) 27.778 45.455 -3.242 -12.973 
I4.txt (1 +;4 *;) 3.333 6.250 -0.882 -4.734 
I5.txt (1 +;5 *;) 23.077 36.000 -0.797 -4.937 
I6.txt (1 +;6 *;) 15.789 25.000 -0.737 -6.046 
I7.txt (2 +;1 *;) 9.091 15.789 -1.935 -3.827 
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I8.txt (2 +;2 *;) 3.030 5.263 1.304 3.433 
I9.txt (2 +;3 *;) 27.273 40.000 -1.036 -3.828 
I10.txt (2 +;4 *;) 10.526 16.667 -4.429 -23.964 
I11.txt (2 +;5 *;) 7.500 11.538 -0.735 -4.969 
I12.txt (2 +;6 *;) 15.909 23.333 0.000 0.000 
I13.txt (3 +;1 *;) 7.143 10.714 -0.183 -0.369 
I14.txt (3 +;2 *;) 2.632 4.167 2.608 7.103 
I15.txt (3 +;3 *;) 23.529 32.432 -1.079 -3.913 
I16.txt (3 +;4 *;) 10.638 15.152 -3.493 -18.336 
I17.txt (3 +;5 *;) 8.163 11.429 -4.454 -31.648 
I18.txt (3 +;6 *;) 13.462 18.421 -0.020 -0.172 
Average 12.287 18.683 -1.124 -6.422 
 
 
Benchmark: IIR (14 nodes) 
 
Table 27: PAFUB&PARB - IIR 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
I2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
I3.txt (1 +;3 *;) 33.333 54.545 25.000 40.909 
I4.txt (1 +;4 *;) 16.667 31.250 16.667 31.250 
I5.txt (1 +;5 *;) 30.769 48.000 33.333 52.000 
I6.txt (1 +;6 *;) 26.316 41.667 26.316 41.667 
I7.txt (2 +;1 *;) 0.000 0.000 0.000 0.000 
I8.txt (2 +;2 *;) 24.242 42.105 30.303 52.632 
I9.txt (2 +;3 *;) 45.455 66.667 31.818 46.667 
I10.txt (2 +;4 *;) 34.211 54.167 34.211 54.167 
I11.txt (2 +;5 *;) 30.000 46.154 30.000 46.154 
I12.txt (2 +;6 *;) 36.364 53.333 36.364 53.333 
I13.txt (3 +;1 *;) 0.000 0.000 0.000 0.000 
I14.txt (3 +;2 *;) 34.211 54.167 34.211 54.167 
I15.txt (3 +;3 *;) 33.333 45.946 35.294 48.649 
I16.txt (3 +;4 *;) 27.660 39.394 29.787 42.424 
I17.txt (3 +;5 *;) 26.531 37.143 26.531 37.143 
I18.txt (3 +;6 *;) 30.769 42.105 30.769 42.105 
Average 25.286 38.626 24.741 37.839 
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Benchmark: LMS (17 nodes) 
 
Table 28: PAFUB - LMS 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
LM2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
LM3.txt (1 +;3 *;) 0.000 0.000 0.000 0.000 
LM4.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
LM5.txt (2 +;1 *;) 0.000 0.000 27.903 51.438 
LM6.txt (2 +;2 *;) 0.000 0.000 0.000 0.000 
LM7.txt (2 +;3 *;) 0.000 0.000 0.000 0.000 
LM8.txt (2 +;4 *;) 6.250 13.333 1.535 6.466 
LM9.txt (3 +;1 *;) 0.000 0.000 27.412 51.438 
LM10.txt (3 +;2 *;) 15.789 28.571 2.480 6.226 
LM11.txt (3 +;3 *;) 11.111 17.857 2.015 6.227 
LM12.txt (3 +;4 *;) 13.158 23.810 2.416 10.000 
LM13.txt (4 +;1 *;) 0.000 0.000 27.101 51.644 
LM14.txt (4 +;2 *;) 22.222 35.714 3.675 9.339 
LM15.txt (4 +;3 *;) 32.075 47.222 4.907 15.953 
LM16.txt (4 +;4 *;) 12.766 20.000 0.898 3.734 
Average 7.558 12.434 6.689 14.164 
 
Benchmark: LMS (17 nodes) 
 
Table 29: PAFUB&PARB - LMS 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
LM2.txt (1 +;2 *;) 0.000 0.000 0.000 0.000 
LM3.txt (1 +;3 *;) 0.000 0.000 0.000 0.000 
LM4.txt (1 +;4 *;) 0.000 0.000 0.000 0.000 
LM5.txt (2 +;1 *;) 0.000 0.000 0.000 0.000 
LM6.txt (2 +;2 *;) 0.000 0.000 0.000 0.000 
LM7.txt (2 +;3 *;) 0.000 0.000 0.000 0.000 
LM8.txt (2 +;4 *;) 6.250 13.333 6.250 13.333 
LM9.txt (3 +;1 *;) 0.000 0.000 0.000 0.000 
LM10.txt (3 +;2 *;) 15.789 28.571 15.789 28.571 
LM11.txt (3 +;3 *;) 11.111 17.857 11.111 17.857 
LM12.txt (3 +;4 *;) 13.158 23.810 13.158 23.810 
LM13.txt (4 +;1 *;) 0.000 0.000 0.000 0.000 
LM14.txt (4 +;2 *;) 22.222 35.714 22.222 35.714 
LM15.txt (4 +;3 *;) 32.075 47.222 32.075 47.222 
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LM16.txt (4 +;4 *;) 12.766 20.000 12.766 20.000 
Average 7.558 12.434 7.558 12.434 
 
Benchmark: nestor2 (39 nodes) 
 
Table 30: PAFUB - nestor2 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
nest2.txt (1 +;1 -;2 *;) 7.273 25.000 0.000 0.000 
nest3.txt (1 +;1 -;4 *;) 10.000 28.571 0.000 0.000 
nest4.txt (1 +;1 -;8 *;) 10.448 25.000 0.808 3.173 
nest5.txt (2 +;1 -;1 *;) 6.780 16.667 4.714 6.596 
nest6.txt (2 +;1 -;2 *;) 5.357 11.765 2.609 4.329 
nest7.txt (2 +;1 -;4 *;) 5.000 14.286 2.339 5.310 
nest8.txt (2 +;1 -;6 *;) 1.587 4.167 2.890 8.489 
nest9.txt (2 +;1 -;8 *;) 4.110 8.824 1.169 4.216 
nest10.txt (4 +;1 -;1 *;) 15.385 33.333 5.224 7.485 
nest11.txt (4 +;1 -;2 *;) 16.667 38.095 5.205 9.078 
nest12.txt (4 +;1 -;4 *;) 5.556 12.121 3.643 8.743 
nest13.txt (4 +;1 -;6 *;) 4.819 9.091 0.450 1.408 
nest14.txt (4 +;1 -;8 *;) 7.292 12.281 3.138 11.830 
nest15.txt (1 +;2 -;1 *;) 0.000 0.000 0.000 0.000 
nest16.txt (1 +;2 -;2 *;) 8.929 29.412 1.602 2.706 
nest17.txt (1 +;2 -;4 *;) 4.918 13.636 1.233 2.938 
nest18.txt (1 +;2 -;6 *;) 5.970 14.286 0.425 1.325 
nest19.txt (1 +;2 -;8 *;) 14.667 30.556 0.050 0.195 
nest20.txt (1 +;4 -;1 *;) 6.349 14.286 0.000 0.000 
nest21.txt (1 +;4 -;2 *;) 7.018 22.222 1.840 3.389 
nest22.txt (1 +;4 -;4 *;) 17.143 38.710 0.547 1.369 
nest23.txt (1 +;4 -;8 *;) 26.136 46.939 1.665 7.359 
nest24.txt (2 +;2 -;2 *;) 3.448 10.526 2.546 4.390 
nest25.txt (2 +;2 -;4 *;) 12.281 38.889 -1.268 -3.192 
nest26.txt (2 +;2 -;8 *;) 9.524 25.000 -1.645 -6.873 
nest27.txt (4 +;4 -;8 *;) 6.452 11.111 1.602 6.565 
Average 8.581 20.568 1.569 3.493 
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Benchmark: nestor2 (39 nodes) 
 
Table 31: PARB - nestor2 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
nest2.txt (1 +;1 -;2 *;) 1.818 6.250 0.931 1.630 
nest3.txt (1 +;1 -;4 *;) 0.000 0.000 0.000 0.000 
nest4.txt (1 +;1 -;8 *;) 0.000 0.000 0.000 0.000 
nest5.txt (2 +;1 -;1 *;) 1.695 4.167 3.397 4.753 
nest6.txt (2 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
nest7.txt (2 +;1 -;4 *;) 0.000 0.000 0.000 0.000 
nest8.txt (2 +;1 -;6 *;) 0.000 0.000 0.000 0.000 
nest9.txt (2 +;1 -;8 *;) 0.000 0.000 0.000 0.000 
nest10.txt (4 +;1 -;1 *;) 3.077 6.667 -1.024 -1.468 
nest11.txt (4 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
nest12.txt (4 +;1 -;4 *;) 0.000 0.000 0.000 0.000 
nest13.txt (4 +;1 -;6 *;) 0.000 0.000 0.000 0.000 
nest14.txt (4 +;1 -;8 *;) 0.000 0.000 0.000 0.000 
nest15.txt (1 +;2 -;1 *;) 2.000 6.667 2.521 3.704 
nest16.txt (1 +;2 -;2 *;) 1.786 5.882 2.916 4.925 
nest17.txt (1 +;2 -;4 *;) 0.000 0.000 0.000 0.000 
nest18.txt (1 +;2 -;6 *;) 0.000 0.000 0.000 0.000 
nest19.txt (1 +;2 -;8 *;) 0.000 0.000 0.000 0.000 
nest20.txt (1 +;4 -;1 *;) 0.000 0.000 0.000 0.000 
nest21.txt (1 +;4 -;2 *;) 0.000 0.000 0.000 0.000 
nest22.txt (1 +;4 -;4 *;) 0.000 0.000 0.000 0.000 
nest23.txt (1 +;4 -;8 *;) 1.136 2.041 -0.387 -1.711 
nest24.txt (2 +;2 -;2 *;) 1.724 5.263 -0.053 -0.091 
nest25.txt (2 +;2 -;4 *;) 0.000 0.000 0.000 0.000 
nest26.txt (2 +;2 -;8 *;) 0.000 0.000 0.000 0.000 
nest27.txt (4 +;4 -;8 *;) 4.301 7.407 1.192 4.885 
Average 0.675 1.706 0.365 0.639 
 
Benchmark: nestor2 (39 nodes) 
 
Table 32: PAFUB&PARB - nestor2 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
nest2.txt (1 +;1 -;2 *;) 9.091 31.250 9.091 31.250 
nest3.txt (1 +;1 -;4 *;) 10.000 28.571 10.000 28.571 
nest4.txt (1 +;1 -;8 *;) 10.448 25.000 10.448 25.000 
nest5.txt (2 +;1 -;1 *;) 8.475 20.833 8.475 20.833 
85 
 
nest6.txt (2 +;1 -;2 *;) 5.357 11.765 5.357 11.765 
nest7.txt (2 +;1 -;4 *;) 5.000 14.286 5.000 14.286 
nest8.txt (2 +;1 -;6 *;) 1.587 4.167 1.587 4.167 
nest9.txt (2 +;1 -;8 *;) 4.110 8.824 4.110 8.824 
nest10.txt (4 +;1 -;1 *;) 18.462 40.000 18.462 40.000 
nest11.txt (4 +;1 -;2 *;) 18.333 42.857 18.333 42.857 
nest12.txt (4 +;1 -;4 *;) 6.944 15.152 6.944 15.152 
nest13.txt (4 +;1 -;6 *;) 4.819 9.091 4.819 9.091 
nest14.txt (4 +;1 -;8 *;) 8.333 14.035 8.333 14.035 
nest15.txt (1 +;2 -;1 *;) 2.000 6.667 2.000 6.667 
nest16.txt (1 +;2 -;2 *;) 10.714 35.294 10.714 35.294 
nest17.txt (1 +;2 -;4 *;) 4.918 13.636 4.918 13.636 
nest18.txt (1 +;2 -;6 *;) 8.955 21.429 8.955 21.429 
nest19.txt (1 +;2 -;8 *;) 13.333 27.778 12.000 25.000 
nest20.txt (1 +;4 -;1 *;) 6.349 14.286 6.349 14.286 
nest21.txt (1 +;4 -;2 *;) 7.018 22.222 7.018 22.222 
nest22.txt (1 +;4 -;4 *;) 17.143 38.710 17.143 38.710 
nest23.txt (1 +;4 -;8 *;) 22.727 40.816 22.727 40.816 
nest24.txt (2 +;2 -;2 *;) 3.448 10.526 3.448 10.526 
nest25.txt (2 +;2 -;4 *;) 10.526 33.333 10.526 33.333 
nest26.txt (2 +;2 -;8 *;) 6.349 16.667 6.349 16.667 
nest27.txt (4 +;4 -;8 *;) 10.753 18.519 10.753 18.519 
Average 9.046 21.758 8.995 21.651 
 
Benchmark: wavelet (16 nodes) 
Table 33: PAFUB - wavelet 
PAFUB 
Resource Bag %SA %SSA %MArea %TArea 
w1.txt (1 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w2.txt (1 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w3.txt (1 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w4.txt (1 +;1 -;4 *;) 24.242 47.059 0.000 0.000 
w5.txt (1 +;1 -;5 *;) 13.514 23.810 0.000 0.000 
w7.txt (2 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w8.txt (2 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w9.txt (2 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w10.txt (2 +;1 -;4 *;) 13.158 22.727 0.000 0.000 
w11.txt (2 +;1 -;5 *;) 14.634 24.000 0.000 0.000 
Average 6.555 11.760 0.000 0.000 
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Benchmark: wavelet (16 nodes) 
Table 34: PARB - wavelet 
PARB  
Resource Bag %SA %SSA %MArea %TArea 
w1.txt (1 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w2.txt (1 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w3.txt (1 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w4.txt (1 +;1 -;4 *;) 24.242 47.059 0.000 0.000 
w5.txt (1 +;1 -;5 *;) 13.514 23.810 0.000 0.000 
w7.txt (2 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w8.txt (2 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w9.txt (2 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w10.txt (2 +;1 -;4 *;) 13.158 22.727 0.000 0.000 
w11.txt (2 +;1 -;5 *;) 14.634 24.000 0.000 0.000 
Average 6.555 11.760 0.000 0.000 
 
Benchmark: wavelet (16 nodes) 
Table 35: PAFUB&PARB - wavelet 
 PARB &PAFUB PAFUB&PARB  
Resource Bag %SA %SSA %SA %SSA 
w1.txt (1 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w2.txt (1 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w3.txt (1 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w4.txt (1 +;1 -;4 *;) 24.242 47.059 24.242 47.059 
w5.txt (1 +;1 -;5 *;) 13.514 23.810 13.514 23.810 
w7.txt (2 +;1 -;1 *;) 0.000 0.000 0.000 0.000 
w8.txt (2 +;1 -;2 *;) 0.000 0.000 0.000 0.000 
w9.txt (2 +;1 -;3 *;) 0.000 0.000 0.000 0.000 
w10.txt (2 +;1 -;4 *;) 13.158 22.727 13.158 22.727 
w11.txt (2 +;1 -;5 *;) 14.634 24.000 14.634 24.000 
Average 6.555 11.760 6.555 11.760 
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The below table combines all the results for the different benchmarks: 
Table 36:  All Techniques - All Benchmarks 
Benchmark 
 
PAFUB PARB  PARB &PAFUB PAFUB&PARB  
%SA %SSA %SA %SSA %SA %SSA %SA %SSA 
4pDCT (15 
nodes) 
7.136 14.925 19.328 40.412 22.186 46.262 22.025 46.183 
AR (28 nodes) 3.693 6.177 3.417 6.358 5.673 10.023 5.306 9.367 
DCT1 (35 
nodes) 
11.508 22.424 5.767 11.212 13.449 26.236 13.489 26.296 
DIFFEQ2 (11 
nodes) 
12.132 17.212 8.705 13.881 22.273 33.479 18.736 27.854 
DIFFEQ4 (17 
nodes) 
7.643 10.387 6.702 12.896 11.333 17.793 11.754 18.496 
EWF (34 nodes) 5.397 13.581 0.310 0.662 5.310 13.472 5.386 13.541 
FIR (13 nodes) 3.811 7.244 5.392 10.662 4.161 8.098 4.161 8.098 
IIR (14 nodes) 21.642 32.968 12.287 18.683 25.286 38.626 24.741 37.839 
LMS (17 nodes) 7.558 12.434 0.000 0.000 7.558 12.434 7.558 12.434 
nestor2 (39 
nodes) 
8.581 20.568 0.675 1.706 9.046 21.758 8.995 21.651 
wavelet (16 
nodes) 
6.555 11.760 6.555 11.760 6.555 11.760 6.555 11.760 
Average 8.696 15.4254 6.28527 11.6574 12.0754 21.8128 11.7005 21.229 
 
Table 37 shows a collection of all the results for the 11 benchmarks, showing the 
maximum, minimum, and average improvement for each benchmark. It also shows the 
maximum improvement of all, the minimum of all, and the average of all: 
 
Table 37: Maximum, minimum, and average improvements 
Benchmark Maximum Average Minimum 
4pDCT (15 nodes) 21.053 11.641 0.000 
AR (28 nodes) 8.333 4.285 0.000 
DCT1 (35 nodes) 43.902 25.939 12.766 
DCT2 (70 nodes) 33.766 21.044 13.158 
DIFFEQ2 (11 nodes) 41.667 24.416 0.000 
DIFFEQ3 (16 nodes) 14.286 2.796 0.000 
DIFFEQ4 (17 nodes) 35.714 16.989 0.000 
EWF (34 nodes) 16.129 7.837 0.000 
FDCT (42 nodes) 27.027 7.926 0.000 
FIR (13 ndoes) 74.000 32.112 0.000 
IIR (14 nodes) 53.333 45.743 36.364 
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LMS (17 nodes) 47.222 24.365 0.000 
wavelet (16 nodes) 50.000 34.670 0.000 
nestor2 21.429 16.056 10.526 
Maximum = 74.000 45.743 36.364 
Average = 34.847 19.701 5.201 
Minimum = 8.333 2.796 0.000 
 
5.2 Temperature Results 
Benchmark: 4pDCT 
 
Table 38: Temperature - 4pDCT 
Resource Bag Initial T Final T % 
4D1.txt (1 *;1 +;1 -;) 18 18 0.000 
4D10.txt (2 *;1 +;2 -;) 18 17 5.556 
4D11.txt (3 *;1 +;2 -;) 21 19 9.524 
4D12.txt (4 *;1 +;2 -;) 24 21 12.500 
4D13.txt (1 *;2 +;2 -;) 28 21 25.000 
4D14.txt (2 *;2 +;2 -;) 22 22 0.000 
4D15.txt (3 *;2 +;2 -;) 25 22 12.000 
4D16.txt (4 *;2 +;2 -;) 26 22 15.385 
4D2.txt (2 *;1 +;1 -;) 21 21 0.000 
4D3.txt (3 *;1 +;1 -;) 24 24 0.000 
4D4.txt (4 *;1 +;1 -;) 27 27 0.000 
4D5.txt (1 *;2 +;1 -;) 20 17 15.000 
4D6.txt (2 *;2 +;1 -;) 18 17 5.556 
4D7.txt (3 *;2 +;1 -;) 24 21 12.500 
4D8.txt (4 *;2 +;1 -;) 26 24 7.692 
4D9.txt (1 *;1 +;2 -;) 25 22 12.000 
Average     8.294 
 
Benchmark: AR 
Table 39: Temperature - AR 
Resource Bag Initial T Final T % 
A1.txt (1 +;1 *;) 35 35 0.000 
A10.txt (2 +;2 *;) 43 42 2.326 
A11.txt (2 +;3 *;) 45 44 2.222 
A12.txt (2 +;4 *;) 51 51 0.000 
A13.txt (2 +;5 *;) 59 57 3.390 
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A14.txt (2 +;6 *;) 63 62 1.587 
A15.txt (2 +;7 *;) 64 64 0.000 
A16.txt (2 +;8 *;) 68 68 0.000 
A17.txt (3 +;1 *;) 53 46 13.208 
A18.txt (3 +;2 *;) 46 44 4.348 
A19.txt (3 +;3 *;) 58 54 6.897 
A2.txt (1 +;2 *;) 37 37 0.000 
A20.txt (3 +;4 *;) 61 59 3.279 
A21.txt (3 +;5 *;) 60 57 5.000 
A22.txt (3 +;6 *;) 69 68 1.449 
A23.txt (3 +;7 *;) 73 72 1.370 
A24.txt (3 +;8 *;) 79 79 0.000 
A25.txt (4 +;1 *;) 63 50 20.635 
A26.txt (4 +;2 *;) 53 51 3.774 
A27.txt (4 +;3 *;) 64 60 6.250 
A28.txt (4 +;4 *;) 66 63 4.545 
A29.txt (4 +;5 *;) 66 65 1.515 
A3.txt (1 +;3 *;) 42 41 2.381 
A30.txt (4 +;6 *;) 73 73 0.000 
A31.txt (4 +;7 *;) 79 78 1.266 
A32.txt (4 +;8 *;) 89 85 4.494 
A4.txt (1 +;4 *;) 46 46 0.000 
A5.txt (1 +;5 *;) 51 51 0.000 
A6.txt (1 +;6 *;) 55 55 0.000 
A7.txt (1 +;7 *;) 56 56 0.000 
A8.txt (1 +;8 *;) 59 59 0.000 
A9.txt (2 +;1 *;) 47 41 12.766 
Average     3.209 
 
 
Benchmark: DCT1 
Table 40: Temperature - DCT1 
Resource Bag Initial T Final T % 
D10.txt (2 +;2 *;) 50 46 8.000 
D11.txt (2 +;4 *;) 49 45 8.163 
D12.txt (2 +;6 *;) 47 47 0.000 
D13.txt (2 +;8 *;) 52 52 0.000 
D14.txt (2 +;10 *;) 55 54 1.818 
D15.txt (2 +;12 *;) 54 47 12.963 
D16.txt (2 +;14 *;) 58 50 13.793 
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D17.txt (2 +;16 *;) 50 50 0.000 
D18.txt (4 +;2 *;) 67 58 13.433 
D19.txt (4 +;4 *;) 59 51 13.559 
D2.txt (1 +;2 *;) 44 43 2.273 
D20.txt (4 +;6 *;) 60 51 15.000 
D21.txt (4 +;8 *;) 66 61 7.576 
D22.txt (4 +;10 *;) 62 57 8.065 
D23.txt (4 +;12 *;) 69 56 18.841 
D24.txt (4 +;14 *;) 59 57 3.390 
D25.txt (4 +;16 *;) 53 51 3.774 
D26.txt (8 +;2 *;) 105 100 4.762 
D27.txt (8 +;4 *;) 76 69 9.211 
D28.txt (8 +;6 *;) 75 61 18.667 
D29.txt (8 +;8 *;) 69 61 11.594 
D3.txt (1 +;4 *;) 47 43 8.511 
D30.txt (8 +;10 *;) 74 65 12.162 
D31.txt (8 +;12 *;) 82 73 10.976 
D32.txt (8 +;14 *;) 89 71 20.225 
D33.txt (8 +;16 *;) 85 79 7.059 
D4.txt (1 +;6 *;) 50 43 14.000 
D5.txt (1 +;8 *;) 48 44 8.333 
D6.txt (1 +;10 *;) 47 44 6.383 
D7.txt (1 +;12 *;) 46 40 13.043 
D8.txt (1 +;14 *;) 48 42 12.500 
D9.txt (1 +;16 *;) 49 44 10.204 
Average     9.321 
 
  Benchmark: DIFFEQ2 
Table 41: Temperature - DIFFEQ2 
Resource Bag Initial T Final T % 
DI1.txt (1 +;1 *;1 -;1 >;) 18 18 0.000 
DI10.txt (1 +;2 *;2 -;1 >;) 24 19 20.833 
DI11.txt (1 +;3 *;2 -;1 >;) 21 18 14.286 
DI12.txt (1 +;4 *;2 -;1 >;) 22 18 18.182 
DI13.txt (2 +;1 *;2 -;1 >;) 25 25 0.000 
DI14.txt (2 +;2 *;2 -;1 >;) 26 19 26.923 
DI15.txt (2 +;3 *;2 -;1 >;) 23 18 21.739 
DI16.txt (2 +;4 *;2 -;1 >;) 26 18 30.769 
DI2.txt (1 +;2 *;1 -;1 >;) 20 19 5.000 
DI3.txt (1 +;3 *;1 -;1 >;) 18 18 0.000 
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DI4.txt (1 +;4 *;1 -;1 >;) 19 18 5.263 
DI5.txt (2 +;1 *;1 -;1 >;) 21 21 0.000 
DI6.txt (2 +;2 *;1 -;1 >;) 22 19 13.636 
DI7.txt (2 +;3 *;1 -;1 >;) 20 18 10.000 
DI8.txt (2 +;4 *;1 -;1 >;) 23 18 21.739 
DI9.txt (1 +;1 *;2 -;1 >;) 22 22 0.000 
Average     11.773 
 
Benchmark: DIFFEQ4 
Table 42: Temperature - DIFFEQ4 
Resource Bag Initial T Final T % 
DI1.txt (1 +;1 *;1 -;) 23 23 0.000 
DI10.txt (2 +;4 *;1 -;) 28 23 17.857 
DI10a.txt (2 +;4 *;2 -;) 29 24 17.241 
DI11.txt (2 +;5 *;1 -;) 30 25 16.667 
DI11a.txt (2 +;5 *;2 -;) 28 25 10.714 
DI12.txt (2 +;6 *;1 -;) 28 24 14.286 
DI12a.txt (2 +;6 *;2 -;) 30 30 0.000 
DI13.txt (3 +;1 *;1 -;) 28 28 0.000 
DI13a.txt (3 +;1 *;2 -;) 33 33 0.000 
DI14.txt (3 +;2 *;1 -;) 25 23 8.000 
DI14a.txt (3 +;2 *;2 -;) 26 25 3.846 
DI15.txt (3 +;3 *;1 -;) 27 25 7.407 
DI15a.txt (3 +;3 *;2 -;) 28 26 7.143 
DI16.txt (3 +;4 *;1 -;) 30 24 20.000 
DI16a.txt (3 +;4 *;2 -;) 31 24 22.581 
DI17.txt (3 +;5 *;1 -;) 32 28 12.500 
DI17a.txt (3 +;5 *;2 -;) 30 26 13.333 
DI18.txt (3 +;6 *;1 -;) 28 28 0.000 
DI18a.txt (3 +;6 *;2 -;) 30 29 3.333 
DI1a.txt (1 +;1 *;2 -;) 28 28 0.000 
DI2.txt (1 +;2 *;1 -;) 25 24 4.000 
DI2a.txt (1 +;2 *;2 -;) 22 21 4.545 
DI3.txt (1 +;3 *;1 -;) 25 24 4.000 
DI3a.txt (1 +;3 *;2 -;) 26 25 3.846 
DI4.txt (1 +;4 *;1 -;) 26 23 11.538 
DI4a.txt (1 +;4 *;2 -;) 26 23 11.538 
DI5.txt (1 +;5 *;1 -;) 22 20 9.091 
DI5a.txt (1 +;5 *;2 -;) 24 20 16.667 
DI6.txt (1 +;6 *;1 -;) 28 28 0.000 
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DI6a.txt (1 +;6 *;2 -;) 27 27 0.000 
DI7.txt (2 +;1 *;1 -;) 27 27 0.000 
DI7a.txt (2 +;1 *;2 -;) 32 32 0.000 
DI8.txt (2 +;2 *;1 -;) 25 23 8.000 
DI8a.txt (2 +;2 *;2 -;) 26 25 3.846 
DI9.txt (2 +;3 *;1 -;) 26 25 3.846 
DI9a.txt (2 +;3 *;2 -;) 27 26 3.704 
Average     7.209 
 
  Benchmark: EWF 
Table 43: Temperature - EWF 
Resource Bag Initial T Final T % 
E1.txt (1 +;1 *;) 40 40 0.000 
E10.txt (2 +;3 *;) 53 48 9.434 
E11.txt (3 +;3 *;) 58 56 3.448 
E12.txt (4 +;3 *;) 58 52 10.345 
E13.txt (1 +;4 *;) 48 45 6.250 
E14.txt (2 +;4 *;) 55 51 7.273 
E15.txt (3 +;4 *;) 64 62 3.125 
E16.txt (4 +;4 *;) 61 58 4.918 
E2.txt (2 +;1 *;) 49 48 2.041 
E3.txt (3 +;1 *;) 50 49 2.000 
E4.txt (4 +;1 *;) 57 53 7.018 
E5.txt (1 +;2 *;) 44 41 6.818 
E6.txt (2 +;2 *;) 49 47 4.082 
E7.txt (3 +;2 *;) 52 51 1.923 
E8.txt (4 +;2 *;) 54 50 7.407 
E9.txt (1 +;3 *;) 47 42 10.638 
Average     5.420 
 
Benchmark: FIR 
Table 44: Temperature - FIR 
Resource Bag Initial T Final T % 
FIR1.txt (1 *;1 +;) 14 14 0.000 
FIR10.txt (3 *;2 +;) 18 18 0.000 
FIR11.txt (4 *;2 +;) 17 17 0.000 
FIR12.txt (5 *;2 +;) 18 18 0.000 
FIR13.txt (6 *;2 +;) 23 17 26.087 
FIR14.txt (7 *;2 +;) 24 24 0.000 
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FIR2.txt (2 *;1 +;) 15 15 0.000 
FIR3.txt (3 *;1 +;) 15 15 0.000 
FIR4.txt (4 *;1 +;) 14 14 0.000 
FIR5.txt (5 *;1 +;) 15 15 0.000 
FIR6.txt (6 *;1 +;) 21 15 28.571 
FIR7.txt (7 *;1 +;) 22 22 0.000 
FIR8.txt (1 *;2 +;) 22 22 0.000 
FIR9.txt (2 *;2 +;) 18 18 0.000 
Average     3.904 
 
 
Benchmark: IIR 
Table 45: Temperature - IIR 
Resource Bag Initial T Final T % 
I1.txt (1 +;1 *;) 23 23 0.000 
I10.txt (2 +;4 *;) 32 21 34.375 
I11.txt (2 +;5 *;) 33 21 36.364 
I12.txt (2 +;6 *;) 36 20 44.444 
I13.txt (3 +;1 *;) 38 38 0.000 
I14.txt (3 +;2 *;) 33 21 36.364 
I15.txt (3 +;3 *;) 45 30 33.333 
I16.txt (3 +;4 *;) 40 28 30.000 
I17.txt (3 +;5 *;) 41 28 31.707 
I18.txt (3 +;6 *;) 43 27 37.209 
I2.txt (1 +;2 *;) 19 19 0.000 
I3.txt (1 +;3 *;) 32 27 15.625 
I4.txt (1 +;4 *;) 25 21 16.000 
I5.txt (1 +;5 *;) 33 21 36.364 
I6.txt (1 +;6 *;) 31 21 32.258 
I7.txt (2 +;1 *;) 30 30 0.000 
I8.txt (2 +;2 *;) 29 21 27.586 
I9.txt (2 +;3 *;) 39 29 25.641 
Average     24.293 
 
Benchmark: LMS 
Table 46: Temperature - LMS 
Resource Bag Initial T Final T % 
LM1.txt (1 +;1 *;) 23 23 0.000 
94 
 
LM10.txt (3 +;2 *;) 33 27 18.182 
LM11.txt (3 +;3 *;) 39 34 12.821 
LM12.txt (3 +;4 *;) 31 26 16.129 
LM13.txt (4 +;1 *;) 47 47 0.000 
LM14.txt (4 +;2 *;) 39 29 25.641 
LM15.txt (4 +;3 *;) 46 29 36.957 
LM16.txt (4 +;4 *;) 39 33 15.385 
LM2.txt (1 +;2 *;) 20 20 0.000 
LM3.txt (1 +;3 *;) 32 32 0.000 
LM4.txt (1 +;4 *;) 21 21 0.000 
LM5.txt (2 +;1 *;) 28 28 0.000 
LM6.txt (2 +;2 *;) 26 26 0.000 
LM7.txt (2 +;3 *;) 31 31 0.000 
LM8.txt (2 +;4 *;) 26 24 7.692 
LM9.txt (3 +;1 *;) 39 39 0.000 
Average     8.300 
 
Benchmark: nestor2 
 
Table 47: Temperature - nestor2 
Resource Bag Initial T  Final T % 
nest1.txt (1 +;1 -;1 *;) 49 49 0.000 
nest10.txt (4 +;1 -;1 *;) 59 49 16.949 
nest11.txt (4 +;1 -;2 *;) 53 44 16.981 
nest12.txt (4 +;1 -;4 *;) 63 60 4.762 
nest13.txt (4 +;1 -;6 *;) 72 69 4.167 
nest14.txt (4 +;1 -;8 *;) 83 75 9.639 
nest15.txt (1 +;2 -;1 *;) 46 46 0.000 
nest16.txt (1 +;2 -;2 *;) 51 46 9.804 
nest17.txt (1 +;2 -;4 *;) 54 51 5.556 
nest18.txt (1 +;2 -;6 *;) 58 54 6.897 
nest19.txt (1 +;2 -;8 *;) 64 55 14.063 
nest2.txt (1 +;1 -;2 *;) 51 47 7.843 
nest20.txt (1 +;4 -;1 *;) 57 53 7.018 
nest21.txt (1 +;4 -;2 *;) 50 46 8.000 
nest22.txt (1 +;4 -;4 *;) 61 50 18.033 
nest23.txt (1 +;4 -;8 *;) 75 57 24.000 
nest24.txt (2 +;2 -;2 *;) 52 50 3.846 
nest25.txt (2 +;2 -;4 *;) 49 43 12.245 
nest26.txt (2 +;2 -;8 *;) 51 45 11.765 
nest27.txt (4 +;4 -;8 *;) 77 74 3.896 
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nest3.txt (1 +;1 -;4 *;) 54 48 11.111 
nest4.txt (1 +;1 -;8 *;) 57 50 12.281 
nest5.txt (2 +;1 -;1 *;) 55 51 7.273 
nest6.txt (2 +;1 -;2 *;) 51 48 5.882 
nest7.txt (2 +;1 -;4 *;) 53 51 3.774 
nest8.txt (2 +;1 -;6 *;) 54 53 1.852 
nest9.txt (2 +;1 -;8 *;) 62 61 1.613 
Average     8.491 
 
 
Benchmark: wavelet 
 
Table 48: Temperature - wavelet 
Resource Bag Initial T Final T % 
w1.txt (1 +;1 -;1 *;) 27 27 0.000 
w10.txt (2 +;1 -;4 *;) 31 26 16.129 
w11.txt (2 +;1 -;5 *;) 33 27 18.182 
w12.txt (2 +;1 -;6 *;) 31 31 0.000 
w13.txt (2 +;2 -;1 *;) 43 34 20.930 
w14.txt (2 +;2 -;2 *;) 38 30 21.053 
w15.txt (2 +;2 -;3 *;) 31 25 19.355 
w16.txt (2 +;2 -;4 *;) 38 26 31.579 
w17.txt (2 +;2 -;5 *;) 39 27 30.769 
w18.txt (2 +;2 -;6 *;) 36 31 13.889 
w2.txt (1 +;1 -;2 *;) 22 22 0.000 
w3.txt (1 +;1 -;3 *;) 20 20 0.000 
w4.txt (1 +;1 -;4 *;) 27 19 29.630 
w5.txt (1 +;1 -;5 *;) 30 25 16.667 
w6.txt (1 +;1 -;6 *;) 28 28 0.000 
w7.txt (2 +;1 -;1 *;) 34 34 0.000 
w8.txt (2 +;1 -;2 *;) 30 30 0.000 
w9.txt (2 +;1 -;3 *;) 25 25 0.000 
Average     12.121 
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Table 49: Temperature - All Benchmarks 
Resource Bag Maximum Average 
4pDCT 25.000 8.294 
AR 20.635 3.209 
DCT1 18.841 9.321 
DIFFEQ2 30.769 11.773 
DIFFEQ4 22.581 7.209 
EWF 10.638 5.420 
FIR 28.571 3.904 
IIR 44.444 24.293 
LMS 36.957 8.300 
nestor2 16.981 8.491 
Wavelet 31.579 12.121 
Average 26.091 9.303 
Maximum 44.444 24.293 
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5.3 Analysis of the Results 
From the results we got for both techniques we realized that no room for improvement 
if only one FU of a type exists. 
The higher the number of FUs, the bigger the room for improvement: 
 The value of reduced SSA increases when the resource bag increases because 
this provides a higher possibility to switch bound operations between available 
resources. 
 SSA increases with the resource bag. 
 If the resource bag contains FUs more than the number needed in ASAP, they 
might be used, but the limit will not decrease anymore because ASAP gives the 
max parallelism.     
 Area of FUs will be bigger, but area of muxes is smaller because less 
reusability! 
 Power can increase if # of FUs increases because the FU might be busy 
executing spurious operations while it can execute non-spurious operations. 
 When increasing the number of resources, the number of SA increases too. This 
is because the available resources will be used, and not the optimal minimal 
number, and hence this will result in an increase in the number of SA occurring 
at the inputs of each FU. 
o I noticed that when increasing the size of the resource bag, both SA & 
SSA increase, regardless of the % of improvement, the number of SA & 
SSA is higher than when having a smaller resource bag. 
 If operations are spread over all the available FUs, less temperature is dissipated. 
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CHAPTER SIX  
CONCLUSION 
 
Designing for lower power & temperature involves tradeoffs. In order to achieve a 
power and temperature aware design, designers must carefully weigh performance, 
ease-of-use, cost, density, and power when conducting FPGA design  [32]. 
In this work, we focused on a tradeoff between power and temperature. For this 
purpose, we developed two new approaches: the first one to reduce the power 
consumption in a circuit by reducing the power consumed by the functional units which 
accounts for a large fraction of the overall data-path power budget. The algorithm 
developed here focus on reducing the activity of the functional units by minimizing the 
transitions at their input operands. 
The second developed approach was the temperature aware functional unit binding in 
order to avoid hot spots. The algorithm developed here focus on separating the 
operations bound to a functional unit in order to give it the time needed to cool down 
between two successive operations. 
To test the two approaches proposed in this work, a new synthesis tool was developed. 
As explained in chapter 3, the developed environment handles both normal and 
optimized synthesis flows. For the optimization step, the heuristic simulated annealing 
process was used which tries to converge to an optimal solution by minimizing the 
switching and temperature costs. 
After applying this new approach to 11 benchmarks, we concluded that some 
benchmarks have better room for improvement than others. Results showed that, on 
average, spurious switching activity is reduced by 15.4 % which in turn reduces total 
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switching by 8.7%. Keeping in mind that no area overhead was induced, instead, a 5.3% 
average area improvement in the area of multiplexers resulted after switching the way 
operations were bound to functional units.  
Using a combination of both techniques: the power-aware approach proposed in this 
work, and the work done in  [1]: register binding optimization for power reduction, and 
running them simultaneously; results have shown that on average, the total power 
savings due to reducing switching activity were 12.07% while spurious switching 
activity was reduced by an average of 21.8%. 
 
The results of the temperature-aware functional unit binging showed that, on average, 
the temperature was reduced by 9.3 % with a maximum reduction of 44%. 
 
Area optimization work done in  [33] aimed at decreasing the size or number of 
multiplexers by swapping operations over the available functional units. Decreasing the 
size or number of multiplexers needed means to change the interconnections between 
the functional units and the registers/muxes, hence introduce new room for switching 
activities which can be spurious sometimes. 
For a lower rate of spurious switching activities at the inputs of functional units, having 
more registers and multiplexers makes it easier to control the inputs at the left and right 
sides of the functional units, and hence enable the change of inputs when needed. This 
will be at the cost of area increase. There should be a tradeoff between area, on one side, 
and power and temperature on the other side.  
A possible future work could focus on a combined area, power & temperature aware 
design where the weighted cost is given by:  
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 Cost = αCost (area) + βCost (power) + γCost(temp) 
Where α + β + γ = 1. 
The cost for the power is computed as in our proposed power-aware approach, and the 
cost for the temperature is computed as in our proposed temperature-aware approach. 
The values of α & β & γ will be set according to the need: if area is favored over the 
power and temperature, then α     and β, γ     and vice versa.  
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