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LOW REGULARITY A PRIORI ESTIMATES FOR THE FOURTH
ORDER CUBIC NONLINEAR SCHRO¨DINGER EQUATION
KIHOON SEONG
Abstract. We consider the low regularity behavior of the fourth order cubic
nonlinear Schro¨dinger equation (4NLS){
i∂tu+ ∂4xu = ±|u|
2u, (t, x) ∈ R× R
u(x, 0) = u0(x) ∈ Hs (R) .
In [17], the author showed that this equation is globally well-posed in Hs, s ≥
− 1
2
and ill-posedness in the sense that the solution map fails to be uniformly
continuous for − 15
14
< s < − 1
2
. Therefore, s = − 1
2
is the lowest regularity that
can be handled by the contraction argument. In spite of this ill-posedness
result, we obtain a priori bound below s < −1/2. This a priori estimate
guarantees the existence of a weak solution for −3/4 < s < −1/2. But we
cannot establish full well-posedness because of the lack of energy estimate of
differences of solutions. Our method is inspired by Koch-Tataru [13]. We use
the Up and V p based spaces adapted to frequency dependent time intervals
on which the nonlinear evolution can be still described by linear dynamics.
1. Introduction
In this paper, we study the Cauchy problem for the fourth order cubic nonlinear
Schro¨dinger equation on R:{
i∂tu+ ∂
4
xu = µ|u|
2u, (t, x) ∈ R× R
u(x, 0) = u0(x) ∈ Hs (R) ,
(4NLS)
where u is a complex-valued function and µ = ±1. This equation is called defocusing
when the sign of nonlinear term is negative and focusing when the sign is positive.
This equation is also known as the biharmonic NLS. The (4NLS) has been studied
in the context of stability of solitons in magnetic materials. For more physical
background see [9],[10].
This equation is also a Hamiltonian PDE with the following Hamiltonian:
H(u(t)) =
1
2
∫
R
|∂2xu(t)|
2 dx±
1
4
∫
R
|u(t)|4 dx.(1.1)
Moreover, the mass M(u(t)) is defined by
M(u(t)) =
∫
R
|u(t)|2 dx.(1.2)
This Hamiltonian (1.1) and mass (1.2) are conserved under the (4NLS) flow.
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The (4NLS) is invariant with respect to the scaling
u(t, x)→ λ2u(λ4t, λx)(1.3)
Therefore, the scale invariant homogeneous space is H˙−
3
2 . In general, we have
‖u0,λ‖H˙s(R) = λ
s+ 3
2 ‖u0‖H˙s(R).(1.4)
The (4NLS) is globally well-posed for initial data u0 ∈ L2. Therefore, it is natural
to ask whether the well-posedness also holds in negative Sobolev spaces between
H−
3
2 and L2.
Let us investigate the one-dimensional cubic NLS:{
i∂tu+ ∂
2
xu = ±|u|
2u, (t, x) ∈ R× R
u(x, 0) = u0(x) ∈ Hs (R) .
(NLS)
We look at Galilean invariance: if u is a solution of (NLS) with initial data u0, then
uN(t, x) = e
ixNe−itN
2
u(t, x− 2Nt)(1.5)
is a solution to the same equation (NLS) with initial data eixNu0(x). As a conse-
quence of the Galilean invariance, the flow map cannot be uniformly continuous in
Hs, s < 0. The details are presented in [2],[12]. As for (4NLS), there is no Galilean
symmetry and hence we can pursue the well-posedness theory in negative regularity
regime s < 0.
In [17], the author showed that s = − 12 is the sharp regularity threshold for which
the well-posedness can be handled by Picard iteration argument. More precisely,
for s ≥ −1/2, the author proved that the (4NLS) is to be locally and globally
well-posed in Hs and below s < −1/2, it is ill-posed in the sense that the flow map
fails to be uniformly continuous in Hs.
Although the flow map is not uniformly continuous for s < −1/2, we may have
well-posedness with only continuous dependence on the initial data. Therefore, our
final goal is to fill the gap between H−3/2 and H−1/2. In fact, to prove the well-
posedness, we need to show a priori Hs bounds for the solutions and also establish
continuous dependence on the initial data. In this paper, we prove a priori estimates
up to s > −3/4. As a corollay, we show the existence of a weak solution for any
initial data u0 ∈ Hs, s > −3/4. Our method is inspired by Koch-Tataru [13] and
Christ-Colliander-Tao [1].
The main results of this paper are the following a priori estimate and the exis-
tence of weak solution.
Theorem 1.1 (A priori estimate). Let − 34 < s < −
1
2 . Then for any M > 0, there
exists time T and constant C so that for initial data u0 ∈ S satisfying
‖u0‖Hs ≤M,
the unique solution u ∈ C ([0, T ];S) to (4NLS)(focusing or defocusing) satisfies
sup
t∈[0,T ]
‖u(t)‖Hsx ≤ C‖u0‖Hsx .(1.6)
Using the uniform bound (1.6) together with the uniform bound on nonlinearity
‖χ[0,T ]u‖Xs + ‖χ[0,T ]|u|
2u‖Y s . ‖u0‖Hs ,
FOURTH ORDER CUBIC NONLINEAR SCHRO¨DINGER EQUATION 3
which is a byproduct of our analysis in proving Theorem 1.1, one may also prove
the existence of weak solution by following the similar argument as in [1]. The
spaces Xs, Y s are defined in Section 2.
Corollary 1.2 (Existence of weak solution.). Let − 34 < s < −
1
2 . For any M > 0
there exist time T and constant C so that for any initial data in Hs satisfying
‖u0‖Hs ≤M,
there exists a weak solution u ∈ C ([0, T ] ;Hs) ∩ Xs to (4NLS) which solves the
equation in the sense of distributions and satisfies
‖u‖L∞t Hs + ‖χ[0,T ]u‖Xs + ‖χ[0,T ]|u|
2u‖Y s ≤ C‖u0‖Hs .
The solution obtained by Corollary 1.2 is a weak limit of smooth solutions
with smooth initial data approximating given data. We call these solutions weak
solutions because we do not have any uniqueness or continuous dependence in
Hs,−3/4 < s < −1/2.
Remark 1.3. We can always rescale the initial data and hence it suffices to prove
the theorem in small data case M ≪ 1.
In [17], by just taking advantage of dispersive smoothing effects (bilinear Strichartz
estimates, nonresonant interactions), the author proved the local and global well-
posedness for s ≥ −1/2. The main part of the local well-posedness is to show that
the following trilinear estimate
‖u1u2u3‖Xs,b−1 ≤ ‖u1‖Xs,
1
2
+‖u2‖Xs,
1
2
+‖u3‖Xs,
1
2
+
holds for s ≥ −1/2. However, in [17], the author display an example that for s <
−1/2, the above trilinear estimate fails because of the strong resonant interaction
of high-high-high to high.
To deal with these resonant interaction, in this paper we use the short time
strucutre. More precisely, we use the functions spaces adapted to a short time
interval depending on the dyadic size of spatial frequencies. Then these high-high-
high to high resonant interaction is overcomed so that we can prove the trilinear
estimate below s < −1/2.
In Remark 1.4, one can see that nonlinear solution which is localized at frequency
N can be still illustrated by linear dynamics up to the time scale N4s+2. In fact,
for s ≥ −1/2, we already have a local well-posedness result. Therefore, in view of
perturbation, nonlinear solituions behave like a linear solution over a time interval
which is independent of frequency N . For s ≥ − 12 , one can observe N
4s+2 & 1 for
all large N ≫ 1. Therefore, there is an uniform time interval in N so that nonlinear
solutions localized at each frequency N show linear dynacims on that time interval.
But for s < −1/2, in order for a nonlinear solution to follow linear dynamics, the
time scale must depend on the size of spatial frequencies. Observe that for s < − 12 ,
N4s+2 ≪ 1 for all large N ≫ 1. In contrast to the case s ≥ − 12 , it means that
different time scales are required for nonlinear solution localized at frequency N to
follow linear dynamics.
We also use the Up and V p spaces. These spaces have been originally introduced
in unpublished work of Tataru on wave maps. In Koch-Tataru [13], they also
used Up and V p spaces adapted to time intervals depending on the size of spatial
frequencies. In Section 2, we define the function spaces employed in our analysis.
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We briefly review the difference between Picard iteration method and the short
time structure method. In fact, the latter is less perturbative than the former. We
consider the following evolution equation: ∂tu − Lu = N (u), where Lu is a linear
part and N (u) is a homogeneous nonlinearity of degree p. Then the usual Picard
iteration method needs to establish the following two estimates:
Linear: ‖u‖F s .‖u0‖Hs + ‖N (u)‖Ns ,
Nonlinear: ‖N (u)‖Ns .‖u‖
p
F s ,
where F s is the space to measure the solutions and Ns is the space to measure
the nonlinearity. After obtaining these two estimates, we can apply the fixed point
argument to obtain the local well-posedness in Hs. For the short time strucutre
method, by using the gain coming from the short time scale, nonlinear estimate
can be improved up to lower regularity levels compared with the previous method.
However, linear estimates are worse than before. To address these expense, we need
to establish the additional energy estiamtes. In summary, we must establish the
following three estimates:
Linear: ‖u‖Xs .‖u‖ℓ2L∞t Hsx + ‖N (u)‖Y s ,
Nonlinear: ‖N (u)‖Y s .‖u‖
p
Xs ,
Energy: ‖u‖ℓ2L∞t Hsx .‖u0‖Hs + ‖u‖
p
Xs ,
where Xs, Y s and energy space ℓ2L∞t H
s
x are presented in Section 2. Then by using
a continuity argument combining with above three estimates, one can establish an
a priori bound and hence can prove the existence of solutions by a compactness
argument. In order to obtain the energy bound, we need to use a normal form
technique. In applying the normal form reduction, we need to take the expense of
introducing higher order multilinear terms.
Therefore, the process of obtaining a priori bound is divided into two main steps.
One is to prove the following trilinear estimates (4.1): Let −3/4 < s < −1/2. Then
we have
‖u1u2u3‖Y s . ‖u1‖Xs‖u2‖Xs‖u3‖Xs ,
where Y s is a function space to measure the nonlinear term in (4NLS) and Xs is
a function space to measure the solutions for (4NLS). These function spaces are
defined in Section 2.
In the nonlinear interactons which result in high frequency N , we can use the
gain |J | = N4s+2 occuring from the short time structure and hence, combining the
dispersive smoothing effects(e.g. Strichartz estimates (3.5) and bilinear Strichartz
estiamtes (3.14), (3.15)), we can obtain the triliner estimates for all s < −1/2.
However, there is a trade-off of using the short time strucutre. One can expect a loss
resulted from summation of short time intervals. More precisely, in the nonlinear
interactions which result in low frequency N , there is a loss of derivative originated
from the interval summation. In fact, in proving trilinear estimates (4.1), high-high-
high to low interaction is the worst case in terms of interval summation losses. To
address this side effect of short time strucutre, we need to use the another dispersive
smoothing effects. We can observe that the high-high-high to low interaction is a
nonresonant interaction. More precisely, either the output or at least one of the
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inputs must have high modulation: under ξ = ξ1− ξ2+ ξ3, τ = τ1− τ2+ τ3, we have
|τ1 − ξ
4
1 |+ |τ2 − ξ
4
2 |+ |τ3 − ξ
4
3 |+ |τ − ξ
4|
&
∣∣∣(ξ − ξ1) (ξ − ξ3)(ξ21 + ξ22 + ξ23 + ξ2 + 2 (ξ1 + ξ3)2)∣∣∣
&M1M
3
3 ,
where the size of frequencies {ξ, ξ1, ξ2, ξ3} is {M,M1,M2,M3} with |ξ| ≈M , M ≪
M1 . M2 ≈ M3. Furthermore, we use the local smoothing effect. Therefore by
exploiting these high modulation gain in the high-high-high to low interaction and
local smoothing effect, we are able to weaken the interval summation losses and
hence can prove trilinear estimate (4.1) up to s > − 34 . The details are presented
in Lemma 4.2. In fact, by using only the bilinear smoothing effect (3.14), (3.15)
without using the above high modulation gain and local smoothing effect, we can
prove tirlinear estimate (4.1) up to s > − 57 . For more details, see Remark 4.4.
In Lemma 2.5, we prove the following linear estimates: Let u be a solution of
i∂tu− ∂4xu = f . Then we have
‖u‖Xs . ‖u‖ℓ2L∞Hs + ‖f‖Y s .(1.7)
Therefore, we use trilinear estimate (4.1) to control the second term on the right
hand side of (1.7). Therefore, the other part is to prove the following energy
estimates (5.1) to control the first term on the right hand side of (1.7): Let − 34 <
s < − 12 and u be a solution to (4NLS). On the time interval [0, 1], we have the
following energy estimates (5.1)
‖u‖ℓ2
N
L∞t H
s . ‖u0‖Hs + ‖u‖
3
Xs.
In Section 5, energy estimate is established by using a high frequency damped multi-
plier. This method is a modification of the I-method introduced by Colliander-Keel-
Staffilani-Takaoka-Tao [4], [5], [6]. In the process of obtaining energy estimates, we
use the normal form technique with the function spaces relying on frequency depen-
dent time scales. As in proving trilinear estimate (4.1), there is a loss of derivative
resulted from the interval summation. To deal with this loss, we also use Lemma 4.2
again. Our method can not construct energy bound (5.1) for differences of solutions,
which is the reason we cannot establish full well-posedness in Hs,−3/4 < s < −1/2.
The remaining part is to just use standard bootstrapping argument with trilinear
estimates (4.1) and energy estiamtes (5.1). The details are presented in Section 6.
Organization of paper. This paper is organized as follows. In Section 2,
we introduce Up and V p spaces adapted to short time intervals. In Section 3,
we collect the linear and bilinear dispersive estimates used to prove the trilinear
estimate and the energy estimate. These include Strichartz estimates, bilinear
Strichartz estimates, local smoothing estimates and maximal function estimates.
In Section 4, the trilinear estimate is proved. To weaken the interval summation
losses, we take advantage of Lemma 4.2. In Section 5, the energy estimate with
a higher order correction term is established by using a variation of the I-method.
Finally, in Section 6, all materials are collected to give a proof of Theorem 1.1.
Remark 1.4. We want to explain that a solution whose frequency is localized to N
behaves like a linear solution during at least N4s+2 time scales.
Now we assume u is a solution to (4NLS), which is localized at frequency N ≫ 1.
We also suppose u ≈ eit∂
4
xu0 on [0, T ] for small time T ≪ 1 with ‖u0‖Hsx ≈ 1. By
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using the Duhamel’s formula, we write
u(t) = eit∂
4
xu0 ±
∫ t
0
ei(t−t
′)∂4x |u|2u(t′) dt′.
In order for our solution u to follow linear dynamics on [0, T ], we should have∥∥∥∥∫ t
0
ei(t−t
′)∂4x |u|2u(t′) dt′
∥∥∥∥
L∞t H
s
x([0,T ]×R)
≈ 1.(1.8)
Therefore, we estimate above nonlinear term as∥∥∥∥∫ t
0
ei(t−t
′)∂4x |u|2u(t′) dt′
∥∥∥∥
L∞t H
s
x([0,T ]×R)
.Ns‖uuu‖L1tL2x([0,T ]×R)
.T
1
2Ns‖u‖3L6tL6x([0,T ]×R)
Since u follows linear dynamics on [0, T ] i.e. u ≈ eit∂
4
xu0 on [0, T ], u satisfies the
Strichartz estimate (3.3):
‖D
1
3 eit∂
4
xu0‖L6tL6x(R×R) . ‖u0‖L2x(R).
Therefore, by applying the Strichartz estimate (3.3), we have
‖u‖L6tL6x ≈‖e
it∂4xu0‖L6tL6x([0,T ]×R)
.N−
1
3 ‖u0‖L2x
≈N−
1
3
−s‖u0‖Hs
≈N−
1
3
−s
To obtain (1.8), we need
T
1
2Ns‖u‖3L6tL6x([0,T ]×R)
. T
1
2Ns
(
N−
1
3
−s
)3
≈ 1.
Therefore, we choose time scale T ≈ N4s+2 ≪ 1.
By observing this heuristic calculation, we will construct our function spaces to
be adapted to time intervals whose length depends on the time scale T = N4s+2.
Notation. We use A . B if A ≤ CB for some C > 0. We use A ≈ B when
A . B and B . A. Moreover, we use A≪ B if A ≤ 1CB, where C is a sufficiently
large constant. We also write A± to mean A±ǫ for any ǫ > 0.
Given p ≥ 1, we let p′ be the Ho¨lder conjugate of p such that 1p +
1
p′ = 1. We
denote Lp = Lp
(
Rd
)
be the usual Lebesgue space. We also define the Lebesgue
space Lq (I, Lr) be the space of measurable functions from an interval I ⊂ R to Lr
whose Lq (I, Lr) norm is finite, where
‖u‖Lq(I,Lr) =
(∫
I
‖u(t)‖qLr
) 1
q
.
We may write LqtL
r
x (I × R) instead of L
q (I, Lr).
We denote the space time Fourier transform of u(t, x) by û(τ, ξ) or Fu
û(τ, ξ) = Fu(τ, ξ) =
∫
e−itτ−ixξu(t, x) dtdx.
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On the other hand, the space Fourier transform of u(t, x) is denoted by
û(t, ξ) = Fxu(t, ξ) =
∫
e−ixξu(t, x) dx.
The fractional differential operator is given via Fourier transform by
D̂αu(ξ) = |ξ|αû(ξ), α ∈ R,
and the biharmonic Schro¨dinger semigroup is defined by
eit∂
4
x = F−1x e
it|ξ|4Fxg(1.9)
for any tempered distribution g. Let ϕ : R → [0, 1] be an even, smooth cutoff
function supported on [−2, 2] such that ϕ = 1 on [−1, 1]. Given a dyadic number
N ≥ 1, we set ϕ1 (ξ) = ϕ (|ξ|) and
ϕN (ξ) = ϕ
(
|ξ|
N
)
− ϕ
(
2|ξ|
N
)
for N ≥ 2. Then we define the Littlewood-Paley projection operator PN as the
Fourier multiplier operator with symbol ϕN . Moreover, we define P≤N and P≥N
by P≤N =
∑
1≤M≤N
PM and P≥N =
∑
M≥N
PM . They commute with the derivative
operator Dα and the semigroup eit∂
4
x . We also use the notation uN = PNu if there
is no confusion.
Acknowledgements. The author would like to appreciate his advisor Soonsik
Kwon for helpful discussion and encouragement. The author is also grateful to
Chulkwang Kwak for his helpful discussion to understand well the short time struc-
ture. The author is partially supported by NRF-2018R1D1A1A09083345 (Korea).
2. Function spaces
In this section, we set up the function spaces employed in our analysis. We also
go over the properties of function spaces Up and V p established by Koch, Tataru.
These spaces have been used in developing well-posedness of dispersive equations
at scaling critical regularities. The details are presented in Hadac-Herr-Koch [7],
Herr-Tataru-Tzvetkov [8], Koch-Tataru [14] and Koch-Tataru-Visan [15].
We take a time interval I = [a, b),−∞ ≤ a < b ≤ ∞. Let Z be the set of
partitions a = t0 < t1 < · · · < tK = b of I. We also consider functions taking
values in L2 = L2 (R).
Definition 2.1. Let 1 ≤ p < ∞. For {tk}
K
k=0 ∈ Z and {φk}
K−1
k=0 ⊂ L
2 (R) with
φ0 = 0 and
K−1∑
k=0
‖φk‖
p
L2 = 1. We call the function a : I → L
2 given by
a(t) =
K∑
k=1
χ[tk−1,tk)(t)φk−1
a Up
(
I;L2
)
- atom. We define the Up
(
I;L2
)
space:
Up
(
I;L2
)
:=
u =
∞∑
j=1
λjaj : aj is U
p
(
I;L2
)
-atom, λj ∈ C such that
∞∑
j=1
|λj | <∞

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with norm
‖u‖Up(I;L2(R)) := inf

∞∑
j=1
|λj | : u =
∞∑
j=1
λjaj , λj ∈ C, aj U
p
(
I;L2
)
− atom
 .
Definition 2.2. Let 1 ≤ p < ∞. We define the space V p
(
I;L2
)
as the space of
functions on I such that
v(a) = lim
t→a
v(t) exists and v(b) := lim
t→b
v(t) = 0,
and for such functions v(t) we define the norm
‖v‖V p(I;L2) = sup
{tk}∈Z
(∑
k
‖v(tk)− v(tk−1)‖
p
L2
) 1
p
.
We also use the notation Up = Up
(
I;L2
)
and V p = V p
(
I;L2
)
if there is no
confusion.
Lemma 2.3 ([7],[13]). Fix an interval I = [a, b).
1. Let 1 ≤ p < q < ∞. Then we have continuous embeddings Up →֒ U q and
V p →֒ V q i.e.
‖u‖Uq . ‖u‖Up and ‖u‖V q . ‖u‖V p .(2.1)
2. If 1 ≤ p <∞ and u(b) = 0, then we have Up →֒ V p i.e.
‖u‖V p . ‖u‖Up .
3. If 1 ≤ p < q ≤ ∞, u(a) = 0, and u ∈ V p is right continuous, then we have
‖u‖Uq . ‖u‖V p .
We define UpS
(
I;L2
)
, V pS
(
I;L2
)
spaces to be the set of all functions u : I → L2
such that the following UpS
(
I;L2
)
-norm and V pS
(
I;L2
)
-norm are finite:
‖u‖UpS(I;L2) :=‖S(−t)u‖Up(I;L2) and ‖u‖V
p
S (I;L
2) := ‖S(−t)u‖V p(I;L2),
where S(t) = eit∂
4
x denotes the linear propagator for (4NLS). Also we use the
notation UpS = U
p
S
(
I;L2
)
and V pS = V
p
S
(
I;L2
)
if there is no confusion.
Remark 2.4. Observe that UpS is the atomic space, where atoms are piecewise so-
lutions to the linear equation
u =
∑
k
χ[tk−1,tk)e
it∂4x(t)φk−1,
∑
k
‖φk−1‖
p
L2(R) = 1.
We denote by DUpS the space of functions
DUpS =
{(
i∂t − ∂
4
x
)
u;u ∈ UpS
}
with the induced norm. Then we have the trivial bound
‖u‖UpS . ‖u0‖L2x + ‖
(
i∂t − ∂
4
x
)
u‖DU2
S
.(2.2)
Moreover we have the duality relations
(DUpS)
∗
= V p
′
S , 1 < p <∞.
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More precisely, given φ ∈ V p
′
S , the mapping f →
∫
〈f, φ〉L2 dt belongs (DU
p
S)
∗
and
this identification is a surjective isometry. In fact, the spaces DUpS and DV
p
S are
characterized as the spaces for which the following norms are finite:
‖f‖DUpS =sup
{∫
〈f, φ〉L2 dt : ‖φ‖V p′
S
≤ 1, φ ∈ C∞c
}
(2.3)
‖f‖DV p
S
=sup
{∫
〈f, φ〉L2 dt : ‖φ‖Uq
S
≤ 1, φ ∈ C∞c
}
.(2.4)
More specifically, see for instance [13],[14].
There is another choice for estimating the solution to (4NLS). The Bourgain’s
Xs,b spaces is defined by
‖u‖2Xs,b =
∫
|û(τ, ξ)|2〈ξ〉2s〈τ − ξ4〉2b dξdτ,
where 〈·〉 =
(
1 + | · |2
) 1
2 . The space Xs,b turns out to be very useful in the study
of low regularity theory. But for b = 12 , logarithmic divergences happen in several
estimates. To deal with this issues we consider dyadic decompositions with respect
to the modulation τ − ξ4. This leads to the additional homogeneous Besov type
norms
‖u‖
X˙s,
1
2
,1 =
∑
M
(∫
|τ−ξ4|≈M
|û (τ, ξ) |2ξ2s|τ − ξ4| dξdτ
) 1
2
‖u‖
X˙s,
1
2
,∞ =sup
M
(∫
|τ−ξ4|≈M
|û(τ, ξ)|2ξ2s|τ − ξ4| dξdτ
) 1
2
.
These homogeneous Besov type spaces are closely related to the spaces U2S and V
2
S .
Combining the embedding V 2 →֒ B˙
1
2
2,∞ with duality we have
X˙0,
1
2
,1 →֒ U2S →֒ V
2
S →֒ X˙
0, 1
2
,∞.
In the following we use a Littlewood-Paley decomposition with respect to the mod-
ulation τ − ξ4 as well as a spatial Littlewood-Paley decomposition
1 =
∑
N≥1
PN , 1 =
∑
N≥1
QN
Both decompositions are inhomogeneous. It is easy to see that we have the uniform
boundedness properties
PN : U
p
S → U
p
S, QN : U
p
S → U
p
S
and similarly for V pS . Moreover U
p
S and V
p
S spaces behave well with respect to sharp
time cut off. If I is a time interval, then we have
χI : U
p
S → U
p
S , χI : V
p
S → V
p
S
with uniform bounds with respect to I.
We define an energy space with a standard energy norm
‖u‖2ℓ2
N
L∞t H
s
x
:=
∑
N≥1
N2s‖uN‖
2
L∞t L
2
x
,
where we sum over all dyadic numbers ≥ 1 with the obvious modification at N = 1.
Note that ‖u‖L∞t Hsx ≤ ‖u‖ℓ2NL∞t Hs , but the converse is not true.
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To estimate the solutions to (4NLS) we define the space Xs with the norm
‖u‖2Xs :=
∑
N≥1
N2s sup
|I|=N4s+2
‖χIuN‖
2
U2
S
(2.5)
where we sum over all dyadic numbers ≥ 1 with the obvious modification at N = 1
and the supremum is taken over all subintervals I ⊂ [0, 1] of length N4s+2.
To measure the regularity of the nonlinear term we define the space Y s with the
norm
‖f‖2Y s :=
∑
N≥1
N2s sup
|I|=N4s+2
‖χIfN‖
2
DU2
S
(2.6)
where we sum over all dyadic numbers ≥ 1 with the obvious modification at N = 1
and the supremum is taken over all subintervals I ⊂ [0, 1] of length N4s+2.
Proposition 2.5. Let u be a solution to i∂tu− ∂4xu = f on I. Then we have
‖u‖Xs . ‖u‖ℓ2NL∞t Hs + ‖f‖Y s .
This proposition follows from (2.2)
‖u‖Up
S
. ‖u0‖L2x + ‖f‖DU2S .
More specifically, see [3],[13]
3. Strichartz, local smoothing and bilinear Strichartz estimate
In this section, we collect the standard linear and bilinear estimates.
Lemma 3.1 ([17]). For any α ∈ [0, 1] , we call a pair (q, r, α) admissible exponents
if r ≥ 2, q ≥ 8(1+α) and
4
q +
1+α
r =
1+α
2 . Then for any admissible exponents (q, r, α),
we have ∥∥∥D α2 (1− 2r )eit∂4xu0∥∥∥
LqtL
r
x(R×R)
.q,r ‖u0‖L2x(R)(3.1)
In particular, we have
‖D
1
2 eit∂
4
xu0‖L4tL∞x (R×R) .‖u0‖L2x(R),(3.2)
‖D
1
3 eit∂
4
xu0‖L6tL6x(R×R) .‖u0‖L2x(R),(3.3)
‖eit∂
4
xu0‖L∞t L2x(R×R) .‖u0‖L2x(R).(3.4)
Corollary 3.2. Let I = [a, b) be an interval. Then for any admissible pair (q, r, α),
we have
‖PNu‖LqtLrx(I×R) . N
−α
2 (1−
2
r )‖χIu‖Uq
S
.(3.5)
Moreover, we have the dual estimate for q > 2:
‖PNu‖DU2
S
(I;L2) . N
−α
2 (1−
2
r )‖u‖
Lq
′
t L
r′
x (I×R)
.(3.6)
Proof. We may assume I = R since χI can be inserted. It is enough to consider a
U qS-atom u :
u(t, x) =
K∑
k=1
χ[tk−1,tk)(t)S(t)φk−1(x),
K∑
k=1
‖φk−1‖
q
L2x
≤ 1, and φ0 = 0.(3.7)
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and show that
‖PNu‖LqtLrx . N
−α
2 (1−
2
r ).(3.8)
By using Strichartz estimates (3.1) we have
‖PNu‖
q
LqtL
r
x
=
K∑
k=1
‖χ[tk−1,tk)(t)PNS(t)φk−1‖
q
LqtL
r
x
.N−
α
2 (1−
2
r )q
K∑
k=1
‖φk−1‖
q
L2x
=N−
α
2 (1−
2
r )q.
Now we prove dual estimate. Recall that
(
DU2
(
I;L2
))∗
= V 2
(
I;L2
)
. Therefore,
we have
‖PNu‖DU2S(I;L2) = sup
‖v‖
V 2
S (I;L
2)≤1
∣∣∣∣∫
I
∫
R
PNuv dxdt
∣∣∣∣
. sup
‖v‖
V 2
S (I;L
2)≤1
‖u‖
Lq
′
t L
r′
x (I×R)
‖PNv‖LqtLrx(I×R).
By applying (3.5) and Lemma 2.3, we have
‖PNv‖LqtLrx(I×R) .N
−α
2 (1−
2
r )‖χIv‖UqsL2
.N−
α
2 (1−
2
r )‖χIv‖V 2
S
L2
which complete the proof. 
Lemma 3.3 (Local smoothing, maximal function estimates [11]).
‖D
3
2 eit∂
4
xu0‖L∞x L2t .‖u0‖L2x(3.9)
‖D−
1
4 eit∂
4
xu0‖L4xL∞t .‖u0‖L2x(3.10)
Proof. In the case of local smoothing estimate, the proof is the same as Schro¨dinger
case. In fact, it is reducible to using Plancherel theorem in L2t . For the proof of the
maximal function estimate, see Theorem 2.5 in [11]. 
Corollary 3.4. Let I = [a, b) be an interval. Then we have
‖PNu‖L∞x L2t (I×R) .N
− 3
2 ‖χIu‖U2
S
,(3.11)
‖PNu‖L4xL∞t (I×R) .N
1
4 ‖χIu‖U4S .(3.12)
Proof. As we proceed in the proof of Corollary 3.2, it suffices to consider U2S , U
4
S
atoms respectively. For more details, see Proposition 2.19 in [7]. 
Proposition 3.5 (Bilinear estimate). Let A1, A2 ⊂ R such that
|ξ31 − ξ
3
2 | = |ξ1 − ξ2||ξ
2
1 + ξ1ξ2 + ξ
2
2 | ≈ NN
2
max,
for all ξ1 ∈ A1,ξ2 ∈ A2 and Nmax = max {|ξ1|, |ξ2|}. We define the projection
operators PAj as the Fourier multiplier operators P̂Ajψ(ξ) = χAj ψ̂(ξ) for a function
ψ. Then we have
‖PA1e
it∂4xφ1PA2e
it∂4xφ2‖L2tL2x . N
− 1
2N−1max‖PA1φ1‖L2x‖PA2φ2‖L2x .(3.13)
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Proof. Note that by duality,∥∥∥PA1eit∂4xφ1PA2eit∂4xφ2∥∥∥
L2t,x(R×R)
=
∥∥∥∥∫
R
eitξ
4
1 P̂A1φ1 (ξ1) e
it(ξ−ξ1)
4
P̂A2φ2 (ξ − ξ1) dξ1
∥∥∥∥
L2
t,ξ
(R×R)
= sup
‖ψ‖2Lt,ξ
=1
∣∣∣∣∫
R×R
∫
R
eitξ
4
1 P̂A1φ1 (ξ1) e
it(ξ−ξ1)
4
P̂A2φ2 (ξ − ξ1)ψ (t, ξ) dξ1dξdt
∣∣∣∣ .
Hence, it suffcies to consider the integral∣∣∣∣∫
R×R
∫
R
eitξ
4
1 P̂A1φ1 (ξ1) e
it(ξ−ξ1)
4
P̂A2φ2 (ξ − ξ1)ψ (t, ξ) dξ1dξdt
∣∣∣∣
=
∣∣∣∣∫
R×R
∫
R
eitξ
4
1 P̂A1φ1 (ξ1) e
itξ42 P̂A2φ2 (ξ2)ψ (t, ξ1 + ξ2) dξ1dξ2dt
∣∣∣∣
=
∣∣∣∣∫
R
∫
R
P̂A1φ1 (ξ1) P̂A2φ2 (ξ2)Ftψ
(
ξ41 + ξ
4
2 , ξ1 + ξ2
)
dξ1dξ2
∣∣∣∣ .
We consider the change of variable (ξ1, ξ2)→ (η1(ξ1, ξ2), η2(ξ1, ξ2)) =
(
ξ1 + ξ2, ξ
4
1 + ξ
4
2
)
with the Jacobian |J | = 4
∣∣ξ31 − ξ32 ∣∣ ≈ NN2max. Hence,
|J | dξ1dξ2 = dη1dη2 or dξ1dξ2 = |J |
−1
dη1dη2.
So, by Ho¨lder’s inequality, the Plancherel theorem and again change of variable, we
have ∣∣∣∣∫
R
∫
R
P̂A1φ1 (ξ1) P̂A2φ2 (ξ2)Ftψ
(
ξ41 + ξ
4
2 , ξ1 + ξ2
)
dξ1dξ2
∣∣∣∣
. ‖Ftψ‖L2η1,η2
∣∣∣∣∫
η1∈R
∫
η2∈R
∣∣∣P̂A1φ1 (η1, η2) P̂A2φ2 (η1, η2)∣∣∣2 |J |−2 dη1dη2∣∣∣∣ 12
.N−
1
2N−1max
∣∣∣∣∫
ξ1∈R
∫
ξ2∈R
∣∣∣P̂A1φ1 (ξ1) P̂A2φ2 (ξ2)∣∣∣2 dξ1dξ2∣∣∣∣ 12
.N−
1
2N−1max ‖PA1φ1‖L2x(R) ‖PA2φ2‖L2x(R) .

Corollary 3.6 (bilinear Strichartz estimates). Let N1 ≪ N2. Then we have
‖PN1u1PN2u2‖L2tL2x(I×R) .N
− 3
2
2 ‖χIPN1u1‖U2SL2‖χIPN1u1‖U2SL2 ,
(3.14)
and
‖PN1u1PN2u2‖L2tL2x(I×R) .N
− 3
2
2 (lnN2 + 1)
2 ‖χIPN1u1‖V 2SL2‖χIPN1u1‖V 2SL2 .
(3.15)
Proof. In fact (3.14) is the result of the transference principle. For more details,
see Proposition 2.19 in [7]. The proof of estimate (3.15) follows from the argument
in [[7], Proposition 2.20, Corollary 2.21.] 
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4. trilinear estimate
In this section, we prove the following trilinear estimates below s < −1/2. As
we mentiond above, we use both dispersive smoothing effects (bilinear Strichartz
estimates (3.14), (3.15)) and short time structure. Our method is inspired by Koch-
Tataru [13].
Proposition 4.1 (Trilinear estimate). Let −3/4 < s < −1/2. Then we have
‖u1u2u3‖Y s . ‖u1‖Xs‖u2‖Xs‖u3‖Xs .(4.1)
Proof. We estimate the nonlinearity |u|2u at frequency N in a N4s+2 time interval
I. We also consider a full dyadic decomposition of each of the factors.
‖u1u2u3‖Y s =
∑
N≥1
N2s sup
|I|=N4s+2
‖χIPN (u1u2u3) ‖
2
DU2S
 12
.
∑
N≥1
Ns sup
|I|=N4s+2
‖χIPN (u1u2u3) ‖DU2
S
and
‖χIPN (u1u2u3) ‖DU2S .
∑
1≤N1,N2,N3
‖χIPN (uN1uN2uN3) ‖DU2S
Therefore, we need to show that for an interval |I| = N4s+2
‖χIPN (uN1uN2uN3) ‖DU2S .N
α1
1 N
α2
2 N
α3
3 N
α
3∏
j=1
sup
|Ij |=N
4s+2
j
‖χIjuNj‖U2S
where Nα11 N
α2
2 N
α3
3 N
α have summability with respect to N1, N2, N3, N ≥ 1. We
denote
{N,N1, N2, N3} = {M,M1,M2,M3} , M1 ≤M2 ≤M3, N =M.
Note that the two largest frequencies must be comparable. Hence, we investigate
the following cases of interactions:
Case 1. M1 ≤M2 ≤M3 ≈M .
Case 2. M1 .M ≪M2 ≈M3.
Case 3. M ≪M1 ≤M2 ≈M3.
Case 1. M1 ≤ M2 ≤ M3 ≈ M . In this case, we observe that |Ij | ≥ |I| for
j = 1, 2, 3. Hence there is no interval summation loss. At the case 1, there is no
role of the complex conjugate. Therefore we drop the complex conjugate sign. By
using the dual estimates (3.6), Strichartz estimate (3.3) and embedding U2S →֒ U
6
S,
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we have
‖χIPM (uM1uM2uM3) ‖DU2S .‖uM1uM2uM3‖L1tL2x(I×R)
.|I|1/2‖uM1uM2uM3‖L2tL2x(I×R)
=M2s+1‖uM1uM2uM3‖L2tL2x(I×R)
.M2s+1‖uM1‖L6tL6x(I×R)‖uM2‖L6tL6x(I×R)‖uM3‖L6tL6x(I×R)
.M2s+1M
− 1
3
1 M
− 1
3
2 M
− 1
3
3
3∏
j=1
‖χIuNj‖U6S
.M2s+1M
− 1
3
1 M
− 1
3
2 M
− 1
3
3
3∏
j=1
‖χIuMj‖U2S .
(4.2)
By combining above calculations, we need to focus on the following summation∑
M1≤M2≤M3≈M
M s sup
|I|=M4s+2
‖χIPM (uM1uM2uM3) ‖DU2S
.
∑
M1≤M2≤M3≈M
M2s+1M
− 1
3
−s
1 M
− 1
3
−s
2 M
− 1
3
3
3∏
j=1
‖uMj‖Xs
. ‖u1‖Xs
∑
M2≤M3
M
−2s− 2
3
2 M
2s+ 2
3
3 ‖uM2‖Xs‖uM3‖Xs .
Therefore, by using Schur’s test, we obtain the desired result. Observe that in this
interaction, trilinear estimate is satisfied for all s < −1/2.
Case 2. M1 . M ≪ M2 ≈ M3. Similarly in case 1 there is no role of com-
plex conjugate and hence we drop the complex conjugate sign. Observe that the
uM2 , uM3 should be estimated in norm with timescale M
4s+2
3 . We divide I into
|I|/|J | =
(
M3
M
)−4s−2
≫ 1 intervals of size |J | = M4s+23 . By applying the duality
(2.3), we have
‖χIPM (uM1uM2uM3) ‖DU2S = sup
‖u‖
V 2
S
=1
∣∣∣∣∫
I
∫
R
uM1uM2uM3PMu dxdt
∣∣∣∣ .
By using the bilinear Strichartz estimates (3.14) ,(3.15), we estimate∣∣∣∣∫
I
∫
R
uM1uM2uM3uM dxdt
∣∣∣∣ .(M3M
)−4s−2
sup
J⊂I
|J|=M4s+23
∣∣∣∣∫
J
∫
R
uM1uM2uM3uM dxdt
∣∣∣∣
.
(
M3
M
)−4s−2
sup
J⊂I
|J|=M4s+23
‖χJuM1uM2‖L2tL2x‖χJuMuM3‖L2tL2x
.
(
M3
M
)−4s−2
M−33 (logM3)
2
× sup
J⊂I
|J|=M4s+23
‖χJuM1‖U2S‖χJuM2‖U2S‖χJuM3‖V 2S ‖χJuM‖V 2S .
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By combining above calculation, we focus on the following summation:∑
M1.M≪M2≈M3
M s sup
|I|=M4s+2
‖χIPM (uM1uM2uM3) ‖DU2S
.
∑
M1.M≪M2≈M3
M−6s−5+3 M
5s+2M−s1 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs .
We can deal with above summation by using Schwarz inequality if s > − 56 .
Case 3. M ≪ M1 ≤ M2 ≈ M3. Case 3 is the worst case in terms of the
short time structure because the interval summation loss is the largest. However,
because case 3 is also a nonresonant interaction unlike the other two cases above,
it is necessary to take advantage of nonresonant interaction to weaken this interval
summation loss.
To demonstrate the case 3, we need the following lemma
Lemma 4.2. Let − 34 < s < −
1
2 and I be a time interval with |I| = N
4s+2. Define
f =
∑
N1,N2,N3:
N1,N2,N3≫N
χIPN (uN1uN2uN3)
=
∑
N1,N2,N3:
N1,N2,N3≫N
∑
J⊂I
|J|=N4s+2max
PN (χJuN1χJuN2χJuN3) , Nmax = max {N1, N2, N3} .
Here the J summation is understood to be over a partition of I into intervals J of
the indicated size. Then, we have the estimates
‖Q≥N4f‖X˙0,−
1
2
,1 . N
−3−3s‖u‖3Xs
and
‖Q≤N4f‖
L1tL
2
x+N
−
1
4 L
4
3
x L1t
. N−3−3s‖u‖3Xs .
Remark 4.3. In fact, the same estimates hold if we replace uN2 by uN2 and this
case become easier.
Remark 4.4. By using only the bilinear smoothing effect without Lemma 4.2, we
can prove the tirlinear estimate up to s > − 57 .
In case 3 M ≪M1 ≤M2 ≈M3, we consider two subcase M ≪M1 ≪M2 ≈M3
and M ≪M1 ≈M2 ≈M3.
Subcase 3.a. M ≪M1 ≪M2 ≈M3. By using the same method as in case 2, we
need to focus on the following summation∑
M≪M1≤M2≈M3
M−6s−5+3 M
5s+2M−s1 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs .
The summation is handled by using Schwarz inequality if s > − 57 .
Subcase 3.b M ≪ M1 ≈ M2 ≈ M3. In order for the final output to be at
frequencyM , the two frequencyM3 factors must beM3 separated. We may assume
that uM2 , uM3 are M3 separated. Therefore we obtain
‖χJuM2uM3‖L2tL2x .M
− 3
2
3 ‖χJuM2‖U2S‖χJuM3‖U2S
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and
‖χJuMuM1‖L2tL2x .M
− 3
2
3 logM3‖χJuM‖V 2S ‖χJuM1‖V 2S .
Therefore we can proceed as in Case 2. we focus on the following summation∑
M≪M1≈M2≈M3
M−7s−5+3 M
5s+2‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs .
The summation is handled by using Schwarz inequality if s > − 57 .
Observe that the embedding X˙0,
1
2
,1 →֒ U2S implies the embedding X˙
0,− 1
2
,1 →֒
DU2S. By using X˙
0,− 1
2
,1 →֒ DU2S , dual estimates (3.6) and Lemma 4.2 we have
Ns‖f‖DU2
S
. N−3−2s‖u1‖Xs‖u2‖Xs‖u3‖Xs
Therefore the summation with respect to N is easily handled. So we conclude the
proof of Proposition 4.1. 
Proof of Lemma 4.2 . Let (τi, ξi) be the frequencies for each factor and let (τ, ξ) be
the resulting frequency. Then we have
ξ1 − ξ2 + ξ3 = ξ, τ1 − τ2 + τ3 = τ.(4.3)
Under the relation (4.3), we have(
τ1 − ξ
4
1
)
−
(
τ2 − ξ
4
2
)
+
(
τ3 − ξ
4
3
)
−
(
τ − ξ4
)
= (ξ − ξ1)(ξ − ξ3)(ξ
2
1 + ξ
2
2 + ξ
2
3 + ξ
2 + 2(ξ1 + ξ3)
2).
The size of frequencies {ξ, ξ1, ξ2, ξ3} is {M,M1,M2,M3} with M ≪ M1 . M2 =
M3. Here we allow for a slight abuse of notation, as the highest Mj ’s need not be
equal but merely comparable. Therefore, we have
|τ1 − ξ
4
1 |+ |τ2 − ξ
4
2 |+ |τ3 − ξ
4
3 |+ |τ − ξ
4| &M1M3M
2
3 if N2 = M3
and
|τ1 − ξ
4
1 |+ |τ2 − ξ
4
2 |+ |τ3 − ξ
4
3 |+ |τ − ξ
4| &M3M3M
2
3 if N2 = M1
Hence at least one modulation should be large. Therefore, to take advantage of
this modulation gain, we consider the following cases:
Case 1. All input factors have small modulation i.e., |τ1− ξ41 |, |τ2− ξ
4
2 |, |τ3− ξ
4
3 | ≪
M1M
3
3 . Therefore, output has large modulation |τ − ξ
4| &M1M33 .
Case 2. There is at least one input which has large modulation i.e., |τ1 − ξ
4
1 | &
M1M
3
3 or |τ2 − ξ
4
2 | &M1M
3
3 or |τ3 − ξ
4
3 | &M1M
3
3 . Depending on which factor has
the large modulation and on whether the conjugated factor uN2 has lower frequency
M1 or not, we divide this case into six.
Case 1. This is when the input factors have small modulation and hence the
output has large modulation. Depending on whether the conjugated factor has a
lower frequency or not we divide this case into three.
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Subcase 1.a First, we consider the first component of f i.e., the conjugated
factor uN2 has the highest frequency M3
f1 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
Q≪M1M33 (χJuM3)Q≪M1M33 (χJuM3)Q≪M1M33 (χJuM1)
)
=
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
fM1,M31 .
Since all input factors have small modulation ≪M1M33 , we have
|τ − ξ4| =
∣∣(τ1 − ξ41)− (τ2 − ξ42)+ (τ3 − ξ43)+ (ξ41 − ξ42 + ξ43 − ξ4)∣∣
≈M1M
3
3 .
Hence fM1,M31 is localized at modulation M1M
3
3 ≫M
4.
For the triple product vM3vM3vM1 , by using the energy bound for vM3 and the
bilinear estimate for vM3vM1 , we have
‖vM3vM3vM1‖L2tL1x .M
− 3
2
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Applying PM and the Bernstein’s inequality, we obtain
‖PM (vM3vM3vM1) ‖L2tL2x .M
− 3
2
3 M
1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .(4.4)
In order to bound f1, we need to consider the interval summation losssM
4s+2M−4s−23 .
Therefore, by using (4.4) and uniform boundedness property QN : U
p
s → U
p
s , we
obtain∑
J⊂I
|J|=M4s+23
‖fM1,M31 ‖L2t,x .M
4s+2M−4s−23 M
−s
1 M
−2s
3 M
1
2M
− 3
2
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Since fM1,M31 is localized at modulation M1M
3
3 , we have∑
J⊂I
|J|=M4s+2
3
‖fM1,M31 ‖X˙0,−
1
2
,1 .M
−6s−5
3 M
−s− 1
2
1 M
4s+ 5
2 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
The summation with respect to the dyadic numbers M1 and M3 is handled if
s ≥ − 1114 . As a result, we conclude
‖f1‖
X˙0,−
1
2
,1 .
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖fM1,M31 ‖X˙0,−
1
2
,1
.M−3−3s‖u‖3Xs .
Subcase 1.b The second component of f is that the conjugated factor uN2 has
lower frequency M1
f2 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
Q≪M1M33 (χJuM3)Q≪M1M33 (χJuM1)Q≪M1M33 (χJuM3)
)
=
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
fM1,M32 .
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Then fM1,M32 is localized at modulation M
4
3 ≫M
4.
By using Bernstein, energy bound and bilinear estimate, we have the following
L2t,x bound:
‖PM (vM3vM1vM3) ‖L2tL2x .M
− 3
2
3 M
1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .(4.5)
By considering the interval summation losses and using (4.5), we obtain∑
J⊂I
|J|=M4s+23
‖fM1,M32 ‖L2t,x .M
4s+2M−4s−23 M
−s
1 M
−2s
3 M
1
2M
− 3
2
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Since fM1,M32 has modulation M
4
3 , we have∑
J⊂I
|J|=M4s+23
‖fM1,M32 ‖X˙0,−
1
2
,1 .M
−6s− 11
2
3 M
−s
1 M
4s+ 5
2 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs
which is summable with respect to dyadic number M1,M3 if s ≥ −
11
14 . After
summation, we obtain
‖f2‖
X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .
Subcase 1.c The third component of f is
f3 =
∑
M≪M1=M3
∑
J⊂I
|J|=M4s+23
PM
(
Q≪M43 (χJuM3)Q≪M43 (χJuM3)Q≪M43 (χJuM3)
)
=
∑
M≪M1=M3
∑
J⊂I
|J|=M4s+23
fM33 .
Then fM1,M33 has modulation M
4
3 ≫M
4.
Observe that ξ1 − ξ2 + ξ3 = ξ with |ξ| = M, |ξi| = M3, i = 1, 2, 3. In order for
the output to be at a low frequency M , two of the frequencies ξ1,−ξ2, ξ3 should be
M3 separated. Therefore, we use the bilinear estimates for those two factors and
the energy bound for the remainig factor to obtain
‖PM (vM3vM1vM3) ‖L2tL2x .M
− 3
2
3 M
1
2 ‖vM3‖U2S‖vM3‖U2S‖vM3‖U2S .
Hence, we obtain as in Case 1.a, Case 1.b∑
J⊂I
|J|=M4s+23
‖fM33 ‖X˙0,−
1
2
,1 .M
−7s− 11
2
3 M
4s+ 5
2 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs ,
which is summable with respect to M3 if s ≥ −
11
14 . After summation with respect
to M3, we obtain
‖f3‖
X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .
Case 2. In this case, there is at least one input which has large modulation.
Depending on which factor has the large modulation and on whether the conjugated
factor uN2 has lower frequency or not, we divide this case into six.
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Subcase 2.a We consider
f4 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
Q&M1M33 (χJuM3)χJuM3χJuM1
)
=
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
fM1,M34 ,
f5 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
χJuM3Q&M1M33 (χJuM3)χJuM1
)
Since the two terms f4 and f5 are similar, we may consider the first one f4.
By using the embedding V 2A →֒ X˙
0, 1
2
,∞ for the first factor and the bilinear
estimates for the remainig terms, we have
‖
(
Q&M1M33 vM3
)
vM3vM1‖L1t,x .M
− 1
2
1 M
−3
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .(4.6)
Low modulation output. By Bernstein’s inequality, we have
‖PM
((
Q&M1M33 vM3
)
vM3vM1
)
‖L1tL2x .M
1
2M
− 1
2
1 M
−3
3 ‖vM3‖U2S‖uv3‖U2S‖vM1‖U2S .
By considering the interval summation loss, we have∑
J⊂I
|J|=M4s+23
‖fM1,M34 ‖L1tL2x
.M−s1 M
−2s
3 M
4s+2M−4s−23 M
1
2M
− 1
2
1 M
−3
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
This summation with respect to M1,M3 can be dealt with s ≥ −
11
14 . After summa-
tion with respect to M1,M3, we obtain
‖Q≤M4f4‖L1tL2x .‖f4‖L1tL2x
.
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖fM1,M34 ‖L1tL2x
.M−3−3s‖u‖3Xs .
To estimate ‖Q≥M4f4‖X˙0,−
1
2
,1 , we need to decompose Q≥M4f4 into the following
intermediate modulation output and high modulation output:
Q≥M4f4 =
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
Q≥M4f
M1,M3
4
=
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
QM4≤σ.M1M33 f
M1,M3
4 +
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
Q≫M1M33 f
M1,M3
4 .
Intermediate modulation output. In this case, we consider the X˙0,−
1
2
,1
estimate at modulation M4 ≤ σ .M1M33 . By using (4.6) and Bernstein inequality
we have
‖QσPM
(
Q&M1M33 vM3vM3vM1
)
‖L2t,x . (Mσ)
1
2 M
− 1
2
1 M
−3
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
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By considering the interval summation, we have∑
J⊂I
|J|=M4s+23
‖Qσf
M1,M3
4 ‖L2t,x
.
∑
J⊂I
|J|=M4s+23
‖QσPM
(
Q&M1M33 (χJuM3)χJuM3χJuM1
)
‖L2t,x
.M4s+2M−4s−23 (Mσ)
1
2 M
− 1
2
1 M
−3
3 sup
J⊂I
|J|=M4s+23
‖χJuM3‖U2S‖χJuM3‖U2S‖χJuM1‖U2S
. σ
1
2M4s+
5
2M
− 1
2
−s
1 M
−6s−5
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs ,
or equivalently∑
J⊂I
|J|=M4s+23
‖Qσf
M1,M3
4 ‖X˙0,−
1
2
,1 .M
4s+ 5
2M
− 1
2
−s
1 M
−6s−5
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
By summing over M4 ≤ σ .M1M33 , we obtain∑
M4≤σ.M1M33
∑
J⊂I
|J|=M4s+23
‖Qσf
M1,M3
4 ‖X˙0,−
1
2
,1
.M4s+
5
2M
− 1
2
−s
1 M
−6s−5
3 ln
(
M3
M
)
‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Hence, the summation with respect to M1,M3 can be handled with s > −
11
14 . After
summation with respect to M1,M3, we obtain∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖QM4≤σ.M1M33 f
M1,M3
4 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .(4.7)
High modulation output. In this case, we need to estimate the output local-
ized at modulations σ ≫M1M33 . In order to obtain such an output at least one of
the inputs should have modulation at least σ. We assume that the lower frequency
factor has modulation σ. This is the worst case in terms of bilinear separation.
For the product vM3vM3QσvM1 , we use the embedding V
2
S →֒ X˙
0, 1
2
,1 for QσvM1
and the bilinear estimate for vM3vM3 . Observe that in order for the final output
to be at frequency M , the two factors vM3vM3 should be frequency localized in
M1 separated intervals of length |ξ1 − ξ2| ≈ M1. Therefore, by using the high
modulation bound for QσvM1 and the bilinear estimate for vM3vM3 with bilinear
gain
(
M1M
2
3
)− 1
2 , we have
‖vM3vM3QσvM1‖L1tL1x .M
− 1
2
1 M
−1
3 σ
− 1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Applying QσPM and the Bernstein’s inequality, we obtain
‖QσPM (vM3vM3QσvM1) ‖L2tL2x . (σM)
1
2 M
− 1
2
1 M
−1
3 σ
− 1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
(4.8)
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By considering the interval summation, we have∑
J⊂I
|J|=M4s+23
‖Q≫M1M33 f
M1,M3
4 ‖X˙0,−
1
2
,1
.
∑
J⊂I
|J|=M4s+23
‖Q≫M1M33PM
(
Q&M1M33 (χJuM3)χJuM3χJuM1
)
‖
X˙0,−
1
2
,1
.
∑
J⊂I
|J|=M4s+23
∑
σ&M1M33
‖QσPM
(
Q&M1M33 (χJuM3)χJuM3χJuM1
)
‖
X˙0,−
1
2
,1
.M4s+2M−4s−23
(
M1M
3
3
)− 1
2
(
M
1
2M
− 1
2
1 M
−1
3
)
M−s1 M
−2s
3
× ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs
=M
−6s− 9
2
3 M
−1−s
1 M
4s+ 5
2 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Therefore, the summation with respect to M1,M3 is handled if s ≥ −
3
4 . After
summation with respect to M1,M3, we obtain∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖Q≫M1M33 f
M1,M3
4 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .(4.9)
Therefore, by combining the intermediate modulation case (4.7) and high modula-
tion case (4.9), we have
‖Q≥M4f4‖ .M
−3−3s‖u‖3Xs.
Subcase 2.b. In this case, the low frequency factor has high modulation. Here,
we consider
f6 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
χJuM3χJuM3Q&M1M33 (χJuM1)
)
=
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
fM1,M36 .
For the vM3vM3Q&M1M33 vM1 , we use the embedding V
2
S →֒ X˙
0, 1
2
,1 for Q&M1M33 vM1
and the bilinear estimate for vM3vM3 . Observe that in order for the final output
to be at frequency M , the two factors vM3vM3 should be frequency localized in M1
separated intervals of length |ξ1 − ξ2| ≈ M1. Therefore, by using the high modu-
lation bound for Q&M1M33 vM1 and the bilinear estimate for vM3vM3 with bilinear
gain
(
M1M
2
3
)− 1
2 , we have
‖vM3vM3Q&M1M33 vM1‖L1tL1x .M
− 1
2
1 M
−1
3
(
M1M
3
3
)− 1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S
=M−11 M
− 5
2
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Low modulation output. By Bernstein’s inequality, we have
‖PM
(
vM3vM3
(
Q&M1M33 vM1
))
‖L1tL2x .M
1
2M−11 M
− 5
2
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
(4.10)
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By considering the interval summation loss, we have∑
J⊂I
|J|=M4s+23
‖fM1,M36 ‖L1tL2x
.M−s1 M
−2s
3 M
4s+2M−4s−23 M
1
2M−11 M
− 5
2
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs
=M4s+
5
2M
−6s− 9
2
3 M
−s−1
1 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
This summation with respect to M1,M3 can be dealt with s ≥ −
3
4 . After summa-
tion with respect to M1,M3, we obtain
‖Q≤M4f6‖L1tL2x .‖f6‖L1tL2x
.
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖fM1,M36 ‖L1tL2x
.M−3−3s‖u‖3Xs .
To estimate ‖Q≥M4f6‖X˙0,−
1
2
,1 , we need to decompose Q≥M4f6 into the following
intermediate modulation output and high modulation output:
Q≥M4f6 =
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
Q≥M4f
M1,M3
6
=
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
QM4≤σ.M1M33 f
M1,M3
6 +
∑
M1,M3:
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
Q≫M1M33 f
M1,M3
6 .
Intermediate modulation output. We consider the X˙0,−
1
2
,1 estimate at
modulation M4 ≤ σ .M1M33 . By using (4.10) and Bernstein’s inequality we have
‖QσPM
(
(vM3vM3)Q&M1M33 vM1
)
‖L2t,x . (Mσ)
1
2 M−11 M
− 5
2
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
By considering the interval summation, we have∑
J⊂I
|J|=M4s+23
‖Qσf
M1,M3
6 ‖L2t,x .
∑
J⊂I
|J|=M4s+23
‖QσPM
(
(χJuM3χJuM3)Q&M1M33χJuM1
)
‖L2t,x
.M4s+2M−4s−23 (Mσ)
1
2 M−11 M
− 5
2
3
× sup
J⊂I
|J|=M4s+23
‖χJuM3‖U2S‖χJuM3‖U2S‖χJuM1‖U2S
. σ
1
2M4s+
5
2M−1−s1 M
−6s− 9
2
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs ,
or equivalently∑
J⊂I
|J|=M4s+23
‖Qσf
M1,M3
6 ‖X˙0,−
1
2
,1 .M
4s+ 5
2M−1−s1 M
−6s− 9
2
3 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
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By summing over M4 ≤ σ .M1M33 , we obtain∑
J⊂I
|J|=M4s+23
∑
M4≤σ.M1M33
‖Qσf
M1,M3
6 ‖X˙0,−
1
2
,1 .M
4s+ 5
2M−1−s1 M
−6s− 9
2
3 ln
(
M3
M
)
×‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Hence, the summation with respect to M1,M3 can be handled with s > −
3
4 . After
summation with respect to M1,M3, we obtain∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖QM4≤σ.M1M33 f
M1,M3
6 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .(4.11)
High modulation output. In this case, we need to estimate the output local-
ized at modulations σ ≫M1M33 . In order to obtain such an output at least one of
the inputs should have modulation at least σ. We assume that the lower frequency
factor has modulation σ. This is the worst case in terms of bilinear separation.
For the product vM3vM3QσvM1 , we use the embedding V
2
S →֒ X˙
0, 1
2
,1 for QσvM1
and the bilinear estimate for vM3vM3 . Observe that in order for the final output
to be at frequency M , the two factors vM3vM3 should be frequency localized in
M1 separated intervals of length |ξ1 − ξ2| ≈ M1. Therefore, by using the high
modulation bound for QσvM1 and the bilinear estimate for vM3vM3 with bilinear
gain
(
M1M
2
3
)− 1
2 , we have
‖vM3vM3QσvM1‖L1tL1x .M
− 1
2
1 M
−1
3 σ
− 1
2 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Applying QσPM , Bernstein’s inequality, and considering the interval summation,
we have∑
J⊂I
|J|=M4s+23
‖Q≫M1M33 f
M1,M3
6 ‖L2t,x .
∑
J⊂I
|J|=M4s+23
‖Q≫M1M33PM
(
χJuM3χJuM3Q&M1M33 (χJuM1)
)
‖L2t,x
.
∑
J⊂I
|J|=M4s+23
∑
σ&M1M33
‖QσPM
(
χJuM3χJuM3Q&M1M33 (χJuM1)
)
‖L2t,x ,
or equivalently∑
J⊂I
|J|=M4s+23
‖Q≫M1M33 f
M1,M3
6 ‖X˙0,−
1
2
,1 .M
4s+2M−4s−23
(
M1M
3
3
)− 1
2
(
M
1
2M
− 1
2
1 M
−1
3
)
M−s1 M
−2s
3
× ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs
=M
−6s− 9
2
3 M
−1−s
1 M
4s+ 5
2 ‖uM3‖Xs‖uM3‖Xs‖uM1‖Xs .
Therefore, the summation with respect to M1,M3 is handled if s ≥ −
3
4 . After
summation with respect to M1,M3, we obtain∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
‖Q≫M1M33 f
M1,M3
6 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .(4.12)
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Therefore, by combining the intermediate modulation case (4.11) and high modu-
lation case (4.12), we have
‖Q≥M4f6‖ .M
−3−3s‖u‖3Xs.
Subcae 2.c In this case, the low frequency factor is conjugated but does not
have high modulation. We consider
f7 =
∑
M≪M1.M3
∑
J⊂I
|J|=M4s+23
PM
(
Q&M43 (χJuM3)χJuM3χJuM1
)
=
∑
M≪M1.M3
∑
J⊂I
|J|=M4s+23
fM1,M37
If M1 ≪ M3, then the last two factor are M3 separated in frequency. Although if
M1 ≈M3, in order for the resulting frequency to be localized at frequency M , the
two last factor should be still |ξ3 − ξ2| ≈ M3 separated. Therefore, by using the
bilinear estimate and high modulation bound, we can obtain the trilinear estimate:
‖
(
Q&M1M33 vM3
)
vM1vM3‖L1t,x .M
− 1
2
1 M
−3
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Therefore, the rest of the argument proceeds as in Subcase 2.a without any signifi-
cant changes.
Subcae 2.d In this case, the low frequency factor is conjugated and has high
modulation. We consider
f8 =
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
PM
(
χJuM3Q&M43 (χJuM1)χJuM3
)
=
∑
M≪M1≪M3
∑
J⊂I
|J|=M4s+23
fM1,M38 .
In order for the resulting frequency to be localized at frequency M , the two fre-
quencyM3 factors should be stillM3 separated. Therefore, by applying the bilinear
estimate and high modulation bound, we obtain the trilinear estimate
‖vM3Q&M43 vM1vM3‖L1t,x .M
− 7
2
3 ‖vM3‖U2S‖vM3‖U2S‖vM1‖U2S .
Therefore, we can argue as in Subcase 2.a with better gains.
Subcase 2.e In this case, all frequencies are equal and the conjugated factor
has high modulation. We consider
f9 =
∑
M≪M3
∑
J⊂I
|J|=M4s+23
PM
(
χJuM3Q&M43 (χJuM3)χJuM3
)
=
∑
M≪M3
∑
J⊂I
|J|=M4s+23
fM39 .
This is the worst case since we cannot have any frequency separation among the
two unconjugated factors and hence we cannot depend on bilinear gains. Therefore,
to obtain summability for M3, we use the local smoothing estimates. By using
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the local smoothing estimates (3.11), maximal function estimates (3.12) and high
modulation bound, we have
‖vM3Q&M43 vM3vM3‖L
4
3
x L1t
.‖vM3‖L∞x L2t ‖Q&M43 vM3‖L2xL2t ‖vM3‖L4xL∞t
.M
− 13
4
3 ‖vM3‖U2S‖vM3‖U2S‖vM3‖U2S .
(4.13)
Low modulation output By considering the interval summation, we obtain∑
J⊂I
|J|=M4s+23
‖fM39 ‖
L
4
3
x L1t
.
(
M4s+2M−4s−23
)
M−3s3 M
− 13
4
3 ‖uM3‖
3
Xs
.M4s+2M
−7s− 21
4
3 ‖uM3‖
3
Xs ,
which is summable with respect to M3 if s ≥ −
3
4 . After summation with respect
to M3, we obtain
‖Q≤M4f9‖
L
4
3
x L1t
. ‖f9‖
L
4
3
x L1t
.M−3s−
13
4 ‖u‖3Xs .
To estimate ‖Q≥M4f9‖X˙0,−
1
2
,1 , we need to decompose Q≥M4f9 into the following
intermediate modulation output and high modulation output:
Q≥M4f9 =
∑
M3:
M≪M3
∑
J⊂I
|J|=M4s+23
Q≥M4f
M3
9
=
∑
M3:
M≪M3
∑
J⊂I
|J|=M4s+23
QM4≤σ.M43 f
M3
9 +
∑
M3:
M≪M3
∑
J⊂I
|J|=M4s+23
Q≫M43 f
M3
9 .
Intermediate modulation output By using Bernstein’s inequality and (4.13),
we have
‖QσPM
(
vM3Q&M43 vM3vM3
)
‖L2xL2t . σ
1
2M
1
4M
− 13
4
3 ‖vM3‖U2S‖vM3‖U2S‖vM3‖U2S .
Hence, by considering the interval summation, we obtain∑
J⊂I
|J|=M4s+23
‖Qσf
M3
9 ‖L2t,x .
(
M4s+2M−4s−23
)
σ
1
2M
1
4M
− 13
4
3 M
−3s
3 ‖uM3‖
3
Xs
=M4s+
9
4M
−7s− 21
4
3 σ
1
2 ‖uM3‖
3
Xs ,
or equivalently∑
J⊂I
|J|=M4s+23
‖Qσf
M3
9 ‖X˙0,−
1
2
,1 .M
4s+ 9
4M
−7s− 21
4
3 ‖uM3‖
3
Xs .
By summing over M4 ≤ σ ≤M43 , we obtain∑
M4≤σ.M43
∑
J⊂I
|J|=M4s+23
‖Qσf
M3
9 ‖X˙0,−
1
2
,1 .M
4s+ 9
4M
−7s− 21
4
3 ln
(
M3
M
)
‖uM3‖
3
Xs .
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Hence, the summation with respect to M3 can be handled with s > −
3
4 . After
summation with respect to M3, we obtain∑
M≪M3
∑
J⊂I
|J|=M4s+23
‖QM4≤σ.M43 f
M3
9 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs.(4.14)
High modulation output. In this case, we need to estimate the output local-
ized at modulations σ ≫M43 . In order to obtain such an output at least one of the
inputs should have modulation at least σ. We assume that the conjugated factor
has modulation σ. This is the worst case since, for the remaining case, we can use
the bilinear estimates. By using Bernstein’s inequality, we have
‖QσPM
(
vM3QσvM3vM3
)
‖L2tL2x . σ
1
2M
1
4 ‖vM3QσvM3vM3‖
L
4
3
x L1t
.
By applying local smoothing estimate, maximal function estimate and high modu-
lation bound, we have
‖QσPM
(
vM3QσvM3vM3
)
‖L2tL2x .σ
1
2M
1
4M
− 3
2
3 M
1
4
3 σ
− 1
2 ‖vM3‖U2S
=M
1
4M
− 5
4
3 ‖vM3‖
3
U2
S
.
By considering the interval summation, we obtain∑
J⊂I
|J|=M4s+23
‖Q≫M43 f
M3
9 ‖X˙0,−
1
2
,1 .
∑
J⊂I
|J|=M4s+23
∑
σ&M43
‖Qσf
M3
9 ‖X˙0,−
1
2
,1
.
(
M4s+2M−4s−23
)
M
1
4M
− 13
4
−3s
3 ‖uM3‖
3
Xs
=M4s+
9
4M
−7s− 21
4
3 ‖uM3‖
3
Xs ,
which is summable with respect to M3 if s ≥ −
3
4 . After summation with respect
to M3, we obtain∑
M≪M3
∑
J⊂I
|J|=M4s+23
‖Q≫M43 f
M3
9 ‖X˙0,−
1
2
,1 .M
−3−3s‖u‖3Xs .(4.15)
Therefore, by combining the intermediate modulation case (4.14) and high modu-
lation case (4.15), we have
‖Q≥M4f9‖ .M
−3−3s‖u‖3Xs.

5. Conservation of the Hs energy
In this section, we want to show the conservation of the Hs energy. We are
inspired by the method that is analogous to that in Colliander-Keel-Staffilani-
Takaoka-Tao [6] and follow the argument in Koch-Tataru [13]. To obtain the energy
estimate, we use the I-method with correction term.
We first define the Hs energy:
E0 (u) = 〈a (D)u, u〉 .
For the Hs energy conservation, we want to choose the symbol a (ξ) =
(
1 + ξ2
)s
,
but as in [13], we allow a slightly larger class of symbols.
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Definition 5.1. Let ǫ > 0, s ∈ R. Then Ssǫ is the class of spherically symmetric
symbols with the following properties:
(i) Slowly varying condition: For |ξ| ≈ |ξ′|, we have
a (ξ) ≈ a (ξ′) .
(ii) symbol regularity,
|∂αa (ξ)| . a (ξ)
(
1 + ξ2
)−α
2 .
(iii) decay at infinity,
s− ǫ ≤
log a (ξ)
log (1 + ξ2)
≤ s+ ǫ.
Here ǫ is a small parameter.
The main goal of this section is to obtain the following energy bound.
Proposition 5.2. Let − 34 < s < −
1
2 and u be a solution to (4NLS) with
‖u‖ℓ2
N
L∞t H
s ≪ 1.
Then we have
‖u‖ℓ2NL∞t Hs . ‖u0‖Hs + ‖u‖
3
Xs.(5.1)
We define the energy functional
E0 (u) = ‖u‖
2
Ha = 〈a(D)u, u〉L2x .
By differentiating this energy under the (4NLS) flow, we have
d
dt
E0 (u) = 2ℜ
∫
ξ1−ξ2+ξ3−ξ4=0
ia (ξ1) û (ξ1) û (ξ2) û (ξ3) û (ξ4) .
By symmetrizing above integral, we have
d
dt
E0 (u) =
1
2
ℜ
∫
ξ1−ξ2+ξ3−ξ4=0
i (a (ξ1)− a (ξ2) + a (ξ3)− a (ξ4)) û (ξ1) û (ξ2) û (ξ3) û (ξ4)
We want to cancel this term by adding the correction term E1 (u), where E1 (u)
has the form
E1 (u) =
∫
ξ1−ξ2+ξ3−ξ4=0
b4 (ξ1, . . . , ξ4) û (ξ1) û (ξ2) û (ξ3) û (ξ4) ,
where the function b4 is symmetric under the even ξj indices, or of the odd ξj
indices. The b4 will be determined later. The role of b4 is to make a cancelation.
Observe that
d
dt
E1 (u) =
∫
ξ1−ξ2+ξ3−ξ4=0
ib4 (ξ1, . . . , ξ4)
(
ξ41 − ξ
4
2 + ξ
4
3 − ξ
4
4
)
û (ξ1) û (ξ2) û (ξ3) û (ξ4)
+4ℜ
∫
ξ1−ξ2+ξ3−ξ4=0
ib4 (ξ1, ξ2, ξ3, ξ4) û (ξ1) û (ξ2) û (ξ3) |̂u|2u (ξ4) .
To cancel the first integral in ddtE1 (u), we choose b4 as follows:
b4 (ξ1, . . . , ξ4) = −
a (ξ1)− a (ξ2) + a (ξ3)− a (ξ4)
i (ξ41 − ξ
4
2 + ξ
4
3 − ξ
4
4)
, on P4 = {ξ1 − ξ2 + ξ3 − ξ4 = 0} .
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In this situation, a resonant interaction does not appear. Later in Proposition 5.3,
we will show that the multiplier b4 should be fully nonresonant.
Therefore by using the above calculations, we have
Λ6 (u(t)) :=
d
dt
(E0 + E1) (u)
=4ℜ
∫
ξ1−ξ2+ξ3=ξ
ξ4−ξ5+ξ6=ξ
ib4 (ξ1, ξ2, ξ3, ξ) û (ξ1) û (ξ2) û (ξ3) û (ξ4) û (ξ5) û (ξ6) .
(5.2)
Before we prove the energy estimate, we prove the following multiplier estimate (5.5)
that shows the multiplier b4 is fully nonresonant. In order to estimate the correction
term E1 (u) and the derivative of modified energy
d
dt (E0 + E1), we need to obtain
the size of b4. Originally, b4 is defined only on the diagonal {ξ1 − ξ2 + ξ3 − ξ4 = 0}.
In order to separate variables, we want to extend it off diagonal in a smooth way.
Before stating the Lemma 5.3, we recall the following two mean value formulas:
if |η|, |λ| ≪ |ξ|, then
|a(ξ + η)− a(ξ)| . |η| sup
|ξ′|≈|ξ|
|a′ (ξ′)| ,(5.3)
and
|a (ξ + η + λ)− a (ξ + η)− a (ξ + λ) + a (ξ)| . |η||λ| sup
|ξ′|≈|ξ|
∣∣∣a′′ (ξ′)∣∣∣ .(5.4)
Proposition 5.3. Let a be a multiplier in Ssǫ . Then for each dyadic M1 ≤ M2 ≤
M3 there is an extension of b4 from the diagonal set
{(ξ1, ξ2, ξ3, ξ4) ∈ P4, |ξ1| ≈M1, |ξ2| ≈M2, |ξ3|, |ξ4| ≈M3}
to the full dyadic set
{|ξ1| ≈M1, |ξ2| ≈M2, |ξ3|, |ξ4| ≈M3}
which satisfies the size and regularity conditions∣∣∣∂β1ξ1 ∂β2ξ2 ∂β3ξ3 ∂β4ξ4 b4 (ξ1, ξ2, ξ3, ξ4)∣∣∣ . a (M1)M−12 M−33 M−β11 M−β22 M−β3−β43(5.5)
The implicit constants are independent of M1,M2,M3.
The proof of Proposition 5.3 is analogous to the proof of the Proposition 5.2 in
[13]. The only difference is that the stronger dispersion produces an extra smoothing
effect as much as M23 . For reader’s convenience, we present the proof in detail.
Proof. Observe that on P4 resonance function admits the following factorization
ξ41 − ξ
4
2 + ξ
4
3 − ξ
4
4 = (ξ4 − ξ1) (ξ4 − ξ3)
(
ξ21 + ξ
2
2 + ξ
2
3 + ξ
4
4 + 2 (ξ1 + ξ3)
2
)
along with all versions of it due to the symmetries of P4. For the proof, see [16].
We consider several cases:
(i) M1 ≪M2 ≤M3. Then the extension of b4 is defined using the formula
b4 (ξ1, ξ2, ξ3, ξ4) =
a(ξ1)− a(ξ2) + a(ξ3)− a(ξ4)
(ξ4 − ξ1)(ξ1 − ξ2)
(
ξ21 + ξ
2
2 + ξ
2
3 + ξ
4
4 + 2 (ξ1 + ξ3)
2
)
and its size and regularity properties are easily followed from |ξ4 − ξ1| ≈ M3 and
|ξ1 − ξ2| ≈M2.
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(ii) M1 ≈M2 ≪M3. Then the extension of b4 is defined by
b4 (ξ1, ξ2, ξ3, ξ4) =
a(ξ1)− a(ξ2)
(ξ1 − ξ2)(ξ4 − ξ1)
(
ξ21 + ξ
2
2 + ξ
2
3 + ξ
4
4 + 2 (ξ1 + ξ3)
2
)
−
a(ξ3)− a(ξ4)
(ξ3 − ξ4)(ξ4 − ξ1)
(
ξ21 + ξ
2
2 + ξ
2
3 + ξ
4
4 + 2 (ξ1 + ξ3)
2
) .
Observe that |ξ4 − ξ1| ≈ M3 and the remaining quotients exhibits cancellation
properties. More precisely, by using the mean value formula (5.3) , we have∣∣∣∣a(ξ1)− a(ξ2)ξ1 − ξ2
∣∣∣∣ . a (M1)M1 and
∣∣∣∣a(ξ3)− a(ξ4)ξ3 − ξ4
∣∣∣∣ . a (M3)M3 .
(iii) M1 ≈M2 ≈M3. Then the extension of b4 is defined by
b4 (ξ1, ξ2, ξ3, ξ4) = −
a(ξ4 − (ξ4 − ξ3)− (ξ4 − ξ1))− a(ξ4 − (ξ4 − ξ3))− a(ξ4 − (ξ4 − ξ1)) + a(ξ4)
(ξ4 − ξ1) (ξ4 − ξ3)
(
ξ21 + ξ
2
2 + ξ
2
3 + ξ
4
4 + 2 (ξ1 + ξ3)
2
) .
In this case, the resonant interaction is the most serious. But we can also use the
cancellation properties. More precisely, by using the double mean value theorem
(5.4), we have∣∣∣∣a(ξ4 − (ξ4 − ξ3)− (ξ4 − ξ1))− a(ξ4 − (ξ4 − ξ3))− a(ξ4 − (ξ4 − ξ1)) + a(ξ4)(ξ4 − ξ1) (ξ4 − ξ3)
∣∣∣∣ . a(M3)M23 .

The effect of E1 to the modified energy is easily controlled by E0.
Proposition 5.4. Let a ∈ Ssǫ with s+ ǫ < −
1
2 . Then we have
|E1 (u)| . E0 (u)
2
.(5.6)
Proof. We may assume the functions ûj are nonnegative. By using the Lemma 5.3,
we have
|E1 (u)| =
∣∣∣∣∫
P4
b4 (ξ1, . . . , ξ4) û (ξ1) û (ξ2) û (ξ3) û (ξ4)
∣∣∣∣
.
∑
N1,N2,N3,N4:
{N1,N2,N3,N4}={Nmin,Nmed,Nmax,Nmax}
a (Nmin)
NmedN3max
‖uN1uN2uN3uN4‖L1x .
We may assume N1 ≤ N2 ≤ N3 ≈ N4 by using the symmetry. Therefore, we focus
on the summation:∑
1≤N1≤N2≤N3≈N4
a (N1)
N2N33
‖uN1uN2uN3uN4‖L1x
.
∑
1≤N1≤N2≤N3≈N4
a (N1)
N2N33
‖uN1‖L∞x ‖uN2‖L∞x ‖uN3‖L2x‖uN4‖L2x .
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By using Bernstein’s inequality, we have
∑
1≤N1≤N2≤N3≈N4
a (N1)
N2N33
N
1
2
1 N
1
2
2 ‖uN1‖L2x‖uN2‖L2x‖uN3‖L2x‖uN4‖L2x
.E0 (u)
2
∑
1≤N1≤N2≤N3≈N4
a (N1)
1
2
N33
N
1
2
1 N
− 1
2
2
a (N2)
1
2 a (N3)
.
The remaining summation with respect to N1, N2, N3 is easily handled. In fact, it
is enough to assume s > − 76 . 
Proposition 5.5. Let a ∈ Ssǫ with s+ ǫ < −
1
2 and s > −
3
4 . Then we have∣∣∣∣∣∣
1∫
0
R6 (u) dt
∣∣∣∣∣∣ . ‖u‖6Xs.
Proof. We consider a dyadic decomposition and represent the above integral in the
frequency side as a dyadic sum of terms of the form∫ 1
0
∫
ξ1−ξ2+ξ3=ξ
ξ4−ξ5+ξ6=ξ
|ξ|≈N
b4 (ξ1, ξ2, ξ3, ξ) ûN1 (ξ1) ûN2 (ξ2)ûN3 (ξ3)ϕN (ξ)
(
ûN4 (ξ4)ûN5 (ξ5) ûN6 (ξ6)
)
dt.
Here ϕN is the Fourier multiplier for PN . There are two cases to consider:
Case 1: N ≪ N4, N5, N6. Then for the frequency N factor we take advantage
of Lemma 4.2. We denote
{N,N1, N2, N3} = {M1,M2,M3,M3} , M1 ≤M2 ≤M3,
and
fN = χI
∑
N4,N5,N6:
N≪N4,N5,N6
PN (uN4uN5uN6 ) , |I| = N
4s+2.
Since b4 is smooth in each variable on the corresponding dyadic scale, we can expand
it into a rapidly convergent Fourier series. This allows us to separate variables and
reduce the problem to the case when b4 is of product type
b4 (ξ1, ξ2, ξ3, ξ) =
a (M1)
M2M33
χ1 (ξ1)χ
2 (ξ2)χ
3 (ξ3)χ
0 (ξ) ,
where χj ’s are unit size bump functions which are smooth on the respective dyadic
scales . Since the symbol χj (D) are bounded in U2S space, we can discard χ
1, χ2 and
χ3 and incorporate χ0 into PN . In the following, we drop the complex conjugate
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sign. Therefore, we have reduced the problem to the case∑
{N,N1,N2,N3}
={M1,M2,M3,M3}
a (M1)
M2M33
∫ 1
0
∫
R
uN1uN2uN3
∑
N4,N5,N6:
N≪N4,N5,N6
PN (uN4uN5uN6) dx dt
=
∑
{N,N1,N2,N3}
={M1,M2,M3,M3}
a (M1)
M2M33
∑
I⊂[0,1]
|I|=N4s+2
∫
I
∫
R
uN1uN2uN3fN dx dt
=
∑
{N,N1,N2,N3}
={M1,M2,M3,M3}
Λ1.
We decompose fN into low modulation output and high modulation output
Q.M43
∑
N≪N4,N5,N6
χIPN (uN4uN5uN6) +Q≫M43
∑
N≪N4,N5,N6
χIPN (uN4uN5uN6)
Subcase 1.a N = M3. First, we consider the low modulation output. For the
L1tL
2
x term in fN , we estimate uM1 , uM2 in L
∞
t,x and uM3 in L
∞
t L
2
x by using the
Bernstein’s inequality and Lemma 4.2:
|Λ1| .
a (M1)
M2M33
M−4s−23 sup
I⊂[0,1]
|I|=M4s+23
∣∣∣∣∣∣
∫
I
∫
R
uM1uM2uM3Q.M43 fN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−23 sup
I⊂[0,1]
|I|=M4s+23
‖χIuM1‖L∞t,x‖χIuM2‖L∞t,x‖χIuM3‖L∞t L2x‖Q.M43 fN‖L1tL2x
.
a (M1)
M2M33
M−4s−23
(
M
1
2
1 M
1
2
2
) (
M−s3 M
−s
2 M
−s
1
)
M−3−3s3 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs
.M−8s−83 a (M1)M
−s+ 1
2
1 M
− 1
2
−s
2 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs.
Therefore, we consider the summation∑
M1≤M2≤M3
M−8s−83 a (M1)M
−s+ 1
2
1 M
− 1
2
−s
2 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs .
This summation can be dealt with s ≥ − 1718 .
For the L
4
3
xL1t term in fN , we estimate uM1 , uM2 in L
∞ and uM3 in L
4
xL
∞
t . Then
by using Bernstein’s inequality, maximal function estimate and Lemma 4.2, we
obtain
|Λ1| .
a (M1)
M2M33
M−4s−23 sup
I⊂[0,1]
|I|=M4s+23
∣∣∣∣∣∣
∫
I
∫
R
uM1uM2uM3Q.M43 fN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−23 sup
I⊂[0,1]
|I|=M4s+23
‖χIuM1‖L∞t,x‖χIuM2‖L∞t,x‖χIuM3‖L4xL∞t ‖Q.M43 fN‖L
4
3
x L1t
.
a (M1)
M2M33
M−4s−23
(
M
1
2
1 M
1
2
2 M
1
4
3
) (
M−s3 M
−s
2 M
−s
1
)
M
− 13
4
−3s
3 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs ,
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which gives the same result as in the previous case. Therefore, the summation with
respect to M1,M2,M3 can be dealt with s ≥ −
17
18 .
For the high modulation part of fN at modulation σ ≫ M43 , we observe that
at least one of three factors χIuM1 , χIuM2 , χIuM3 must have modulation at least
σ ≫M43 . We may assume Qσ (χIuM1). This is the worst case. We bound QσχIuM1
in L2 and the other two uM2 , uM3 in L
∞. Observe that
|Λ1| .
a (M1)
M2M33
M−4s−23 sup
I⊂[0,1]
|I|=M4s+23
∣∣∣∣∣∣
∑
σ≫M43
∫
R
∫
R
χIuM1χIuM2χIuM3QσfN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−23
(
M
1
2
2 M
1
2
3
) (
M−s1 M
−s
2 M
−s
3
)
M−3−3s3 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs
.a (M1)M
−s
1 M
− 1
2
−s
2 M
−8s− 15
2
3 ‖uM1‖Xs‖uM2‖Xs‖uM3‖Xs‖u‖
3
Xs .
The summation with respect to M1,M2,M3 is handled if s ≥ −
8
9 .
Subcase 1.b N = M2 ≪ M3. First, we consider the low modulation output.
For the L1tL
2
x term in Q.M43 fN , we estimate uM1uM3uM3 in L
2
t,x. By considering
the interval summation loss and using the Bernstein inequality, Lemma 4.2, we have
|Λ1| .
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
∣∣∣∣∣∣
∫
I
∫
R
uM1uM3uM3Q.M43 fN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
‖χIuM1uM3uM3‖L2tL2x(I×R)‖Q.M43 fN‖L2tL2x
.
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
 ∑
J⊂I
|J|=M4s+23
‖χJuM1uM3uM3‖
2
L2tL
2
x(J×R)

1
2
M23 ‖Q.M43 fN‖L1tL2x
.
a (M1)
M2M33
M−4s−22
(
M4s+22 M
−4s−2
3
) 1
2 sup
J⊂[0,1]
|J|=M4s+23
‖χJuM1uM3‖L2t,x‖χJuM3‖L∞t,xM
2
3M
−3−3s
2 ‖u‖
3
Xs .
Hence, by using the bilinear estimates and Bernstein’s inequality, we have
|Λ1| .
a (M1)
M2M33
(
M−2s−12 M
−2s−1
3
) (
M−s1 M
−s
3 M
−s
3
)
M
− 3
2
3 M
1
2
3 M
2
3M
−3−3s
2 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs
.a (M1)M
−s
1 M
−5s−5
2 M
−4s−3
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Therefore, the summation with respect to M1,M2,M3 is handled if s ≥ −
3
4 .
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Next, we consider the L
4
3
xL1t term in fN . By considering the interval summation
loss and using the Bernstein’s inequality, Lemma 4.2, we have
|Λ1| .
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
∣∣∣∣∣∣
∫
I
∫
R
uM1uM3uM3Q.M43 fN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
‖χIuM1uM3uM3‖L2tL2x(I×R)‖Q.M43 fN‖L2tL2x
.
a (M1)
M2M33
M−4s−22
(
M4s+22 M
−4s−2
3
) 1
2
× sup
J⊂[0,1]
|J|=M4s+23
‖χJuM1uM3‖L2t,x‖χJuM3‖L∞t,x
(
M43
) 1
2 N
1
4 ‖Q.M43 fN‖L
4
3
x L
1
t
.
a (M1)
M2M33
M−4s−22
(
M4s+22 M
−4s−2
3
) 1
2
× sup
J⊂[0,1]
|J|=M4s+23
‖χJuM1uM3‖L2t,x‖χJuM3‖L∞t,xM
2
3M
1
4
2 M
− 13
4
−3s
2 ‖u‖
3
Xs.
Hence, by using the bilinear estimates and Bernstein inequality, we have
|Λ1| . a (M1)M
−s
1 M
−5s−5
2 M
−4s−3
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
This summation with respect to M1,M2,M3 is also handled if s ≥ −
3
4 .
For the high modulation part of fN at modulation σ ≫M43 , we observe that one
of three factors χIuM1 , χIuM3 , χIuM3 must have modulation at least σ. We may
assume Qσ (χIuM1). This is the worst case. We bound Qσ (χIuM1) in L
2 and the
other two χIuM2 , χIuM3 in L
∞. Observe that
|Λ1| .
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
∣∣∣∣∣∣
∑
σ≫M43
∫
R
∫
R
χIuM1χIuM3χIuM3QσfN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
∑
σ≫M43
‖Qσ (χIuM1)χIuM3χIuM3‖L2tL2x(I×R)‖QσfN‖L2tL2x
.
a (M1)
M2M33
M−4s−22 sup
I⊂[0,1]
|I|=M4s+22
∑
σ≫M43
 ∑
J⊂I
|J|=M4s+23
‖Qσ (χIuM1)uM3uM3‖
2
L2tL
2
x(J×R)

1
2
‖QσfN‖L2tL2x
.
a (M1)
M2M33
(
M−2s−12 M
−2s−1
3
)
× sup
I⊂[0,1]
|I|=M4s+22
∑
σ≫M43
sup
J⊂I
|J|=M4s+23
‖Qσ (χIuM1) ‖L2t,x‖χJuM3‖L∞t,x‖χJuM3‖L∞t,x‖QσfN‖L2tL2x .
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Hence, by using Bernstein inequality, we have
|Λ1| .
a (M1)
M2M33
(
M−2s−12 M
−2s−1
3
) (
M−s1 M
−s
3 M
−s
3
)
M3M
−3−3s
2 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs
.a (M1)M
−s
1 M
−5s−5
2 M
−4s−3
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Hence, the summation with respect to M1,M2,M3 is also handled if s ≥ −
3
4 .
Subcase 1.c N = M1 ≪ M2. First, we consider the low modulation output.
For the L1tL
2
x term in fN , we estimate uM2uM3uM3 in L
2
t,x. By considering the
interval summation loss with square summability and using Lemma 4.2, we have
|Λ1| .
a (M1)
M2M33
M−4s−21 sup
I⊂[0,1]
|I|=M4s+21
∣∣∣∣∣∣
∫
I
∫
R
uM2uM3uM3Q.M43 fN dx dt
∣∣∣∣∣∣
.
a (M1)
M2M33
M−4s−21 sup
I⊂[0,1]
|I|=M4s+21
‖χIuM2uM3uM3‖L2tL2x(I×R)‖Q.M43 fN‖L2tL2x
.
a (M1)
M2M33
M−2s−11 M
−2s−1
3 sup
J⊂[0,1]
|J|=M4s+23
‖χJuM2uM3‖L2t,x‖χJuM3‖L
∞
t,x
M23 ‖Q.M43 fN‖L1tL2x .
Observe that even if M2 ≈ M3 as two of the M3 sized frequencies should be M3
separatd in order for output frequency to be localized at N . Therefore, by using
the bilinear estimates and Lemma 4.2, we have
|Λ1| .
a (M1)
M2M33
(
M−2s−11 M
−2s−1
3
) (
M−s2 M
−s
3 M
−s
3
)
M
− 3
2
3 M
1
2
3 M
2
3M
−3−3s
1 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs
.a (M1)M
−5s−4
1 M
−1−s
2 M
−4s−3
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Therefore, the summation with respect to M1,M2,M3 is handled if s ≥ −
3
4 .
For the L
4
3
xL1t term in fN , we can proceed as in Subcase 1.b. In this case, the
summation with respect to M1,M2,M3 is handled if s ≥ −
3
4 .
For the high modulation part of fN at modulation σ ≫M43 , we observe that one
of three factors uM2 , uM3 , uM3 must have modulation at least σ. We may assume
QσuM2 . This is the worst case. We bound QσuM2 in L
2 and the other two uM3 , uM3
in L∞. By proceeding as in Subcase 1.b, we obtain
|Λ1| . a (M1)M
−5s−4
1 M
−1−s
2 M
−4s−3
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Hence, the summation with respect to M1,M2,M3 is also handled if s ≥ −
3
4 .
Case 2. N & min {N4, N5, N6}. Without loss of generality we may assume
N1 ≤ N2 ≤ N3, N4 ≤ N5 ≤ N6.
Then we must have
N4 . N . N3
We denote
{N,N1, N2, N3} = {M1,M2,M3,M3} , M1 ≤M2 ≤M3.
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We may expand the Fourier multiplier ϕN for PN into a Fourier integral. For a
Schwartz function ρN , we have
ϕN (ξ) =
∫
ρN (y)e
iξy dy =
∫
ρN (y)e
iξ4ye−iξ5yeiξ6y dy, ξ = ξ4 − ξ5 + ξ6.(5.7)
Here we can separate the exponential into three factors since in the domain of inte-
gration we have ξ = ξ4−ξ5+ξ6. The complex exponentials are bounded symbols and
thus bounded on U2S . Therefore it can be harmlessly absorbed into uN4, uN5 , uN6.
Moreover we have ‖ρN‖L1 . 1 uniformly in N . Plugging in the expression (5.5) and
absorbing the factors originating from (5.7) into the ûi, we are left with estimating∑
N,N1,N2,N3,N4,N5,N6:
{N,N1,N2,N3}={M1,M2,M3,M3}
a (M1)
M2M33
∫ 1
0
∫
R
uN1uN2uN3uN4uN5uN6 dx dt
=
∑
N,N1,N2,N3,N4,N5,N6:
{N,N1,N2,N3}={M1,M2,M3,M3}
Λ2.
Subcase 2.a N = M3. In this case we have N4 . N = M3, N = M3 . N6.
Subcase 2.a.i N6 ≈ N5 ≫M3. We use the bilinear estimates for the products
uM3uN5 and uN4uN6 and the L
∞ bound for uM1 , uM2 . Then by considering the
interval summation loss N−4s−26 , we have
|Λ2| .
a (M1)
M2M33
N−4s−26
(
M−s1 M
−s
2 M
−s
3 N
−s
4 N
−2s
6
) (
M
1
2
1 M
1
2
2
)(
N
− 3
2
6 N
− 3
2
6
) 3∏
j=1
‖uMj‖Xs‖uN4‖Xs‖uN6‖
2
Xs
.a (M1)M
1
2
−s
1 M
− 1
2
−s
2 M
−s−3
3 N
−s
4 N
−6s−5
6
3∏
j=1
‖uMj‖Xs‖uN4‖Xs‖uN6‖
2
Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
5
6 .
Subcase 2.a.ii N5 ≤ N6 ≈ M3 and M2 ≪ M3. Then we use the bilinear
estimates for uM2uM3 and L
∞ bound for uM1 and the L
6 Strichartz estimate for
the uN4, uN5 , uN6. By considering the interval summation loss, we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s1 M
−s
2 M
−s
3 N
−s
4 N
−s
5 M
−s
3
)
M
− 3
2
3 M
1
2
1
(
N
− 1
3
4 N
− 1
3
5 M
− 1
3
3
)
×
3∏
j=1
‖uMj‖Xs‖uN4‖Xs‖uN5‖Xs‖uM3‖Xs
.a (M1)M
1
2
−s
1 M
−1−s
2 M
−6s− 41
6
3 N
−s− 1
3
4 N
−s− 1
3
5 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
15
16 .
Subcase 2.a.iii N5 ≤ N6 ≈ M3 and M2 ≈ M3. In this case, we use the L6
Strichartz estimate for all the factors. Then we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s1 M
−2s
3 N
−s
4 N
−s
5 M
−s
3
) (
M
− 1
3
1 M
− 2
3
3 N
− 1
3
4 N
− 1
3
5 M
− 1
3
3
) 6∏
j=1
‖uMj‖Xs
.a (M1)M
−s− 1
3
1 N
−s− 1
3
4 N
−s− 1
3
5 M
−7s−7
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs.
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
23
27 .
Subcase 2.b N = M2 ≪M3. In this case we have N4 . N =M2.
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Subcase 2.b.i N6 ≈ N5 ≫ M3. In this case, we use the bilinear estimates for
the products uM3uN5 and uN4uN6 and the L
∞ bound for uM1 , uM3 . Then we have
|Λ2| .
a (M1)
M2M33
N−4s−26
(
M−s1 M
−2s
3 N
−s
4 N
−2s
6
) (
M
1
2
1 M
1
2
3
)(
N
− 3
2
6 N
− 3
2
6
)
‖u‖4Xs‖uN6‖
2
Xs
.a (M1)M
−s+ 1
2
1 M
−1
2 M
−2s− 5
2
3 N
−s
4 N
−6s−5
6 ‖u‖
4
Xs‖uN6‖
2
Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
5
6 .
Subcase 2.b.ii N5 ≤ N6 ≈M3. Then we use the bilinear estimates for uM1uM3
and L∞ bound for uM3 and the L
6 Strichartz estimate for the uN4 , uN5 , uN6. Then
we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s1 M
−2s
3 N
−s
4 N
−s
5 M
−s
3
)
M
− 3
2
3 M
1
2
3
(
N
− 1
3
4 N
− 1
3
5 M
− 1
3
3
)
‖u‖4Xs‖uN6‖
2
Xs
.a (M1)M
−s
1 M
−1
2 M
−7s− 19
3
3 N
−s− 1
3
4 N
−s− 1
3
5 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs.
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
5
6 .
Subcase 2.b.iii N5 ≤ N6 ≪M3. In this case, we use the bilinear estimates for
the products uM3uN5 and uM3uN6 and the L
∞ bound for uM1 , uN4. Then we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s1 M
−2s
3 N
−s
4 N
−s
5 N
−s
6
) (
M
1
2
1 N
1
2
4
)(
M
− 3
2
3 M
− 3
2
3
)
‖u‖4Xs‖uM3‖
2
Xs
.a (M1)M
−s+ 1
2
1 M
−1
2 N
−s+ 1
2
4 N
−s
5 N
−s
6 M
−6s−8
3 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs.
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
17
18 .
Subcase 2.c N = M1 ≪M2. In this case we have N4 . N = M1.
Subcase 2.c.i N6 ≈ N5 ≫ M3. We use the bilinear estimates for the products
uM3uN5 and uM3uN6 and the L
∞ bound for uM2 , uN4. Then we have
|Λ2| .
a (M1)
M2M33
N−4s−26
(
M−s2 M
−2s
3 N
−s
4 N
−2s
6
) (
M
1
2
2 N
1
2
4
)(
N
− 3
2
6 N
− 3
2
6
)
‖u‖4Xs‖uN6‖
2
Xs
.a (M1)M
− 1
2
−s
2 N
1
2
−s
4 M
−2s−3
3 N
−6s−5
6 ‖u‖
4
Xs‖uN6‖Xs‖uN6‖Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
5
6 .
Subcase 2.b.ii N5 ≤ N6 ≈M3. Then we use the bilinear estimates for uN4uM3
and L∞ bound for uM2 and the L
6 Strichartz estimate for the uM3 , uN5 , uN6. Then
we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s2 M
−2s
3 N
−s
4 N
−s
5 M
−s
3
)
M
− 3
2
3 M
1
2
2
(
M
− 1
3
3 N
− 1
3
5 M
− 1
3
3
)
‖u‖4Xs‖uN6‖
2
Xs
.a (M1)M
− 1
2
−s
2 M
−7s− 43
6
3 N
−s
4 N
−s− 1
3
5 ‖uM3‖Xs‖uM3‖Xs‖u‖
4
Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
8
9 .
Subcase 2.b.iii N5 ≤ N6 ≪M3. In this case, we use the bilinear estimates for
the products uM3uN5 and uM3uN6 and the L
∞ bound for uM2 , uN4. Then we have
|Λ2| .
a (M1)
M2M33
M−4s−23
(
M−s2 M
−2s
3 N
−s
4 N
−s
5 N
−s
6
) (
M
1
2
2 N
1
2
4
)(
M
− 3
2
3 M
− 3
2
3
)
‖u‖4Xs‖uM3‖
2
Xs
.a (M1)M
−s− 1
2
2 N
−s+ 1
2
4 N
−s
5 N
−s
6 M
−6s−8
3 ‖uM3‖
2
Xs‖u‖
4
Xs .
Hence the summation with respect to N,N1, . . . , N6 is handled if s ≥ −
17
18 . 
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To finish the proof of energy estimate, we need to choose suitable symbol a (ξ)
in the previous sections. As in [13], we need the following sequence:
β0N =
N2s‖u0,N‖2L2
‖u0‖2Hs
βN =
∑
M
2−
ǫ
2
| logN−logM|β0M .
These βN satisfy the following property
(i) N2s‖u0,N‖2L2 . βN‖u0‖
2
Hs ,
(ii)
∑
βN . 1,
(iii) βN is slowly varying in the sense that
| log2 βN − log2 βM | .
ǫ
2
| log2N − log2M |.
We want to show that
sup
t
Ns0‖uN0 (t) ‖L2 . β
1
2
N0
(
‖u0‖Hs + ‖u‖
3
Xs
)
.(5.8)
Then by using the property (ii) we can conclude Proposition 5.2
To prove (5.8) for some frequency N0 we choose
aN = N
2smax
{
1, β−1N02
−ǫ| log2 N−log2 N0|
}
Correspondingly we take a function a (ξ) ∈ Ssǫ so that
a (ξ) ≈ aN , |ξ| ≈ N.
Then from the slowly varying condition, we obtain∑
N
aN‖u0,N‖
2
L2x
.
∑
N
N2s‖u0,N‖
2
L2x
+ 2−ǫ| log2 N−log2 N0|N2sβ−1N0‖u0,N‖
2
L2x
. ‖u0‖
2
Hs .
From ‖u‖ℓ2
N
L∞t H
s ≪ 1, we have sup
t
E0 (u(t))≪ 1. Recall that
d
dt
(E0 + E1) (u) = Λ6 (u(t)) .
From Proposition 5.4 the contribution of E1 to the energy is controlled by E0. Also,
we use the energy estimate in Proposition 5.5 for this choice of a. Therefore, we
obtain (∑
N
a (N) ‖uN (t) ‖
2
L2x
) 1
2
. ‖u0‖Hs + ‖u‖
3
Xs .
At fixed frequency N = N0, we obtain (5.8).
6. Proof of Theorem 1.1
In this section we prove our main Theorem 1.1. The remaining part is just to do
standard bootstrapping argument with trilinear estimate (4.1) and energy estimate
(5.1). Our method is similar to the argument in Koch-Tataru [13]. Before we prove
Theorem 1.1, we collect ingredients we need:
Linear: ‖u‖Xs .‖u‖ℓ2L∞t Hsx + ‖|u|
2u‖Y s (2.5) ,
Nonlinear: ‖|u|2u‖Y s .‖u‖
3
Xs (4.1) ,
Energy: ‖u‖ℓ2L∞t Hsx .‖u0‖Hs + ‖u‖
3
Xs (5.2) .
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As we mentioned in Remark 1.3, by rescaling the problem we consider small initial
data. Let ǫ > 0 be a small constant and suppose ‖u0‖Hs(R) < ǫ. Take a small δ so
that ǫ≪ δ ≪ 1. We denote by A the set
A =
{
T ∈ [0, 1]; ‖u‖ℓ2NL∞t Hs([0,T ]×R) ≤ 2δ, ‖u‖Xs([0,T ]×R) ≤ 2δ
}
.
We want to show that A = [0, 1]. Clearly A is not empty and 0 ∈ A. We need
to prove that it is closed and open. From the definition, the norms used in A are
continuous with respect to T and hence A is closed.
Let T ∈ A. By using Proposition 5.2, we have
‖u‖ℓ2
N
L∞t H
s([0,T ]×R) . ǫ+ δ
3,
and by Proposition 2.5 and 4.1, we have
‖u‖Xs([0,T ]×R) . ǫ+ δ
3.
Hence by taking ǫ and δ sufficiently small, we conclude that
‖u‖ℓ2NL∞t Hs([0,T ]×R) ≤ δ, ‖u‖Xs([0,T ]×R) ≤ δ.
Since the norms are continuous with respect to T , it follows that a neighborhood
of T is in A. Therefore A = [0, 1] and hence we prove Theorem 1.1 .
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