ABSTRACT Handheld mobile devices referring to mobile phones and tablets become the major output medium for augmented reality (AR), which have seen significant growth in popularity and usage among the public due to the growing release of consumer-oriented communication products nowadays, especially touchscreen smartphones. Unlike traditional desktop or tabletop AR (large display-based) and head-mounted display-based AR systems, small display-based AR (handheld mobile display) requires different interaction techniques that mostly utilize single-hand interaction as well as the limitation of small screen display and limited activity time due to the battery operation hour of handheld mobile devices. However, in handheld mobile AR, research is still lacking, especially research that focuses on 3D interaction in handheld mobile AR for virtual object manipulation. Thus, this paper provides an overview of 3D interaction techniques in handheld mobile AR with critical analysis. First, we describe three main interaction technique categories that applicable in handheld mobile AR, which is touch-based interaction, mid-air gestures-based interaction, and device-based interaction techniques, of their basic concepts on 3D object manipulation. Then, we classify and systematize the highlighted techniques and discuss the advantages and drawbacks of each. Previous studies for widely used techniques have been studied comprehensively. We then draw up a comparison among the different techniques based on the important elements considered in handheld mobile AR. The aim of this paper is to provide researchers with background information on AR and those who are interested in the field of 3D interaction, realizing each technique category.
I. INTRODUCTION
According to Milgram and Kishino [1] , augmented reality (AR) refers to all cases in which the display of an otherwise real environment is augmented by means of virtual (computer graphic) objects. Extended from this definition, Azuma [2] defined that AR is the variation of virtual environments or virtual reality; however, unlike virtual reality that immerses a user inside a synthetic environment and the user cannot see the real world around him/her, AR allows the user to see the real world, with virtual objects composited with the real world. Beyond that, some researchers have done
The associate editor coordinating the review of this manuscript and approving it for publication was Waleed Alsabhan. a number of surveys or reviews about AR. For example, Krevelen and Poelman [3] , drawing up conclusions from several previous works, defined the AR system as: 1) combining real and virtual objects in a real environment; 2) registering real and virtual objects with each other and 3) running interactively, in 3D and in real-time. From another point of view, Mekni and Lemieux [4] proposed to define AR as systems that have the following characteristics: 1) combining real and virtual content; 2) interactive in real time and 3) registered in 3D.
Thus, conclusions from the above statements provide a commonly accepted definition of AR as a technology which: 1) combines real and virtual imagery; 2) is interactive in realtime and 3) registers the virtual imagery with the real world FIGURE 1. Timeline of the researches related to interaction techniques for 3D object manipulation in the AR system. Researches related to handheld mobile AR that stated with their related technique categories are colored in red.
in 3 dimensions (3D). However, do not limit the potential of AR technology in different aspects, the current definition may be modified based on different cases and different conditions; for example, AR should not be limited to particular display technologies which only focus on our sense of sight, and AR can be potentially applicable to all senses, including hearing, touch and even smell [5] . Although there are several definitions of AR, interaction is still the keyword and the main concept in this context.
A. MOTIVATION
For over 20 years, researchers have proposed various techniques to manipulate 3D objects either in virtual or augmented environments that provide the basement and improvement space towards 3D object manipulation in handheld mobile AR. However, to date, there has not been a comprehensive overview of interaction techniques for 3D object manipulation in handheld mobile AR and their relevant technical requirements and the attached issues. Fig. 1 shows a timeline of researches conducted related to the 3D interaction technique for 3D object manipulation in handheld mobile AR. From this timeline, it is showing the rising trend of researches related with interaction techniques for 3D object manipulation in handheld mobile AR [6] while there are no related survey or review papers recently in regards to the different types of interaction techniques for 3D object manipulation, while researches into interaction techniques in handheld mobile AR have increased over the years [6] .
There have been several surveys or review papers, but their focuses are not on interaction techniques for 3D object manipulation in handheld mobile AR [2] - [4] , [6] - [8] . Some papers have reviewed only a single interaction technique [9] , [10] . Hence, this paper reviews the field of primary interaction techniques for 3D object manipulation in handheld mobile AR which can be categorized as touch-based, midair gestures-based, and device-based interaction techniques. Specifically, it provides insights into the fundamentals of those techniques and presents an overview of their phylogeny. Finally, it discusses the differences including the strengths and limitations of each technique, as well as the common problems attached to each of them besides identifying opportunities for future research.
II. HANDHELD MOBILE AR INTERFACE
Handheld mobile interaction has been upheld as the new direction in human-computer interaction (HCI) field to enhance human ability in HCI using AR [11] . Due to this concern, interaction in AR becomes the main topic and research interest among researchers. One of the important aspects is creating appropriate interaction techniques for AR applications that allow end users to interact with virtual content in an intuitive way [12] . In AR, there are several categories of interaction technique and basically, interaction can be divided into three major parts: 1) tangible user interaction, 2) multimodal input [13] and 3) mobile interaction [14] . Since interaction is the wide topic, this paper focuses on handheld mobile interaction and entail 3D interaction in AR due to the rapid advent of the application on cell phones, and now smartphones and tablets, bringing AR almost to the mainstream [15] .
In this paper, handheld mobile AR is our main focus. Handheld mobile AR represents the AR system that based on handheld mobile devices especially smartphone or tablet which are the popular and daily communication devices nowadays. Recent available handheld mobile AR applications promote advanced tools such as Wikitude [16] , Layar [17] and Junaio [18] that show the potential of handheld mobile AR interface in consumer markets. In several studies reviewed in this paper, researchers using the word ''mobile'' AR to represent mobile/smartphone or tablet-based AR in their studies while some other studies using the word ''handheld'' AR to represent mobile/smartphone or tabletbased AR system. In order to avoid any confusion of the main concern of this paper, we combining the term ''handheld'' and ''mobile'' as ''handheld mobile'' AR to represent mobile/smartphone or tablet based AR differentiate from ''mobile'' AR that not only represents mobile/smartphone based AR but also meaning head-mounted displays (HMD) based AR system such as Google glasses [19] , [20] which not the main scope of this paper. We also avoiding for using ''handheld'' AR which not only represents mobile/ smartphone-based AR since handheld devices also bringing the meaning of handheld entertaining devices such as Vive controller used in gamification field which is outside the scope of our discussion.
In handheld mobile AR, there are a number of important differences between using a handheld mobile AR interface and a traditional desktop/tabletop AR interface, including: 1) different input options (no mouse or keyboard) [19] , 2) limited screen size [19] , and 3) limited activity time due to the battery operation hour of handheld mobile devices. Meanwhile, compared to the HMDs-based AR system, in an AR application on a phone/tablet, the display is handheld rather than head-worn, and the display and input components are connected within a single device mean that interface metaphors developed for desktop and HMDs-based systems may not be appropriate for those handheld mobile AR [19] . Therefore, this paper devoted to handheld mobile devices due to their robustness than HMDs to enter the mass market. Furthermore, based on the analysis done by [6] , for the papers published within years 2005 to 2014, the numbers of researches using HMDs and desktop/tabletop started to decrease replaced by the researches done using handheld mobile displays because of the popularity and ubiquity of smartphones. Consequently, this trend leads to researches and studies being conducted to explore the full potential of handheld mobile AR.
On the basis of these concepts, many techniques have been introduced based on handheld mobile AR interaction that allows the user to interact with the virtual object in real environments. In handheld mobile AR, the 3D interaction task was discussed in many previous works [21] - [23] that are based on fundamental 3D object manipulation tasks including 3D object selection, translation, and rotation [24] . As stated in [19] , most of the earlier AR systems were used to view virtual models in application domains [25] , [26] while only little support for creating or modifying the AR content.
As stated in the AR definition, interaction in 3D is one of the basic elements of the AR system and interaction in 3D are always involving 3D object manipulation tasks due to its practicability and functionality potential. Due to the huge market potential for handheld mobile devices, handheld mobile AR has played a predominant role in present researches [6] , [12] . It has found application in tourist industries [27] , maintenance [28] and task support [29] , education [30] , and medical practices [31] - [33] respectively. An essential part of AR applications is the spatially consistent alignment of virtual and real objects [5] that required accurate and efficient 3D object manipulation. It is crucially important when AR potentially has been explored to support the real-world assembly tasks such as [34] - [38] .
Thus, this paper focusing on 3D object manipulation techniques on handheld mobile AR while HMDs-based AR and desktop/tabletop AR are included only as background discussion since many of the researches in this context are related with the phylogeny of 3D object manipulation techniques within handheld mobile AR.
Based on 3D object manipulation, the interaction technique in handheld mobile AR can be categorized into 1) touchbased interaction, 2) mid-air gestures-based interaction and 3) device-based interaction [23] , [39] , [40] as shown in Fig. 2 . Each type of interaction has its own limitations and strengths. The implementation of the 3D object manipulation of virtual objects in handheld mobile AR has been complicated by the fact that almost all handheld mobile AR systems are implemented on smartphones and tablet by means of the tracker (used to track the AR marker) is the built-in camera which also has been used as the rendering system associated with the display screen, all together on the same platform(smartphone or tablet).
As a rough definition of each technique category, touchbased interaction is an interaction category that involves all uses of on-screen touch inputs that are performed by fingertips for the manipulation of 3D objects. Mid-air gesturesbased interaction category includes all techniques by means of tracking the bare hands or finger gestures as inputs that allow the manipulation of 3D objects. Device-based interaction category includes techniques that enable the handled mobile device's physical attributes to be tracked for 3D object manipulation (see Fig. 2 ). Users rotate, tilt, skew and move the mobile device itself as inputs by which to manipulate the 3D object.
In the next section, we describe the three (3) main interaction technique categories with their phylogeny comprehensively and summarize the issues and problems consisted within each category in an integrated table. In order to describe each category in more affluent manner due to their phylogeny, the relevant techniques in virtual environment and tabletop displays also been discussed since many of the interaction techniques proposed and used in large-display based AR systems with assistance of head-worn devices until handheld mobile AR (small displays) have formerly come from the techniques used previously in those systems. These techniques had been modified, improved or even applied directly into the AR system based on their suitability and applicability. Therefore, we firstly discussed each category from a macroscopic perspective (including techniques used in the virtual environment and large-display AR systems) and narrowing it into handheld mobile AR based on 3D object manipulation techniques in a synchronized way.
III. TOUCH-BASED INTERACTION
Touch-based interaction becomes the main research focus recently after the introduction of touchscreen handheld mobile devices [41] . In the earlier approach on the mobile touchscreen, it is designed to use fingers to navigate on the screen which alters the interaction experience with mobile applications [42] so users can directly interact with the onscreen objects through their fingers [41] .
In AR, 3D interaction is one of the main concepts defined in its definition [2] - [4] . 3D object manipulation is a challenge for interface designer since it involves the control of six degrees of freedom (6DOF) which include 3DOF for object translation (x, y, and z-axes) and 3DOF for object rotation (x, y, and z-axes), so does AR. On account that 3D object manipulation is essential in AR interfaces, touch-based interaction provides another option for users to perform 3D object manipulation.
The touch-based concept is utilized by using touch input through multiple contact points instead of using the traditional keyboard or mouse inputs that have already been verified much slower than real object manipulation [43] . Besides, by performing touch-based interaction, users can perform direct manipulation by touching the 3D data directly on screen [44] . Finger gestures that include multi-contact points especially for object rotation are used to manipulate on-screen objects as proposed by Hancock et al. [21] , which is an example of touch-based interaction technique used to manipulate 2D data on touchscreen tabletops using RNT (Rotate N'Translate) mechanism.
However, touch-based interaction has only been widely explored to do 2D object manipulation that includes x and y-axes only while depth manipulation (z-axis) is still unexplored. This arises due to the difficulty of mapping 2D touch points to 3D attributes to perform the complete 3D object manipulation while the 3D object manipulations consist of 6DOF [22] are mostly executed significantly in virtual environments. Thus, to understand touch-based interaction better, firstly we need to learn more about its basic concepts that rely early on the multi-touch tabletop display.
Based on several previous studies, additional hardware is needed to provide in-depth information to enable manipulation along z-axis integrally. For example, Wilson et al. [45] claimed that new range-sensing camera is needed to provide in-depth information to construct a rich 3D model, assisting the user when lifting a 3D object up or down along the z-axis to place it on or below another object. The requirement of new hardware assistance may cause difficulty on both compatibility and cost-effectiveness [22] , [45] . Due to the similar issue of in-depth information, Martinet et al. [46] introduced the Z-technique to provide a more immersive experience to the user while only a single viewport is available on multitouch tabletop display and the user can perform 3D object positioning using two (2) finger touches. The movement of the second finger backward or forward provides information to control the depth position. Their study focused on the 3D positioning task and has not been extended to full 3D object manipulation.
The effort to perform full 3D object manipulation was then realized by applying touch control separately instead to perform integral 3D object manipulation as stated previously. In this context, Hancock et al. [21] introduced the use of three-touches interaction called Shallow-depth to perform the FIGURE 3. Two-finger gestures for 3D object manipulation on small touch-based display suggested by [52] .
5DOF of translating and rotating 3D objects on the multitouch tabletop display. This technique requires utilizing both hands of the user to map in-depth information and all the axes. By calculating the distance between two fingers, the user can perform 3D object manipulation along the z-axis. Separating the inputs used for different tasks allows the user to perform 3D object manipulation. Their research found that their technique is faster and more precise, also preferred by their users. Extended from the previous work, Hancock et al. [47] introduced sticky tools to consummate the previous technique to perform the complete 6DOF manipulation by extending the standard RNT mechanism into 3D using the screen-space approach. Oppositely, Reisman et al. [48] suggested several interaction techniques based on the same control structure mapped along x, y, and z-axes in order to provide integral 3D object rotation.
Based on both researches done by Hancock et al. [47] and Reisman et al. [48] , a new touch-based interaction technique, tBox [49] was then proposed. tBox widget appeared as a wireframe box to ease the user when performing 3D object manipulation, where a single finger was used to do 3D object translation and rotation for direct access while scaling was done by applying two fingers. By using tBox, the user understands accordingly which axis is involved when a single manipulation task is activated through separating the DOF of 3D object translation, rotation, and scaling.
Since DOF integration and separation are two aspects affect the performances in touch-based interaction discussed widely in [47] and [48] . Martinet et al. [22] provided a comparison between the touch-based interaction techniques which are sticky tools [47] , screen-space [48] and DS3 [22] while DS3 separates the DOF of 3D object translation and rotation. DS3 combines the z-technique and screen-space technique to perform the 3D object rotation. These three (3) different control structures were compared towards the 3D object manipulation task designed. The results showed that the separation of 3D object translation and rotation increases the performance in task completion time compared with just performing both 3D object translation and rotation integrally (all 6DOF integration) or separately (all 6DOF separation).
These studies [22] , [47] , [48] provide a certain degree of inspiration for the followers, as an example, the effectiveness of the integration of DOF and the total DOF that can be controlled by the fingers of a single hand were evaluated by Brouet et al. [50] , and the results showed that the restrictions between each finger such as the motion and their interferences cause difficulty in using all fingers in controlling 3D object manipulation. Besides that, users like to limit themselves to using one to a maximum of three (3) fingers per hand to complete complex interactions such as lifting or scaling and also manipulations that consist of all x, y, and z-axes for 3D object translation and rotation. Due to the difficulty in performing full 6DOF of 3D object manipulation, Guo et al. [51] proposed another touch-based technique that combines multitouch gestures with an additional assistant axis performed on touch-based tabletops. They claimed that their technique can perform 7DOF of 3D object manipulation including uniform zooming instead of 3D object translation and rotation. However, their technique requires the operation of both hands with indirect contact points.
A. 3D OBJECT MANIPULATION FOR HANDHELD MOBILE DISPLAYS
Instead of large-scale multi-touch display common in tabletops as discussed above, the touch-based interaction technique has also been investigated of its possibility after the obtainability of touchscreen handheld mobile devices commonly referred to as smartphones due to its popularity and mobility nowadays. In the early stage, Liu et al. [52] conducted a study relating to touch-based interaction that considers small touch-based display. In their research, they proposed a two-finger gesture for full 6DOF 3D object manipulation on a portable small touch-based display. They had improved the work done by Hancock et al. [47] in which two moving fingers on a single hand are used for 3D object translation and rotation on one axis, totally consisting of 4DOF of 3D object manipulation, while another 2DOF (2 more axes for 3D object rotation) are done by using one moving finger with another fixed finger (1f-1m) as shown in Fig. 3 . Their technique focuses on small touch-based display but the gesture to rotate a 3D object using the 1f-1m technique is sometimes difficult since the action itself may cause the difficulty in making sure that a finger is really fixed on a position. Slice motion occurs and causes the inaccuracy of the 3D object manipulation.
In the same context, Telkenaroglu and Capin [53] also did a similar study that focuses on limited touch display due to the small screen size. They evaluated their technique with several VOLUME 7, 2019 well-known 3D interaction techniques that are not completely touch-based. For 3D object selection, they suggested combining the touch-based technique with ray casting to improve the accuracy in selecting single objects within multiple-object environments. As for 3D object manipulation, the same control structure suggested by Liu et al. [52] was implemented. Apart from the difficulty in using 2-finger touch on small touch display for 3D object rotation especially, occlusion is another highlighted issue [54] .
Compared with 3D object translation, 3D object rotation is a crucial problem in touch-based interaction as discussed previously. Therefore, Scheurich and Stuerzlinger [55] did similar research focusing on 3D object rotation by applying z-technique [22] on a small touchscreen display. Besides, Rousset et al. [56] also came out with a relevant study by introducing surjection as the main criterion instead of integration for 3D object rotation. By improving the existing 3D object rotation technique produced by [56] considering surjection, they claimed that it would provide better results.
B. 3D OBJECT MANIPULATION FOR HANDHELD MOBILE AR
Touch-based interaction is one of the popular interaction categories based on the suitability to be implemented in AR. In the early stage, the potential of using touch-based interaction was studied by Xin et al. [57] , Lee [58] , and Guven et al. [59] but not focusing on 3D object manipulation. Existing touch-based interactions using single fingers and two fingers were then implemented in handheld mobile AR environments studied earlier by Jung et al. [60] . The hybrid technique was then introduced afterward by Mossel et al. [61] and Marzo et al. [62] . They conducted similar works by introducing two types of 3D object manipulation techniques in AR environments. Both researches suggested to use touch-based interaction for 3D object rotation instead of translation to reduce the number of fingers used in 3D object manipulation, and mode switching method is required to separate 3D object translation and rotation (shown in Fig. 4 ), while the wellknown Arcball concept had been studied and improved to perform 3D object rotation with one finger. However, if the user wants to perform 3D object manipulation integrally, at least two fingers are required. The existing issues include the difficulty to control the movements of each contact point mapped with each finger beside the occlusion problem.
After the wide discussion about the touch-based interaction, the important researches had been compressed in a systematic summarized table (Table 1) by keywords either it becomes the basement to AR research works, about 3D object manipulation, or some relevant issues based on touch-based techniques.
As stated in VR field that also is the issue in AR, the occlusion problem, which may cause the fat finger effect, the main issue faced when using the touch-based interaction technique, which is already widely discussed above. Several suggestions and solutions have been introduced based on this basis. For example, the Shift technique proposed by Vogel and Baudisch [63] improved the well-known offset pointer technique proposed at the early stage [64] focusing on small screen touch-based interfaces. This technique reveals the occluded screen content in a callout displayed near the action touch by the user's finger. It provides a potential solution to make sure the user can still fine-tune and see the target content on the screen although it still consists of many shortcomings such as the portion of on-screen content overlaid by the callout cannot be seen by the user, including the part of the content that is occluded by the finger below the touch point. Furthermore, Paudisch and Chu [65] suggested to use the back-side touch to solve the occlusion problem; however, this technique still needs more investigation since the new design of the current handheld mobile device is required to enable such technique.
Due to the difficulties in interacting with virtual objects in handheld mobile AR scenes when the user needs to hold the handheld mobile device with one hand and touch the screen with the other, freeze view [58] , [66] becomes a potential solution. According to [59] , the freeze-frame technique can be used to allow the user to snapshot the environment to work on it and map the results back to the physical world. Their works had been extended by Bai et al. [66] to ease 3D object manipulation in AR interfaces while users can freeze the view to stop the AR marker tracking process so that users can focus on the 3D object manipulation task. Although the freeze view touch performed fastest and most accurately, it mitigated the user's AR experiences since the static view reduces real-time engagement and so was not attractive enough for them [66] . Furthermore, these kinds of interactions without real-time engagement have already violated the concept of AR universally defined and accepted by researchers in this field [2] - [4] .
IV. MID-AIR GESTURES-BASED INTERACTION
Mid-air gestures-based interaction is powerful in providing a more natural and intuitive interaction mechanism for the user. One of the earlier researches that investigates the potential to model human hands and limbs for interaction purpose was conducted by Rehg and Kanade [67] . In their study, human hands and limbs were modeled as articulated mechanisms and formulated as a real-time visual tracking called DigitEyes. Since their modeling approach was based on 3D kinematics, this made it possible to track any subset of hand or body states with the same basic algorithm and it was possible to track in total 27 DOF of hand model from a two-camera image sequence under orthographic projection. However, DigitEyes could not be applied in complicated backgrounds and suffered an occlusion problem.
Jennings [68] is another researcher focusing on mid-air gestures tracking system. Rehg and Kanade [67] focused on finger tracking. He combined the stereo-range images, color segmentation and shape information to track the highly overconstrained models of fingers assisted with multiple enclosed cameras. It can deal with complex backgrounds and can recover quickly when tracking is lost in the real-time system. However, the combination of too much information leads to slow real-time response. His research and then is followed by Letessier and Bérard [69] that focused on bare-finger tracking, claiming that their system can provide a more robust interaction that only requires a low standard camera and without a large interactive surface through image differencing segmentation and novel shape filtering algorithm although their works were limited within controlled environments and had not yet been studied in providing more information such as finger orientations for more complicated tasks especially for 3D object manipulation.
There had been a wide exploration of hand pose tracking and estimation researches until Erol et al. [9] did a solid analysis of the existing studies. Based on their study, hand and finger motions can be captured based on two (2) types of system; a) data glove sensing system and b) computer vision-based sensing system. Computer vision-based sensing has become a promising alternative to data glove sensing due to its naturality, unencumbered and non-contact interaction. In their study, they focused on the difficulties of the vision-based hand pose estimation system which consists of the high-dimensional problem, self-occlusions, processing speed, uncontrolled environments, and rapid hand motion. They also studied the hand modeling-related issues and concluded that vision-based hand tracking system can achieve robustness, accuracy and high processing speed. Although there have been many researches relating to hand and finger tracking, but studies that focus on 3D object selection and manipulation can be found in Benko and Feiner [70] , which is an earlier research relating to 3D object selection. In their study, a mid-air multi-finger technique called balloon selection was proposed to perform 3D object selection. By closing two hands, the user could move the balloon up while moving two hands apart bringing the balloon downwards on a stereoscopic tabletop. While Hilliges et al. [71] explored the possibility to perform 3D object manipulation on interactive tabletops. In their study, two prototypes were proposed with different setups, whereby the first prototype was set up without additional hardware by applying shadow mapping, using the shadows to provide the partial depth information and allow the user to perform 4DOF manipulation while another prototype assisted by an in-depth camera called ZSense camera enables higher DOFs. Both techniques represented in virtual environments on tabletop display require new hardware assistance which might cause difficulty on both compatibility and cost-effectiveness [71] . Strothoff et al. [72] then proposed another potential midair gestures-based interaction technique that uses a triangle cursor to allow the specification of a 3D object position and yaw rotation above the interactive tabletop. The user can use the thumb and index finger in mid-air to control the triangle cursor for 3D object manipulation tasks and move their hand up and down to translate the 3D object.
Due to the potential of mid-air gestures-based interaction in providing an intuitive and natural interaction, the concept to use sensing glove was proposed by Wong and Popovic [73] . Color gloves had been used in [73] to ease hand pose estimation and tracking in order to provide a foundation in developing new interaction techniques in several platforms such as AR and animation modeling for 3D object manipulation purpose, whereas the technique called the continuous interaction space [74] combined the multi-touch function with mid-air gestures-based tracking to enable 6DOF 3D object manipulation although it is still constrained by the person's reach of the hand, and the rotation is limited by the movement around the wrist joint.
Afterward, the Kinect depth sensor by Microsoft was launched in November 2010. Due to its robustness to provide a heuristic hand tracker, quite a large number of researches have been carried out based on Kinect sensor. For example, Frati and Prattichizzo [75] suggested to combine wearable haptic devices with Kinect to solve the poor position sensing issue faced by the usage of wearable haptic devices while Kulshreshth et al. [76] proposed a Kinect-based finger detection technique that focused on the finger pose recognition and claimed that their technique was more accurate in tracking the number of fingers raised up compared with the existing technique that uses the K-curvature algorithm. Besides, Araùjo et al. [77] also introduced a 3D modeling technique above tabletops supported with a Kinect tracker named Mockup builder by using both hands supported with several widgets to perform 3D object manipulation. Also, Song et al. [78] proposed the handler bar metaphor to perform 3D object manipulation. With the support of the Kinect sensor, users can perform 3D object translation and rotation in mid-air with both hands.
Since there had been many different mid-air interaction techniques proposed previously [70] , [72] , [77] , [79] , comparisons were made by Mendes et al. [79] . For example, to compare four mid-air interaction techniques with one touch-based interaction technique as the baseline (Fig. 5) . Results showed that self-occlusion is still the main issue in mid-air gestures-based interaction while the handler bar technique [78] can spatially solve this problem. The quality of depth camera used might also affect the hand tracking accuracy while new generations of hardware such as Kinect for examples can be explored in this topic.
Presently, Mendes et al. [80] again conducted a study to separate the DOF of the mid-air interaction technique due to the results gained by Martinet et al. [22] showing that separating DOF can increase the performance either accuracy or task completion time. They suggested to use custom transformation axes and developed MAiOR system to evaluate their works. However, their results showed that DOF separation was still weak in achieving high precision when performing complex tasks compared with touch-based interaction.
A. 3D OBJECT MANIPULATION FOR HANDHELD MOBILE DISPLAYS
Instead of both hands interaction as discussed above, the midair gestures-based interaction technique and then been investigated of its possibility towards using single hand after the obtainability of handheld mobile devices commonly referred to as smartphones due to its popularity and mobility nowadays that require the user to hold the device with one hand. Therefore, apart from the mid-air gestures-based interaction utilizes both hands, interaction in mid-air using single hand also had been studied by Segen and Kumar [81] , O'Hagan and Zelinsky [82] , and Baldauf et al. [83] . These earlier researches showed that one-hand can be used for mid-air interaction by applying the finger pose and motion estimation. Since the 3D object rotation seem much difficult compared with 3D object translation due to the self-occlusion [9] , [80] , Kratz et al. [84] proposed PalmSpace that used the user's palm to perform 3D object rotation. PalmSpace had been compared with the multi-touch technique in 3D object rotation task. They claimed that their prototype performed well and could be extended to 3D object translation. However, due to the constraint of the wrist joint, only small-range rotation can be performed.
Difference mid-air gestures used to perform 3D object manipulation causing postures recognition became crucial important, the evaluation had been conducted by Fritz et al. [85] lately. Three (3) types of hand or finger postures (five (5) fingers outstretched; pointer finger outstretched and hand palm) had been utilized to form difference control structures to do 3D interaction. RGB-D (depth) data had been used to improve the detection's accuracy of hand palm postures. Results from their pose recognition test showed that RGB+D hand posture detection methods can improve the hand postures recognition within a complicated background (cluttered).
B. 3D OBJECT MANIPULATION FOR HANDHELD MOBILE AR
Due to the naturality and the ability to provide intuitive and seamless interaction experience, mid-air gesturesbased interaction then had been extended from the previous works that mostly done in stereoscopic interactive tabletop or wall towards the AR environment. The earlier research related to mid-air gestures-based interaction in AR environment done by Dorfmüller-Ulhaas and Schmalstieg [86] , Buchmann et al. [87] , and Radkowski and Stritzke [88] . In [86] , the user's own hand had been used to play AR chess. To allow relatively unrestrained environment, a marked glove was used for real-time separation of the finger from the background to provide robust interaction technique to select, translate and rotate the chess piece.
While in [87] , FingARtips had been introduced by marking the user's fingertips as fiducial markers to track the user's finger gestures to manipulate a virtual object in the augmented environment. The prototype had been developed to enable FingARtips for urban planning workplace showed in Fig. 6a . Four different types of gesture interaction were implemented: grabbing, pointing, navigating and command gestures. Followed by [88] , hand pose had been used to perform 3D object manipulation, the user moved his/her hand after grasping a moving direction to translate the 3D object and open his/her hand to release the object (showed in Fig. 6b) .
The mobility and popularity of handheld mobile devices especially smartphones lead the research trend from tabletops (large displays) to handheld mobile AR (small displays). Thus, in the last five years, researches relating to large display-based AR had reduced and switched to handheld FIGURE 6. Using mid-air gestures-based interaction in an augmented environment [87] , [88] . (a) Using FingARtips for urban planning workplace [87] . (b) 3D translation [88] .
mobile AR. At the early stage, Henrysson et al. [89] did a comparison between several interaction techniques for 3D object manipulation in handheld mobile AR (cell phone). One of the techniques compared was mid-air gestures-based interaction that uses the user's own fingers. In their study, cell phones with built-in camera were used as primary handheld mobile devices that are limited to low resolution video frame, whereas a simple frame-differencing tracking method was used to enable 2D manipulation while 3D object manipulation could be activated through switching modality to access the third rotation axis but was not available for cell phones at that time due to the slow interaction process.
Furthermore, Seo et al. [90] proposed to use the user's palm for registering 3D objects while the palm was treated as a marker, and through the palm pose estimation process, the 3D object could be augmented precisely on the user's palm. 3D object manipulation could be performed when users move or rotate his/her palm while additional vibration sensors were added to enhance the tactile experience. The increasing number of researches relating to 3D object manipulation in handheld mobile AR then induced Bai et al. [66] to do the comparison between touch-based interaction and mid-air gestures-based interaction. In their study, the most prominent fingertip would be identified and marked by a small white circle in the ''Translation'' and ''Rotation'' modes, while a second fingertip would be recognized and marked as a small red circle in the ''Scaling'' mode. Results showed that the midair technique implemented in their study appeared to have less usability compared with touch-based technique due to the immatureness of their gesture recognition software.
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Moreover, Hurst and Wezel [91] did a comprehensive study to utilize the mid-air gestures-based interaction technique towards 3D object selection and manipulation. Results from their user studies showed that participants felt fun and were willing to use their technique because of its intuitiveness and naturality. However, this technique was limited to the translation distance since it was constrained within the arm length and the self-occlusion problem was instead less accurate compared with touch-based interaction. Bai et al. [92] , [93] then suggested the markerless fingertip-based 3D interaction consisting of seven (7) components which are 1) fingertip detection; 2) fingertip depth acquisition; 3) marker tracking; 4) fingertip coordinate transformation; 5) data communication; 6) fingertip-based interaction and 7) virtual content, rendering in solving the depth dimension problem. Their system needed additional hardware such as Kinect sensor and desktop computer as a server to offer complete 3D object manipulation. [94] and [95] . (a) Processes involved in [94] . (b) Finger tracking in [95] .
FIGURE 7. Processes involved in
Their works and then were followed by Chun and Höllerer [94] that did a user study to measure their interaction technique towards 3D translation and scaling tasks (Fig. 7a) .
Their technique can successfully address the problem of potential camera motion during gesture detection by using projective texture mapping and background subtraction in maintaining a good frame rate. Moreover, their gesture recognition can avoid self-occlusion and can detect finger gestures accurately.
Extended from [94] , Bai et al. [95] applied free-hand interaction using an RGB-depth camera for 3D object translation, rotation, and zooming. By mapping the fingertips to project points and polygons (Fig. 7b-i) , users can perform 6DOF 3D object translation and rotation (Fig. 7b-ii) although their technique still suffered self-occlusion and accuracy limitations.
Furthermore, pinch gestures used in [70] and [79] were studied and evaluated in handheld mobile AR environments by Bai et al. [96] to investigate the usefulness of mid-air gestures-based interaction in 3D object manipulation tasks. Convincing results gained in their study encouraged midair gestures-based interaction to be studied in more details to become an intuitive interaction solution in AR environments. Afterward, Kim and Lee [97] [98] proposed to align the user view in allowing the user to manipulate 3D object more accurate using the mid-air gestures-based technique. However, additional depth camera and lens to recognize the user's face were required in order to adjust the view. The prototype proposed still immature and additional evaluation was required to measure its performance.
Since AR had been claimed can provides intuitive interaction experiences, mid-air gestures-based interaction technique which is the intuitive interaction way had been widely explored in AR field including handheld mobile AR interface discussed above and so Yusof et al. [10] produced a short review about mid-air gestures-based interaction technique in handheld mobile AR due to the active responses of many researchers towards this interaction. They summarized some of the related studies and discussed the existing limitations of the mid-air gestures-based interaction such as the quality of depth sensors nowadays directly affect the recognition of the hand or finger postures, self-occlusion and lack accuracy still the main issues to be cured although there have some researches that provide potential solutions towards these issues such as 3D finger CAPE that proposed by Jang et al. [99] against occlusion estimated the 3D finger joint and 3D fingertip locations to form fingertip detector based on depth images. Their framework had been evaluated focusing on occlusion-invariant fingertip position estimation and the results showed that 3D finger CAPE can enable 3D object manipulation intuitively within the AR environment. However, the utilized hand tracking method sometimes fails to track when most of the fingers are completely occluded and it is expensive due to the calculation of different postures based on the occluded data and still limited towards the different combinations of the finger actions.
Due to the complicated computational tracking information (in-depth data required) and the essential of additional depth devices (such as in-depth camera) may exhaust the battery capacity of a handheld mobile device [6] , [96] also the inaccuracy of the finger tracking (caused by occlusion) prolong the interaction period and limit the mid-air gesturesbased 3D object manipulation techniques to be used within handheld mobile AR.
After the wide discussion about the mid-air gestures-based interaction, the important researches had been compressed in a systematic summarized table (Table 2 ) by keywords either it becomes the basement to AR research works, about 3D object manipulation, or some relevant issues.
V. DEVICE-BASED INTERACTION
Device-based interaction technique is the technique when the device's own attributes are being utilized and users use the device as the controller for interaction purpose. The earlier device-based interaction technique proposed by Rekimoto [100] used the tilt input of a small screen device. In their study, a palmtop device was used as the tilting interface to select menu items through the device's tilting actions. It was followed by Cho et al. [101] that used the tilt input to browse the photos stored in cell phones with additional accelerometer added. Users could either tilt the phone left or right to browse the photos.
A. 3D OBJECT MANIPULATION FOR HANDHELD MOBILE AR
In early 2005, the device-based interaction technique was firstly implemented in handheld mobile AR interfaces as a 3D object manipulation tool [102] - [104] . For example, by using cell phones as tennis racquets in [102] as shown in Fig. 8a and using the cell phone to translate and rotate 3D objects in an augmented environment [103] , [104] as shown in Fig. 8b . Comparisons have been made towards traditional keypad and VOLUME 7, 2019 FIGURE 8. Using the cell phones as tennis racquets in AR tennis game and mapping the position of cell phone's built-in camera to translate and rotate a 3D object. (a) AR tennis [102] . (b) 3D object manipulation [103] , [104] .
Arcball techniques with device-based techniques and results showed that the device-based interaction technique is effective in 3D object translation. These early researches become the basement for recent studies while the device-based interaction technique becomes a potential interaction solution for 3D object manipulation in handheld mobile AR due to its robustness such as the ability to hold the handheld mobile device with both hands and be free from occlusion [39] , [40] until several studies were carried out within the last few years [39] , [40] , [61] , [62] . For examples in [61] and [62] , device-based interaction was used for 3D object manipulation (Fig. 9) in AR interfaces and results showed that it is a natural and intuitive interaction technique and can translate 3D objects faster than touchbased interaction although the user cannot complete largerange 3D rotation tasks. By mapping the position of the handheld mobile device's built-in camera with the 3D object registered on the AR marker, the user can use the handheld mobile device as a moving and rotating tool for manipulation. Since the same input (device movement) has been used in both 3D translation and rotation, position deviation occurs causing slow and less accurate positioning in performing 3D object manipulation tasks integrally.
Unlike mid-air gestures-based techniques that require the calculation towards depth information (translation of z-axis for example), device-based techniques are highly suitable to be applied in handheld mobile AR because handheld mobile device movement in depth axis is mapped with the 3D object, when the device is lifted up, the 3D object also be lifted up by using device-based technique thus, additional calculation (on z-axis) that may exhaust the battery capacity can be reduced. Presently, Tanikawa et al. [39] applied the device-based interaction technique in AR Jenga game (shown in Fig. 10 ) while Samini and Palmerius [40] focusing on 3D object rotation issue that stated in [39] , [61] , and [62] for devicebased interaction. In [40] , the hold function was proposed to assist the device-based interaction technique that utilizes the device's movement to move and rotate 3D objects in AR interfaces. By presenting the hold and release action, the user can lock the 3D object on different surfaces to complete largerange 3D object rotation (Fig. 11) . However, their solution still consists of several drawbacks such as the user might over-rotate the handheld mobile device causing 3D object registration error and AR marker tracking error when the camera sensor goes beyond the viewable and trackable range instead of slow rotation due to the frequent hold and release actions. Due to the effectiveness of the device-based interaction technique in 3D object translation, Polvi et al. [23] did a comparison on their 3D object positioning techniques named SlidAR that used ray casting assisted with epipolar geometry and the existing device-based positioning technique that utilized the device movement through mapping the built-in camera position with the 3D object. Although the results showed that SlidAR is faster than the device-based technique, but it is not applicable to 3D object rotation. Furthermore, touch input is needed in their technique, which is included in the different interaction technique categories.
After the wide discussion about the device-based interaction, the important researches had been compressed in a systematic summarized table (Table 3) by keywords either it becomes the basement to AR research works, about 3D object manipulation, or some relevant issues.
Comprehensively, those researches stated in Table 1, 2 and 3 and then had been filtered to refine the particular researches that consisting 3D object translation and rotation in handheld mobile AR and compressed in a systematic summarized table (Table 4) categorized on each of their key findings, limitations and strengths in chronological order based on different technique categories. 
VI. REMAINING ISSUES IN 3D OBJECT MANIPULATION WITHIN HANDHELD MOBILE AR
Interaction techniques for 3D object manipulation can be roughly divided into three (3) main categories as stated in the previous section which are the touch-based interaction techniques, mid-air gestures-based interaction techniques and device-based interaction techniques although there are some other interaction techniques such as the real object-based interaction techniques which have been studied in [105] and [106] for handheld mobile AR. In real object-based interaction, the virtual object is coordinated with the real object marked by AR as the controller to translate and rotate the virtual object, but the position and orientation of virtual objects are restricted by those of the corresponding real objects (Fig. 12) , where virtual objects are unable to retain the same posture and height as the real objects. Furthermore, the user needs to make sure all the corresponding real objects are within the trackable range to avoid any AR marker tracking failure which limits its potential such as size and translation distance. Since there VOLUME 7, 2019 have been no recent studies about the real object-based interaction technique thus it is not be discussed further in this paper.
After a detailed investigation towards the three (3) main interaction categories, several primary issues are highlighted as shown in Table 5 . Based on Table 5 , it shows the striving Occlusion (Fig. 13) is one of the common issues that has been mentioned frequently in the previous researches [60] - [62] , [91] , [94] - [96] . Occlusion always exists in the touch-based interaction techniques when users directly touch the 3D object on the screen while the 3D object touched may be occluded. On the other hand, self-occlusion occurs in mid-air gestures-based interaction when the user's own hand or finger causes the 3D object being occluded while bare-hand or fingers actions behind the camera scene but in front of the AR marker may also cause occlusion on the AR marker and then leads to the 3D object registration error.
Due to the occlusion problem, several solutions had been suggested such as [63] , [65] , and [99] . In [63] , callout display method is used to display the occluded area near the finger touch but the entire finger below the touch still occluded while Paudisch and Chu [65] suggested new hardware design to perform touch input behind the touchscreen display that not yet been launched in the consumer market. In [99] , self-occlusion had been spatially solved by estimating the occluded hand and finger motions and gestures, but it is expensive due to the huge calculation requirement and also the limitation of the numbers of dataset according to FIGURE 13 . Some examples of occlusion cases happened in the touch-based and mid-air gestures-based interaction techniques; a virtual object occluded by the user's fingers [60] , b indirect touch to avoid occlusion [66] , c i-virtual object on screen ii-virtual object occluded by finger [61] , d Self-occlusions [91] , [94] , [96] , [97] , e Major features of AR marker had been occluded [95] . FIGURE 14. Occlusion had been excluded in the device-based interaction techniques. (a) In [40] . (b) In [39] . (c) In [23] .
each of the potential hand and fingers motions. In this context, device-based interaction technique category is the only occlusion-free category showed in Fig. 14. 40596 VOLUME 7, 2019 For fatigue phenomenon, it is linked with the ability for the user to hold the handheld mobile device with both hands when interacting. In [10] , fatigue phenomenon has been highlighted and supported with [70] that holding device with one hand and using another hand for interaction might cause fatigue to the user. Based on [70] , hand tremor and arm fatigue may occur when the user cannot rest their arms and hands. This effect is obvious in mid-air gestures-based interaction when a user needs to stretch his/her hand to perform long distance 3D object translation [108] or spin the wrist when performing 3D object rotation. In touch-based interaction, the user needs to hold the handheld mobile device and free up one hand to perform finger touch actions on the display screen. When multi-touch actions are required such as for 3D object rotation, fatigue for fingers occur [109] . Also, interactions that utilize both hands can effectively reduce fatigue compared with single-hand interaction [70] . Since fatigue phenomenon may affect the user's AR experience that directly determines the effective interaction time in prolonging the activity period. It is one of the problems that require serious attention. Compared with touch-based and mid-air gestures-based interaction techniques, the device-based interaction technique category seems more robust in this context because the user can interact using both hands in handheld mobile AR environments.
Prior knowledge is needed when the user uses multitouch actions to perform 3D object manipulation in handheld mobile AR interfaces. Twist, drag, unhinged dual fingers are some of the control structures in the touch-based interaction techniques. Besides the difficulty when using multi-touch actions on the touchscreen display, the user also needs to know in advance the control structure implemented for a certain touch-based interaction technique. However, the midair gestures-based interaction techniques have been proposed due to its intuitiveness and naturality. Users utilize his/her hand and fingers to manipulate 3D objects as he/she does in the real world thus no prior knowledge is needed. In the device-based interaction, handheld mobile devices have been treated as sticky/holding tools to translate or rotate 3D object simulating the real case in our daily life such as using our own hand/fingers to pick an object to move to another position or rotate it. In the real world, our own hand and fingers are the sticky/holding tools while in the device-based interaction technique category, it is changed to our handheld mobile device. Thus, both mid-air gesture-based and devicebased interaction techniques are intuitive and natural as stated in [23] , [39] , [91] , and [95] .
Position mismatch and low precision problem are another two (2) aspects in our investigation. These two (2) problems exist in the mid-air gesture-based interaction techniques when independently compared with the touch-based and device-based interaction technique categories for 3D object manipulation. Because of the occlusion, the position deviation problem might occur although users thought that they move the 3D object to the exact position [65] . There is also low precision in mid-air gestures-based interaction as stated previously in [65] and [91] . Although inaccuracy may also be present in touch-based interaction when multi-touch inputs are used causing instability and failure of the AR marker's tracking stage [91] while objects near the screen corners and edges are difficult to be selected and manipulated [91] , solutions had been given by [61] to solve this problem through one-finger touch and drag separating DOF of 3D object translation and rotation to relief the difficulty of dual-finger action. Oppositely, device-based techniques have been proved more accurate and even faster compared with touch-based techniques when users perform 3D translation [61] , [62] . Even so, position deviation may occur when the same input set is used for both 3D object translation and rotation [40] , [46] , [48] , [61] in touch-based and device-based interaction techniques, and this position deviation problem appears more in mid-air gestures-based interaction since it happens not only for 3D object manipulation (both translation and rotation performed integrally) but also for 3D object translation and rotation independently.
For 3D fundamental tasks, 3D object translation and rotation are the basis. Both 3D object translation and rotation can be done through all the three main interaction techniques whereas users may feel difficult to perform largerange translation using the mid-air gestures-based interaction technique because of the restriction by the person's reach of hand [74] . Moreover, constraints towards large-range rotation also occur when using the mid-air gestures-based interaction techniques, limited by the movement around the wrist joint [74] , which also happens within device-based interaction [40] , [61] , [62] because 3D object registration error occurs when the user rotates the handheld mobile device outside the viewable range or AR marker's trackable range. In this context, the touch-based interaction techniques seem to be more robust without limitation towards large-range 3D object translation and rotation.
VII. CONCLUSION AND FUTURE DIRECTIONS
Currently, many of the existing handheld mobile AR applications are not considered very practical due to insufficient functionality and they do not fully answer to the needs of the users [17] , [110] . Many design and technical challenges still remain and 3D object manipulation (including 3D object translation and rotation) is one of them. In order for handheld mobile AR to become widely accepted, the users must be able to create AR contents by positioning and rotating virtual objects in the real environment [111] , [112] .
After discussed the remaining issues related with 3D object manipulation techniques in handheld mobile AR and also their substantial effects in many fields, future directions for research in interaction techniques for 3D object manipulation in handheld mobile AR can be identified in the areas of occlusion, position deviation, accuracy, speed, intuitiveness and large-range manipulation that go beyond hybrid interaction and realistic AR experience as well as the wireless networking. Speed and accuracy rate are two indicators in most AR-related user studies [6] , thus also have been included as VOLUME 7, 2019 one of the future directions while solutions can be focused on speeding up the 3D object manipulation with greater accuracy rate in handheld mobile AR.
Realistic AR experience also had been added as one of the future directions while solutions can be focused on improving the AR experience. Haptic aspect [39] , [113] , [114] for example, which is importance when AR system is applied in the real-world tasks such as assembly-related tasks while physic simulation that applicable on handheld mobile AR like force and deflection feedback can be visually done to improve the user's AR experience like he/she is manipulating the real object.
Wireless networking is one more issue to be focused on. Wireless networking is needed to communicate with other people and computers while on the run. Dynamic and flexible handheld mobile AR will rely on up-to-the-second information that cannot possibly be stored on the computing device before application run-time [7] , [8] .
In AR, wireless networking is crucially important in handheld tour guide and applications. Location-based AR applications such as AR outdoor navigation system always needs wireless networking to access to a remote server to update the current information [12] . Even a tracking process that requires GPS also needs the wireless network to function properly. For 3D object manipulation, the wireless network is essential, when the 3D content registered are stored in the remote server or involving multiple users.
The main issue related to wireless networking in handheld mobile AR may point to its stability and speed especially in rural area. The researches and studies in this area still lack and more effort should be put into this particular area.
Based on the remaining issue we have discovered together with the specific issues stated previously in Table 1, 2 and 3 and other aspects stated as speed, accuracy, realistic AR experience, and wireless networking, we categorized potential research directions followed by each interaction category in Table 6 as a rough guide for readers and researchers.
This paper reviewed the field of interaction techniques for 3D object manipulation in handheld mobile AR. Specifically, the three (3) primary interaction technique categories accessible until 2018 are touch-based interaction, mid-air gestures-based interaction and device-based interaction techniques. It provides insights into the fundamentals of interaction techniques for 3D object manipulation, as well as issues relating to each technique category. These interaction techniques focus on achieving 3D object manipulation tasks, that is, the complete 6DOF of 3D object manipulation of virtual content in handheld mobile AR environments. Besides 3D object manipulation, further discussion in addition to improving the user's AR experiences, including occlusion, hand and finger tracking or recognition, and other specific issues relating to each technique should be considered to achieve a quality of interaction experience as high as possible. She has started research on augmented reality, which is currently her main research area. She has completed the M.S. research mode degree in a short period of three semesters, and her research was vision-based tracking in augmented reality. In 2013, she joined the Human Interface Technology Laboratory New Zealand (HITLabNZ), University of Canterbury, as a Researcher, where she has completed her research in the Ph.D. degree in three years. She is currently the Head of Mixed and Virtual Environment Research Lab (Mivielab), UTM. She is currently a Senior Lecturer with the Universiti Teknologi Malaysia (UTM), Johore, Malaysia. Her research interests include augmented reality and mixed reality environments. VOLUME 7, 2019 
