INTRODUCTION
In the study of elastic-plastic fracture mechanisms it is necessary to determine accurately the time and location history of crack initiation and to discriminate between the fracture mechanisms of ductile and brittle rupture. In order to accomplish this, a real-time digital acquisition system for analysis of acoustic emissions has been configured, and some preliminary results are described in this paper. The goals for this system are to locate crack initiat ion sites with an accuracy of 200 ~m or better and to respond to events separated in time by less than 100 ms.
HARDWARE IMPLEMENTAT ION
A block diagram of the system is shown in Fig. 1 . A CAMAC-based PDP 11/73 is used to control the overall process. The A/D convertors are 8 bit flash digitizers that can be operated at up to a 32 MHz sampling rate. As currently configured the system has capability for digital storage of signals on up to four independent channels with the first channel act ing as the timing reference for analysis of the data. Once armed, the system constantly digitizes the out put of all active channels until the receipt of a "stop" trigger generated by the signal level in channel 1 crossing a predetermined threshold. After receipt of the stop trigger a specified number of pre-and post-trigger samples are transferred to computer memory and the system is cycled and armed for the next event. In addition to storing the digitized signal received by the transducer, the software also reads the system clock and records the time at the beginning of the data transfer. To decrease the "dead time", all the data are stored in computer memory. This way the time when the system is not able to acquire data due to the stor ing of the previous eventls data is much shorter than if the data were stored on disk with a much slower access time. The actual dead time of the system depends on the number of channels which are active and the length of each data set. A typical dead time is 65 ms for a four channel set-up collecting 161 points of data per channel. With the existing software a total of 32 Kbytes of data can be collected before filling the memory .
Digital AE System
Discriminator trigger 
LASER SOURCE CALIBRAT ION EXPERIMENTS
After the system was assembled and debugged. lts performance and accuracy were determined. The first series of these experiments used two transducers from a design by Proctor [1] affixed to a steel fracture specimen 6 mm thick. A Nd-YAG laser beam was then used to generate simulated AE signals on the edge of the specimen between the two transducers. This configurat ion is shown schematically in Fig. 2 . Twenty-one data sets were collected with a spacing uf 0.1 mm between spot positions.
Since the path length between source and transducer is a function of the source location. the signals detected in each channel will show differing time delays that depend on source location. Examples of the type of data collected are shown in Figs. 3a and 3b. The data were then analyzed for location of the source by iteratively solving the equation that describes the time of arrival differences between the active chann~ls. With the laser path on an exposed surf ace of the specimen for this first set of experiments, it was possible to simplify the experiment and only use two channels of data to calculate the source positions. In the general case it is necessary to utilize alI four channels for unambiguous location in three dimensional space.
After calculat ion of the location from the measured time delays, the calculated source locations are plotted to show their relative positions and to give a visual impression of the measurement accuracy. A typical plot from the laser calibration experiments is shown in Fig. 4 . Each circle represents a calculated source location. Where two circles of differing radii but with a common center are shown the calculated positions were the same since the measured time delays were the same. The solid line on the plot shows the 2.0 mm path over which the laser spot was moved. The total calculated path from the time delays was 1.76 mm, 12% less than the true path. The most likely sources of this error are the finite size of the laser spot and measurement errors in locating the transducer positions. However it is worthy of note that in all but one case the system was able to discriminate between sources separated by 0.1 mm.
TITANIUM FRAC TURE EXPERIMENTS
After the calibrat ion experiments, data were acquired with the system using three-point-bend titanium fracture specimens that provided actual acoustic emissions for evaluation. The intent of these preliminary experiments with actual fracture specimens was to determine how the system would respond to real events. The rapidity and pattern of real event generation, spurious electrical and mechanical noise, and the spectra of the acoustic emissions all affect system performance and the parameters used to control the data collection.
Two specimens were examined with different pre-crack sizes. The first had a 25.4 mm electrical-discharge machined notch from which a small fatigue crack was grown before the test. The specimen was then instrumented with two AE transducers as shown in Fig. 5 . As a simplification for these preliminary tests it was assumed that the crack initiation sites in this brittle material would originate on the pre-crack tip, so again only two transducers were used.
In addition, a moire grid was attached to the surface to monitor the strain field at one end of the pre-crack. Future experiments will attempt to correlate the strain field recordings with the acoustic emission data, but the purpose at this stage was to evaluate the two systems with respect to electrical and mechanical compatibility. An example of the typical moire out put and the three-point-bend setup is shown in Fig. 6 .
During the test the specimen was stressed until catastrophic failure with the crack completely cleaving the specimen. The AE data record ing was begun at a load of 500 pounds and continued until failure. The digitized out put of a typical AE event is shown in Fig. 7 . As in the laser source experiments, the time shift between the two signals is indicative of the AE source location.
After the test the measured time shifts for each event were used to predict a crack initiation site for each event. Since some of the data recorded were due to electrical noise or other spurious sources, the data from the two channels were cross-correlated and only events with a correlation value above a reasonable threshold were analyzed. The results are shown in Fig. 8 . Each circle again represents a calculated crack initiation site with the solid line indicating the 25.4 mm extent of the pre-crack. As can be seen, all but one of the events lie within the extent of the pre-crack and the small deviat ion in the extreme right hand event is most likely due to true crack growth beyond the original size or to an error in measuring the location of the transducers.
A similar ser ies of data was collected on a second sample with a much smaller pre-crack size of 2.4 mm. If the AE system was prone to error a significant number of events would be mislocated outside the region defined by this small pre-crack. Such was not the case as the results in Fig. 9 demonstrate. The solid line now represents a 2.4 mm pre-crack. For this experiment several of the events share a common location which is due to the smaller pre-crack which extends through only 12 resolut i on elements, compared to more than 120 for the larger pre-crack.
Some of the interesting and potentially useful features of the data resulting from the fracture tests are the time history of the events and the pattern of occurrence. As the stress on the sample with the 25 . 4 mm pre-crack was increased, the AE activity would begin on one side of the crack and then jump to the opposite side. In addition there were areas of the crack front that were quiet until catastrophic failure. Table 1 summarizes the time of occurrence and calculated location of the valid events recorded dur ing the test. The fifteen events cover a time span of approximately 102 s immediately preced ing catastrophic failure. The location value is referenced to an origin at the center of the crack.
CONCLUSIONS
A real-time digital acoustic emission data acquisition system has been configured and used to collect preliminary data from both laser calibrat ion experiments and actual fracture specimens of titanium. The calibration It is anticipated that subsequent experiments and refinements will show a system capability of somewhat better resolution between 100 and
200~.
The system has also shown apparent sensitivity to actual brittle fractures in a sample of titanium in that the locations of "the calculated fracture sites are consistent with the known pre-crack extent before significant crack growth. System response times with the configuration used in these experiments are on the order of 65 ms.
Further experiments are now required to verify these preliminary results. An error analysis is required to quantify the sensitivity of the location calculation to errors in the measured transducer positions and the effects of the number of channels used as input to the calculation. Once the sources of error are further identified and quantified, the source location informat ion that the system provides can be correlated with a time history of the free surf ace strain field surrounding the crack observed using moire techniques. These correlations will provide insight into the dynamics of the fracture event. Future work will also attempt to extend the analysis capability beyond source location to characterizing the type of fracture generat ing the emission. Transducer", JASA, D., 1163 (1982) .
