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Abstract
Numerical modeling of gas and plasma-surface interactions is critical to understanding the complex kinetic
processes that dominate the extreme environments of planetary entry and in-space propulsion. However,
simulations of these systems that evolve over multiple length- and time-scales is computationally expen-
sive. Until recently, approximations were used to keep computational costs tenable, which in turn, increased
the uncertainty in predictions and offered limited insights into the micro-scale flow properties and elec-
tron kinetics that dominate macroscale processes. The need to perform high-fidelity physics-based gas and
plasma simulations has led to the development of a three-dimensional, multi-GPU, PIC-DSMC solver called
Cuda-based Hybrid Approach for Octree Simulations (CHAOS) that is presented in this work. The unique
computational features implemented in CHAOS include a linearized Morton Z-ordered forest of octrees with
2:1 capability to efficiently resolve multiple length-scales, dynamic domain decomposition for load-balancing,
fast bitwise computations to perform particle-to-grid mapping, and volume-of-fluid approach for accurate
gas volume computation of cells cut by immersed bodies. Weak scaling studies showed that CHAOS is
highly scalable even for large problems with 0.34 billion particles and 1.5 million surface triangles using 128
GPUs, suggesting that CHAOS is a computational tool capable of simulating large-scale problems. The
CHAOS solver has been used to predict bulk transport properties of 1 mm3 FiberForm and Morgan felt TPS
material samples, and to perform ion thruster plume simulations with realistic thruster exit number density
(∼1015m3), as well as a fully-kinetic treatment for electrons.
Candidate PICA-like TPS materials consist of an irregular porous network of fibers that allows high-
temperature boundary layer gases as well as pyrolysis by-products to penetrate in and flow out of the
material. Quantifying bulk transport properties of these materials is essential for accurate prediction of
the macroscopic ablation rate. Since the ratio of the gas local mean free path and material pore size is
higher than 0.1, the rarefaction effects, such as velocity slip alter the effective gas transport. In this work,
the Knudsen slip-correction to permeability was computed for FiberForm and Morgan felt using DSMC
simulations and the Klinkenberg model. The topology of the material microstructure and orientation of the
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fiber alignment were found to significantly affect the Klinkenberg-derived material permeability. In addition,
the hydraulic tortuosity that quantifies the resistance offered by the material to pressure-driven flow and
the pore-diameter of the material were also computed and the representative elementary volume required to
obtain converged bulk material properties was determined.
Ion thruster plumes consist of fast beam ions and slow neutrals that undergo critical charge-exchange
reactions to produce slow ions and fast neutrals. These slow CEX ions are influenced by the electric field
induced between the ion plume and the thruster surface, resulting in a backflow of ions towards the critical
solar panel and thruster surfaces. Three backflow quantities, namely, ion flux, incidence angle, and incidence
energy affect the macroscopic sputtering rate of the solar panel surfaces over extended operational times.
To prevent charge build-up in the plume, thruster engines are equipped with an external hollow cathode
that emits electrons to neutralize the plume. Experiments have shown that incomplete neutralization of
thruster plumes leads to beam-divergences, which in turn, affects the backflow contamination. However, the
process of neutralization is still not well understood as the plume simulations performed so far have typically
assumed quasi-neutrality. Using the CHAOS solver, electrons were modeled as kinetic particles in this work,
and the effect of electron source location on neutralization was studied. A new charge-conserving boundary
condition was developed to overcome the ‘numerical pump-instability’ caused by the widely used outflow
boundary condition for fully kinetic simulations. Finally, coupled PIC-DSMC simulations were performed
to study the effect of ion thruster number density and electron source location on the plume dynamics,
electron kinetics, and backflow contamination region. The sputtering rate of the solar panels were obtained
from the ion backflow characteristics. From these predictions, the performance and lifetime of the thruster,
as well as the solar arrays can be estimated or even negated through optimized integration of thruster
and spacecraft. The initial bi-modal velocity distribution observed for the plume with a shifted electron
source location showed a formation of eddies around the radial annulus of the plume at steady-state due
to the combination of alternating axial and radial electric fields attracting electrons towards the plume.
Although the computational strategies developed in CHAOS were used to study electric thruster plumes and
characterize TPS materials, the parallelization and octree framework implemented can also be applied to
other problems of interest, such as, modeling of plasma-material interactions, astrophysical jets, solar-wind
interactions, and dusty plasmas, to name a few.
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Nomenclature
< Eel > average electron kinetic energy, J
Dh hydraulic pore diameter
Ei electric field in the i
th-direction, Vm−1
Eth sputtering threshold energy, eV
F permeability force term
Fnum number of real atoms, ions, or electrons represented by a computational particle
K effective permeability of a material, m2
KO continuum permeability of a material, m
2
Kn Knudsen number
Lmax maximum depth of the octree
Pav average gas pressure, Pa
Q beseline total charge, C
Qk total charge at the kth timestep, C
T gas temperature, K
Ts surface temperature, K
W species weight
Y (Eo, α) sputter yield for energy Eo at incidence angle, α
∆tDSMC DSMC timestep, s
xi
∆tPIC PIC timestep, s
m˙ mass flow rate, kgm−2s−1
o permittivity of free space, 8.85E-12 A
2s4kg−1m−3
λ local mean free path, m
λD Debye length, m
µ viscosity co-efficient, Pa·s
ν collision frequency, s−1
ωpe electron plasma frequency, rad·s−1
φ electric potential, V
φo reference electric potential, V
ρe electron charge density, C·m−3
ρi ion charge density, C·m−3
σt total collision cross-section, m
2
τD diffusion tortuosity factor
τh hydraulic tortuosity factor
b Knudsen correction factor, Pa
e elementary charge, 1.602E-19 C
g relative velocity of a colliding particle-pair, m/s
kb Boltzmann constant, 1.38E-23 kg m
2s−2K−1
ne electron number density, m
−3
ni ion number density, m
−3
vibeam beam velocity, ms
−1
vte electron thermal velocity, ms
−1
vti ion thermal velocity, ms
−1
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Chapter 1
Introduction
The pursuit of humankind to become a multi-planetary species is a driving force for the design and devel-
opment of space missions to explore neighboring planets in the solar system. The era of space exploration
first began in 1957 with the launch of Sputnik 1. Since then, outer space has become home to hundreds of
satellites, and numerous human-piloted missions have also been conducted. Space and planetary-exploration
missions broadly consist of five stages, viz., take-off against Earth’s gravity, stage-separation of spacecraft
from the rocket, in-space propulsion for orbit correction and station-keeping of spacecraft, entry into a plan-
etary atmosphere, and finally, landing. The design and optimization of spacecraft and propulsion devices
to make space-exploration missions efficient, safe, and cost-effective, requires research and development in
these diverse scientific disciplines. Among these, the two critical areas necessary for the success of a mission
are the design of thermal protection systems used to protect the spacecraft and crew during entry into the
planetary atmosphere, and, the design and integration of electric propulsion devices for efficient in-space
propulsion. Motivated by these two aerospace applications, this work focuses on two flow regimes, first, the
gas-surface interactions that occur when the spacecraft skin is subjected to extreme temperatures during
high-speed planetary entry, and second, the plasma plume characteristics of electric propulsion devices and
its interaction with spacecraft surfaces. While theory and experiments have been the pillars of scientific
advancement for space-exploration, exceptional computational resources have allowed the field of scientific
computing to serve as a complementary third pillar by providing us with incredible details of the underlying
physical phenomena.
Numerical modeling of gas and plasma-surface interactions is critical to understanding the complex
processes that dominate the extreme environments of planetary entry and in-space propulsion. However,
these systems involve processes that evolve over multiple length- and time-scales, rendering their simulations
computationally expensive. Until recently, insights into the micro-scale flow properties using simulations were
not affordable due to the computational cost, resulting in the use of approximations to simplify calculations,
which in turn, increases the uncertainty in predictions. However, the impetus towards exascale computing
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has made available a variety of modern computer architectures that allow for high-fidelity physics-based
simulations to solve outstanding problems in the aerospace industry. The purpose of this thesis, therefore,
is to develop an integrated three-dimensional numerical tool that exploits the state-of-the-art heterogeneous
computer architectures enabling studies of gas and plasma systems with disparate time and length scales.
1.1 High-Performance Computing with Heterogeneous
Architectures - Overview
Fid
elit
y o
f P
hys
ica
l M
od
els
Analytical
80M particles/month
100M particles/week
Single	length	scale	of		km	to	simultaneously		five		length	scales	
MirEX
Shuttle Glow
MEMS - Material thermal 
response: 3D 
Thermally Insulated Active Cooling
50M particles/month
Thruster  
  Exit 
Solar Panel 
!"#!"$%&'()(*##"$"+))%,-./0#
!"#$%&"""!"$%+12'()(&%#%%%#"$%3)%,4-./0#
5#%%%%%%%%%%%"!"$%313'()(&#%%%%%%%%%%%%%%%%%%#""$%%6%,4-./0!
!"789%%%&'()*%%%!"$%31)'()()#""""#"$"21&%,4-./0#
"#!+"$:8$()((#!!"$()(;#,+"$%;&)%,4-./0#
!!!!!!!!!!!!
Sputtering"#!
Hollow Cathode 
"$!
"$! "$!
"$!
100B particles/week
150M particles/week
63K atoms/week
MD	predicts	type	of	“ice”	
formed	in	plume
Free molecular
theory
Glow and 
contamination 
processes, 
Micro-propulsion
Technology
Many-length scale – plasma 
gas dynamics/materials
Condensation/
Coupled DSMC/MD
2-phases
Figure 1.1: Progress in computational gas dynamics has paralleled with increase in computational
resources governed by Moore’s law.
In 1965 Gordon Moore[2] predicted that the number of transistors on a chip would double every year,
thereby increasing the floating point operations per second, and performance of the solver. Figure. 1.1
demonstrates that increase in the number of transistors enabled scientists and engineers to perform increas-
ingly large scale gas and plasma-based simulations, which in turn, led to a better understanding of the basic
physical processes and improved predictability. In the early ’60s and ’70s, spacecraft designers relied mainly
on analytical models, albeit with a high level of uncertainty and therefore, at the cost of increasing the
tolerance scale for error. From the ’80s to early 2000s, highly accurate physics-based kinetic simulations
were performed due to the improvement in the computational hardware. As displayed in Fig. 1.1, Direct
Simulation Monte Carlo (DSMC) simulations on the Mir spacecraft were performed by Gimelshein et al.[3]
to identify the main source of plume radiation which displayed a ’glow’ when it was operating. Alexeenko
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et al.[4] performed simulations to model gas-flow as well as the thermal response for micro-thrusters us-
ing the coupled finite-element method and DSMC. However, these simulations required nearly one week or
sometimes a month to model 100 million particles, restricting the study to a single time and length-scale.
The predictive Moore’s law was valid until the number of transistors on a chip reached a plateau in the
early 2000s. Increasing the transistor density and clock frequency of the chip increased the power consump-
tion rapidly, thereby requiring complex cooling techniques. Therefore, instead of cramming transistors on a
single CPU core for performing computations, multiple cores were built on a single chip. The first dual-core
processor was released by IBM in 2001, followed by Intel’s dual-core processor in 2004. Since then, multi-
core microprocessors have dominated the supercomputers used by the high-performance scientific computing
community. This improvement in the architecture allowed for the simulation of more complex multi-phase
systems with coupled meso- and microscale processes.
Parallel to the development of multicore processors, efforts were also directed by NVIDIA to develop
multi-core graphics processor units (GPUs) in the race for performance. However, initially, GPUs were
mainly designed and developed for the gaming industry. The first general-purpose GPUs (GPGPUs) were
introduced in 2006 with a dedicated Application Programming Interface (API) for scientific computing.
These programmable GPUs have evolved into highly parallel multi-threaded processors with high throughput
and increased performance. Within a decade since its inception, GPGPUs have proven to be an excellent
tool for improving the speed of simulations which rely solely on the principle of single instruction multiple
data (SIMD). As the name suggests, SIMD applications perform a single operation, such as addition or
subtraction, on a large sequence of data elements. These SIMD applications are termed embarrassingly
parallel and are well-suited for GPGPU implementation. Numerical simulations that involve solving PDE
on a discretized domain, tracking particles in kinetic-simulations, and ray-tracing for graphics rendering are
some examples of applications that can be parallelized efficiently using GPGPUs.
Compute Unified Device Architecture (CUDA) is a programming language developed by NVIDIA in
2007, allowing the use of GPGPUs for scientific computing. CUDA is essentially an extension of the well-
known C language, enabling the programmer to fully utilize the multi-threaded hardware on the GPU for
compute-intensive simulations. A large number of threads can be spawned using CUDA, each of which can
independently execute calculations on the assigned data. GPUs are hosted by CPUs, and the functions
to be performed on the GPU are launched as kernels[5]. Since the host-CPU and device-GPU do not
share memory space, the data is first transferred from the from the host-to-device using CUDA API. This
data transfer occurs across the PCIe bus and requires techniques to hide the long latency. Some of them
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include keeping data on the GPU for as long as possible, minimizing such transfers and using asynchronous
communications and computations. Apart from CUDA, some other GPU programming models include
OpenCL and OpenAcc. However, CUDA is the most popular as it provides more control for program
optimization.
A single GPU with thousands of compute cores can perform simulation an order of magnitude faster
than a multi-core CPU, because of the performance improvement of GPUs versus CPUs demonstrated in
Fig. 1.2. However, a single GPU is limited by memory, with only 6 GB available of a single Tesla K20 GPU.
This limitation makes it impossible to perform large-scale simulations using only a single GPU. The solution,
therefore, is to use multiple GPUs, which are hosted by CPUs, thus combining the advantage of the high-
bandwidth GPU architecture with the low-latency CPUs. Recognizing the need for improved performance
and energy efficiency, parallel supercomputer systems have transformed from homogeneous to heterogeneous
systems where a single node hosts two or more different computer architectures. The most famous type
of heterogeneous architectures includes the low-latency multi-core CPU attached with a high bandwidth
GPU that serves to accelerate the computations. A number of Top500 supercomputer systems[6], such as
Summit, Sierra, Titan, Pleiades, and Bluewaters, host heterogeneous computer architectures to boost the
performance of numerical applications. Heterogeneous computing is used for a wide variety of applications,
such as, weather forecasting[7, 8], molecular dynamics[9, 10], understanding the evolution of supernovae[11],
as well as gas[12, 13] and plasma[14, 15] flows.
Figure 1.2: Comparison of performance in TFLOPS between NVIDIA GPUs and CPUs. (Figure Credit :
NVIDIA)
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Hybrid programming models are required to efficiently use the heterogeneous architectures hosted on the
petascale supercomputers, featuring shared and distributed memory systems. Multi-core architectures, such
as multi-core CPU processor or CUDA cores on a single GPU are shared-memory systems, meaning that,
the data in the main memory space is directly accessible to all the cores. In the distributed memory system,
the memory space on one CPU processor cannot be accessed by another, and therefore, data is transferred
across processors using the well known messaging passing interface (MPI) protocol. For supercomputers
with heterogeneous CPU-GPU architectures, a hybrid MPI-CUDA paradigm is employed to perform com-
putations and data-transfer. For efficient utilization of heterogeneous architectures, intensive computations
are performed concurrently on a large set of data using the multi-core GPU, and the administrative work of
data transfer, task and data oﬄoading, and other logical decisions are performed on the CPU. In addition
to using a hybrid programming model, the use of different computer architectures also requires rethink-
ing of traditionally used algorithms and data-structures to use all the compute cores effectively and avoid
communication bottle-necks.
1.2 Ablative TPS used for Planetary Entry - Motivation and
Overview
Safe entry of scientific and human payload into a planetary atmosphere, i.e., destination planets, such as
Mars, or safe return to Earth is critical for the success of a mission. Typical entry speeds range from
8 km/s for space station missions[16], 11 km/s for lunar return missions[17], up to 8 km/s for Martian
aerocapture and entry[18], and 12-15 km/s for Martian return missions[19]. Stardust, a robotic space probe,
was launched on 7th February 1999 with a primary mission of collecting dust samples from the coma of
Comet Wild 2[20]. After completing its mission, the sample return capsule re-entered Earth’s atmosphere
in 2006, with a velocity of 12.9 km/s, the fastest re-entry speed attained by any human-made probe, at that
point. Vehicles designed for planetary entry are mostly designed to have a blunt body geometry since it offers
more drag and facilitates faster deceleration to the subsonic speed required for a safe landing with parachute
deployment. For example, the blunt-body sample return capsule of Stardust decelerated from a ballistic
speed of Mach 36 to subsonic speed within 110 seconds, i.e., less than 2 minutes during entry. Blunt-body
designs were also used on some human-piloted missions, namely, Mercury, Gemini, and Apollo, as well as
interplanetary probes such as Viking, and Pioneer[1]. However, due to the aerodynamic drag and friction,
kinetic energy is converted into heat, which increases the gas-temperature in front of the vehicle, exposing
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its surface to nearly 4,000 K at the stagnation zone. The heat flux at the leading edge of the vehicle varies
from 100 kW/m2 to 15 MW/m2, depending on the type of mission and entry speed. Thermal protection
systems (TPS) are used as a heatshield to protect the crew and vehicle from these high-temperature gases.
1.2.1 Background and Brief History of TPS
One of the main considerations in designing TPS is the choice of material to be used as a protective heat-
shield on the spacecraft. In general, based on the mechanisms used to control the heat transferred to the
spacecraft surface, TPS materials have been broadly classified into two types, namely, non-ablative/reusable
and ablative[1]. Reusable TPS materials, such as the carbon-reinforced ceramic tiles, used on the Space
Shuttle Orbiter, have a low thermal conductivity as a result of which a tolerable amount of heat is transferred
to the vehicle surface. A surface coating with high emissivity is also used to maximize the amount of energy
re-radiated back to the surrounding atmosphere. Since the materials do not undergo any physical deformation
or changes, they may be reusable for other missions. However, such TPS materials are used only for missions
with relatively low entry speeds of 7 km/s.
Low Density TPS 
Medium Density TPS 
High Density TPS 
Figure 1.3: Mission environment for ablative TPS applications. TPS mass fractions given in parentheses
are the friction of the entry vehicle mass dedicated to TPS. The solid orange lines indicates threshold
beyond which spallation dominates. (Figure Credit : NASA[1])
Ablative materials, on the other hand, can withstand higher temperatures associated with faster reentry
speeds, as they deflect the convective heat flux through physical and chemical processes that cause material
degradation. This self-sacrificial process of the material is called ablation. Ablative materials are further
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tailored, depending on the mission and estimated thermal loads during entry. Figure 1.3 shows a spectrum
of stagnation pressure and peak heat flux encountered by ablative TPS in previous planetary missions. A
fraction of the TPS entry probe mass dedicated to TPS material mass for each of the missions is given
in parentheses. It can be seen that ablative TPS have successfully protected planetary probes for entry
environments ranging from relatively mild condition of 25 W/m2 and 0.05 atm for Mars Viking mission
to extreme conditions of 30,000 W/cm2 and 7 atm stagnation pressure for the Galileo mission. Galileo’s
4-foot-wide probe entered Jupiter’s atmosphere with a velocity of 48 km/s and decelerated to Mach 1 before
deploying parachutes to control the descent rate further. During the first two minutes of deceleration to
Mach 1, the ablation process resulted in a reduction of heatshield mass from 152 kgs to 70 kgs, reducing the
initial TPS mass by half. During the design process, the estimate of this high recession rate was predicted,
and therefore a 50% mass fraction was used on Galileo, indicating the importance of high-fidelity predictions.
Within the class of ablative materials, TPS can be further sub-divided based on the material density,
namely, low-, medium-, and high-density. If the density is low, the pores within the material serve as an
efficient insulator, i.e., low thermal conduction, but it may not be structurally strong. On the other hand,
increasing the density will provide higher structural strength, but also increase the thermal conductivity. The
critical values of stagnation pressure and peak heat flux beyond which the low, medium, and high density
ablative TPS undergo spallation is indicated by solid orange lines in Fig. 1.3. Spallation is an inefficient
heat rejection process where solid particles are ejected from the material into the flow-field, decreasing the
mass of the TPS while not contributing to a decrease in thermal energy. It can be seen that high-density
ablative TPS materials have a higher threshold for spallation and therefore are optimum for extreme entry
environments such as that used in Galileo. On the other hand, a much lighter silicon-based moldable light-
weight ablator (SLA-561) was preferred for Mars Viking mission, since it serves as a good insulator in the
relatively mild environment, and allowed for more payload with only 2.8% TPS mass fraction. Medium
density TPS ablators, such as, Avcoat[21] and PICA[22] were used on Apollo and Stardust, respectively.
Phenolic Impregnated Carbon Ablator, (PICA)[22], conceived at NASA Ames and used successfully on
Stardust, has received particular attention due to the wide range of ablation mechanisms and its previous
success[23]. It was adapted for use on Mars Science Lab heatshield, and recently, Space-X has developed a
variant called PICA-X for the safe reentry of the Dragon capsule.
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1.2.2 Motivation for TPS Material Characterization
Most ablative TPS materials, such as PICA, consist of a fibrous carbon preform impregnated with a phenolic
resin that serves as a binder. Figure 1.4 shows a sample of the PICA heatshield used for shielding the Stardust
return capsule during re-entry as well as a schematic describing some of the critical gas-surface interactions
involved during ablation. As a result of the exposure to high-temperature gases and the convective heat
flux, the phenolic resin undergoes pyrolysis to produce gaseous by-products, called pyrolysis gases, and a
carbonaceous residue called char[24]. The pyrolysis gases flow out of the material and blow into the boundary
layer, altering the heat flux transferred to the TPS material as well as chemical composition of the boundary
layer gases. As the pyrolysis gases flow through the material, they serve as a coolant by decreasing the heat
from the solid material. Estimating the blowing rate of pyrolysis gases into the boundary layer is crucial to
determine the surface recession rate of TPS, and the amount of TPS required for a mission. The char layer,
also a by-product of pyrolysis, is highly porous and therefore serves as an insulator, which also decreases
the heat transfer to the vehicle surface. The char layer also undergoes chemical reactions with the boundary
layer gases, causing surface recession. In addition to these gas-surface interactions, heat is transferred to the
material by radiation from the shock layer generated high-speed entry, and the char layer also re-radiates
heat to the surrounding to counter-balance the incoming radiation flux.
Stardust capsule after return 
PICA HeatShield
Photo Courtesy : NASA 
Stagnation Core 
Porous Char
Pyrolysis Zone
Virgin Material
Structure
Conduction Flux
Pyrolysis 
Gases
Convective 
Heat Flux
Reaction
Products
Surface 
Recession
High temperature boundary layer
Figure 1.4: Schematic of critical ablation phenomena.
The design and selection of candidate ablative TPS materials for future planetary missions thus requires
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an understanding of the various complex ablation processes and accurate prediction of the material recession
rate, based on which, the material thickness required for the mission-specific entry conditions is determined.
Uncertainty in the prediction would require the use of relatively higher TPS mass fraction, compromising
the weight of payload mass that could be carried in the spacecraft. Thus, to optimize the TPS mass
without compromising on the safety, it is necessary to model the ablation processes and accurately predict
the material recession rate as well as peak temperature at the interface between the TPS virgin material
and the spacecraft surface. A number of material response codes have been developed to model ablation
at the macroscopic length scale and assess the performance of candidate TPS materials when exposed to
given entry conditions[25, 26, 27, 28, 29, 30, 31]. These codes model the gas transport of high-temperature
boundary layer and pyrolysis gases through the porous TPS materials to obtain the blowing rate of the
gases. However, the MR codes are not designed to simulate the micro-scale gas flow through the complex,
highly irregular pores of material microstructure, instead, rely on the material transport properties obtained
from material characterization studies to model the gas momentum transport. It is therefore evident that
characterizing the bulk material transport properties[32] to quantify the ease with which gas flows through
the porous network of the TPS materials is critical to assess their performance when exposed to the extreme
environment.
1.3 Electric Propulsion - Motivation and Overview
The commercial spacecraft industry is interested in maintaining a constellation of small satellites in the
LEO to perform remote Earth sensing[33], precision weather prediction[34], and precision agriculture[35] to
advance the state-of-the-art. On-board propulsion devices are required to provide course-correction when
these satellites are pulled off-course by the Sun’s gravitational pull. In addition to orbit-correction for
satellites, on-board propulsion devices are also required to perform orbit transfers, as well as power spacecraft
or probes to traverse through the solar system and explore planets, asteroids, and comets. Electric propulsion
(EP) systems are a well-established technology for long-duration missions, and station-keeping and attitude
control of spacecraft. These devices produce high specific impulse (∼3,500 s) to perform low-thrust (∼92 mN)
maneuvers making them attractive for in-space propulsion[36].
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1.3.1 Background and Brief History of Electric Propulsion
Electric propulsion devices utilize electric energy to heat the propellant and expel it with a high velocity. EP
devices are broadly classified into three categories, namely, electrothermal, electrostatic, and electromagnetic
thrusters[37, 38, 39]. The electrothermal thrusters achieve the required ∆v by expanding electrically heated
propellant through a nozzle, conceptually similar to the chemical thrusters. Electrostatic and electromagnetic
thrusters first ionize the propellant in a chamber and then accelerate the charged particles by applying
an external electric or electromagnetic field, respectively, to generate a plasma plume with high exhaust
velocities. Gridded ion thrusters are one of the most mature electrostatic engines, with proven space-flight
for numerous missions.
Although ion engines were first conceptualized in 1906 by Robert Goddard[38, 40, 39], they found real
applications only after the 1950s when the Space Electric Rocket Test (SERT) flight demonstrated the
first successful flight test of the ion thruster technology[41]. Following this, ion engines were used for
north-south station keeping of the first commercial GEO satellite bus, PAS-5 (now Intelsat), in 1997[40].
Apart from near-Earth applications, the ability of ion engines to operate reliably at high exhaust velocities
over long flight-times made it an ideal primary propulsive device for deep-space missions[42, 43, 44, 45].
NASA’s Deep Space 1 spacecraft, launched on 24th October 1998, was the first interplanetary mission to use
xenon ion propulsion system called the NSTAR engine[42]. Deep Space 1 probe encountered the asteroid,
Braille, in 1999, and since it exceeded its requirements for the primary mission, it extended its mission to
rendezvous with comet Borelly in 2001[46]. Throughout its mission, the NSTAR ion engine was operated
for more than 16,000 h (nearly two years) while expending only 73.4 kg of xenon propellant providing a
∆v of 4 km/s[47]. Ion engines were also used on the Japanese MUSES-C probe to land on an asteroid, the
European Space Agency’s SMART spacecraft designed to reach the moon, and NASA’s Dawn spacecraft in
2007 to explore asteroids, namely, Vesta and Ceres, with the objective of gaining insights on the birth of the
solar system[43, 48].
The choice of using electric thrusters for satellite station-keeping and for deep-space missions can be
better understood by using the rocket equation,
∆v = ve ln
mo
mf
. (1.1)
This equation was first introduced in 1903 by Konstantin Tsiolkovky, who derived the relationship between
increment in the spacecraft velocity, ∆v, to the exhaust velocity of the propellant, ve, and the ratio of initial
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spacecraft mass, mo at time, to, to the final mass, mf = mo −mp, at the end of the acceleration period, tf
after burning mp amount of propellant. Conventional rocket engines are powered using chemical propulsion,
where the energy from chemical reactions is harnessed to generate a large volume of high temperature gases
which are then expanded through the convergent-divergent nozzle to produce a high ∆v. However, the
amount of energy per unit mass of propellant limits the maximum achievable exhaust velocity to 5-6 km/s.
Due to this limitation on ve, chemical rocket engines achieve the required ∆v for a mission at the cost of
burning a large amount of propellant mass over a short time period, i.e., by decreasing mf = (mo −mp) in
Eq. 1.1 at a fast rate. On the hard hand, contrary to its chemical counterpart, electric propulsion devices
accelerate the propellant to much higher exhaust velocities, 30-50 km/s, thereby requiring lesser propellant
mass usage for a given ∆v.
  
Chemical Propulsion Electric Propulsion
Figure 1.5: Propellant mass required for a given ∆v with increase in exhaust velocity.
The propellant mass, mp, required for a given ∆v can be estimated by re-writing Eq. (1.1) as
mp = mo
[
1− exp
(
− ∆v
ve
)]
, (1.2)
which suggests that to simultaneously reduce propellant mass and increase the payload, the exhaust velocity,
ve, should be comparable to or higher than the ∆v of the mission. The advantage of a higher ve is demon-
strated in Fig. 1.5, for two ∆v values of 1 and 6 km/s, which indicates an exponential decrease in mp/mo
with increase in ve for a given ∆v. Electric thrusters cannot replace conventional chemical engines for launch
applications that require a large amount of thrust over a short period to enable spacecraft to escape from
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the Earth’s gravity. But, for long duration flights involved in deep space missions, electric thrusters can
generate higher final velocities by constantly adding ∆v to the spacecraft velocity over a long period using
lesser propellant than chemical thrusters. In other words, the specific impulse, Isp, defined as the ratio of
ve to the gravitational acceleration of Earth, is higher for electric thrusters compared to chemical thrusters,
making them attractive for in-space propulsion. In addition, storing the corrosive chemical propellants over
a long time period is more challenging compared to the inert xenon propellant currently used in electric
thrusters. However, it is critical to analyse and predict any long-term adverse effects caused by interactions
of the thruster plume with the spacecraft and solar arrays surfaces. These predictions will allow for thruster
engines to be appropriately integrated to the spacecraft during the design stage[36].
1.3.2 Motivation for Modeling of Thruster Plumes
The operation of an ion engine is illustrated using the schematic shown in Fig. 1.6. Since the 1970s, xenon
gas is used as a propellant since it is chemically inert, non-corrosive, and easy to store and cleaner compared
to the previously used mercury or cesium propellants. First, the gaseous xenon propellant is injected into
the ionization chamber of the engine. When the ion engine is running, the internal hollow cathode within
Figure 1.6: Illustration of the working principle of ion engines. (Figure Credit : NASA (www.nasa.gov))
the engine emits electrons into the chamber, which in turn, strike the xenon atoms and consequently knock
an electron out of the xenon atom, thereby creating xenon ions. The magnetic field induced by the magnet
rings surrounding the chamber increases the electron’s residence time in the chamber, in turn, improving
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the ionization efficiency. These positively charged xenon ions generated in the chamber are then attracted
towards the pair of grids at the edge of the chamber. A high voltage difference of nearly 1,200 V is applied
across the two grids to produce a large electric field which electrostatically accelerates the xenon ions out
of the chamber generating a plasma plume with high exhaust velocities. This emission of this high-velocity
xenon ion plume generates the thrust required to perform mission-specific maneuvers. The thruster plume
consists of positively-charged fast xenon ions and some slow unionized neutrals. Electrons are emitted from
the external hollow cathode to neutralize the net-charge in the plume. Without an external neutralizer, the
thruster plumes would acquire a higher positive charge compared to the spacecraft surface and the solar
panel, which, in turn, would decelerate the plume ions causing a decrease in the thrust efficiency.
Apart from direct plume impingement, charge exchange (CEX) collisions are one of the major causes of
spacecraft contamination[36, 49, 50]. These collisions occur between the slow xenon neutrals in the plume
and the fast beam ions which produce slow thermal ions, called CEX ions, and fast neutrals. The slow
CEX ions are influenced by the electric field induced between the plume and the surrounding region as well
as the spacecraft surfaces, resulting in their backflow towards critical spacecraft and solar panel surfaces.
These backflow CEX ions obtain energies large enough to cause physical sputtering or material erosion,
which over long operational times, will affect the performance of the solar panel and spacecraft as well as
reduce their integrity and lifetime[51]. Thus, predicting the flux and ion energy distribution in the backflow
region will give an accurate estimate of the surface erosion rate and life expectancy. From these predictions,
the performance and lifetime of the thruster, as well as the solar arrays can be estimated or even negated
through optimized integration of thruster and spacecraft.
1.4 Scope of the Work and Main Contributions
As discussed in the motivation, this work focuses on two main areas of research, namely, (1) characterization
of bulk transport properties of candidate TPS materials, and (2) modeling ion thruster plume neutralization,
ion backflow, and the consequent interaction with solar panel surface. The fundamental questions that are
addressed for (1) to improve TPS material design include
• How does the material microstructure affect the transport of gases through porous media,
• How does temperature and gas number density affect the trajectory and transport of the gas flow,
• What is the representative elementary volume of a material that can be used for analysis,
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• Can we predict the permeability, hydraulic tortuosity, and pore-diameter using a single set of numerical
simulations.
Although a significant amount of effort has been made in the literature to model electric thruster plumes,
comprehensive fully-kinetic three-dimensional simulations, with a kinetic treatment for electrons, have not
been performed thus far. In this work, we have performed fully-kinetic particle-based simulations which
allows us to address the following fundamental questions for (2):
• How do electrons neutralize the ion thruster plume and what is the electron kinetic behavior during
neutralization,
• How do we model steady-state electron kinetics even though it is known to create a ‘numerical pump-
instability’ from the literature[52],
• How does modeling the fully kinetic electrons affect the plume characteristics as opposed to the tradi-
tionally used Boltzmann methods,
• What is the ion constitution in the backflow region in terms of ion energy distribution function, number
flux, and angle of incidence,
• What is the effect of thruster exit number density and electron source location on neutralization,
backflow characteristics, and solar panel erosion rate, and how does it affect the sputtering rate.
Kinetic particle-based approaches such as Direct Simulation Monte Carlo (DSMC) and Particle-In-Cell (PIC)
are used to address the above mentioned research questions. However, these approaches are computationally
expensive requiring a paradigm shift in numerical techniques for such simulations. Therefore, a new unified
computational tool called Cuda-based Hybrid Approach for Octree Simulations (CHAOS) is developed in
this work, such that, it can accurately and efficiently model two completely different gas and plasma flow
regimes by employing state-of-the-art heterogeneous architectures. The major contributions made through
this work are classified into three categories; first, development of scalable multi-GPU particle-based solver
for rarefied gas and plasma applications, second, the effect of microstructure characterization of gas transport
properties of TPS microstructures, and, third, the study of ion thruster plumes and its interaction with the
solar panel.
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1.4.1 Unified Computational Framework
The use of GPUs required rethinking of traditionally used data-structures and algorithms for improving the
computational efficiency of the solver. To resolve the multiple length-scales that occur due to plume expansion
or the presence of immersed bodies, a three-dimensional hierarchical octree structure is implemented to
efficiently resolve the important physics. However, the traditionally used pointer-based data structures
require large storage memory and more computational time to perform tree-traversal. For the first time,
in this work, a linearized forest of octree approach has been used to exploit the acceleration capabilities of
heterogeneous architectures available on many petascale supercomputers. Compared to the pointer-based
method, the use of a linearized data structure allows for optimized memory storage and improved cache-
coherency. The linearized tree data structure also enables a simple solution to domain decomposition, where
all the final leaf nodes of the domain are distributed among the processors equally. Such an implementation is
computationally efficient compared to the overhead involved in using an external graph partitioner. Unique
to this work, a fast bit-wise Morton encoding algorithm is implemented to perform particle-to-grid mapping
procedure, which is considered as the most computationally intensive step for particle-based approaches.
A hybrid MPI-CUDA communication paradigm is implemented to perform data transfers across multiple
GPUs.
The simulation of flow through highly irregular fibrous microstructures requires further modification to
the traditionally used DSMC approach. In particular, a volume-of-fluid (VOF) approach is implemented
to compute the irregular gas volume of cells cut by the immersed body to accurately predict the collision
frequency of such cut-cells. In addition, the ray-tracing algorithm that is used to perform gas-surface
interactions and VOF computations is efficiently parallelized using a large number of CUDA cores. Strong
and weak scaling studies performed showed 85% strong scaling efficiency and 100% weak scaling efficiency
for the DSMC module implemented in CHAOS for flow through porous media.
For the first time, a fully kinetic coupled PIC-DSMC framework is implemented to perform thruster
plume simulations to model both, the self-consistent electric field using Poisson’s equation and the critical
charge-exchange collisions. The disparate time and length scales of the dominant physical processes that
govern the evolution of the thruster plume required the implementation of new strategies to weakly couple
the PIC and DSMC modules without affecting the accuracy of the simulation. A 2:1 spatial constraint is
implemented to accurately compute the flux across cells with different cell sizes. This work also represents the
first time that an octree-based multi-GPU framework is used to solve the Poisson’s equation. Although these
computational strategies were developed to study electric thruster plumes and characterize TPS materials,
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the parallelization and octree framework can also be applied to other problems of interest, such as modeling
of plasma-material interactions, astrophysical jets, solar-wind interactions, and streamer formations, to name
a few.
1.4.2 Material Characterization
To our knowledge, this is the first time that an integrated kinetic computational framework has been employed
to characterize important transport properties, such as, permeability, hydraulic tortuosity, and hydraulic pore
diameter. We are also not aware of any other work that shows a detailed analysis of the pore-scale gas velocity
variation within the pores of the TPS microstructures. Material characterization studies are performed on
Morgan felt and FiberForm microstructure samples that are eight times larger in volume than those used in
other works. Because the materials are manufactured with preferential alignment, the direction-dependent
material properties for the TPS microstructures are also computed using the DSMC simulations.
1.4.3 Fully-Kinetic Neutralization Studies and Prediction of Ion Backflow
The computational capability of CHAOS has enabled us to perform three-dimensional PIC-DSMC simula-
tions of ion thruster plumes with a kinetic treatment for electrons. This dissertation provides a detailed
analysis of electron characteristics in thruster plumes for different ion and electron source configurations and
thruster exit conditions. The electron and ion velocity distributions obtained from these simulations are
important to estimate the contamination or sputtering rate of spacecraft surfaces.
A well-known problem in modeling electrons as kinetic particles for simulations that require an open
boundary is that when the ion beam-front crosses the boundary, the electrons undergo non-physical acceler-
ation such that they get purged out of the domain. To circumvent this problem, the collisionless, fully-PIC
simulations performed so far in the literature were terminated before the beam-front reached the boundary,
prohibiting steady-state calculations of the plumes. One of the significant contributions of this thesis is
the development of a self-consistent charge-conserving energy-based boundary condition, which for the first
time, permitted the study of steady-state plume simulations with colocated and separated electron and ion
sources. The sputter yield of solar panel surfaces is also computed from the backflow ion characteristics ob-
tained from the fully-kinetic PIC-DSMC simulations, which are different compared to the estimate obtained
from the traditionally used Boltzmann simulation. Additionally, formation of electron eddies caused by the
separation of electron and ion sources are observed, and its effect on the ion phase-space, radial electric field,
and backflow characteristics is studied.
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1.5 Dissertation Structure
The remainder of this dissertation is organized as follows: In Chapter 2, we describe the details of the
computational framework implemented in CHAOS to exploit the acceleration capabilities of the multi-core
GPU architecture. An overview of the DSMC approach and its implementation in CHAOS to account for
immersed bodies is described in Chapter 3. In addition, the strong and weak scaling studies performed
to examine the computational performance of the module are presented. The bulk transport properties of
candidate fibrous carbon preforms, namely, FiberForm and Morgan felt are computed in Chapter 4 and the
anisotropic behavior due to preferential fiber alignment is studied. Chapter 5 describes the implementation
of the PIC module in detail and presents validation, verification, as well as scaling studies to demonstrate the
accuracy and efficiency of the solver. The effect of electron source location on the transient neutralization
process is studied in Chapter 6. The new self-consistent charge-conserving energy based boundary condition
required to model stable, steady-state ion thruster plumes with kinetic electrons is presented in Chapter 7,
and domain-independence studies are also performed. The coupled PIC-DSMC framework required for the
thruster plume simulations is described in Chapter 8. We also study the effect of ion thruster number density,
electron source location, and methodology used to compute the electric field on the steady-state plume and
backflow characteristics, and predict the surface sputtering yield by using the simulation data and empirical
sputter model. Finally, Chapter 9 presents a summary of the significant findings of this work and concludes
with some considerations for future research directions.
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Chapter 2
Computational Framework in CHAOS
- Octree and Particle Management
Modeling multi-physics flows with processes that occur at disparate time- and length-scales requires an
efficient code-framework that allows for newer physics-based modules to be stacked without requiring a
substantial change in the code structure. To enable ease of further extension on top of the pre-existing
code, the well-known object-oriented programming model is utilized as it enables effective management
of data structure and classes. The computational framework implemented in CHAOS, embodying these
characteristics, in terms of CPU-GPU parallelization, octree generation, data-structure management, and
particle-to-grid mapping is presented in this chapter.
2.1 Hybrid MPI-CUDA Paradigm
Although GPUs are programmable and provide massive parallelism, they are not stand-alone devices. They
have to be hosted as a co-processor or peripheral device by the CPU which off-loads predetermined tasks to
the GPU using the CUDA API. Data is first transferred from the host CPU to its respective GPU device
using cudamemcpy functions. Then, the compute-intensive subroutines are off-loaded as kernels to the
GPUs from their respective host CPUs. A code-snippet demonstrating a kernel launch to the GPU is shown
below. These kernels employ a large number of CUDA threads that independently and concurrently perform
computations on the data that is residing in the GPU memory. The processed data is then transferred from
the GPUs to the host CPU. During the entire chain of events, the communication cost between the CPU
and GPU is often a bottleneck. Therefore, attempts are made to reduce the computational cost by hiding
communication with asynchronous computations, and by retaining data on the GPU for as long as possible.
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1 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
2 //∗∗ This ke rne l moves p a r t i c l e s to new l o c a t i o n s based on ∗∗//
3 //∗∗ i t s v e l o c i t y and t imestep ∗∗//
4 //∗∗ Each thread moves the p a r t i c l e that corresponds to the ∗∗//
5 //∗∗ thread ' s t i d . The t o t a l number o f threads launched f o r ∗∗//
6 //∗∗ t h i s k e rne l i s equal to the no . o f p a r t i c l e s to be moved ∗∗//
7 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
8 //∗ Var iab le D e f i n i t i o n : ∗//
9 //∗ NumParticles : number o f p a r t i c l e s to be moved ∗//
10 //∗ n threads : threads per block on the GPU dev i ce ∗//
11 //∗ n gr id : number o f b locks per g r id on the GPU ∗//
12 //∗ pos : array o f p a r t i c l e p o s i t i o n s (x , y , and z ) ∗//
13 //∗ ve l : array o f p a r t i c l e v e l o c i t i e s (x , y , and z ) ∗//
14 //∗ t imestep : i s the t imestep used to move p a r t i c l e s ∗//
15 //∗ Kerne l MovePart i c l e s i s the ke rne l launched in the dev i ce ∗//
16 //∗ t i d : thread Id ∗//
17 //−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−//
18 // Def ine s t r u c t //
19 s t r u c t dim
20 {
21 double x [ 3 ] ;
22 } ;
23
24 i n t n_threads = 256 ;
25 i n t n_grid = ceil ( sqrt ( ceil ( double ( NumParticles ) / double ( k_threads ) ) ) ) + 1 ;
26 dim3 MBlock ( n_threads , 1 ) ;
27 dim3 MGrid ( n_grid , n_grid ) ;
28 // Kernel launch //
29 Kernel_MoveParticlesInDevice<<<MGrid , MBlock>>>(pos , vel , NumParticles , timestep ) ;
30 cudaCheckErrors ( ” ke rne l move p a r t i c l e s ” ) ;
31
32 __global__ void Kernel_MoveParticles ( dim ∗pos , dim ∗vel , i n t N_particles , double timestep )
33 {
34 // compute thread id ( t i d )
35 // Each thread a c c e s s e s p a r t i c l e in fo rmat ion s to r ed at l o c a t i o n t i d in the array
36 i n t blockId = blockIdx . x + blockIdx . y∗ gridDim . x ;
37 i n t tid = blockId ∗( blockDim . x∗ blockDim . y ) + threadIdx . y∗ blockDim . x + threadIdx . x ;
38 i f ( tid<N_particles )
39 {
40 pos [ tid ] . x [ 0 ] += vel [ tid ] . x [ 0 ] ∗ timestep ;
41 pos [ tid ] . x [ 1 ] += vel [ tid ] . x [ 1 ] ∗ timestep ;
42 pos [ tid ] . x [ 2 ] += vel [ tid ] . x [ 2 ] ∗ timestep ;
43 }
44 }
Figure 2.1: Schematic to illustrate communication between multiple GPUs using hybrid MPI-CUDA
A single GPU is limited by memory with only 6 or 12 GB available on Tesla K20 and K40 architectures,
respectively, thereby, compelling the user to employ multiple GPUs for large-scale simulations. The compu-
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tational work is distributed among the processors, such that, computations can be performed concurrently
in an efficient manner. In a multi-GPU set-up, each GPU is connected to a host CPU as illustrated in
the schematic shown in Fig. 2.1. In addition to the host-to-device transfers, data would also need to be
transferred from one GPU to another as the simulation evolves. For example, if data transfer from GPU 1
to GPU 2 is required, then the data is first communicated from GPU 1 to its host, CPU 1 using CUDA-API,
which is followed by a communication between CPU 1 and CPU 2 employing the MPI protocol, and finally,
the data is transferred from CPU 2 to its device GPU 2 using CUDA. Thus, CHAOS utilizes a hybrid
MPI-CUDA paradigm to employ multiple multi-core GPUs.
2.2 Octree Construction and Morton Z-order
In addition to improving the simulation run-time by using GPUs and hybrid MPI-CUDA parallelization,
optimizations are also required in terms of algorithms and grid structure. Due to the multi-scale nature of
most of the high-speed external and low-speed internal flow problems, regions with higher gas or plasma
density requires a more refined grid than the regions with lower number density. The use of a uniform grid
with cell size such that it can capture the smallest length-scale in the high-density region will unnecessarily
increase the number of cells in the domain and the computational cost. Therefore, an adaptive mesh
refinement (AMR)[53] approach is employed to refine cells in the high-density regions while using coarse cells
in the low-density regions. This efficient AMR strategy of capturing multiple length-scales by using refined
and coarse cells simultaneously in a simulation was first proposed and demonstrated by Berger and Collela
in 1989[53]. Since then, the approach has been widely used for diverse applications, such as, astrophysics
and cosmology[54, 55], weather-prediction[56] to understanding biochemical processes that occur at much
smaller scales[57].
An octree is a three-dimensional hierarchical tree[58] data structure that is used to generate and store
such an adaptive grid. For particle-based approaches, such as the DSMC and PIC methods used in this
work, the octree serves to group nearest neighboring particles into nodes, wherein each node spans a certain
volume of the computational domain. A two-dimensional quadtree structure is shown in Fig. 2.2 to illustrate
the tree construction and terminologies involved. The entire two-dimensional domain is shown in Fig. 2.2(a)
forms the root of the tree in Fig. 2.2(b), also known as the queen node. The root undergoes sub-division at
the geometric center to generate four internal nodes, called child nodes which form level 1 of the quadtree.
Now based on a criterion, depending on the physics that is modeled, these nodes may undergo further sub-
division to generate new children nodes. In this example, the last child-node of level 1 undergoes further
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Figure 2.2: Illustration of a two-dimensional quadtree.
sub-division to generate four new children nodes. This continues recursively until all the nodes satisfy a
’stopping condition’, which is determined based on the dominant physical length-scale that is modeled. For
example, for gas flows modeled in DSMC the local mean free path is used as a criterion, such that, the
sub-division is performed until the dimension of the node is less than that of the local mean free path[59],
while for plasma flows modeled using the PIC method, the local debye length is used as a stopping condition
for octree generation[60]. These will be discussed in Chapters 3 and 6 of this thesis. The final nodes that do
not undergo further sub-division are called the final leaf nodes. In the example shown, the nodes numbered
from 0 to 6 are the final leaf nodes of the tree, and the ones that undergo sub-division are called the internal
nodes. The quadtree shown in the figure has two levels, which means that the root underwent two-levels of
refinement before the stopping criterion was satisfied, to generate the final set of leaf nodes, i.e., the depth
of the tree is Lmax=2. The three-dimensional extension of this tree structure is called an “octree”.
The two most-widely used methods to store the tree in processor memory are the pointer-based[61, 62, 63]
and the linearized data structure[64, 65, 66]. In a pointer-based representation, the entire tree, starting from
the root to the leaf node (along with the internal nodes) is stored, such that, the parent (red) nodes point
to the address of the children nodes. As a result of this data structure, when we access a leaf node, either to
perform DSMC collisions or charge deposition in PIC, the entire tree must be traversed from the root through
internal nodes and finally to the leaf using pointers. This type of tree traversal is especially inefficient if
the depth of the tree, Lmax, is high since the computational effort scales as O(log Lmax). In a linearized
tree, only the final leaf nodes are stored in an array[64, 65, 66] and all the internal leaf nodes along with
the root are discarded. The two most important advantages of the linearized representation compared to
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the pointer-based data structure are that it requires less memory as only the leaf nodes are stored, and, the
data access from memory is computationally efficient due to contiguous storage of the leaf nodes.
2.2.1 Morton ID and Locational Key for Balanced Trees
(a) Two-dimensional Domain (b) Linear leaf node array and locational key for fully balanced
quadtree.
Figure 2.3: Balanced quadtree with maximum level of refinement 2.
In a linearized representation of the tree, as employed in this work, the leaf nodes are stored according to
the Morton[64, 65] Z-ordered space-filling curve. Each leaf node has a unique global ID, called the locational
key, to efficiently locate their position in the linearized array. Morton IDs or locational keys are computed
using the method proposed by Frisken and Perry[65]. When the leaf nodes are ordered according their Morton
ID, they follow a Z-pattern or a Z-order as shown in Fig. 2.3(a). To demonstrate this method, let us consider
a fully balanced two-dimensional quadtree as shown in Fig. 2.3, with unit dimension in each direction. The
locational key is computed using maximum refinement level of the tree, Lmax, and the position (xloc, yloc)
of the left-bottom corner of the leaf. The coordinate of the left-bottom corner of the leaf node N11, shown
in Fig. 2.3(a) is (0.75,0.25), and, Lmax = 2 for the quadtree. To compute the locational key or Morton ID
of the node N11, we will first convert the x- and y-coordinate (xloc, yloc) to binary numbers, xbit and ybit.
The binary numbers are then interleaved and converted to the decimal number system to finally give the
locational key of the node. The xbit is calculated using the following expression, xbit =[int(xloc ∗2Lmax)]2[65],
which, for this example, is xbit=11. Similarly, the binary representation of the ybit for node N11 is equal to
01. Interleaving[64, 65] the x- and y- binary numbers from left to right and converting to decimal system
gives [1011]10 = 11. The value of leaf ID stored in the 11
th element of the locational key array (Fig. 2.3(b))
is 11, indicating the location of the leaf node in the linear array. This shows that using fast bitwise Morton
encoding, leaf nodes can be directly accessed based on the locational key.
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2.2.2 Morton ID and Locational Key for Unbalanced Trees
(a) Two-dimensional Domain (b) Linear leaf node array and locational key for an unbalanced
quadtree.
Figure 2.4: Unbalanced quadtree with maximum level of refinement 2.
The Morton order and locational key previously discussed works best for a balanced tree since the value
of the locational key is exactly equal to the position of the leaf node in the linear array. However, most
real-life problems of interest have gradients in the flow-field, and as a result, the octree is not balanced,
i.e., all leaf nodes do not have the same depth from the root. For example, let us consider an unbalanced
quadtree shown in Fig. 2.4, where leaf nodes 0, 1, and, 6 are at level 1, while leaf nodes 2, 3, 4, and, 5 are
at level 2, which is also the Lmax of the quadtree. For such unbalanced trees, the value of the locational
key is not equal to the position of the leaf node in the linear array. The strategy we have implemented
to access the leaf nodes of these unbalanced trees directly is such that, if the leaf node is at a level less
than the maximum depth, Lmax, of the tree, then ghost elements up to the maximum depth are created
in the locational key array. At the position of these ghost elements in the locational array, the ID of the
physical leaf node is stored. The maximum size of the locational key array is 4Lmax for the quadtree and
8Lmax for the octree. For example, the leaf nodes N0, N1 and N6 (Fig. 2.4) do not undergo subdivision
and ghost elements, shown by dotted blue circles in Fig. 2.4(b), are created in the locational key array to
store the ID of the respective physical leaf node. Note that only the physical leaf nodes, N0 to N6, are
stored for flow-field macroparameters, such as number density, velocity, temperature, and the ghost elements
are stored only in the locational key array to save memory. Consider node N6 with position (0.5,0.5) in
the unbalanced quadtree shown in Fig. 2.4(a). Using the Morton encoding procedure discussed earlier its
xbit =10 and ybit=10, which after interleaving gives the locational key [1100]10 = 12. The leaf ID value in
the i = 12 element of the locational key array is 6, which is the element we are accessing in the linear leaf
node array. This algorithm for evaluating the locational key can be extended to a three-dimensional octree,
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where based on the x−,y− and z−coordinates of the leaf node and the maximum depth of the octree, the
xbit, ybit and zbit are obtained and interleaved as xyz from left to right to obtain the leaf location. This
locational key is constructed to prevent tree traversal for unbalanced trees when particles are mapped to the
leaf nodes, which will be discussed in Sec. 2.4. Although, the Morton encoding procedure demonstrated in
the above examples is for a root with unit length, it can be easily generalized to roots with any dimension,
by non-dimensionalizing the coordinates with the dimension of the root.
The Morton encoding procedure along with the locational key is accurate only when the root of the
octree is cubic, i.e., the dimensions of the root node are equal in all directions. If the domain is like a
channel, i.e., rectangular (or parallelopiped in a three-dimensional problem), then the domain is divided into
multiple cubes, where each cubic region forms a root of the forest-of-trees (FOT). The leaf nodes of all the
trees are arranged sequentially in an array according to the Morton order. If the computational domain or
the problem size is larger than what can be stored in a single processor’s memory, the domain is divided
into multiple roots and distributed among multiple processors. Each processor then independently performs
recursive division on the root assigned to it, resulting in a forest-of-trees (FOT)[67]. The distribution of the
leaf nodes of the forest is discussed next.
2.3 Domain Decomposition
The objective of domain decomposition is to equally divide the computational load among multiple processors
with the least possible communication cost to reduce simulation run-time. There are many domain decom-
position strategies but for DSMC solvers using multiple GPUs, Ivanov et al.[68] and Su et al.[69], decided
to divide the domain into sub-domains, and assign one sub-domain to a single GPU. A uniform Cartesian
mesh[69, 68] was then constructed on each GPU, and the DSMC computations using the particles that
belonged to that sub-domain were performed independently and concurrently. For adaptive mesh refinement
or octree methods, a common strategy[61] is to divide the domain into multiple roots, and distribute one or
more roots to each processor. The processor, in turn, performs DSMC computations on all the leaf nodes
belonging to the trees assigned to them. But, for unbalanced trees, this strategy does not ensure a balanced
load distribution across processors, since some trees have more leaf nodes than others (see Fig. 2.5, where
Root 1 has more leaf nodes than Root 0). An external graph partitioning library such as ParMETIS[70]
could be used. However, the overhead required by such libraries to partition the domain is high[67] and may
affect scalability for large-scale problems, especially if load balancing is performed dynamically. A simple
solution for efficient domain decomposition is provided by the Z-order space filling curve[65, 66], used in
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the present paper, which allows load distribution to be performed at the leaf level of the forest instead of
the root level. As a result, even if the trees are unbalanced and have unequal number of leaf nodes, the
computational load will be divided equally. The Z-order also provides locality, which reduces inter-processor
communication.
(a) Two-dimensional Domain with two octrees. (b) Linear leaf node array and locational key for two quadtrees.
Figure 2.5: Domain decomposition for a forest of linear octrees.
In CHAOS, each processor is assigned a root and based on the procedure described in Sec. 2.2, linearized
octrees are independently constructed. Then, each processor determines the total computational weight of
the leaf nodes generated from their respective roots. The computational weight quantifies the amount of
run-time required to perform the DSMC calculations in the leaf node and is determined based on the number
of particles and the number of immersed body panels in the leaf node. Since the trees are unbalanced and
have an unequal number of levels and leaf nodes, the leaf nodes are re-distributed to the processors such that
all processors have equal computational weight. For example, consider a forest of two linear quadtrees as
shown in Figs. 2.5(a) and 2.5(b) and let the total number of processors (each attached with a GPU) be equal
to 2, i.e., Np = 2. In Fig. 2.5(b), processor 0 constructs a quadtree from root 0 and processor 1 constructs
the tree from root 1. If we assign a weight of one to each leaf node in this example, then the computational
weight in processors 0 and 1 is four and ten, respectively. Since the total computational weight of the FOT
in this example is 14, each processor must have approximately seven leaf nodes for equal load distribution.
Therefore, in the partitioning module, processor 1 transfers the first three leaf nodes, i.e., leaf IDs 4 to 6,
to processor 0, as shown in Fig. 2.5(b). This load balancing is achieved by cutting across tree 1, which
would have been difficult for a pointer-based tree[62] approach. However, for the linearized tree, the array of
leaf nodes is simply divided into chunks and distributed to processors, as shown in Fig. 2.5(b). Finally, the
locational key for all the trees are communicated to all the CPU processors using an in-built MPI allgather
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function. But, due to memory limitations of the GPU, only the locational key of the trees whose leaf nodes
are contained in the GPU’s sub-domain is transferred to the GPU (using CUDA API), instead of the keys
of the entire forest.
2.4 Efficient Bit-wise Particle to Leaf Mapping using Morton
Encoding and Hybrid MPI-CUDA Communication
Particles are mapped to the leaf nodes in both PIC and DSMC modules using their position coordinates in
the domain. The advantage of a linearized octree over pointer-based is significant for this particle-to-leaf
node mapping procedure since it is performed every timestep. First, particles are mapped to the roots of
forest using the standard Cartesian grid method, to identify the tree to which they belong. Then, depending
on the maximum refinement level of the tree, the locational key of the particle is generated based on the
Morton encoding procedure, discussed in Sec. 2.2. For example, consider a particle P with coordinates
P (1.85,0.2) (shown in Fig. 2.5(a)) which moves to a new location P´(1.6,0.1). Based on its new location, the
particle is first mapped to Root 1, i.e., it belongs to Tree 1 which has two levels of refinement. The locational
key is computed by subtracting the position of the particle with the minimum coordinates of the root, and
finally non-dimensionalizing with the size of the root. The xbit and ybit in the above example are computed
as 10 and 00, respectively. The locational key formed after interleaving the x, y bits is 1000, that is 8 in
decimal notation. The leaf ID value stored in the i = 8 position of the locational key for Tree 1 is 6, and
leaf node 6 belongs to processor 0, as determined during domain decomposition. The algorithm for mapping
particle to a three-dimensional octree leaf node is given in Algorithm 2. Particle data is communicated from
the GPU of processor 1 to the GPU of processor 0, using the hybrid MPI-CUDA method.
After mapping to the leaf nodes, the particles that leave the GPU’s sub-domain, like particle P , are
flagged as ‘outgoing particles’, and are transferred to the host-CPU using cudaMemcpy. The host-CPUs,
in turn, determine the receiving processor ID to which the particle information must be transferred, based
on the leaf node partitioning data. The particle data is sent to the respective receiver CPUs using non-
blocking point-to-point MPI communication from where it is finally transferred to the GPU co-processor
using CUDA. The algorithm for this hybrid MPI-CUDA communication is given in Algorithm 3. The
particle data (their position and velocity) is sorted on the GPU, according to their leaf IDs, by employing
the stable−sort− by−key option in the CUDA Thrust library (as shown in Algorithm 4 for sorting particle
velocity). This procedure allows for storing positions and velocities of particles that belong to the same leaf
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Algorithm 1 Mapping particles to leaf nodes using Morton encoding
1: procedure To Map Particles
2: Launch kernel with number of threads equal to the number of particles
3: for each thread (tid) that works on particle at location tid on array do
4: Determine the octree id (i octree) of the particle
5: Invoke stored MinPosOfOctree, OctreeLength, MaxLevel of (i octree)
6: Subtract MinPosOfOctree from particle position (pos) and normalize with OctreeLength to get Norm pos
7: Determine Morton Id of Norm pos using Function FindLeafNodeUsingMorton
8: function FindLeafNodeUsingMorton(pos,i octree,MaxLevelof i octree)
9: Find integer values x int, y int and z int using (integer= Norm pos ∗ 2MaxLevel):
10: x int = uint64 t(Norm pos.x[0] ∗ (uint64 t(1) << MaxLevel))
11: y int = uint64 t(Norm pos.x[1] ∗ (uint64 t(1) << MaxLevel))
12: z int = uint64 t(Norm pos.x[2] ∗ (uint64 t(1) << MaxLevel))
13: Find LeafId using Morton3D function : LeafId = Morton3D(x int,y int,z int)
14: Update the global leaf Id of the from the leaf Id, based on the starting leaf id of i octree
15: end function
16: end for
17: function Morton3D(uint64 t x, uint64 t y, uint64 t z)
18: This function interleaves the bits in xyz order
19: return ((PartBy2(x)2) + (PartBy2(y)1) + PartBy2(z))
20: end function
21: function PartBy2(uint64 t n)
22: n & = 0x0000000000ffffff ;
23: n = (n ∧ (n 32)) & 0x001f00000000ffff ; // (1)
24: n = (n ∧ (n 16)) & 0x001f0000ff0000ff ; // (2)
25: n = (n ∧ (n 8)) & 0x100f00f00f00f00f ; // (3)
26: n = (n ∧ (n 4)) & 0x10c30c30c30c30c3; // (4)
27: n = (n ∧ (n 2)) & 0x1249249249249249; // (5)
28: end function
29: end procedure
Figure 2.6: Particle sorting using two-dimensional quadtree structure. The leaf node ID is given in
parenthesis. Two arrays, containing the particle and the leaf ID is shown, such that the arrays are sorted
by the Leaf ID value.
node contiguously in the GPU memory and has two important advantages. First, the leaf node is required
to store only two integers, namely, the number of particles in the node and the starting element ID of the
27
particle in the sorted array. Second, the contiguous storage of particles provides cache coherency, especially
later when inter-particle collisions are performed between the nearest neighbors within a leaf node. For
example, consider a quadtree constructed with the particle distribution shown in Fig. 2.6, where particles
in the array are sorted based on the leaf node to which they are mapped. As a result of this contiguous
storage, a leaf node, for example, leaf node N2 stores only two integers, the number of particles = 2 and
starting element Id, i = 3, which means that particles from i = 3 to i = 3 + 2 belong to leaf node N2.
Algorithm 2 Mapping particles to leaf nodes using Morton encoding
1: procedure To Map Particles
2: Launch kernel with number of threads equal to the number of particles
3: for each thread (tid) that works on particle at location tid on array do
4: Determine the octree id (i octree) of the particle
5: Invoke stored MinPosOfOctree, OctreeLength, MaxLevel of (i octree)
6: Subtract MinPosOfOctree from particle position (pos) and normalize with OctreeLength to get Norm pos
7: Determine Morton Id of Norm pos using Function FindLeafNodeUsingMorton
8: function FindLeafNodeUsingMorton(pos,i octree,MaxLevelof i octree)
9: Find integer values x int, y int and z int using (integer= Norm pos ∗ 2MaxLevel):
10: x int = uint64 t(Norm pos.x[0] ∗ (uint64 t(1) << MaxLevel))
11: y int = uint64 t(Norm pos.x[1] ∗ (uint64 t(1) << MaxLevel))
12: z int = uint64 t(Norm pos.x[2] ∗ (uint64 t(1) << MaxLevel))
13: Find LeafId using Morton3D function : LeafId = Morton3D(x int,y int,z int)
14: Update the global leaf Id of the from the leaf Id, based on the starting leaf id of i octree
15: end function
16: end for
17: function Morton3D(uint64 t x, uint64 t y, uint64 t z)
18: This function interleaves the bits in xyz order
19: return ((PartBy2(x)2) + (PartBy2(y)1) + PartBy2(z))
20: end function
21: function PartBy2(uint64 t n)
22: n & = 0x0000000000ffffff ;
23: n = (n ∧ (n 32)) & 0x001f00000000ffff ; // (1)
24: n = (n ∧ (n 16)) & 0x001f0000ff0000ff ; // (2)
25: n = (n ∧ (n 8)) & 0x100f00f00f00f00f ; // (3)
26: n = (n ∧ (n 4)) & 0x10c30c30c30c30c3; // (4)
27: n = (n ∧ (n 2)) & 0x1249249249249249; // (5)
28: end function
29: end procedure
Algorithm 3 Hybrid MPI-CUDA Communication for Particle Transfer
1: procedure To transfer particles from one GPU to another
2: Determine number of outgoing particles, N outgoingPart
3: Asynchronously transfer particle data of N outgoingPart to the CPU using cudaMemcpyAsync
4: In the CPU, determine which GPUs receive particle data and communicate the particle number to the respective
CPU-host
5: Send N outgoingPart ToGPU [i send] and Receive N incomingPart FromGPU [i recv] using MPI Isend and
MPI IRecv
6: Transfer the sum of all incoming particles (N incomingPart) from other CPUs to the attached GPU, using
cudaMemcpyAsync.
7: end procedure
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Algorithm 4 Sorting particle data based on leaf Id value
1: function SortParticleVelUsingCudaThrust(LeafIdValue, partvel,N part)
2: thrust :: device ptr< int >vel Leafkey(LeafIdValue)
3: thrust :: device ptr< dim >part vel(partvel)
4: thrust :: stable sort by key(vel Leafkey,vel Leafkey+N part,part vel)
5: end function
2.5 Summary
The CHAOS framework discussed in this chapter is common to both the DSMC and PIC modules. The
octree is further tailored for the two approaches depending on the respective requirements of the modules.
Furthermore, the strategy used to determine the computational weight to load balance the computational
work is also different for each module. The hybrid MPI-CUDA communication strategy is invoked for all
GPU to GPU data transfers. Restart files are generated every few thousand timesteps based on a user-defined
interval, such that, when the time-limit for which the computational resources were requested is reached,
the simulation can be re-started using these files. The solution files are output in a Tecplot format, which
allows for flow-field visualization and analysis. The performance of the solver for each of these modules in
terms of strong and weak-scaling studies is provided in Chapters 3 and 5, respectively.
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Chapter 3
DSMC method with strategies for
Immersed bodies
The purpose of this chapter is to describe the numerical implementation of the DSMC method in CHAOS,
such that, the method can accurately model gas flow through highly irregular porous media. First, a brief
description of the governing equation and the DSMC method is provided. Then, the modifications made
to the conventional algorithm to account for immersed bodies is discussed. Finally, the computational
performance of the solver is analyzed by performing strong and weak scaling studies for two types of flow,
namely, external flow over a fractal-like spherical aggregate modeled with nearly 1,000 surface triangles, and
internal flow through a highly irregular fibrous microstructure, obtained from SEM images of Morgan carbon
felt, which is a candidate TPS material.
3.1 The DSMC Method for Solving Boltzmann Equation
The Direct Simulation Monte Carlo (DSMC) approach was first proposed by Graeme Bird,[59] to obtain
a probabilistic solution to the Boltzmann equation. The Boltzmann equation[59] is a complex integro-
differential used to study the evolution of a dilute gas system by tracking the spatial and temporal changes
to the velocity distribution function, f(c), and is expressed as,
∂
∂t
(nf(c)) + c · ∂
∂x
(nf(c)) + F · ∂
∂c
(nf(c)) =
∫ ∞
−∞
∫ 4pi
0
n2(f∗f∗1 − ff1)gσdΩdc1︸ ︷︷ ︸[
∂
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(nf(c))
]
Coll
. (3.1)
The first term describes the rate of change of the number of molecules belonging to a particular velocity
class, c, in a differential phase-space element. The processes that contribute to this rate of change include,
convection of molecules by the molecular velocity c (denoted by the second term), convection of molecules
caused by an external force-field per unit mass, F, (represented by the third term), and inter-molecular
collisions represented by the term on the right-hand side of Eq. (3.1). In the collision term, f and f1
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represent the velocity distribution function for classes, c and c1, respectively, and the superscript
∗ denotes
the distribution at post-collision velocities, c∗ and c∗1, respectively. The total cross-section for these collisions
is given by the product of relative velocity, g, and collision cross-section, σ, of a collision-pair. Thus, the
collision term describes the rate of change of f(c) due to binary collisions between molecules of class c
integrated over all possible velocities and scattering angles of all the possible collision partners. The two
critical assumptions used to obtain the Boltzmann equation are that it is a dilute gas and that molecular
chaos exists. For a dilute gas, the distance between molecules is much greater than the effective molecular
diameter, and thus, most of the interactions are governed by binary collisions. Even though the Boltzmann
equation accurately describes the evolution of such a dilute gas system, it is realistically intractable to
directly solve the equation due to the complex collision term in Eq. (3.1). Therefore, the probabilistic
DSMC approach is used to approximate the solution to the Boltzmann Equation.
The DSMC method is primarily used to study the kinetic effects in flow regimes where the Knudsen
number, Kn, is finite. Knudsen number is often used as a metric to determine the degree of rarefaction of a
gas system and is defined as the ratio of local mean free path, λ, to the characteristic length, L, of the system.
Note that the mean free path of a gas is defined as the mean distance traveled by particles before undergoing
a collision. Systems with Kn < 0.001 are in the continuum regime, where, approaches such as the Navier
Stokes method can be applied. On the other end of the spectrum, where, the Kn > 10, the flow is essentially
free molecular with few collisions. In between these two regimes lies the transitional flow regime where the
Knudsen number range is 0.01 < Kn < 10. Such finite Kn number flows are observed in low density systems
or for systems with very small characteristic lengths, such as microelectromechanical systems. In these
regimes, the continuum assumption is invalid and therefore the traditionally used Navier-Stokes equations
cannot accurately resolve kinetic effects that dominate in this regime. In the DSMC method, the gas flow
is simulated using computational particles, where each particle represents a large number of real atoms or
molecules. For a system with no external force, two main processes that govern the trajectory of the particles
are particle movement and inter-particle collisions. These two processes can be decoupled in the simulation
if the DSMC timestep is chosen to be less than the mean collision time.
The main DSMC processes that are performed every timestep include particle movement, particle sorting,
and inter-particle collisions. In the grid-based methods, typically, a uniform Cartesian grid is constructed by
enforcing the DSMC criterion, which states that, the cell size used to compute collisions must be less than
the local mean free path. After the grid is constructed, the gas particles are mapped to the grid cells and
sorted. Binary collisions are performed between particles that lie within the same cell, and post-collision
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velocities are assigned based on kinetic theory by conserving momentum and energy. Using the post-collision
velocities, particles are again translated to new positions. Once the flow attains steady state, the flow-
field macroparameters such as number density, average velocity, temperature, and pressure are averaged or
sampled over many timesteps, in every cell. The DSMC method has been used for diverse applications,
such as, modeling ion thruster plume expansion[61, 71], flow through microdevices (MEMS)[72, 73, 74, 75],
predicting surface pressure on Mir space station[76] as well as modeling the plumes of Enceladus.[77], to
name a few. However, this particle-based method is computationally expensive since it tracks the trajectory
of individual computational particles and computes inter-particles collisions every timestep.
A general philosophy to reduce the computational expense is to divide the computational work among
distributed memory systems, such as multiple CPUs, and perform DSMC calculations simultaneously on
each of the processors. This philosophy is executed using the message passing interface (MPI) protocol in
a number of DSMC tools such as SMILE[78], MONACO[79], MGDS[80], SUGAR[61, 81], SPARTA[82] and
a 3D gridbased DSMC tool by Wu et al.[83]. Recently, Wu et al.[84], Gladkov et al.[85], Goldsworthy[86],
have demonstrated three to ten times speed-up in their two-dimensional DSMC computations with a single
NVIDIA Tesla C2050 GPU, compared to a single CPU processor. To perform large-scale simulations, a
hybrid CPU-GPU parallelization has been employed by Wu et al.[69], and Ivanov et al.[68], to improve the
computational efficiency of their 2D and 3D DSMC tools. In terms of computational time, Ivanov et al.[68]
showed that a single GPU is equivalent to 10 to 30 CPUs, and Wu et al.[69] showed nearly 185 times speedup
with 16 GPUs compared to a single CPU.
In addition to parallelization, an important optimization strategy is to use adaptive refinement for the
grid. Due to the multi-scale nature of most of the high-speed external and low-speed internal flow problems,
regions with higher number density require a more refined grid than the regions with lower number density.
To resolve the varying local mean free path in such systems, an adaptive mesh refinement strategy has
been used in some DSMC methods[61, 80] as an improvement over the traditional uniform grid approach.
The well-known SMILE[87] and DAC codes[76] use a two-level Cartesian grid. A grid-independent particle
pairing strategy for the DSMC method was implemented by Pfeiffer et al.[88] for a two-dimensional Couette
flow without immersed bodies. In 2008, a gridless octree DSMC method was proposed by Olson et al.[89],
to efficiently model gas flows through such multi-scale, highly irregular domains. However, Olson et al.[89]
have not addressed the modification required to model flow through irregular immersed bodies.
When complex irregular bodies are suspended in the domain, some leaf nodes will be cut by the surface
of this body, distorting the volume that can be occupied by the gas, and altering the collision frequency.
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Calculation of the exact volume of these intersected leaf nodes or cut-cells is critical to the fidelity of the
method. A Monte-Carlo approach and a cut-cell approach has been used earlier in some other works[90, 91,
81] to compute the volume of cells that are cut by an embedded body. The Monte-Carlo approach involves
randomly sampling points in the cell and determining if the point lies in the fluid or solid region. This
approach, however, has limitations since it does not account for split-cells,[91] i.e., cells that are completely
divided by the geometry. Since, in DSMC, only particles that belong to the same cell are allowed to collide,
not accounting for split cells would lead to non-physical collisions between particles that lie on either side
of the geometry, if modifications were not made to the collision algorithms. To avoid this, the cut-cell
method[90, 81] constructs polygons to fill up the space in each split cell. The volume of each split cell is
determined by taking the sum of all the polygon volumes, and collisions are performed between gas particles
that belong to the same split cell. However, the implementation of the cut-cell method is tedious especially
for irregular geometries such as fibrous material microstructures.
The new DSMC implementation in CHAOS provides the required flexibility and accuracy to compute
flow through highly irregular geometries, such as fibrous TPS materials, as well as computational efficiency
through the use of the hybrid MPI-CUDA parallelization. To accurately compute the fluid volume in an
intersected leaf node, a volume-of-fluid[92] approach is implemented and is optimized by combining the
ray-tracing and GPU acceleration. The basic concept of the VOF approach is the calculation of a non-
dimensional scalar quantity, fv, which represents the fraction of the cell-volume occupied by the gas. In
this work, the fraction of the leaf nodes that is occupied by the fluid region (versus that occupied by the
solid object) is computed. The description of the algorithms implemented in the CHAOS DSMC module to
account for the presence of irregular immersed bodies is discussed next.
3.2 Implementation of DSMC Module in CHAOS
Figure 3.1 shows the flowchart of the DSMC module implemented in CHAOS. Note that MPI communications
are highlighted in red color text and data transfers between the host-CPU and device-GPU are highlighted
in green. Particles are first initialized in the domain and a forest of linearized octrees is constructed using
the methodology described in Sec. 2.2. The modifications made to the octree construction algorithm and
the volume-of-fluid approach implemented to account for the immersed body are described in Secs. 3.2.1 and
3.2.2, respectively. The metric used to determine computational weights of the leaf nodes for load-balanced
domain decomposition with immersed bodies is described in Sec. 3.2.3. The algorithm and parallelization
strategies for the key DSMC steps, such as, movement, gas-surface interaction, and particle-to-grid mapping
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is discussed in Sec. 3.2.4. Finally, the collision algorithm implemented to perform gas-gas collisions using
GPUs is described in Sec. 3.2.5 The octree is destroyed and reconstructed after an interval of 1,000 to 10,000
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Figure 3.1: Flowchart of CHAOS DSMC code.
timesteps to capture the transient flow physics. The value for the interval is based on the transient time-
scales and is a user-input. Once the flow reaches steady-state, the macroparameters are sampled using the
final FOT constructed.
3.2.1 Modifications to Octree Construction Algorithm for Immersed Bodies
The details of the octree construction methodology for linearized Morton Z-ordered octrees was discussed
in Chapter 2. However, the presence of immersed bodies requires additional steps in the octree generation
sub-routine to account for cut-cells, which forms the purpose of this sub-section. The surface of the immersed
bodies is usually modeled by a triangulated surface mesh using commercially available software. Figure 3.2
shows the surface mesh of a fractal-like aggregate of spherical structures or spherical particles. If a leaf
node is intersected by the surface of these immersed bodies, then the volume that can be occupied by the
gas particles is only a fraction of the leaf node volume and more importantly, this volume is irregular. To
compute the fluid volume of these leaf nodes, it is critical to first flag the intersected leaf nodes and determine
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the list of surface elements contained within that leaf node. These steps are performed during the octree
construction stage.
First, the list of the surface triangular elements of the immersed body are read in and a bounding box
enclosing the entire geometry is determined. During octree construction, a check is performed to determine if
an octree node is intersected by this bounding box. To save computational time, this check is not performed
for all octree nodes, i.e., the children nodes are checked for intersection only if their parent node is flagged
as ‘intersected’. Next, a geometry search is conducted to determine the list of triangular panels that lie
within or cut across the edges of the ‘intersected’ leaf node. This geometry search is optimized by using the
inherent hierarchical tree structure. Initially, all the triangular panels are considered to lie in the root node
(flagged as ‘intersected’). When the children nodes are created, only the list of panels that lie in the parent
are checked to lie within the flagged children nodes. This way, the list of panels are sorted in the intersected
children nodes and the geometry search is minimized by the use of the parent-child relation. However, if the
size of an ‘intersected’ leaf node is smaller than the maximum size of a surface panel, all the panels in the
parent node are inherited by the flagged children nodes. This is very similar to the Alternating Digital Tree
[93] (ADT) approach, where the triangular panels are first sorted into a tree and then a search is conducted
to sort the list of triangular panels into the Cartesian grid cells. In CHAOS, instead of creating a separate
forest of trees, the leaf nodes of the forest of trees constructed to perform collisions is employed to sort the
surface panels.
Figure 3.2: Fractal aggregate of spherical particles.
Figure 3.3: Octree leaf nodes surrounding the
immersed fractal structure of spheres. The red leaf
nodes are intersected by the immersed body.
35
Figure 3.3 shows a zoomed-in view of the octree leaf nodes surrounding the immersed body. The red
and blue cells represent the octree leaf nodes that are flagged as ‘intersected’ and ‘not intersected’ by the
immersed geometry, respectively. The volume of the octree leaf nodes that are not flagged as intersected is
trivially determined since their geometries are parallelopipeds. While building the tree, if a node is flagged
as intersected and if it is the leaf node of the tree (i.e. the red cells), then its volume is computed using the
ray-tracing approach discussed next.
3.2.2 Volume-of-fluid Computation of Intersected Octree Leaf Nodes
Intuitively, the method described here is similar to the Archemedian approach of calculating the volume of
an object. The main idea is to discretize the intersected leaf node into uniform subcells of equal dimensions,
as shown in Fig. 3.4(a). Some sub-cells lie inside the geometry, some outside, and some are intersected by
the surface of the geometry. Here an approximation is made that if the centroid of the sub-cell lies inside or
on the surface of the solid geometry, the sub-cell is flagged as solid and vice-versa. Ray-tracing is used to
determine if the centroid lies in the fluid or solid region of the domain. The ratio of number of fluid subcells
to the total number of subcells, f , is computed, where, f represents the volume fraction of the octree leaf
node that is occupied by the gas particles, i.e. the fluid volume fraction. The volume of the fluid portion of
the octree leaf node is then obtained by taking the product of the fluid volume fraction with the geometric
volume of the leaf node. The steps involved in the ray-tracing algorithm to determine if a centroid of a
sub-cell lies in the fluid or solid region are discussed below.
(a) Subcells in an ‘intersected’ leaf nodes. (b) Ray cast from centroid to Node 1 of the leaf nodes.
Figure 3.4: Uniform subgrid formed inside an ‘intersected’ leaf node to determine the fraction of volume
that is occupied by the flow-field using ray tracing.
1. Ray formation : After determining the centroid of the sub-cells, a ray is cast from the centroid to the
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corner node of the intersected leaf node as shown in Fig. 3.4(b).
2. Ray-panel intersect detection : A numerical interrogation is performed to determine if the ray from
step 1 intersects any of the planes that respectively contain the surface panels, listed to lie within the
intersected leaf node. The point of intersection is obtained using line-plane intersection equations. For
the ray to strike a surface panel, this intersection point (of line and plane) must lie inside the triangular
panel, which is examined using a point-in-triangle test approach[94].
3. Solid or fluid determination : This is the most important step in computing the volume-of-fluid. A ray
from the centroid could numerically pass through multiple panels. But, in reality, a light ray does not
pass through a solid object that it intersects. Therefore, the closest panel, (intersected by the ray),
along the direction of the ray is determined (as shown in Fig. 3.5(a)). The dot-product of the ray
vector and the outward normal of this closest panel is computed. If the dot-product is positive, the
normal component of the ray is directed away from the body and along the direction of the outward
normal, i.e. the centroid is detected to lie inside the geometry or the solid region (shown in Fig. 3.5(a)).
However, if the dot-product of the two vectors is negative, the normal component of the ray is directed
towards the solid body, in other words, the centroid is detected to lie in the fluid region (shown in
Fig. 3.5(b)). If the dot product is zero, then the ray is parallel to the panel. In this case, if the distance
from centroid to the panel is close to zero, then it is considered to lie on the panel and is classified as
solid.
4. Final step - fluid volume : A binary flag is used to attribute the sub-cell as solid (0) or fluid (1). A
summation is performed over all the values in the array of binary flags returned from the ray-tracing
algorithm. This sum would give the total number of fluid sub-cells. The ratio of number of fluid
sub-cells to the total number of sub-cells will represent the fraction of the intersected leaf nodes that
lies in the flow-field. Finally, the fluid volume is approximated by taking a product of the fluid volume
ratio and the volume of the intersected octree cell.
It could happen that the ray directed towards node 1 does not hit any panel lying within the intersected
leaf node. This is shown in Fig. 3.5(b), where the ray cast from the centroid to node 1 does not intersect any
triangular panel that lies in the intersected leaf node. In such cases, another ray is sent from the centroid to
the next corner node (node 2) of the intersected cell and steps 1 to 3 are repeated to determine the closest
panel along the direction of the ray and confirm if the centroid is solid/fluid. This is repeated until at least
one panel is hit by the ray. If a centroid, after casting rays to all 8 nodes of the intersected leaf node, does
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(a) Fluid subcell if ray.n < 0. (b) Solid subcell if ray.n > 0.
Figure 3.5: Product of ray from centroid to node of leaf node (ray) and outward normal (n) of the closest
intersected panel used to detect if subcell is fluid or solid.
not hit a panel from the listed panels, then the centroid is considered to be in the fluid region. This is
because, if it were in the solid region, the ray would definitely detect an intersection with the panel, unless
the intersected leaf node is completely submerged in the solid region. However, if this were true, there would
be no gas particles in that region and the fluid volume of the cell would not be computed since no collision
frequency would be required.
The micrometer dimension of the intersected octree leaf nodes could incur floating-point errors in the
calculations performed to compute fluid volume. To prevent the chances of such floating-point errors, the
volume computation is non-dimensionalized by the characteristic length of the flow-field to compute the
fluid volume fraction. Another numerical consideration included is that if the number of particles in the
intersected leaf nodes are higher than the minimum number of particles (typically seven) required for DSMC
collisions, then only a small volume of the leaf node is cut by the immersed body. Therefore, (6 × 6 × 6)
sub-cells are sufficient to compute the fluid volume. However, if the number of particles in the intersected
leaf node is much less than the minimum number of particles, then a large portion of the leaf node is taken
up by the immersed body and a more refined subgrid (30×30×30) would be required to compute the volume
accurately. The size of the sub-grid was determined by trial and error, by placing a single sphere in the cube
and comparing the fluid volume computed with the theoretical volume. The theoretical volume in this case
would be equal to the volume of the cube subtracted by the volume of the sphere with known radius. It was
found that, when the fluid portion of the cube is very small, a well refined subgrid estimated fluid volume
with 99.8% accuracy.
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3.2.3 Criterion for Assigning Computational Weight with Immersed Bodies
The domain decomposition strategy using a computational weight of unity for the leaf nodes was discussed
previously in Sec. 2.3. However, the additional computations such as gas-surface interactions and volume-
of-fluid required to account for the immersed bodies significantly increase the computational load in the
intersected leaf nodes. Thus, to account for this additional computation, an additional 50% computational
weight was provided to the intersected leaf nodes leading to a modified weight of 1.5, as compared to the
non-intersected leaf nodes with weight of unity. However, the scaling studies revealed that this weighting
strategy was too simplified. The analysis, discussed later in this chapter in Sec. 3.3.3, will show that there are
three main factors that contribute to the computational time in DSMC, namely, number of particles, collision
frequency, and number of immersed body panels per leaf node. The percentage contribution to the total
run-time from each of these factors is obtained by profiling the code for a specific problem for 100 timesteps,
which was found to be sufficient to profile the DSMC subroutines. Finally, the total computational weight
of a leaf node is computed as a sum of the product of the relative percentages with the value of number of
particles, collision frequency and number of immersed body panels. The values of the relative percentage
contributions are a user-input and can be modified depending on the problem size. To capture the evolution
of the flow physics, the octree structure is destroyed and reconstructed periodically. When a new FOT is
created, the previous domain decomposition is deleted and the leaf nodes of the new FOT are, again, equally
divided among the processors. This dynamic load balancing ensures scalability for the evolving flow and is
achieved at no additional cost or overhead, unlike external graph partitioners.
3.2.4 Movement, Gas-Surface Interactions, Mapping, Sorting and
Communications
To perform particle movement in the GPU, a kernel∗ is launched such that the number of CUDA threads
spawned is equal to the number of particles to be moved in the GPU’s sub-domain. Each CUDA thread is
assigned a particle and all the threads execute the move function independently on their respective particle
data. However, when immersed bodies are present in the domain, particle movement is coupled with gas-
surface interactions (GSI). Typically, the surface of the immersed bodies are modeled with triangular mesh
elements using commercially available software, such as ANSYS ICEM-CFD or MeshMixer. The collision of
particles with the surface is detected using the Moller-Trumbore[95] ray-tracing algorithm. A ray along the
velocity vector of the particle is cast and checked for intersection with the nearest surface panel. If the time
∗A kernel is a subroutine executed in the GPU device using CUDA threads
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taken by the ray to intersect the nearest panel is less than the timestep, then the particle is reflected from
the panel, with post-collision energy based on the accommodation coefficient of the surface.
The capability of GPUs to efficiently parallelize the ray-tracing algorithm is well known in the computer
graphics community. Therefore, the multi-core computer architecture is exploited to accelerate the ray-
tracing implementation in this work, where the number of surface triangles used to model the immersed
body ranges from 1.5 to 3 million. In the ray-tracing kernel, each CUDA thread is assigned a particle,
and all the threads independently determine if the particle assigned to it undergoes a collision with a panel
and also computes the time required to impact the surface. The particles that are detected to collide with
a panel in a given timestep are flagged as ‘1’ and others are flagged as ‘0’. Based on this flagged value,
the particle data is sorted using the stable-sort-by-key option in CUDA-Thrust[96]. At a given instant, 32
threads, defined as one CUDA-warp, are launched by the GPU to perform the task allotted to them. Ideally,
maximum parallelism is achieved when all the 32 threads of the warp independently perform the same task
on different data. If they perform different tasks, then each thread waits until the other threads complete
their task which results in loss of parallelism, known as thread divergence[97]. In order to avoid or reduce
thread divergence, the data is sorted so that threads of a warp perform the same task on different particles,
i.e. either they undergo reflection with the surface (flag 1) or they are just moved to new positions without
surface reflections (flag 0), reducing the possibility of thread divergence.
After computing particle movement and GSI, some particles may leave the computational domain or
the sub-domain assigned to the GPU during partition. If the particles leave the computational domain,
appropriate boundary conditions (outflow, specular, or diffusive) are implemented. To generate a list of
particles that leave the GPU’s sub-domain and move to another sub-domain, particles are first mapped to
leaf nodes using their position co-ordinates in the domain. This is a frequent DSMC occurence, and the
advantage of a linearized octree over pointer-based is significant in this mapping procedure. To determine
the leaf node, particles are first mapped to the roots of forest using the standard Cartesian grid method,
to identify the tree to which they belong. Depending on the maximum refinement level of the tree, the
locational key of the particle is generated based on the Morton encoding procedure, discussed in Sec. 2.2.
After mapping, particles that belong to leaf nodes stored in a different processor are communicated using
Algorithm 3 for hybrid MPI-CUDA communications, previously described in Chapter 2. Then, the particles
are sorted according to their leaf IDs, as discussed in Sec. 2.4, to facilitate cache coherency required to
compute inter-particle collisions between nearest-neighbors within a leaf node.
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3.2.5 Binary Gas-Gas Collisions
After the particles are sorted, binary collisions are performed between particle pairs that belong to the same
leaf node using the majorant collision frequency scheme[98, 87]. This scheme provides a faster convergence
for the local collision frequency compared to the no-time counter method[59] with fewer particles (around
five to seven) per cell. The collision frequency, νi, between particles in a leaf node, i, is given as
νi =
N(N − 1)
2
(gσt)max,
∆V
(3.2)
where, N is the total number of particles in the cell, (gσt)max is the maximum value for the product of
relative velocity and total collision cross-section computed for the leaf node i, and ∆V is the fluid-volume of
the cell. From the computed collision frequency within a cell, a timestep, δt, is sampled from an exponential
distribution to obtain the time of the next probably collision,
δt =
−1
νi
lnR, (3.3)
where, R is a random number uniformly distributed between 0 and 1. A pair of particles, i and j, is randomly
selected from the leaf node and are allowed to collide with a probability, P , given by,
P =
gijσt(gij)
[gσt(g)]max
, (3.4)
where, gij and σt(g) are the relative velocity and total collision cross-section of the collision pair. In this
work, the variable heard sphere (VHS) model is used to compute the collision cross-section, σt, using the
form,
σt = pid
2 = pid2ref
(
gref
g
)ω−0.5
, (3.5)
where, d is the effective diameter proportional to the relative velocity, g, of the collision pair, and dref and
gref are reference values of diameter and relative velocity, respectively. Post-collision velocities are assigned
by conserving momentum and energy. These steps are repeated in each cell until the sum of individual
collision times,
∑
δt <= ∆t, where, ∆t is the timestep of the DSMC simulation.
In CHAOS, the inter-particle collision kernel is launched by spawning threads equal to the number of
leaf nodes in the GPU’s domain. Each CUDA thread performs the above discussed binary collisions between
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particles that belong to the leaf node assigned to the thread. For the GPU implementation, uniformly
distributed random numbers are generated by using an in-built CUDA kernel called curand init to initialize
each leaf node with a different initial random seed. A code snippet showing the kernel launch for the
generation of unique random number seeds for each leaf node is shown at the end of this chapter in Sec. 3.5.
A pair of particles from the leaf node is randomly selected for a probable collision and their collision cross-
section is computed using the Variable Hard Sphere (VHS)[59] model. If the selected particle pair satisfies
the collision probability, then post collision velocities are assigned by conserving momentum and energy.
In the octree leaf nodes that are flagged as ‘intersected’, even though the leaf node may not be split, it
is possible that a pair of particles selected for collision may not lie within each others line-of-sight (LOS).
Therefore, a LOS test is conducted for all pairs of particles selected for collision in the intersected leaf nodes.
Consider particle A and particle B to be selected for collision. As a first check, their signed distance from
the panels in the leaf node is computed. If the distance of particle A and B have the same sign for all the
listed panels in the leaf node, then the particles are within each others line of sight and are allowed to collide.
If the signed distance of particle A and B are of opposite signs, then they lie on opposite sides of the plane
containing the triangular panel. In this case, ray-tracing is employed again. A ray is cast from particle A
to particle B and the intersection point on plane containing the panel is computed. If the intersection point
lies inside the triangular panel, then the two particles do not lie within each others line of sight and no
further panels are checked. When octree leaf nodes are split by the immersed body, the volume computation
methodology described does not compute the volume of each split cell individually, as in the cut-cell method,
rather it computes the total fluid volume of the intersected leaf node, and therefore, collisions are performed
between particle pairs only if they satisfy the LOS criteria.
The flow-field macroparameters, such as velocity, number density, and temperature are sampled in the
GPU, after the flow reaches steady state using the last octree structure constructed. Each CUDA thread
samples the macroparameters of the leaf node assigned to it. When immersed bodies are present in the
domain, heat flux on the panels are computed based on the amount of kinetic energy transferred by the col-
liding particles to the surface elements. The sampled results are output in a Tecplot format for visualization
and analysis.
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3.3 Performance of the CHAOS DSMC Module for Immersed
Body Flow
The octree DSMC methodology implemented in this work for flow over immersed bodies has been validated
for standard test cases, such as, the Fourier flow and Poiseuille flow[99]. Code-to-code verification tests were
also performed for supersonic flow over a fractal-like spherical aggregate by comparing the above discussed
DSMC implementation with those obtained from a three-dimensional, 2-level Cartesian code, known as
SMILE[87]. The details of the validation and verification studies are discussed in Ref. [99]. In this section, the
flexibility and accuracy of the multi-GPU DSMC module to model external and internal flow for two different
types of highly irregular immersed bodies is evaluated. The performance of the MPI-CUDA parallelization
is evaluated in terms of speed-up and scalability with increase in problem size and number of processors.
3.3.1 External Flow over Spherical Aggregates
As a preliminary case, the performance of the CHAOS solver to model external flow over a fractal-like
immersed body modeled with nearly 1,000 surface triangles, shown previously in Fig. 3.2 is evaluated. The
capability to efficiently model gas transport through such morphologies has numerous applications, such as,
modeling the flow of hot combustion gases through soot particulates[100], or the modeling of heat transfer to
aggregates of Bacillus anthracis (anthrax spores) to determine their lethality in high temperature gases[101].
Description of Case Set-Up
A stream of argon gas particles are introduced at the inlet (z=0 plane) of a (20 × 20 × 20) µm domain,
with a bulk velocity of 800 m/s (Mach 1.92) in the z-direction at a temperature of 500 K. Each timestep,
particles are introduced with a half Maxwellian distribution at the domain inlet and with a biased full
Maxwellian distribution, shifted by the bulk z-velocity component, at the cross-stream boundaries. The
other boundaries are treated as free boundaries, where particles are allowed to leave the domain if they
cross the free boundaries. The fractal-like spherical aggregates are suspended at the center of the three-
dimensional domain and are assumed to be stationary throughout the simulation. The surface temperature
of the fractal structure is held at 300 K. The surface is assumed to be diffusely reflecting, such that, the gas
particles, on collision with the surface, are reflected with an energy equivalent to the surface energy.
The DSMC parameters and test case descriptions for the external flow simulations over the spherical
aggregate are given in Tab. 3.1. The first three cases have the same inlet pressure (0.08 atm), however,
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Table 3.1: Parameters for external flow over fractal-like spherical aggregates modeled with 2000 triangles.
Case Test Case 1 Test Case 2 Test Case 3 Test Case 4
Domain size (µm) 20×20×20 20×20×20 20×20×20 20×20×20
Number Density (/m3) 1.0× 1024 1.0× 1024 1.0× 1024 1.5× 1025
Pressure (atm) 0.08 0.08 0.08 1
FNUM∗ 2, 000 1, 000 500 1, 000
Number of simulation particles 5× 106 11× 106 22× 106 100× 106
Time step (s) 0.4× 10−9 0.4× 10−9 0.4× 10−9 0.2× 10−9
Number of samples 9,000 9,000 9,000 20,000
Number of timesteps prior to sampling 2,000 2,000 2,000 8,000
∗The number of real atoms or molecules represented by each simulation particle.
the number of real atoms represented by a single simulation particle, denoted by FNUM , is different for
cases 1-4 to evaluate how the simulation run-time scales with increase in the number of particles. To test
the efficiency of our approach further, Case 4 has a high inlet pressure of 1 atm with higher number of
simulated particles in the domain. The DSMC parameters for all cases are sufficient to ensure a physical
result independent of numerical parameters. As described in Sec. 2.2 and 3.2.1, a forest of octrees using
Morton Z-curve is constructed for each of the cases, and the leaves of the forest are distributed among the
GPUs (as discussed in Secs. 2.3 and 3.2.3). The effect of increase in the inlet pressure on the flow-field
macroparameters and surface heat flux is discussed next.
Flow-field Macroparameters for Flow over Spherical Aggregates
The flowfield macroparameters for test cases 2 and 4, with 0.08 and 1 atm inlet pressure, respectively, are
compared along an x − z plane, extracted at y = 10 µm, passing through the fractal structure, as shown
in Figs. 3.6 and 3.7. The spatial variation of Mach number obtained from cases 2 and 4 are shown in
Figs.3.6(a) and 3.6(b), respectively. A detached bow shock upstream of the fractal structure and a wake
region downstream can be observed for both the inlet pressure cases, however, due to the lower pressure, the
shock structure is more diffuse for case 2 compared to the 1 atm pressure case 4. Figures 3.6(c) and 3.6(d)
show that the distribution of normalized number density in the interior region is different for the two different
inlet pressures cases. This is because, Case 4 with higher number density has higher collision frequency and
more number of gas-surface interactions, which, in turn, influences the flow-field characteristics in the interior
region of the fractal aggregate. An increase in the number density, results in smaller local mean free path,
as a result of which, the octree leaf nodes undergo more refinement in the higher number density region as
compared to the wake region. Furthermore, as a result of higher pressure and higher number density in Case
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(a) Mach number distribution for test Case 2 (b) Mach number distribution for test Case 4
(c) Number density normalized by n∞ =1.0×1024 for Case 2. (d) Number density normalized by n∞ =1.5×1025 for Case 4.
Figure 3.6: Variation of Mach number and number density along the x− z plane extracted at Y=10 µm.
4, the leaf nodes are more refined in Fig. 3.6(d) as compared to Fig. 3.6(c).
The spatial variation of pressure normalized by the free-stream pressure for cases 2 and 4 are shown in
Figs. 3.7(a) and 3.7(b), respectively. The shock stand-off distance indicated by the location of pressure-jump,
is closer to the leading sphere for case 4 compared to case 2. In other words, the thickness of the shock
region is smaller for the 1 atm case compared to 0.08 atm case because the shock is stronger in the higher
pressure case. Similar observations can also be made by comparing the temperature variation obtained for
cases 2 and 4 in Figs. 3.7(c) and 3.7(d). In both the calculations, the temperature is observed to increase
from 500 to 720 K, in the shock region. But, in the interior parts of the fractal structure, the large number
of diffuse particle reflections from the surface of the immersed body, causes the gas temperature to decrease
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(a) Pressure normalized by P∞ = 0.08 atm for Case 2 (b) Pressure normalized by P∞ = 1 atm for Case 4
(c) Temperature distribution for test Case 2 (d) Temperature distribution for test Case 4
Figure 3.7: Variation of pressure and temperature along the x− z plane extracted at y =10 µm.
to 350 K.
The surface heat flux distribution and three-dimensional velocity streamlines for test Cases 2 and 4 are
shown in Figs. 3.8(a) and 3.8(b). Due to an order of magnitude increase in the inlet pressure, the maximum
heat flux at the leading edge of the fractal structure is found to increase by a factor of seven, i.e., from
20 MW/m2 for case 2 to 130 MW/m2 for case 4. A heat-shielding effect can be observed in the interior
region of the fractal structure as well as the region that faces the wake, for both test cases. The velocity
streamlines show the meandering trajectory of gas particles through the porous interior region of the fractal
structure. For Case 4 with 108 particles, the CHAOS DSMC solver required only 12 hours for 20,000
timesteps using 16 Tesla K20 GPUs, demonstrating the capability of our approach to model large-scale
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(a) Test Case 2 with P=0.08 atm. (b) Test Case 4 with P=1 atm
Figure 3.8: Variation of surface heat flux on the fractal structure, immersed in Mach 1.92 argon gas flow at
500 K, and at 0.08 and 1 atm and three-dimensional velocity streamlines of the flow.
problems efficiently. However, prior to modeling flow through larger porous microstructures of interest in
this thesis work, evaluating the performance of the solver for a smaller fibrous microstructure is necessary
and is discussed in the next section.
3.3.2 Internal Flow Through Fibrous Microstructure
Preliminary studies of internal gas flow through a (400×400×400) µm3 fibrous material is discussed in
this section. For this study, a sample of the Morgan felt material was digitized by Panerai et al.[102], using
microtomography and converted to a standard stereolithography file with nearly 1.5 million surface triangles.
This material is more complex than the fractal-like spherical aggregate, but, smaller than the 1 mm3 material
sample required for characterization studies, thus serving as a good test case for evaluating the performance
of the solver.
Description of Case Set-Up and Test Cases
Argon gas particles are introduced at the domain inlet with an initial bulk velocity of 460 m/s and a
temperature of 2000 K. Since the geometry is irregular, non-periodic, and represents only a small sample of
the large scale real material, a pseudo-periodic boundary condition is imposed on the cross-stream boundaries.
In this condition, when particles cross the boundary after movement, they are reflected back into the domain
specularly, instead of allowing them to leave the computational domain. Throughout the calculation, the
microstructure is assumed to be unvarying at the constant surface temperature of 300 K. When gas particles
collide with the surface of the carbon felt, they are reflected diffusely with energy equivalent to the surface
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Table 3.2: Parameters for internal flow through a TPS microstructure modeled with 1.5 million triangles.
Case Test Case A Test Case C Test Case B Test Case D
Domain size (µm) 404×404×1212 1212×404×404 404×404×1212 1212×404×404
Bulk Velocity (m/s) 458 (-z) 458 (+x) 458 (-z) 458 (+x)
Inlet Number Density (/m3) 9.0× 1021 9.0× 1022
FNUM∗ 4× 106 4× 106
Number of simulation particles 3× 106 60× 106
Average number of leaf nodes 120,000 4,870,160
Time step (s) 2× 10−9 1× 10−9
Number of samples 100,000 250,000
Number of timesteps prior to sam-
pling
100,000 60,000
∗The number of real atoms or molecules represented by each simulation particle.
energy.
Description of the test cases for flow along the through-thickness (-z) and in-plane (+x) direction and the
respective DSMC parameters are given in Tab. 3.2. Two sets of calculations, defined as test Case A and B in
Tab. 3.2, are performed for bulk velocity in the negative z (through-thickness) direction with inlet number
densities of 9×1021 and 9×1022/m3, respectively. To understand the effect of flow orientation on the flow-
field macroparameters, two additional sets of calculations are performed with bulk velocity in the x-direction,
i.e., the in-plane direction, (defined as test Case C and D in Tab. 3.2) with the same number densities as for
Cases A and B, respectively. The octree structure is created and destroyed every 500 timesteps to capture
the evolution of the flow using the strategies discussed in Sec. 2.2 and 3.2.1. The computational load is
dynamically re-partitioned across the GPUs as discussed in Secs. 2.3 and 3.2.3, until steady state is reached.
Macroparameters are sampled on the final octree structure generated at steady state. To test whether the
flow has reached steady state, the inlet and outlet mass flow rates were computed in five timestep increments.
Sampling at steady-state was initiated only when the relative difference in inlet and outlet mass flow rate
was less than 0.1%.
Flow-field and Surface Heat Flux Predictions for the Fibrous Microstructure
Figure 3.9 shows the three-dimensional velocity streamlines of argon gas flow through the porous TPS
material for Case A and the contour plot of the z-direction velocity (w) along the y − z plane extracted
at x = 0.202 µm. From the direction of the streamlines, it can be seen that the bulk velocity is in the
negative z-direction (or downward direction). The contour plot of the z-direction velocity shows that the
magnitude of the steady-state velocity decreases from -160 m/s at the inlet to +20 m/s near the fibrous
region. This reduction in velocity is due to diffuse reflections from the surface of the material, which causes
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the reflected gas particles to locally swim against the bulk of the flow. But, due to the large influx of
particles introduced at the inlet every timestep, the bulk velocity is still in the negative z-direction, except
in the neighborhood of the fibers. Since the material is not uniform, the decrease in bulk velocity is not
observed everywhere, but only in the regions where the gas encounters a material obstruction. In the regions
upstream of the voids in the microstructure, it can be observed that the bulk velocity is nearly -60 m/s as
compared to the regions upstream of the fibers, where the velocity is positive and nearly 20 m/s. Once the
gas flows through the material, the bulk velocity of argon gas increases to -320 m/s, since there are no more
obstructions encountered, generating a pressure release zone at the outlet as a consequence of the outflow
boundary condition. The streamlines, in Fig. 3.9, show that the gas particles navigate around the fibers
through the porous region, demonstrating the capability of the CHAOS solver to resolve minute details of
the flow through the highly irregular network of fibers, at subsonic speed using the DSMC approach. Even
without highly complex embedded geometries in the domain, modeling such subsonic flows in any DSMC
solver can be challenging due to the long transient time, high collision frequency, and low Mach number.
Figure 3.9: Three-dimensional velocity streamlines of argon gas flow through the TPS microstructure and
variation of z-velocity component along a plane extracted at the center of the domain, for Case A (Tab.3.2)
The effect of increasing the inlet number density by an order of magnitude on the flow-field macropa-
rameters is analyzed by comparing results in the y − z plane, shown in Fig. 3.9. Case A and B required
100,000 and 60,000 time-steps, respectively, to obtain the inlet and outlet mass flow rate difference of within
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(a) Variation of local mean
free path for Case A.
(b) Variation of local mean
free path for Case B.
(c) Z-velocity variation for
Case A.
(d) Z-velocity variation for
Case B.
Figure 3.10: The variation of local mean free path (a) and (b), and z-velocity component (c) and (d) on a
plane passing through the center of the domain for Cases A and B.
0.1%, i.e., steady state. The steady state mass flow rate of the gas flow in negative z-direction is 53.7 and
537 µg/s for inlet number densities of 9×1021 and 9×1022 /m3, respectively, showing that the mass flow rate
increased by an order of magnitude due to the increase in the inlet number density. Figure 3.10 shows the
variation in the local mean free path, λ, and z-velocity component of argon gas on the extracted plane for
the test cases A and B. A comparison of Figs. 3.10(a) and 3.10(b) shows that the local mean free path for
Case B is lower than that of Case A, resulting in a more refined octree structure. These local mean free
path values are used in the computation of Kn number, and it is found that the maximum Kn number
is 15 and 1.5 and the minimum Kn is 1 and 0.1 for test Cases A and B, respectively. These Kn number
values indicate that Case B is more continuum-like than Case A, which is consistent with the comparison of
the velocity and number density variation. Figures 3.10(c) and 3.10(d) show that for Case B, the decrease
in the magnitude of the z-velocity component occurs only very close to the fibers, and has higher negative
velocities in the porous region, whereas, for the lower pressure Case A, the velocity magnitude decrease can
be observed further upstream of the material, which is typical for a low-density rarefied flow.
The normalized number density with respect to the freestream number density, n∞, for Cases A and B,
and its variation along the extracted plane is compared in Fig. 3.11. A zoomed-in view of the near-material
region is embedded, and the fibers projecting out of this plane are cut for a clearer visual of the contour.
As observed for the velocity contour, the increase in number density occurs further upstream for the lower
pressure Case A and is more-continuum-like for the higher pressure Case B, which is consistent with the
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Knudsen number of the flow. The number density increases within the material because the gas particles
undergo multiple reflections and become trapped between the porous network of the material. As the gas
particles emerge out of the material, their velocity increases and number density decreases, as seen from
Figs. 3.10 and 3.11, due to a free/outflow boundary condition implemented at the exit.
(a) Number density normalized with n∞ = 9× 1021/m3. (b) Number density normalized with n∞ = 9× 1022/m3.
Figure 3.11: Variation of normalized number density in the plane passing through the center of the
microstructure for Case A and B.
Temperature variation along the y − z plane is shown in Figs. 3.12(a) and 3.12(b) for test Cases A and
B, respectively. The gas temperature decreases from 1600 K at the inlet to nearly 300 K near and within
the material, because the gas particles undergo fully diffuse reflections, losing energy upon collision with the
surface, which is maintained at 300 K throughout the simulation. Since the flow domain is not homogeneous
in the presence of the fibrous network, the temperature is higher in the porous regions than the near-fiber
region in the y−z plane. Figures 3.12(c) and 3.12(d) show the pressure contour normalized by the freestream
pressure, P∞, for Cases A and B, respectively. In both the simulations, the ratio of inlet pressure to the
free stream pressure is 1.1 and the pressure at the outlet is nearly 0.1 times that of the freestream. But, the
pressure contour close to and within the material is more continuum-like for Case B as compared to Case A,
similar to the observation made for the number density contour shown in Fig. 3.11.
The variation of heat flux transferred to the fibrous microstructure and the three-dimensional velocity
streamlines of argon gas particles through the material are shown in Figs. 3.13(a) and 3.13(b) for Cases A
and B, respectively. It can be observed that the heat flux is maximum at the leading edge of the material,
which faces the stream of incident argon gas particles. Increasing the inlet number density by a factor of 10,
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increased the maximum heat flux by a factor of seven. This increase in maximum surface heat flux is similar
to the fractal structure observations for Cases 2 and 4 shown previously in Fig. 3.8, where the maximum
heat flux increased by the same factor for an order of magnitude increase in inlet pressure.
(a) Temperature distribu-
tion for Case A.
(b) Temperature distribu-
tion for Case B.
(c) Pressure normal-
ized by inlet pressure
P∞ = 0.011 atm (Case A).
(d) Pressure normal-
ized by inlet pressure
P∞ = 0.061 atm (Case B).
Figure 3.12: Spatial distribution of temperature and pressure in the y − z plane extracted at the center of
the domain, for Cases A and B.
3.3.3 Scaling Studies of DSMC for Flow through Porous Media
Strong scaling studies are performed on CHAOS by fixing the problem size and increasing the number
of GPUs from two to 16, for both, the external flow over fractal-like immersed body (Cases 1 to 4 in
Tab. 3.1), and internal flow through the fibrous microstructures (Cases A and B defined in Tab. 3.2). All the
calculations were performed using Tesla K20 GPUs on the Bluewaters petascale facility and asynchronous
communications and computations were implemented to improve the efficiency. For the external Mach 1.92
flow case over spherical aggregates, test Cases 1 to 3 (in Tab. 3.1) have the same Knudsen number (with
0.08 atm) but different values of FNUM , while Case 4 (1 atm) has smaller Knudsen number and nearly 100
million simulation particles. The scaling studies for the external flow Cases 1 to 4 were performed for 9,000
time-steps during steady state. The speedup comparison of these cases with the scaling studies of Su et
al.[69], is shown in Fig. 3.14. Su et al.[69] performed similar strong scaling studies using Tesla M2090 GPUs
for a two-dimensional supersonic lid-driven flow problem with a uniform Cartesian grid at Kn numbers of
0.01, 0.005, and 0.002.
It can be observed from Fig. 3.14, that as the problem size increases, from Case 1 to Case 4, the scalability
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(a) Test Case A. (b) Test Case B.
Figure 3.13: Spatial distribution of surface heat flux on the microstructure for argon gas flow at average
pressure of 0.006 and 0.04 atm.
improves, i.e., the speedup line moves closer to the ideal line, consistent with the scaling studies presented
by Su et al.[69]. For small problem sizes solved with large number of GPUs, the ratio of communication to
computation increases, thereby decreasing the computational efficiency. But, as the problem size increases,
the ratio of communication to computation decreases, improving the speedup. CHAOS achieved a speedup of
200 times with 16 GPUs compared to a serial CPU run-time for Case 1, (Kn =1.3 and 5 million particles),
which is two times faster than the 85 times speedup reported by Su et al.[69] for a problem size with
Kn = 0.01 and 10 million particles. Figure 3.14 also shows that the strong scaling for Cases 1 to 4 is more
efficient than the scaling results published by Su et al.[69]. One of the main reasons for this difference, is
that Su et al.[69] employed static domain decomposition, which is not optimum especially for supersonic
flows with large flow gradients. On the other hand, the dynamic domain decomposition employed in CHAOS
accurately captures the gradients during the transient phase and redistributes the computational load equally
among the GPUs, resulting in higher scalability
It is also observed, from Fig. 3.14, that Case 4 (1 atm pressure and 100 million particles) showed nearly
100% scaling efficiency upto eight GPUs, whereas for the 16 GPU simulation, the scaling efficiency decreased
to 55%. To understand the reason for this decrease, the normalized distribution of number of particles, leaf
nodes, and immersed body panels across the GPUs at steady-state was examined. Figure 3.15(a) shows
that the leaf nodes and number of particles were almost equally distributed among the eight GPUs, with
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Figure 3.14: Strong scaling studies for fractal geometry test cases 1, 2, 3, and 4, described in Tab. 3.1
less than 20% difference between the minimum and maximum number of particles and leaf nodes per GPU.
However, the number of immersed body triangles stored in the processors differed by a large value. The
same test case when performed using 16 GPUs (shown in Fig. 3.15(b)), showed nearly equal distribution of
leaf nodes across the GPUs, but the maximum and minimum number of particles in the distribution differed
by nearly 80%. For the 16 GPU simulation, it was also observed that the number of particles was low in
the GPUs that have a high immersed body panel count. As discussed previously in Sec. 3.2.3, this led
to the conclusion that the initial estimate of 50% additional computational weight for the intersected leaf
nodes is not representative of the real computational work, resulting in an imbalance of the actual compute
load. That is, this simplistic weighting scheme did not provide good scalability as the computational weights
assigned are not related to the actual computational work performed by the leaf node. An improved criteria
based on three factors, namely, the number of particles, collision frequency, and number of surface panels
of the immersed body, with a weighting of 75%, 20%, and 5% respectively, for each of the factors were
employed. These weights were obtained by profiling the CHAOS solver for 100 timesteps, using the TAU
profiler. This new strategy improved the distribution of number of particles across the 16 GPUs as shown
in Fig. 3.16 and increased the scaling efficiency to 65%, as shown in Fig. 3.14, by the symbol denoted as
CHAOS Case 4 (Opt). Even though the number of particles across the processors is balanced, as shown
in Fig. 3.16, the speedup obtained with the optimized domain decomposition using 16 GPUs is not close to
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ideal. Therefore, additional calculations were performed with 10 and 12 GPUs, and the gradual decrease in
speedup compared to supported the conclusion that the problem size is insufficient to maintain a high ratio
of computation to communication suing 16 GPUs.
(a) Test Case 4, with 8 GPUs (b) Test Case 4, with 16 GPUs.
Figure 3.15: Load distribution in terms of number of particles, leaf nodes, and, number of immersed body
panels.
Figure 3.16: Improved particle distribution across processors with new weighting strategy for the leaf nodes.
Strong scaling studies are also performed for a (404×400×400) µ m3 fibrous Morgan felt TPS microstruc-
ture modeled using 1.3 million surface mesh triangles. The simulation input used for the scaling studies are
given in Tab. 3.2. The speedup for the internal flow through the TPS microstructure used in Cases A (3 mil-
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Figure 3.17: Strong scaling studies for Test Cases A and B, described in Tab. 3.2
lion particles), and B (21 million particles), is shown in Fig. 3.17 and compared with the subsonic lid-driven
cavity results from Su et al[69]. Profiling CHAOS for the fiber cases for a 100 timesteps, during steady state,
showed that the weighting factors for number of particles, collision frequency, and number of surface panels
for Cases A and B was 50%, 30% and 20%, respectively. Compared to the fractal structure cases, it can be
seen that the weighting factor for panels needed to be increased from 5% to 20% for the fibrous material
simulations, because of the very large number of surface triangles that cause an increase in the number of
gas-surface collisions. From Fig. 3.17, it can be seen that the efficiency of CHAOS for Case B with 16 GPUs
is nearly 86%, and is higher than the scaling efficiency obtained for the subsonic lid-driven cavity case by Su
et al.[69]. The speedup obtained for cases A and B in Fig. 3.17 is closer to the ideal speedup than the fractal
flow cases in Fig. 3.14 because of the increase in problem size caused by the large number of immersed body
panels required to model the fibrous microstructure. The scaling results for Cases A and B were found to
be equal, in both, the transient as well as steady phase of the flow. The simulation run-time required to
complete 150,000 sampling time-steps for Cases A and B using 16 GPUs was 4.93 hours and 34.5 hours,
respectively. The problem size for Case B is nearly an order of magnitude larger than that for Case A, and
still, the increase in run-time using the same number of GPUs is less than an order of magnitude, showing
that CHAOS is faster for larger problem sizes due to the increase in computation to communication.
Weak scaling studies were also performed for the Morgan carbon felt microstructure[103, 102]. The
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Table 3.3: Parameters for weak scaling studies for flow through carbon felt microstructure.
Number of GPUs 8 16 32 64 128
Domain size (µm) 404×404×1212
Bulk Velocity (m/s) 458 (-z)
Inlet Number Density (/m3) 9.0× 1022
FNUM∗ 4× 106 2× 106 1× 106 0.5× 106 0.25× 106
Number of simulation particles (mil-
lion)
21.6 43.56 84.8 173.3 336.3
∗Each simulated particle represents some number of physical particles.
purpose of weak scaling is to keep the computational load per processor the same to examine if the compu-
tational tune-time remains constant with increase in the number of processors and problem-size. Using the
eight GPU simulation of test Case B as the baseline, the problem size was increased by doubling only the
number of simulation particles, and keeping the number density constant, i.e., the total number of leaf nodes
were the same. Table 3.3 gives the number of particles used for the weak scaling DSMC cases. Figure 3.18
shows that the scaling efficiency of the CHAOS DSMC solver is near-ideal, suggesting that the algorithms
developed and implemented for octree methods in CHAOS are highly scalable. It can be seen that the scaling
efficiency is higher than ideal as the problem size and number of GPUs is increased. In conventional DSMC
calculations, without complex immersed bodies on the order of 1.5 million triangles, doubling the number
of simulation particles results in a two times increase in the compute size. But, in the weak scaling studies
performed in this work, although the number of particles were increased by a factor of two, the total number
of panels or geometry mesh was maintained constant. That is, increasing the number of particles by a factor
of two may not proportionately increase the total compute size, thus, altering the total computational work
by a small factor. As a result, the weak scaling studies demonstrate a parallel efficiency of more than 100%,
even though the total number of particles per processor is the same.
3.4 Summary
The implementation of the DSMC method in CHAOS accounting for immersed bodies is discussed and
the capability of the solver to model flow through two types of irregular immersed bodies is demonstrated.
Profiling the code and analyzing scaling results showed that there are three factors that contribute to the
computational weight of a leaf node or collisional cell in the DSMC method, namely, number of particles,
collision frequency and number of immersed body panels. A percentage sum of all these factors was used to
compute the computational weight of a leaf node which led to a balanced distribution of computational work
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Figure 3.18: Weak scaling studies for flow through carbon felt with initial number density of 9× 1022/m3,
and equal simulation particles per GPU. (Tab. 3.3)
among all the GPUs. Strong scaling results demonstrated that such a weighting strategy is key to improving
the scalability of the code. For higher problem sizes, it was shown that CHAOS DSMC is nearly 86% efficient
with 16 GPUs. Weak scaling studies showed that CHAOS is highly scalable even for large problem-sizes
with 0.34 billion particles and 1.5 million surface triangles using 128 GPUs. These performance studies
indicate that the CHAOS code is capable of modeling gas transport for sufficiently large material sample
sizes thus, allowing for material characterization studies, discussed in the next chapter. These performance
studies indicate that CHAOS is capable of modeling gas transport through material samples that are nearly
eight times larger in volume than those used in the previous DSMC work[103], thus enabling material
characterization studies, discussed in detail in the next chapter.
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3.5 Code Snippet showing Kernel Launch to GPU for Unique
Random Number Generation
1
2
3 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
4 //∗∗ This ke rne l a s s i g n s a unique random seed to each l e a f ∗∗//
5 //∗∗ and the dev i ce ke rne l uses t h i s seed to draw a random No.∗∗//
6 //∗∗ from a uniform d i s t r i b u t i o n ∗∗//
7 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
8 //∗ Var iab le D e f i n i t i o n : ∗//
9 //∗ NumLeafNodes : number o f l e a f nodes in the p roc e s s o r ∗//
10 //∗ n threads : threads per block on the GPU dev i ce ∗//
11 //∗ n gr id : number o f b locks per g r id on the GPU ∗//
12 //∗ dev RandStates : array o f unique random no . seeds ∗//
13 //∗ seed : unique seed f o r each Rand no . gene ra t i on ∗//
14 //∗ t imestep : i t h e t imestep used to move p a r t i c l e s ∗//
15 //∗ Kernel SetRandSeed i s the ke rne l launched in the dev i ce ∗//
16 //∗ generateUnifRand i s the dev i ce func t i on to generate ∗//
17 //∗ uniform random number us ing the seed ∗//
18 //∗ t i d : thread Id ∗//
19 //−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−//
20 // Def ine v a r i a b l e type //
21 // curandState i s an in−b u i l t Cuda v a r i a b l e f o r random no . seeds
22
23 // cudaMalloc dev RandStates with array s i z e o f NumLeafNodes
24 cudaMalloc ( ( void ∗∗)&dev_RandStates , s i z e o f ( curandState ) ∗ NumLeafNodes )
25
26 i n t k_threads = 256 ;
27 i n t k_grid = ceil ( sqrt ( ceil ( double ( NumLeafNodes ) / double ( k_threads ) ) ) ) + 1 ;
28 dim3 SBlock ( k_threads , 1 ) ;
29 dim3 SGrid ( k_grid , k_grid ) ;
30 // Kernel launch //
31 Kernel_SetRandSeed<<<SGrid , SBlock>>>(dev_RandStates , time ( NULL ) , NumLeafNodes ) ;
32 cudaCheckErrors ( ” ke rne l move p a r t i c l e s ” ) ;
33
34 __global__ void Kernel_SetRandSeed ( curandState ∗ RandStates , unsigned long seed , i n t ←↩
total_LeafNodes )
35 {
36 // compute thread id ( t i d )
37 // Each thread a c c e s s e s a s s i g n s a seed to RandSeed array at l o c a t i o n t i d
38 i n t blockId = blockIdx . x + blockIdx . y∗ gridDim . x ;
39 i n t tid = blockId ∗( blockDim . x∗ blockDim . y ) + threadIdx . y∗ blockDim . x + threadIdx . x ;
40 i f ( tid<total_LeafNodes )
41 {
42 // Cal l in−b u i l t cuRand Function to generate unique Seed //
43 curand_init ( seed , tid ,0 ,& RandStates [ tid ] ) ;
44 }
45 }
46
47 // The f o l l o w i n g dev i ce func t i on generate a random number from //
48 // the unique Random Seed o f l e a f −> RandStateOfLeaf //
49 // us ing uniform d i s t r i b u t i o n from 0 to 1 //
50 // and f i n a l l y r e tu rns the value //
51 __device__ double generateUnifRand ( curandState &RandStateOfLeaf )
52 {
53 // l o c rand i s the random number generate //
54 double loc_rand = curand_uniform_double (&RandStateOfLeaf ) ;
55 re turn loc_rand ;
56 }
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Chapter 4
Material Characterization Studies of
fibrous TPS microstructures
4.1 Introduction and Overview
The purpose of this chapter is to characterize the transport coefficients of gases through fibrous carbon
preforms used in PICA-like TPS by employing an integrated kinetic approach and to study the effect of
pore topology on the detailed pore-scale gas velocity variation within the TPS material. These fibrous
carbon preforms are designed to satisfy different structural properties, (such as rigid or flexible structure)
which results in a different microstructure, and as a consequence, gas transport. Two such carbon preforms
are characterized in this work, namely, Morgan carbon felt[102] (Morgan Advanced Materials, Fostoria,
Ohio,USA) which is flexible and therefore used in the manufacturing of conformal PICA and the relatively
rigid and denser FiberFormr[102] (Fiber Materials, Inc.) that is used as the substrate of PICA. From
micro-tomography measurements, Panerai et al.,[104] have observed that the porosity for FiberForm is
nearly 85-91% which is more dense than felt with a porosity of 94%. To determine the permeability of
both Morgan felt and FiberForm, high temperature experiments were performed by Panerai et al.[104] using
argon as the carrier gas. However, a better understanding of gas transport requires knowledge of microscopic
length scale flow field variation through the pores of the material. The pore-scale transport is difficult to
measure from experiments alone and for this purpose, simulations can be used as a complementary tool.
Figure 4.1 shows a zoomed-in view of the surface heat-flux variation for the top half of a (1×1×1) mm3 felt
and FiberForm material samples obtained by performing simulations similar to those performed in Chapter 3.
The heat flux is observed to decrease from 1 to 0.1 MW/m2 within 0.15 mm from the leading edge for the
FiberForm, shown in Fig. 4.1(b), compared to the 0.25 mm required by the felt, shown in Fig. 4.1(a). This
difference in the rate of decrease of surface heat flux of the two materials is due to the difference in their key
transport properties, namely, pore-size, permeability, and hydraulic tortuosity, which significantly influence
the gas-surface collisions as well as gas flow through the material. Note that, the fibers within the felt and
FiberForm material, shown in Fig. 4.1, have a preferential alignment in the x− y plane, which results from
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their manufacturing process. This anisotropy also affects gas transport depending on the direction of gas
flow relative to the fiber alignment plane.
(a) Morgan felt 1 mm3 material sample. (b) FiberFormr 1 mm3 material sample.
Figure 4.1: Comparison of surface heat flux variation for Morgan felt and FiberForm.
Permeability[105, 104, 106] is an important material property that controls the transport process of
boundary layer and pyrolysis gases, and is used to quantify momentum transport in the material response
(MR) codes[107, 28, 29, 30, 31]. Darcy’s law is generally used to obtain the gas velocity through the material
in a pressure-driven flow. A number of studies[108, 109, 110] use the Kozeny-Carman equation to compute
permeability, but, the Kozeny constants used in those works are obtained by curve-fitting to data obtained
for geometries ranging from randomly arranged rods or spheres to materials such as clay, soil and fibrous
material as well, and may not be accurate for the class of materials shown in Fig. 4.1. In addition, these
models do not account for rarefied effects, i.e., the flow regime where the gas mean free path is on the order
of the pore size, which is the characteristic length-scale of the flow. The finite velocity slip that occurs at the
material surface in such rarefied regimes increases the flow conductance compared to the continuum regime,
and as a consequence, the effective permeability of the material is higher compared to that in the continuum.
Since the pore size of the TPS material used in this work is on the order of a micrometer[104], the mean
free path of the gas is comparable to the characteristic length, resulting in a rarefied flow regime. Therefore,
as will be discussed in this chapter, the Klinkenberg[106, 32] model is used to compute permeability which
corrects Darcy’s law to account for velocity slip effects.
Along with permeability, tortuosity[111, 112, 113] is a critical geometric parameter that quantifies how
much the gas particles deviate from a straight path as they flow through the porous networks within the
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material. The literature consists of a number of definitions for tortuosity, namely, geometrical, hydraulic,
diffusive, and electrical, which are used depending on the flow physics under consideration. Ghanbarian
et al.[114] and Clennell[115] give a detailed review on the various definitions and explain that each tortu-
osity definition is distinct and not necessarily interchangeable. In addition, it was also stated that each
tortuosity factor must be computed from the effective path traversed by the gas or fluid in the respective
flow regime. Interestingly, it has been found that the geometric tortuosity of a porous medium is less than
the diffusive or electrical tortuosity which, in turn, is less than the hydraulic tortuosity[114, 115] obtained
for the same medium. This report computes the hydraulic tortuosity[111, 112, 113], which quantifies the
resistance to a pressure driven flow where the gas particles trace a tortuous meandering path as they flow
through the material. This pressure-driven hydraulic tortuosity factor is required to determine the hydraulic
diameter[116, 113], which, in turn, is used to obtain the Reynolds number and friction factor[116] in pressure
driven flow through porous materials.
To that end, pressure-driven DSMC calculations of gas flow through Morgan felt and FiberForm are
performed to compute, not only material permeability, but also other key properties such as hydraulic
tortuosity and direction-dependent pore-size. In addition, the detailed pore-scale spatial velocity variation
within the TPS material is analyzed to study the effect of material topology and anisotropy on the gas
transport through the TPS. The permeability obtained from CHAOS DSMC simulations will be compared
with those obtained from experiments[104] that used a sample size of (22×22×22) mm3 and previous DSMC
simulations performed by Borner et al[103]. From these comparisons, the representative elementary volume
(REV), that is, the smallest sample size that can be used for analysis without significantly affecting the
predicted macroscopic transport properties of the material, can be determined.
The remainder of the chapter is organized as follows. The material model, CHAOS DSMC framework,
and simulation set-up along with the test cases are described in Sec. 4.2. The effect of material morphol-
ogy and anisotropy on the gas flow path through the material as well as the velocity variation is studied
in Sec. 4.3. The effect of gas temperature, material anisotropy, and microstructural morphology on the
permeability and Knudsen correction factor for the felt and FiberForm material are discussed in Secs. 4.4.1
and 4.4.2, respectively. Section 4.5.1 discusses the direction-dependent hydraulic tortuosity factor of the
two microstructures obtained from pressure-driven DSMC simulations and compares them with continuum
diffusion tortuosities. Finally, the direction-dependent characteristic length scale, i.e., the hydraulic pore
diameter, of the two microstructures, which is used to compute the flow Reynolds number, is compared with
the pore-size that is obtained using tomography images in Sec. 4.5.2.
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4.2 DSMC Simulation Set-Up, Material Model, and Test Cases
For the material characterization simulations, argon is used as the gas of interest, because it is inert, similar
to that used in experiments[104], and previous DSMC work[103]. The argon gas particles are initialized
at the domain inlet with thermal velocities sampled from a Maxwellian distribution at a given initial gas
temperature, Tg. Once the particles fill up the domain, a linearized forest of octrees is generated in CHAOS,
using the methodology discussed in Sec. 2.2 and 3.2.1 and partitioned using the strategy discussed in Sec. 2.3
and 3.2.3. The particles are mapped to the leaf nodes using fast bitwise Morton encoding algorithm to bin
the new nearest neighbors, as discussed in Sec. 2.4. Inter-particle binary collisions are performed between
particles that belong to the same leaf node using the VHS model and the majorant collision frequency scheme,
discussed in Sec. 3.2.5. The volume of the leaf node, intersected by the porous medium and required for the
collision frequency calculation, is computed using the volume-of-fluid approach as discussed in Sec. 3.2.2.
After every 2500 timesteps, as the flow evolves, the previous octree structure is discarded and a new linearized
forest of octrees is generated and re-distributed among the processors to obtain load balancing. This octree
reconstruction and domain decomposition is performed until the flow reaches steady-state, after which the
final octree structure is fixed, and the flow-field macroparameters are sampled on the leaf nodes of this final
octree. As previously mentioned in Chapter 3, the flow is considered to reach steady-state when the relative
difference between the inlet and outlet mass flow rate is less than 1%. The average steady-state local mean
free path within the material was found to range from 200 to 2 µm for an average pressure range from 100 to
5000 Pa, which results in a Knudsen number range of 4 to 0.03, for the Fiberform and felt materials studied
in this work.
In order to avoid boundary effects, the domain size in the streamwise direction is two times that of
the material length for the (1×1×1) mm3 material case and 1.5 times the material length for the smaller
(0.5×0.5×0.5) mm3 material, while the cross-stream dimensions are equal to the material sample size. The
material geometry is placed at the center of the domain, and since it is irregular, non-periodic, and represents
only a small sample of the bulk material, a pseudo-periodic boundary condition, also called a mirror boundary
condition, is imposed on the cross-stream domain boundaries. For this boundary condition, when particles
cross the boundary, they are specularly reflected back into the domain, instead of allowing them to enter
from the opposite plane. This pseudo-periodic assumption holds true for the material simulations performed
in this work, because, on average, the total number and energy of particles that leave the domain from one
cross-stream boundary is equal to that of the outgoing particles from its periodic counterpart. A free-stream
boundary is implemented at the outlet of the domain, such that, the particles crossing the outlet boundary
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Table 4.1: Material test case definition for felt and FiberForm materials
Test Case Orientation Sample Size (µm3) Initial Tg and Ts
Felt 1 TT 1032×1032×1032 Tg=2,000 K, Ts=300 K
Felt 2 IP 1032×1032×1032 Tg=2,000 K, Ts=300 K
Form 1 TT 1032×1032×1032 Tg=2,000 K, Ts=300 K
Form 2 IP 1032×1032×1032 Tg=2,000 K, Ts=300 K
Form 3 TT 1032×1032×1032 Tg=1,319 K, Ts=1,319 K
Form 4 TT 520×520×520 Tg=1,319 K, Ts=1,319 K
are removed from the domain, similar to that used by Mohammadmoradi et al.[117].
The computational models of the Morgan felt and FiberForm materials used in this work are obtained
using x-ray tomography data[102, 103], which discretize the material into voxelized 3D images. Each voxel
has a gray value that represents the local material density. From the voxels a surface mesh with triangular
element is generated using the Porous Microstructure Analysis, PuMA software [118]. This is done by first
applying to the tomography data a simple threshold segmentation based on the bimodal grey histogram of
the image and then running a marching cube algorithm to approximate the grey iso-surface [119]. Figure 4.2
shows the computational model of the (1×1×1) mm3 felt and FiberForm TPS material samples, generated
from a dataset with (600×600×600) voxels and containing 2.6 and 5.6 million surface triangular elements,
respectively. For all the DSMC simulations performed in this chapter, the material microstructure is assumed
(a) Morgan felt microstructure reconstructed using 2.6 million sur-
face mesh elements.
(b) FiberFormr microstructure reconstructed using 5.6 million
surface mesh elements.
Figure 4.2: Fibrous microstructure reconstructed from tomography images of candidate TPS materials.
Red to blue color scale represents increasing distance from the top surface. The TT direction is along the
z-axis, and the IP direction is along the x or y-axis.
to be stationary and non-reactive with a constant surface temperature, Ts.
The definition of material test cases performed on the two materials to study the effect of temperature,
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sample size, and orientation, are given in Tab. 4.1. To study the effect of material anisotropy on permeability,
namely, the through-thickness (TT) z−direction, and in-plane (IP) x−direction, test cases Felt 1 and 2, as
well as Form 1 and 2 are performed on the respective (1×1×1) mm3 samples, shown in Fig. 4.2. Next,
to study the effect of sample size, the TT permeability obtained for the large sample size in test case
Felt 1 is compared with the DSMC calculations performed by Borner et al.,[103] on a smaller sample size
of (520×520×520) µm3. In contrast to the equal surface and gas temperatures used in the experiments[104]
as well as previous DSMC calculations[103], in this work for test cases Felt 1 and 2, and Form 1 and 2,
the gas particles are initialized with a temperature different from the surface temperature. However, since
the material surface is maintained at a constant temperature throughout the DSMC simulations and the
gas-surface interactions are assumed to be fully diffuse, the gas temperature within the porous material
equilibrates with that of the surface temperature within some depth into the material at steady-state.
In addition, test case Form 3 is simulated with equal initial gas and surface temperature at 1,319 K, the
results from which are compared with the permeability experiments performed on a 22 mm3 sample at the
same temperature[104]. Finally, test case Form 4 is performed for a sample size of 520 µm3 with initial gas
and surface at 1,319 K, to study the effect of sample size on the TT continuum permeability. Note that,
for each material test case defined in Tab. 4.1 four DSMC simulations are required to compute the material
properties. The timestep for all the calculations ranges from 3 ns for the low pressure cases to 1 ns for the
higher pressure cases, such that, it is at the most one-tenth of the mean collision time[59, 103]. The other
DSMC input parameters for all these simulations are given in Tabs. 4.9-4.11 at the end of this chapter. To
study the effect of material morphology on the gas transport through the pores of the material, a detailed
analysis of the steady-state velocity flow-field obtained from the DSMC simulations for flow through the felt
and FiberForm microstructure is discussed in the next section.
4.3 Effect of Material Microstructure on Resistance to
Pressure-driven Flow
The effect of different topologies on the pressure-driven gas transport can be studied by comparing the
variation of velocity flow-field through the porous felt and FiberForm microstructures. Note that, to perform
the TT and IP material test cases, the DSMC simulations were performed with distinct particle bulk-flow
directions, i.e., particles were introduced in the negative z direction (top to bottom) for TT test cases, and
along the positive x-direction (left to right) for the IP test cases. As a consequence, streamwise flow for
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the TT and IP direction denotes flow in the z and x-direction, respectively, and cross-stream direction is
perpendicular to the streamwise flow. The comparison of normalized streamwise gas velocity, w/w∞, for
the TT flow through felt and FiberForm material samples is shown in Figs. 4.3(a) and 4.3(b), respectively.
These results are obtained from the high number density Felt 1 and Form 1 simulations, for which the input
parameters are given in the DSMC case 4 column of Tabs. 4.9 and 4.10 at the end of this chapter, respectively.
The Knudsen number for these cases is approximately 0.03, and the Reynolds number is presented later in
Sec. 4.5.2. Note that w∞=70 m/s is the maximum gas velocity through the pores of the material obtained
for the simulation. The steady-state velocity variation shown in the figures are extracted along a y − z
plane passing through the center of the domain and for visualization purposes, the computational domain
upstream and downstream of the material as well as the microstructure in front of the y − z plane is not
shown. For the TT simulations, the gas flow is directed along the negative z-direction, meaning that, the blue
regions represents high velocity and the red regions represent decrease in velocity and even flow reversal due
to gas-surface collisions with the fibrous microstructure. The results indicate that the felt microstructure
has larger pores which allow the gas particles to flow easily through the material, as shown by the high
negative velocity (blue) regions in Fig. 4.3(b). In contrast, the denser microstructure of FiberForm imposes
more obstruction to the flow, as shown by the relatively higher (red) regions with slower flow velocity in
Fig. 4.3(b).
(a) Morgan felt (b) FiberForm
Figure 4.3: Comparison of spatial variation of streamwise velocity normalized by w∞=70 m/s in the
Morgan felt and FiberForm microstructure for the TT orientation in the negative direction.
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(a) Morgan felt (b) FiberForm
Figure 4.4: Comparison of spatial variation of streamwise velocity along the x-direction normalized by
u∞=70 m/s in the Morgan felt and FiberForm microstructure for the IP orientation.
Another interesting observation is that the fibers of the felt and Fiberform microstructure are primarily
aligned parallel to the x − y plane. Due to this anisotropy, the direction of the gas flow with respect to
the fiber orientation significantly affects the ease with which gas particles flow through the material. The
variation of the normalized streamwise velocity, u/u∞, for gas flow along the fiber-alignment plane, called
the IP direction, for the felt and FiberForm material samples is shown in Figs. 4.4(a) and 4.4(b), respectively.
These results are obtained from the high number density Felt 2 and Form 2 DSMC case 4 simulations. Note
that since the gas is flowing along the positive x direction, the red regions represent high velocity regions
and the blue represents regions where the flow is slower or negative due to the diffuse reflections with the
fibrous microstructure. Compared to the TT flow direction shown in Fig. 4.3(a), the IP felt orientation
allows the gas particles to flow more easily as shown by the higher number of porous high-velocity regions
in Fig. 4.4(a).
On the other hand, unlike the felt material, the fibers in the FiberForm microstructure are oriented at a
slight angle and are not strictly parallel to the x-direction. As a result, the FiberForm offers more obstruction
to the IP pressure-driven flow in Fig. 4.4(b) compared to felt, shown in Fig. 4.4(a). However, similar to felt,
the anisotropy in the FiberForm microstructure allows the gas particles to flow more easily in the IP direction
as indicated by more high velocity regions in Fig. 4.4(b) as compared to fewer high velocity regions observed
in Fig. 4.3(b) for the TT direction. We also observe that the topology of FiberForm is different from that
from felt, meaning that, the FiberForm microstructure has an irregular pore-distribution as suggested by
the large porous pocket (red region) in Fig. 4.4(b) adjacent to a region with dense fibers, unlike the regular
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pore distribution observed for felt. This irregular pore-size distribution is due to the inherent long-range
variabilities within the FiberForm microstructure[104].
Figures 4.5(a) and 4.5(b) show the three-dimensional velocity streamlines and the variation of normalized
cross-stream velocity, v/v∞, for the TT flow through the felt and FiberForm microstructures, respectively.
Note that the cross-stream y−velocity is normalized by v∞=10 m/s, and the blue and red regions indicate
that the gas particles move to the left and right, respectively. This velocity flow-field along with the stream-
lines enables us to visualize that the flow path is not straight, as would be the case for a channel flow or a
material with idealized straight fibers. On the contrary, it can be seen that the gas particles undergo devia-
tions from their otherwise straight path when they encounter an obstruction and travel a longer circuitous
path to traverse through the material. The velocity streamlines demonstrate that the effective flow path
traversed by the particles through FiberForm, shown in Fig. 4.5(b), is more circuitous and longer compared
to felt, shown in Fig. 4.5(a). This shows that even though both the materials are 85-94%[104] porous and
consists of carbon fibers, the gas transport is primarily affected by the morphology and distribution of the
fibers within the microstructure.
(a) Morgan felt (b) FiberForm
Figure 4.5: Comparison of spatial distribution of cross-stream velocity normalized by v∞=10 m/s for gas
flow in TT (-z) direction through the felt and FiberForm microstructures. Blue and red indicate that the
gas flow deviates to the left and right directions, respectively. The material in front of the plane is removed
for visualization.
The effect of anisotropy on the circuitous flow path can be seen by comparing the velocity streamlines
and variation of normalized cross-stream velocity, w/w∞, shown in Figs. 4.6(a) and 4.6(b), for the felt and
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FiberForm materials, respectively, with the TT flow discussed above. Note that the blue and red regions
in Figs. 4.6(a) and 4.6(b) indicate that the flow deviates to the bottom (−z) and top (+z), respectively. It
is not surprising to see that the flow path along the IP direction for felt, shown in Fig. 4.6(a), is relatively
less circuitous compared to the TT orientation shown in Fig. 4.5(a). This is because, the gas flow in the
IP orientation is parallel to the fiber orientation, which allows the gas particles to flow easily through the
material, as observed earlier in Fig. 4.4(a). Similar to felt, FiberForm also shows that the streamlines along
the IP direction are less circuitous in Fig. 4.6(b) compared to the TT direction in Fig. 4.5(b). However,
because the fibers within FiberForm are at an angle and not strictly perpendicular as in felt, the velocity
streamlines are more circuitous in Fig. 4.6(b), compared to the felt shown in Fig. 4.6(a).
(a) Morgan felt (b) FiberForm
Figure 4.6: Comparison of spatial distribution of cross-stream velocity, normalized by w∞=10 m/s for gas
flow in IP (x) direction, extracted on a plane passing through the center of the felt and FiberForm
microstructure. Blue and red indicate that the gas flows to the top and bottom directions, respectively.
The material in front of the plane is removed for visualization.
The detailed flow-field velocities through the microstructure demonstrate that CHAOS DSMC can ac-
curately simulate gas transport through the porous materials. The obstruction offered by the material to
pressure-driven flow and the resulting circuitous flow path can be modeled by using bulk material properties,
such as, permeability and tortuosity, respectively. Using the flow-field properties from the DSMC simula-
tions and theory of gas transport through porous media, the effect of material morphology, orientation, and
sample size, on the bulk material properties for felt and FiberForm is quantified, in the remaining sections
of this chapter.
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4.4 Material Permeability Calculations for Morgan felt and
FiberForm
The Klinkenberg formulation[105, 106] is used to quantify the ease with which the pressure-driven gas flows
through the porous felt and FiberForm microstructures, as it enables the computation of the continuum
material permeability as well as the effective permeability which accounts for the finite-velocity near the
material surface due to rarefied slip effects. This formulation also serves as a method to compare the DSMC
simulation results discussed in Sec. 4.3 with the experiments[104] of gas transport through porous media.
The Klinkenberg-derived effective permeability, K, is given as[106],
K = Ko[1 + (b/Pav)], (4.1)
where, b is the permeability slip parameter or Knudsen correction factor, Ko is the continuum permeability,
and Pav is the average gas pressure in the domain. Ko is strictly a function of the material microstructure,
while b depends on both the microstructure and gas flow properties such as temperature and gas composition.
The material permeability from DSMC simulations can be calculated using, F , which is known as the
permeability force. This force is derived from Darcy’s law, mass conservation, and the ideal gas law, and it
relates mass flow rate for a given pressure difference to material permeability as follows[106]
F =
µm˙RTL
AM∆P
= Ko(Pav + b) (4.2)
where, F is first computed from the steady-state mass flow rate, m˙, temperature, T , and the pressure
difference between the inlet and outlet, ∆P , obtained from the DSMC simulations. The values of the
viscosity coefficient, µ, molar gas constant, R, the molar mass, M , of the gas species, the length L, and
cross-sectional area, A, of the material are known for each DSMC simulation. The permeability force term,
F , is also used to relate Ko, Pav, and b, such that, the values of Ko and b can be computed from a linear
least-squares fit of F versus Pav values, obtained from DSMC simulations performed at different average
pressures. The slope of the least-square fit provides the value of Ko, and the y-intercept divided by Ko
gives the value of the permeability slip parameter, b. The effect of orientation and sample size on Ko for
the anisotropic materials and the effect of temperature on the b factor are discussed in sub-sections 4.4.1
and 4.4.2 by comparing results from test cases Felt 1 and 2 for Morgan felt, and test cases Form 1-4 for
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FiberForm, respectively.
4.4.1 Effect of Orientation, Sample Size, and Temperature on Permeability of
Morgan Felt
The variation of the permeability force, F , obtained by substituting flow-field values from the DSMC simu-
lations in Eq. (4.2), for different average pressures are shown in Figs. 4.7(a) and 4.7(b) for cases Felt 1 and
2, respectively. When the flow is directed along the TT direction through Morgan felt, it is found that the
continuum permeability, Ko=209.9×10−12 m2, and the slip parameter, b=7027.15 Pa. In the IP direction,
however, the continuum permeability is found to be Ko = 278.2 × 10−12 m2 with b =5827.67 Pa. This
increase in Ko is because of the anisotropy of fiber orientation in the material which allows the gas particles
to permeate more easily along the IP direction compared to the TT direction, as shown earlier in Figs. 4.3(a)
and 4.4(a). In particular, the anisotropic ratio[120] of permeability is found to be Ko,IP /Ko,TT=1.32 for the
felt material, which is less than the anisotropic ratio for FiberForm, as will be discussed in Sec. 4.4.2. Since
the permeability is lower in the TT direction, the number of gas-surface interactions are higher than in the IP
direction, thereby increasing the TT Knudsen correction factor, b, by approximately 20% compared to the IP
correction factor. The number of DSMC points was increased from three to four for the IP Felt case shown
in Fig. 4.7(b), to test the sensitivity of Ko and b to the number of points used to generate the least-square
fit. The value of Ko increased by only 2.5% and the b value decreased by only 1.17% with increase in the
number of points, suggesting that the results obtained from the DSMC simulations are converged for Ko
and b to within an acceptable 5% uncertainty for Morgan felt.
To test the effect of material size on permeability calculation, the TT continuum permeability obtained
for the (1×1×1) mm3 felt material is compared to the TT continuum permeability obtained by Borner et
al.,[103] for a smaller material volume of (520×520×520) µm3 in Tab. 4.2. Note that, Borner et al.,[103]
performed DSMC simulations with equal gas and surface temperature at 310 K, whereas in this work for
the Felt simulations, the gas particles are initialized with a temperature of 2,000 K at the inlet plane, and
they undergo fully diffuse reflections with the material surface, which has a constant temperature of 300 K
throughout the simulation. Even though the gas and material temperatures were different, the continuum
permeability of Morgan felt obtained for the larger material from CHAOS DSMC is approximately only
7% higher than that obtained from the DSMC computation performed by Borner et al.,[103] for a smaller
material sample. Since the difference in material permeability is within the acceptable uncertainty factor of
±10%[104], a smaller material sample of (520×520×520) µm3 should be sufficient to use as REV to compute
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(a) F versus average pressure in the TT direction.
Ko,TT=209.9×10−12 m2, b=7027.15 Pa.
(b) F versus average pressure in the IP direction.
Ko,IP=278.2×10−12 m2, b=5827.67 Pa.
Figure 4.7: Continuum permeability Ko and Knudsen correction factor, b, for Morgan felt in TT and IP.
Table 4.2: Permeability comparison of Morgan felt in IP and TT
Solver CHAOS Felt 2
(IP)
CHAOS Felt 1
(TT)
Borner et al.[103]
(TT)
Sample size (µm3) 1032×1032×1032 1032×1032×1032 520×520×520
Surface Temperature (K) 300 300 310
Initial gas temperature (K) 2,000 2,000 310
Ko×10−12m2 278.2 209.9 195
Knudsen correction factor, b (Pa) 5,827.67 7,027.15 1,403∗
µ (Pa·s) 6.7857× 10−5 6.7857× 10−5 (2.346× 10−5)∗
b/b∗
(µ
√
T )/(µ∗
√
T∗)
- 0.9 1.0
the material permeability for Morgan felt.
The TT Knudsen correction factor, however, is higher for the 1 mm3 material compared to the results
obtained for the (0.52×0.52×0.52) mm3 material from Borner et al.[103] Unlike the continuum permeability,
which is a material property, the b factor is affected by the gas temperature, and gas species[103, 106].
A comparison of Ko shows that the material size does not significantly affect the results, and therefore,
the difference in b may be due to the difference in the temperatures. The gas temperature for the Felt 1
simulations is approximately 300 K within the material pores, but higher at the inlet of the computational
domain and at the leading edge of the material, due to the initialization of the gas particles at 2,000 K.
According to the Klinkenberg formulation[106], the b values from higher temperature simulations must
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scale with the lower temperature b∗ calculations as
b
b∗
=
µ
√
T
µ∗
√
T
∗ (4.3)
where, b∗ for this case is the value obtained from Borner et al.[103] at temperature, T ∗, and viscosity
coefficient, µ∗, as shown in Tab. 4.2. Borner et al.[103] have shown that for simulations performed at
temperatures, T , the scaling ratio, SR ≡ b/b∗
(µ
√
T )/(µ∗
√
T∗)
is close to unity, i.e., the ratio of b/b∗ is equal to
the ratio of (µ
√
T )/(µ∗
√
T ∗) as shown in Eq. (4.3). This scaling relation enables the MR solvers to compute
the slip-correction factor and the resulting effective permeability of the given material, at any temperature,
without requiring the b value to be obtained at that specific temperature from DSMC and/or experiments.
Note that for argon gas, the reference viscosity is µref = 2.117 × 10−5 Pa· s at a reference temperature of
273 K. The viscosity, µ(T ), at a temperature T is obtained from µ/µref = (T/Tref )
ω, where ω = 0.81 is
the viscosity coefficient for argon, since argon is modeled with the VHS model in DSMC. Substituting the
b value obtained from CHAOS for the TT Morgan felt calculations and the average of the initial gas and
surface temperature, i.e., T=(2,000+300)/2=1150 K in Eq. (4.3), results in the ratio of SR = b/b
∗
(µ
√
T )/(µ∗
√
T∗)
= 0.9. That is, the b obtained from CHAOS satisfies the temperature and viscosity scaling ratio within 10%.
However, it should be noted that this 10% deviation is a combination of the 7% error in Ko due to material
size as well, because the b values are obtained by dividing the y-intercept of the least-square fit with Ko.
4.4.2 Effect of Orientation and Sample Size on Permeability of FiberForm
To analyze the effect of the anisotropy inherent to the FiberForm material on permeability, a comparison
of variation of the permeability force, F , with average pressure for the Form 1 and Form 2 simulations in
the TT and IP directions is shown in Figs. 4.8(a) and 4.8(b), respectively. Similar to the analysis for felt
discussed in Sec. 4.4.1, the F values are computed from the DSMC simulations performed at different average
pressures and a linear-least square fit passing through these points on the F versus Pav plot is used to obtain
the continuum permeability, Ko and the slip correction factor, b. The TT continuum permeability for the
Form 1 case was found to be equal to 31.96×10−12 m2 with the Knudsen correction factor, b=23,357.3 Pa.
On the other hand, for the IP orientation, wherein the gas flow is parallel to the fiber alignment plane, the
slope of the least-square fit to the DSMC data shown in Fig. 4.8(b) resulted in an IP Ko=87.75×10−12 m2
and b=10,274.64 Pa. That is, the IP Ko is 2.7 times higher than the TT Ko, which indicates that the gas
particles flow more easily in the direction parallel to the fiber alignment plane compared to the perpendicular
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(a) F versus average pressure in the TT direction.
Ko,TT=31.96×10−12 m2, b=23,357.3 Pa.
(b) F versus average pressure in the IP direction.
Ko,IP=87.75×10−12 m2, b=10,274.64 Pa.
Figure 4.8: Continuum permeability, Ko and Knudsen correction factor, b, for cases Form 1 and Form 2 in
TT and IP.
TT direction, consistent with the higher obstruction to the streamwise velocity observed for the TT flow in
Figs. 4.3(b) compared to that in IP shown in Fig. 4.4(b). The TT b value, however, was found to be 2.2 times
higher than the IP slip correction factor for the same initial conditions and material sample. This is because,
similar to the Morgan felt calculations, the gas flow along the less permeable TT direction in FiberForm
involves more gas-surface interactions which in turn leads to higher slip correction factor compared to the
IP direction. The anisotropic ratio obtained from permeability for FiberForm is Ko,IP /Ko,TT=2.7, which is
approximately two times higher compared to Ko,IP /Ko,TT=1.32 for felt.
Comparison of the IP Ko and b values from the Form 2 case and the experiments[104] as well as DSMC
computations on a smaller material sample[103] is shown in Tab. 4.3. The material sample size, initial gas,
Tg, and surface temperature, Ts, used in the experiments[104] and DSMC computations are also given in
Tab. 4.3. As discussed previously, continuum permeability, Ko, is a material property and does not depend on
gas temperature or gas species. A comparison of the Form 2 results with those obtained from the experiments
showed that the IP Ko obtained for the (1×1×1) mm3 sample from CHAOS DSMC is 24% smaller than
that obtained for the (22×22×22) mm3 sample from the experiments. This difference in the IP Ko can be
attributed to large-scale variabilities inherent to the FiberForm material[104], and that the computational
model is not a sub-slice of the larger (22×22×22) mm3 sample used in the experiments, but only a small
region of the actual material. This may result in some inconsistencies between the pore-distribution of
the computational model, shown in Fig. 4.4(b), and the real FiberForm material used in the experiments,
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Table 4.3: Permeability comparison of FiberForm in the In-Plane (+x) direction
Solver CHAOS Form 2
case
Experiments Borner et al.[103]
Sample size (mm3) 1.032×1.032×1.032 22×22×22 0.52×0.52×0.52
Initial Tg and Ts Tg=2,000 K,
Ts=300 K
Tg=300 K,
Ts=300 K
Tg=310 K,
Ts=310 K
Ko×10−12m2 in IP 87.75 112 97.54
b (Pa) in IP 10,274.6 1,408∗ 1,517.5
µ (Pa·s) 6.7857× 10−5 (2.295× 10−5)∗ 2.346× 10−5
b/b∗
(µ
√
T )/(µ∗
√
T∗)
1.14 1.0 1.037
Table 4.4: Permeability comparison of FiberForm in the through-thickness (-z) direction
Solver CHAOS Form 1
case
CHAOS Form 3
case
CHAOS Form 4
case
Sample size (µm3) 1032×1032×1032 1032×1032×1032 520×520×520
Initial Tg (K) 2,000 1,319 1,319
Surface temperature
(K)
300 1,319 1,319
Ko×10−12m2 31.96 33.75 51.74
b (Pa) 23,357.3 43,762.9∗ 27,406.26
µ (Pa·s) 5.3958× 10−5 (7.5827× 10−5)∗ 7.5827× 10−5
b/b∗
(µ
√
T )/(µ∗
√
T∗)
0.925 1.0 0.62
although their average porosities are the same. Yet, despite these differences, the significantly smaller
(1×1×1) mm3 computational sample can be considered as a REV by taking into account the uncertainty due
to the inherent large-scale variabilities in FiberForm. This variability in the material also leads to the IP Ko
for the (1×1×1) mm3 material sample to be 11% smaller than that obtained for the (0.52×0.52×0.52) mm3
by Borner et al[103].
The effect of the higher initial gas temperature is analyzed by using the b-scaling relation given in Eq. (4.3).
For the Form 2 CHAOS DSMC simulations, since the gas particles initialized at 2,000 K undergo diffuse
reflections with the material surface at 300 K, an average of the initial gas, Tg, and surface temperature,
Ts, is used in the scaling relation, such that, T = (2, 000 + 300)/2 = 1150 K. Substituting the b
∗, µ∗, and
T ∗ values from the experiments as baseline, and the b value obtained from CHAOS DSMC for simulations
with average temperature of T = 1150 K in the scaling ratio, it is found that the ratio of b/b∗ is not equal
to µ
√
T
µ∗
√
T∗
, but is 14% higher, as shown in the last row of Tab. 4.3. Given that the Ko values were found to
be 24% lower than the experiments and the b values are computed from Ko, this 14% error in the b scaling
ratio is expected.
To determine the effect of initial gas temperature on the TT Ko, DSMC simulations for the Form 3 case
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were performed with initial gas and surface temperature at 1,319 K, similar to the experiments[104] and the
TT DSMC calculations[103]. The F versus average pressure values obtained for the Form 3 case are shown
in Fig. 4.9(a) and the continuum permeability, Ko, as well as the slip correction factor obtained from the
slope and y−intercept of the least-square fit are given in Tab. 4.4. From the Form 3 simulations, the TT
Ko=33.75×10−12 m2 is found to be within 5% of that obtained for the Form 1 simulations with different
initial gas and surface temperature. It is expected that the bulk TT Ko of the Fiberform material remains
unchanged with different initial gas or surface temperature, since it is strictly a microstructure-dependent
property. But, as discussed earlier, the Knudsen correction factor, b, depends on the gas properties and we
see that for the Form 3 case with Tg=Ts=1,319 K, the b value is nearly twice that of the Form 1 case with
Ts at 300 K and initial Tg=2,000 K.
To determine if the b values from Form 1 and 3 simulations satisfy the scaling ratio, Form 3 simulation
results b∗=43,762 Pa and T ∗=1,319 K, and Form 1 values of b=23,357 K, and T = 866.6 K were substituted
in Eq. (4.3), which resulted in SR = b/b
∗
(µ
√
T )/(µ∗
√
T∗)
= 0.92, that is only 8% below unity. Note that, the
temperature T used in the computation of the scaling ratio is a weighted average of the initial gas temperature
of Tg = 2, 000 K and surface temperature of Ts = 300 K. The weights for the gas and surface temperature are
1/3 and 2/3 respectively, because the region of the computational domain consisting of the diffusely reflecting
material surface is two-third of the computational domain, resulting in gas temperature equal to 300 K in
that region. Since Morgan felt is more permeable than FiberForm, it allows the high temperature gases to
penetrate through the material more easily, as was observed earlier in Figs. 4.3(a) and 4.3(b) as well as in
Figs. 4.5(a) and 4.5(b). Therefore, a weighting factor of 1/2 was used to compute the average temperature
used in the scaling relation for the Felt 1 calculations, discussed earlier in Sec. 4.4.1. This scaling relation
is important, because if the MR simulation is performed with different gas and surface temperature, then
depending on the morphology, a weighted average of the temperatures can be used to obtain the Knudsen
correction factor, b, and the resulting effective permeability.
To understand the effect of sample size on the permeability calculations Form 4 case was performed
using a smaller material sample of (520×520×520) µm3 with initial gas and surface temperature of 1,319 K,
similar to the Form 3 test case. The variation of F values with average pressure for Form 4 case is compared
with the experiments performed for (22×22×22) mm3 sample at the same temperature in Fig. 4.9(b). The
continuum permeability Ko=51.74×10−12 m2, obtained for the Form 4 case, is in agreement with the Ko
obtained from the experiments in the TT direction, but is found to be 34% higher than the Ko obtained
for the larger material size of (1×1×1) mm3 used in Form 3 test case. To understand the cause for this
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(a) Form 3 case with Ko,TT=33.75×10−12 m2, b=43,762.9 Pa. (b) Form 4 case with Ko,TT=51.74×10−12 m2, b=27,406 Pa
compared with experiments. The dotted lines show the sensi-
tivity of the slope, Ko, and the b-factor for a ±5% error in F
value at a given average pressure.
Figure 4.9: Comparison of F versus average pressure, and the resulting continuum permeability, Ko and
Knudsen correction factor, b, of (1×1×1) mm3 and (0.52×0.52×0.52) mm3 FiberForm sample used in
Form 3 and Form 4 material test cases, with Tgas=Tsurf=1,319 K.
difference, we first analyze the sensitivity of the material properties to the F -values computed for each point.
Convergence studies were performed for the lowest pressure DSMC simulation, by decreasing the cell size
by a factor of two. Note that, the cells in both the simulations satisfied the DSMC criteria that the cell
size be less than the local mean free path. Comparing the two simulations, it was found that the flow-
field macroparameters agreed within 2-5%, which are considered statistically acceptable deviation values.
In addition, the experiments reported an uncertainty of ±8.2%[104] for the F values. Therefore, in the
sensitivity analysis, an error bar of ±5% was included for the lowest pressure case, as shown by the black
symbols in Fig. 4.9(b), and the corresponding least-square fit using these points was re-computed, as shown
by the dotted and dashed lines. The slope obtained from the least-square fit with a +5% error resulted
in K+o =38.02 m
2 and b=38,453 Pa, and that obtained from the −5% error resulted in K−o =65.66 m2 and
b=20,930 Pa. That is, for a ±5% deviation in F , the slope of the resulting least-square fit, K+,−o , changes by
a maximum of 25% and more importantly, even though the y-intercept of these slopes are within ±5%, the
b values that are obtained by dividing the y-intercept by Ko vary by a maximum of 40%. This sensitivity of
Ko to small deviations in F , along with the difference in the sample sizes, could explain the 34% difference
in the Ko values for the (1×1×1) and (0.52×0.52×0.52) mm3 material samples used in Form 3 and 4 cases,
respectively.
Even though the Ko values matched well with the experiments for Form 4, the b = 27, 406.26 Pa obtained
77
from the CHAOS DSMC simulations for Form 4 case is nearly a factor of two higher than the b = 12, 480 Pa
obtained from the experiments, performed at the same temperature, as can be seen from Fig. 4.9(b). This
difference may be due to the large material density variations within FiberForm along the through-thickness
direction[104]. In particular, the pore distribution generated in the relatively smaller computational model
may not be equivalent to that of the large (22×22×22) mm3 material used in the experiments, which may
affect the gas-surface collisions and the resulting rarefied effects obtained from the computations. These
results support the conclusion that it is possible to use a (1×1×1) mm3 sized sample as REV for performing
material analysis on FiberForm, but, the sensitivity of results to small changes in F and the inherent large-
scale variabilities within FiberForm must be taken into account.
4.4.3 Comparison of the Computed Effective Permeability with Empirical
Models
The effective Klinkenberg permeability, K, can be determined for different average pressures, Pav using
Eq. 4.1, from the continuum permeability, Ko, and slip correction factor, b, values obtained for Felt and
FiberForm microstructures. The variation of K/Ko with Kn for the Felt 1 and Felt 2 cases are shown
in Fig. 4.10(a) and for Form 1 and Form 2 cases is shown in Fig. 4.10(b). The average Kn = λ/Dh for
the DSMC cases performed with different average pressures is computed using the orientation dependent
hydraulic pore diameter, Dh, which will be discussed later in Sec. 4.5.2. Note that the Ko and b obtained
for these DSMC cases were shown earlier in Figs. 4.7 and 4.8. Similar to the work by Yang et al.[121], the
variation of K/Ko with Kn is compared with some of the correlations available in the literature, given in
Table. 4.5, and shown in Fig. 4.10. It is observed that the values obtained using Knudsen’s[124] expression
Table 4.5: K/Ko as a function of Kn from literature
Ref. K/Ko Constants/comments
Klinkenberg[32] 1 + 4cKn c = 1.037[121]
Beskok[122] (1 + αKn)(1 + 4Kn1−bKn ) α = αo2/pi tan
−1(4Kn0.4)
Sakhaee et al.[123] 1 + 13.58Kn dusty gas model
Knuden[124], Kawagoe et
al.[112]
1 + 1283pi · 1+c
K
1 p
1+cK2 p
Kn cK1 p =
√
pi
2
1
Kn , c
K
2 p = 1.235
√
pi
2
1
Kn
for flow through a channel, also used by Kawagoe et al.[112], agrees well with the DSMC computed results
for the highly complex felt and FiberForm materials. However, the values predicted by Sakhaee et al.[123],
Beskok et al.[122], and Klinkenberg[32], do not compare very well with the data obtained in this work.
The difference is primarily because the morphology of the materials used in this work are highly complex
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compared to the geometry used by Yang et al.[121], as well as the channel or pipe geometries used to obtain
the semi-empirical expressions[122, 123].
(a) Felt TT and IP (b) Form TT and IP
Figure 4.10: Variation of K/Ko with Kn compared with values obtained from literature using expressions
given in Tab. 4.5.
Previously, in Secs. 4.4.1 and 4.4.2, the DSMC data obtained from lower pressure cases showed slightly
higher deviation (about 10%) from the linear least-square curve-fit used to compute the Klinkenberg perme-
ability, as observed in Figs. 4.7 and 4.8. This is because, the Klinkenberg formulation in Eq. 4.1 is a first order
accurate gas permeability equation, wherein, the higher order Kn or (1/Pav) terms are neglected[125, 126].
Therefore, this formulation is inaccurate for high Kn > 0.5 flows or flows with low average pressure. However,
the scatter is within 10% of the curve-fit which is equal to the uncertainty in F given by the experiments[104].
In addition to the higher order Kn effects, the inertial effects are also found to be negligible in this work.
This will be discussed in detail in Sec. 4.5.2 using the Reynolds number as a criterion for the onset of
Forchheimmer or inertial effects.
4.5 Hydraulic Tortuosity Factor and Pore Diameter
4.5.1 Computation of Hydraulic Tortuosity Factor in Pressure-driven Flows
The hydraulic tortuosity, τh, quantifies the extent of deviation of the gas flow path away from the pressure-
gradient direction due to the obstruction caused by the material, as seen previously from the circuitous
streamlines in Figs. 4.5 and 4.6. It is defined as the square of the ratio of the effective (circuitous) flow path
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through the material, lt, to the shortest (straight) path, l, which is equal to the depth of the material for
the cases discussed here. This ratio of (lt/l)
2 is equivalent to the velocity ratio[111, 112, 113, 116],
(τh)i =
(
lt
l
)2
=
(
< u >
< ui >
)2
(4.4)
where, < u > and < ui > are the average of the speed and the i
th streamwise velocity component along the
pressure gradient direction within the material, respectively, and (τh)i is the direction-dependent hydraulic
tortuosity factor of the anisotropic fibrous microstructures. This velocity ratio definition allows for the
computation of the bulk (τh)i of the material from the steady-steady velocity variation obtained from the
CHAOS DSMC simulations, where, the average of < u > and < ui > in Eq. 4.4 is taken over all the
DSMC octree cells within the material. Note that for a straight channel flow, the average local cross-stream
velocity would be zero, i.e., the speed u = (u2x+u
2
y +u
2
z)
(1/2) would be equal to the magnitude of streamwise
velocity, ui, resulting in a (τh)i value of unity. However, from Figs. 4.5 and 4.6 it can be seen that the local
cross-stream velocities of the gas flow are finite as they flow around the fibrous obstructions in the felt and
FiberForm microstructures. As a result, the local speed, u, for the gas flow through these materials is higher
than the magnitude of the streamwise velocity component, ui, which results in τh > 1 for these materials.
The effect of material microstructure and anisotropy can be determined by comparing the variation
of τh obtained from the CHAOS DSMC computations for the (1×1×1) mm3 FiberForm and Morgan felt
microstructures in the TT and IP orientation, as shown in Fig. 4.11. It can be seen that for both felt
and FiberForm, the TT τh is higher than that in the IP direction for both the microstructures, which is
consistent with the streamline structures in Figs. 4.5 and 4.6. However, the effect of anisotropy on τh, given
by, τh,TT /τh,IP , is 1.03 and 1.06 for the felt and the FiberForm microstructures, respectively, which is 30-
100% less than the effect of anisotropy on Ko. From Fig. 4.11 we also find that gas flow through FiberForm
is on average 10% more tortuous than the felt microstructure. This result indicates that the more dense,
less permeable, rigid Fiberform material offers more resistance to pressure-driven gas transport compared to
the more porous and permeable Morgan felt microstructure.
Figure 4.11 also shows that τh increases with increase in the average pressure but only up to a certain
pressure value, beyond which the τh remains constant. This is because, as the pressure is increased, up
to 4000 Pa shown in the Fig. 4.11, the velocity slip effects at the material surface is smaller resulting
in a more tortuous flow path and therefore higher τh. However, with further increase in pressure, gas-gas
collisions dominate compared to the gas-surface collisions, and the effective streamline path does not undergo
any further change, resulting in a constant τh beyond 4,000 Pa as shown in Fig. 4.11. The length of the
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Figure 4.11: Variation of hydraulic tortuosity factor, τh, with average pressure within the material.
Table 4.6: Tortuosity comparison for FiberForm in the through-thickness direction, using velocity ratio and
particle tracking.
Pressure (Pa) Velocity Ratio,
τh=(< u >/< ui >)
2
Particle Tracking,
τh,traj = (ltraj/l)
2
1012 1.18 4.92
9018 1.25 11.56
streamlines, lt, shown in Figs. 4.5 and 4.6 were also computed using a commercial visualization software,
Tecplot, and the ratio of τh,SL = (lt/l)
2 obtained using these streamline lengths was found to agree within
2% of that obtained using the square of the velocity ratio given in Eq. (4.4).
In addition to the τh computations performed using Eq. (4.4), a 100,000 DSMC computational particles
were also tracked from the time they entered the FiberForm material in the TT direction, to the time they
exit the material, in order to determine the average length of their kinetic trajectories, which is the sum of
particle displacements every timestep. The ratio of this length, ltraj , to the length of the material, l, for
FiberForm at 1,012 and 9,018 Pa average pressures, termed as τh,traj in this work, is compared with the
TT τh in Tab. 4.6. It is found that, on average, the gas particle trajectory is 4.92 and 11.56 times longer
than the material length, for 1,012 and 9,018 Pa pressures, respectively, generating differences between τh
and τh,traj . This is because, the particle trajectories include the displacements caused by both, gas-gas and
gas-surface collisions, as well as the displacements of a particle when it is locally trapped within the material,
as opposed to the velocity ratio computation which only accounts for the effective flow path traversed by
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Table 4.7: Comparison of hydraulic and diffusive tortuosity factors
Tortuosity CHAOS τh=(< u >/< ui >)
2 Panerai et al.[127] τd
Morgan felt (TT) 1.12 1.08
Morgan felt (IP) 1.08 1.053
FiberForm (TT) 1.25 1.225
FiberForm (IP) 1.18 1.15
the gas through the material.
It is interesting to analyze how the same material microstructure would obstruct flow in a pressure-driven
regime as opposed to diffusion-driven. The material property that quantifies the resistance to diffusion is
called diffusion tortuosity factor, τd, and is computed as[127],
τd = φ
Dref
Deff
(4.5)
where, φ is the material porosity and Dref and Deff are the reference and effective diffusion coefficients,
respectively[127], for a given porous media. The continuum τd values for the TT and IP felt and Fiberform
microstructures have been obtained by Panerai et al.[127]. In Tab. 4.7, we compare the τh computed from
the highest pressure (∼ 5000-9000 Pa) CHAOS DSMC simulations with the continuum τd[127] values. We
find that, in the continuum regime, the TT and IP τd values are only 3% smaller than the TT and IP τh
values obtained for the felt and FiberForm microstructures. In other words, for this class of materials, the τh
and τd agree well even though they represent the resistance offered by the material topology to different flow
regimes. However, it should be noted that this agreement in the two tortuosity factors may not necessarily
extend to other microstructures, as suggested by other work[114, 115].
4.5.2 Computation of Pore Diameter and Reynolds Number
The hydraulic pore diameter, Dh, is the characteristic length of the TPS microstructure, which is used to
determine important flow parameters such as Knudsen number, Kn, and Reynolds number, Re, of the gas
flow. Taking into account the effect of microstructural morphology of the material on the gas transport, the
effective hydraulic pore diameter, Dh, is computed using Eq.(4.6) given below[113],
Dh = 4
√
2τh
√
Ko
φ
(4.6)
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Table 4.8: Comparison of hydraulic pore diameter computations with experiments
Material Property Felt (TT) Felt (IP) Form (TT) Form (IP)
Ko×10−12 m2 209.9 278.2 31.96 87.75
τh 1.12 1.08 1.25 1.18
φ 0.94 0.87
Dh (µm) 86.94 98.7 36.25 60.9
Dexp,h [104] (µm) 90 50
where, Ko and τh are the continuum permeability and hydraulic tortuosity factor of the porous material.
The Dh values computed from the 1 mm
3 Morgan felt and FiberForm samples, in both the TT and IP
directions, along with the respective Ko, τh, and φ values used in Eq. 4.6 are given in Table 4.8.
Comparing the Dh values of the two material samples, it can be seen that FiberForm has a factor of two
smaller pore diameter than felt, which is due to its lower permeability and higher tortuosity. In addition, due
to the anisotropy of the material, Dh values are smaller in TT compared to IP for both felt and FiberForm
samples, however, the effect of anisotropy on the pore diameter of the two materials is different. Specifically,
we find that the relative difference between the IP and TT Dh for FiberForm is 40% which is higher compared
to the 11% difference between the IP and TT Dh for felt. The average (isotropic) pore size values from the
SEM studies[104, 103] are presented in the last row of Tab. 4.8, and is found to agree within 5-6% of the
average TT and IP Dh computed from our simulations. However, the advantage of performing simulations
to obtain Ko and τh is that it enables us to compute the anisotropic characteristic length scale, which will
in turn affect the computation of Re and Kn.
The Reynolds number is typically used as a criterion to indicate if the flow within a porous medium is
in the viscous-dominated or inertia-dominated regime. That is, for Re significantly higher than a critical
value, Recr, the relationship between the pressure gradient and pore velocity is non-linear, and therefore,
instead of the Klinkenberg-derived permeability, the Forccheimmer number, Fo, is used to model momentum
transport[128] in the MR solvers. The critical Reynolds number, Recr, beyond which the inertial effects
become important for the Morgan Felt and FiberForm samples are not known. However, for flow around a
single cylinder with porosity of nearly 0.5, Kaviany[129] has shown that the Recr is equal to 3. In general,
for materials with hexagonal packing of spheres or with complex arrangements of cylinders, the Recr has
been known to range from 1 to 10[129].
The variation of Re with average pressure obtained from the pressure-driven Felt 1 and 2, and Form 1
and 2 DSMC calculations discussed in Tabs. 4.9 and 4.10, respectively, are shown in Fig. 4.12 for the TT
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Figure 4.12: Variation of Reynolds number with average pressure for the Morgan felt and FiberForm
samples of 1.0323 mm3 samples in the TT and IP directions.
and IP directions. The value of Re is calculated as
Re =
ρuDh
µ
, (4.7)
where, ρ, and u, are the average gas density and streamwise velocity through the porous material at steady-
state, presented in Tabs. 4.9 and 4.10, given at the end of this chapter, µ is the temperature-dependent
viscosity coefficient, and Dh is the orientation-dependent hydraulic diameter given in Tab. 4.8. It can be
observed that, for the same average pressure, the DSMC flow simulations through the felt sample with larger
pore diameter, Dh, predict a higher Reynolds number compared to the FiberForm simulations. Similar to
the effect of anisotropy on Ko, τh, and Dh, it is observed that the flow Re is higher in the IP orientation
compared to the TT . More importantly the pressure-driven simulations that were used to compute the τh,
Dh, and Klinkenberg permeability give Re <5.1. Although Recr is not known for this class of materials,
comparing the values with typical Recr = 10[129] for porous media, it can be seen that the simulations
performed in this work predict a Re value which suggest that inertial or Forchheimmer effects are negligible,
and the Klinkenberg formulation used for computing the material permeability in this work is valid. In
addition, the increase in Re with average pressure is mainly due to increase in the average gas number
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density within the pores rather than the velocity. As a result, flow separation is not observed in this work,
validating the use of the velocity ratio in Eq. 4.4 for hydraulic tortuosity calculations[130].
4.6 Summary
The material permeability, hydraulic tortuosity factor, and hydraulic pore diameter were predicted for two
types of carbon preforms namely, Morgan felt and FiberForm, typically used in TPS. The velocity flow-
field results showed that a more flexible and porous felt microstructure offered less obstruction to gas flow
compared to the rigid and denser FiberForm. This was also reflected by a factor of six higher permeability
of the felt microstructure compared to FiberForm, suggesting that, even though both the materials consist
of a complex network of fibers, the material topology and pore-distribution significantly influence the gas
transport through the material. In addition to the microstructural pore properties, because the materials
were manufactured with preferential fiber alignment, the direction of gas flow with respect to the fiber
orientation also affects its transport. It was found that for both anisotropic materials, the flow along the
fiber alignment plane called in-plane, (IP), orientation is more permeable than the through-thickness, (TT),
orientation. However, the degree of anisotropy and its effect on the direction-dependent permeability, given
by Ko,IP /Ko,TT was found to be a factor of two higher for FiberForm compared to felt.
When compared with experiments[104] which used a larger sample size of (22×22×22) mm3, the TT Ko
and b obtained for the (1×1×1) mm3 FiberForm from this work was found to be 36% lower and a factor of
two higher, respectively. To understand this difference, we performed sensitivity analysis of the continuum
permeability and Knudsen correction factor b values to small deviations of ±5%, on the order of experimental
uncertainty, in the permeability force, and found that Ko and b varied by nearly 25 and 40%, respectively.
However, the difference we obtained compared to experiments cannot be attributed to the sensitivity due to
uncertainty in experimental measurements or statistical deviations from DSMC alone, but, it is mainly due
to the long-range variabilities[104] in the porous structure for FiberForm, which may lead to some differences
in the pore structure distribution within the computational material sample compared to that used in the
experiments. Yet, despite these difference, it is possible to use the (1×1×1) mm3 FiberForm material sample
as a REV for characterization of material transport properties while taking into account the inherent long-
range variabilities of the material, as well as the sensitivity of the computed permeability to the uncertainty
in the flow-field macroparameters.
Using the same set of DSMC simulations, the hydraulic tortuosity factor, τh, was also computed to
quantify the long tortuous path taken by the gas flow to traverse through the material. It was found that the
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less permeable FiberForm had a higher τh compared to felt which had a relatively uniform pore distribution,
and also the IP τh was found to be lower than the TT τh. Unique to this work, the direction-dependent τh
and Ko were used to determine the IP and TT pore-diameter, Dh, which forms the characteristic length scale
for flow through these materials, used to obtain the flow Reynolds number, Knudsen number, and friction
factor.
Table 4.9: DSMC simulation parameters for Felt 1 and 2 test cases, defined in Table 1, and shown in
Figs. 4.7(a) and 4.7(b), respectively
DSMC parameters DSMC case 1 DSMC case 2 DSMC case 3 DSMC case 4
Inlet number density
(m−3)
9×1020 9×1021 5×1022 9×1022
FNUM∗ 4×106 4×106 1×106 4×105
Timestep (ns) 3 2 1 1
No. of timesteps prior
to sampling
100,000 100,000 110,000 110,000
No. of samples 100,000 100,000 90,000 90,000
No. of particles (M) 70 170 245 652
Streamwise velocity
(ui m/s) at SS
]
66.2 51.3 47.3 50.8
Mass density
(ρ kg/m3) at SS]
5.9×10−4 8.619×10−3 0.036 0.06
Average pressure (Pa)
for Felt 1 in TT
57 583.4 2,230 4845.64
Average pressure (Pa)
for Felt 2 in IP
91.605 532.48 2,140 3982.53
Min. leaf node size
(µm) ∗∗
10 5 2.5 1.3
Max. leaf node size
(µm) ∗∗
20 20 10 10
Domain size = (1.04×1.04×2.08) mm3
∗Initial gas temperature = 2000K, Surface temperature = 300 K
] SS = Steady-state gas macroparameters values averaged within material
∗∗ The range of leaf node sizes for the other cases in Tab. 10 and 11 are the same.
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Table 4.10: DSMC simulation parameters for Form 1,∗ 2,∗ and 3∗∗ test cases, defined in Table 1, and
shown in Figs. 4.8(a), 4.8(b), and 4.9(a), respectively.
DSMC parameters DSMC case 1 DSMC case 2 DSMC case 3 DSMC case 4
Inlet number density
(m−3)
9×1020 9×1021 5×1022 9×1022
FNUM∗ 4×106 4×106 1×106 4×105
Timestep (ns) 3 2 1 1
No. of timesteps prior
to sampling
100,000 100,000 110,000 110,000
No. of samples 100,000 100,000 90,000 90,000
No. of particles (M) 17.4 110 350 750
Streamwise velocity
(ui m/s) at SS
]
45.2 35.6 34.5 32.5
Mass density
(ρ kg/m3) at SS]
1.1×10−3 0.015 0.07 0.132
Average pressure (Pa)
for Form 1 in TT
87.34 1,076.5 4,031.17 9,057.03
Average pressure (Pa)
for Form 2 in IP
91.23 947.86 3,940.4 7,444.47
Domain size = (1.04×1.04×2.08) mm3
∗For Form 1 and 2, initial gas temperature = 2000 K, surface temperature = 300 K
∗∗For Form 3, initial gas temperature = 1319 K, surface temperature = 1319 K
] SS = Steady-state gas macroparameters values averaged within material
Table 4.11: DSMC simulation parameters for Form 4 test case shown in Fig. 4.9(b)
DSMC parameters DSMC case
1∗∗
DSMC case 2 DSMC case 3 DSMC case 4
Inlet number density
(m−3)
NA∗∗ 9×1021 2×1022 4×1022
FNUM∗ 4×104 4×106 2×106 1×106
Timestep (ns) 1 2 1 1
No. of timesteps prior
to sampling
160,000 120,000 150,000 150,000
No. of samples 100,000 80,000 80,000 80,000
No. of particles (M) 220.4 3 22 41
Streamwise velocity
(ui m/s) at SS
]
25.2 65.6 58.3 68.5
Mass density
(ρ kg/m3) at SS]
2.18×10−3 4.07×10−3 5.47×10−3 0.132
Average pressure (Pa) 424.19 1,262.8 2,057 4,232
Domain size = (0.52×0.52×0.78) mm3
∗Initial gas temperature = 1319K, Surface temperature = 1319 K
∗∗ In test case 1, pressure of 500 and 300 Pa is implemented using implicit boundary[131].
] SS = Steady-state gas macroparameters values averaged within material
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Chapter 5
PIC method for Electrostatic
Applications
5.1 Introduction and Overview
The purpose of this chapter is to describe the numerical methodologies implemented in the CHAOS code
to solve electrostatic plasma systems using a kinetic approach. Although this work is motivated by electric
propulsion, the strategies discussed in this chapter are also relevant to other plasma applications, such as,
understanding instabilities in astrophysical jets[132, 133], modeling of solar wind interactions[134], streamer
formation studies[135, 136, 137], as well as plasma-surface interactions to modify biomaterials[138, 139].
Particle-In-Cell (PIC)[60] is a well established kinetic approach used to study the time evolving plasma
kinetics and the interaction of charged species with the induced electric field. In this method, the charged
and neutral species are modeled as computational macroparticles, wherein each macroparticle represents
a large number of real ions, electrons, or neutrals. The computational domain is first discretized into a
grid, and the charge density distribution is determined by mapping the charged particles to the cells. The
electric field is obtained by solving Poisson’s equation for electrostatic applications, and the electric and
magnetic fields are evaluated by solving Maxwell’s equations for electromagnetic applications. Finally, the
forces exerted by the fields push the charged particles to new positions thereby generating a new charge
distribution every timestep. The PIC approach has been used for a wide variety of applications such as,
modeling of electromagnetic solar wind interactions with lunar crustal magnetic anomalies[134], laser-plasma
interactions[140], relativistic modeling of pulsar magnetosphere[141], dusty plasmas[142, 143, 144], as well
as for thruster plumes[145, 146, 147, 50, 148, 149].
PIC codes perform particle movement and field-solve using explicit or implicit schemes. In explicit PIC
schemes, where the particle movement and field solve are decoupled, the cell size of the grid used for the
electric field calculations must be less than the local Debye length[150] and the timestep should be such that,
∆tωpe < 0.1, to obtain accurate results without numerical instabilities[60, 150, 151]. On the other hand,
numerically stable semi-implicit[152, 153] and implicit[154, 155] PIC algorithms can accurately model non-
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linear plasma evolution using coarser cell sizes and at-least an order of magnitude larger timestep compared
to the explicit method, but with increased complexity in their implementation. Since one of the focusses
of this work is to accurately resolve the transient electron kinetics, the use of cell sizes less that the local
Debye length and small timesteps are essential. In addition, the use of linearized octrees and parallelization
strategies discussed in this work are applicable even for semi-implicit, and implicit schemes.
PIC tools have traditionally used a uniform Cartesian grid[156] to discretize the domain and compute the
self-consistent electric and magnetic fields. However, for problems with multiple length-scales, such as, the
expanding plasma plume as well as plasma-surface interactions, the Debye length is smaller near the thruster
exit or in the sheath region compared to the far-field. The use of a uniform grid with cell size less than the
smallest Debye length would unnecessarily increase the number of cells in the domain and the computational
cost. Therefore, an adaptive mesh refinement (AMR) approach[61, 62, 157, 158, 159, 160, 161] that refines
cells in the regions with small Debye lengths and allows us to use coarser cells in the regions where the Debye
length is large can be advantageous. The three-dimensional hierarchical tree structure used to store such an
AMR grid is called an octree[58]. Solving Poisson’s equation accurately on such octree grids is crucial for
computing the electric field in PIC, but, it requires strategies different from the uniform grid approach to
account for neighboring cells of different sizes. A number of Poisson solver libraries, such as, PETSC[162],
Dendro[163], and Deal.II[164] are available for use on octree grids. Poisson’s equation can be solved on octree
grids using a multigrid approach as well[165, 166, 167]. Also a finite volume approach has previously been
used to solve Poisson’s equation on an octree structure[168, 62, 169]. These approaches have used multiple
distributed-memory CPU systems for parallelization by employing the MPI paradigm.
Recently, general-purpose computing on Graphics Processor Units (GPGPUs) has been exploited to
accelerate code performance by employing a massively large number of cores or threads. GPUs have been
used for solving Poisson’s equation for PIC methods[14, 170, 171, 172]. PIConGPU[14, 173] used 18,000
GPUs to simulate Kelvin-Helmholtz instabilities in an effort to model astrophysical jets and obtained nearly
70% strong scaling efficiency. Bastrakov et al.[174] developed a three-dimensional PIC tool called PICADOR
to perform simulations using GPUs as well as Intel accelerators. However, a uniform grid was used in these
tools for solving Poisson’s equations, as opposed to an adaptive grid required for this work.
The grid construction and domain decomposition methodologies for the PIC module as well as the
strategies implemented to solve Poisson’s equation on an octree grid, using multiple GPUs, are discussed
in Secs. 5.2 and 5.3, respectively. In Sec. 5.4, the accuracy of the PIC solver and its ability to conserve
momentum and energy is demonstrated by performing standard test cases. The results obtained from the
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octree simulations are also compared with those obtained from a uniform grid, and it is found that for cases
with large density gradients, the octree method is approximately ten times more efficient than uniform grid.
Finally, the near-ideal scaling efficiency in demonstrated in Sec. 5.5.
5.2 E-FOT for PIC and Partitioning Methodology
The forest of octrees constructed to perform PIC calculations is called the E-FOT, where, the leaf nodes
satisfy the local Debye length criteria. The details of the octree construction methodology was discussed in
Sec. 2.2 in Chapter 2. However, in addition to the Debye length criterion implemented for the leaf nodes,
additional requirement of 2:1 is imposed as discussed next.
5.2.1 2:1 Implementation for E-FOT
Since the electric field computation in PIC requires the solution of elliptic partial differential equations,
additional spatial constraints are imposed on the E-FOT to achieve an accurate solution. This spatial
criteria ensures that all the leaf nodes are, at maximum, only one level coarser than the neighboring leaf
nodes and is known as the 2:1 balance[163, 175]. The 2:1 constraint has been implemented in many other
works that involve solving partial differential equations using multi-grid approches[163, 166, 167, 176], as
well as using iterative procedures to ensure ease of flux calculations at the interface between cells at different
refinement levels[177, 178]. The implementation of the 2:1 constraint is illustrated using two E-quadtrees
shown in Fig. 5.1, where trees 0 and 1 are constructed by processors 0 and 1, respectively. In CHAOS, the
2:1 balance condition is enforced by comparing the leaf level of each leaf node with its face neighbor’s leaf
level. Face neighbors are the neighboring leaf nodes that share a common interface. It can be observed in
Fig. 5.1 that the leaf node 11 in tree 1 has three bottom face neighbors, namely 6, 8, and 10, and they do
not satisfy the 2:1 balance because leaf node 11 is two levels coarser than its smallest face neighbors, leaf
nodes 6 and 8. Similarly, leaf node 2 of quadtree 0, contained in Processor 0, is two levels coarser than
its smallest right face neighbors, 5 and 6, contained in Processor 1. Since the trees, 0 and 1, are stored
on different processors, the 2:1 constraint is implemented on the E-FOT in two stages, namely, a local and
global balance stage.
In the local balance stage, each processor imposes the 2:1 restraint on the leaf nodes that belong to
the octrees in its sub-domain, i.e., processors 0 and 1 independently enforce the 2:1 on the trees 0 and 1,
respectively. The first step in this stage is to determine the face neighbor leaf nodes and their leaf levels
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Figure 5.1: A forest of E-quadtrees constructed by Processor 0 and 1, that does not satisfy the 2:1 balance.
within the same octree. Morton order and the locational keys[67] are exploited to find the face neighbors
within the same octree, in six directions, namely, left, right, top, bottom, front, and back. The code snippet
to compute the face neighbors using Morton encoding and locational key is given at the end of this chapter
in Sec. 5.7. When comparing the leaf level of face neighbors within the same tree, known as local face
neighbors, the leaf nodes that do not satisfy the balance constraint are flagged and refined until they are
only one level coarser than their finest local face neighbor. Therefore, leaf node 11 in quadtree 1 is refined
until it is only one level coarser than its smallest face neighbors, 6 and 8. The quadtree structure after the
local balance stage is completed is shown in Fig. 5.2(a).
But the local 2:1 implementation stage does not ensure that the leaf node 2 in quadtree 0 will satisfy the
2:1 constraint with face neighbors 5 and 6 stored on a different processor. Therefore, during the global balance
stage, inter-processor MPI communication of the neighboring leaf node’s information is implemented. Each
processor determines the number of leaf nodes at the boundary of its sub-domain, and forms a list of face
neighbor leaf IDs that belong to a different processor. These face neighbor leaf IDs are also determined using
bit-wise Morton encoding and the locational key feature[67]. If the level difference between any boundary
leaf node, e.g., leaf node 2, and its face neighbor from a different processor, leaf nodes 5 and 6, is greater
than one, then the coarser leaf node is refined until the 2:1 criteria is satisfied. The final quadtree structure
after the global balance stage is shown in Fig. 5.2(b). However, the global balance stage, may again lead to
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(a) Forest of quadtrees which satisfy 2:1 balance constraint
across face neighbors within the same tree.
(b) The final forest of quadtrees after with 2:1 balance across
face neighbors throughout the domain.
Figure 5.2: E-quadtree structure generated with 2:1 balance restraint.
a level imbalance between the newly refined leaf nodes with local face neighbors within the same tree, the
effect of which would propagate to leaf nodes in other processors, known as the ripple effect[66]. Therefore,
an iterative local-global cycle is implemented to ensure that all the leaf nodes throughout the domain satisfy
this balance criteria with their respective face neighbors on both local and global levels. The number of
local-global cycles depends on the variation of local Debye length. For this work, a maximum of three such
cycles were required to obtain a 2:1 E-FOT.
5.2.2 Domain Decomposition and Face Neighbor Storage
After the E-FOT is constructed, the leaf nodes are assigned a computational weight to quantify the run-time
required to perform the computations. Since the electric field solver dominates the PIC module and the
electric potential is evaluated on all the leaf nodes, each E-FOT leaf node is assigned a computational weight
of unity. Finally, the leaf nodes of FOTs are partitioned such that the total computational weights of the
E-FOT are load balanced across all processors. Since this partitioning is performed at the leaf level, some of
the leaf nodes may need to be transferred from the processor that they were constructed on to the one they
are assigned to for computations. For example, let us say that the 20 leaf nodes of the final E-FOT, shown
earlier in Fig. 5.2(b), are to be equally divided between the two processors, i.e., leaf nodes 0 to 9 and 10 to 19
are assigned to Processors 0 and 1, respectively, for PIC computations. But, leaf nodes 7, 8, 9 that belong to
tree 1 are stored in Processor 1, and must be communicated to Processor 0 during domain decomposition to
achieve load balance. The details of the methodology implemented for partitioning the linearized Z-ordered
FOT is described in detail in Sec. 2.3.
The PIC module, unlike DSMC, requires each E-FOT leaf node to store the list of its face neighbor leaf
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Ids in order to determine the potential gradient and the resulting forces that move the charged particles.
Therefore, when the leaf nodes of the E-FOT are partitioned, their corresponding face neighbor Id list,
computed by the 2:1 balance subroutine, is also transferred from the processor that constructed the octree
to the assigned processor after partitioning. The leaf nodes with face neighbors that belong to a different
processor are called Z-boundary leaf nodes and their face neighbors are called ‘ghost’ leaf nodes or ‘ghost’
neighbors. Each processor, Pi, flags the Z-boundary leaf nodes and determines the list of processors, Pg,
which contains the corresponding ghost neighbors. A communication link is set-up between processors
that share the partitioned boundaries, such that, each processor can transfer the information of the Z-
boundary leaf nodes to the list of neighboring processors stored as Pg, as well as receive information of the
ghost neighbors from them. It will be shown in Sec. 5.3.2 that this communication link across neighboring
processors is used at every iteration by the Poisson solver. Since, the boundaries of the sub-domain remain
fixed after partitioning, the list of neighboring processors, and the list of Z-boundary as well as ghost leaf
nodes is not determined every timestep, unless the domain is re-partitioned. For an evolving flow, the FOTs
are destroyed, re-constructed and re-partitioned periodically, the interval for which typically ranges from 100
to 10,000 time-steps depending on the transient characteristics and is a user-input. After the steady state is
achieved, all the computations are performed on the last FOT that is constructed.
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Figure 5.3: Domain decomposition of a quadtree for illustration of 3D algorithms .
Consider a schematic of a two-dimensional Z-ordered E-quadtree shown in Fig. 5.3 with global Morton
Ids. A weight of one is assigned to each leaf node, after which the tree is equally partitioned among three
processors in this illustration. It can be seen that processor 2 has three Z-boundary leaf nodes, 6, 7 and
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8, that have ghost face neighbors in a different processor. Processor 2 determines that leaf nodes 6 and 7
share the same ghost neighbor on the left, i.e., leaf node 1 from processor 0, and that the bottom ghost
neighbors of leaf nodes 6 and 8 are 3 and 5, respectively, from processor 1. Processor 2, therefore, stores
processors 0 and 1 as its neighbors in an array for data transfer. Along with the neighboring processor
information, the number of ghost neighbors in each neighboring processor is determined, thus setting up the
communication link. Also the arrays to store the physical values, such as, the potential φghost, of these
ghost nodes are allocated. In the PIC module, each processor transfers the φ values of the Z-boundary leaf
nodes to the respective neighboring processors and receives the array of the ghost neighbors φ values using
the communication link.
5.3 PIC Method in CHAOS
The electric potential, φ, is calculated by solving Poisson’s equation,
∇2φ = − ρ
o
(5.1)
where, o is the permittivity of free space and ρ is the total charge density computed for all leaf nodes of
the E-FOT using the nearest-grid point (NGP) method[60] and is equal to the difference between number
densities of ions, ni, and electrons, ne, multiplied by their respective charges as,
ρ = e(Zni − ne). (5.2)
The induced electric field is obtained by taking the gradient of φ which is then applied as an external force
on the charged particles in the PIC simulations. As the ion and electron spatial distributions evolve in time,
Eqs. 5.1 and 5.2 are resolved at every time step in the PIC module of CHAOS. The numerical approach used
to obtain the electric potential and electric field is described in this section.
5.3.1 GPU Computation of Charge Density
To compute the nearest-grid point[60] charge density distribution, the charged particles are mapped to the E-
FOT leaf nodes. A kernel, equivalent to a subroutine in C++, is launched on each GPU with CUDA threads
equal to the number of ions and electrons in its sub-domain. Each CUDA thread determines the leaf node
for the particle assigned to it, using their position co-ordinates and fast bitwise computations described in
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Sec. 2.4. Since the mapping of a particle is independent of other particles, this thread-independent procedure
is efficiently parallelized by the multi-core GPU. After mapping, if the leaf node that the particle was mapped
to resides in a different GPU’s sub-domain, the particle data is communicated to the destination GPU using
the MPI-CUDA communication strategy discussed in Sec. 2.4 . After mapping and particle communication,
particles are distributed among the processors based on the E-FOT leaf nodes and the number density of
ions and electrons for each leaf node are computed based on the E-FOT leaf ID of the particles. Finally,
each CUDA thread computes the total charge density of the leaf node by solving Eq. (5.2) and all the GPUs
concurrently determine the charge density distribution in their respective sub-domains.
5.3.2 Parallel Implementation of Preconditioned Conjugate Gradient Poisson
Solvers
The electrostatic Poisson’s equation, given in Eq.(5.1), is solved on the 2:1 E-FOT using a cell-centered
finite volume (FV) approach. It is known that the integral form of Eq.(5.1), upon employing the divergence
theorem, gives[36, 179],
∮
S
∇φ· nˆdS = −
∫
Ω
ρ
o
dΩ, (5.3)
where, the integral is calculated over the surface S and volume Ω of the control volume, which, in this case, is
the E-FOT leaf node. Discretizing the above equation for the ith leaf node of the three-dimensional E-FOT,
we obtain,
(k<Nfi)∑
k=0
∇φik · dSik = −ρi
o
dVi, (5.4)
where, Nfi is the number of face neighbors of the i
th leaf node, dSik is the face area shared between leaf
node i and its kth face neighbor, ρi is the leaf centered charge density computed previously, and dVi is the
leaf node volume. In a 2:1 octree, a leaf node may have a maximum of four face neighbors for each of the
six faces, i.e., a maximum of 24 face neighbors (maximum value of Nfi=24), unlike a uniform grid cell that
can have only one face neighbor for every face. The gradient, ∇φik, at the interface between leaf node i and
its kth face neighbor, leaf node j, is approximated using the central difference scheme,
∇φik = φj(k)− φi
dxij
, k ∈ {0−Nfi} (5.5)
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where, φi and φj(k) are the leaf-centered values for leaf node i and its k
th face neighbor, leaf node j,
respectively, and dxij is the perpendicular distance between the centroid of leaf node i and j across the
shared face. For example, the discretized FV equation (5.4) for leaf node 0 shown in Fig. 5.3, using Eq.(5.5)
to compute the gradient, is written as
(
φ2 − φ0
dx02
)
dS02 +
(
φ3 − φ0
dx03
)
dS03 +
(
φ1 − φ0
dy01
)
dS01 = −ρ0
o
dV0 (5.6)
where, all the φ’s, ρ0, and dV0 are leaf-centered values of electric potential, charge density, and leaf volume,
respectively, dx02 and dx03 are the perpendicular x-distance between the centroids of leaf node 0 and its
right face neighbors, 2 and 3, respectively, dy01 is the y-distance between the centroids of leaf node 0 and
its top face neighbor leaf node 1 and dS0j is the face area shared by leaf node 0 with its respective face
neighbor leaf node j. For this example, a homogeneous Neumann boundary condition is assumed for the
domain boundaries adjacent to leaf node 0, i.e., dφDomainBndry = 0. Since the shortest distance between the
centroids perpendicular to the shared face, dxij , is equal to the average cell length of the neighboring leaf
nodes for a 2:1 octree, the leaf level information of the respective leaf nodes is used for the computation.
This implementation is simple and allows for optimized memory usage on the GPU, because storing the
integer array of leaf levels is more efficient compared to storing three arrays of doubles corresponding to the
x, y, and z co-ordinates of their centroids, to compute the distance. Grouping the coefficients of φ0 and its
face neighbors, φj , we get,
A00φ0 −
j<Nf0∑
j=0
(A0jφj) =
ρ
o
dV0 (5.7)
where, A00 =
∑j<Nf0
j=0 (A0j) and A0j form the non-zero coefficients of row 0 for the N × N sparse matrix,
where, N is the total number of leaf nodes in the domain, as shown in the matrix A of Eq. 5.8 for the
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quadtree example in Fig. 5.3.
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(5.8)
Note that each GPU computes the coefficients of the rows corresponding to the leaf nodes in its sub-
domain, as illustrated in Eq. (5.8). However, the computation of some coefficients, highlighted with square
parentheses in the matrix of Eq. 5.8, requires leaf level information of corresponding ghost neighbors, that
were identified during the partitioning step. That is, coefficient A03 for leaf node 0 in row 0, depends on
the leaf level information of its ghost neighbor, leaf node 3 that belongs to Processor 1 as shown in Fig. 5.3.
Therefore, the leaf levels of the Z-boundary leaf nodes are communicated among neighboring processors
using the communication link discussed previously in Sec 5.2.2. Additionally, each GPU stores only the
non-zero elements of the sub-matrix it contains using the compressed sparse row format, and the matrix is
not determined every timestep but only when the E-FOT is constructed or re-constructed.
The partial differential equation (5.1) is thus transformed into a system of linear equations of the form
Ax = b as shown in Eq. (5.8) for the 2:1 E-FOT. The vector b is obtained by computing the RHS of Eq. (5.4)
for all the leaf nodes and including the known boundary conditions, depending on the problem set-up. It can
be seen from Eq. (5.8) that the matrix is sparse and by construction, it is also symmetric, i.e., (Aij = Aji),
and has positive values for the diagonal elements. Such a symmetric, positive definite matrix can be inverted
using a number of iterative numerical recipes. The implementation and communication steps involved in the
steepest descent method used in this work is discussed next.
The preconditioned conjugate gradient method (PCG)[180, 181] is employed in this work, where to obtain
a converged solution with fewer iterations, the algebraic equation, Ax = b is multiplied with a preconditioner,
M−1, and the modified equation M−1Ax = M−1b is solved. In CHAOS, we use the diagonal elements of
the matrix as a preconditioner, Diag(A) = M , which is simple to implement and parallelize using GPUs.
The specific MPI-CUDA communications employed in CHAOS and parallelization strategies implemented
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for the iterative PCG solver are given in Algorithm 5[180, 181]. The GPUs execute the PCG algorithm on
Algorithm 5 Conjugate Gradient with Diagonal Preconditioner on multiple GPUs
1: procedure Initialization:
2: Initialize φ for all leaf nodes
3: Communication φghost : GPUsource
CudaMemcpy−−−−−−−−−−→CPUsource MPI−−−−→CPUdest CudaMemcpy−−−−−−−−−−→GPUdest
4: Kernel to Compute : r = b−Aφ ... (Aφ is SPMV)
5: Kernel to Compute : d = Minv · r, where, M = Diag(A) ... (Minv · r is SPMV)
6: Async. Communication of dghost : GPUsource
CudaMemcpy−−−−−−−−−−→CPUsource MPI−−−−→CPUdest CudaMemcpy−−−−−−−−−−→GPUdest
7: Compute local δnew = r · d .. (Dot product of doubles local using cublas and global sum from MPI AllReduce)
8: Initialize δo = δnew
9: end procedure
10: procedure Iterative Solver
11: while i < imax && δnew > 2δo : do
12: Kernel to Compute : q = Ad (q for local leaf nodes, using SPMV for Ad)
13: Compute γ = d · q (locally on the GPU using cublasDdot, then use MPI AllReduce to obtain global sum)
14: Compute α = δnew/γ on the CPU
15: Kernel to Update φ = φ+ αd
16: Async Comm : φghost : GPUsource
CudaMemcpy−−−−−−−−−−→CPUsource MPI−−−−→CPUdest CudaMemcpy−−−−−−−−−−→GPUdest
17: Kernel to update residual : r = r − αq
18: Kernel to Compute S = Minvr, where, Minv = Diag(A) (.. SPMV)
19: Update δold = δnew on the CPU
20: Compute δnew = r · S, .. ( dot product using cublasDdot + MPI AllReduce )
21: Compute β = δnew/δold on the CPU
22: Async. Communication of dghost : GPUsource
CudaMemcpy−−−−−−−−−−→CPUsource MPI−−−−→CPUdest CudaMemcpy−−−−−−−−−−→GPUdest
23: Update iteration counter : i = i+1
24: end while
25: end procedure
their respective sub-domains, by employing large numbers of CUDA threads that concurrently evaluate the
equations for a given leaf node, i. The two most important operations involved in Algorithm 5 are sparse-
matrix vector multiplication (SPMV) and dot products of vectors. It can be seen that SPMV is executed
in steps 4, 5, 12, and 18 of the algorithm, but each GPU stores only a part of the matrix and the vector.
For example, consider the evaluation of SPMV, Aφ, for the system of equations in Eq. 5.8 for the quadtree
example in Fig. 5.3. GPU 0 computes the product sum,
∑j<Nfi
j=0 Aijφj , where the sub-script i corresponds
to the leaf nodes 0 - 2 in its sub-domain, and the sub-script j are their respective face neighbors. This
summation involves computing the product of the matrix coefficient with the φ value of a ghost neighbor
that is stored in the neighboring processor, i.e., to compute the summation for leaf node 0, the product
A03 ∗ φ3 requires the φ3 value of ghost neighbor, leaf node 3. To obtain information from these ghost leaf
nodes, the φghost values of the identified ghost neighbors are communicated between neighboring processors
before SPMV using the communication link set-up during domain decomposition. In this communication,
first, each GPU transfers its array of Z-boundary φ values to the host CPU, using cudaMemcpy. The CPUs
communicate the respective values of the φZbndry array required by the neighboring processors using non-
blocking point-to-point MPI communications, and the receiver CPU stores these values in the φghost array.
Finally, the CPUs communicate the φghost values received from all the neighboring processors to its GPU.
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The computation of vector dot products, required in steps 7, 13, and 20 of Algorithm 5, is performed
in two steps since each GPU contains only a part of the vectors. In the first step, each GPU computes
the partial dot product of the elements corresponding to the Np leaf nodes in its sub-domain. An in-built
function, cublasDdot, available in the optimized linear algebraic package cublas, is employed to compute
this partial sum that is finally stored on the host CPU. Finally, all the partial sums stored on the CPUs are
added using the MPI AllReduce function, to obtain the final scalar value on all the processors. Consider
a dot product, g = b · b, where the b vector is partitioned among three GPUs as shown in Eq. (5.8). All
the GPUs simultaneously compute the partial sum, gloc =
∑i<Np
i=0 bi · bi for all the Np leaf nodes in their
sub-domains, and store this value on the respective host CPU. In the next step, the partial sums, gloc, from
all the CPUs are added to obtain g, which is available on all the CPUs. The code-snippet for the partial
and global sum values using MPI-CUDA is shown at the end of this chapter in Sec. 5.8. The while loop in
the algorithm is executed until a converged value for the electric potential is obtained, and the convergence
criteria used for the plasma plume calculations are such that, δnew < (1× 10−7δo), where δ is the residual of
the preconditioned equation, M−1Ax = M−1b, computed in steps 8 and 20 of Algorithm 5. For the plasma
plume simulations presented in this work, in Chapters 6-8, typically 10 to 40 iterations were required for
the PCG solver to satisfy the above criteria, where, the value of δo ranged from 0.01 to 1 as the plume
simulations evolved.
The electric field at the leaf-node center is obtained such that each CUDA thread independently and
simultaneously computes the average potential gradient, using Eq.(5.5), for the corresponding leaf node
assigned to it. For example, the electric field in the x-direction, Ex, for leaf node 2 in the 2:1 quadtree shown
in Fig. 5.3 is computed as follows,
Ex = (∇φ20 +∇φ24)/2 (5.9)
where, ∇φ20 and ∇φ24 are obtained by using Eq.(5.5). This equation reduces to the central differencing
scheme for a uniform grid approach. As discussed earlier, the gradient computation requires the value
of the face neighbor potential, which are already stored on the GPU during the iterative Poisson solver
step. In addition, even the φghost values are communicated during the iterative PCG algorithm. Therefore
no additional communications are required for the computation of the electric field. The force for all the
charged particles is obtained based on the cell-centered electric field value of the leaf node that it belongs
to. Finally, the particle positions and velocities are updated using the leap-frog scheme[60, 182] and the new
charge distribution at the next timestep is computed.
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5.4 PIC Module Validation, Error Analysis, and Performance
Studies
Validation cases, similar to those performed by Duras et al.[183], and Averkin et al.[184], are performed to
analyze the effect of the nearest-grid point (NGP) charge distribution and the 2:1 octree grid in CHAOS.
The solutions from the octree-based PIC module are compared with a uniform grid, obtained by enforcing
a 1:1 octree grid, as well as the analytical solutions.
5.4.1 Comparison of Single Particle Trajectory on a 2:1 Octree and Uniform
Grid
In the first validation case, a single electron is initialized at the center of a (0.4 X 0.4 X 0.4) m domain with
an initial velocity of 10,000 m/s in the z direction and zero velocity in the x and y directions. A Dirichlet
boundary condition of φ=0 and 1 V is implemented at the z = 0 m and z=0.4 m boundaries, respectively,
and a homogeneous Neumann boundary condition is implemented at the other boundaries. To analyze the
effect of grid-refinement on the electron trajectory, two simulations are performed, one with a uniform 1:1
octree where all the leaf nodes are at the same level with ∆x =3.125 mm, and the second simulation with
a 2:1 octree where, refinement is enforced from z = 0.25 to z = 0.3 m such that the leaf node size in this
region is ∆x/2, i.e., 1.5625 mm. Due to the Dirichlet boundary conditions of 0 and 1 V at the z-boundaries,
a linear profile is expected for the electric potential, resulting in a constant electric field and acceleration.
It is known that no self-force errors[183] are generated in a uniform grid approach, however, for an octree
approach, a self-force error may be expected due to the loss in second-order accuracy of the Poisson solver
at the coarse-to-fine and fine-to-coarse interface regions, that is, at z = 0.25 to z = 0.3 m for this case.
To analyze the effect of this self-force error on the charged particle trajectory, the acceleration and
translational energy are recorded as the electron travels from z=0.2 m to 0.35 m. The values obtained from
the 1:1 uniform grid and 2:1 octree simulation are compared in Figs. 5.4(a) and 5.4(b), respectively. In
comparison with the uniform grid case, the electron acceleration computed from the 2:1 octree grid is found
to increase at z=0.25 m and decrease at z=0.3 m as a result of the change in the refinement level. However,
the relative difference in the electron acceleration is less than 0.005% throughout the trajectory. Similarly,
the electron translational energy computed from the uniform and 2:1 octree agree within 5×10−4 % as shown
in Fig. 5.4(b). From this study it can be concluded that, even though the electron acceleration undergoes
a change due to self-force error at the interface between two levels of refinement, the relative difference
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(a) Comparison of z-acceleration component computed from
uniform and octree structure.
(b) Comparison of electron translational energy computed
from uniform and octree structure.
Figure 5.4: Effect of uniform versus 2:1 octree on electron acceleration and translational energy.
in electron acceleration and translational energy is less than 0.1% and does not significantly influence the
accuracy of the PIC simulation compared to the uniform grid method.
5.4.2 Rate of Convergence Studies
In the second test case, simulations are performed with a known stationary charge density variation to test
the convergence rate of the electric potential and field with decrease in the cell size. For this study, a
(0.1×0.1×0.1) m domain is initialized with a linearly varying ion number density, such that, ni = no(z/L),
where, ni is the ion number density at a given location (x, y, z), no = 1× 1013/m3, and L is the size of the
cube, i.e., 0.1 m in this case. A Dirichlet boundary condition of φ=0 V is implemented at z =0 and 0.1 m
boundaries and a homogeneous Neumann boundary condition is implemented at the remaining boundaries.
The analytical expression for the static potential in the z-direction for the stationary charge density variation
and boundary conditions is
φ =
−qno
6Lo
(z3 − zL2). (5.10a)
For this potential variation, the electric field is zero at z = L/
√
3, where the potential is maximum and is
equal to φmax = 116.12 V.
Four static simulations are performed with a 1:1 uniform grid by decreasing the cell size by a factor of
two in each case from 8∆x to ∆x =0.78125 mm. For comparison, the same test case is also performed with
a 2:1 octree, with a leaf node size of 0.3906 mm, which is much smaller than the local Debye length near
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the boundaries to accurately capture the potential gradient. Everywhere else within the domain, the leaf
node size is less than the local Debye length, computed assuming an ion temperature of 2 eV, and all the
simulations are performed with 88.7 million ion particles. The variation of potential on the y − z slice at
the center of the domain, obtained from the octree simulation is shown in Fig. 5.5(a) along with the 2:1
octree structure. The φ in the z-direction, extracted along a line passing through the center of the y − z
slice, is compared with that obtained from the uniform grid simulations in Fig. 5.5(b), respectively. It can
be seen that as the cell size is decreased for the uniform grid case, the solution obtained approaches the
analytical solution. Since the octree structure inherently has a smaller leaf node size near the boundaries,
it can accurately capture the large field gradients at the boundary as well as the potential variation within
the domain, as shown by the good agreement with the analytical solutions.
(a) Potential variation along the y − z slice at the center
of the domain with 2:1 octree, that has a level difference
of four between the coarsest and finest leaf node.
(b) Effect of cell size on the potential variation compared
with analytical results.
Figure 5.5: Comparison of electric potential with the analytical solutions for a linearly varying ion charge
density distribution.
The order of accuracy for the potential and electric field solver implemented in CHAOS is verified by
computing the L2-norm of the relative error in potential and electric field, defined as e2(fh) =
‖fh−fe‖2
‖fe‖2 ,
where fh is the solution, f , obtained with a grid size of h, and, fe is the exact analytical solution. The
L2-norm of a function, f , is given as ‖f‖2 =
√
(1/N)
∑i=N
i=1 f
2
i , where N is the total grid points[185]. The
decrease in the L2-norm of the relative error in φ(x, y, z) and Ez with decrease in the cell size is shown in
Fig. 5.6(a), where the error for the 2:1 octree grid case is highlighted. It can be seen that the e2(Ez) is
almost equal for the 1:1 case with ∆x=0.78125 mm and the 2:1 octree case, indicating that the electric field
is converged. The rate of convergence, p, is obtained by evaluating p = ln(e2(f2h)−e2(fh))ln 2 , where e2(f2h) and
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e2(fh) denote the L2-norm of the relative error in f for a grid with cell size of 2h and h, respectively. The
rate of convergence for the potential and electric field is shown in Fig. 5.6(b), where it can be seen that the
order of accuracy for φ is greater than 1, which is typical for a second-order accurate method with first-order
Neumann boundary conditions[185], and for Ez the order of accuracy is greater than unity for all the cases
with 1:1 uniform grid. Since the electric field computed with the smallest refined grid and the octree are the
same, as observed from the same e(Ez) in Fig. 5.6(a), the order of accuracy for the electric field decreases to
0.1, showing that a converged electric field is computed from the 2:1 octree structure. Thus, from this study
it can be concluded that the rate of convergence obtained for the potential and electric field is between 1
and 2.
(a) L2-norm of the relative error in φ and Ez (b) Convergence rate of φ and Ez .
Figure 5.6: Effect of cell size on L2-norm of the relative error and rate of convergence of φ and Ez.
5.4.3 Momentum and Energy Conservation Studies
The third case allows us to evaluate the effect of the 2:1 octree and the particle movement algorithm on
the conservation of momentum and energy. Similar to the studies performed by Averkinet al[184], ions are
initialized in a (0.1× 0.1× 0.1) m domain with a linearly varying number density of ni = no
(
1− 2L |L2 − z|
)
,
where, L is the size of the cubic domain, and no=1×1013m−3. The boundary condition is similar to that used
for the rate of convergence studies discussed in Sec. 5.4.2. An electron particle with zero initial velocity is
placed at the center of the domain, (0.05, 0.05, 0.049), and due to the potential induced by the stationary ion
charge density distribution, the electron will be trapped and oscillate within the domain. As time progresses,
if the oscillations in its momentum and energy have equal amplitude, then these properties are conserved.
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The plasma frequency for this case is ωpe=1.785×108 rad/s, assuming an electron temperature of 2 eV, and
to accurately capture the electron oscillations, a timestep of ∆t =0.05ω−1pe =0.28 ns is used. A 2:1 octree,
similar to that constructed for the convergence studies, is used to discretize the domain, and the explicit
leap-frog particle integration scheme is implemented[60]. The computational domain consists of 24 million
ion particles, 0.64 million leaf nodes with the smallest leaf node of 0.3 mm, and coarsest leaf node of size
1.25 mm, and the simulation is performed using 16 GPUs. The z−velocity and translational energy of the
(a) Electron z−momentum (b) Electron translational energy.
Figure 5.7: Variation in electron z−momentum and translational energy with time showing conservation.
electron upto 0.5 µs obtained from the simulation are shown in Figs. 5.7(a) and 5.7(b), respectively. It can
be seen that the z-velocity and translational energy of the electron has equal amplitude, demonstrating that
the momentum and translational energy are conserved in the simulation.
Numerical heating studies are also performed similar to Averkin et al.[184] for which the electrons and
ions are initialized in a (0.1× 0.1× 0.1) m cubic domain with number densities of ni = ne=1×1013/m3, and
a Maxwellian velocity distribution with Ti = Te =2 eV. A Dirichlet boundary condition of 0 V is imposed
on all boundaries of the domain and periodic boundary condition for the particles is implemented, with a
timestep of 2.8×10−10 s. Two test cases are performed, one with a 1:1 uniform grid of ∆x=0.3125 mm and
the second with a 2:1 octree where a refinement is imposed for z >0.05 m, and at-least 100 particles per cell
were used for both the cases. The average energy of the system was conserved upto tωpe=10,000 and found
to increase by 0.008% compared to the initial energy of (3/2)kbT in both the cases.
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5.4.4 Comparison of Computational Efficiency of a 2:1 Octree and Uniform
Grid Plume Simulation
Finally, to test the computational accuracy and efficiency for cases with large density variations, we perform
a collisionless mesothermal plume simulation using co-located xenon ion and electron sources, described
as case 2 in Sec. 6.1 of the Chapter 6, for a 2:1 octree and a 1:1 uniform grid. The domain size for this
verification case was limited to (0.4×0.4×0.4) m to reduce the computational cost inherent to uniform grid
computations. The plasma source of radius 0.625 m is located at (0.2,0.2,0.0) m and all the remaining
input parameters are the same as that mentioned in Tab. 6.1 for case 2 given in Chapter 6. Since the 2:1
octree satisfies the local Debye length, the smallest cell size is 1.5625 mm within the plume and increases to
6.25 mm beyond the beam-front, while for the uniform grid, all the cell sizes are equal to 1.5625 mm. The
two simulations are performed upto tωpeo=100, i.e., 560 ns, using 16 Tesla K20 GPUs, and to avoid statistical
noise involved in the instantaneous results, the flow-field macroparameters are sampled upto 560 ns, or 2,000
timesteps. Since sampling requires a static grid, a 2:1 octree that satisfies the Debye length criteria upto
560 ns was constructed during initialization and the dynamic adaptation was turned off for this case.
(a) Potential variation along the plume axis. (b) Streamwise electric field variation along the plume axis.
Figure 5.8: Comparison of sampled potential and electric field computed using the uniform and 2:1 octree
along the plume axis.
The comparison of the sampled potential and z−electric field along the plume axis obtained using the
2:1 octree and the uniform grid are shown in Figs. 5.8(a) and 5.8(b), respectively. It can be seen that
the sampled macroparameters from the octree and the uniform grid simulations agree within 2% and the
maximum relative error in electric field is 1.2% at z=0.07 m, where the octree level undergoes a change in
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refinement. Since the octree is refined only in the regions with smaller Debye length, the total number of
leaf nodes required for the simulation is 1.085 million, compared to the 16.77 million cells required by the
uniform grid simulation. For the initial 560 ns of the plume evolution with 17 million total particles in both
simulations, the run-time of the octree simulation is found to be 8 minutes, which is nearly 50 times faster
than the uniform grid simulation that required 7.13 hours. However, it must be noted that the number
of leaf nodes in the octree simulation will dynamically increase with the advancement of the plume, which
in turn will increase the computational time. Nevertheless, compared to the octree, the three-dimensional
uniform grid PIC simulations will still be ten times more expensive.
5.5 Scaling Studies
Strong scaling studies were performed on a collisionless mesothermal xenon plume, defined as case 2 in
Sec. 6.1, by varying the number of GPUs used to simulate the plume from 16 to 128. The case 2 input
parameters, given in Tab 6.1 of Sec. 6.1, are used for all the scaling simulations in order to keep the problem
size identical. Each leaf node was assigned a computational weight of unity, i.e., the leaf nodes of the
forest were equally divided among the GPUs during the simulation. The scaling simulations were performed
on the XStream supercomputer which contains eight Nvidia Tesla K80 GPUs per node and the run-time
was obtained by performing the simulation from 18,000 to 20,000 timesteps, when the plume has sufficient
particles in the domain to test the load balancing.
Figure 5.9: Strong scaling studies for case 2.
Figure 5.9 compares the speed-up from CHAOS with the ideal scaling, which is computed using the 128
GPU run-time as the baseline. It can be seen that CHAOS scales efficiently with increase in the number of
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Table 5.1: Profiling Studies
Subroutine Percentage time
Particle mapping + MPI-CUDA particle communi-
cation
40%
Poisson solver 20%
Ghost leaf node communication in the Poisson solver 20%
Boundary condition and particle movement 7.5%
Electric field and acceleration 7%
Re-partitioning and miscellaneous 5.5 %
GPUs. Since the leaf nodes are equally divided and the plume is confined for case 2, the partitioning is not
truly load balanced especially for simulations with fewer GPUs. That is, the leaf nodes in the plume region
contained more particles compared to the leaf nodes in the surrounding region and therefore assigning equal
weight to the leaf nodes would not distribute the computational weight equally. It can be seen that this
load imbalance is more pronounced for the 16 and 32 GPU simulations. However, when the same problem is
divided among more processors, the core-region of the plume is equally distributed, and therefore, the total
computational weight is load balanced even though the varying particle density is not accounted for while
assigning computational weight to the leaf nodes. The scaling increases to near-ideal with the increase in
the number of GPUs.
Profiling studies were performed for the 128-GPU case using the TAU-profiler and the relative contri-
bution of each subroutine towards the computational cost is shown in Table. 5.1. For 2,000 timesteps with
12.5 million leaf nodes and 80 particles per leaf node within the plume, the run-time was approximately 11
minutes, which is at least an order of magnitude faster than the two-dimensional formulation with a uniform
grid that employs CPUs[186]. As seen from Tab. 5.1, the particle sorting and communication sub-routine
requires 40% of the total computational time. However, within this sub-routine the relative time required
for mapping particles to leaf nodes is negligible due to the fast bit-wise Morton encoding method, and the
main contribution to the 40% computational cost is due to the MPI-CUDA particle communication and
sorting of arrays based on the leaf node ID. The pre-conditioned conjugate gradient method used to solve
Poisson’s equation requires 20% of the total time, but the communication of the ghost neighbor informa-
tion, performed every iteration, requires 20% due to the use of MPI WAIT command, that waits until all
the non-blocking MPI Isend and MPI Irecv communications are performed. The particle movement and
boundary condition subroutines require 7% each, and the re-partitioning subroutine requires 5% of the total
computational cost.
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5.6 Summary
The computational framework for the PIC module using multiple GPUs to model an electrostatic plasma
system was presented in this Chapter. The details of the 2:1 restraint, imposed for the E-FOT was described.
The MPI-CUDA parallelization strategies used to implement a preconditioned conjugate gradient method
for solving the electrostatic Poisson’s equation on the 2:1 octree was discussed, and the scaling of the code to
near ideal speedup as a function of the number of GPUs was demonstrated. The PIC method was validated
using analytical test cases, and the octree-based PIC simulations were found to be ten times more efficient
compared to the uniform grid method especially for plume simulations which have large density variations.
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5.7 Code Snippet to Compute Locational Key of Face Neighbor
1 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
2 //∗∗ Consider a l e a f node with id : l e a f I d ∗∗//
3 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
4 //∗ Var iab le D e f i n i t i o n : ∗∗//
5 //∗ l e a f I d : Id o f the l e a f under c o n s i d e r a t i o n ∗∗//
6 //∗ LeafLeve l : Array o f l e a f l e v e l f o r a l l the l e a f nodes ∗∗//
7 //∗ xyz b i t : Binary o f x−min , y−min , & z−min p o s i t i o n o f l e a f node ∗∗//
8 //∗ mod xyzbit : Binary o f x−min , y−min , z−min o f f a c e neighbor ∗∗//
9 //∗ dx b i t : Binary form of l e a f node s i z e , dx ∗∗//
10 //∗ FaceNbrLocKey : Locat ion key o f f a c e neighbor ∗∗//
11 //∗ FaceNbrLeafId : Leaf Id o f f a c e neighbor ∗∗//
12 //−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−//
13 uint64_t Morton3 ( uint64_t x , uint64_t y , uint64_t z )
14 {
15 return ( ( Partby2 ( x )<<2) + ( Partby2 ( y )<<1) + ( Partby2 ( z ) ) ) ;
16 // Partby2 code sn ippet i s g iven in Chapter 2
17 }
18 uint64_t Reverse_PartBy2 ( uint64_t n )
19 {
20 n &= 0 x1249249249249249 ;
21 n = ( n ˆ ( n >> 2 ) ) & 0 x10c30c30c30c30c3 ;
22 n = ( n ˆ ( n >> 4 ) ) & 0 x100f00f00f00f00f ;
23 n = ( n ˆ ( n >> 8 ) ) & 0 x001f0000ff0000ff ;
24 n = ( n ˆ ( n >> 16) ) & 0 x001f00000000ffff ;
25 n = ( n ˆ ( n >> 32) ) & 0 x0000000000ffffff ;
26 re turn n ;
27 }
28 ComputeFaceNbr ( i n t leafId , i n t MaxLevel , i n t ∗ LeafLevel )
29 {
30 // Determine Morton Id o f l e a f node with id : l e a f I d //
31 xyz_bit = new uint64_t [ 3 ] ;
32 xyz_bit [ 0 ] = Reverse_PartBy2 ( uint64_t ( MortonId [ leafId ] )>>2) ;
33 xyz_bit [ 1 ] = Reverse_PartBy2 ( uint64_t ( MortonId [ leafId ] )>>1) ;
34 xyz_bit [ 2 ] = Reverse_PartBy2 ( uint64_t ( MortonId [ leafId ] ) ) ;
35 // mod xyzbit i s the Morton Id o f the f a c e Nbr //
36 uint64_t ∗ mod_xyzbit = new uint64_t [ 3 ] ;
37 mod_xyzbit [ 0 ] = xyz_bit [ 0 ] ;
38 mod_xyzbit [ 1 ] = xyz_bit [ 1 ] ;
39 mod_xyzbit [ 2 ] = xyz_bit [ 2 ] ;
40 uint64_t dx_bit = uint64_t (1 )<<uint64_t ( MaxLevel−LeafLevel [ leafId ] ) ;
41 currentLeafLevel = LeafLevel [ leafId ] ;
42 i f ( i_face<3)
43 {
44 i_dim = i_face ;
45 Nbrs_face = i_face + 3 ;
46 mod_xyzbit [ i_dim ] −=1 ;
47 }
48 e l s e
49 {
50 i_dim = i_face − 3 ;
51 Nbrs_face = i_face − 3 ;
52 mod_xyzbit [ i_dim ] = mod_xyzbit [ i_dim ] + dx_bit ;
53 }
54 FaceNbrLocKey = Morton3 ( mod_xyzbit [ 0 ] , mod_xyzbit [ 1 ] , mod_xyzbit [ 2 ] ) ;
55 FaceNbrLeafId = LeafLocationArray [ FaceNbrLocKey ] ;
56 }
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5.8 Code Snippet to Show Dot Product Computation using
MPI-CUDA
1
2
3 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
4 //∗∗ Consider vec to r d and q ∗∗//
5 //∗∗ We have to f i nd the dot product gamma = d . q ∗∗//
6 //∗∗ Only a chunk o f the ve c to r s are s to r ed on the GPU ∗∗//
7 //∗∗ So , compute dot product in two s t ep s : ∗∗//
8 //∗∗ Local s tep : compute gamma loc = dev dvec . dev qve l ∗∗//
9 //∗∗ Global s tep : Compute gamma = sum of gamma loc o f a l l procs ∗∗//
10 // ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗//
11 //∗ Var iab le D e f i n i t i o n : ∗∗//
12 //∗ NumLeafNodes : number o f l e a f nodes on the GPU sub−domain ∗∗//
13 //−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−//
14
15 // Inc lude the f o l l o w i n g in the CUDA f i l e //
16 #inc lude<cub la s v2 . h>
17
18
19
20
21 // I n i t i a l i z e
22
23 cublasHandle_t cublasHandle = 0 ;
24 cublasStatus_t cublasStatus ;
25 cublasStatus = cublasCreate (&cublasHandle ) ;
26 double gamma_loc = 0 . 0 ;
27 double gamma = 0 . 0 ;
28 // Cal l cub las to compute dot product o f vec to r o f doubles ( Ddot )
29 cublasDdot ( cublasHandle , NumLeafNodes , dev_dvec , 1 , dev_qvec ,1 ,& gamma_loc ) ;
30 cudaDeviceSynchronize ( ) ;
31
32 // Cal l Communication Subroutine to execute the f o l l o w i n g mpi reduce command
33 CommunicationDomain−>AllReduceForDotProduct ( gamma_loc , gamma ) ;
34
35
36 // The f o l l o w i n g subrout ine i s de f ined in the CommunicationDomain c l a s s
37 CommunicationDomain : : AllReduceForDotProduct (&loc_sum ,& glo_sum )
38 {
39 // Use MPI Reduce to compute sum of a l l the p a r t i a l sums
40 MPI_Allreduce (&loc_sum ,& glo_sum , 1 , MPI_DOUBLE , MPI_SUM , MPI_COMM_WORLD ) ;
41 }
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Chapter 6
Neutralization of Mesothermal
Plasma Plume
Having validated the PIC module with canonical test cases and analyzing its computational performance
in Chapter 5, we now study the effect of ion mass and electron source location on the plasma plume neu-
tralization mechanism. Ion beam neutralization is critical for a number of applications in the fields of
astrophysics[187, 188], plasma-based surface engineering[189], fusion[190, 191], and thruster plumes[192, 193],
of interest to this work. Experiments have shown that incomplete neutralization of thruster plumes leads to
beam-divergences. However, the process of neutralization or lack of it by electrons is still not well under-
stood. The fully-kinetic method discussed in Chapter 5 enables the study of time-accurate electron evolution
and its interactions with the ion plume, which in turn, will provide insight into the neutralization process.
Fully kinetic PIC simulations are performed for a collisionless mesothermal plume, such that vte >>
vibeam >> vti, where vte, vibeam, and vti, are the electron thermal velocity, beam velocity, and ion ther-
mal velocity, respectively[186]. Wang et al.[186], and Hu et al.[194, 195], have modeled two-dimensional
mesothermal plumes with a reduced ion-to-electron mass ratio of 1836, for colocated the ion and electron
sources. But, electric thrusters typically use xenon as the propellant, and the electron source is shifted from
the thruster exit. Usui et al.[196] have modeled a mesothermal plume with a shifted electron source, but,
the ions were modeled with a reduced mass equal to that of a proton. For a comparison of electron kinetics
with these previous studies, three-dimensional mesothermal plume simulations with reduced ion mass and
a co-located electron source using the PIC module in CHAOS is performed in this chapter as a verification
case. Then, sequentially, the ion mass is increased to model xenon, and the electron source location is shifted
to study its effect on the electron kinetics as well as the plume neutralization. The simulation set-up is given
in Sec. 6.1, and the plume structure as well as the interesting electron kinetic behavior, due to the induced
electrostatic forces, is analyzed in Secs. 6.2, 6.3, and 6.4.
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Figure 6.1: Simulation set-up for the mesothermal plasma plume cases with domain size of
(1.6×1.6×1.6) m. A Dirichlet boundary condition of φ=0 V is implemented in the highlighted orange
region at the inlet plane, surrounding the radial sources. At all other boundaries and within the circular
source region, a homogeneous Neumann boundary conditions is applied.
6.1 Simulation Set-Up and Case Description
Two types of electron source configurations are used to study the effect of hollow cathode (electron source)
location on the electron kinetics. In the first configuration, the electron source is co-located with the ion
source, as shown in Fig. 6.1(a), while in the second configuration, the electron source is shifted above the
thruster exit, in the y-direction, as shown in Fig. 6.1(b). To systematically analyze the effect of ion mass
and electron source location, three cases are performed. In case 1, the ions are introduced with mass equal
to that of the protons and the electron source is co-located with the ion source, similar to the mesothermal
plume simulations performed by Wang et al.[186] and Hu et al.[194, 195]. For case 2, heavier xenon ions
are introduced from the co-located ion and electron source, shown in Fig. 6.1(a), to understand the effect
of using a higher ion mass. Finally, case 3 is a realistic simulation, with the electron source shifted above
the xenon ion source using the configuration set-up shown in Fig. 6.1(b). Since collisions are not required
to model a mesothermal plasma plume[186], executing the DSMC module, discussed in Chapter 3, is not
required.
The initial input parameters for the PIC simulations of cases 1 to 3 are given in Table 6.1. To facilitate
qualitative comparison of the three-dimensional plume characteristics with the 2-D simulations performed
by Wang et al.,[186] and Hu et al.[194, 195], the ratio of initial ion temperature, Tio, to initial electron
temperature, Teo, used in all the cases is 0.01. For all the cases, electrons are initialized with a temperature
of Teo= 2 eV and an initial number density, neo, of 1.0×1013/m3. These selected values for Teo and neo result
in an initial Debye length, λdo=3.32×10−3 m and initial electron plasma frequency, ωpeo = 1.78×108 rad/s.
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Table 6.1: Parameters for Mesothermal Plasma Plume Simulations∗
Cases 1 - Proton Plasma
Co-located e− Source
2 - Xenon Plasma
Co-located e− Source
3 - Xenon Plasma
Shifted e− Source
nio (/m
3) 4.0× 1013 4.0× 1013 1.0× 1013
mi/me 1836 239,669.5 239,669.5
ωpio rad/s 8.33× 106 7.295× 105 7.295× 105
No. of parti-
cles at t∗∗final
164.9 Million 165.1 Million 64.5 Million
Total leaf
nodes at
t∗∗final
7.09 Million 4.45 Million 1.8 Million
∗ neo=1.0× 1013/m3, ωpeo=1.78× 108rad/s, vteo=592,892 m/s, Teo= 2 eV = 23,210 K,
Domain size is (1.6×1.6×1.6) m, Tio=0.01 Teo, ρo = eneo, and vibeam=30,000 m/s
t∗∗final = 3000ω
−1
peo = 16.8 µs.
The beam velocity, vibeam, for cases 1, 2, and 3, is taken to be 0.05vteo[194], where vteo is the initial
thermal velocity of the electrons corresponding to Teo. The ratio of initial ion to electron number densities,
nio/neo = 4, is such that the respective current densities are equal at the co-located source[186] for cases
1 and 2. For the shifted electron source in case 3, the ratio of nio/neo is initially equal to unity, such that
the charge density at the respective sources are equal. The radius, R, of the ion and electron sources in
both the configurations, shown in Fig. 6.1, is equal to 18.5λdo, i.e., 0.0625 m, representative of real thruster
devices[36], and the size of the three-dimensional domain is chosen to be equal to 500λdo to avoid boundary-
effects[186]. For all three cases, the ion source center is located at (0.8,0.8,0.0) m, and only for case 3, the
electron source is centered at (0.8,0.925,0.0) with radius equal to 0.0625 m, which is shifted from the ion
source center by one diameter length in the y-direction.
The simulations are performed for a duration of tωpeo=3000, which is equal to 16.8 µs, in order to resolve
the electron time scales[186]. Due to the difference in the ion mass, the ion plasma period at the end of the
simulation for case 1 is tωpio=140, while for cases 2 and 3, it is tωpio=12.25. The plasma time scales for
case 1 are similar to the mesothermal plasma simulations of Hu et al.[195] A uniform timestep resolution of
∆t = 2.8 × 10−10 s is used for both ions and electrons in all the cases, such that, ∆t × ωpeo = 0.05[186].
At every timestep, ions are emitted with a Maxwellian distribution corresponding to temperature Tio, and
a beam velocity, vibeam, along the z-direction. The electrons, however, are introduced every timestep with
a stationary Maxwellian distribution with temperature Teo, and no bulk component. To model the thruster
surface surrounding the ion and electron source, a Dirichlet boundary condition with φ = 0 V is applied in
the region surrounding the sources, as shown by the highlighted orange region in Fig. 6.1. On all the other
boundaries and within the circular source region, a homogeneous Neumann boundary condition, dφ/dn =
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0, is implemented to model the zero electric field for plume expansion into the vacuum of space. An
outflow boundary condition is used for the particles, wherein, the particles are removed if they cross the
computational boundaries. The electric potential, electric field, and the resulting acceleration of the charged
particles are computed on the E-FOT using the methodology discussed in Sec. 5.3.
6.2 Transient Evolution of Colocated Proton Plasma
6.2.1 Plume Characteristics
(a) tωpeo=200 (b) tωpeo=600
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.2: Transient ion charge density for case 1 along the Y-Z plane extracted at the center of the
domain, normalized by ρo. Dashed line indicates the notional location of the beam-front.
The instantaneous macroparameters of the unsteady plume are extracted along the y − z plane passing
114
through the center of the domain. The spatial variation of the ion charge density, normalized by the initial
charge density, ρo, is shown in Fig. 6.2 for plasma times tωpeo=200, 600, 1500, and 3000. With the progression
of time, the leading edge of the ion beam, or the beam-front, advances in the streamwise direction. The
beam-front at tωpeo=200, 600, 1500, and 3000 is located at z=0.06, 0.16, 0.32, and 0.45 m, respectively, as
shown by the dotted line in the Figs. 6.2(a) to 6.2(d). The extent of the ion beam, from the thruster exit to
the beam-front, can be divided into two regions, namely, the core region where ρi > 2ρo, and the front region,
where the ion charge density gradually decreases from 2ρo to 0.2ρo at the beam-front. At tωpeo=600 and
1500, the core region extends from the thruster exit to z=0.1 and 0.2 m, respectively, which is approximately
two-third of the beam-front distance of 0.16 and 0.32 m, as shown in Figs. 6.2(b) and 6.2(c), respectively.
Note that, in the absence of acceleration imparted by the self-consistent electric field, the beam-front would
be at z = tvibeam=0.1011 m, instead of 0.16 m. This indicates that the average ion velocity may be higher
than the initial beam velocity in the front region of the ion beam. At tωpeo=3000, the ion plume expands
further and causes the ion charge density to decrease, as shown in Fig. 6.2(d). As a result, the fraction of
the core-region is now about half the extent of the beam, unlike the two-third fraction observed at previous
times.
Similarly, the evolution of the electron charge density, normalized by ρo, is shown in Fig. 6.3 at plasma
times tωpeo=200, 600, 1500, and 3000. At the outset, because the electrons are emitted with a high thermal
velocity they overshoot the ion beam, resulting in a net positive charge within the plume. The electrons
introduced in subsequent timesteps are then electrostatically trapped by the positively charged plume in-
dicated by the increase in the electron number density within the plume compared to its initial value of
ρo. This electrostatic coupling between the electrons and ions forces the electrons to collectively travel with
the ion beam, as observed from the similarity in the ion and electron charge density variations shown in
Figs. 6.2 and 6.3, respectively. In particular, from Figs. 6.3(a)-6.3(c), we observe that the electron charge
density core region, with ρe < −2ρo, extends upto two-third of the beam, similar to that observed for the
ion charge density distribution. At tωpeo=3000, shown in Fig. 6.3(d), the magnitude of the electron charge
density decreases beyond z=0.22 m, which is half the distance to the beam-front at z=0.45 m, similar to
the ion charge density variation shown earlier in Fig. 6.2(d), demonstrating that the electrons collectively
travel with the ion beam. In addition, a small number of electrons with higher thermal velocity component
over-shoot the beam-front, thereby exerting an attractive force on the ions, causing the ion particles at the
beam-front to accelerate further and move with streamwise velocity higher than the initial vibeam.
The spatial variation of electric potential, φ, at plasma times tωpeo=200 and 3000 is shown in Figs. 6.4(a)
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(a) tωpeo=200 (b) tωpeo=600
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.3: Transient electron charge density for case 1 along the Y-Z plane extracted at the center of the
domain, normalized by eneo.
and 6.4(b), respectively. The equivalence in the ion and electron charge densities due to electrostatic coupling
within the beam tends to create a quasi-neutral plume with potential consistently within the range of 0 to
1 V potential inside the plume core region and φ=-2 V at the beam-front and radial edges of the plume.
Such a quasi-neutral plume was also computed by Wang et al.[186, 194], using a uniform grid approach
for 2D mesothermal proton plasma simulations with a co-located electron-ion source. The potential in the
region surrounding the ion source is 0 V due to the Dirichlet boundary condition implemented here, as
discussed previously in Sec. 6.1. Outside of the plume, in the far-field, the potential decreases to -6 V near
the computational boundary at tωpeo=3000 or t=16.8 µs, caused by the electrons that have escaped from
the trapping due to their higher thermal velocity.
116
(a) tωpeo=200 (b) tωpeo=3000
Figure 6.4: Spatial distribution of electric potential along the Y-Z plane, extracted at the center of the
domain.
The instantaneous streamwise ion velocity, wion, normalized by the initial beam velocity of vibeam=30,000 m/s,
for plasma times tωpeo=200, 600, 1500, and 3000 are shown in Figs. 6.5(a) to 6.5(d), respectively, along with
an evolving 2:1 octree structure. The dynamic reconstruction and re-partitioning of the E-FOT allows for
accurately capturing the evolving local Debye length variations, efficiently satisfying the numerical criteria
at all time instances. The smallest leaf node size is 1.5625 mm at the core of the plume, and in the far-field,
the leaf node size increases to 0.25 m. As inferred from the ion charge density distribution, the normalized
ion velocity within the core region of the plume, with maximum leaf node refinement, is close to one, and
the ion velocity increases to 1.8vibeam at the beam-front, as shown in Figs. 6.5(b) to 6.5(d). Due to the
electrostatic attractive force exerted by the high thermal velocity electrons that overshoot the beam-front,
some ions escape from the plume with velocity equal to 2.5vibeam. Note that, the charge density of these
accelerated ions in the region downstream of the beam-front is found to be much less that 0.1ρo, as shown
previously in Fig. 6.2.
The instantaneous electron, ion, and total charge distributions, extracted along the center-line (0.8,0.8,z)
of the y-z plane, at plasma time tωpeo=3000, normalized by ρo, are shown in Fig. 6.6(a). The ion and
electron charge density distributions along the center-line are equal and opposite, suggesting that the plume
has achieved quasi-neutrality. This is also supported by the total charge distribution that fluctuates about
neutrality along the axis of the plume. Since the co-located proton plume undergoes expansion, as seen from
the ion charge distribution in Fig. 6.2(d), the magnitude of the ion charge density decreases from the initial
charge density of 4ρo near the thruster exit to 0.2ρo at the beam-front at z=0.45 m. Corresponding to the
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(a) tωpeo=200 (b) tωpeo=600
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.5: Spatial distribution of streamwise ion velocity normalized by the initial beam velocity,
vibeam=30,000 m/s, along the y − z plane at the center of the domain. The dotted line indicates the
location of the ion beam-front.
quasi-neutral charge density variation, the electric potential, shown in Fig. 6.6(b) is found to be close to zero
at the thruster exit, and decreases to -2 V at the beam-front located at z=0.45 m. The dip in the potential
from the thruster exit to z=0.12 m is due to the entrapment of electrons in the ion beam.
6.2.2 Transient Evolution of Electron Kinetics for Neutralization of a Proton
Plasma
The electron kinetic behavior is analyzed by sampling the electron velocity distribution functions (EVDF)
at locations z=0.005, 0.1, and 0.4 m, within 0.05 m radius from the plume-axis (0.8,0.8,z), for a plasma time
of tωpeo=3000. In Figure 6.7(a), the y-EVDF, ve/vteo, at z=0.1 and 0.4 m are compared with the analytical
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(a) Ion, electron, and total charge distribution normalized
by ρo=e.neo, where neo is given in Table 6.1.
(b) Instantaneous electric potential.
Figure 6.6: Variation of charge distribution and electric potential along the plume center-line, (0.8,0.8,z),
at plasma time tωpeo = 3000.
Maxwell Boltzmann (MB) distributions. The analytical MB distributions are computed for a Te and velocity
shift to generate a distribution similar to that of the sampled distributions. The sampled y-EVDF at z=0.1
and 0.4 m, are found to agree well with the MB distributions for Tey=0.8 and 0.32 eV, respectively. A drop
in Tex and Tey, the respective x- and y-component of electron temperature, is observed downstream from
the electron source due to the plume expansion. Note that, the x- and y-EVDF were found to be equal at all
the sampled locations, which is a consequence of the axial symmetry of the plume. However, the z-EVDF
were not equal to the cross-stream velocity distributions.
The variation in the streamwise temperature, Tez, and bulk velocity, we, from the thruster exit to the
beam-front is analyzed by comparing the z-EVDF shown in Figs. 6.7(b) and 6.7(c). Near the thruster exit,
at z=0.005 m, the electrons that were emitted with zero bulk velocity undergo acceleration, resulting in an
average we=60 km/s, as indicated by the MB peak value of we/vteo=0.1, shown in Fig. 6.7(b). This transition
from the initial stationary EVDF to an accelerated EVDF results in a kink at the peak of the z-EVDF, which
further indicates that the sampled distribution near the thruster exit is not strictly Maxwellian. At z=0.1 m,
however, the average we decreases to 1 km/s, i.e., we/vteo=0.0018, and agrees well with a MB distribution
corresponding to 1.05 eV, as shown in Fig. 6.7(b). The electrons accelerated at the thruster-exit are trapped
at z=0.1 m by the ion beam, causing some of the electrons to reverse their direction which in turn decreases
the net bulk velocity to 1 km/s, as shown by the peak value in Fig. 6.7(b). This electron trapping indicated
by the decrease in bulk velocity is consistent with the dip in the potential observed previously at z=0.1 m
in Fig. 6.6(b). Near the beam-front, at z=0.4 m, the sampled z-EVDF is in close agreement with the MB
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(a) y-velocity component at z=0.1, (blue), and 0.4 m,
(green), respectively.
(b) z-velocity component at z=0.005 and 0.1 m, respec-
tively.
(c) z-velocity component at z=0.4 m.
Figure 6.7: Comparison of case 1 electron velocity distribution sampled from the simulation, (the solid
lines), at plasma time tωpeo=3000, with the analytical distribution, (dotted symbols) at locations z=0.005,
0.1, and 0.4 m. The temperature used to obtain the analytical distribution is specified in the legend.
distribution at Tez = 0.75 eV, but it has a secondary peak at we/vteo=-1, as shown in Fig. 6.7(c). This
enhanced tail in the negative direction is due to the electrostatic attraction of the beam-front electrons
towards the plume which prevents them from escaping. The average we=54 km/s in this region, which is
equal to the ion bulk velocity of 1.8vibeam at the beam-front, confirming that the trapped electrons propagate
along with ion beam.
The difference in the y and z-EVDFs, shown in Fig. 6.7, indicates that the electron temperature for the
expanding plume is anisotropic. In particular, Tez is found to be higher than Tey because of the increase
in thermal energy caused by the streamwise electron trapping as opposed to the temperature decrease
associated with the radial expansion of the plume. In addition, the decrease in electron temperature from
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the thruster exit to the beam-front for an expanding plume suggests that the use of a single Te in the
Boltzmann relation[36] would not predict the electric field accurately, even for a quasi-neutral plume. Even
so, the secondary peak in the EVDF at the beam-front can only be captured by a particle method. Finally,
the observed electron trapping, ion-electron coupling mechanism to achieve a quasi-neutral state, as well as
the anisotropy of the electron temperature obtained from the three-dimensional octree-based PIC simulations
presented in this section are in qualitative agreement with previous studies[186, 194] for the proton plasma
plume.
6.3 Effect of Ion Mass on Mesothermal Plume Characteristics -
Xenon Ion Plume
For case 2, changing the plume ion species from the lighter proton ions to the heavier xenon ions results
in a more confined beam. Since the xenon ions are two orders of magnitude heavier than the proton mass,
their thermal velocity is ten times smaller than that of the proton mass ions, which leads to the smaller
radial spread for case 2 compared to case 1. The evolution of the instantaneous xenon ion charge density
for case 2 at plasma times tωpeo=600, 1000, 1500, and 3000, is shown in Figs. 6.8(a) to 6.8(d), respectively.
As observed from the location of the dotted-line in Fig. 6.8, the beam-front is located at z=0.1, 0.176, 0.27,
and 0.54 m, at times, t=3.37, 5.62, 8.43, and 16.85 µs, respectively. We can infer that the streamwise ion
velocity, wion, is approximately 30,000 m/s within the beam, using the expression, zbf = twion, where the
beam-front location, zbf , is obtained from the location of the dotted line, shown in Figs. 6.8(a) to 6.8(d),
at the respective times, t. It can also be observed that ρi > 2ρo within most of the plume, and sharply
decreases to zero at the beam-front, contrary to the gradual decrease observed in the front one-third region
of the lighter ion plume of case 1. This is again attributed to the heavier mass of the xenon ions which do
not accelerate as quickly compared to the lighter proton ions, for the same attractive force exerted by the
induced electric field. Similar to case 1, the electrons initially overshoot the beam-front leaving behind a
positively charged beam, which in turn, traps the electrons introduced in the subsequent timesteps. The
magnitude of the electron charge density increases to 4ρo within the plume, and its spatial variation is found
to be similar to that of the ion charge density variation due to the electrostatic electron-ion coupling observed
even for the proton plasma.
The variation of the streamwise ion velocity component, wion, normalized by the beam velocity, vibeam, is
shown in Fig. 6.9 for plasma times tωpeo=600, 1000, 1500, and 3000. Consistent with the evolution of the ion
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(a) tωpeo=600 (b) tωpeo=1000
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.8: Transient ion charge density variation, ρi, normalized by the initial charge density, ρo. The
dotted line shows the location of the ion beam-front.
.
charge density, it is observed that the xenon ion velocity is equal to the initial beam velocity of 30,000 m/s
within the plume up to the beam-front. At the beam-front, however, due to the attractive force exerted by
the electrons that overshoot the beam-front, the maximum ion velocity is found to be 1.1vibeam, which is
40% smaller than the 1.8vibeam ion velocity observed at the beam-front for the lighter proton ions in case 1.
Figure 6.10 shows the instantaneous electric potential, φ, for the evolving xenon plume at plasma times,
tωpeo=600, 1000, 1500, and 3000. Similar to case 1, the electrons emitted at the beginning overshoot the
beam-front due to their high thermal velocity, and the resulting positively charged plume electrostatically
traps the electrons emitted in the subsequent timesteps. This trapping of electrons increases their number
density, such that, the potential within the plume is uniform and quasi-neutral between 0 to 1 V, as shown
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(a) tωpeo=600 (b) tωpeo=1000
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.9: Transient streamwise ion velocity variation, wion, normalized by the beam velocity,
vibeam=30,000 m/s.
in Fig. 6.10(a). But, since the ion beam at tωpeo=1000 does not expand as much as in case 1, the trapped
electrons are confined within a smaller radial width, resulting in a oval-shaped negative potential zone within
the plume, as shown in Fig. 6.10(b). These trapped electrons travel along with the ion beam and eventually
mix within the heavy xenon ion beam, such that, at tωpeo=1500, the negative potential zone within the beam
diffuses, as shown in Fig. 6.10(c), and additionally, the potential near the thruster reaches quasi-neutrality.
The electrons emitted in the subsequent timesteps are not trapped in this quasi-neutral region, and as a
result, at tωpeo=3000, the near-thruster potential is greater than 0 V as shown in Fig. 6.10(d). At the radial
edges and the beam-front, the potential is -3 V, showing that the electrostatic forces cause the electrons to
envelop around the ion beam.
The variation of the charge distributions along the plume axis at plasma time tωpeo=3000, i.e., at
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(a) tωpeo=600 (b) tωpeo=1000
(c) tωpeo=1500 (d) tωpeo=3000
Figure 6.10: Spatial distribution of the instantaneous electric potential obtained for case 2 along the Y-Z
center-plane.
t=16.8 µs, is shown in Fig. 6.11(a). Similar to case 1, the amplitude of the ion and electron charge densities
are equal and opposite along the plume axis, and the total charge distribution fluctuates about neutrality,
demonstrating that the plume has achieved a quasi-neutral state. The ion charge distribution is observed to
rapidly decrease from 4ρo at z=0.47 m to zero at the beam-front, z=0.54 m, as shown in Fig. 6.11(a). The
corresponding electric potential variation along the plume axis is shown in Fig. 6.11(b). It can be seen that
the potential reaches a maximum of 13 V at z=0.05 m which is a factor of two higher than the maximum
φ of 5 V observed for case 1 in Fig. 6.6(b). The decrease in the potential to 0 V at z=0.46 m is due to
the trapped electrons within the ion beam. Downstream from the beam-front, for z > 0.54 m, the potential
gradually decreases to -12.5 V at the boundary due to the electrons that overshoot the beam. Figure 6.11(b)
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shows that the maximum plume potential is 25.5 V higher than the boundary potential.
(a) Variation of ion, electron, and total charge distribution
normalized by ρo=eneo.
(b) Variation of electric potential along the center-line
Figure 6.11: Variation of charge distribution and electric potential along the plume center-line at plasma
time tωpeo = 3000 for case 2.
To analyze the effect of ion mass on the electron kinetic properties, the instantaneous EVDFs were
sampled at z =0.005, 0.1, and 0.54 m, within a radius of 0.05 m about the plume axis, at tωpeo=3000 i.e., at
t=16.8 µs, as shown in Fig. 6.12. In Fig. 6.12(a), the y-velocity distributions sampled at z=0.1 and 0.54 m
are compared with analytical MB distributions, obtained using methods similar to that discussed for case 1.
From the agreement between the sampled and analytical distributions, we can state that Tey decreases from
1.5 at z=0.1 to 1.1 eV at z=0.54 m due to the expansion of the beam. The Tex and Tey values obtained for
case 2 are higher than those from case 1, shown in Fig. 6.7(a), because the electrons are trapped within a
more confined beam-like Xenon ion plume as opposed to the proton plume that has a larger radial spread.
This electron trapping within a confined region increases the thermal spread, and therefore, the temperature.
However, similar to case 1, the electron temperature for case 2 is also anisotropic, meaning that the Tez is
not equal to Tex and Tey.
The variation in the local z-EVDF for case 2 from the thruster exit to the beam-front are shown in
Figs. 6.12(b) and 6.12(c). Close to the thruster exit, at z=0.005 m, the z-EVDF is in close agreement with
a MB distribution of Tez=2 eV and average we=88.9 km/s, as shown by the peak value of we/vteo=0.15
in Fig. 6.12(b). The electrons that were initialized with a zero bulk velocity at the thruster exit are now
accelerated to 88.9 km/s so that they can collectively propagate with the ion beam. This transition in
the bulk velocity is captured by the kink in the EVDF near the thruster exit, similar to the near-thruster
z-EVDF observed for case 1, in Fig. 6.7(b). As we move further downstream, at z=0.1 m, the comparison of
125
(a) y-velocity component at z=0.1, (blue), and 0.54 m,
(pink). For the analytical distribution, Te=1.5 and 1.1 eV
for z=0.1 and 0.54 m, respectively.
(b) z-velocity component at z=0.005, and analytical dis-
tribution at Te=2 eV.
(c) z-velocity component at z=0.1, (blue), and 0.54 m
(pink). For the analytical distribution, Te=2.0 and 1.5 eV
for z=0.1 and 0.54 m, respectively.
Figure 6.12: Comparison of case 2 electron velocity distribution sampled from the simulation, (the solid
lines), at plasma time tωpeo=3000, with the analytical MB distribution, (dotted symbols), at locations
z=0.005, 0.1, and 0.54 m.
the sampled z-EVDF with the analytical MB distribution shows that Tez=2 eV is unchanged, but the bulk
velocity decreases to 30,000 m/s, as shown by the distribution peak value of we/vteo=0.05 in Fig. 6.12(c).
The decrease in the bulk velocity is due to the electron trapping in this region, which is also consistent with
the decrease in the electric potential shown previously in Fig. 6.11(b). Incidentally, the bulk electron velocity
of 30,000 m/s in this region is equal to the local streamwise ion velocity, indicating that the trapped electrons
collectively travel with the ion beam. At the beam-front, z=0.54 m, the bulk velocity of the electrons is
maintained at 30,000 m/s, but the temperature decreases to Tez=1.5 eV as observed from Fig. 6.12(c) due to
expansion at the beam-front. The beam-front Tez is higher than Tey=1.1 eV at the same location, showing
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that the degree of anisotropy in temperature is Tez/Tex=1.36 for this case. Compared to case 1, the Tez for
case 2 at the beam-front is higher by a factor of two, and unlike the secondary enhanced tail observed for the
velocity distribution in Fig. 6.7(c) at the proton plasma beam-front, the case 2 distribution has no evidence
of a secondary peak.
6.4 Neutralization from a Shifted Electron Source
(a) tωpeo = 600. (b) tωpeo = 1000.
(c) tωpeo = 1500. (d) tωpeo = 3000.
Figure 6.13: Transient electron charge density for case 3, along the y-z plane extracted at the center of the
domain, normalized by ρo.
In this section, the effect of electron source location on plume dynamics and electron kinetic behavior is
discussed. For case 3, the ion source is centered at (0.8,0.8,0.0) m, and the electron source is shifted along
the y-direction, with its center at (0.8,0.925,0), highlighted by the black and grey blocks, respectively, at
the inlet plane in Fig. 6.13(a). For all the subsequent figures in this sub-section, the black and grey blocks
at the inlet plane indicate the ion and electron source location, respectively. The transient evolution of the
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(a) Xe Plasma tωpeo = 600. (b) Xe Plasma tωpeo = 1000.
(c) Xe Plasma tωpeo = 1500. (d) Xe Plasma tωpeo = 3000.
Figure 6.14: Transient ion charge density for case 3, along the y-z plane extracted at the center of the
domain, normalized by ρo
electron and ion charge density, normalized by ρo = eneo, is shown in Figs. 6.13 and 6.14, respectively, at
plasma times tωpeo=600, 1000, 1500, and 3000.
The shift in the electron source location affects the mechanism by which the electrons are trapped within
the heavy xenon ion beam. As soon as the electrons are emitted at the shifted hollow cathode exit, the
electrostatic forces attract these lighter electrons towards the heavier xenon ion beam. This is evident from
the finite electron charge density near and below the ion source region, at y ≤ 0.88 m in Fig. 6.13(a).
Due to this initial force exerted by the induced electric field, the electrons accelerate with a high negative
y-velocity towards the ion beam, which is shown in Fig. 6.14, and overshoot its radial edge resulting in a
positively charged plume center. At tωpeo=1000, the off-shoot of electrons observed in Fig. 6.13(b) near the
bottom edge of the beam at z=0.18 m suggests that the electrons overshoot the ion beam edge, shown in
Fig. 6.14(b). These electrons that overshoot are pulled back towards the plume reversing their direction,
as observed from the envelop of electron charge density surrounding the ion charge density at tωpeo=1500,
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shown in Figs. 6.13(c) and 6.14(c), respectively. As the plume evolves further, the ion beam traps the
electrons within the beam, which in turn damps the cross-stream oscillations, so that the confined electrons
propagate with the ion beam, as shown in Figs. 6.13(d) and 6.14(d) for tωpeo=3000. In contrast, no such
cross-stream electron oscillations were observed for case 2, which had a co-located electron and ion source.
Striations are observed in the plume beyond z=0.36 m in the electron and ion charge density distributions
shown in Figs. 23(d) and 24(d), respectively. Although such striations were observed in the modeling of
plasma streamers[135, 136, 137], in this work, their formation is attributed to numerical noise since these
contour plots show instantaneous results from the transient plume calculations. Additionally, the octree cell
size in these regions is over-refined compared to the local Debye length with fewer than 20 particles, which
may further contribute to noise, especially, for instantaneous results.
In comparison to case 2, the ion beam for case 3 has a wider radial expansion and longer streamwise
extent. The maximum radial width of the case 3 ion beam at tωpeo=1500 and 3000 is 0.2 and 0.4 m, as
observed from Figs. 6.14(c) and 6.14(d), respectively. In contrast, the maximum radial width of the case 2
ion beam was 0.16 m at tωpeo = 3000, as shown previously in Fig. 6.8(d). This is because, in case 3, the
same electrostatic forces that attract the oscillating electrons towards the plume-axis also cause the ions to
be repelled away from the plume axis, consequently results in a wider ion beam compared to that observed
for case 2. The dotted lines shown in Figs. 6.14(a) to 6.14(d), indicate that the ion beam-front is located at
z=0.1, 0.19, 0.3 and 0.64 m at plasma times tωpeo=600, 1000, 1500, and 3000, respectively. The beam-front
for the shifted electron case at tωpeo=3000, shown in Fig. 6.14(d) lies 0.1 m further downstream from the
beam-front location observed at z=0.54 m for case 2, shown in Fig. 6.8(d). This is due to the acceleration
induced by the electrons that overshoot the beam-front in case 3, evidence of which can be seen from the
finite number density of electrons downstream of the dotted-line, observed at all time instances as shown
in Fig. 6.13. Additionally, the shift in the electron source breaks the axial symmetry in the ion charge and
electron charge density variation within the plume, as shown in Fig. 6.14(d).
The instantaneous variation in electric potential for case 3 at plasma times tωpe=600, 1000, 1500, and
3000, are shown in Fig. 6.15. At an initial plasma time of tωpe=600, the maximum potential within the
beam near the thruster exit is 50 V, as shown in Fig. 6.15(a). This confirms that, even though the electrons
are attracted towards the beam, the electron charge density is higher at the radial edges compared to the
beam-center, resulting in a positive potential at the plume-center. At times, tωpeo=1000 and 1500, the
maximum potential decreases by 10 V indicating that more electrons are trapped within the beam compared
to earlier plasma times. Downstream from the thruster exit, the potential decreases along the plume axis
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(a) Xe Plasma tωpeo = 600. (b) Xe Plasma tωpeo = 1000.
(c) Xe Plasma tωpeo = 1500. (d) Xe Plasma tωpeo = 3000.
Figure 6.15: Transient electric potential variation for case 3, along the y-z plane extracted at the center of
the domain.
towards the beam-front. As the plume expands further and the corresponding ion charge density decreases
below 0.2ρo, the beam-front potential at tωpeo=3000, shown in Fig. 6.15(d), is 80 V lower than the thruster
exit potential of 40 V. Note that due to the Dirichlet boundary condition, the potential surrounding the
electron and ion sources is zero, as observed in Figs. 6.15(a)-6.15(d).
The instantaneous streamwise ion velocities for case 3 at plasma times, tωpeo=600, 1000, 1500, and 3000
are shown in Fig. 6.16. The heavy xenon ions are observed to decelerate to 0.9vibeam at the top y−edge of
the beam, due to the electrostatic force exerted by the electrons that are emitted from the shifted source.
As previously discussed, due to the electron oscillations in the y-direction, the electrons overshoot and
envelop around the radial edge of the beam, consequently decelerating the ion streamwise velocity even at
the lower y-edge of the beam as shown in Fig. 6.16(c) and 6.16(d) at times tωpeo=1500 and 3000, respectively.
Similarly, the electrons that overshoot the beam-front, as discussed previously in Fig. 6.13, accelerate the
ions in the streamwise direction to 1.2vibeam at the beam-front as shown in Figs. 6.16(b) to 6.16(d). Due to
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(a) Xe Plasma tωpeo = 600. (b) Xe Plasma tωpeo = 1000.
(c) Xe Plasma tωpeo = 1500. (d) Xe Plasma tωpeo = 3000.
Figure 6.16: Transient streamwise ion velocity for case 3, along the y-z plane extracted at the center of the
domain, normalized by vibeam
the deceleration in the streamwise ion velocity at the radial edges and the acceleration at the beam-front,
the leading edge of the plume is curved for case 3, as shown in Fig. 6.16(d), compared to the flat-shaped
beam-front shown in Fig. 6.9(d) for case 2.
The charge densities extracted along the plume axis, (0.8, 0.8, z), for case 3 at tωpe=3000 are shown in
Fig. 6.17(a). The ion charge density gradually decreases from ρo at the thruster exit to zero at the beam-
front, contrary to the constant ion charge density variation followed by a rapid decrease at the beam-front
observed for case 2, shown in Fig. 6.11(a). In addition, the total charge distribution is positive prior to
z=0.36 m, beyond which the charge fluctuates about neutrality for case 3. Note that unlike case 2, the
linear charge density profiles of ρi and ρe are not symmetric, as shown in Fig. 6.11(a). The instantaneous
potential variation along the plume axis is shown in Fig. 6.17(b), where the potential decreases from 40 V
at the thruster exit to -60 V towards the boundary. The potential is zero only at z=0.36 as shown by the
dotted line in Fig. 6.17(b), consistent with the total charge density variation dropping to zero at the same
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(a) Variation of ion, electron, and total charge distribution
normalized by ρo=eneo.
(b) Variation of electric potential along the center-line
Figure 6.17: Variation of charge distribution and electric potential along the plume center-line at plasma
time tωpeo = 3000 for case 3.
location, as shown in Fig. 6.17(a). Because the electron charge density in case 3 was higher at the beam-edges
compared to the center, the potential variation along the plume axis is more gradual for case 3.
The previous discussion has focused primarily on the macroscopic properties of the evolving plume for
case 3, however, examination of electron behavior at very early times provides insight into the physics of
plume neutralization. These electron and ion kinetic properties can be understood from phase-space plots
and EVDFs only from fully PIC simulations. The evolution of the charged particles in phase-space at early
times provides a clear visualization of electron oscillations in the cross-stream y−direction, along which the
electron source is shifted. Figure 6.18 shows the electron and ion distribution in phase-space, where the
cross-stream velocity, ve and vi, normalized by vteo, is plotted on the y-axis and the position of the charged
particles in the streamwise direction is plotted on the z-axis, at tωpeo=25, 50, 62.3, and 75. Since the ion
velocity is much smaller than the electron velocity for a mesothermal plume, a zoomed-in view of the ion
phase-space is shown in all the figures. Initially, at tωpeo=25, the electrons exhibit a high negative velocity,
indicating that the electrostatic forces attract the electrons towards the ion beam, as shown in Fig. 6.18(a),
whereas, in contrast, the cross-stream velocities of the heavy xenon ions are symmetric about zero, with
a range of vi/vteo = ±0.001. Due to their high negative y-velocity, the attracted electrons overshoot the
radial edge of the ion beam, leaving the beam with a net positive charge. As discussed previously, this
positively charged beam subsequently attracts the electrons back towards the beam resulting in a second
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electron population with a high positive velocity, at tωpeo=50, as shown in Fig. 6.18(b). The two counter-
streaming electron populations with high positive and negative y-velocity components and the hole in the
phase-space are a precursor to a two-stream instability[197]. However the hole in the phase-space does not
grow in time, as observed from the electron phase-space plots at tωpeo=62.3 and 75, shown in Figs. 6.18(c)
and 6.18(d), respectively. This is because the ion beam traps the electrons within the plume, resulting in
the mixing of the two counter-streaming populations, such that, the electron oscillations are damped and
a finite number of electrons with zero cross-stream velocity exist within the beam. At these early times,
the electrons that overshoot the ion beam-front due to the high streamwise thermal velocity, still exhibit a
gap in the phase-space. This further confirms that the electron trapping mechanism within the heavy xenon
ion beam is the main cause for the eventual mixing of the counter-streaming electrons, and the eventual
dampening of electron oscillations.
To study the evolution of the electron oscillations in the cross-stream direction and their eventual damp-
ing, we analyze the y-EVDF at tωpeo = 100, 200, 400, 1000, 1500, and 3000, as shown in Fig. 6.19(a). Note
that, the electrons are sampled within a radius of 0.05 m around the plume axis at z=0.005 m, At tωpeo=100
and 200, the y-velocity distribution peak is at ve/vteo=-10 with a secondary peak at ve/vteo=8 and 10,
respectively. This shows that at early times, the electron velocity distribution is bi-modal, consistent with
the phase-space characteristics observed for the electrons in Fig. 6.18. At tωpeo=400, the spacing between
the two peak locations decreases, and the normalized probability of electrons with zero cross-stream velocity
increases to 0.4, supporting the hypothesis that the ion beam is trapping the electrons, which in turn, damps
the electron oscillations. As the plume evolves to tωpeo=1000, 1500, and 3000, the peak of the y-EVDF lies
at ve/vteo=0, with a smaller peak at ve/vteo=-8 showing that most electrons do not oscillate, and the elec-
trons emitted from the shifted source are immediately attracted towards the plume. Downstream from the
thruster-exit, the local y-EVDF sampled at z=0.1 m within a radius of 0.05 m from the beam axis for plasma
times tωpeo= 400, 1000, 1500, and 3000 is shown in Fig. 6.19(b). Compared to the plateau-like distribution
observed at tωpeo=1000, where the probability is almost uniform for −8 < ve/vteo < 8, the distribution at
tωpeo=1500 and 3000 shows a peak at ve/vteo=0. This suggests that as the trapped electron mix within
the xenon ion beam, the bi-modal EVDF transitions to a single peak non-Maxwellian distribution, thereby
damping the cross-stream electron oscillations.
The normalized ue, ve, and we EVDFs obtained at z=0.1 and 0.56 m at tωpeo=3000 are shown in
Figs. 6.20(a) and 6.20(b), respectively. The EVDFs in all three directions are found to be non-Maxwellian,
contrary to the Maxwellian distributions observed for case 2 with a co-located electron and ion source. The
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(a) tωpeo=25, or t=1,400 ns (b) tωpeo=50, or t=2,800 ns
(c) tωpeo=62.3, or t=3,500 ns (d) tωpeo=75, or t=4,200 ns
Figure 6.18: Phase-space plot of the electrons (red) and ions (blue) showing the y-velocity component
normalized by vteo along the y-axis, and the position in the streamwise direction along the z-axis.
ue distribution has a single peak at both locations in comparison to the ve distribution which has secondary
peaks at ±7vteo at z=0.1 m (Fig. 6.20(a)) and at −4vteo (Fig. 6.20(b)) at z=0.56 m. This is because the
electron source is shifted in the y-direction causing the secondary peak in the EVDF primarily in that
direction.
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(a) y-velocity, ve/vteo at z=0.005 m (b) y-velocity, ve/vteo at z=0.1 m
Figure 6.19: Evolution of the cross-stream velocity-component, ve, at z=0.005 and 0.1 for case 3.
(a) At z=0.1 m (b) At z=0.56 m
Figure 6.20: Normalized ue, (blue), ve, (green), and we, (red), distribution functions at z=0.1 and 0.56 m,
at plasma time tωpeo=3000.
6.5 Summary
Three time-accurate mesothermal plume simulations were performed to understand the effect of ion mass and
electron source location on the electron and plume characteristics during neutralization. In the first case, the
electron and ion source was co-located, and the ion mass was equal to that of a proton. The transient plume
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dynamics and electric potential showed that the plume achieved a quasi-neutral state by trapping electrons
within the plume. The electron temperature was anisotropic, i.e., the cross-stream temperature components
were not equal to the streamwise temperature component. In the second case, instead of a proton mass,
xenon ions were introduced from the ion source to model the propellant used in real ion thrusters. The higher
ion mass resulted in a more confined plume compared to the proton plasma which showed a larger radial
spread. Since the beam-like xenon plume trapped the electrons within a more confined region, the electron
temperatures for the xenon ion case were found to be higher than those obtained in case 1. For both the cases
with co-located ion and electron sources, axial symmetry in the electron and ion properties was observed.
Finally, in the third case, the electron source was shifted from the xenon ion source, to study the effect of
electron source location on the plume dynamics. A bi-modal electron velocity distribution was observed to
occur at early times indicating that the electrons that are emitted from the shifted source oscillate in the cross-
stream direction due the electrostatic forces exerted by the beam. With the progression of time, the confined
xenon beam traps these electrons and the cross-stream electron velocity distribution transitions to one
centered at zero. The shift in the electron source also breaks the symmetry observed for the co-located cases,
such that, the velocity distributions in all three directions are unequal. Furthermore, the electron velocity
distributions in all three directions were non-Maxwellian, unlike the Maxwellian distributions observed for
the co-located cases. Although this chapter provided an understanding on the process of neutralization,
a detailed analysis of the steady-state behavior requires modifications to the boundary condition, which is
presented in detail in the next chapter.
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Chapter 7
Open Boundary condition for
Steady-State Simulations of
Mesothermal Plasma Plume
7.1 Introduction and Overview
A new self-consistent boundary condition (BC) is proposed in this chapter, such that, it permits the study
of fully-kinetic plasma plume simulations at steady-state using finite computational domain sizes. Such a
boundary condition is required because the traditionally used open BC poses a major numerical challenge to
study plasma systems that contain fully-kinetic electrons. Typically, at an open boundary, a homogeneous
Neumann boundary condition is applied for the electric field computation, and, the particles that cross the
boundary are simply removed from the computational domain (also known as an outflow condition). When
the beam-front of a fully kinetic plume approaches the exit boundary, the trapped electrons at the beam-front,
observed previously in Chapter 6, are removed due to the use of the traditional outflow boundary condition
(BC) for particles. The loss of these trapped electrons causes the self-induced electric field to accelerate
the upstream electrons towards the exit boundary. However, these accelerated electrons are also lost due to
the outflow particle boundary condition, and this cycle continues until all the electrons are non-physically
driven out of the domain. This numerical artifact caused by the outflow BC was termed as a ‘numerical
pump instability’ by Brieda et al[198, 52]. To avoid these boundary effects, the fully kinetic mesothermal
simulations previously presented in Chapter 6 and other fully kinetic works[186, 194, 195] were terminated
before the beam-front approached half-way to the exit boundary, prohibiting the study of electron behavior
over long temporal scales.
To address the numerical annihilation of electrons caused by the outflow boundary condition, an ideal
solution would be to use infinitely large domain sizes, especially for plumes that expand into space. But,
such domain sizes are presently computationally intractable. Therefore, an open BC is required that will
enable the use of smaller domain sizes to capture electron trapping mechanisms, such that, the numerical
solution is independent of the domain size within some small tolerance. There has been a considerable effort
to determine BCs for plasma sheaths[199, 200, 201], but, not much work is available in the literature on
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appropriate BCs for use in fully-kinetic plasma expansion systems.
Recently, an ‘ion-sink’ open BC was demonstrated using fully-kinetic two-dimensional simulations of ion
thruster plasma plumes by Brieda[202], where, a virtual sink was implemented mid-way between the inlet
and the outlet boundaries. This sink absorbed the ions but allowed the electrons to permeate through it,
thus retaining the trapped electrons between the ion sink and the boundary. Electrons were also reflected
from the boundary based on the criterion that the total electrons and ions leaving the domain must be
zero. However, the ion sink plane was required to be located far from the computational boundary, increas-
ing the domain size needed to perform these computations. In addition, the sink-model was applied to a
dimensionally-scaled down plasma with domain size on the order of 1 mm, which is smaller than the radius
of real ion thruster devices (on the order of 0.05 m). Simultaneously, a current-free boundary condition was
also demonstrated[203] using two-dimensional simulations of a quasi-neutral plume with colocated ion and
electron sources and reduced ion mass (mi/me=1826).
This chapter is organized as follows. The non-physical electron removal generated by the widely used
outflow BC is demonstrated in Sec. 7.3.1. Then, in Secs. 7.3.2 to 7.3.4, we apply the boundary conditions
available in the literature for different plasma applications requiring open boundaries, and analyze why they
fail for the ion thruster plasma plume application studied in this work. Finally, the newly developed open
boundary construct, referred to as “the charge-conserving energy-based BC” is described in Sec. 7.3.5. The
mesothermal plume with colocated ion and electron sources, studied in Chapter 6, are simulated for different
domain sizes in Sec. 7.4.1 to demonstrate its accuracy and domain independence. To further demonstrate the
generality of the BC, simulations are also performed for the separated ion and electron sources in Secs. 7.4.2
and 7.4.3, similar to the configuration given in Chapter 6. It should be noted that in this chapter, a two-order
of magnitude smaller number density is used for both ion and electrons compared to the real ion thruster
conditions. The higher density calculations with ion-neutral will be performed using the proposed open
boundary construct in Chapter 8.
7.2 Simulation Set-Up
The configuration set-up for the colocated and separated electron-ion sources previously shown in Fig. 6.1
is used. The initialization for ion and electron particles is the same as that described in Sec. 6.1. The input
parameters used and steady-state values obtained for the simulations are given in Tabs. 7.3 and 7.4, provided
at the end of this chapter. Unlike the 1.6 m domain size used in Chapter 6, the size of the three-dimensional
domain is decreased in this study to (0.4×0.4×0.4) m for the colocated case, and (0.8×0.8×0.4) m for the
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shifted configuration case. A Dirichlet boundary condition with φ = 0 V is applied in the region surrounding
the sources to model the thruster surface surrounding the ion and electron source, as shown by the highlighted
orange region in Fig. 6.1, and a homogeneous Neumann boundary condition is applied everywhere else along
the inlet plane for the electric field. The particle and electric-field boundary conditions at all the other
open boundaries (cross-stream boundaries and z = zmax boundary) required to perform stable, steady-state
plume simulations are discussed and analyzed in the next section.
7.3 Analysis of Open Boundary Conditions
The criteria to assess the success of an open boundary condition for this work, is that, when the plume
beam-front crosses the computational domain, the plume should continue to be stable, steady, and for the
colocated case, result in a quasi-neutral plume, as observed from the simulations performed in Chapter 6
that was terminated early due to prevent boundary effects. Additionally, the BC should also be sufficiently
general to perform simulations with a shifted electron source, where, the quasi-neutrality assumption is not
valid as previously shown in Chapter 6.
7.3.1 Outflow BC
In the traditional open BC used to model the plasma plume expansion, particles that cross the computa-
tional domain are removed from the simulation, called outflow B.C., and a homogeneous Neumann electric
field boundary condition is implemented. The transient evolution of the ion and electron charge density
distribution using the outflow boundary at tωpeo=600, 1000, 1500, and 2500 are shown in Figs. 7.1(a) to
7.1(d), respectively. Initially, at tωpeo=600, and 1000, the electrons travel faster and overshoot the ion beam
in the streamwise direction. At tωpeo=1500, the electrons become trapped within the plume, such that,
the leading edge of the ion and electron charge densities align. However, there is still a small fraction of
electrons downstream of the ion beam-front. As the ion beam-front approaches the boundary, these leading
electrons are lost. To compensate for the local charge imbalance due to loss of electrons, the self-consistent
electric field accelerates the upstream electrons towards the boundary in a non-physical manner. However,
eventually, these electrons are also lost due to the outflow particle BC, which further increases the electron
acceleration, until all the electrons are removed from the domain, as shown by the decrease in the electron
charge density close to the colocated source, in Fig. 7.1(d).
The non-physical effect of the outflow BC on the electron kinetic behavior is analyzed by sampling
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(a) tωpeo=600 (b) tωpeo=1000
(c) tωpeo=1500 (d) tωpeo=2500
Figure 7.1: Transient ion and electron charge density variation along the Y-Z plane extracted at the center
of the domain obtained using outflow open boundary condition, normalized by ρo = e · .neo.
the electron velocity distribution functions (EVDF) at z=0.2 m, which is mid-way to the computational
boundary, and at the beam-front location, within 0.05 m radius from the plume-axis that is along the line
defined by co-ordinates (0.2,0.2,z). Note that at tωpeo=2000 and 2200, the beam-front is located at z =0.34
and 0.4 m, respectively, and at tωpeo=2400, since the beam-front has crossed the computational boundary,
the EVDF is sampled at z=0.4 m. The evolution of the sampled z-EVDF at the beam-front, and at z=0.2 m,
as the beam-front approaches the computational boundary, is shown in Figs. 7.2(a) and 7.2(b), respectively.
When the beam-front is at z=0.34 m, at tωpeo=2000, the sampled z-EVDF is found to agree well with an
analytical Maxwellian distribution with Te=1.5 eV and a bulk velocity of 30,000 m/s, which is equal to the
ion beam velocity. This agreement of the z-EVDF with the analytical Maxwellian shows that the electrons
at the beam-front are electrostatically trapped due to the ion beam and are collectively traveling with the
ion beam velocity. However, at tωpeo=2200, as the beam-front approaches the domain boundary at z=0.4 m,
we observe that the sampled EVDF is no longer Maxwellian. In particular, very few electrons have negative
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velocity as observed from the z-EVDF, which indicates that most of the electrons are accelerated towards
the exit boundary to balance the loss of the trapped electrons. Since these accelerated electrons are also lost
at the boundary, the z-EVDF at tωpeo=2400 is found to shift to the right, indicating further acceleration.
(a) z-EVDF at the beam-front. (b) z-EVDF at z=0.2 m.
Figure 7.2: Evolution of the z-EVDF normalized by vteo at the beam-front and z=0.2 m as the beam-front
approaches the zmax domain boundary.
The effect of this sustained loss of trapped electrons at the boundary is also found to influence the z-EVDF
up-stream of the boundary. From Fig. 7.2(b), we observe that between tωpeo=2000 and 2200, the z-EVDF
of the electrons sampled at z=0.2 m agrees well with the analytical Maxwellian distribution at Te=1.7 eV
and bulk velocity of 30,000 m/s. It can be inferred that at tωpeo=2000, the z-component of the electron
temperature decreases from Tez=1.7 eV at z=0.2 m to Tez=1.5 eV at z=0.34 due to plume expansion. At
tωpeo=2200, even though the z-EVDF at z=0.4 m indicated acceleration, the upstream z-EVDF at z=0.2
is still found to agree well with the Maxwellian. However, as time progresses to tωpeo=2400, the upstream
electrons at z=0.2 m also undergo acceleration in the streamwise direction, as indicated by the shift in the
z-EVDF, with the peak value at we/vteo=0.5 which is equal to a bulk velocity of 296,446 m/s. Such high
bulk velocity results indicate an accelerated removal of electrons until finally, the electron charge density
becomes zero in the domain.
7.3.2 Buffer BC
The first open boundary condition considered, the ‘buffer BC’, is based on the work proposed by Klimas et
al.[204] who used this BC for PIC simulations of collisionless magnetic reconnection processes. Figure 7.3
shows a schematic of the approach applied to the electrostatic expansion of a plume studied in this work.
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As an extension of their method[204] to an octree grid, a layer of octree leaf nodes adjacent to the domain
boundaries (xmin, ymin, xmax, ymax, zmax) is termed column 1 and a layer of leaf nodes immediately upstream
of column 1 is termed column 2. The region adjacent to the boundary, outside of the domain, which is not
modeled in the simulation is called the ‘ghost’ or ‘buffer’ region, as shown for the ymax and zmax boundary
in the schematic. In the buffer BC approach, it is assumed that if an electron traverses from column 1 to
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Figure 7.3: Illustration of the buffer BC.
2, then, there would be an identical twin electron particle that would traverse from the ‘ghost’ or ‘buffer’
region into the leaf nodes that belong to column 1. This BC results in an influx of electrons, which are
called ‘buffer’ electrons, at the boundary with a velocity equal to the electron that has moved from columns
1 to 2 and with a relative position similar to that in column 2, shifted by one cell length, such that, it is
initialized in column 1. In other words, the re-entering ‘buffer’ electron particles are clones of those particles
that moved from column 1 to column 2, which are highlighted by the red circle in Fig. 7.3. Note that the
trapped electrons exhibit a distribution with both positive and negative velocities, as observed earlier in
Fig. 7.2, and therefore, we expect electrons to have negative we velocities at the zmax boundary to generate
the ‘buffer’ electrons. A similar treatment for the electrons is also implemented at the other open cross-
stream boundaries, (xmin, ymin, xmax, ymax). At the inlet plane boundary, i.e., z = 0 plane, the traditional
outflow boundary is implemented for all the particles, wherein the particles that cross the boundary with
negative we velocities are deleted from the simulation. For the electric field, a Dirichlet boundary condition
of φ = 0V is implemented in the region surrounding the thruster exit, and everywhere else along the inlet
plane a homogeneous Neumann boundary condition is implemented, as shown earlier in Fig. 6.1(a).
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Unlike the work by Klimas et al.[204], the ‘buffer’ electrons are not allowed to re-enter from the zmax
boundary every timestep in this work. If the buffer BC were invoked every timestep at the z = zmax
boundary, then the buffer electrons that were introduced in the previous timestep, would move from column 1
to column 2 in the subsequent timestep due to their negative velocities, which would result in new ‘buffer’
electrons entering the computational domain, with the same velocity and relative position. Such repetitive
cloning of electrons would not only lead to a strong correlation between the electrons but, it would eventually
bias the z-EVDF to have a negative bulk velocity, instead of maintaining the bulk z-EVDF equal to the ion
beam velocity as was observed when the electrons are trapped. Note that, in the work by Klimas et al.[204],
the strong correlation was not found to disturb the solution within the interior of the domain. In this work,
however, to avoid negative bulk velocity of electrons due to the strong correlation, the buffer BC is invoked
at alternate timesteps at the zmax boundary, allowing enough time for the newly entered electrons to cross
column 1. However, at the cross-stream boundaries, the buffer BC is performed every timestep since the
electron flux leaving these boundaries is small compared to the z = zmax boundary.
At the cross-stream boundaries and zmax boundaries, as shown in Fig. 7.3, the inhomogeneous Neumann
boundary condition,
(
∂φ
∂n
)k
=
q(Ni,b −Ne,b)k
o
, (7.1)
is implemented, where,
(
∂φ
∂n
)k
is the normal potential gradient at the boundary at the kth timestep, q and
o are the electric charge and permittivity of free space, respectively, and Ni,b and Ne,b are the number of
ions and electrons that cross the boundary at the kth timestep.
The transient evolution of the symmetric plume from the time when the beam-front crosses the boundary,
i.e., tωpeo=2200 to the instant when it becomes unstable, i.e., tωpeo=2400, using the buffer BC is shown
in Fig. 7.4. The instantaneous ion and electron charge density variation at tωpeo=2200 along the y − z
plane, extracted at the center of the domain, is shown in Fig. 7.4(a). It can be seen that the ion beam-
front has reached the domain boundary and the ion and electron charge distributions are equivalent. From
the corresponding instantaneous electric potential at tωpeo=2200, shown in Fig. 7.4(b), it can be seen that
the plume is quasi-neutral. However, as the plume continues to evolve, at tωpeo=2400, the electron charge
distribution near the colocated source decreases compared to the ion charge density as shown in Fig. 7.4(c),
due to the loss of trapped electrons at the boundary. As a result of this decrease in electron charge density,
the instantaneous electric potential is found to blow-up to a non-physical value of 350 V within just 200
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(a) Ion and electron charge density normalized by ρo =
e.neo at tωpeo=2200
(b) Instantaneous electric potential variation at
tωpeo=2200
(c) Ion and electron charge density normalized by ρo =
e.neo at tωpeo=2400
(d) Instantaneous electric potential variation at
tωpeo=2,400
Figure 7.4: Transient evolution of ion (top) and electron (bottom) charge density variation and electric
potential variation obtained from the buffer BC simulation along the Y-Z plane extracted at the center of
the domain.
plasma time periods.
To understand the reason for the failure of the ‘buffer BC’ to retain the trapped electrons, the z−EVDF
was sampled at the beam-front as the plume approaches the boundary, similar to the analysis discussed in
Sec. 7.3.1. Figure 7.5 shows the z-EVDF at the beam-front as it progresses from z=0.34 at tωpeo=2000 to
crossing the boundary at tωpeo=2400. Similar to what occurred for the outflow B.C, the z-EVDF at the
boundary is not Maxwellian at tωpeo=2200 and 2400, which, indicates that most of the trapped electrons
in the beam-front leave the domain due to their positive streamwise velocity, and an insufficient number of
electrons have negative velocity that would have caused fewer electrons to move from column 1 to column 2.
Furthermore, the bias in the EVDF indicates that there will be a rapid loss of trapped electrons at the
boundary similar to the outflow BC, which in turn will further accelerate electrons in the positive z-direction
increasing the bias in the z-EVDF. Since the buffer BC at the zmax boundary is imposed at alternate
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timesteps to avoid strong correlation, the charge-imbalance at the boundary increases rapidly, and all the
electrons are driven out of the domain.
Figure 7.5: Evolution of the z-EVDF at the beam-front, normalized by vteo, as it crosses the zmax domain
boundary using the buffer BC.
Table 7.1 serves as a road-map to distinguish the different treatments for electron particles implemented
at the boundary implemented the above discussed and subsequent approaches, namely, the buffer, reflection,
influx, and CCE boundary conditions discussed in sub-sections. 7.3.2, 7.3.3, 7.3.4, and 7.3.5, respectively.
For all BCs presented, a non-homogeneous boundary condition defined in Eq. (7.1) is implemented at the
cross-stream and z = zmax boundaries. In addition, the buffer electrons are implemented at the cross-stream
boundaries for all the BCs. The details of the electron treatment at the z = zmax and at the sources, as well
as its effectiveness is described in detail in the respective sub-sections.
7.3.3 Reflection BC
From the above discussed BCs, it is understood that the negative half of the Maxwellian EVDF is compro-
mised due to the local charge imbalance. This suggests that electrons should be reflected at the streamwise
domain boundary (z = zmax) to prevent them from exiting the domain, in a manner that prevent the loss of
electrons and maintains the z-EVDF. In this approach, the number of ions and electrons leaving the z=0.4 m
boundary every timestep is computed after the ion beam-front crosses the streamwise domain boundary. If
the number of electrons exiting the domain is higher than the number of exiting ions, electrons with kinetic
energy less than the energy corresponding to the inlet electron temperature (2 eV) are specularly reflected
from the z = zmax boundary to counter-balance the loss of trapped electrons. The electrons that have
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Table 7.1: Description of the electron particle treatments at the domain boundaries implemented for the
different BCsa
BC At z = zmax Additional particle introduction
at z = zmin
Buffer Buffer electrons at alternate timesteps -
Reflection If number of outgoing electrons > outgoing ions,
electrons with K.E. < (3/2)kbTeo are reflected.
No Buffer at z = zmax.
-
Influxb Only outflow. No Buffer at z = zmax. No
electron reflection.
If Qk > Q, additional electrons
introduced from source.
CCEb If Qk > Q, then electrons with K.E. < 〈Eel〉 are
specularly reflected c.
-
aFor all BCs, buffer electrons are implemented for all BCs at cross-stream boundaries, xmin, xmax, ymin, ymax,
non-homogeneous electric field BC, given in Eq. (7.1), is implemented at the cross-stream and z = zmax boundaries,
at the z = 0 inlet place, Dirichlet BC φ=0V is implemented at the orange region, shown in Fig. 6.1, and,
particles crossing z = 0 inlet plane are deleted from the computational domain.
b Baseline total charge, Q, computed when beam-front is 4λD upstream of z = zmax and Q
k at timestep k is monitored
c K.E. is kinetic energy of an individual electron particle, 〈Eel〉 is average electron kinetic energy in the domain. (Eq. (7.2))
energy higher than 2 eV are allowed to exit the domain since they have enough energy to escape the at-
tractive electrostatic force exerted by the ion beam. Similar to the previously discussed BC, the buffer BC
is implemented at the cross-stream boundaries xmin, xmax, ymin, ymax and the particles crossing the z = 0
inlet plane are deleted from the computational domain. The electric field boundary condition at all the
boundaries is the same as that described for the buffer BC in the previous subsection.
The stable instantaneous ion and electron charge density distributions at tωpeo=2300 and 3800, shown in
Figs. 7.6(a) and 7.6(b), demonstrate that the reflection BC prevents the numerical loss of trapped electrons
at the boundary better than the previously discussed outflow and buffer BCs. As a result, even though
the ion beam-front crosses the computational domain, the local charge at the boundary is balanced, and
electrons are not non-physically removed from the domain. However, the quasi-neutral electric potential at
tωpeo=2,300 observed in Fig. 7.6(c) is not maintained at tωpeo=3,800 as shown in Fig. 7.6(d) and is not in
agreement with the quasi-neutral result obtained for the colocated plume in Chapter 6 when the plume was
terminated before the beam-front reached the boundary. The decrease in the potential that occurs indicates
an increase in the density of trapped electrons which may be due to the incorrect assumption that the
thermal energy of the reflected electrons should be close to the inlet temperature of 2 eV. This assumption is
incorrect because the z-EVDF at the beam-front, when it is not influenced by the boundary, is close to 1.5 eV
as shown in Figs. 7.2(a) and 7.5 due to plume expansion. Since a higher thermal energy criterion for electron
reflection was assumed, the electron charge density increased compared to the ion charge density, which in
turn, caused the potential to decrease to -7 V at z=0.2 m. It should be noted that even if an accurate
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(a) Ion and electron charge distribution at tωpeo=2,300 (b) Ion and electron charge distribution at tωpeo=3,800
(c) Electric potential at tωpeo=2,300 (d) Electric potential at tωpeo=3,800
Figure 7.6: Evolution of charge distribution and electric potential obtained using the reflection boundary
condition.
thermal energy criterion based on accurate temperature were used for electron reflection, the assumption
that the z-EVDF would be Maxwellian is not sufficiently general to extend to the shifted source case which
showed non-Maxwellian EVDF as studied in Chapter 6. Therefore, even though the reflection BC results in
a stable plume, a temperature-based criterion for electron reflection to ensure an equal outflux of ions and
electrons is not a sufficiently general BC to obtain accurate steady-state plume characteristics for real ion
thruster configurations.
7.3.4 Influx BC
From the previously discussed BCs in sub-sections 7.3.1 to 7.3.3, it was found that the colocated plume
is quasi-neutral before the ion beam crosses the domain boundary, but after the beam-front crosses the
boundary the plume potential increases due to loss of electrons or decreases to form pockets of negative
charge due to excessive trapping of electrons. Therefore, an influx BC is implemented to attempt to conserve
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the total charge in the domain by controlling the electron influx at the electron source. That is, when the
first ion particle crosses the region 4λd upstream of the domain boundary, the total charge in the domain,
given by, Q = q(Ni−Ne) is computed, where Q is the total baseline charge, q is the elementary charge, and
Ni and Ne are the total numbers of ions and electrons in the domain, respectively. At all the subsequent
timesteps, the instantaneous total charge Qk at the kth timestep is re-computed and if the difference between
the instantaneous and baseline total charge (Qk−Q) > 0, then the number of electrons required to maintain
Q is computed. These additional electrons are introduced from the electron source with thermal energy
equal to the initial inlet temperature of 2 eV. The electric field boundary conditions are the same as that
used for the buffer BC discussed in sub-section 7.3.2 and summarized in Tab. 7.1.
(a) Ion and electron charge distribution tωpeo=2,300, nor-
malized by ρo
(b) Ion and electron charge distribution tωpeo=3,200, nor-
malized by ρo
(c) Instantaneous electric potential at tωpeo=2,300 (d) Instantaneous electric potential at tωpeo=3,200
Figure 7.7: Transient charge distribution and electric potential obtained using influx boundary condition
along the y − z plane extracted at the center of the domain.
Figures 7.7(a) and 7.7(b) show the stable ion and electron charge distribution obtained using the influx
BC at tωpeo=2,300 and 3,200, respectively. Since the core region of the plume (the region with charge
density higher than 0.2ρo) is quasi-neutral right before the ion beam-front crosses the domain, as shown
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Figure 7.8: Comparison of z-EVDF obtained using the influx boundary condition at tωpeo=2300 and 3200
with Maxwellian at Te=1.4 eV and we=30,000 m/s.
in Fig. 7.7(c), and the total charge is conserved by introducing electrons at the inlet source, the plume
continues to be quasi-neutral even after 900 tωpeo time-periods from the instant the ion beam-front first
crosses the boundary, as shown in Fig. 7.7(d). The influx BC thus resulted in a stable and quasi-neutral
plume. However, on sampling the velocity distribution of electrons at z=0.2 m, the z-EVDF is found to agree
with a Maxwellian distribution at Te=1.4 eV and bulk velocity of 30,000 m/s at tωpeo=2000, but evolves
to a non-Maxwellian distribution at tωpeo=3200 with peak normalized velocity of we/vteo=1 as shown in
Fig. 7.8. This shift in the peak value of the z=EVDF from 0.05 to 1 is non-physical and is caused by
the increased influx of electrons that were introduced at the source to conserve the total charge. Since the
number density of electrons remained stable, as observed from Fig. 7.7(b), the increase in the electron flux,
which is a function of the product of electron number density and bulk velocity, altered the average bulk
velocity of the electrons to allow for the additional electron influx, resulting in a kinetically incorrect result.
The transition of the z-EVDF from Maxwellian at tωpeo=2000 to non-Maxwellian at tωpeo=3200, with a
slight bulge at we/vteo=0 highlighted in Fig. 7.8 indicates the mixing of the previously trapped electrons
with the newly introduced electrons from the source. Thus, introducing additional electrons from the source
to maintain the total charge density increases the electrons flux at the source, which, in turn, affects the
electron velocity distributions leading to non-physical electron kinetics.
149
7.3.5 Total Charge-Conserving Energy-Based (CCE) BC
From the influx BC discussed in the previous sub-section, it can be inferred that conserving the total charge
after the beam-front crosses the domain boundary results in a stable quasi-neutral plume for the colocated
ion and electron source case. However, the methodology to ensure that the total baseline charge is conserved
requires an energy-based treatment to prevent the non-physical shift as well as change in shape of the z-
EVDF. Therefore, when the beam-front crosses the region located 4λD upstream of the domain boundary,
in addition to computing the baseline total charge, Q, the baseline average electron energy, < Eel >, is also
computed as,
< Eel >=
1
Ne
j<Ne∑
j=0
1
2
(u2j + v
2
j + w
2
j ), (7.2)
where, Ne is the total number of electrons, and uj , vj , and wj are the x, y, and z-velocity components of
the jth electron, respectively.
At all subsequent timesteps, the baseline charge, Q, is maintained by monitoring the instantaneous total
charge, Qk, at the kth timestep. If Qk > Q, then electrons are specularly reflected from the zmax boundary,
instead of introducing them from the electron source which altered the flux and the EVDF of the electrons
as previously discussed. But, unlike the reflection BC, where, electrons were reflected based thermal energy
equivalent to Te=2 eV, in this case, only those electrons with kinetic energy less than the baseline average
energy < Eel > are specularly reflected. It should be noted that this reflection criterion does not assume
a Maxwellian distribution for electrons, since, the baseline energy is not obtained from a temperature. If
Qk < Q, then the electrons that leave the z = zmax boundary are deleted, similar to the outflow BC. At the
cross-stream boundaries, the buffer particle boundary condition is implemented, such that, if electrons move
towards the interior of the domain from the layer of cells adjacent to the boundary, then new electrons are
introduced at the cross-stream domain boundary cells, as described in the footnote of Tab. 7.1. The electric
field boundary condition is the same as that used in the buffer BC discussed earlier in Sec. 7.3.2 and Tab.7.1.
To analyze the stability of the plume as it evolved to steady-state, the transient snapshots of the ion
and electron charge density distribution at tωpeo=1500, and 4900 are shown in Figs. 7.9(a) and 7.9(b),
respectively. The densities are extracted along the y − z plane passing through the center of the domain,
and since the colocated plume is symmetric, the ion and electron density variation is shown above and
below the plume center-line, respectively. It can be observed that at tωpeo=1500, both the ion and electron
species show similar spatial variation, and this equivalence in the density variation of the charged species
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(a) Normalized charge density at tωpeo=1,500 (b) Normalized charge density at tωpeo=4,900
(c) Electric potential at tωpeo=1500 (d) Sampled electric potential tωpeo=4900
Figure 7.9: Transient ion and electron charge density variation normalized by ρo and the corresponding
electric potential obtained using the CCE boundary condition.
is maintained even at tωpeo=4900 which is 3,400 plasma time periods after the beam-front initially crosses
the boundary. This charge-conserving energy-based open BC, implemented at the z = zmax plane, has
maintained the electron number density and has prevented the loss of electrons as was observed in the
outflow and buffer BC, shown previously in Figs. 7.1(d) and 7.4(c), respectively. The corresponding electric
potential at tωpeo=1500 and 4900 is shown in Fig. 7.9(c) and 7.9(d), respectively. At tωpeo=1500, the
electrostatic coupling between the ions and electrons entraps the electrons, and eventually, at tωpeo=4,900,
the sampled steady-state potential is quasi-neutral within the plume.
To determine if the plume has reached steady-state, we compare the instantaneous z-EVDF at z=0.1 m
obtained at 21.84 and 27.44 µs that corresponds to plasma time periods of tωpeo=3,800 and 4,800 respectively,
as shown in Fig. 7.10. The agreement of the z-EVDFs at z=0.1 m sampled at tωpeo=3,800 and 4,800 suggests
that the flow has reached steady-state. Comparing the sampled EVDF with the analytically computed
Maxwellian, we find that the z-EVDF at z=0.1 m has a thermal component of 1.2 eV and since the peak is
151
Figure 7.10: z-EVDF of electrons at z=0.1 m obtained using the CCE boundary condition at steady-state.
located at we/vteo=0.05, the electrons collectively travel with the ion beam-velocity of 30,000 m/s at steady-
state. The z−EVDF obtained from simulation is narrower than the analytical EVDF for |we/vteo| > 1.5
because only those electrons with energy less than the average energy were reflected at the z = zmax boundary
and as a consequence, the energetic electrons at the tail of the distribution are fewer. Note that this criteria
is chosen with a physical reasoning that the electrons with higher than the average electron energy may not
remain electrostatically trapped within the core of the plume, as was also observed by the comparatively
narrow tail distribution of the beam-front EVDF sampled at z = 0.34 m for tωpeo=2000 shown earlier in
Fig. 7.5.
Table 7.2 summarizes the performance of the above discussed open boundary conditions in terms of
satisfying the main criteria used to assess the accuracy of the open BC, based on the known characteristics
of the colocated plume. It can be seen that the CCE BC satisfied all four criteria. Specifically, it leads to a
stable, steady plume with quasi-neutral potential as well as Maxwellian EVDF for the colocated case, and
it is a general BC that does not assume neutrality or a Maxwellian distribution for the electrons. In the
next section, domain-independence studies are performed to determine the sensitivity of domain size on the
accuracy of the CCE BC, for both the colocated and shifted electron configurations .
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Table 7.2: Summary of the performance of the boundary conditions in terms of the criteria used to assess
their accuracy.
Criteria Stable Plume Neutrality?
(colocated)
Maxwellian
EVDF?
(colocated)
Steady-state?
Buffer ×
Reflection X ×
Influx X X ×
CCE X X X X
7.4 Domain-Independence Studies
To demonstrate convergence and domain independence of the electric potential and EVDF in the near-
field, simulations are performed using the CCE BC for the colocated as well as separated electron and
ion source configurations, shown previously in Fig. 6.1 in Chapter 6. The domain-independence studies
for the colocated case are performed using domain sizes of (0.4×0.4×0.4) m and (0.8×0.8×0.8) m, while
for the shifted electron source configuration simulations are performed for domain sizes of (0.8×0.8×0.4),
(0.8×0.8×0.8), and (1.0×1.0×1.0) m.
7.4.1 Mesothermal Plume with Colocated Ion-Electron Sources
(a) 0.4 m simulation (b) 0.8 m simulation
Figure 7.11: Variation of the total number of charged computational particles in the domain with increase
in the plasma time period for the colocated cases.
Macroparameters for the 0.4 and 0.8 m domain cases with colocated ion-electron sources are sampled for
80,000 timesteps after the flow has reached steady-state. As was shown in Fig. 7.10, the electric potential and
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EVDF reach steady-state at tωpeo=3,900, well before starting the macroparameter sampling at tωpeo=5000.
The variation of the total number of ions and electrons in the domain with time for the colocated 0.4 and
0.8 m simulations are shown in Figs. 7.11(a) and 7.11(b), respectively. It can be seen that the total number
of computational particles in the domain reach a constant value beyond tωpeo >2,500 and 5,000, for the 0.4
and 0.8 m simulations, respectively.
(a) Potential variation along the y − z plane at the center
of the domain.
(b) Charge density variation and electric potential along the
plume center line.
Figure 7.12: Comparison of electric potential and normalized ion and electron charge density obtained from
the 0.4 and 0.8 m domain for the co-located ion-electron source case.
Comparison of the steady-state electric potential variation extracted along the y−z plane passing through
the center of the (0.4×0.4×0.4) and (0.8×0.8×0.8) m domains is shown in Fig. 7.12(a). It can be seen that
the shape of the symmetric colocated plume obtained from both the 0.4 and 0.8 m domain simulations are
in agreement. For a more quantifiable comparison, the steady-state charge density and electric potential are
extracted along a line passing through the center of the plume, i.e., along the axis of symmetry. The variation
of the ion and electron charge density, normalized by the initial electron charge density, ρo = e · neo, as well
as the electric potential along this plume center-line is shown in Fig. 7.12(b). The comparison along the
plume center-line obtained from the 0.4 and 0.8 m domain shows that the electron and ion charge densities
are equal in magnitude and opposite in charge, indicating that the plume is quasi-neutral. Also, the charge
density variation along the center-line obtained from the 0.4 m case agrees within 2% with that from the
0.8 m simulation, suggesting that the number densities in the domain are converged and independent of the
domain size with a tolerance of 2%. It should be noted that the plume center-line electric potential from the
0.4 m domain simulation is 0.38 V lower compared to the 0.8 m domain simulation. This small difference
in the electric potential may have been caused due to noise in the number of particles escaping from the
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cross-stream boundary. Since the number of particles is used to compute the non-homogeneous Neumann
boundary condition (Eq. (7.1)), the noise affects the electric field calculations at the boundary, generating a
small difference in the potential within the domain.
(a) Ion and electron charge density variation normalized
by ρo.
(b) Electric potential variation
Figure 7.13: Comparison of ion and electron charge density and electric potential along a vertical line
extracted at z=0.4 m in the y − z plane obtained from the colocated cases with 0.4 and 0.8 m domains.
To compare the width of the plume expansion and the variation of charge density near the cross-stream
boundaries, the flow-field macroparameters are extracted along a vertical line at z=0.4 m, on the y−z plane
shown in Fig. 7.12(a). The comparison of the normalized ion and electron charge density along the z=0.4 m
vertical line, obtained from the 0.4 and 0.8 m simulations, is shown in Fig. 7.13(a) and is found to be in
good agreement, suggesting that the plume expansion width from the two simulations is equal. It can also
be observed that the normalized ion and electron charge densities within the plume are equal in magnitude
and opposite in charge as well as symmetric about the center, y=0.2, since the plume for the colocated ion
and electric sources is symmetric.
A comparison of potential variation along the z=0.4 m vertical line obtained from the 0.4 and 0.8 m
simulations is shown in Fig. 7.13(b). As mentioned previously, the potential obtained from the 0.4 m case
is lower by 0.4 V, therefore, to compare the shape of the potential variation along the radial direction,
the potential from the 0.4 m simulation is shifted by -0.4 V. The trend in the potential variation from the
small and the large domain cases agrees well in the core region of the plume, which extends from y=0.1 m
to y=0.3 m. However, the potential from the 0.4 m domain simulation is 2 V higher (less negative) at the
cross-stream y-boundaries compared to that of the 0.8 m domain simulation. This difference in the boundary
potential is due to the statistical fluctuations in the number of electrons that escape from the boundary.
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For PIC simulations, the fluctuations in the Poisson’s solution, i.e., φ, varies as (
√
Ne)
−1, where Ne is
the number of electrons per cell[205]. At the cross-stream boundary, even though the number density of the
charged particles agree well, as shown in Fig. 7.13(a), the number of particles per cell at the boundary is 50
and 250 for the 0.4 and 0.8 m simulations, respectively, due to over-refinement of leaf nodes for the 0.4 m
domain. Based on this value of Ne, the fluctuations in the electric potential are on the order of 0.14 and
0.06 V for the 0.4 and 0.8 m simulations, respectively. Since the electron charge densities are low, the relative
statistical fluctuations cause higher potential differences exterior to the plume region compared to the core
region which has two orders of magnitude higher electron charge density. Nevertheless, the comparisons
demonstrate that the CCE BC provides a domain-independent solution within a tolerance of 2.4 V at the
boundary and 0.4 V at the core of the plume, which is considered acceptable given the statistical variation
for particle-based methods.
To study the effect of domain size on electron kinetics, EVDFs are sampled at z=0.01 and 0.2 m, i.e., near
the source and mid-way between the source and the boundary, within a 0.05 m radius from the plume center-
line. A comparison of the y-EVDF, at z=0.01 m, from the 0.4 and 0.8 m simulations is shown in Fig. 7.14(a),
along with the analytical Maxwellian distributions that are generated to match with the sampled EVDFs.
It is found that the y-EVDF from the 0.4 m simulation is 0.15 eV cooler than that of the 0.8 m simulation,
which agrees with a Maxwellian distribution of Tey=1.35 eV. The temperature in the cross-stream direction
is less than the initial temperature of 2 eV because the plume expands in the radial direction. Since the
colocated plume is symmetric, the x and the y-EVDFs are found to be equal.
Unlike the y-EVDF, the z-EVDF at z=0.01 m is not strictly Maxwellian as shown in Fig. 7.14(b). Because
the electrons are introduced at the source with an initial thermal velocity which is an order of magnitude
higher than the ion beam velocity, the plume at the source has a higher positive charge. However, this
positive charge electrostatically traps electrons by slowing them and reversing their direction, as indicated
by the secondary peak at we/vteo=-0.05. This double peak behavior of electrons at the source is observed for
both the 0.4 and 0.8 m simulations, and is similar to the instantaneous z-EVDF observed in Chapter 6 for
a 1.6 m domain, suggesting that the electron trapping is independent of the domain size. However, similar
to the y-EVDF comparison, the z-EVDF from the 0.4 m has a thermal energy approximately 0.15 eV less
than that of the 0.8 m simulation. This difference in the energy is caused by the lower potential gradient in
the y-direction obtained from the 0.4 m case compared to the 0.8 m case, shown in Fig. 7.13(b), which in
turn, results in lower acceleration compared to the 0.8 m simulation.
Downstream from the source region, at z=0.2 m, z-EVDF obtained from the 0.4 and 0.8 m simulations
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(a) y-EVDF at z=0.01 m
(b) z-EVDF at z=0.01 m (c) z-EVDF at z=0.2 m
Figure 7.14: Comparison of y and z-EVDF at z=0.01 and 0.2 m obtained from the 0.4 and 0.8 m colocated
simulations.
are found to be Maxwellian, as shown in Fig. 7.14(c), unlike the double peak distribution at z=0.01 m
shown in Fig. 7.14(b). The z-EVDF from the 0.4 m simulation agrees well with a Maxwellian distribution
of Tez=1.4 eV and a bulk velocity of we/vteo=0.05, which is equal to the ion beam velocity of 30,000 m/s.
This agreement indicates that the electrons that are emitted with a initial stationary half-Maxwellian in z
and full-Maxwellian in x and y directions, are trapped within the plume, such that, the electrons collectively
propagate with the ion beam. A similar trapping mechanism, with the bulk electron velocity equal to the
ion beam velocity is also observed from the 0.8 m simulation. However, the Tez of the 0.4 m simulation is
0.1 eV less than that of the 0.8 m case, as shown in Fig. 7.14(c). The retention of low energy electrons from
the 0.4 m simulation suggests that the average energy of the smaller domain case, used as a criteria to reflect
electrons, is less than that used in the 0.8 m simulation. As a result, the number of electrons reflected at
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the z=zmax boundary is higher in the 0.8 m simulation compared to the 0.4 m case, which is consistent with
the lower potential observed in the former case. Note that a potential difference of 0.38 V in the core region
results in a thermal energy difference of 0.15 eV. This is because the lighter electrons are sensitive to the
small changes in the potential gradient, however, the heavier ion species are not affected by small changes
in the potential gradient.
One of the main advantages of using the CCE BC is to improve the computational efficiency by performing
simulations on a smaller domain, such that, the near-field potential and its gradient agree with those obtained
from a much larger domain size. The 0.4 m simulation required 54 minutes to simulate 2,000 timesteps at
steady state with 130 million charged particles and 2.23 million octree cells using 32 TeslaK20 GPUs. On
the other hand, the 0.8 m simulation required 3.5 hrs to perform 2,000 timesteps at steady-state with 262
million charged particles and 7.6 million octree cells using 32 Tesla K20 GPUs. Thus, the 0.4 m domain is
four times faster while predicting the electric potential with reasonable agreement, both in the core as well
as outside the plume region.
7.4.2 Mesothermal Plume with Separate Electron-Ion Source
To study the convergence of the electric potential as well as EVDF for the shifted electron source configu-
ration, shown in Fig. 6.1(b), fully kinetic simulations are performed using the CCE BC by systematically
increasing the domain size from (0.8× 0.8× 0.4) m to (0.8× 0.8× 0.8), and (1.0× 1.0× 1.0) m. To study the
effect of assuming quasi-neutrality and constant electron temperature, an additional simulation is performed
on a (0.8× 0.8× 0.8) m domain with a single ion source, assuming the Boltzmann relation to estimate the
electric potential and the self-consistent flow-field. Note that since electrons are not explicitly modeled in the
Boltzmann relation simulation, the shift in the electron source cannot be simulated unlike the fully kinetic
simulation. The electric potential, φ, in the Boltzmann simulation is computed as
φ = φo +
kbTe
e
ln
(
ne
no
)
, (7.3)
where, φo is the reference potential, kb is the Boltzmann constant, the electron number density, ne, due to
quasi-neutrality is equal to ion number density, ni, and no = 1 × 1013/m3 is the reference electron number
density similar to the fully kinetic cases. A reference potential of φo=38 V is set based on the potential
obtained near the plume source from the fully kinetic simulation. The variation of the total number of ion
and electron particles with time for the shifted 0.4, 0.8, and 1.0 m simulations are shown in Figs. 7.15(a),
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7.15(b), and 7.15(c), respectively. It can be seen that the number of ion and electron particles become
steady beyond tωpeo >3,000, 5,000 and 7,000 for the 0.4, 0.8, and 1.0 m simulations, respectively. The
simulations were determined to have reached steady-state if the instantaneous electric potential and EVDF
at different time instants agreed within 2%. The verification of steady-state for the 0.8 m simulation is
shown in Fig. 7.16, where it can be seen that the electric potential obtained along the plume center-line at
tωpeo=9,000 and 9,500 agree within 2%. Macroparameters are then sampled from tωpeo=10,000, i.e., after
200,000 timesteps for 50,000 timesteps.
(a) 0.4 m simulation (b) 0.8 m simulation
(c) 1.0 m simulation
Figure 7.15: Variation of the total number of charged computational particles in the domain with increase
in the plasma time period for the shifted electron source cases.
A comparison of the normalized steady-state ion and electron charge density variation along the plume
center-line obtained from the 0.4, 0.8, and 1.0 m fully kinetic PIC and the 0.8 m Boltzmann simulation
is shown in Fig. 7.17(a). Unlike the constant ρi/ρo along the plume center-line obtained for the colocated
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Figure 7.16: Comparison of the instantaneous electric potential obtained at tωpeo=9,000 and 9,500
demonstrating that the solution has reached steady-state for the 0.8 m shifted electron source simulation.
(a) Ion and electron charge density normalized by ρo = e ·neo (b) Electric potential
Figure 7.17: Comparison of charge density and electric potential along the plume center-line obtained from
the fully kinetic 0.4, 0.8, and 1.0 m domain simulations for the shifted configuration as well as the
Boltzmann relation.
simulation in Fig. 7.12(b), the normalized ion charge density decreases from unity to a value of 0.4, 0.1,
and 0.05 at z=0.4, 0.8, and 1.0 m downstream from the ion source, respectively, as shown in Fig. 7.17(a).
In contrast, the Boltzmann solution predicts a constant ion charge density along the plume center-line,
qualitatively similar to the colocated case previously shown in Fig. 7.12(b). This difference in the charge
density variation obtained from the fully kinetic and Boltzmann simulation highlights that the latter may
not be applicable to shifted electron source configurations due to the non-neutrality, and would be suited to
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model plumes with colocated ion and electron sources, notwithstanding the anisotropic EVDFs observed for
the colocated case in contrast to the constant electron temperature assumed in the Boltzmann model.
Even though the electron source in the fully kinetic simulation is separated from the ion source, the
electron charge density along the ion plume center-line is almost equal in magnitude to the ion charge
density. This equivalence of the charge densities at steady-state indicates that the ion beam electrostatically
traps electrons within the plume to neutralize the charge within the plume. The 0.4 m domain shows a 5-
10% higher ion and electron charge density downstream of z >0.2 m compared to the 0.8 and 1.0 m domain
simulations. However, the excellent agreement of the charge density variation along the plume center-line
obtained from the 0.8 and 1.0 m simulations suggests that the charge density variation will converge only for
a domain size equal to or larger than 0.8 m in all three directions for the shifted electron source configuration.
The variation of the steady-state electric potential along the plume center-line obtained from the 0.4, 0.8,
and 1.0 m fully PIC and the 0.8 m Boltzmann solution is shown in Fig. 7.17(b). The potential obtained from
the Boltzmann relation is constant along the plume center-line consistent with the constant ion charge density
variation, qualitatively similar to the potential variation obtained for the colocated case in Fig. 7.12(b).
On the contrary, the potential obtained from the fully PIC simulations decreases from the source to the
z = zmax boundary along the plume center-line. This difference supports the previous conclusion that
the Boltzmann relation cannot accurately predict the electric potential for a plume with a shifted electron
source configuration. Comparing fully-kinetic PIC results, it can be observed that the potential obtained
from the 0.4 m simulation is 6 V lower at the ion source, z=0.0, than that obtained from the 0.8 and 1.0 m
simulations. This lower potential is due to the higher (more negative) electron charge density obtained for
the 0.4 m simulation downstream of z > 0.2 m, shown previously in Fig. 7.17(a).
To investigate the cause of the difference in the electron charge density variation, the average electron
energy of the 0.4, 0.8, and 1.0 m simulations, which is used as a criterion for electron reflection, were
compared and found to agree within 2%. However, the average number of electrons that were reflected from
the z = zmax boundary using this energy criterion were approximately 9,900, 8,800, and 8,500 for the 0.4,
0.8, and 1.0 m simulations, respectively. This difference in the number of reflected electrons is because the
electron charge density at z = 0.4 m is 0.5ρo, while at z=0.8 and 1.0 m, the charge density decreases to
0.1ρo. The convergence of 0.8 and 1.0 m simulations suggests that the distance of the z domain boundary for
the shifted electron source configuration must be such that it can accommodate the plume until the charge
density drops below 0.2ρo, i.e., by an order of magnitude. It should be noted that the same criterion is not
required to determine the maximum domain size for the colocated case since the electron dynamics for the
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shifted source configuration involves more complex electrostatic bouncing and trapping mechanisms in both
the y and z-direction, unlike the colocated case, where electrons undergo trapping mainly in the z-direction
to collectively travel with the ion beam.
Even though the near-source potential from the 0.8 and 1.0 m simulations agree well, for z > 0.2 m, the
potential from the 0.8 m case is 2 to 5 V higher than that obtained from the 1.0 m simulation. This difference
in the electric potential, despite the agreement in the charge density, is due to the statistical noise on the
order of (
√
Ne)
−1, where Ne is the number of electrons per cell. There are more than 100 particles per cell
upstream of z =0.4 m, however, downstream of this location, the number of particles per cell decreased to
30 because the octree cells sub-divide to satisfy the local Debye length criterion. Therefore, the statistical
noise due to the number of particles per cell is higher downstream of z >0.4 m, which in turn, causes a larger
deviation of 5 V in potential.
To compare the effect of the domain size on the plume expansion width, the charge density and electric
potential are extracted along lines perpendicular to the beam propagation direction, at z=0.01 and 0.2 m at
the center y− z plane. The variation of the normalized ion and electron charge densities at z=0.01 m along
the y-direction obtained from the 0.4, 0.8, and 1.0 m simulations are compared in Fig. 7.18(a). It should be
noted that the domain size in the cross-stream direction is 0.8 m for both the 0.4 and 0.8 m simulations. The
electron charge density from the 0.8 and 1.0 m simulations agree well, while the 0.4 m simulation has a 2%
higher electron charge density within the plume and agrees well with the larger domain simulations outside
the plume core region. The normalized ion charge densities from the three simulations agree within 1%,
suggesting the domain size does not affect variation in ion charge density. Due to the shift in the electron
source, the variation profile of the electron and ion charge densities are dissimilar in shape. Because the ions
are initialized as a collimated beam with high beam velocity and low thermal velocity, they have a ‘top-hat’
profile, while the thermal electrons that are attracted towards the beam display a gradual profile with a
single peak at z=0.01 m. In addition, the electron density variation is not symmetric about the plume center
at y =0.4 m.
As a result of the asymmetry in the electron charge density variation, shown in Fig. 7.18(a), the electric
potential variation shown in Fig. 7.18(b) is not symmetric along the y-axis. The potential is maximum
at the plume center and reaches a local minima at y=0.525 m which is aligned with the location of the
electron source. Compared to the 0.8 and 1.0 m simulations, the peak electric potential at the plume-center
for the 0.4 m simulation is less by 6 V. However, this difference in a potential range of -53 to 38 V is
approximately 6.5% which may be considered an acceptable statistical variation based on the differences in
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(a) Ion and electron charge density normalized by ρ at
z=0.01 m
(b) Electron potential at z=0.01 m
(c) Ion and electron charge density normalized by ρ at z=0.2 m (d) Electron potential at z=0.2 m
Figure 7.18: Comparison of charge densities and electric potential perpendicular to the plume-axis
obtained from the 0.4, 0.8, and 1.0 m simulations for the shifted electron source configuration.
domain size. Furthermore, away from the plume center, the 0.4 and 0.8 m simulations show good agreement
with a maximum difference of 2 V near the cross-stream boundaries at y=0 and 0.8 m. As mentioned for the
colocated case, the difference in the potential at the cross-stream boundaries in-spite of the good agreement
in the charge densities is due to the statistical noise in the instantaneous number of particles that cross the
boundary which is used to compute the non-homogeneous electric field. However, it should be noted that
this difference in the electric potential at the cross-stream boundary does not affect the potential in the core
region of the plume, as observed from the agreement between the 0.8 and 1.0 m cases at the plume core.
To compare the plume width downstream from the sources, at z=0.2 m, the charge density variation and
electric potential obtained from the 0.4, 0.8, and 1.0 m simulations are shown in Figs. 7.18(c) and 7.18(d),
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respectively. Similar to the trend obtained close to the thruster exit, the charge densities from the 0.4 m
simulations are higher than those of the 0.8 and 1.0 m simulations. However, the asymmetry observed in
the profile of the electron charge density close to the thruster exit is not witnessed at z=0.2 m, suggesting
that the electrons emitted from the shifted electron source have been electrostatically trapped within the ion
plume, within 0.2 m from the inlet plane. But the peak normalized ion charge density at the core is 0.2ρo
higher than the peak electron charge density. Consequently, the electric potential variation at z =0.2 m is
positive, with φ =38 V, and is also symmetric as shown in Fig. 7.18(d). However, similar to the near-source
comparison in Fig. 7.18(b), the electric potential at the cross-stream boundaries are 8-10 V different for the
0.8 and 1.0 m simulations. But, this disagreement does not affect the near-field core-plume potential by
more than 2 to 3 V.
(a) x-EVDF (b) y-EVDF
(c) z-EVDF
Figure 7.19: Comparison of x, y, and z-EVDFs at z=0.01 m obtained from the 0.4, 0.8, and 1.0 m shifted
electrons source simulations.
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The effects of the shifted electron configuration, CCE BC, and domain size, on the electron kinetics
are studied by sampling the steady-state x, y, and z-EVDFs within a radius of 0.05 m from the plume
center-line at z =0.01 and 0.2 m, respectively. The comparison of the x, y, z-EVDFs obtained near the ion
source at z=0.01 m from the 0.4, 0.8, and 1.0 m simulations are shown in Figs. 7.19(a), 7.19(b), and 7.19(c),
respectively. Unlike the symmetry in the cross-stream EVDFs obtained for the colocated case, the x and
y-EVDFs are not equal for the shifted configuration, and more importantly, the EVDFs are non-Maxwellian.
For the x and y-EVDF shown in Figs. 7.19(a) and 7.19(b), the 0.8 and 1.0 m simulations show converged
solutions, but, the 0.4 m simulation shows a comparatively lower thermal spread. There are fewer energetic
electrons compared to 0.8 and 1.0 m cases, and as a result, more electrons satisfy the energy criterion for
reflection, which further increases the electron charge density and decreases the potential at the source as
previously observed in Figs. 7.17(a) and 7.17(b), respectively. The electrons emitted from the shifted source
are first attracted towards the plume with a negative y-velocity. However, due to the high velocity, these
electrons overshoot the radial edge of the plume leaving the plume with a positive charge. The positively
charged plume then decelerates these electrons causing them to reverse direction and flow towards the plume
with positive y-velocity. This trapping mechanism in the y-direction is indicated by the small secondary
‘bumps’ in the y-EVDF at we/vteo = ±6, obtained from the 0.8 and 1.0 m simulations at z=0.01 m, shown
in Fig. 7.19(b).
Unlike the single-peak distributions for the x and y-EVDFs, the z-EVDF shown in Fig. 7.19(c) has two
additional secondary peaks which are equidistant from the we/vteo=0 and of equal probability. These peaks
are not physical and are attributed to the specular reflection performed at the zmax boundary to maintain
the total charge in the domain for the CCE BC. The effect of this reflection on the EVDF is significant if
the zmax boundary is closer to the ion source, as indicated by the higher secondary peaks obtained from the
0.4 m simulations compared to that of the 0.8 and 1.0 m simulations. However, in-spite of the proximity of
the zmax boundary, the 0.4 m simulation captures the location of the central peak at we/vteo=0.5 similar
to the 0.8 and 1.0 m simulation, displaying convergence for the profile of the z-EVDF. Note that the same
peak location at we/vteo=0.5 was also observed in Fig. 7.14(b) for the colocated z-EVDF sampled near the
source at z=0.01 m, indicating that the electrons emitted from the shifted source with high thermal velocity
are electrostatically trapped near the ion source.
The steady-state x and y-EVDFs sampled at z=0.2 m, downstream from the source at z, are single-
peaked as shown in Figs. 7.20(a) and 7.20(b), respectively. Similar to the x and y-EVDF comparison near
the source, the 0.8 and 1.0 m simulations indicate converged results, however, the 0.4 m simulation has a
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comparatively smaller thermal spread. The z-EVDF at z=0.2 m is significantly affected by the reflections
from the boundary at z=0.4 m, as observed from the secondary peaks with same probability as the central
peak, as shown in Fig. 7.20(c) and does not retain a coherent distribution structure. In comparison, since the
reflection boundary is further downstream for the 0.8 and 1.0 m, the secondary peaks are smaller at z=0.2 m,
and the 0.8 and 1.0 m solutions agree in the range −5 > we/vteo > 5. Even the 0.8 and 1.0 m simulations
were found to show enhanced secondary peaks near the z = zmax plane, due to electron reflections performed
at the z = zmax boundary. It should be noted that no such secondary peaks were observed for the colocated
case even though electron reflections were performed at the zmax boundary. Since the secondary peaks are
observed only for the shifted source, we attribute their presence to the complex electron kinetics initiated
by the shift in the electron source location along with the additional reflections performed at the boundary
to maintain the total charge in the domain.
Notwithstanding these numerical effects of the CCE BC on the z-EVDF, the macroparameters, such as,
the electric potential and charge density variation exhibit convergence for the 0.8 m simulation, and since
ions are not reflected at the boundary, no such secondary peaks are observed for the high velocity beam-ions.
Therefore, to predict the plume characteristics and backflow ion energy distribution which is of interest to
the electric propulsion community, the CCE BC should be used. The computational speed-up of using a
smaller domain size is analyzed by comparing the performance on the same supercomputer (Bluewaters with
TesloK20 GPUs) at steady-state. The 0.4 m simulation required 30 mins using 32 GPUs (i.e., 16 GPU hours)
for every 2,000 timesteps with 51.5 million particles and 0.6 million leaf nodes. For every 2,000 timesteps at
steady-state, the 0.8 and 1.0 m simulations required 65 mins and 110 mins each using 64 GPUs (i.e, 69 and
117 GPU hours), with 100 and 124.2 million particles and 2.47 and 2.65 million leaf nodes, respectively. The
0.8 m simulation is 1.7 times faster than the 1.0 m simulation. The 0.4 m simulation is 4.3 and 7.3 times
faster than the 0.8 and 1.0 m simulations, respectively, however it predicts a 6 V difference in the electric
potential. Note that this difference can be neglected given that it leads to only 6.5% relative difference when
normalized by the total potential ranging from -52 to 40 V, i.e., 92 V.
7.4.3 Effect of the Distance between the Ion and Electron Sources on the
Plume and Electron Kinetics
To determine the effect of the electron source location on the plume dynamics and electron kinetics, the
center of the electron source is shifted by 2.5R from the ion source center, which was previously at a distance
of 2R for the baseline electron source configuration shown in Fig. 6.1(b). Note that R =0.0625 m is the
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(a) x-EVDF (b) y-EVDF
(c) z-EVDF
Figure 7.20: Comparison of x, y, and z-EVDFs at z=0.2 m obtained from the 0.4, 0.8, and 1.0 m shifted
electrons source simulations.
radius of ion and electron sources. The 2.5R case is performed with a domain size of (1.2×1.2×0.8) m, and
is compared with the baseline (0.8×0.8×0.8) m simulation discussed in the previous section.
The variation of the ion and electron charge density along the plume center-line obtained from the 2.5R
case and normalized by ρo = e · neo is compared with that from the baseline 2R case in Fig. 7.21(a). Even
though electrons are initialized at the source with the same input parameters, the density of the electrons
trapped by the ion plume is lower for the 2.5R case compared to the baseline 2R case. It should be noted
that the electrons are initialized at the source with a stationary Maxwellian of Teo=2 eV and with no velocity
bias towards the ion plume. Therefore, when the separation distance between the electron and ion source
is increased, more energetic thermal electrons are lost to the boundaries and fewer electrons are attracted
towards the ion plume. Consistent with the large difference in the ion and electron charge densities seen
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(a) Ion and electron charge density normalized by ρo = e ·neo (b) Electric potential
Figure 7.21: Comparison of charge density and electric potential along the plume center-line obtained from
the 2.5R and 2R shifted electron source simulations.
for the 2.5R and 2R cases, the electric potential obtained from the 2.5R case is higher by 80 V near the
ion source compared to the baseline, as shown in Fig. 7.21(b). Due to reduction in the number of trapped
electrons, the ions within the plume undergo repulsion in the radial direction and consequently, the ion
charge density decreases more rapidly for the 2.5R case compared to that of the baseline. Similar to the
ion charge density variation, the electric potential obtained for the 2.5R case also decreases rapidly from
φ=120 V at z=0 to φ=20 V at z=0.4 m and finally decreases to zero close to z=0.6 m where the ion and
electron charge densities are equal in magnitude and opposite in charge. In contrast, the decrease in the
potential along the plume center-line is more gradual for the baseline case, as shown in Fig. 7.21(b).
The effect of the separation distance between the electron and ion sources on the cross-stream variation
of electric potential and electric field, Ey, is analyzed by extracting the steady-state results along lines
perpendicular to the beam propagation direction, at z=0.01 and 0.2 m. The variation of the steady-state
electric potential along the y-direction at z=0.01 m, obtained from the 2.5R and the baseline (2R) simulations
are compared in Fig. 7.22(a). Since the electrons are initialized with the same number density, the potential
of φ=-44 V is the same at the location of the electron source centers, y=0.525 and 0.556 m, for the baseline
and the 2.5R cases, respectively. However, because the electron charge density trapped in the ion plume is
lower, the peak electric potential is higher for the 2.5R compared to the 2R case. As a consequence of this
higher electric potential, the gradient of the electric potential along the y-direction is higher for the 2.5R case
as observed from the comparison of the y-component of the electric field in Fig. 7.22(b). The peak Ey from
the 2.5R case is two times higher than that obtained for the baseline case. As a result, the electrons emitted
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(a) Electric potential at z=0.01 m (b) y-component of the electric field, Ey , at z=0.01 m
(c) Electric potential at z=0.2 m (d) y-component of the electric field, Ey , at z=0.2 m
Figure 7.22: Comparison of electric potential and Ey electric field along the y-direction at z=0.01 and
0.2 m obtained from the 2.5R and the baseline 2R cases.
from the 2.5R source undergo higher acceleration towards the plume compared to the baseline case. Further
downstream, at z=0.2 m, the peak electron potential obtained from the 2.5R case is 40 V higher that the
baseline case potential, as shown in Fig. 7.22(c). Compared to the near-source region, the y-component of
the electric field from the 2.5R simulation is lower downstream (z = 0.2 m), however, the peak Ey is still
270 V/m higher in magnitude compared to that obtained from the baseline case at the same location, as
shown in Fig. 7.22(d).
To study the effect of the increase in the electric field on the electric kinetics, the x, y, and z-EVDFs
sampled from both the simulations, at z=0.2 m within a radius of 0.05 m about the plume center-line,
are compared in Figs. 7.23(a), 7.23(b), and 7.23(c), respectively. It can be seen that when the electron
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(a) x-EVDF (b) y-EVDF
(c) z-EVDF
Figure 7.23: Comparison of x, y, and z-EVDFs obtained from shifted electron source cases with different
separation distances from the ion source centers.
source center is shifted by 2.5R, the x and y-EVDFs shown in Figs. 7.23(a) and 7.23(b), respectively, still
have single-peaks similar to the baseline shifted configuration, however, the electron energy is higher (wider
thermal spread) for the 2.5R case compared to the baseline. This increase in the energy is a result of the
higher electric field, Ey, shown in Figs. 7.22(b) and 7.22(d). The z-EVDF also has a larger thermal spread
(width) compared to the baseline consistent with the higher electric field in the z-direction for the 2.5R
case indicated by comparatively rapid decrease in electric potential, shown in Fig. 7.21(b). The z-EVDF
obtained from the 2.5R case is slightly more noisy in the peak region compared to the 2R case, because
the electron number density for the 2.5R case at z=0.2 m is less than that of the 2R case, as seen from
Fig. 7.21(a), resulting is relatively fewer statistics. The secondary peaks caused due to the electron reflection
at the zmax boundary are also observed for the z-EVDF obtained from the 2.5R case. Since the average
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energy for the 2.5R case is higher, the secondary peaks are located at we/vteo = ±10 for the 2.5R case,
which is greater than the value of we/vteo = ±8 for the baseline case. From this study, we find that when
the electron source is shifted farther from the ion source, and if the electrons are initialized with a stationary
unbiased Maxwellian, the plume neutralization is not efficient. The resulting increase in the electric field
causes the electrons to undergo higher acceleration or deceleration, thereby increasing the kinetic energy of
the electrons.
7.5 Summary
A new charge-conserving energy-based open boundary condition is presented and used to perform steady-
state plasma plume simulations. This boundary condition prevents the numerical instability which is typically
observed for kinetic simulations that employ the traditional outflow boundary and thus, allows the fully
kinetic plume simulations to reach steady-state with finite computational domain sizes. The steady-state
electron velocity distribution for the colocated ion-electron source plume is observed to be Maxwellian and
anisotropic. In contrast, the steady-state electron velocity distributions from the shifted source cases are non-
Maxwellian. Domain-independence simulations performed with the new open boundary construct showed
that the electric field obtained from small and large domain sizes agree within 2%. The computational cost
was found to decrease by a factor of four when the domain size was decreased by one-half. From the shifted
source convergence studies, it was found that the exit boundary must be located at a distance downstream
from the sources, such that, it can accommodate the plume until the charge density decreases by an order
of magnitude.
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Table 7.3: Input parameters and steady-state values for the fully kinetic PIC simulations of the colocated
test cases discussed in Sec. 7.4.1
Input parameters 0.4 m simulation 0.8 m simulation
Domain Size (m) 0.4×0.4×0.4 0.8×0.8×0.8
No. of timesteps prior to sampling 100,000 120,000
No. of samples 80,000 80,000
Average electron energy (J) 5.9×10−18 8.619×10−18
Total charge in the domain
((Ni −Ne)/e)
-168876 -212010
No. of particles (M) 130 262
Total no. of leaf nodes (M) 2.23 7.6
Min. leaf node size (m) ∗∗ 1.56×10−3 1.56×10−3
Max. leaf node size (m) ∗∗ 0.025 0.05
Simulation run time for 2,000
timesteps ∗∗ (hr)
0.9 3.5
Number of Tesla K20 GPUs used 32 32
Initial electron number density (neo =1×1013 m−3); Initial electron temperature Teo=2 eV
Initial electron plasma frequency (ωpeo =1.7×108 rad/s)
Initial electron thermal velocity, vteo=592,892 m/s
Initial ion number density = 4×1013 m−3, Ion beam velocity vibeam=30,000 m/s
] SS = Steady-state macroparameters
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Table 7.4: Input parameters and steady-state values for the fully kinetic PIC simulations of the colocated
test cases discussed in Sec. 7.4.2
Input parameters 0.4 m simulation 0.8 m simulation 1.0 m simulation
Domain Size (m) 0.8×0.8×0.4 0.8×0.8×0.8 1.0×1.0×1.0
No. of timesteps prior to sampling 200,000 200,000 200,000
No. of samples 50,000 50,000 50,000
Average electron energy (J) 3.5×10−18 3.2×10−18 3.1×10−18
Total charge in the domain
((Ni −Ne)/e)
-2,568,057 -2,732,648 -2,995,666
No. of particles (M) 51.5 100 124.2
Total no. of leaf nodes (M) 0.6 2.47 2.65
Min. leaf node size (mm) ∗∗ 3.12×10−3 3.12×10−3 3.12×10−3
Max. leaf node size (mm) ∗∗ 0.025 0.025 0.025
Simulation run time for 2,000
timesteps ∗∗ (hr)
0.5 1.08 1.83
Number of Tesla K20 GPUs 32 64 64
Initial electron number density (neo =1×1013 m−3); Initial electron temperature Teo=2 eV
Initial electron plasma frequency (ωpeo =1.7×108 rad/s)
Initial electron thermal velocity, vteo=592,892 m/s
Initial ion number density = 1×1013 m−3, Ion beam velocity vibeam=30,000 m/s
] SS = Steady-state macroparameters
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Chapter 8
Coupled PIC-DSMC for Studying Ion
Thruster Plume and Backflow
Characteristics
In Chapters 6 and 7, we have studied the neutralization mechanism and steady-state characteristics for a
collisionless plume. However, to predict the ion characteristics in the backflow contamination region, charge
exchange (CEX) collisions must be modeled as it is one of the major causes of spacecraft contamination[36,
49, 50]. These collisions occur between the slow xenon neutrals in the plume and the fast beam ions which
produce slow thermal ions, called CEX ions, and fast neutrals. The slow CEX ions are influenced by the
electric field induced between the plume and the surrounding region as well as the spacecraft surfaces,
resulting in their backflow towards critical spacecraft and solar panel surfaces. These backflow CEX ions
potentially obtain energies large enough to cause physical sputtering or material erosion, which over long
operational times, will affect the performance of the solar panel and spacecraft as well as reduce their
integrity and lifetime[51]. Predicting the flux and ion energy distribution in the backflow region will thus
give an accurate estimate of the surface erosion rate and life expectancy. To prevent the charge build-up in
the plume that would cause an increase in the backflow flux and the ion impingement energy, electrons are
emitted from an external hollow cathode device that would serve to neutralize the net charge in the plume.
The effect of hollow cathode location, which affects neutralization, will significantly modify the electric field
and therefore affect the trajectory (i.e., incidence angle) and energy of the backflow ions and consequently,
the sputtering rate of the solar panel surface.
A number of experiments have been performed to measure the backflow ion energy distribution[51,
206]. Although experiments are critical to assess long duration exposure of spacecraft surfaces to plasma
environment, it is challenging to re-create the low density space environment, the lack of which affects the
production rate of CEX ions. Additionally, the measurements of ion energy distribution in the backflow
region may not differentiate between the CEX xenon ions that originate in the plume from those that are
generated due to grid-erosion materials or erosion of facility walls, also known as end-effects, which is not
present in space[207]. Numerical simulations can be used as a complementary tool to provide species-wise
energy distribution in the backflow region for various thruster operating conditions as well as for different
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thruster configurations which can aid in the spacecraft design and thruster integration process. However,
since the plasma plume and its interactions with the spacecraft requires modeling of neutralizer electrons
with high thermal velocities, fast beam heavy xenon ions, slow xenon neutrals, and CEX collisions, modeling
their interactions at different time and length-scales is challenging and requires high-fidelity physics-based
numerical methods.
Numerical simulations of thruster plumes must model both the CEX collisions and the self-consistent
electric field, since they are the primary driving mechanisms for the plume evolution and ion backflow.
The DSMC module discussed in Chapter 3 is extended in this chapter to model the crucial charge-exchange
collisions between neutrals and ions. It is often assumed that the electron distribution is quasi-neutrality and
has a constant electron temperature, which gives an analytical Boltzmann relation to compute the electric
potential variation[61]. However, it is well-known that due to the expansion of the plasma plume, the electron
temperature is not constant. To account for this decrease in the electron temperature, a polytropic relation
has been used in some works, where the isentropic exponent is chosen by using fits to experimental data[208].
An electron fluid model has also been used to model thruster plumes[193, 209], however, even in these models
the conservation equations were modified to a Poisson-like form by assuming quasi-neutrality and steady-
state. Recently, a non-linear hybrid approach has been demonstrated for plasma plume studies by Cichoki
et al.[210], where the simulation domain was divided into neutral and non-neutral regions. However, these
approaches assumed quasi-neutrality and the effect of a shifted electron source on the plume characteristics
were not studied.
In this chapter, for the first time, fully kinetic three-dimensional PIC-DSMC simulations are performed to
quantify the effect of thruster exit density and electron source location on the backflow ion energy distribution
and sputter rate using the CHAOS solver and the newly developed CCE BC proposed in Chapter 7. The
PIC and DSMC modules are invoked to compute the electric field and neutral-neutral as well as neutral-ion
collisions that dominate the evolution of ion thruster plume simulations. Since the masses and velocities of the
plume species, namely, neutrals, ions, and electrons, differ by orders of magnitude, we use species weighting
factors and different timesteps to efficiently and accurately track the particle kinetics. In Sec. 8.1, the
numerical strategies used to couple the PIC and DSMC modules in CHAOS are described. The simulation
set-up for all the cases studied is described in Sec. 8.2 along with the initial condition. The increase in
the radial electric field due to the higher thruster exit number density and its effects of the backflow ion
characteristics is discussed in Sec. 8.3. Simulations are also performed using the Boltzmann relation for
electric potential to compare the effect of assuming quasi-neutrality and constant electron temperature on
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the backflow ion energy distribution. The formation of electron eddies caused by the separation of electron
and ion sources is discussed in Sec. 8.4.
8.1 Coupled PIC-DSMC Framework in CHAOS
In this section, we discuss the computational framework implemented in CHAOS to couple the PIC and
DSMC approaches for computing the self-consistent electric field and performing the crucial CEX collisions.
The ion thruster plasma plume comprises of xenon neutrals, xenon ions, and neutralizer electrons, with
vte >> vibeam >> vti ∼ vtn, where vte, vibeam, vti, and vtn are the electron thermal velocity, ion beam
velocity, and thermal velocities of the ions and neutrals, respectively. In addition, the number density of
the xenon neutrals is an order of magnitude higher than that of the ions and electrons, and the mass of
xenon is much heavier than that of the electron. As a consequence of the differences in the number densities,
velocities, and mass of the plume species, the time and length scales that govern the two main physical
processes, namely, collisions and electric field, differ by at-least two orders of magnitude. The numerical
methodologies used to couple the PIC and DSMC approaches that model these physical processes with
disparate time and length scales is discussed in Sec. 8.1.1. The extended DSMC module to account for
ion-neutral collisions is described in Sec. 8.1.2 and the details of the PIC module were previously discussed
in Chapter 5.
8.1.1 PIC-DSMC Coupling
The flow-chart illustrating the coupled PIC-DSMC framework in CHAOS is shown in Fig. 8.1. The steps
involved in the PIC and DSMC approaches are categorized in the code as modules, which is symbolically
shown in Fig. 8.1 by placing the DSMC steps in one box and the PIC steps in another. Particle data is
transferred to each module, where the velocity and acceleration of the particles are updated depending on
the respective physical process modeled, namely, collisions in DSMC and electric field in PIC. The DSMC
module alters the velocity of the xenon neutrals and ions through the momentum and charge-exchange
collisions computed between the two species. The PIC module computes the self-consistent electric field
based on the distribution of the charged particles and alters the acceleration and velocity of the charged
particles, namely, ions and electrons. Using the updated velocity and acceleration obtained from the PIC
and DSMC modules, the particles are moved to new positions using the leap-frog scheme and the species-
dependent timestep. After movement, those particles that cross the computational boundary are treated
176
Start
Initialize 
Particles
Move 
Particles
B.C 
Particles
New 
C-FOT?
Construct
C-FOT
Partition
C-FOT
Map ion & neutral 
to C-FOT
Collisions
On C-FOT
New 
E-FOT?
Construct
2:1 E-FOT 
Partition
E-FOT 
Compute ρ
Poisson
PCG → Φ
Electric 
Field
Compute 
acceleration
PIC MODULE
DSMC MODULE
Yes
No
Yes
No
Coll? Yes
No
Figure 8.1: Flowchart for the PIC-DSMC framework in CHAOS
with the appropriate boundary conditions. This procedure of updating particle velocities and acceleration
from the PIC and DSMC modules and updating their position using the leap-frog method constitutes one
cycle or one iteration.
Time-Slicing for Disparate Timescales of the DSMC and PIC Modules
As previously mentioned in Chapters 3 and 5, the timescales that govern the collisions and the evolution of
the electric field are dictated by the collision frequency, νcoll, and electron plasma frequency, ωpe, respectively.
To accurately model the plasma dynamics, the timestep required by the explicit PIC approach, ∆tPIC , to
resolve the electron kinetics is such that, ∆tPIC < 0.1ω
−1
pe [60], which is on the order of 0.1-0.04 ns for typical
ion thruster plume densities of 1015/m3. Thus, to accurately capture the evolution of the electric field, the
timestep for the ions and electrons must be equal to ∆tPIC . On the other hand, the timestep required to
model collisions should be less than the mean collision time[59], which is ∼ 10 µs for ion thruster plumes, but
not as small as ∆tPIC , because at that timescale no collisions would occur. Typically, for thruster plumes,
the timestep for the DSMC collisions is on the order of 10 ns which is three orders of magnitude higher than
the PIC timescale.
To reconcile these disparate timescales, unlike the PIC module, the DSMC module is not executed at
every iteration. Instead, the DSMC module is executed after every 100 or 500 iterations, the frequency of
which is chosen depending on the ratio of timesteps required for DSMC collisions and PIC. This time-slicing
methodology is illustrated with the help of a schematic in Fig 8.2. In this example, the timestep required for
177
0 0.05 0.1 0.15 0.2 10 10.05 10.1 10.15
DSMC 
20 20.05
PIC
time (ns) 
0 1 2 3 4 201 202 203 400 401200Iteration  
DSMC 
PIC PIC PIC PIC PIC PIC PIC PIC PIC
Figure 8.2: Time-slicing methodology to couple the PIC and DSMC modules with disparate timescales.
PIC is ∆tPIC=0.05 ns, and that required to perform collisions is ∆tDSMC=10 ns. Since the iterations are
performed at the PIC timescale, the DSMC module is invoked every ∆tDSMC/∆tPIC = Fcoll=200 iterations,
where, Fcoll is the time-interval at which collisions are performed.
Separate Linearized Forest of Octrees and Domain Decomposition for PIC and DSMC
The thruster plume density decreases quadratically from the thruster exit as it expands and consequently,
the local length scales, namely, the local Debye length and mean free path, also increase. To improve the
computational efficiency, the linearized FOT approach implementation described in Chapter 5 is required as
it allows for more cell refinement in the high density regions while maintaining a coarse cell size in the low
density regions. In addition to the variation of the local length-scales due to plume expansion, the length-
scales that dominate the two main physical processes, namely, mean free path for collisions and Debye length
for electric field computation, differ by at-least two orders of magnitude for thruster plumes. Typically, for
thruster plumes, the Debye length is on the order of 0.1 or 1 mm, while the mean free path is on the order
of 10 mm. The leaf nodes of the FOT can satisfy only one refinement criterion, and therefore, to resolve the
disparate length scales without compromising on the computational efficiency, we use two linear FOTs. The
FOT constructed to resolve the local mean free path criterion, ∆x < λ, for collisions in the DSMC module
is called the C-FOT, and that which is constructed to resolve the local Debye length criterion, ∆x < λD, for
the electric field computations in the PIC module is called the E-FOT. This strategy of using two separate
grids was first proposed by Serikov et al.[211], and recently, Korkut et al.[61], implemented the scheme for
octrees. However, the octrees were stored using a pointer-based approach and a Boltzmann relation was
assumed to obtain the electric potential[61].
The FOT construction is described in detail in Chapter 2 and is tailored to include the 2:1 spatial
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constraint as discussed in Chapter 5. To capture the evolution of the plume, the C- and E-FOTs are
dynamically destroyed and reconstructed after some predetermined number of cycles or iterations. Since the
electric field evolves at a faster timescale, the E-FOT is reconstructed after every 50-200 iterations, while the
C-FOT is reconstructed after every 10,000 iterations, which on the DSMC scale is after every 100 executions
of the DSMC module. After the flow-field reaches steady-state, the macroparameters are computed on the
final C- and E-FOT constructed.
To improve the computational scalability, the leaf nodes of the C and E-FOTs are distributed among the
processors such that all the processors have equal computational load. The methodology for partitioning
the linearized Z-ordered FOT is described in detail in Sec. 2.3. When the DSMC module is invoked, the
particles are mapped to the C-FOT leaf nodes, thus distributing particles among the processors based on
the C-FOT partition, and when the PIC module is executed, the particles are mapped to the E-FOT leaf
nodes, thereby distributing particles based on the E-FOT partition. Since the two modules are independent
of each other, the partitioned sub-domain contained in a processor for the DSMC module need not overlap
with the partitioned sub-domain contained for the PIC module.
Species Timestep and Weighting Factors
The particles are moved independent of the E- or C-FOT using the updated velocities and acceleration from
the DSMC and PIC modules and the species-dependent timestep. That is, the positions of the neutrals,
ions, and electrons are updated with timesteps of ∆tn >> ∆ti = ∆te, respectively. The neutral particles
are moved only when the DSMC module is executed, since the neutral velocities are updated only by the
DSMC collisions and not by the electric field computed in the PIC module. In the PIC-DSMC simulations
performed in this work, the ions and electrons are moved every iteration with timestep, ∆ti = ∆te = ∆tPIC .
However, since the DSMC module is invoked after an interval of Fcoll =100 to 500 iterations, the effective
ion timestep used to determine the collision frequency in the DSMC module is ∆ti,Coll = ∆ti ∗ Fcoll. The
ion collision timestep in the context of collisions is discussed further in Sec. 8.1.2. It should also be noted
that throughout the simulation, the timestep used to move the ions, and electrons is constant, but, the fast
neutrals that are generated as a result of CEX collisions are flagged and are moved after every DSMC call
with a timestep of ∆ti,Coll.
Weighting factors are used to allow for the disparate number densities of the neutral and charged species
(ions and electrons) that are present in ion thruster plumes with ni ∼ ne ∼ 0.1nn, where ni, ne, and nn are
the number densities of the ions, electrons and neutrals, respectively. Therefore, to increase the number of
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computational particles of the low number density species, such that there are atleast 50 particles in the most
refined E-FOT leaf node, without increasing the number of particles of the high density neutrals, weighting
factors are used, with We = Wi ∼ 0.003Wn, where, W is the weight and the sub-script refers to electrons,
ions, and neutrals, respectively. This weighting strategy also ensures that there are enough computational
particles available to perform the collisions between the low-density ions and high-density neutrals in the
weakly-ionized plume.
Optimization at Steady-State
After the spatial variation of electric field in the plume simulations reaches steady-state, the electric-field
macroparameters, such as electric potential and electric field are sampled. However, since the low velocity
CEX ions that are attracted towards the backflow region move slowly, they require more timesteps and thus
more number of iterations to reach steady-state. For the thruster plume simulations performed in this work,
the electric field reached steady-state 100 µs earlier than the time taken by the ion flux in the backflow
region to reach steady-state, which typically requires nearly 185 µs. Therefore, to save computational time
without compromising accuracy, after the electric field reaches steady-state, the Poisson-solver is not called
to compute the instantaneous electric potential, instead, the sampled steady-state electric field is used to
accelerate the charged particles. This ensures that more DSMC collisions are sampled to obtain good
statistics for CEX ions while also saving computational time by using the sampled steady-state electric field.
Such an approximation is acceptable because the fraction of CEX ions in the backflow region is much less
than 10−4 compared to the beam ion density and therefore does not significantly affect the electric field. The
coputational saving is significant because the Poisson solver computations that includes charge deposition
and electric potential solve with the CCE boundary condition accounts for 50% of the total computational
cost per timestep.
8.1.2 Extension of the DSMC Module to Include CEX and MEX Collisions
The DSMC module described in Chapter 3 models binary collisions between neutral species only. For
ion thruster plume modeling, the DSMC module is extended to perform three types of collisions, namely
momentum exchange (MEX) collisions between Xe-Xe and Xe-Xe+, and, charge exchange (CEX) collisions
between Xe-Xe+. When the DSMC module is invoked, first, the particles are mapped to the C-FOT leaf
nodes, and if a particle belongs to a C-FOT leaf node that is contained in a different GPU’s sub-domain,
then using MPI-CUDA communications the particles are transferred from the source to the destination GPU.
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After mapping particles to leaf nodes, inter-particle collisions are performed between particles that belong
to the same leaf node.
The collision scheme proposed and demonstrated by Serikov et al.[211] is used for modeling the plume,
since it accounts for the disparate timesteps and weighting factors of ions and neutrals. In this method, the
maximum number of possible collisions, Nmax, between ions and neutrals for a given leaf node is computed
as[61, 211],
Nmax = NiNnmax(Wi,Wn)Fnum(gσT )max∆ti,Coll/V (8.1)
where, Ni, and Nn are the number of computational ions and neutrals in a leaf node, Wi and Wn are the
weighting factors of ions and neutrals respectively, and V is the volume of the leaf node. The quantity Fnum is
the number of real atoms, ions, or electrons represented by a single computational particle. In this work, the
value of Wn is unity, that is, each computational particle represents Fnum real neutral atoms, and the value
of Wi ∼ 0.003Wn, which means that, each computational particle represents Wi×Fnum real ions. The term
(gσT )max stores the maximum value of the product of the relative velocity, g, and the total collision cross-
section, σT , which is computed for a selected pair of particles. Note that as mentioned earlier in Sec. 8.1.1,
the ion timestep used to compute the ion-neutral collision frequency in Eq. 8.1 is ∆ti,Coll = ∆ti ·FColl. That
is, if the ion timestep used for particle movement is, ∆ti = 5 × 10−11 s and the DSMC module is executed
after every 200 iterations, then Nmax is computed using ∆ti,Coll = 1 × 10−8 s. It should be noted that
for the neutral-neutral collisions, the timestep of the neutral species, ∆tn, is used in Eq. 8.1 to determine
the total number of possible Xe−Xe collisions. Coulomb, recombination, and ionization collisions are not
performed in this work since the collision frequencies of these collision types are too small to have an effect
on the plume characteristics.
The collision cross-sections for momentum exchange between neutrals[212], σXe−Xe, and the momentum[213],
σMEXXe−Xe+ , and charge-exchange[214], σ
CEX
Xe−Xe+ between neutrals and ions are given by[61]
σXe−Xe =
2.117× 10−18
g0.24
m2, (8.2)
σMEXXe−Xe+ = (213.04− 30.04× log10(E))× 10−20m2, (8.3)
σCEXXe−Xe+ = (87.3− 13.6× log10(E))× 10−20m2, (8.4)
where, g represents the relative velocity between the selected collision pair and E is the ion energy in eV. The
value of total collision cross-section, σT , used in Eq. (8.1), to compute the Xe−Xe and Xe−Xe+ collisions
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is σT = σXe−Xe and σT = σMEXXe−Xe+ + σ
CEX
Xe−Xe+ , respectively[61]. The details of the collision scheme are
described in Korkut et al.[61], and Serikov et al[211].
8.2 Simulation Set-Up and Case Description
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Figure 8.3: Simulation set-up for the ion thruster plume simulations. The thruster exit for both
configurations is at z=0.1 m. A Dirichlet boundary condition of φ=0 V is implemented in the highlighted
orange region at the inlet plane, surrounding the radial sources. Dirichlet boundary condition is
implemented at the solar panel for low density colocated case 1A. For cases 1B, 2A, and 2B, a Neumann
electric field boundary conditions is implemented at the solar panel.
The simulation set-up for the fully-kinetic PIC-DSMC ion thruster plume simulations with colocated and
separated electron-ion sources are shown in Figs. 8.3(a) and 8.3(b), respectively. Unlike the plumes modeled
in Chapters 6 and 7, the thruster body, highlighted by the orange region, is included in the domain with
the thruster exit off-set from the inlet plane at z=0.1 m, for both configurations. For the colocated case,
xenon neutrals, ions, and electrons are emitted from the same source, while for the second configuration,
the electron source is shifted in the y-direction to model a more realistic thruster geometry. At the domain
boundaries, the traditional outflow boundary condition is implemented for ions and neutrals, while for the
electrons, the CCE boundary condition described in Sec. 7.3.5 of Chapter 7 is used. For the electric field
computations, a Dirichlet boundary condition of φ=0 V is implemented for the thruster body, highlighted by
the orange region in Figs 8.3(a) and 8.3(b). At the remaining boundaries, the non-homogeneous Neumann
boundary condition discussed in Sec. 7.3.5 of Chapter 7 is used.
Solar panels are modeled in the backflow region to simulate the backflow of the charge-exchanged ions
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due to the electric field induced between the plume and solar panel surface. Ideally, a charge-absorbing
wall boundary condition should be employed at the solar panel surface, such that, the negative charge
deposited on the surface by the electrons is dynamically computed. However, for this work, as a simple
approximation, a known potential or a negative electric field is implemented at the solar panel surface to
reduce the computational cost. Roy et al.[215] have shown that the solar panel potential is about 30 V less
that the spacecraft ground. Therefore, for the low density colocated case, a Dirichlet boundary condition of
-30 V was implemented because the spacecraft is grounded at 0 V in the simulation.
For the shifted electron source configuration, however, the electric potential surrounding the plume was
found to be lower than -30 V due to substantial loss of electrons caused by the shift in the electron source, also
observed from the mesothermal simulations performed in Chapter 7. For such a case with lower potential in
the region surrounding the plume, a constant potential of -30 V is non-physical since, in reality, as electrons
become attracted towards the surface, the solar panel surface would eventually charge negative compared to
the local plasma potential. Therefore, instead of using a Dirichlet boundary condition of -30 V for the solar
panel, a constant electric field of -100 V/m is implemented on the solar panel surface. That is, it is assumed
that the potential would drop by 0.1 V over a local Debye length of 1 mm. Furthermore, at steady-state, the
low density colocated case with Dirichlet boundary condition of -30 V on the solar panel resulted in an axial
electric field approximately equal to -100 V/m at the solar panel, equivalent to the imposed electric field for
the shifted case. Similarly, for the high density simulations, an electric field of -400 V/m is implemented at
the solar panel surface, to model the decrease in potential in the backflow region, assuming that the potential
will drop by 0.1 V across a local Debye length of 0.2 mm.
The coupled PIC-DSMC simulations performed with colocated and separated ion-electron configurations,
are designated as “A” and “B”, respectively, and the simulations with thruster exit ion number densities of
4×1013/m3 and 2.3×1015/m3, are designated as “1” and “2”, respectively. Cases 1A, 1B, 2A, and 2B are
thus performed to study the effect of number density and electron source location on the plume and backflow
characteristics. We also perform simulations using the traditional Boltzmann relation defined as cases 1C
and 2C to compare the results with those obtained from the colocated fully-kinetic PIC-DSMC simulations
1A and 2A. The electric potential for the Boltzmann relation case is computed as,
φ = φo +
kbTe
e
ln
(
ne
no
)
, (8.5)
where, φo, no, kb, and e are the reference potential and number density, Boltzmann’s constant and elementary
charge, respectively. The electron number density, ne is obtained by invoking the quasi-neutrality assumption
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with ne = ni.
The initial thruster exit conditions for the low and high density plume simulations are given in Tab. 8.1
and Tab. 8.2, respectively. The domain size for the low and high density simulations are (1.2×1.2×0.6) m
and (0.75×0.75×0.375) m, respectively, which is approximately equal to 200λD and 400λD, respectively, in
the streamwise direction for both cases. As demonstrated in Chapter 7, the CCE open boundary construct
allows the use of smaller domain sizes with negligible differences in the electric field, which makes these
simulations computationally tractable. The input conditions given in Tab. 8.2 for the high density case are
similar to those used for real ion thruster exit conditions[71, 61]. For the low density cases, the thruster exit
densities given in Tab. 8.1 are scaled by a factor of (1/20) compared to the high-density cases. The ratio of
neutral to ion number density is also 20, similar to that of real thruster exit conditions[71]. For colocated
cases 1A and 2A, initially, the ratio of ion and electron number density is a factor of four, similar to the
mesothermal plume modeled in Chapter 7, however, as the plume evolves, the electrons are electrostatically
trapped by the plume such that the plume becomes quasi-neutral.
Table 8.1: Input conditions(a) for low density cases 1A to 1C
Thruster exit conditions Xe Xe+ e− (b)
Initial density (m−3) 8×1014 4×1013 1×1013
Bulk velocity (m/s) 200 40,000 0.0
Temperature (K) 300 300 23,210 (2 eV)
Species weight 1 0.003 0.003
Species timestep 5.6×10−6 2.8×10−10 2.8×10−10
Domain size (xD,yD,zD) (1.2, 1.2, 1.2) m
Source center(c) (xc,yc,zc) (0.6, 0.6, 0.1) m
(a)Fnum for all the species is 1×105; Ion and electron source radii are 0.0625 m, ωpeo=1.7×108 rad/s
(b)Electron number density for the shifted case, 1B, is 4×1013/m3.
(c)Electron source center, (xec,yec,zec) for shifted case 1B is (0.6,0.725,0.1) m.
Ions are introduced in the domain with a Gaussian distribution and a beam divergence angle of 12°,
which is representative of ion thruster plumes[36, 61], unlike the collimated beam used in Chapters 6 and 7.
Electrons are initialized with a full Maxwellian in the cross-stream direction and a half-Maxwellian in the
stream-wise direction at a temperature of 2 eV. The electron timestep is such that ∆te < 0.1ω
−1
peo, which
results in a timestep of 2.8×10−10 and 4×10−11s, for the low and high density cases, respectively. The ions
move with the same timestep as the electrons and the PIC module is invoked at the electron timescale.
However, as previously discussed in Sec. 8.1.1, the DSMC module is invoked every 100 PIC timesteps for
the low density cases 1A and 1B, and after every 500 timesteps for the high density cases 2A and 2B. It
should be noted that for the Boltzmann simulation electrons are not explicitly modeled. Therefore, a higher
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Table 8.2: Input conditions(a) for high density cases 2A, 2B(b), 2C
Thruster exit conditions Xe Xe+ e−
Initial density (m−3) 5.6×1015 2.3×1015 0.575×1015
Bulk velocity (m/s) 200 40,000 0.0
Temperature (K) 300 300 23,210 (2 eV)
Species Weight 1 0.0008 0.0008
Species Timestep 5.6×10−6 4×10−11 4×10−11
Domain size (xD,yD,zD)(c) (0.75, 0.75, 0.375) m
Source center(d) (xc,yc,zc) (0.375, 0.375, 0.1) m
(a)Fnum for all the species is 1×106, ωpeo=1.7×109 rad/s
(b)For case 2B, initial e−, Xe+, and Xe number density is neo=6×1015/m3, nio=1×1015/m3, nno=2×1015/m3
(c)The domain size for case 2C is the same as that for case 1C.
(d)Ion source radius is 0.0625 m for cases 2A and 2B, and electron source radius is 0.01 m for case 2B,
and electron source center at (0.375,0.3925,0.1) m for shifted case.
ion timestep of 2.8×10−8 s can be used for these simulations due to the assumption that the electron and
ion charge density are equal everywhere in the domain. For the high density cases 2A and 2B, the criterion
for the E-FOT cell size for the high density case was set as ∆x < 2λD, which is within the requirement of
∆x < 3λD for explicit methods[216]. Additionally convergence studies performed with ∆x < λD upto 90,000
timesteps, i.e., t=3.6 µs showed converged electric field results for the coarser grid and four times saving in
computational time.
To study the effect of collisions on the electric-field variation, mesothermal (collisionless) simulations
were also performed with the same input condition as that used for cases 1A and 1B, given in Tab. 8.1.
It was found that the electric field was not significantly affected by the CEX collisions due to the small
fraction (<0.01) of CEX ions generated in comparison to the beam ions. However, it should be noted that
no backflow is generated without modeling the crucial CEX reactions. The effects of assuming the Boltzmann
relation, increase in the thruster exit number density, and electron source location on the plume and backflow
characteristics are discussed next in Secs. 8.3 and 8.4. Finally, a detailed discussion on the comparison of
plume characteristics obtained from the fully kinetic PIC simulations performed with and without DSMC
collisions for both, colocated and separated ion-electron cases 1A and 1B, is presented in detail in Sec. 8.5.
8.3 Effect of Thruster Exit Number Density and Boltzmann
Assumption on the Colocated Plume Characteristics
In this section, results obtained from the colocated plume simulations, namely the fully-kinetic PIC-DSMC
cases 1A, 2A, and the Boltzmann cases 1C, 2C, defined earlier in Sec. 8.2 are analyzed by comparing
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the variation of the flow-field macroparameters. For all cases, the electric field was considered to reach
steady-state when the electric potential variation in the domain did not change more than the statistically
acceptable 2% difference with time. After the system reached steady-state, the electric-field macroparameters
were sampled for an additional 50,000 timesteps, and the sampled electric field was then used to advance
the simulation with DSMC collisions until the total CEX ions and the backflow region reached steady-state.
The steady-state simulation parameters, such as, total number of particles, leaf nodes for E and C-FOTs,
are given in Tabs. 8.3 and 8.4, respectively, at the end of this chapter.
8.3.1 Comparison of Plume Characteristics Predicted by Fully Kinetic and
Boltzmann Simulations for 1013/m3 Density Case
The effect of assuming a Boltzmann relation for the electric potential is assessed by comparing the flow-field
properties from the Boltzmann simulation case 1C with those obtained from the fully-kinetic PIC-DSMC case
1A. Neutral-neutral and ion-neutral collisions are performed in both the simulations, however, the differences
between the two simulations occur due to the different approaches used for computing the electric field. For
the fully kinetic case 1A, the self-consistent electric potential is obtained by solving the electrostatic Poisson’s
equation, while for case 1C, the electric potential is obtained from the analytical expression given in Eq. 8.5.
Note that, the value of φo and no used for the Boltzmann equation are set equal to the thruster exit potential
and initial ion number density obtained from the fully PIC simulation. The electric field for case 1A reached
steady-state after t =42 µs, i.e., tωpeo=7500, and the CEX ion number density in the domain reached steady-
state after t=280 µs. The difference in the time-scale required for the electric field and CEX number density
to reach steady-state, respectively, allowed us to turn off the Poisson solver after the steady-state electric
field was sampled for 50,000 timesteps beyond t=42 µs. The sampled electric field was then used to perform
DSMC collisions and move the charged ions species, until the CEX ions in the domain and the backflow
region reached steady-state.
A comparison of the steady-state ion charge density distribution normalized by the initial thruster exit
ion charge density, ρo = e · nio, across the y − z plane passing through the center of the domain, obtained
from cases 1A and 1C, is shown in Fig. 8.4(a). The variation of ion charge density in the plume core region
predicted from the two methods are in agreement, suggesting that the use of the Boltzmann relation for the
electric potential does not significantly affect the ion density in the plume core-region. A comparison of the
corresponding steady-state electric potential obtained for cases 1A and 1C is shown in Fig. 8.4(b). Even
though the electric potential in the plume core region are in agreement within 2-4 V, the potential predicted
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by the Boltzmann case 1C in the region surrounding the plume is significantly lower compared to the fully
kinetic case 1A. In some regions outside the plume, the ion number density is zero, and therefore, to prevent
the logarithm term in Eq. (8.5) from blowing up in case 1C, a floor value of ne=1×105/m3 is used. The
sudden drop in the ion density and the use of a floor value to model ne = ni everywhere in the domain, causes
the potential to abruptly decrease at the radial edge of the plume for case 1C, as shown in Fig. 8.4(b). In
contrast, the electric potential obtained from case 1A decreases gradually in the radial direction as observed
from Fig. 8.4(b). For case 1A, the near-field potential surrounding the electron-ion sources at the thruster
exit is equal to the imposed Dirichlet value of 0 V, while for the Boltzmann simulation, it decreases to -40 V,
as shown in Fig. 8.4(b) since the Boltzmann relation does not directly account for the electric potential or
electric field boundary conditions.
(a) ρi/ρo (b) φ
Figure 8.4: Comparison of ion charge density normalized by ρo = e · (4× 1013) and electric potential
obtained from fully kinetic case 1A (top) and Boltzmann simulation case 1C (bottom).
For a quantitative comparison of the flow-field properties, the steady-state flow-field macroparameters
obtained from cases 1A and 1C are extracted along the plume centerline. The variation of the ion charge
density normalized by ρo from the two cases is shown in Fig. 8.5(a). It can be seen that the results obtained
from both simulations agree well within the statistical variation of 1%. The variation of electron charge
density along the plume centerline obtained from the fully kinetic simulation is also shown. The magnitude
of ion and electron charge density variation is equal along the plume centerline, indicating that the electrons
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become electrostatically trapped within the plume resulting in a quasi-neutral net charge, as assumed by
the Boltzmann relation. In Fig. 8.5(b) it can be seen that near the thruster source, from z=0.1 to 0.16 m,
the electric potential along the plume centerline obtained from both simulations are in agreement. However,
as we move downstream, the Boltzmann relation under-predicts the electric potential due to an inaccurate
assumption of constant electron temperature for an expanding plume. However, the maximum potential
difference downstream from the thruster sources is still 2 V only, which may be considered an acceptable
difference.
(a) ρ/ρo (b) Electric potential
Figure 8.5: Comparison of charge density and electric potential along the plume centerline obtained from
the fully kinetic (case 1A) and the Boltzmann simulation (case 1C).
Unlike the agreement obtained in the plume core-region, in the region outside the plume, considerable
differences are observed for the electric potential predicted by the Boltzmann and fully kinetic simulations.
Electric field properties are extracted along a vertical line, perpendicular to the plume propagation direction,
at z=0.2 m, as shown in Fig. 8.6, to compare the cross-stream variation for cases 1A and 1C. Since the
colocated plume is axisymmetric, the variation of electric potential obtained from cases 1A and 1C are
shown from the plume center-line at y=0.6 to the domain boundary at y=1.2 m, in Fig. 8.6(a). It can be
seen that within the plume core-region, the electric potential obtained from both cases agrees well. However,
at the radial edge, y=0.68 m, the potential from the Boltzmann case 1C decreases rapidly to -47 V in
comparison to a gradual decrease to -13 V observed for the fully kinetic case 1B. As a consequence of this
difference, the peak y-component of the electric field obtained from the Boltzmann case 1C is 4.5 times
higher compared to that obtained from the fully kinetic case 1A, as shown in Fig. 8.6(b).
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(a) Electric potential (b) y-component of the electric field
Figure 8.6: Comparison of electric potential and electric field along a vertical line at z=0.2 m obtained
from the fully kinetic (case 1A) and Boltzmann simulation (case 1C).
(a) Xe number density (b) Xe+CEX number density
Figure 8.7: Comparison of neutral and CEX number densities along the plume centerline obtained from the
fully kinetic case 1A and Boltzmann case 1C.
Since the differences in the electric field do not affect the neutral species, the neutral number density
within the plume obtained from cases 1A and 1C are in good agreement, as shown in Fig. 8.7(a). For
both cases, the neutral number density decreases rapidly from 7.2×1014/m3 at the thruster exit, z=0.1 m,
to 1×1014/m3 at z=0.25. Within the core region, the ion number density from cases 1A and 1C, shown
previously in Fig. 8.5(a), are in agreement, which leads to the collision frequencies of the MEX and CEX ion-
neutral interactions being equal. As a result, the CEX number density variation along the plume centerline is
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comparable, as shown in Fig. 8.7(b). Because the CEX collision frequency is a function of the product of ion
and neutral number densities, the number density of the CEX ions peaks in the region between 0.1< z <0.2 m,
where the neutral density is maximum. Note that the peak CEX number density at z=0.12 m, is three orders
of magnitude lower than the thruster exit ion number density. Since the CEX ions for the low density plume
are in trace amounts, they are susceptible to higher statistical noise compared to the high density beam
ions and neutrals. Therefore, a higher fluctuation is observed for the CEX ion number density variation in
Fig. 8.7(b), compared to the smooth variation observed for the beam ions and neutrals in Figs. 8.5(a) and
8.7(b), respectively.
Figure 8.8: Comparison of Xe+ streamwise velocity variation obtained from the fully kinetic case 1A (top)
and Boltzmann simulation case 1C (bottom), along with their respective three-dimensional ion velocity
streamlines.
The spatial variation of the streamwise ion velocity in the y − z plane extracted at the center of the
domain and the three-dimensional ion velocity streamlines, obtained from cases 1A and 1C are compared
in Fig. 8.8. From the spatial variation of streamwise ion velocity, it can be seen that the plume predicted
by case 1C is wider than that for the fully kinetic case 1A due to the higher radial electric field obtained
for the Boltzmann plume as observed previously in Fig. 8.6(b). For both cases, the xenon ions flow radially
outwards with some ions flowing towards the solar panel due to the lower potential in the backflow region.
However, because the Boltzmann case predicts a rapid decrease in the potential both radially as well as in
the z-direction as shown previously in Fig. 8.4(b), the slow CEX ions impinge on the solar panel in the
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backflow region at a higher angle of incidence, compared to the shallower angles observed for the streamlines
for case 1B. A quantitative comparison of the backflow angle of incidence and energy is discussed further in
Sec. 8.3.3.
8.3.2 Effect of Thruster Exit Number Density on the Colocated Plume
Characteristics
Since these are the first fully-kinetic simulations performed at this high a number density without scaling-
down the thruster geometry, we first discuss the time convergence of the simulations. The electric field for
the high density simulation, case 2A, reached steady-state after 190,000 PIC timesteps, which is equal to
tωpeo=12,900, i.e., t =7.6 µs, as evident from the temporal variation of the total number of ions and electrons
in the domain shown in Fig. 8.9(a). On the other hand, the DSMC collisions that are performed every 500
timesteps, reached steady state at t =185 µs, as observed from the time required for the total CEX ions
in the domain to reach a constant value in Fig. 8.9(b). The cross-stream variation of the instantaneous
potential obtained in the backflow region, at z=0.01 m, with respect to the instantaneous thruster exit
potential with increase in simulation time is shown in Fig. 8.10(a). It can be seen that the electric potential
in the backflow region at t=6 µs agrees within 2-4 V with the steady-state potential obtained at t=7.2µs.
The flux of CEX ions incident in the backflow region, however, reached steady-state only after t=185 µs, as
shown in Fig. 8.10(b). Similar to case 1A, since the time-scale required for the DSMC collisions to reach
steady-state is 20 times longer compared to that required for the electric field, and since the fraction of the
trace CEX species was found to have negligible effect on the electric field, Poisson’s equation was not solved
after the electric field reached steady-state. The high density Boltzmann simulation, case 2C, was performed
using φref=0 V, no = nio, (given in Tab. 8.2) and for this simulation, the flow-field reached steady-state
after t=280 µs, and was sampled for an additional 60,000 timesteps to obtain sufficient statistics.
To study the effect of increasing the ion and electron number densities on the plume characteristics, the
spatial variation of the steady-state electric potential along the y − z center-plane obtained from the fully
kinetic cases 1A and 2A, and from the Boltzmann simulations, 1C and 2C, are compared in Figs. 8.11(a)
and 8.11(b), respectively. The electric potential for cases 1A and 2A are shifted by their respective thruster
exit potentials of 8 and 108 V, such that, the thruster exit potentials from both cases are 0 V. Although the
electron trapping mechanism is observed in both, cases 1A and 2A, the electric potential surrounding the
plume for case 2A is -120 V, which is an order of magnitude lower compared to the -18 V obtained for case
1A. Since the region surrounding the plume is mainly populated by electrons, increasing the electron charge
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(a) Total number of computational ions and electrons (b) Total number of CEX ions
Figure 8.9: Variation of total number of xenon ions, electrons, and CEX ions in the domain with time for
fully kinetic case 2A.
(a) Electric potential in the backflow region at z=0.01 m (b) Total CEX ions in the backflow region.
Figure 8.10: Transient evolution of backflow electric potential with respect to the thruster exit potential,
and total number of CEX ions in the backflow region.
density in case 2A decreased the potential by an order of magnitude compared to that of case 1A.
In contrast, for the Boltzmann simulation, increasing the ion number density resulted in an increase in
the electric potential in the region surrounding the plume, as shown in Fig. 8.11(b). This is because, the
electric potential for the Boltzmann simulation is computed using the ratio of ion number density to the
reference number density given in Tabs. 8.1 and 8.2 for cases 1C and 2C, respectively. Since the fraction of
charge-exchange ions generated for case 2C is higher, (which will be shown later in Fig. 8.14(b)), the value of
electric potential obtained using Eq. (8.5) is higher in the region surrounding the case 2C plume, compared
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to that from case 1C. Compared to the fully-kinetic case 2A, the Boltzmann simulation under-predicts the
potential difference between the plume core and the region surrounding it by an order of magnitude. This
trend is opposite to that previously observed for the low density plume, where, the Boltzmann simulation
case 1C was found to over-predict the radial potential gradient compared to case 1A due to a relatively lower
CEX ion number density fraction in this region.
(a) Cases 1A and 2A (b) Cases 1C and 2C
Figure 8.11: Comparison of spatial variation of electric potential obtained from cases 1A and 2A, and 1C
and 2C along the y − z center-plane.
The variation of the normalized electron and ion charge density along the plume center-line obtained
from cases 1A, 2A, and 2C are compared in Fig. 8.12(a). Charge densities are normalized by the initial
ion number density, ρo = enio, of the respective cases given in Tabs. 8.1 and 8.2, such that, the normalized
thruster exit ion charge density is unity for all the cases. For the fully kinetic simulations, cases 1A and
2A, the variation of the normalized ion and electron charge density are in agreement. Also, the Boltzmann
case 2C predicts the same ion charge density variation along the plume center-line. At each z location
along the plume center-line, the electron number density of the respective cases is equal to the ion number
density, suggesting that, the plume is quasi-neutral, and even though the electrons were initially emitted
at a lower number density and high thermal velocity, they were electrostatically trapped by the positively
charged plume. Similar to the Maxwellian electron velocity distribution obtained for the low density cases,
in our previous work (Fig. 22(c) of Ref. [217]), the z-EVDF obtained from the high density case 2A was
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found to have a thermal component equal to 1.9 eV at the thruster exit with a bulk component equal to
the beam velocity, indicating that the trapped electrons propagate with the beam velocity. The anisotropy
in the EVDF observed due to expansion for the low density case is also observed for the high density case,
where, the y-EVDF was found to have a thermal component equal to 1.5 eV for case 2A at the thruster exit.
(a) Ion and electron charge density normalized by nio (b) Electric potential
Figure 8.12: Comparison of charge density and potential along the plume centerline obtained from cases
1A, 2A, and 2C.
(a) Cross-stream electric field, Ey , at z=0.2 m (b) Backflow electric potential at z=0.01 m, with respect to
the thruster exit potential.
Figure 8.13: Comparison of cross-stream electric field at z=0.2 m and electric potential in the backflow
region at z=0.01 m obtained from cases 1A, 2A, and 2C.
In contrast to the similar charge density variation along the plume center-line obtained from cases 1A,
2A, and 2C, the variation of the electric potential along the plume center-line, shown in Fig. 8.12(b), displays
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some differences. In case 2A, a potential difference of 14 V is predicted between z=0.1 to 0.375 m compared
to the 2 V difference observed for case 1A and 2C. The difference between cases 2A and 1A is due to
the increase in the thruster exit charge density, while the Boltzmann simulation case 2C predicts a higher
potential due to the use of the Boltzmann relation which approximates the electron number density and
electric potential. Increase in the ion and electron number density in case 2A primarily affects the potential
difference between the plume and the region surrounding it. To quantify this difference, the cross-stream
electric field obtained from cases 1A, 2A, and 2C are extracted along a vertical line passing through the
center of the plume, at z=0.2 m, and compared in Fig. 8.13(a). The peak cross-stream electric field for case
2A is Ey=2678 V/m, which is an order of magnitude higher than the peak electric field of Ey=248 V/m
predicted by the fully kinetic simulation for case 1A. This increase in the radial electric field is consistent
with the order of magnitude decrease in the electric potential surrounding the plume, as a consequence of
the increase in electron charge density. Compared to the fully-kinetic simulation case 2A, the Boltzmann
simulation case 2C predicts a peak cross-stream electric field of Ey=500 V/m, which is approximately, five
times lower than that obtained from case 2A.
For cases 1A, 2A, and 2C, the electric potentials in the backflow region with respect to the thruster
exit potential were obtained by extracting the φ values along a vertical line at z=0.01 m, and shown in
Fig. 8.13(b). The fully kinetic simulation case 2A results in a potential difference of -140 V in the backflow
region with respect to the thruster exit potential, while cases 1A and 2C predict a potential difference of
-20 V. As previously mentioned, the lower potential predicted for case 2A is due to the increase in the
electron charge density surrounding the plume. This difference in the backflow potential with respect to the
thruster exit potential will affect the kinetics of the backflow ions which will be discussed in Sec. 8.3.3.
Increase in the ion and neutral number densities in case 2A increases the collision frequency of the MEX
and CEX reactions between the two species, as indicated by Eq. 8.1, and thus increases the generation of
CEX ions compared to case 1A. To quantify the effect of increase in the neutral and ion number density
on the fraction of CEX ions, the ratio of CEX number density to the thruster exit ion number density, nio,
obtained from cases 1A and 2A are shown in Fig. 8.14(a). Near the plume center-line, y=0.375 m, at the
thruster exit, z=0.1 m, the fraction of CEX number density obtained for case 2A is 0.01 which is an order
of magnitude higher compared to the fraction of 0.001 obtained from case 1A. In the region surrounding the
plume, the fraction of CEX ions for case 2A is 10−4 to 10−5, while the fraction of CEX for case 1A is 10−5
to 10−6. Note that for both cases, the three-dimensional ion velocity streamlines show that CEX ions flow
radially outwards from the plume and are attracted towards the backflow region. These results demonstrate
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that the backflow is caused primarily by the slow CEX ions which are influenced by the electric field.
A comparison of the CEX ion number density obtained from the Boltzmann simulation, case 2C, and
the fully kinetic simulation, case 2A, in the y− z center-plane is shown in Fig. 8.14(b) along with the three-
dimensional ion velocity streamlines. Along the plume axis, y=0.375 m, and within the plume core-region,
the CEX number density obtained from both simulations are in agreement. However, the primary difference
caused by the electric field is evident in the backflow region, where, the CEX ion number density is higher
for the Boltzmann simulation compared to that obtained from the fully-kinetic case 2A. This difference in
the backflow number density is attributed to the difference in the radial electric fields predicted by the two
simulations, as shown previously in Fig. 8.13(a). The higher radial electric field predicted by case 2A results
in a higher radial acceleration of the CEX ions compared to the lower acceleration provided by the five times
lower electric field predicted by case 2C. Furthermore, in case 2A, since the radial electric field is higher
than the axial electric field, the radial velocity component is higher than the stream-wise velocity component
causing most of the ions to move radially outwards. Thus, in the backflow region predicted by case 2A,
the CEX ion number density is negligible close to the thruster geometry but increases in the cross-stream
direction away from the thruster geometry, as observed in the top half of Fig. 8.14(b). In contrast, the
Boltzmann simulation case 2C, shown in the bottom half of Fig. 8.14(b), predicts more CEX ions close to
the thruster geometry due to the relatively lower radial electric field in comparison to case 2A.
The cross-stream and streamwise velocity components of the CEX ions obtained from cases 2A and 2C
are shown in Figs. 8.15(a) and 8.15(b), respectively. Note that the contour levels used in the velocity contour
plots are different for the two figures and the positive and negative vCEX velocities depict radially outward
flow for the results shown above and below the axis of the plume. Figure 8.15(a) shows that the magnitude
of the radial CEX velocity surrounding the plume core-region is higher for the fully kinetic simulation case
2A compared to that obtained from the Boltzmann simulation, case 2C, confirming that the electric field
determines the spatial variation of the CEX ions. The variation of streamwise velocity component of the CEX
ions along the y − z center-plane, obtained from cases 2A and 2C, is shown in Fig. 8.15(b). The streamwise
CEX velocity obtained from case 2A, in the plume core-region downstream from the thruster exit, z > 0.15,
is higher by 200 m/s compared to that obtained from case 2C. This difference is due to a higher potential
gradient along the streamwise direction, obtained for case 2A compared to case 2C, as shown previously in
Fig. 8.12(b). In the backflow region, z < 0.1 m, the streamwise CEX velocity component obtained from case
2C is negative and its magnitude is comparable with the radial component, resulting in a faster turn angle
of the CEX ion trajectory for case 2C. On the other hand, for case 2A, even though the -400 V/m electric
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(a) Fraction of CEX ion density compared to the maximum
beam ion density at the thruster exit, nCEX/nio, obtained
from cases 2A (top) and 1A (bottom).
(b) Comparison of CEX ion density variation obtained from
the fully kinetic cases 2A (top) and the Boltzmann simulation
case 2C (bottom).
Figure 8.14: Comparison of CEX ion number density variation obtained from cases 1A, 2A, and 2C, along
the y − z center-plane.
(a) Cross-stream velocity component, vCEX (b) Streamwise velocity component, wCEX
Figure 8.15: Comparison of cross-stream and stream-wise velocity of the CEX ions obtained for the high
density plume from cases 2A (top) and 2C (bottom).
field implemented on the surface of the solar panel results in a negative streamwise velocity component, the
magnitude of the wCEX component is an order of magnitude lower than the magnitude of the radial velocity
197
component, vCEX . As a result, the CEX ions primarily leave from the cross-stream boundaries with fewer
ions turning into the backflow region. The trajectory of CEX ions is thus affected by the electric field, which
is found to vary with the increase in ion and electron number densities. To quantify the effect of thruster
exit number density and electric potential computation methodologies, the backflow number flux, incidence
angle, and incidence energy obtained from cases 1A, 1C, 2A, and 2C are discussed next.
8.3.3 Effect of Thruster Exit Number Density and Fully Kinetic PIC-DSMC
on the Backflow Contamination Region and Sputter Rate for the
Colocated Cases
The sputtering rate of solar panels due to ion impingement can be predicted from three quantities, namely, ion
flux, incidence angle, and incidence energy. The effect of thruster exit number density and fully-kinetic versus
Boltzmann simulation on these quantities is presented in this section. The region upstream of z < 0.1 m is
defined as the backflow region in this work. Ions that enter this region are sampled to obtain the backflow
statistics of incidence angle and energy. The variation of ion number flux incident on the solar panel placed
in the backflow region along the z =0 m plane, obtained from cases 1A and 1C is shown in Figs. 8.16(a)
and 8.16(b), respectively. Note that the contour scale legends are different for all the figures to offer better
visualization. The negative flux indicates that the backflow of ions is in the direction opposite to the beam
propagation direction. Comparing cases 1A and 1C, it can be seen that the span-wise variation of the ion
flux is different for the two cases. The fully-kinetic case predicts a maximum flux of -2×108m−2s−1 at the
tip of the solar panel, located at a distance of 0.6 m from the center of the thruster geometry, and zero flux
everywhere else. On the other hand, the Boltzmann simulation predicts a higher ion flux of -2×1010m−2s−1
near the thruster geometry and the flux decreases by an order of magnitude towards the tip of the solar
panel. This difference in the ion flux variation is consistent with the ion streamlines shown previously for
cases 1A and 1C in Fig 8.8. Since the radial electric field is relatively stronger compared to the axial electric
field that attracts ions to the backflow region, most of the CEX ions in case 1A leave from the cross-stream
boundary and only a few turn towards the backflow and impinge at the tip of solar panel. In comparison,
the Boltzmann simulation predicts an equally strong radial and axial electric field, which causes the CEX
ions to have a smaller angle of incidence relative to the solar panel surface normal, resulting in a higher flux
closer to the thruster geometry compared to the tip region. It should be noted that the radial electric field
for case 1C is higher compared to that obtained for case 1A which will influence the energy with which ions
impinge the solar panel.
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(a) Case 1A (b) Case 1C
(c) Case 2A (d) Case 2A, at z=0.08 m (e) Case 2C
Figure 8.16: Comparison of Xe+ flux in the backflow region at z=0.01 m obtained from cases 1A, 1C, 2A,
and 2C.
Due to the increase in the ion and neutral number density and the resulting increase in the CEX collision
frequency, the CEX ion flux incident on the solar panel surface increases for case 2A, as shown in Fig. 8.16(c).
Similar to case 1A, most of the ions are incident further away from the thruster geometry for the fully-
kinetic case 2A, with a maximum of -1×1010m−2s−1 at a distance of 0.35 m from the center of the thruster
geometry. The radial electric field for case 2A is stronger than the axial electric field that induces backflow,
and therefore, most of the ions impinge the edge of the solar panel and not closer to the thruster geometry.
The ion flux for case 2A is also extracted at z=0.08 m, downstream from the solar panel, as shown in
Fig. 8.16(d). Even though, qualitatively, the variation of the ion flux at z=0.08 m is similar to that on
the solar panel, the maximum value of ion flux incident at the tip of the plane is -2×1014m−2s−1, which
is four orders of magnitude higher compared to that on the solar panel. Since most of the ions that are
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incident in the backflow region have a higher radial velocity component compared to their axial velocity,
as previously observed from Figs. 8.15(a) and 8.15(b), these ions leave the domain from the cross-stream
boundaries, reducing the incident flux on the solar panel. The Boltzmann simulation case 2C, with high
thruster exit number density, predicts a maximum ion flux of -2.2×1014 m−2s−1 on the solar panel, as shown
in Fig. 8.16(e), comparable to the maximum ion flux obtained for case 2A at z=0.08 m. Similar to the low
density case 1C, the CEX ion flux is higher close to the thruster geometry compared to the tip of the solar
panel, however, the magnitude of the flux is four orders of magnitude higher for case 2C compared to case
1C because of the higher ion and neutral number density.
The interaction of the CEX ions with the surface can also be characterized by the angular distribution
of the incident backflow ions with respect to the solar panel surface normal as shown for the low density
cases 1A and 1C in Fig. 8.17(a). Note that incidence angles of 0 and 90°represent normal and grazing
incidence with respect to the solar panel surface normal. Compared to the narrow spread of incidence angles
observed for case 1A, the Boltzmann simulation case 1C predicts a wider range of incidence angles with a
finite number of ions incident with angle less than 60°. This is due to the comparable axial and radial electric
fields predicted in case 1C, in contrast to case 1A, which predicts a stronger radial electric field component
compared to the axial component. The angle of incidence increases with increase in the number density, for
case 2A, as shown in Fig. 8.17(b). The higher radial electric field for case 2A compared to case 1A, shown
previously in Fig. 8.13(a), causes the ions to enter the backflow region with an angle of incidence close to the
grazing angle of 80° compared to the peak angle of 67° observed for case 1A. In comparison, the Boltzmann
case 2C, predicts a peak incidence angle of 72° with a slightly wider range of incidence angles compared to
the fully kinetic case 2A.
The ion energy distribution functions (IEDF) of the ions sampled in the backflow region, for cases 1A
and 1C, are shown in Fig. 8.18(a). Analytical Maxwellian energy distributions are computed with thermal
and bulk components to compare with the energy distribution data obtained from the simulations. The
agreement with the analytical curve-fits shows that IEDF obtained from case 1A has a thermal component
of 0.7 eV and a bulk component of 14.5 eV such that the peak energy value is 15 eV. This bulk component in
the energy distribution function is due to the acceleration obtained from the electric field induced between
the plume potential shown in Fig. 8.12(b) and the backflow region potential, shown in Fig. 8.13(b). In
contrast to the narrow energy distribution observed for case 1A, the Boltzmann simulation case 1C predicts
a wider range of energy with a thermal component of 10 eV and energy shift of 10.5 eV. This wider energy
spread in case 1C indicates a higher thermal component for the backflow ions, which is consistent with the
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(a) Cases 1A and 1C (b) Cases 2A and 2C
Figure 8.17: Comparison of incidence angle distribution in the backflow region, z < 0.1 m. Angle of 0 and
90° represent normal and grazing incidence with respect to the surface normal, respectively.
larger spread of incidence angle distribution shown previously in Fig. 8.17(a).
The energy distribution functions of the ions that constitute the backflow region for the high density fully
kinetic case 2A and Boltzmann simulation case 2C are shown in Fig. 8.18(b). The peak value of the IEDF
obtained from the fully kinetic case 2A is 110 eV, which is six times higher than the peak energy value of
17 eV observed for the Boltzmann case 2C. This difference in the peak energy is primarily due to the five times
higher radial electric field obtained for case 2A compared to case 2C, as shown previously in Fig. 8.13(a).
The thermal spread of the energy distribution obtained from cases 2A and 2C were found to agree with
Maxwellian distributions generated for a temperature of 3 and 4 eV, respectively. To match the peak value,
the Maxwellian distributions were shifted by 105 and 14 eV, respectively, consistent with the difference in
the potential between the thruster exit and the backflow region, shown previously in Fig. 8.13(b). The
backflow ions gain energy from the strong radial electric field, but, leave from the cross-stream boundaries as
mentioned previously. However, note that a considerable number of ions in the backflow region have energies
lower than the peak value of 100 eV. These ions have comparable radial and axial velocity components and
therefore, continue to impinge the tip of the solar panel as observed from the flux variation previously shown
in Fig. 8.16(c).
The ion incidence energy is shown as a function of incidence angle in Fig. 8.19(a) for cases 1A and 1C.
Case 1A shows than the incidence energy decreases with increase in incidence angle, meaning that, the ions
that are incident at close-to-grazing angles have lower energy compared to those at incidence angle of 50°.
But, as observed from the normalized angle distribution in Fig. 8.17(a), the probability of incidence angle
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(a) Cases 1A and 1C (b) Cases 2A and 2C
Figure 8.18: Comparison of ion energy distribution in the backflow region, z <0.1 m.
lower than 60° is negligible. In contrast, the incidence energy is found to increase with incidence angle for the
Boltzmann simulation case 1C. This is because, the electric field for case 1C is stronger than that obtained
for case 1A, as shown in Fig. 8.13, which in turn, accelerates the CEX ions to a higher velocity. Unlike case
1A, the Boltzmann case 1C predicts CEX ion impacts at incidence angles less than 50°, which are responsible
for the high ion flux on the solar panel closer to the thruster geometry, shown previously in Fig. 8.16(b).
Similarly, the ion incidence energy as a function of incidence angle obtained from cases 2A and 2C is shown
in Fig. 8.19(b). Case 2A predicts incidence angles ranging from 30 to 87° with energies from 45 to 150 eV.
As previously discussed, since the radial electric field increases with increase in the electron charge density
in case 2A, the CEX ions are found to leave the plume with a higher radial component compared to the axial
component. As a result, the high energy ions have higher angle of incidence, and the relatively low energy
ions have a smaller angle of incidence contrary to the trend observed for case 1A in Fig. 8.16(a). A secondary
peak is observed at 60° in Fig. 8.19(b) from case 2A. The ions below this angle of incidence are found to
impinge on the solar panel surface with energy ranging from 50-85 eV. However, the probability of these low
incidence angle ions is less than the high incidence angle ions. As a result, the maximum ion flux on the solar
panel shown previously in Fig. 8.16(c) is lower than the ion flux entering the backflow region at z=0.08 m,
shown in Fig. 8.16(d). In contrast, the maximum incidence energy obtained from the Boltzmann simulation
is 45 eV at an incidence angle of 85°. For incidence angles below 70°, the incidence energy predicted from
the Boltzmann simulation is nearly uniform between 14-20 eV, consistent with the near-uniform backflow
ion flux on the solar panel shown previously in Fig. 8.16(e). This difference in the incidence energy as a
202
function of incidence angle between cases 2A and 2C is due to the methods used to compute the electric field.
Since the electron charge density is not explicitly modeled in the Boltzmann simulation, the electric potential
difference is under-predicted in case 2C, which in turn affects the acceleration of the CEX ions towards the
backflow region. Thus, even though the ion flux on the solar panel surface predicted from the Boltzmann
simulation is higher for case 2C compared to case 2A, the incidence energy is lower. These difference in the
backflow ion characteristics will affect the sputter rate prediction of the solar panel surface.
(a) Cases 1A and 1C (b) Cases 2A and 2C
Figure 8.19: Ion incidence energy as a function of incidence angle in the backflow region, z <0.1 m,
obtained from cases 1A, 1C, 2A, and 2C. Angles defined as in Fig. 8.17.
The solar panel surface will undergo mechanical erosion due to the impact energy of the incident xenon
ions. The rate of erosion is quantified by sputter yield, which is the ratio of average number of surface atoms
sputtered from the surface to the average number of incident particles. The Bohdansky model[218, 219, 220]
described the sputtering yield for normal incidence angles, Y (Eo, 0), as,
Y (Eo, 0) = Qsn()
[
1−
(
Eth
Eo
)2/3](
1− Eth
Eo
)
, (8.6)
where, Eth and Eo are the sputtering threshold energy and incidence ion energy, respectively, Q is a fitting
parameter, and sn() describes the nuclear stopping for the reduced energy , and zero indicates that the
incident atoms impinge normal to the surface. The expression for nuclear stopping, sn(), is given as[218,
219, 220, 221, 222]
sn() =
0.5 ln(1 + 1.2288)
+ 0.1728
√
+ 0.0080.1504
, (8.7)
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where, the reduced energy, , is given as
Eo
M2
M1 +M2
aL
Z1Z2e2
, (8.8)
where, M1 and M2 are the masses, and, Z1 and Z2 are the atomic numbers of the incident ion and target
atom, respectively, and e is the elementary electron charge. The Lindhard screening length, aL, is given as,
(
9pi2
128
)1/3
aB√
Z
2/3
1 + Z
2/3
2
(8.9)
where, aB is the Bohr radius. However, all the atoms do not impinge normal to the surface, as is the case
for the backflow ions. Thus, a correction term was added in the Yamamura model to account for angular
dependence, α, of the sputter yield[223],
Y (Eo, α) = Y (Eo, 0)[cos(α)]
−f exp
{
f
[
1− 1
cosα
]
cosαopt
}
, (8.10)
where, Y (Eo, α) is the sputter yield at incidence angle α with respect to the normal, f and αopt are fitting
parameters, and Y (Eo, 0) is the sputter yield at normal incidence angle obtained from Eq. 8.6.
Figure 8.20: Estimate of sputter rate for case 2A using the incidence angle and energy from Fig. 8.19(b)
and maximum number flux of 2.2×1014 m−2s−1 from Fig. 8.16(d).
Solar panel surfaces and interconnects are typically made of materials like silver or aluminium. The
sputter yield for these materials due to the backflow can be computed by substituting the ion backflow
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characteristics given in Figs 8.16 and 8.19 in the Yamamura sputter model given in Eq. 8.10. The threshold
energy, i.e., the minimum energy required to cause surface sputtering for silver and aluminium is Eth =22.1
and 39.1 eV, respectively[221]. The fitting parameters, Q and f for silver are 80 and 1.6, respectively, and
for aluminium are 21 and 2.1, respectively[221]. From Fig. 8.19, it be seen that only the fully-kinetic high
density case 2A predicts incident energies higher than the Eth silver and aluminium and thus, a finite sputter
yield and sputter rate can be obtained only from case 2A backflow characteristics. The sputter yield obtained
from case 2A ion backflow characteristics for silver and aluminium is shown in Fig. 8.20. The sputter yield
computed from the same case 2A xenon ion backflow data is higher for silver than aluminium due to the lower
sputtering threshold energy for silver compared to aluminium. The sputter rate per unit area is obtained by
taking the product of the sputter yield and the maximum incident number flux, 2.2×1014 from Fig. 8.16(d),
and is shown on the right-hand axis in Fig. 8.20. For both materials, the peak sputter yield is observed to
occur for xenon incidence angles of 60 °, where the maximum incidence energy was nearly 100 eV, as shown
in Fig. 8.19(b). Note that, in Fig. 8.19(b) even though the incidence energy increases for incidence angles
greater than 75 ° , the sputter rate due to these ions is very low since these ions simply graze over the surface
with negligible impact. For an operational time of 8000 hrs, the total depth of erosion is 70 and 42 nm for
silver and aluminium, respectively, as obtained from the backflow ion constitution predicted by case 2A. As
expected, the erosion rate is two orders of magnitude lower than that observed for SPT thrusters[224, 225],
since the thruster exit ion number density is two orders of magnitude higher for hall thrusters. The python
script for obtaining the sputter rate for a given incidence angle and energy data is given in Appendix A of
this thesis.
8.4 Fully Kinetic PIC-DSMC Simulations to Study the Effect of
a Shifted Electron Source.
The effects of separating the electron and ion sources, and increasing the thruster exit number density on
the plume and backflow characteristics as well as ion and electron kinetics are presented in this section for
cases 1B and 2B. The initial simulation parameters for cases 1B and 2B are described in Tabs. 8.1 and 8.2,
respectively. Note that for case 1B with separated ion-electron sources, the electron and ion source radii are
equal, and the electron source center is shifted above the ion source center by 1 diameter, whereas, for case
2B, the electron source radius is reduced to 0.01 m and is shifted above the ion source similar to case 1B.
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8.4.1 Effect of Number Density on the Plume Characteristics with Separate
Electron-Ion Sources
The electric field for the low density case 1B reached steady-state after 80,000 PIC timesteps, i.e., tωpeo =4000,
or t =22.4s. Similar to the colocated cases, the Poisson solver module was by-passed after the electric field
was sampled for 50,000 timesteps after reaching steady-state. This sampled electric field was used to continue
the DSMC collisions which required an additional 20,000 DSMC collision timesteps to reach steady-state.
The steady-state spatial variation of ion and electron charge densities, normalized by ρo=e·nio, in the y − z
plane extracted at the center of the domain are shown in Figs. 8.21(a) and 8.21(b), respectively. In both
figures, the ion and electron sources are indicated by the grey and white blocks, and the black region sur-
rounding them represents the thruster geometry. Comparison of the spatial variation of the ion and electron
charge densities shows that, even though the electrons are emitted from a separate source, at steady-state,
they become trapped within the positively charged ion plume, thus neutralizing the net-charge within the
plume. The ion charge density is maximum near the thruster exit, at z=0.1 m, and decreases rapidly as
the plume expands. Consistent with the variation in the ion charge density, the electron charge density is
maximum at the thruster exit, where the ion charge density is maximum, and decreases downstream due
to the expansion of the ion beam. The self-consistent electric field that attracts the electrons towards the
plume, also causes the ions within the plume to repel each other, resulting in a stronger ion beam expansion
for case 1B, shown in Fig. 8.21(a), compared to that obtained from the colocated case 1A, shown previously
in Fig. 8.4(a).
The steady-state electric potential variation along the y−z plane, obtained for the fully kinetic simulation
case 1B is shown in Fig. 8.22. The electric potential is a maximum at the thruster exit with a value of
40 V and decreases gradually to a negative value in the streamwise direction. Near the electron source, at
y=0.725 m, the potential drops to -190 V due to the concentration of electron charge density after emission.
The potential in the vicinity of the sources at z=0.1 m is 0 V due to the Dirichlet boundary condition
implemented on the leading edge of the thruster body, which is represented by the black block shown in
Fig. 8.22. In addition to the difference in the plume characteristics, the fully kinetic simulation of the
separated ion-electron simulation also results in a more negative potential in the region surrounding the
plume compared to the colocated case 1A, shown in the top half of Fig. 8.4(b). Since electrons are emitted
with a high thermal velocity component and the electron source is shifted from the ion source, a substantially
higher number of electrons escape the attraction of the positively charged plume compared to the colocated
case, where electrons are trapped more efficiently within the plume core-region. As a result, the potential
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(a) ρi/ρo (b) ρe/ρo
Figure 8.21: Spatial variation of the ion and electron charge density normalized by ρo = e · (4× 1013) along
the y − z plane obtained for the fully kinetic case 1B with shifted electron source.
Figure 8.22: Spatial variation of the steady-sate electric potential along the y − z plane from the fully
kinetic case 1B with shifted electron source.
within the plume core-region is more positive for case 1B compared to case 1A, and since the electrons
are lost to the region surrounding the plume, the potential outside the plume is more negative than that
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obtained for the colocated case 1A, shown previously in Fig. 8.4(b). The separation of electron-ion sources
thus increases the radial electric field for case 1B compared to the colocated plume in case 1A, causing a
stronger (or broader) ion plume expansion for case 1B, as shown in Fig. 8.21(a) compared to case 1A shown
previously in the top half of Fig. 8.4(b).
The -190 V potential surrounding the plume core-region justifies our implementation of a non-homogeneous
Neumann boundary condition for the solar panel surface in the backflow region. If a potential of -30 V were
used as a boundary condition for the solar panel surface, then the potential in the backflow region would
have been higher than the potential downstream. However, such a positive potential gradient in the backflow
region at steady-state is non-physical, since the electrons would flow to the backflow region until the solar
panel surface became more negative than the local plasma potential downstream region. Since, we did not
implement a charging boundary at the solar panel surface to account for the charge deposition by electrons,
and the Dirichlet boundary condition for the electric potential is not known, a negative electric field of
-100 V/m was implemented at the solar panel surface, as discussed previously in Sec. 8.2. As a result of the
electric field boundary condition, the steady-state potential decreases to -220 V near the solar panel surface
in the backflow region.
The effect of increasing the thruster exit number density for the shifted case is studied in case 2B with an
initial thruster exit ion number density of 1× 1015/m3. Unlike case 1B, the radii of electron and ion sources
were not kept equal for the high density simulation case 2B. This is because, an electron source as wide as
that used in case 1B would cause a substantial number of electrons with high thermal velocity to escape the
influence of the self-consistent radial electric field that attracts the electrons from the shifted source towards
the plume. In addition, since the ion charge density of the case 2B plume is higher compared to case 1B,
the loss of electrons adversely affects plume neutralization, eventually causing the plume to diverge. Also, in
real ion thruster configurations, the radius of the external hollow cathode is much smaller than the thruster
exit radius. Thus, to model a realistic thruster configuration and avoid the adverse simulation effects due to
the loss of electrons, the electron source radius for case 2B was decreased to 0.01 m, while maintaining an
equal flux of ions and electrons in the domain. To achieve this equal flux, an initial electron number density
of 6×1015 m3 was used, as mentioned in Tab. 8.2. The electric field for case 2B reached steady-state at
tωpeo=14,000, i.e., t=8µs. The electric field was sampled for 50,000 PIC timesteps, and the sampled electric
field was used to continue the DSMC collisions.
The spatial variation of the steady-state ion and electron charge densities for case 2B in the y − z
plane passing through the center of the plume, normalized by the initial thruster exit ion density, are
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shown in Figs. 8.23(a) and 8.23(b), respectively. The ion and electron sources are represented by the grey
and white blocks, and the black rectangular block surrounding the sources represents the thruster body.
Similar to case 1B, the steady-state ion and electron charge density distribution within the plume core-region
is approximately equal, indicating that the electrons emitted from the shifted source are electrostatically
trapped within the plume. However, compared to case 1B, the ion plume has a stronger radial expansion
and as a result, the ion charge density for case 2B decreases to 0.1ρo at z=0.2 m as shown in Fig. 8.23(a),
whereas it was equal to 0.5ρo for case 1B at z=0.2 m as previously shown in Fig. 8.21(a). The degree of non-
neutrality has been defined as 1− nenio by Othmer et al.[226] Increasing the charge density in case 2B increased
the degree of non-neutrality to 1− 0.1 = 0.9 in the plume core-region from a value of 1− 0.5 = 0.5 observed
for case 1B. The kink at the radial edge of the ion plume observed in the region between 0.2< z <0.3 m in
Fig. 8.23(a), is due to the electron kinetics that drives the neutralization of the plume and will be discussed
further in Sec. 8.4.2.
(a) ρi/ρo (b) ρe/ρo
Figure 8.23: Spatial variation of the ion and electron charge density normalized by ρo = e · (1× 1013) along
the y − z plane obtained for the fully kinetic case 2B with shifted electron source.
The steady-state electric potential variation along the y − z plane for case 2B is shown in Fig. 8.24(a).
Due to the separation of electron and ion sources, the electric potential surrounding the case 2B plume is
-2100 V, which is an order of magnitude lower compared to that obtained for the colocated case 2A shown
previously in Fig. 8.11(a). Also, compared to the potential obtained for low density shifted case 1B shown
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(a) Spatial variation of the steady-sate electric potential
along the y − z plane from the fully kinetic case 2B with
shifted electron source.
(b) Comparison of y-component of the electric field at
z=0.2 m obtained from cases 1B and 2B.
Figure 8.24: Steady-state electric potential and radial electric field obtained for case 2B.
previously in Fig. 8.22, the electric potential for case 2B is an order of magnitude more negative due to the
increase in the electron charge density and the subsequent loss of electrons to the region surrounding the
plume. The potential difference between the plume core-region and the surrounding region is nearly 1500 V
for case 2B, which is an order of magnitude higher than that observed for case 1B. To quantify this difference
caused by the increase in the number density, the y-component of the electric field from case 2B was extracted
along the vertical line at z=0.2 m and compared with that obtained for case 1B in Fig. 8.24(b). Contrary
to the symmetry in the electric field observed for the colocated cases shown previously in Fig. 8.13(a), the
electric field for the shifted source cases is not symmetric about the plume axis at y=0.375 m. The maximum
positive radial electric field for the high density shifted electron source case 2B is 9900 V/m, which is 4.5
times stronger than that obtained for the low density case 1B, and 3.7 times stronger than the maximum
radial electric field observed for the high density colocated case 2A shown previously in Fig. 8.13(a). The
magnitude of the radial electric field is highest for case 2B because of the combination of increase in the
electron charge density and the separation of electron and ion sources. This strong radial electric field causes
a stronger expansion of the ion beam in case 2B, as was observed previously in Fig. 8.23(a).
210
8.4.2 Formation of Electron Eddies and its Effect on Ion Phase-Space for
Shifted Electron Source Plume.
The microscopic kinetic behavior of electrons and ions responsible for plume neutralization can be better
understood by observing their evolution in phase-space. It should be noted that such detailed electron
kinetic behavior can only be obtained from a fully-kinetic PIC implementation. Since the evolution of
electron phase-space during the initial 100 plasma time periods for the low density shifted electron source
plume was discussed in our previous work[217], we focus here on the electron phase-space obtained for the
high density case 2B. The electron source for case 2B is shifted above the ion source in the y-direction, as
previously indicated by the white and grey blocks, respectively, in Fig. 8.23(a). In addition to the same
stream-wise trapping observed for the colocated case, the electrons also experience a bouncing motion in the
y-direction, due to the separation of electron and ion sources.
(a) tωpeo=175 or t=0.1µs (b) tωpeo=350 or t=0.2µs (c) tωpeo=700 or t=0.4µs
Figure 8.25: Evolution of the electron phase-space during neutralization for case 2B.
To visualize the process of electron trapping within the plume, the evolution of electrons in the phase-space
is shown in Fig. 8.25 during the initial 750 plasma time-periods. To obtain the instantaneous phase-space
snapshots, electrons were sampled near the thruster exit, at z=0.1 m, within a radius of 0.02 m around the
ion plume axis, y=0.375 m. As soon as the electrons are emitted from the shifted source, they gain a high
negative y-velocity component as a result of the electrostatic attraction towards the positively charged xenon
ion plume. This initial gain in the negative y-velocity can be observed from the high density of electrons near
the thruster exit, z=0.1 m, with normalized y-velocity, vel/vteo=-38, as shown in Fig. 8.25(a) for tωpeo=175.
However, due to the high initial velocity component, these electrons overshoot the plume-center and reach
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the radial edge of the plume, resulting in a positively charged plume. As a consequence of this virtual plume
potential well, the electrons at the radial edge of the plume are decelerated and attracted back towards the
plume center with a high positive y-velocity, as indicated by the population of electrons with normalized
y-velocity, vel/vteo=38, in Fig. 8.25(a). Thus, the phase-space at t=0.1 µs indicates that the cross-stream
velocity distribution is bi-modal, with peak locations at vel/vteo=±38. As the ion plume propagates, the
electrons bounce between the radial edges of the plume and gradually become trapped within the plume,
as indicated by the increase in the number of electrons with zero y-velocity, as shown in Figs. 8.25(b) and
8.25(c), for plasma time periods, tωpeo=350 and 750, respectively. Such electron bouncing movement is also
observed for the low density case 1B, however, since the radial electric field for case 1B is weaker compared
to case 2B, as previously shown in Fig. 8.24(b), the electrons were found to have a lower y-velocity range of
vel/vteo=±8[217]. Thus, the increase in the thruster ion and electron number density increases the intensity
with which electrons bounce in the cross-stream direction.
(a) Three-dimensional view (b) Two-dimensional view
Figure 8.26: Three-dimensional electron velocity streamlines with spatial variation of streamwise electric
field, Ez, for case 1B.
The complex trajectory of the electrons is first visualized for the low density case 1B, shown in Fig. 8.26,
by the steady-state three-dimensional electron streamlines that was sampled for 50,000 timesteps. In
Fig. 8.26(a), the white and grey cylindrical geometries represent the electron and ion sources, respectively,
that are placed within the rectangular thruster geometry. The spatial variation of the steady-state stream-
wise electric field, Ez is also shown. Note that the positive electric field at the thruster exit surrounding the
ion and electron source in Fig. 8.26(a), is due to the Dirichlet boundary condition of φ=0 V implemented at
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the surface of the thruster geometry, as illustrated previously in Fig. 8.3(a). Electron trajectories show that
after emission from the electron source (white cylindrical), the electrons are attracted towards the plume
and overshoot the radial edge of the plume before becoming attracted back again towards the plume. Along
with the bouncing in the y-direction, we also observe a swirling eddy-like motion of the electrons around the
radial edge of the plume.
To explain the swirling motion of the electrons, the spatial variation of the stream-wise electric field, Ez,
is shown on a y−z plane extracted at the center of the domain passing through the center of the plume, and
the x − y plane extracted at z=0.52 m in Fig. 8.26(a). Downstream from the thruster exit, for z > 0.2 m,
it can be seen that the stream-wise electric field, Ez, is positive within the plume, negative at the radial
edge of the plume, and nearly zero in the region outside the blue annular radial edge. As a result of the
spatially alternating electric field, Ez, the electrons experience a retarding force in the z-direction due to the
positive electric field within the plume, and an acceleration at the radial edge of the plume where the electric
field is negative. The combination of the alternating z-electric field and the radial electric field attracting
the electrons towards the plume, causes the electrons to swirl around the outer annulus of the plume. This
swirling motion of the electrons is apparent from the two-dimensional view of the x − y plane shown in
Fig. 8.26(b), where the electron streamlines can be clearly observed to swirl around the radial edge of the
plume. In addition to the three-dimensional swirling motion of the electrons around the radial edge, the
electrons that are trapped within the plume take a helical path, indicating that the electron motion is indeed
a super-position of the bouncing motion in the radial direction along with the trapping experienced along
the stream-wise direction. This helical path within the plume is observed from the electron streamlines in
Fig. 8.26(a) and is also indicated by the coil-like trajectory at the center of the plume, directed into the x−y
plane, as shown in the two-dimensional view in Fig. 8.26(b).
To understand the effect of increasing the thruster exit number density on the electron trajectories, a
similar analysis is performed for the high density case 2B, as shown in Fig. 8.27(a). Similar to case 1B,
the streamwise electric field, Ez, is positive within the plume and negative at the radial edge of the plume.
However, the magnitude of Ez is 50 times stronger for case 2B compared to that of case 1B due to the
increase in the electron and ion charge densities. This increase in the magnitude of the spatially alternating
negative and positive axial electric field causes the radius of the swirling motion of the electrons around the
radial edge of the plume to be smaller compared to case 1B, shown in Fig. 8.26(a). The formation of electron
eddies around the radial edge of the plume is evident from the two-dimensional view shown in Fig. 8.27(b),
which now are more prominent compared to the swirling motion observed for case 1B, in Fig. 8.26(b). Thus,
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(a) Three-dimensional view of the domain (b) Two-dimensional view
Figure 8.27: Three-dimensional electron velocity streamlines with spatial variation of streamwise electric
field, Ez, for case 2B.
in case 2B, the electrons that reach the radial edge of the plume tend to orbit around the radial edge, with
fewer electrons becoming entrapped within the plume. As a consequence of the charge non-neutrality within
the plume, ions undergo repulsion in the radial direction, resulting in a broader plume expansion for case
2B, as previously observed in Fig. 8.23(a). The kink observed at the radial edge of ion plume, in the region
between 0.2 < z < 0.3 m, shown for the y− z plane in Fig. 8.23(a), is attributed to the formation of electron
eddies which co-incides with the location of the kink in the ion charge-density variation.
To investigate the effect of the electron eddies on the ion kinetics, we also study the evolution of ions in
phase-space. For case 1B, the instantaneous distribution of ions in phase-space is obtained by sampling the
ions within a radius of 0.02 m around probes A(0.6,0.8,0.52) and B(0.4,0.6,0.52), indicated in Fig. 8.26(b),
where the electron eddy is observed. The instantaneous distribution of ions in phase-space at probe A is
shown for the x−velocity component of the ions and x-location in Fig. 8.28(a) for tωpeo=4000 to 7000. At
all time instances, discontinuities in the ion phase-space can be observed for case 1B at probe A. These
nodes or holes, caused by depletion of ion density at the probe locations within a radius of 0.005 m, are
found to oscillate with time, albeit without any change in the phase-space structure. Ideally, in the absence
of electron eddies, most ions would have zero cross-stream velocity at x=0.6 m, which is at the mid-point
of the x-dimension of the domain and their cross-stream velocities would increase or decrease as we move
to the right or the left of the mid-point, so as to form a continuous linear band. But, in case 1B, due to
the presence of electron eddies, the ion phase-space is discontinuous as indicated by the bunching of ions
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separated by holes in the phase-space.
The evolution of the instantaneous ion phase-space at probe B for case 1B for the ion y-velocity component
at y positions ranging from 0.585 < y < 0.615 m is shown in Fig. 8.28(b). Similar to probe location A, the ion
distribution in phase-space at probe B is discontinuous, and the location of the holes in the ion phase-space
is found to move with increase in the plasma time period. The fact that the shape of the ion phase-space
structure does not change with time but only oscillates in space may indicate the presence of electrostatic
solitary waves such as that observed in ion beam neutralization studies by Lan, et al[227].
Similar to case 1B, the instantaneous ion distribution in phase-space is also sampled for case 2B, at probe
locations labeled as A2(0.375,0.5,0.25) and B2(0.23,0.375,0.25) in Fig. 8.27(b), such that, it co-incides with
the location of the electron eddies. The instantaneous phase-space distribution of ions sampled at probe A2
for case 2B, is indicated in Fig. 8.28(c), displaying the scatter plot of particles with x-velocity component,
uion, and x-position ranging from 0.365 < x < 0.385 m. Similar to case 1B, holes are observed in the ion
phase-space in Fig. 8.28(c) instead of a straight-band that would be observed for a case without electron
eddies. Consistent with the increase in the electric field and consequently the decreased electron eddy size
observed for case 2B, the number of nodes characterized by regions with a depletion in the ion density is
higher for case 2B as shown in Fig. 8.28(c) compared to the lower density case 1B, shown in Fig. 8.28(a).
Specifically, six nodes or holes are observed at probe A2 case 2B in Fig. 8.28(c) in comparison to the three
nodes observed for case 1B at probe A, shown in Fig. 8.28(a). Comparing the instantaneous ion phase-space
distribution shown in Fig. 8.28(c), it can be seen that increase in the plasma time-period does not lead to a
large deviation in the ion phase space distribution for case 2B.
Similar to probe A2, the ion distribution sampled in phase-space for particles at probe B2 is shown in
Fig. 8.28(d), for plasma time periods, tωpeo=7000, 10000, and 14,000. The scatter plot in Fig. 8.28(d) is
shown for the y-velocity component of ions sampled with y position ranging from 0.365 < y < 0.385 m.
The phase-space structures observed at probe A2 in Fig. 8.28(c), are also observed for the ions sampled
at probe B2 shown in Fig. 8.28(d). The regions with highest and lowest ion density are smaller and more
pronounced for case 2B, in comparison to that observed for case 1B at probe B, shown in Fig. 8.28(b). These
structures in the ion phase-space may indicate the existence of electrostatic solitary waves[227], and are
observed mainly due to the initial bi-modal electron velocity distribution that saturates to a non-Maxwellian
velocity distribution at steady-state. Such complexity in the electron kinetics is primarily caused by the
separation of the electron and ion sources, as is also the case with a realistic thruster. These results offer
new insights into the neutralization mechanism over long temporal scales. However, additional numerical
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simulations are required to ensure that the location of the eddies and ion phase-space structures are not
caused due to the size of the domain and are indeed independent of the domain size. Due to computational
constraints, further investigation on the ion kinetics with increase in the domain size is not within the scope
of this paper and will be studied in a future work.
(a) Evolution of ion phase-space at Probe A for case 1B. (b) Evolution of ion phase-space at Probe B for case 1B.
(c) Evolution of ion phase-space at Probe A2 for case 2B. (d) Evolution of ion phase-space at Probe B2 for case 2B.
Figure 8.28: Evolution of the ion phase-space at probes A and B for case 1B, and A2 and B2 for case for
2B.
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(a) Spatial variation of CEX ion number density in the y− z
plane
(b) CEX ion number density along the plume centerline
Figure 8.29: Spatial variation of fraction of CEX ions compared to the maximum thruster exit ion number
density, along the y − z center-plane, for cases 1B and 2B.
8.4.3 Effect of Number Density and Separate Electron-Ion Sources on the
Charge-Exchange Ion Distribution and Backflow
The differences in the electric field due to the shift in the electron source affects the acceleration and the
distribution of the slow CEX ions in comparison to that obtained for the colocated plume. The spatial
variation of the CEX ion number density normalized by the maximum thruster exit ion number density, and
the three-dimensional ion velocity streamlines for the fully kinetic simulation cases 1B and 2B are shown in
Figs. 8.29(a) and 8.29(b), respectively. Similar to the colocated case 1A in Fig. 8.14(a), the slow CEX ions
generated in the core-region of the case 1B plume are attracted by the radial electric field and flow radially
outwards to the region surrounding the plume, as shown in Fig. 8.29(a). However, in contrast to case 1A
shown previously in Fig. 8.14(a), the three-dimensional ion velocity streamlines in case 1B do not backflow
to the region upstream of z <0.1 m. This difference in the trajectory of the CEX ions is due to the difference
in the electric field obtained for cases 1A and 1B.
For case 1B with the shifted electron source, the maximum radial electric field shown in Fig. 8.24(b)
is 2200 V/m, which is an order of magnitude stronger than the -100 V/m axial electric field shown in
Fig. 8.26(a). Since the radial electric field is stronger, it drives the ions primarily in the radial direction and
thus the backflow is negligible compared to that observed for the colocated case 1A. Due to the potential
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gradient from 40 V at the ion source to -190 V at the electron source, shown in Fig. 8.22, some slow CEX
ions are attracted towards the electron source as indicated by the trajectory of the ion streamlines at z=0.1,
for y > 0.68 m, in Fig. 8.29(a). However, this flow of ions towards the electron source is mainly due to
the wide radius of the electron source generating a large area with negative potential, which is not typically
observed in real ion thrusters with smaller hollow cathode radius.
(a) Case 1B (b) Case 2B
Figure 8.30: Steady-state cross-stream velocity of the CEX ions for cases 1B and 2B along the y − z
center-plane.
Due to the increase in the thruster exit ion and neutral number density in case 2B, the CEX collision
frequency is higher and thus the maximum fraction of CEX ions generated at the thruster exit is an order of
magnitude higher for case 2B, as shown in Fig. 8.29(b) compared to that observed for case 1B in Fig. 8.29(a).
Similar to case 1B, the three-dimensional ion velocity streamlines indicate radial outflow with no backflow
for case 2B. However, in contrast to case 1B, the fraction of CEX ions is higher in the region surrounding
the plume compared to that in the core-region. This difference in the spatial distribution of the CEX ions
is mainly due to the five times stronger radial electric field obtained for case 2B compared to case 1B, as
previously shown in Fig. 8.24(b). Therefore, as soon as the CEX ions are generated, they are subject to a
radial electric field which is two times stronger than the negative axial electric field at the radial edge of the
plume, shown in Fig. 8.27(a), resulting in the radial outflow of the CEX ions to the region surrounding the
plume.
To further support this observation, the cross-stream y-velocity component of the CEX ions for the cases
218
1B and 2B is shown in Figs. 8.30(a) and 8.30(b), respectively. Consistent with the increase in the radial
electric field shown in Fig. 8.24(b), it can be seen that the radial velocity of the CEX ions for case 2B is an
order of magnitude higher compared to that obtained for case 1B. In fact, the radial velocity gained by the
slow CEX ions due to the acceleration from the radial electric field in case 2B is equal to the thruster exit
beam velocity. However, since the fraction of these high-velocity CEX ions in the region surrounding the
plume is four to five orders of magnitude smaller compared to the beam ions, the majority of the beam ions
within the plume are still unaffected by their radial outflow. Even though we obtained nearly 10,000 DSMC
samples with more than 1,000 computational ion particles in each DSMC leaf nodes, the spatial distribution
of the case 2B CEX ions is slightly noisy in the region downstream of z > 0.25 m due to the lack of ions in
this region, as most of the ions flow outward due to the strong radial electric field. Increase in the number
of samples may reduce the noise, but not significantly. Furthermore, it will not change the observation that
there is no backflow for case 2B due to the high radial electric field predicted in this case. It should be
noted that the use of a charging surface potential may change the potential and electric field in the backflow
region, however, the radial electric field outside of the plume will still be unaffected. Therefore, even though
surface charging may be implemented, the likelihood of CEX backflow is negligible due to the relatively
higher radial electric field, and those ions that backflow may have grazing angles of incidence which causes
negligible sputtering.
8.5 Comparison of Fully Kinetic Simulations Performed without
and with Collisions
8.5.1 Effect of Collisions on Colocated 1013/m3 Plume
To study the effect of neutral-neutral and neutral-ion collisions on the colocated ion-electron plume, fully
kinetic simulations are performed without and with DSMC collisions for the colocated configuration shown
in Fig. 8.3(a). A comparison of the flow-field macroparameters obtained from the two simulations performed
without and with collisions, extracted along the y − z plane passing through the center of the domain, is
shown in Fig. 8.31. Since the colocated plume is symmetric about the plume centerline, the results from the
simulations with and without collisions are shown at the top and bottom of the plume centerline, respectively.
The spatial variation of the ion and electron charge densities normalized by the initial electron charge density
of ρo = e.neo, given in Table. 8.1, is compared in Figs. 8.31(a) and 8.31(b), respectively. It can be seen that
within the plume region, the spatial variation of the ion and electron charge density distribution obtained
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(a) Normalized ion charge density, ρi/ρo, where ρo = e·neo (b) Normalized electron charge density, ρi/ρo, where ρo =
e · neo
(c) Electric potential (φ) (d) Streamwise ion velocity, wion, and three-dimensional
ion velocity streamlines.
Figure 8.31: Comparison of the flow-field and electric field macroparameters obtained from the fully kinetic
simulations of colocated plume without and with DSMC collisions.
for the cases performed with and without DSMC collisions are in agreement. However, exterior to the
plume region, there are finite number of ions for the simulation with collisions as opposed to zero for the
mesothermal cases, as seen from Fig. 8.31(a). Nevertheless, since the fraction of these ions is less than 0.001
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of the plume core ion density, they have negligible effect on the variation of the electric potential, compared
in Fig. 8.31(c).
The electric potential for both cases with and without collisions at the thruster exit is close to -8 V, and
the variation agrees well within 0.2-0.4 V in the plume core region. For both cases, the potential decreases
to -16 V in the region surrounding the plume and decreases further to -30 V near the solar panel surface
in the backflow region, due to the Dirichlet boundary condition imposed at this surface. Surrounding the
thruster body, indicated by the shaded grey block, the potential is close to 0 V due to the grounded potential
implemented on these surfaces. The streamwise ion velocity variation with the three-dimensional velocity
streamlines obtained from the simulations performed with and without DSMC collisions is compared in
Fig. 8.31(d). Since the crucial charge-exchange reactions are modeled in the DSMC collisions, the resulting
slow CEX ions are influenced by electric field, as indicated by the radial and backflow trajectories of the
ion streamlines, unlike the mesothermal case which does not show any such outflow. Thus, even though
collisions do not significantly affect the induced electric field, they are critical to model the backflow of the
CEX ions and compute the resulting backflow ion energy distribution.
(a) ρi/ρo and ρe/ρo (Symbols for mesothermal and lines
for MEX+CEX)
(b) Electric potential (φ)
Figure 8.32: Comparison of normalized ion and electron charge density and electric potential along the
plume centerline obtained from fully kinetic colocated without and with collisions.
For a quantitative comparison of the effect of collisions, the ion and electron charge densities and electric
potential are extracted along the plume centerline and compared in Figs. 8.32(a) and 8.32(b), respectively.
Even though the initial electron number density was ρo, due to the electrostatic coupling between the ions
and electrons, the electron and ion charge density are the equal and opposite at steady-state, indicating quasi-
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neutrality. Due to the Gaussian distribution of ions and the beam-divergence angle of 12°, the colocated
plume undergoes expansion causing the ion charge density to decrease in the streamwise direction as shown in
Fig. 8.32(a) for both simulations unlike the constant profile observed for the collimated plume in Fig. 7.12(b)
studied in Chapter 7. Since the ion and electron charge densities are not significantly affected by the CEX
collisions, the self-consistent electric potential obtained from the two cases also agree within 0.2 to 0.4 V.
This small difference may be due to the radial flow of CEX ions out of the plume core region, which causes the
potential to become more negative by 0.2 to 0.4 V compared to the mesothermal cases studied in Chapters 6
and 7. However, this difference is negligible, given that, it is less than the statistical noise of the particle-
based system. In addition, the gradient in the potential from the two cases are the same resulting in equal
electric field for the two cases.
(a) ρ/ρo at z =0.2 m (b) ρ/ρo at z =0.4 m
Figure 8.33: Comparison of normalized ion and electron charge density at z=0.2 and 0.4 m for colocated
plume simulations without and with collisions.
To study the effect of collisions on the plume width expansion, the macroparameters are extracted along
vertical lines perpendicular to the streamwise direction, at z=0.2 and 0.4 m. A comparison of the charge
density variation along the cross-stream direction obtained from the mesothermal and collision simulations
at z=0.2 and 0.4 m, is shown in Figs. 8.33(a) and 8.33(b), respectively. The charge density variation across
the plume from both the cases agree within 2%, suggesting that the ion-neutral collisions does not affect the
plume width. In addition, the density of charge-exchange ions that flow out of the plume is significantly less
than three orders of magnitude that of the core density, and therefore does not alter the electric field.
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8.5.2 Effect of Collisions on the Shifted 1013/m3 Plume
To assess the effect of neutral-neutral and neutral-ion collisions on the plume characteristics, fully kinetic
mesothermal (collisionless) simulations are performed, with same input conditions as that of case 1B, and
compared with the results obtained from case 1B that includes the DSMC collisions. The electric field from
both simulations was found to reach steady-state after 150,000 PIC timesteps, after which the macroparam-
eters were sampled for 50,000 additional timesteps to obtain enough samples. The spatial variation of the
steady-state electric potential for the fully kinetic simulation for the shifted electron configuration without
and with DSMC collisions is shown in Figs. 8.34(a) and 8.34(b). It can be seen modeling momentum-exchange
(MEX) and charge-exchange (CEX) collisions does not significantly affect the variation in the electric field.
This is not surprising because the number density of the CEX ions generated is three orders of magnitude
smaller than that of the beam ions and electrons, as shown in Fig. 8.29(a), which is too small to significantly
alter the electric potential. Additionally, this peak CEX number density decreases rapidly in the region
surrounding the plume, further decreasing its influence on the electric potential result.
(a) Normalized ion and electron charge density (b) Electric potential
Figure 8.34: Comparison of ion and electron charge density normalized by ρo and electric potential along
the plume centerline obtained from fully kinetic shifted electron cases without and with DSMC collisions.
To asses the effect of modeling collisions and the resulting radial outflow and backflow of ions on the
plume expansion width, the flow-field macroparameters are extracted along vertical lines perpendicular to
the beam propagation direction at z=0.2 and 0.4 m, respectively. A comparison of the ion and electron
charge densities normalized by ρo obtained for the simulations without and with collisions at z=0.2 and
0.4 m are shown in Figs. 8.35(a) and 8.35(b).
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(a) ρ/ρo at z =0.2 m (b) ρ/ρo at z =0.4 m
Figure 8.35: Comparison of normalized ion and electron charge density at z=0.2 and 0.4 m for the shifted
electrons cases without and with collisions.
(a) Mesothermal PIC simulation (b) PIC-DSMC simulation (case 1B)
Figure 8.36: Comparison of streamwise ion velocity variation along the y − z plane with velocity
streamlines obtained from the fully kinetic shifted electron cases without and with DSMC collisions.
The sampled ion velocity variation on the y − z plane extracted at the center of the domain along with
the three-dimensional velocity streamlines for the simulations performed without and with collisions are
shown in Figs. 8.36(a) and 8.36(b), respectively. The variation of the ion velocity within the core-region of
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the plume is comparable, however, no radial outflow of ions is observed for the mesothermal plume. Even
though the variation of electric potential and field is in agreement for both simulations, the mesothermal
plume does not model the critical CEX reactions which are responsible for producing slow CEX ions. Since
these slow CEX ions do not have as much energy as the beam ions, they succumb to the electric field induced
by the spatial distribution of the charge species. Thus, the backflow of ions towards the solar panel and the
electron source can be predicted only if the CEX and MEX collisions are modeled.
8.6 Summary
In this chapter, the strategies implemented to couple the PIC and DSMC modules with inherently different
length and time-scales is presented. In particular, separate FOTs are used for the PIC and DSMC modules
to reconcile the disparate length-scales, and a time-slicing is used to account for the three order of magnitude
difference in the PIC and DSMC timesteps. Species dependent weighting factors and timesteps were used
to account for the order of magnitude difference in the plume species number density and velocities.
The effect of electron source location and thruster exit number density on the plume characteristics and
backflow contamination region were studied using colocated and separated ion and electron sources with
two thruster exit number densities. For both low and high density fully-kinetic colocated cases, the induced
electric field caused the CEX ions to flow backwards towards the solar panel. However, compared to the low
density plume, the radial electric field was higher for the high density case due to the increase in the electron
charge density in the region surrounding the plume core. As a consequence of the higher radial electric field,
the peak energy of the ion energy distribution in the backflow predicted for the high density case was an
order of magnitude higher compared to that obtained for the low density case. Additionally, a higher ion
flux in the backflow region was predicted for the high density case compared to the low density case due
to increase in the CEX collision frequency. The fully-kinetic simulations of the colocated plume predicted
peak ion incidence angle of 60-70° with respect to the surface normal, as a result of which, the magnitude of
ion-flux on the solar panel was higher away from the thruster geometry. In contrast, simulations performed
using the Boltzmann relation predicted incidences angles lower than 50° resulting in a higher ion-flux on the
solar panel close to the thruster geometry. The energy predicted by the fully-kinetic high energy case was
significant to cause a sputter yield of 2-3 atoms/ion for silver and 0.2 atoms/ion for aluminium, which in
turn, causes a surface recession depth of nearly 60-70 nm for an operational time of 8000 hrs.
Unlike the efficient electron trapping observed for the colocated plume, the fully-kinetic simulations
performed with separated ion and electron sources showed that a substantial fraction of electrons are lost
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to the region surrounding the plume. Analysis of the kinetic behavior of electrons showed that the electrons
bounce in the cross-stream direction and also undergo trapping in the stream-wise direction. Due to the
superposition of the bouncing and streamwise motion, the trapped electrons follow a helical path within the
plume. The energetic electrons that over-shoot the plume core-region were found to swirl around the outer
radial annulus of the plume due to alternating streamwise electric field and the radial electric field attracting
the electrons towards the plume core-region. Increase in the thruster exit number density, increased the
strength of the alternating electric field and resulted in the formation of electron eddies around the radial
edge of the plume. Due to a high initial acceleration exerted for the high density shifted plume, the electrons
were found to constantly overshoot the plume center and circulate around the radial edge, thus decreasing
their residential time within the plume. Consequently, the self-consistent electric field caused the ions to
undergo repulsion thereby resulting a broader plume expansion for the high density plume with shifted
electron source.
The phase-space of ions sampled at the location of electron eddies showed alternate regions of bunching
and depletion of ions for both, low and high density cases, indicating the presence of electrostatic solitary
waves. However, the effect of domain size on the location and size of the electron eddies requires further
investigation. The use of a fully kinetic approach enabled detailed analysis of the ion and electron kinetics
and accurate prediction of the self-consistent electric field as well as the CEX ion characteristics.
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Table 8.3: Input parameters and steady-state∗∗ values for the fully kinetic PIC-DSMC simulations of the
1×1013/m3 cases
Simulation parameters Case 1A Case 1B
Domain Size (m) 0.6×0.6×1.2 0.6×0.6×1.2
No. of timesteps prior to sampling 130,000 150,000
No. of PIC samples 80,000 80,000
Average electron energy (J) 5.9×10−18 8.619×10−18
No. of Xe particles (M) 4.06 4.05
No. of Xe+ particles (M) 51.4 50.2
No. of e− particles (M) 52.35 57.3
Total no. of E-FOT leaf nodes (M) 2.12 2.128
Min. E-FOT leaf node size (m) ∗∗ 2.34×10−3 2.34×10−3
Max. E-FOT leaf node size (m) ∗∗ 0.019 0.019
Total no. of C-FOT leaf nodes (M) 0.11 0.4
Min. C-FOT leaf node size (m) ∗∗ 9.3×10−3 9.3×10−3
Max. C-FOT leaf node size (m) ∗∗ 0.074 0.074
Simulation run time of (PIC+DSMC) for 2,000
timesteps ∗∗ (hr)
0.6 0.08
Number of GPUs used 32 Tesla K20 32 Tesla K40
Initial electron temperature Teo=2 eV, Initial electron thermal velocity, vteo=592,892 m/s
Initial electron plasma frequency (ωpeo =1.7×108 rad/s)
Ion beam velocity vibeam=40,000 m/s
Table 8.4: Input parameters and steady-state∗∗ values for the fully kinetic PIC-DSMC simulations of the
1×1015/m3 cases
Simulation parameters Case 2A Case 2B
Domain Size (m) 0.375×0.375×0.75 0.375×0.375×0.75
No. of timesteps prior to sampling 200,000 200,000
No. of PIC samples 50,000 50,000
Average electron energy (J) 3.29×10−18 4.92×10−17
No. of Xe particles (M) 24.46 8.175
No. of Xe+ particles (M) 340.8 312.1
No. of e− particles (M) 346.4 288.2
Total no. of E-FOT leaf nodes (M) 5.4 8.9
Min. E-FOT leaf node size (m) ∗∗ 3.9×10−4 3.9×10−4
Max. E-FOT leaf node size (m) ∗∗ 0.025 0.025
Total no. of C-FOT leaf nodes (M) 1.62 0.97
Min. C-FOT leaf node size (m) ∗∗ 1.5×10−3 1.5×10−3
Max. C-FOT leaf node size (m) ∗∗ 0.025 0.025
Simulation run time of (PIC+DSMC) for
2,000 timesteps ∗∗ (hr)
2 2.2
Number of Tesla K20 GPUs used 256 256
Initial electron temperature Teo=2 eV, Initial electron thermal velocity, vteo=592,892 m/s
Initial electron plasma frequency (ωpeo =1.76×109 rad/s)
Ion beam velocity vibeam=40,000 m/s
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Chapter 9
Conclusions and Future Work
The major findings of this work are summarized in this chapter with some considerations for future research
directions.
9.1 Conclusions
A new three-dimensional, particle-based, multi-GPU, PIC-DSMC solver called Cuda-based Hybrid Approach
for Octree Simulations (CHAOS) was developed in this work to model gas flow through porous media and
study ion thruster plasma plume characteristics and its interactions with the solar panel. For both, PIC
and DSMC, the particle-to-grid mapping procedure is a bottle-neck, especially if a pointer-based method
is used. As an efficient alternative to the inefficient tree-traversal, a linearized Morton-Z data structure
which is compatible with the acceleration capabilities of the GPU was implemented to reduce computational
run-time. Highly scalable algorithms using fast-bitwise computations were used to exploit the multi-core
GPU architecture for computations involved in the PIC and DSMC methods, and asynchronous MPI-CUDA
communications were invoked to optimize the performance of the code. Profiling the DSMC module and
analyzing scaling results showed that three factors contribute to the computational weight of a leaf node
or collisional cell in the presence of an immersed body, namely, number of particles, collision frequency,
and number of immersed body panels. A percentage sum of all these factors was used to compute the
computational weight of a leaf node, which led to an equal distribution of computational work among all the
GPUs. The strong scaling results show that such a weighting strategy is key to improving the scalability of
the code. For large problems it was shown that CHAOS DSMC is nearly 86% efficient with 16 GPUs for flow
through porous media. Weak scaling studies showed that CHAOS is highly scalable even for large problems
with 0.34 billion particles and 1.5 million surface triangles using 128 GPUs, suggesting that CHAOS is
capable of predicting gas-material macroscopic properties for sufficiently large material sample sizes.
The material properties that govern gas transport through porous materials were computed from pressure-
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driven gas flow simulations using the DSMC module in CHAOS. The material permeability, hydraulic tortu-
osity factor, and hydraulic pore diameter were predicted for two types of carbon preforms namely, Morgan
felt and FiberForm, typically used in TPS. The velocity flow-field results showed that a more flexible and
porous felt microstructure offered less obstruction to gas flow compared to the rigid and denser FiberForm.
The decrease in obstruction of the flow transport was also reflected by a factor of six higher permeability
of the felt microstructure compared to FiberForm, suggesting that, even though both the materials consist
of a complex network of fibers, the material topology and pore-distribution significantly influence the gas
transport through the material. In addition to the microstructural pore properties, because the materi-
als were manufactured with preferential fiber alignment, the direction of gas flow with respect to the fiber
orientation also affects its transport. It was found that for both anisotropic materials, the flow along the
fiber alignment plane called in-plane, (IP), orientation is more permeable than the through-thickness, (TT),
orientation. However, the degree of anisotropy and its effect on the direction-dependent permeability, given
by Ko,IP /Ko,TT was found to be a factor of two higher for FiberForm compared to felt.
When compared with experiments[104] which used a larger sample size of (22×22×22) mm3, the TT
permeability and Knudsen correction factor obtained for the (1×1×1) mm3 FiberForm from this work
was found to be 36% lower and a factor of two higher, respectively. The sensitivity analysis performed on
FiberForm showed that small deviations of±5%, on the order of experimental uncertainty, in the permeability
force, F , results in 25 and 40% variation in the continuum permeability and Knudsen correction factor.
However, the difference we obtained compared to experiments cannot be attributed to the sensitivity due to
uncertainty in experimental measurements or statistical deviations from DSMC alone, but, it is mainly due
to the long-range variabilities[104] in the porous structure for FiberForm, which may lead to some differences
in the pore structure distribution within the computational material sample compared to that used in the
experiments. Yet, despite these difference, it is possible to use the (1×1×1) mm3 FiberForm material sample
as a REV for characterization of material transport properties while taking into account the inherent long-
range variabilities of the material, as well as the sensitivity of the computed permeability to the uncertainty
in the flow-field macroparameters.
Using the same set of DSMC simulations for porous media flow, we also computed the hydraulic tortuosity
factor, τh, which is a measure of the long tortuous path taken by the gas flow to traverse through the material.
It was found that the less permeable FiberForm had a higher τh compared to felt which had a relatively
uniform pore distribution, and also the IP τh was found to be lower than the TT τh. Unique to this work,
the direction-dependent τh and Ko were used to determine the IP and TT pore-diameter, Dh, which forms
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the characteristic length scale for flow through these materials, used to obtain the flow Reynolds number,
Knudsen number, and friction factor.
For ion thruster plume simulations, the PIC module was used to solve the self-consistent electric field
and the DSMC module was extended to model the crucial charge-exchange collisions. The PIC-DSMC
simulations were performed with separate forest-of-octrees for the PIC and DSMC to reconcile the disparate
length-scales, and a time-slicing strategy was used to account for the three orders of magnitude difference
in the PIC and DSMC timesteps. Furthermore, species dependent weighting factors and timesteps were
used to account for the order of magnitude difference in the plume species number density and velocities.
The parallelization strategies to model the Particle-In-Cell approach by solving Poisson’s equation on the
linearized octree was found to scale efficiently with an increase in the number of GPUs. Strong scaling studies
showed that equal partitioning of leaf nodes among the GPUs does not necessarily lead to load balancing,
especially for simulations that use fewer number of GPUs. However, with an increase in the number of
GPUs, the scaling is near ideal.
Mesothermal plume simulations were performed to study the effect of electron source on the transient
plume dynamics and electron kinetics. For the colocated electron-ion sources, the transient electric potential
showed that the plume achieved a quasi-neutral charge by electrostatically trapping electrons within the
plume. The trapped electrons were found to have a bulk velocity equal to the plume, indicating that the
trapped electrons upon neutralization collectively travel with the ion plume and the electron temperature
was anisotropic due to expansion. However, when the electron and ion sources were separated, the electron
velocity distributions in all three directions were found to be unequal and non-Maxwellian, contrary to
the co-located case. The ion beam was observed to attract electrons, which initially oscillate between the
radial edges of the ion beam as confirmed by the bi-modal velocity distribution at early times. As the
plume evolves, it electrostatically traps these electrons within the ion beam, as observed from the single-
peak electron velocity distribution functions at later times. These results demonstrate that GPUs can
efficiently accelerate computations of a fully kinetic approach to enable the study of electron kinetics and
neutralization with the highest physical fidelity, but these transient simulations were terminated before the
beam-front reached the computational boundary to avoid the ‘numerical pump-instability’.
To perform steady-state simulations of ion thruster plasma plumes for longer temporal scales over finite
computational domain sizes, a new general, self-consistent open boundary construct was developed. It was
found that the traditional open boundary condition with outflow treatment for the particles and homogeneous
Neumann boundary for the electric field causes the electrons, initially trapped within the plume, to rapidly
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exit the domain as the ion beam approaches the boundary. The newly developed charge-conserving energy-
based boundary condition corrects this non-physical loss of electrons by reflecting electrons at the boundary
to maintain the total baseline charge in the domain. This approach generated a stable, steady-state plume
using three-dimensional octree-based fully kinetic simulations for colocated as well as separated ion and
electron configurations, which to the best of our knowledge has not been done before.
Domain-independence studies were performed to study the sensitivity of the computed macroparameters,
charge density, electric potential, and the electron velocity distributions, to changes in the location of the
domain boundaries. The colocated ion-electron plume performed with a small and large domain using the
CCE boundary condition resulted in a converged electric field, within an acceptable statistical fluctuation of
2%. The computational cost was found to decrease by a factor of four when the domain size was decreased
by one-half. From the shifted source convergence studies, it was found that the exit boundary must be
located at a distance downstream from the sources, such that, it can accommodate the plume until the
charge density decreases by an order of magnitude.
Finally, three-dimensional coupled PIC-DSMC simulations for real ion thruster exit conditions were
performed using the in-house multi-GPU CHAOS solver. The effect of electron source location and thruster
exit number density on the plume characteristics and backflow contamination region were studied using
colocated and separated ion and electron sources with two thruster exit number densities. For both low and
high density fully-kinetic colocated cases, the induced electric field caused the CEX ions to flow backward
towards the solar panel. However, compared to the low density plume, the radial electric field was higher for
the high density case due to the increase in the electron charge density in the region surrounding the plume
core. As a consequence of the higher radial electric field, the peak energy of the ion energy distribution
in the backflow predicted for the high density case was an order of magnitude higher compared to that
obtained for the low density case. Additionally, a higher ion flux in the backflow region was predicted for the
high density case compared to the low density case due to an increase in the CEX collision frequency. The
fully-kinetic simulations of the colocated plume predicted peak ion incidence angle of 60-70° with respect to
the surface normal, as a result of which, the magnitude of ion-flux on the solar panel was higher away from
the thruster geometry. In contrast, simulations performed using the Boltzmann relation predicted incidence
angles lower than 50° resulting in a higher ion-flux on the solar panel close to the thruster geometry. Since
the maximum sputtering threshold energy of solar panel surfaces, such as silver and aluminium, is 22.1 and
39.1 eV, respectively, only the backflow generated from the high density colocated cases resulted in a finite
sputter yield. Over an operational time of 8,000 hrs, which is typical for a two-year mission, the erosion
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depth predicted for silver and aluminium was 70 and 42 nm, respectively.
Unlike the efficient electron trapping observed for the colocated plume, the fully-kinetic steady-state PIC-
DSMC simulations performed with separated ion and electron sources showed that a substantial fraction of
electrons are lost to the region surrounding the plume. Due to the superposition of the bouncing and
streamwise motion, the trapped electrons followed a helical path within the plume. The energetic electrons
that over-shoot the plume core-region were found to swirl around the outer radial annulus of the plume due
to the alternating streamwise electric field and the radial electric field attracting the electrons towards the
plume core-region. An increase in the thruster exit number density increased the strength of the alternating
electric field and resulted in the formation of electron eddies around the radial edge of the plume. Due to
a high initial acceleration exerted for the high density shifted plume, the electrons were found to constantly
overshoot the plume center and circulate around the radial edge, thus decreasing their residence time within
the plume. Consequently, the self-consistent electric field caused the ions to undergo repulsion thereby
resulting in a broader plume expansion for the high density plume with shifted electron source. The phase-
space of ions sampled at the location of electron eddies showed alternate regions of bunching and depletion
of ions for both, low and high density cases, indicating the presence of electrostatic solitary waves. However,
the effect of domain size on the location and size of the electron eddies requires further investigation. The
use of a fully kinetic approach thus enabled detailed analysis of the ion and electron kinetics and accurate
prediction of the self-consistent electric field as well as the backflow CEX ion characteristics required to
obtain sputter yield.
9.2 Future Work
Newer GPUs, such as Volta 100 are now available on state-of-the-art supercomputers such as Summit and
AWS systems. These newer GPU architectures contain two times more CUDA cores and 16 GB memory
compared to the 6 GB Tesla K20 GPUs used in this work. In addition, unlike the hybrid MPI-CUDA
communications that were required in this work to transfer data across GPUs, the NVIDIA NVLink inter-
face available on newer supercomputers allow for direct data-transfer across GPUs, potentially decreasing
communication time, and thus increasing the speed of the calculation. As future work, the scalable compu-
tational framework in CHAOS should be extended further to perform simulations involving more complex
as well as large systems, enabled by the capabilities of the improved GPU architectures that are expected to
accelerate the run-time by an order of magnitude at the least.
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9.2.1 Oxidation and Degradation of TPS Materials
In this work, 1 mm3 TPS carbon preform samples were characterized using argon gas. However, during
reentry, the boundary layer is composed of atomic oxygen which causes volumetric ablation of the carbon-
based TPS material[25]. As future work, DSMC simulations may be performed to include oxidation in
the collision subroutine and model the resulting material degradation. The moving material boundary,
or interface between the boundary layer and the solid interface can be modeled using the marching cube
method[228]. Studies should also be performed using the carbon preform with and without the phenolic
matrix surrounding the fibers, to understand the effect of the phenolic resin on the rate of ablation. These
simulations are complex, and although not tractable with the current GPUs, may be possible to perform
using newer GPUs after extending the CHAOS module to include chemical reactions and the marching-
cube method. The carbon-preform geometry used in this work consists of nearly 2.5 million surface-mesh
elements for a 1 mm3 sample size. The resolution required to accurately and efficiently represent the material
microstructure for such calculations can also be studied by varying the voxel sizes used in the marching cube
method.
9.2.2 Suggestions to Extend and Modify the PIC Module in CHAOS for
Thruster Plume Applications
For the thruster plume simulations performed in this work, a known electric potential or electric field was
imposed as a boundary condition at the solar-cell panels. However, a more accurate method would be to
dynamically charge the surface by accounting for the electrons that impinge on the solar-cell panel surface,
thereby, automatically capturing the plasma sheath at the surface boundary. Although the floating potential
obtained for the low density simulation would not significantly affect the backflow characteristics, it may
alter the ion energy distribution and angle of incidence for the high density thruster simulation. Additionally,
only electrostatic forces and field are computed in this work, and the magnetic effects are considered to be
negligible which is acceptable for ion thruster plumes but not for Hall effect thrusters. To extend the use
of the solver for hall thruster plumes, Maxwell’s model should be added which can be parallelized using the
same strategies described in this thesis.
Even though the explicit PIC method enabled us to resolve electron kinetics in a time-accurate manner,
it is computationally expensive and required two weeks of simulation run-time with 256 Tesla K20 GPUs to
complete the high density PIC-DSMC ion thruster simulations. The requirement of small timesteps and cell
size to maintain numerical stability of explicit methods are the main cause for the increase in computational
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time. Restricted by the current GPU capabilities, explicit PIC simulations of ion thruster plumes with
(∼O(1015/m3)) number density were barely tractable in this work. However, the study of Hall thrusters and
hollow cathode plume that involve higher electron densities (∼O(1018/m3)) are definitely not tractable given
the constraints of the current GPU architectures. Newer and improved GPU architectures, such as the Volta
100 GPUs, with direct GPU-GPU communication may allow only near-field simulations of the high-density
Hall thruster systems, which could be used to study the anomalous electron transport characteristic in this
region, as it is still not well understood[229, 230, 231, 232]. Secondary electron emissions should also be
included in the PIC module to study the effect of dielectric surfaces on the E × B electron drift[233, 234].
Understanding these processes is critical to the design and operation of optimized hall thruster devices with
improved prediction of the sputter rate on the Hall thruster walls.
As an alternative to the computationally expensive explicit approach used in this work, an implicit PIC
approach[154, 155] may be used to model the steady-state plasma characteristics. These implicit methods
can accurately model the evolution of plasma system with coarser cell sizes and at-least an order of magnitude
larger timestep compared to the explicit method, thereby, decreasing the computational time required for high
density simulations. Such a method can be implemented in tandem with the current octree and parallelization
framework employed in CHAOS. Although with a relatively higher timestep, the implicit method may not
capture the time-resolved instantaneous electric potential during the transient phase of the plume similar
to the explicit method, at steady-state, both explicit and implicit methods are expected to reach converged
solutions. A hybrid continuum-kinetic approach[235] can also be considered to model the plume, by dividing
the flow regime into non-neutral near-field requiring a kinetic approach and a quasi-neutral far-field where
the continuum approach may be valid[210].
In the present work, charge-exchange collisions that dominate the backflow contamination region were
modeled. In addition to these reactions, electron-ion recombination, electron-neutral ionization, and electron-
electron Coulomb collisions may also affect the plume characteristics. Even though the electron number
density is low for the ion thruster plume thereby resulting in negligible collisions, for Hall thruster plumes
with higher number densities, these processes may be important and may affect the electron kinetics. A
Monte-Carlo collision (MCC)[60, 236] approach can be employed as a separate module to perform these
collisions and can be coupled with the existing PIC and DSMC modules in CHAOS. In this method, the
source particles (electrons) in each leaf node are checked for their collision probability, and if a collision
occurs, a post-collisional energy is assigned to them. This method differs from the DSMC as the source
particles collide with a target species “cloud”, i.e., with a group of ions and neutrals, in contrast to DSMC,
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where the target is also a simulation particle, not a group of particles. The methodology can be verified by
studying the effect of initial electron temperature of the hollow cathode on the electron number density and
plasma plume potential and comparing with the results published by Boyd[193].
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Appendix A
Python Script to Compute Sputter
Yield
1 import os , time , sys
2 from os import system , remove , path
3 import linecache
4 import fileinput
5 from math import exp
6 import math
7
8 ReadFilename = ”CEXAngleEnergyPdf Case2A . dat” # This f i l e has the in c i d enc e energy vs ang le ←↩
p lo t t ed in Chapter8 .
9 outfilename = ” Sput t e rY i e ld 2A S i l v e r . dat” # This f i l e w i l l s t o r e the sput t e r y i e l d f o r S i l v e r
10 with open ( outfilename , 'w ' ) as fout :
11 numBins = 30
12 Yield_Eo = [0 f o r i in xrange ( numBins ) ]
13 Yield_EoAngle = [0 f o r i in xrange ( numBins ) ]
14 counter = 0
15 f o r line in fileinput . input ( ReadFilename ) :
16 Data = [ f l o a t ( i ) f o r i in line . split ( ) ]
17 Angle = Data [ 0 ] #angle in degree
18 Energy = Data [ 1 ] # energy in eV
19 i f Energy>0 :
20 ###### Implementing Yamamura Model #########
21 Energy_J = Energy ∗1.602 E−19
22 E_o = Energy_J
23 e = 1 # e l e c t r o n charge
24 E_th = 22.1 ∗ 1 .602 E−19 # Threshold energy in Jou l e s
25 Q = 80 # Free parameter , Refer Tartz et a l .
26 ##### With Normal Inc idence #######
27 mass1 = 218.01714 E−27 # mass o f i n c i d e n t Xenon
28 mass2 = 78.0403 E−27 # mass o f su f a c e Aluminum
29 z_1 = 54 # atomic number o f xenon
30 z_2 = 47 # atomic number o f S i l v e r
31 # Note : a B i s Bohr ' s rad iu s = 5.29177 X 10ˆ−11 m = 0.529 Angstrom
32 a_B = 0.529
33 a_L = ( ( 9 . 0 ∗ 3 . 1 4 ∗ 3 . 1 4 ) /128 .0 ) ∗∗ ( 1 . 0 / 3 . 0 ) ∗ a_B ∗( z_1 ∗∗ ( 2 . 0 / 3 . 0 ) + z_2 ∗∗ ( 2 . 0 / 3 . 0 ) )←↩
∗∗(−0.5) ;
34 eps = Energy ∗ ( mass2 /( mass1+mass2 ) ) ∗ ( a_L /( z_1 ∗ z_2 ∗e∗e ) )
35 sn_num = 0.5∗ math . log (1+1.2288∗ eps ) ;
36 sn_den = eps + 0.1728∗ eps ∗∗ ( 0 . 5 ) +0.008∗ eps ∗∗ (0 . 1504)
37 sn = sn_num / sn_den
38 Yield_Eo [ counter ] = Q∗sn ∗ ( 1 . 0 − ( E_th / E_o ) ∗∗ ( 2 . 0 / 3 . 0 ) ) ∗ ( 1 . 0 − E_th / E_o ) ∗∗2 .0
39 ######## c o r r e c t i o n f o r ang le dependence #######
40 fsig = 1.6 # f i t t i n g parameter f o r S i l v e r
41 f = fsig ;
42 p = 1.6
43 aopt = (90 − 286∗( p/ Energy ∗∗0 .5 ) ∗∗0.45 ) ∗ 3 .14/180 ;
44 t1 = (1 . 0/ math . cos ( Angle ∗3 .14/180) )
45 Y_alphaEo_term1 = t1 ∗∗( f )
46 Y_alphaEo_term2 = math . exp ( f∗(1−t1 ) ∗ math . cos ( aopt ) )
47 Y_alpha = Y_alphaEo_term1 ∗ Y_alphaEo_term2
48 Yield_EoAngle [ counter ] = Y_alpha ∗ Yield_Eo [ counter ]
49 fout . write ( s t r ( Angle ) )
50 fout . write ( ” ” )
51 fout . write ( s t r ( Energy ) )
52 fout . write ( ” ” )
53 fout . write ( s t r ( Yield_Eo [ counter ] ) )
54 fout . write ( ” ” )
55 fout . write ( s t r ( Yield_EoAngle [ counter ] ) )
56 fout . write ( ” \n” )
57 counter = counter+1
58 fout . close
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