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SUMMARIES 
In modern numerical mathematics the keywords "Ri- 
chardson extrapolation" and "Romberg quadrature“ have 
gained an essential place, and they represent typical 
examples of numerically efficient and trustworthy pro- 
cedures. While the Romberg quadrature was regarded 
relatively early as a special application of the Ri- 
chardson extrapolation one seldom encounters references 
to comparable literature or even to predecessors. In 
this paper as complete an historical analysis as pos- 
sible of the lines of development of the Romberg qua- 
drature and Richardson extrapolation is presented, as 
well as an outline of how these precedures work. The 
most surprising result is that the main idea of the 
Romberg quadrature and Richardson extrapolation al- 
ready appears in a clear form in "Kliigel's WiSrterbuch" 
from 1823. 
In der modernen numerischen Mathematik nehmen die 
Begriffe "Richardson-Extrapolation" und "Ron&erg-Qua- 
dratur" einen wesentlichen Platz ein und stehen fiir 
Musterbeispiele numerisch zuverl;issiger und effizien- 
ter Verfahren. Wahrend die Romberg-Quadratur schon 
relativ friih als spezielle Anwendung der Richardson- 
Extrapolation erkannt wurde, findet man nur sehr sel- 
ten Hinweise auf vergleichbare Arbeiten oder gar auf 
VorGufer. In der vorliegenden Arbeit wird versucht, 
eine im Rahmen des Mijglichen vollst;indige historische 
Analyse der Entwicklungsgeschichte von Romberg-Qua- 
dratur und Richardson-Extrapolation sowie eine Skizze 
der Arbeitsweise dieser Verfahren zu geben. Als iiberra, 
schendstes Resultat wird erhalten, dass die der Rom- 
berg-Quadratur und der Richardsonschen Extrapolation 
innewohnende Idee bereits sehr klar in “Kliigels Wijrter- 
buch" von 1823 ausgesprochen ist. 
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Dans l'analyse num&ique moderne, la "m&hode 
d'extrapolation de Richardson" et "la quadrature de 
Ron&erg" occupent une place essentielle. Ils sont 
des exemples de procedds sQrs. Quoique la quadra- 
ture de Romberg apparut assez tot comme un cas part- 
iculier de l'extrapolation de Richardson, on trouve 
t&s rarement des rbfgrences B des travaux compara- 
bles ou antgrieurs. Dans cet article, nous prksentons 
une analyse historique (aussi complgte que possible) 
du dkeloppement de la quadrature de Romberg et de 
l'extrapolation de Richardson, ainsi qu'une esquisse 
de ces m&hodes. Le r6sultat le plus surprenant est 
que l'idge essentielle de celles-ci est deja exprim6e 
t&s clairement dans le "Worterbuch" de Kltigel en 
1823. 
1. EINLEITUNG 
In der numerischen Mathematik verwendet man hgufig Extra- 
polationstechniken unter dem Namen Richardson-Extrapolation, 
mit deren Hilfe aus verschiedenen Ngherungen.gleicher Fehler- 
ordnung verbesserte NSherungslSungen gewonnen werden. Den 
Anstoss zur ausgedehnten Entwicklung solcher Verfahren gab 1955 
W. Romberg durch ein spezielles Quadraturverfahren. Dieses ist 
eine Weiterenwicklung der von Archimedes erfundenen und spgter 
mehrfach verbesserten Exhaustionsmethode. Ziel der Exhaustion- 
smethode und ihrer Verbesserungen ist die Bestimmung der Zahl 
7T. Dabei stehen geometrische Aspekte im Vordergrund des 
Bild 1 
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Interesses. Der Richardson-Extrapolation dagegen liegt vor- 
wiegend ein analytischer Aspekt zugrunde. Allerdings ist 
tbergang fliessend und eine strikte Trennung daher nicht 
mijglich. 
Archimedes fand viele Nachfolger, die mit ungeheurem Fleisse 
seine Approximation durch VergrBsserung der Eckenzahl verbesserten. 
Ein wesentlicher Fortschritt methodischer Art ist W. Snellius 
[1621] zu verdanken, der intuitiv erkannte, dass die Linear- 
kombination je zweier NBherungen mit n bzw. 2n Ecken mit den 
Koeffizienten -l/3 und 4/3 stark verbesserte Ngherungen ergaben. 
Chr. Huygens hat dafiir 1654 den strikten Beweis gefiihrt. Sp&iter 
wurden durch neuerliche Linearkombination der verbesserten Werte 
weitere Verbesserungen erzielt, d.h. mit vergleichsweise sehr 
geringem Rechenaufwand konnte r hinreichend genau berechnet 
werden. 
iiber den historischen Ablauf sind wir sehr gut informiert, 
u.a. durch F. Rudio's bekannte Schrift aus dem Jahre 118921. 
Sodann durch zwei von Rudio unabhzngige Arbeiten von E. Stiefel 
[1961 und 19631. Dabei ist nirgends erkennbar, ob Stiefel Rudio's 
Arbeit gekannt hat. Bevor wir uns weiter mit der Historie be- 
fassen, sei das vorwiegend analytisch ausgerichtete Richardson's- 
the Extrapolationsprinzip zun&ichst an Hand eines Beispiels und 
dann in seinem allgmeinen Aufbau kurz erlgutert. 
DAS RICHARDSON'SCHE PRINZIP UND DIE ROMBERG-QUADRATUR 
Zur Verdeutlichung wollen wir ein einfaches Anwendungs- 
beispiel fiir die Richardson-Extrapolation betrachten ohne auf 
numerische Implikationen einzugehen. Vorgelegt sei die Aufgabe: 
Man bestimme die erste Ableitung einer Funktion f(x) an einer 
festen Stelle x. 
Lbsung: T=f'(x). 
Wir diskretisieren, indem wir die Ableitung durch eine divi- 
dierte Differenz mit dem Inkrement oder der Schrittweite h 
ersetzen. 
L&ung: T(h) = (f(x+h) - f(x))/h. 
Fiir f E Cn'* [x,x+H] gilt die Entwicklung 
n+l 
T(h) = c f(k) (x) 
hk -1 n+l 
- + O(h ). 
k=l 
k! 
Dabei ist die Summe ein Polynom vom Grade n in h. Berechnet man 
nun T(h) fiir einige Schrittweiten hO>hl> we. >h,> l ** > 0, SO 
gilt T(h) -t f' (x), wenn man h gegen Null streben l&St. Die Ge- 
HM6 Richardson-Extrapolation 283 
nauigkeit der so berechneten Nxherungswerte fiir f '(x) ist m&issig. 
Fiir die Schrittweitenfolge hO,hl,...,h,,... w$ihlt man unter dem 
Einfluss der angengherten Berechnung von IT bevorzugt die Werte 
hoho/ , ho/d, .a. , h0/21’ - 1 , . . . . d.h. man halbiert sukzessive 
das zu Beginn gewghlte ho (siehe Tabelle unten). 
Urn nun die Genauigkeit der berechneten NXherungen zu erhijhen, 
approximiert man T(h) durch ein Lagrangesches Interpolations- 
polynom Ln(T,h) E Pn(h) fiir die Werte T(hk), k=O(l)n,Pn = Raum 
der Polynome von Hijchstgrad n, und berechnet Ln(T,O) als verbe- 
sserte Nsherung fiir f '(x). Diese Interpolation fiihrt man i-a. 
mit dem Interpolationsalgorithmus von Aitken und Neville aus, 
mit dem sukzessive lineare, quadratische, kubische etc. Inter- 
polierende zwischen je zwei, je drei, je vier, etc. Stiitzstellen 
gebildet werden. 
Durch diesen Interpolationsvorgang wird aus n+lWerten von 
Z’(h) eine Linearkombination gebildet, und man tierzeugt sich 
leicht, dass dadurch in der Entwicklung von T(h) nach Potenzen 
von h die zunZchst aus n+l Gliedern bestehende Summe auf das 
erte Element f'(x) reduziert wird, SO dass man Ln(T,O) = f'(x) 
+ O(hn+'), also ein Verfahren der Fehlerordnung n+l erh?ilt. 
Sei z.B. f(x)=9 und x=1. 
Lj (T,O) 
h j=O j=l j=2 j=3 
0,64 3,80763 
2,59949 
0,32 3,20356 2,72295 
2,69208 
0,16 2,94782 2,71880 
2,71212 
0,08 &,82997 
2,71821 
Hierbei wurde nach Lagrange mit Hilfe des Algorithmus von Aitken 
und Neville extrapoliert. 
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Diesen Extrapolationsprozess kann man bei Aufgaben ver- 
schiedenster Art anwenden: Numerische Differentiation und Inte- 
gration, Behandlung von Anfangs-, Randwert- und Eigenwertauf- 
gaben bei gewijhnlichen und partiellen Difierentialgleichungen, 
numerische L&sung von Integralgleichungsproblemen, Reihensumma- 
tion etc. Die Allgemeinheit der Anwendbarkeit dieses Extrapola- 
tionsverfahrens erkannt zu haben, scheint das Verdienst von 
I,. F. Richardson [1910, 19271 zu sein. Aber schon lange vor 
Richardson wurde die Idee bei Quadraturaufgaben angewendet, was 
wiederum eine Konsequenz der Berechnungsversuche fiir TI ist: 
Man ersetze die Dreiecke im Kreise durch Trapeze gleicher 
Hiihe: 
Bild 2 
Dies fiihrt auf die Sehnen-Trapezregel 
T(h) =h(f f(a)+f(a+hJ+ l **+f(b-h)+;f(b)} x I," f(x) dx, 
wobei aber stets h=(b-a)/ n als Nebenbedingung steht. T(h) 
existiert nur in abzghlbar vielen Punkten und nicht mehr auf 
einem Kontinuum wie im obigen Beispiel. 
T(h) 
. 
h3 h2 hl ho h 
Ncbmbedmgung r#~ = const , n c INo 
Bild 3 
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Die Nebenbedingung hat mijglicherweise ftir lange Zeit den 
Blick auf die allgemeine Anwendbarkeit des Prinzips verstellt. 
Man hat sich gerade im Falle der Quadratur (gewtihnlich mittels 
der Trapezregel) darauf zuriickgezogen, auf algebraischem Wege 
Terme aus der asymptotischen Entwicklung von T(h) durch Auflij- 
sung eines linearen Gleichungssystems zu eliminieren. Die Extra- 
polation wird dann beschrieben durch die Forderung: 
Man bestimme Koeffizienten aO,...,ak so, dass in der aymp- 
totischen Entwicklung von C$=o aj T(hj) der zweite bis (k+l)te 
Term herausfgllt. 
Wir zkizzieren nun allgemein den dem Richardsonschen Extra- 
polationsprinzip zugrundeliegenden Gedanken: Vorgelegt sei ein 
infinitesimales Problem mit der L&sung T, von der wir annehmen, 
dass sie existiert, aber i.a. nicht analytisch bestimmbar ist. 
Wir l&en das Problem approximativ durch Diskretisierung. Das 
diskretisierte Ersatzproblem habe die von der Schrittweite oder 
dem Diskretisierungsparameter abhgngige L&sung T(h). Wir setzen 
weiter voraus, dass Konvergenz besteht: limbo T(h)=T(O) =T und 
dass eine asymptotische Entwicklung der Gestalt 
T(h)-?'.= clhrl + c2hr2 +***+Cnhrn + o(h++l) 
mit O<rl < r2 l ** Q-,+1 fiir jedes hc [O,H], H>O, 
existiert. 
Man kann nun T(h) fiir einige Schrittweiten hk berechnen, 
etwa O<hn < hnml =Z l ** ho < H und durch die Werte T(hk) eine 
interpolierende Funktion Ln (T,h) legen. Dann gilt also 
T(hk) =L,(T,~~) = T +C h =I + c2h;3 + l ** + C$f;n +O(hy'), 
1 k 
fi.ir k=O(l)n. 
. 
h3 hz . hl h0 h 
Bild 4 
Man extrapoliert nun nach h=O, d-h. man bildet Ln(T,O) und 
findet damit eine i.a. wesentlich bessere NZherung fiir T. Hat 
T(h) die Ordnung O(hr1) , so hat &-, (T,O) nach Konstruktion die 
Ordnung 0( hrn+ll. Die Exponenten rl , . . . rn sind hgufig ganze 
Zahlen. In diesem Falle kann man, fiir L,(T,h) das Lagrangesche 
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Interpolationspolynom nehmen. Je nach Art der Interpolation und 
des Algorithmus nach dem die Interpolation durchgefiihrt durch- 
gefiihrt wird, unterscheidet man eine grijssere Anzahl von Verfahren 
zur Richardson-Extrapolation, wie man diesen Extrapolationsvor- 
gang zu bezeichnen pfleqt. Die Interpolation kann man such auf 
algebraischem Wege durchfiihren, indem man durch geeignete Linear- 
kombination der Werte T(hk) die Grijssen Clhil,...,C,hp sukzessive 
eliminiert. Fiir die Konvergenz der Extrapolation reicht hin, 
dass die Sttitzstellen hk in geometrischer Progression gegen Null 
streben. 
3. ~LTERE ARBEITEN IM ~USAMMENIN+NG MIT DEM EKTRAPOLATIONSPRINZIP 
Die allgemeine Anwendbarkeit dieses Extrapolationsprinzipes 
erkannte erneut Rutishauser [1963], der such numerisch effiziente 
Rekursionsformeln zur Ausfiihrung des Algorithmus entwickelte. 
eber historische VorlZufer sind wir Cchst Stiefel durch Filippi 
[1964] informiert, der nachwies, dass die allgemeine Anwendbar- 
keit des Extrapolationsgedankens auf Aufgaben verschiedenster 
Art schon von Richardson [1910,1927] erkannt worden war. Ri- 
chardson begniigt sich allerdings mit der algebraischen Elimina- 
tion maximal zweier Terme und dringt nicht zu einer alqorithmi- 
schen Formulierung der Extrapolation durch. Richardson bezeichnet 
den Extrapolationsvorgang mit: "the deferred approach to the 
limit." Er weist in seiner spdteren Arbeit darauf hin, dass 
such Boglouboff und Kryloff [1926] das Prinzip der "deferred 
approach to the limit" kennen. (Diese Arbeit war mir noch nicht 
zug$inglich.) Ferner verweist er auf Sheppard. Sheppard [1900] 
befasst sich mit Quadraturen, ausgehend von der Trapezregel. 
Er konstruiert daraus u-a. die Simpson-Regel und zeigt, dass 
man auf algebraischem Wege extrapolieren kann, ohne dies weiter 
explizit auszufiihren. Sheppard verweist nicht auf Vorg8nger. 
Buchanan [1902] und Milne (19031 fiihren Sheppards Programm 
im einzelnen aus. Buchanan behandelt Quadraturen und eliminiert 
maximal drei Terme der Entwicklung von T(h). Da er die Schritt- 
weiten vijllig unsystematisch wZhlt,entsteht lediglich eine um- 
fangreiche Formelsammlung ohne erkennbare Systematik. Milne 
benutzt ausgehend von Huygens die Extrapolation gem. Sheppard 
zur Berechnung von n und wahlt dazu (was naheliegt) die Schritt- 
weiten hk+l = $hk. K Kommerell kommt [1936] unter Berufung 
auf Huygens unabhgngig von Milne zu gleichartigen Resultaten. 
Im Jahre [1955] versffentlichte W. Romberg eine Arbeit 
iiber "Vereinfachte numerische Integration." Ausganqspunkt 
war die Sehnen-Trapezregel mit 2, 3, 5 und 9 Stiitzstellen. 
Die Ergebnisse seien mit T2, T3, T5, Tg bezeichnet. Durch Linear- 
kombination bildet er aus je zwei aufeinanderfolgenden T-Werten 
die Formeln S3, S5, Sg und erkennt, dass es sich dabei um die 
Simpson-Regel mit 3,5 bzw. 9 Stiitzstellen handelt und schreibt 
"Man scheint nicht bemerkt zu haben, dass die S genau die NZihe- 
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rung nach der Simpson-Formel S darstellen" [Romberg 1955, 311. 
Je zwei aufeinderfolgende S kombiniert er zu R5 und Rg. Hatten 
die T den Grad 1, die S den Grad 3 so haben die R den Grad 5. 
Schliesslich kombiniert er R5 und Rg zu einer Formel Q9 vom Grade 
7, die keine Newton-Cotes Formel mehr ist, wghrend T, S, R stets 
einfache oder zusammengesetzte Newton-Cotes Formeln sind: 
Grad I 3 5 7 
I T2 
3 T3 
5 T5 
7 T9 
Dieses Rechenschema wurde in der Folge nach unten und nach rechts 
fortgefiihrt. Das entstehende Quadraturverfahren--gew8hnlich als 
Romberg-Quadratur bezeichnet --ist numerisch sehr leicht anwend- 
bar und hat fiir numerische Belange vorziigliche Eigenschaften: 
Die Quadraturgewichte sind (anders als bei den Newton-Cotes 
Formeln) stets positiv und das Verfahren konvergiert fiir jeden 
im Integrationsintervall stetigen Integranden. 
Joyce fiihrte 1971 eine umfangreiche Musterung von Arbeiten 
iiber Richardson-Extrapolation aus und verweist such auf Corey 
[1906] der unabhgngig von Vorgangern ebenfalls das Extrapolations- 
prinzip fiir die Quadratur ausnutzt, ohne der eberzeugung zu 
sein, dass seine Ergebnisse vijllig neu sind: "The following 
method may or may not be new, but as I believe it to be of practi- 
cal importance I wish to call attention to it,..." [Corey 1906, 
1371. Dieser Wunsch hat sich leider nicht erfiillt. 
4. G. S. KLijGEL'S BEITRAG 
Gber die bisher genannten Arbeiten hinaus sind einige Artikel 
im WGrterbuch des G. S. Kliigel 118231 von fundamentaler Bedeutung, 
findet sich doch bereits hier das Prinzip unmissverstXndlich 
entwickelt. In Kliigel's Nomenklatur sei zu berechnen: 
x0+ R 
/ y(x)dx = Qr 
X0 
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wobei Q fiir eine Quadratursunune steht. 
Aus einer Formel von Maclaurin ermittelt Kliigel in Art. 134 
die Quadraturformel: 
Q= 
(n-l) (y(o) + y(n)) +&l) + yC2) + w-0 + y-)) R 
2 (xl-l) 
+etc. 
[Kliigel 1823, 1411, und wertet sie Art. 135 fiir n = 2 und n = 3 
aus: 
Setzt man in der letzfen Fbrmel n = 2, so dass die 
Area aus drey Ordinaten bestimmt wird, so ist 
(1) 
wo der erste Theil 
y(o) + yw 
+4Y R Cotessens For- 
6 
me1 ist, [Kliigel 1823, 1431. 
Man vergleiche mit dem Zitat aus Romberg's Arbeit oben! Fiir n=3 
findet Kliigel die 3/8-Regel. 
In Art. 136 wendet Kliigel die in 134 gewonnene Quadratur- 
formel fiir n=4 an: 
Fiir n=4 oder bey fiinf Ordinaten wird aus (134) 
- etc. [Kliigel 1823, 1441. 
RM6 Richardson-Extrapolation 289 
sodann fiir n=2 mit doppelter Schrittweite 
Berechnet man dieselbe Area aus den Ordinaten y(O), 
y(2),y(41, so ist nach (135) 
p’y 
(0) + (4) + 4y(2) B R4 
6 
R-P .- 
14 . . . 4 
i?Y$-~ 
+A l g(v-s)-etc., [Kliigel 
1823, 1441. 
Er eliminiert den Term O(R4) und schliesst: 
und wenn man BR4 (a y 3 (4)/ax3 _ a3y(o)/ax3) eliminirt 
Q= 
(4)) + 32 (y(l) + yt3)) + 12yf21R 
+ etc. 
Das erste in R hier multiplicirte Glied ist die Formel 
von Cotes. Man kann auf diese Art weiter gehen, und 
noch mehrere der Cotessischen Formeln ableiten, und 
zugleich bestimmen, urn wie vie1 jede ohngef;ihr fehlt, 
[Kliigel 1823, 1441. 
Das trifft fiir die 7 Punkte-Formel vom Grad 7 bei 6 Teil- 
intervallen zu: 
Q= & 41 (y, + Y,) + 216 (Y, + Y,) + 27 (Y, + Y,) + 272 y3 R - 
Fiir die iibrigen Newton-Cotes Formeln bleibt unklar, wie zu 
verfahren ist, da dann die Intervallanzahl zu wenig Teiler besitzt, 
um die bis dahin bew;ihrte Konstruktion weiterzufiihren. Insbeson- 
dere bleibt unklar, wie die Formel vom Grade 9: 
Q=L 
1350 
989 (y. + y,) + 5888 (y 1 + y7) - 928 (Y, f Y,) 
\ 
+ 10406 (y, + y,) - 4540 y4 
J 
R 
zu konstruieren w;ire, die von der letzten Formel vom Grade 7 bei 
Romberg, 
Q=1 
1350 1 
49 (y, + Y,) + 256 (Y, + y3 + y5 + Y,) + 64 (y2+y4) 
+ 100 y4 R, 
abweicht. 
Bereits hier ist also das Konstruktionsprinzip der Richardson 
Extrapolation erkennbar, aber noch zu eindeutig auf die Konstruk- 
tion Newton-Cotes' scher Formeln fixiert. Noch klarer tritt es 
in den folgenden Artikeln zutage. 
In Art. 137 leitet Xliigel durch Elimination des Terms O(R2) 
wiederum von einer Maclaurinschen Formel ausqehend die folqende, 
offene (Randpunkte des Integrationsintervalls bleiben ungenutzt) 
Formel ab 
Q= 
R (y(l) + y (3) +"'+ y (2n-l)Q) R 
nn-1 
[Kliigel 1823, 1461. 
Analog zum friiheren Vorgehen setzt er Art. 138 n=2 und n=3 und 
gewinnt damit zwei Quadraturformeln vom Grade 3. Er flhrt fort 
Fiir n=4 oder bey neun Ordinaten wird 
Q= 
4 (y(l) + y (3) + y (5) + $7)) -y(4) R 
15 
B +-.L$ iP+(liy+yI) 
14 . . . 
C 17 l 31 R6 --. 
16 . . . 8192 ( 
a5yo _ asdo) + etce 
ax5 ax5 i 
Dieselbe Area aus den Ordinaten y (0) , /2), /4), y(8) 
berechnet ist 
Q= 
2 (y(2) + y(6)) - y(4) R 
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Hieraus wird, durch Elimination von BR4 
a=16(y(1) + y (5) + y(7) - lo(y(2) + y(6)) +y(4) R 
45 
C 31R 
6 
+-.- 
i 
& (8) 
+etc. 
16 . . . 2048 ax5 
Auf diese Art kann man weiter gehen, und bey einer 
grijsseren Anzahl Ordinaten immer mehrere von den 
Griissen 
AR2 1 ‘ ; ; )  -  $ ! )  .  BR4 f ; ; : ^ ’  _ i$) u.s.w. 
ausstossen [Kliigel 1823, 1491. 
Damit sind Prinzip und Aufbau eines Quadraturverfahrens auf 
Extrapolationsbasis inclusive Halbierung der Schrittweiten 
anhand der Tangententrapezregel vollstgndig und unzweideutig 
formuliert, 132 Jahre vor Rombergs' Arbeit! 
5. ZUSAMMENtiNGE UND ABSCHLIESSENDE BEMERKUNGEN 
Wie aus dieser Zusammenstellung deutlich wird, nehmen die 
einzelnen Arbeiten kaum Bezug aufeinander. Nur Archimedes' 
Resultat kann man als Allgemeingut ansehen. Insbesondere 
Richardson und Romberg scheinen vijllig neu entdeckt zu haben. 
Erst S. Filippi [1964] verweist auf Richardson (und damit auf 
Bogolouboff und Kryloff) als den Entdecker der allgemeinen 
Anwendbarkeit des Extrapolationsprinzipes. Man vermisst aber 
Hinweise auf Kliigel, Sheppard, Buchanan, Milne und Corey, ebenso 
auf Rudio. W;ihrend Joyce [1970] erstmals wieder auf Buchanan, 
Milne und Corey verweist, vermisst man such bei ihm noch den 
Hinweis auf Rudio und Kliigel. 
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Allgemein f;illt auf, dass bei unserem Problem die englische 
Literatur und die kontinentaleurop%ische Literatur zwischen 1927 
una 1964 keine Notiz voneinander nehmen, (m8glicherweise eine 
Spdtfolge des PrioritZtenstreites) sehr zum Nachteil der Entwick- 
lung effizienter numerischer Verfahren. Wir kijnnen das nur mit 
Bedauern konstatieren. 
Im Kliigel'schen WZjrterbuch ist die bisher Zlteste Quelle 
aufgefunden worden, in der sich aas Grundprinzip von Richardson- 
Extrapolation und Romberg-Quadratur manifestiert. Es ist unbe- 
kannt, ob dies die friiheste und die einzige Quelle ist. Kliigel 
hat sein Resultat selbst schon friiher gefunden oder einer 
glteren Quelle entnommen. Es fsllt auf, dass Kliigel's Arbeit 
als Zlteste Quelle der hier angegebenen nirgends zitiert ist, 
obwohl zumindest Rudio sein Warterbuch gekannt hat, denn er 
zitiert es in anderem Zusammenhang. Beachtlich ist, dass 
Richardson 1910 und 1923 anscheinend die Arbeit von Milne nicht 
kannte. Hatte er sie gekannt und verwertet, so h;itte seine 
Arbeit die Rutishauser'sche Arbeit von 1963 vorwegnehmen kijnnen. 
Rutishauser wiederum, der mit anderen die Romberg-Quadratur 
ausgebaut und die allgemeine Anwendbarkeit des Extrapolation- 
sprinzipes neu erkannt hat, kennt offenbar Richardson's und 
Bogolouboff-Kryloff's Arbeiten nicht. Auch er scheint Rudios 
Arbeit nicht zu kennen. 
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