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ABSTRACT 
In this thesis, we shall consider nonlinear systems of the form 
x(t) = A(x(t))x(t) + B(X(t))l1(t) 
together with a standard quadratic cost functional and replace the system by a 
sequence of time-varying approximations for which an optimal control problem 
can be solved explicitly. The basic system is, x(t) = A(x)x+B(x)u, which can be 
approximated by a sequence of systems of the form ifil(t) = A(x[i-1l(t))x[il(t) + 
B(x[i-11(t))11!i1(t). We then show that the sequence converges. Although it may 
not converge to a global optimal control of the nonlinear systems, we also consider 
an approximation sequence for the equation given by the necessary condition 
of the maximum principle and we shall see that first methods gives solutions 
very close to optimal solution in many cases. We shall also extend the result 
to partially observable nonlinear stochastic systems which can be written in the 
above form with additive Gaussian white noise. Some examples are shown to 
illustrate this theory. 
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Chapter 1 
Introduction and Basic Results 
1.1 Introduction 
Engineering is concerned with understanding and controlling the materials and 
forces of nature for the benefit of human kind. Control system engineers are 
concerned with understanding and controlling parts of their environment, often 
called systems, in order to provide useful economic products for society. In order 
to control a physical system it is necessary to obtain a good mathematical model 
of the system. Usually, all physical systems are inherently nonlinear. Thus, all 
control systems are nonlinear to a certain extent. Nonlinear control systems can 
be described by nonlinear differential equations. However, if the operating range 
of the control system is small, and if the involved nonlinearities are smooth, then 
the control system may be reasonably approximated by a linearized system, whose 
dynamics are described by a set of linear differential equations. 
Control system design has been studied from the classical systems theory point 
of view and gradually evolved to meet more complex problems by using modern 
1 
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systems technology. Classical control design is generally a trial and error process 
in which various methods of analysis are used iteratively to determine the design 
parameters of an acceptable system. Acceptable is generally defined in terms 
of time and frequency domain criteria such as rise time, settling time, peak over 
shoot, gain and phase margin, and bandwidth. However, complex multiple-input, 
multiple-output systems are required to meet the demands of modern technology. 
For example, the design of a spacecraft attitude control system that minimizes 
fuel expenditure is not amenable to solution by classical methods. A new and 
direct approach to the synthesis of these complex system, called optimal control 
theory, has been made feasible by the development of the digital computer. 
The objective of optimal control theory is to determine the control signals 
that will cause a process to satisfy the physical constraints and at the same time 
minimize some performance criterion. 
Furthermore, new theories of optimal control have been developed by L.S. 
Pontryagin in former Soviet Union and R. Bellman in the United states. As a 
result the control engineer may have a new mathematical tool for the analysis 
and design of a control system in the time domain. 
For the time domain analysis, the optimal control law of linear quadratic op-
timal control problems can be obtained by solving the matrix Riccati equation, 
or by determining the transition matrix of the Hamiltonian system [4, 35, 38]. 
However, for a general nonlinear optimal control problem, it is not possible to 
obtain the exact feedback control solution analytically. Never the less subopti-
mal feedback control can be obtained by using either the power series expansion 
method [40, 26, 27, 28, 42, 55]) or neighbouring optimal control method ([18, 
37, 44]). In addition, the optimal feedback control can be obtained using Bell-
man's [13] dynamic programming method, but this method suffers from the curse 
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of dimensionality. 
Since general nonlinear systems are extremely difficult to deal with and most 
results which can be obtained are of an approximate nature, many authors have 
considered bilinear systems [1, 10, 5, 17, 30]. It is in a sense, a simple nonlinear 
system for which one can write explicit formulae for calculation of the kernels. 
However, it has some drawbacks; one has to compute a large number of terms in 
order to get a reasonable approximation. Control of processes governed by bilinear 
systems, including optimal control, has been studied previously by numerous 
authors (see, eg [1, 10, 5, 30]). 
Hofer and Tibken [30] proposed a sequence of approximations to finite time 
bilinear optimal control problems in which they calculated the gain matrix itera-
tively from the Riccati differential equation. This method has the advantage that 
one can use linear optimal control law for each sequence of approximations; how-
ever, a disadvantage for on-line process control is the computational overhead. 
Aganovic and Gajic [1] introduced a new approach that instead of calculating 
the gain matrix iteratively from Riccati differential equation, computed the time-
varying Lyapunov equation for each sequence of approximations. 
Banks and MaCaffrey [8] applied the same idea ( a sequence of approxima-
tions) to nonlinear parabolic systems. In this research a sequence of approxima-
tions to nonlinear optimal control problems has been proposed. 
The thesis is organized as follows: Basic results of linear control theory, linear 
optimal filtering and functional analysis needed in the work are presented in 
Chapter 1. 
In Chapter 2, a sequence of approximations to a nonlinear quadratic optimal 
control problem is introduced and shown to converge under certain conditions. 
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The type of system which is considered is a nonlinear one of the form x(t) = 
A(x )x(t) + B(x )u(t) which can be approximated by a sequence of systems of the 
form x[i1(t) = A(x[i-l1(t))x[i1(t) + B(x[i-l1(t))u[i1(t). 
In Chapter 3, a sequence of approximations is introduced in order to find a 
global optimal control for nonlinear systems, using Pontryagin's minimum princi-
ple. This will replace the nonlinear systems by a sequence of two-point boundary 
value problems which is shown to converge under certain conditions. 
In Chapter 4, a sequence of linear filtering equations is applied to nonlinear 
stochastic systems in order to estimate the state, which is corrupted by state 
excitation noise and measurement errors. 
Practical applications of the theory developed in the previous chapters will 
be given in Chapter 5 and Chapter 6, using models of an inverted pendulum, an 
F-8 fighter aircraft and the Van der Pol oscillator. 
Finally, in Chapter 7, conclusions and topics of further research are suggested. 
1.2 Linear Optimal Control Theory 
In this section, some of the results concerning linear control theory, namely, linear 
quadratic regulator problems and their application to deterministic and stochastic 
systems, are reviewed. 
The linear regulator problem is a classical problem of optimal control theory 
and may be treated as a continuous or discrete problem. In the interest of brevity 
the remarks will be confined to the continuous version of the problem. The proof 
of these results and further details can be found in [4, 14, 16, 32, 35, 38]. 
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A linear time-varying system of the form: 
i: = A(t)x(t) + B(t)u(t), x(O) = xo (1.1 ) 
is considered, where x E nn, u E nm , A and Bare n x n, n x m dimensional ma-
trices respectively. It is assumed that the complete state x( t) can be accurately 
measured at all times and is available for feedback. A stabilizable time-invariant 
linear system can always be stabilized by a linear feedback law. Since the closed-
loop poles can be located anywhere in the complex plane, the systems can be 
stabilized. By choosing the closed-loop poles far to the left in the complex plane, 
the convergence to the zero state can be made arbitrarily fast. However, increas-
ing the closed-loop poles too far to the left requires a large control input. In 
any practical problems the control input cannot be increased beyond some value. 
These considerations lead quite naturally to formulation of an optimization prob-
lem, where one takes into account both the speed of convergence of the state to 
zero and the magnitude of the input amplitudes. To introduce this optimization 
problem for the linear systems (1.1), a quadratic cost functional (J) is formed: 
where F and Q are symmetric positive semi - definite matrices, R is symmetric 
positive definite, and t f is some fixed time. As this optimization problem is a 
regulator problem, only the transient situation is considered where an arbitrary 
initial state must be reduced to the zero state. The problem formulation does 
not include a disturbance or a reference variable that should be tracked. These 
analyses lead to the following theorem: 
THEOREM 1.2.1 The optimal input for the deterministic optimal linear regulator 
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is given by a linear control law: 
u(t) = -r(t)x(t), 
where r(t) = R- 1 BT(t)P(t), 
which minimize the cost functional in equation {l.2}. The symmetric positive 
semi - definite matrix P(t} satisfies the matrix Riccati equation: 
-p(t) = Q(t) + AT (t)P(t) + P(t)A(t) - P(t)B(t)R-1(t)BT(t)P(t), 
with the terminal condition 
REMARK 1.2.1 The weighting factor F penalizes the system at the specified 
terminal time tf. The weighting factors Q and R apply penalties for trajectories 
of the state x(t) and the control u(t) over the time span [to, tf]. It can be seen 
that if Q is large and R small, then optimal system will apply a large control 
effort and force the system to zero rapidly in order to avoid a large penalty due 
to large Q. On the other hand, if Q is small and R large, the control effort will 
be smaller, and the system will converge to zero slowly. Clearly, a wide variety 
of situations can be accommodated within this formulation. 
1.2.1 Pontryagin's Maximum Principle 
In order to find the optimal control u( t) which minimizes the cost functional J 
subject to the constraints given by equation (1.1), the Pontryagin maximum 
principle is used. This principle provides the necessary conditions for optimality, 
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resulting in a set of adjoint equations that may be treated as two-point boundary 
value problems. The proof of Pontryagin's principle is given by Pontryagin et 
al [45] and Fleming and Rishel [25]; it may be written in the following form. 
THEOREM 1.2.2 Pontryagin's Maximum Principle 
Consider the problem of minimizing the cost functional 
rtf 
J = O(x(tf),tf) + ito </>(x(t),u(t),t)dt 
subject to the constraint 
i:(t) = f(x(t), u(t), t), x(to) = Xo 
and assume that (to, xo) is fixed. Suppose, moreover, that t J is free and that x( t J ) 
is constrained to the terminal manifold defined by the equation 
and finally that u is constrained to belong to some closed set n ~ nm. Then 
necessary conditions for a minimum of J at x*, u* are given by: 
H(x*(t), u*(t), .\(t), t) ~ H(x(t), u(t), .\(t), t), V t, u, x 
and 
aH x, a>: 
aH 
= -.\, 8x 
.\ = 88 + (aNT) v } 
ax 8x at t 
-H = 88 + (8NT) V 
8t 8t 
where H denotes the Hamiltonian defined by 
Chapter 1: Introduction and Basic Results 8 
and )., v are Lagrange multipliers. 
REMARK 1.2.2 To find the optimal control, H is minimized among the admis-
sible controls with values in n; strictly speaking one has therefore stated the 
'minimum' principle. Lagrange multipliers). are often called the costate (adjoint 
or dual) variables and the differential equation of ). is called the costate or adjoint 
equation. 
EXAMPLE 1.2.1 For the linear regulator problem the Hamiltonian function His 
given by: 
H = ~ (xT(t)Q(t)x(t) + uT{t)R(t)u{t)) + ).T{t) (A{t)x{t) + B{t)u{t)) 
Applying the minimum principle one can obtain the following conditions: 
BH x A(t)x{t) + B{t)u(t) 8>: - -
BH 
-). Q(t)x + AT{t)).{t) a; -
BH 0 ::::> Ru + BT). = 0 ifu 
u{t) = _R-l{t)BT{t)).{t) 
For)' = Px with ).( t J) = Fx{ t f), one can obtain the matrix Riccati differential 
equation 
- ?(t) = Q{t) + AT (t)P{t) + P{t)A{t) - P{t)B{t)R-l{t)BT{t)P{t). 
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1.3 Linear Optimal Filtering 
In the previous section it is assumed that the complete state vector can be mea-
sured accurately for the regulator problem. This assumption is often unrealistic. 
The most frequent situation is that for a given system 
x = A(t)x(t) + B(t)u(t), x(to) = Xo 
only certain combinations of the state, denoted by y, can be measured: 
y(t) = C(t)x(t). 
The quantity y, which is assumed to be an m- dimensional vector, with m usu-
ally less than the dimension n of state x, will be referred to as the observed or 
measured variable. Estimating the state vector of a linear system on the basis of 
observations of the output variables is treated as a vector random process due to 
measurement errors and stochastic disturbance of the variables. 
Theoretically, it is an estimator for what is called the linear quadratic Gaus-
sian problem, which is the problem of estimating the instantaneous "state" of 
a linear dynamic system perturbed by Gaussian white noise - by using mea-
surements linearly related to the state, but corrupted by Gaussian white noise. 
Mathematically, the filter problem is treated by using probability theory and 
the theory of stochastic process in order to find optimal state vector for linear 
dynamical systems (linear optimal or Kalman-Buey filter). 
A historical account of the derivation of the so-called Kalman-Bucy filter is 
given by Brammer and SifHing [14]. The Kalman-Bucy filter can be regarded 
in discrete or continuous time and here the continuous version of the problem is 
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considered. The proof of this results and further details can be found in [4, 14, 
16, 19, 25]. 
1.3.1 Formulation of the Filter Problem 
A linear system is considered in which the state vector x(t) is stochastically dis-
turbed and the output measurements y(t) contain stochastic errors. The system 
is described by: 
:i; = A(t)x(t) + v(t) 
y(t) = C(t)x(t) + w(t) 
The state vector x(t) to be estimated is n-dimensional. Let its initial value x(to) 
be a random vector with zero expectation and given covariance matrix p(to) = Po: 
E {[x(to) - E{x(to)}][x(to) - E{x(to)}]T} = Po (1.3) 
The measurement variable y(t} has m components and the matrices A and Care 
known continuous functions of time t. 
The disturbance v(t} E nn and the measurement error w(t} E nm are white 
noise with given covariance matrices: 
E{v(t)} _ 0 E{v(t)vT(r)} 
E{w(t)} _ 0 E{w(t)wT(r)} 
Q(t)o(t - r) 
R(t)o(t - r) 
(1.4) 
where o( t - r) is the Dirac a function. Q and R are symmetric, Q is positive semi 
definite, but R must be positive definite. 
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Let the initial state, the disturbance process and the measurement process be 
mutually uncorrelated: 
E{x(to)vT(tn 
-
0 
E{ x(to)wT(t)} 0 (1.5) 
E{ v(t)wT( Tn 
-
0 
A linear unbiased estimate of x(t) based on the sample function y(T), to ~ T ~ t 
is formed. This estimate is denoted by x(t). The estimation error is defined as: 
x(t) = x(t) - x(t). 
For unbiased estimation E {x (t n = 0, its covariance matrix is defined by 
p{t) = E{x{t)xT(t)}. 
The estimate must be optimal in sense that the components of the estimation 
error have minimum variance. This is equivalent to the requirement 
trace P(t) -+ minimum 
The optimal covariance matrix P(t) is found using the following theorem. 
THEOREM 1.3.1 Kalman-Bucy filter 
(i) The linear unbiased minimum variance estimate for the state x(t) of the 
continuous-time stochastically disturbed system 
:i:{t) = A(t)x(t) + v(t), E{x(ton = 0 
Chapter 1: Introduction and Basic Results 12 
y(t) = C(t)x(t) + w(t) 
for which the sample function y( T), to S; T S; t, and a priori knowledge according 
to (1.3}-(1.5) are available, is given by the differential equation: 
£(t) = A(t)£(t) + K(t){y(t) - C(t)£(t)}, £(to) = o. (1.6) 
(ii) The gain matrix is given by 
(1. 7) 
(iii) The covariance matrix of the estimation error obeys the matrix Riccati dif-
ferential equation 
p{t) - Q(t) + A{t)P(t) + p{t)AT(t) - p(t)CT(t)k-l(t)C(t)p, (1.8) 
p(to) - Po. 
p( t) is positive semidefinite and symmetric matrix. 
1.3.2 Extended Kalman Filter 
The Extended Kalman filter is similar to a linearized Kalman filter except that 
the linearization takes place about the filter's estimated trajectory rather than a 
the pre-computed trajectory. 
Consider the equation 
x(t) = f(x, t) + v(t), 
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together with the measurement 
y(t) = h(x, t) + w(t), 
and suppose that E{ v(t)vT(t)} = Q(t) and E{ w(t)wT(t)} = R(t). Expand f and 
h in Taylor series to first order. Then, 
f(x, t) - f(xl' t) + A(Xl' t)(x - xt} and 
h(x, t) = h(Xl' t) + C(Xl' t)(x - xt} 
for some nominal trajectory Xl (t). Then if 
s(t) 
the equations become 
x(t) - A(Xl' t)x(t) + r(t) + v(t) 
y(t) - C(Xl' t)x(t) + s(t) + w(t). 
These equations are now linear and one may apply the Kalman filter equations 
to obtain the estimation equations: 
£(t) - A(xt, t)x(t) + r(t) 
+ p(t)GT(Xl' t)k-1(t) [y(t) - s(t) - G(xt, t)x(t)] 
p(t) Q(t) + p(t)AT(XI' t) + A(xt, t)p(t) 
(1.9) 
- p(t)GT(Xb t)k-l(t)C(Xl' t)p(t) 
The linearized estimation equations (1.9) with Xl = X constitute the extended 
Kalman filter. 
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1.3.3 Separation Principle 
Stochastic separation is of central importance for the optimal synthesis of linear 
stochastically disturbed control loops. This class of problem is largely solved 
by decomposition into deterministic linear control and stochastic linear filtering 
which both have a fully developed theory. 
In continuous time, the linear stochastic control problem is formulated as 
follows: 
x(t) A(t)x(t) + B(t)u(t) + v(t), (1.10) 
y(t) - C(t)x(t) + w(t), 
where x(to) is normally distributed random vector with E{x(to)} = e, v(t) and 
w(t) are vector valued Gaussian random processes. Estimation error is defined 
by: 
x(t) = x(t) - x(t). (1.11) 
Then by substitution of (1.10) into (1.11), one may obtain 
x(t) = A(t)x(t) - B(t)r(t){x(t) - x(t)} + v(t), 
since u(t) = -r(t)x(t), r(t) = R-I (t)BT(t)P(t) and optimal feedback gain r(t) 
is obtained by solving the deterministic optimal control problem. 
From equation (1.11) and (1.6) : 
i(t) = {A(t) - I«t)C(t)}x(t) + v(t) - K(t)w(t) 
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Writing these equations as a combined differential equation yields 
(1.12) 
REMARK 1.3.1 Equation (1.12) is known as the separation theorem or separa-
tion principle. Here as well the dynamics of the error x(t) is completely decou-
pled from the dynamics of the state x(t): x is influenced neither by x nor by r. 
The characteristic motions of x, conversely, are only determined by A, Band 
r, while Brx and v merely act as external excitations. These considerations 
motivate the following theorem. 
THEOREM 1.3.2 (i) The linear unbiased minimum variance estimate for the state 
x(t} of the system 
x(t) - A(t)x(t) + 8(t)u(t) + v(t) E{x(to)} = e 
y(t) C(t)x(t) + w(t) 
for which the sample function y( r) and the input variable u( r), to ::; r ::; t, and 
a priori knowledge according to (1.3}-{1.5) are available, is determined by the 
differential equation 
£(t) = A(t)x(t) + B(t)u(t) + K(t){y(t) - C(t)x(t)} x(to) = e 
(ii) the gain matrix [( (t) is given by equation (1.7) and the covariance matrix of 
the estimation error obeys the matrix Riccati differential equation (1.8). 
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1.4 Functional Analysis 
In this section some elementary functional analysis which will be needed later is 
presented. This will include subjects like, normed vector space, Banach spaces 
and measure of matrix. More details of this material can be found in [31, 43]. 
1.4.1 Normed Vector Space 
A vector space is a purely algebraic object, and if the processes of analysis are 
to be meaningful in it, a measure of distance must be supplied; the distance is 
known as normed in this context. Intuitively one expects distance to be a non-
negative real number, to be symmetric, and to satisfy the· triangle inequality. 
These consideration motive the following definition. 
DEFINITION 1.4.1 Let X be a set. Associate with each pair of elements j, g E X 
a non-negative number d(.f,g) such that for all j,g,h E X: 
(i) d(j,g) = 0 ijj1 j=g 
(ii) d(j,g) d(g,J) (symmetry) 
(iii) d(.f,g) < d(j,h) + d(h,g) (triangle inequality) 
d is called a metric on X, and X equipped with a metric is known as a metric 
space. 
1 if and only if 
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DEFINITION 1.4.2 Let V be a vector space, and suppose that to each element 
I E V a non-negative number 11111 is assigned in such a way that for all I,g E V 
(i) 11111 0 il I I = 0 
(ii) II alII lalllIll lor any scalar a 
(iii) III + gil < IIIII + IIgll (the triangle inequality) 
The quantity 11111 is called the norm of I, and V is known as a normed vector space. 
A metric d is obviously obtained on setting d(J, g) = II I - gil, so all normed vector 
spaces are metric spaces. A vector space may often be equipped with more than 
one norm, the associated normed vector spaces are regarded as different unless 
the norms are same. 
DEFINITION 1.4.3 Assume that a vector I E V and a number r with 0 < r < 00 
are given. The sets of points S(J, r) = {g : III - gil < r} and 
S(f, r) = {g : III - gil ::; r} are called respectively the open and closed balls with 
centre I and radius r. 
DEFINITION 1.4.4 A subset S of V is said to be bounded iff it is contained in 
some ball (of finite radius). If S is bounded, its diameter is the diameter of the 
closed ball of smallest radius containing S. The distance, written dist(J, S), of a 
point I from S is the number infgEs III - gll.2 
EXAMPLE 1.4.1 Let V = nn. Define the Euclidean norm of I = (It, ... ,In) to 
be 
21nf and sup (abbreviat.ions for infimum and supremum) denot.e t.he great.est lower bound 
and least upper bound respectively. 
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If n = 3 the norm is of course just the usual distance in n3. 
DEFINITION 1.4.5 Let Un) be a sequence in V. The sequence is said to converge 
iff there is a vector I E V such that lim Ilfn - III = O. I is called the limit of the 
sequence, and it may be written as In -+ I or limln = I. The limit is unique, 
for if In -+ I and In -+ g, by triangle inequality 
III - gil = Ilf - J~ + In - gil :S III - Inll + IIln - gil, 
and the right-handed side tends to zero as n -+ 00, whence I = g. 
DEFINITION 1.4.6 Let 0 be a subset of nn, and suppose that I is a complex 
valued function defined on O. Then I is said to be continuous at the point Xo E 0 
(i) for each c > 0, there exists 0 > 0, such that II(x) - l(xo)1 < c whenever x E 0 
and Ix - xol < 0; 
(ii) for each sequence (x n ) in 0 with limit Xo, lim/(xn) = I(xo). I is said to be 
continuous iff it is continuous at every point of 0; 
(iii) I is said to be uniformly continuous on 0 iff for each c > ° there exit a 
o > 0 such that II(x) - l(xo)1 < c whenever x, Xo E 0 and Ix - xol < 0, i.e. c,o 
are independent of Xo. 
DEFINITION 1.4.7 Let 0 be a subset of nn. The vector space of bounded con-
tinuous complex valued functions defined on n is denoted by £(n). 
(i) The space fen) may be normed in a number of ways. Set first 
11111 = sup If(x)1 
xEO 
Then I/(x) + g(x)1 :S lJ(x)1 + Ig(x)1 for each x, and it follows that III + gil < 
11/11 + 11911· Evidently therefore II· II is a norm on £(0). 
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(ii) Let I denote em (m-dimensional complex space) valued function I.,·· ., 1m 
where for each j, fJ is a. bounded continuous complex valued function defined on 
a subset ° of Rn. The set of such functions with the laws of combination 
U + g) (x) 
(o:J)(x) 
(It (x) + gl ( X ), ••• , 1m (x) + gm (x)) , 
(0:11 (X), ... ,00Im(x)) (0: E e), 
is a vector space, which will be denoted by £(0, em)j £(0, Rm) of course denotes 
the corresponding real space of Rm valued functions. The sup norm is defined by 
11111 = max sup IJAx) I 
I$J$m xen 
1.4.2 Banach Space 
A set S in a normed vector space V is said to be complete iff each Cauchy sequence 
in S converges to a point of S. V itself is known as a complete normed vector 
space or a Banach space B iff it is complete. The simplest Banach spaces are Rn 
and en -with any norm. 
DEFINITION 1.4.8 Let V be a normed vector space. A sequence Un) in V is said 
to be Cauchy iff 
lim IIln - 1m II = 0, 
m,n-+oo 
that is, iff for each e > 0 there is an no such that IIIn - imll < e whenever 
m, n > no. It is an obvious consequence of the inequality 
lIin - imll = IIIn - I + I - Imll ~ lIin - ill + lIim - ill, 
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that if (fn) is convergent it is Cauchy. 
DEFINITION 1.4.9 Lipschitz Condition 
Let 8 be Banach spaces and let 'D be a subset of 8. Operator A is said to satisfy 
a Lipschitz condition on 'D with Lipschitz constant q iff there is a q < 00 such 
that 
IIAJ - Agil ~ qllJ - gil (f, g E 'D). 
In one dimension a function which satisfies a Lipschitz condition is absolutely 
continuous, and hence differential almost everywhere. It is convenient to have 
the following terminology available when 'D is unbounded. 
(i) A will be said to satisfy a Local Lipschitz condition iff for each bounded 
S C 'D, A satisfies a Lipschitz condition on S with Lipschitz constant qs (which 
may depend on S). 
(ii) A will be called a contraction iff it satisfies a Lipschitz condition with Lips-
chitz constantq < 1. 
1.4.3 Measure of a matrix 
The measure Il(A) of a matrix A is a mapping from nnxn into n [15, 21, 22], 
which is in some ways analogous to a norm but which leads to a sharper estimate 
of convergence than norms, principally because Il(A) may take negative values. 
DEFINITION 1.4.10 Let A be a n x n matrix and II . II be an induced norm for 
matrices. The measure Il(A) of the matrix A is defined by 
I'(A) = lim = III + hAII- 1. 
h-+O+ h 
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One can think of f.1( A) as being the one-sided directional derivative of the mapping 
11·11: nnxn -+ n+ at the point I (the n x n identity matrix), in the direction of A. 
LEMMA 1.4.1 Brauer [l5} 
Every solution x{t} of the linear system 
x(t) = A(t)x(t) 
obeys 
Ilx(t)1I ~ IIx(to)lIexp (1: a(A(s))ds) , [t ~ to], 
where a(A) denotes the largest eigenvalue of the symmetric matrix !(A + AT). 
Also, a(A) can be calculated from the relation 
xTAx 
a(A) = sup --. 
x xTx 
1.4.4 Gronwall Inequality 
One of the most useful results used in differential equations or control engineering 
is the Gronwall inequality. It is stated as follows: 
THEOREM 1.4.1 Gronwall Inequality 
Let [( be a non-negative constant and let f and g be continuous non-negative 
functions on some interval to :::; t ~ t f satisfying the inequality 
f(t) :::; K + t .f(s)g(s)ds .for to :::; t ~ tf. Then ito 
.f(t) ~ [( exp (1: g(s)ds) .for to ~ t ~ tf· 
Chapter 2 
Optimal Control of Nonlinear 
Systems 
2.1 Introduction 
The optimal control of general nonlinear systems of the form 
x = f(x,u) 
with the quadratic cost function 
can be solved, in principle, by the use of Lie series and infinite dimensional systems 
theory [3, 6, 10]. However, the solution is complex and difficult to implement. 
For this reason we consider nonlinear systems of the form 
x = A(x)x + B(x)u 
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together with a quadratic cost and introduce a sequence of (time-varying) linear-
quadratic approximations to the nonlinear problem. Similar methods have been 
applied to bilinear systems and distributed parameter systems [1, 8, 30], see also 
for a related freezing technique [9]. 
In section 2.2, the approximating sequence to the nonlinear systems is in-
troduced, and in section 2.3 the proof of convergence of this sequence in an 
appropriate space is given. 
2.2 The Approximating Sequence 
Consider the nonlinear systems 
:i; = A(x)x + B(x)u, x(O) = Xo, (2.1) 
together with the quadratic cost function 
(2.2) 
Here, x and u are vector functions with n, m components respectively. A is 
an n x n matrix function and B is an n X m matrix function; Q and F are real 
symmetric positive semi-definite matrices, R is a real symmetric positive definite 
matrix and t f is some fixed time. 
We introduce the following sequence of approximations to the problem of 
minimizing the cost ( 2.2) subject to the dynamics ( 2.1): 
:i;IO] = A(xo)xIOj + B(xo)uIOj , x[O](O) = Xo 
JIO] = xlOjT (tf ) Fx[Oj(t f ) + fu tl (x[of Qx[Oj + U[OjT Ru[Oj)dt 
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and for k 2: 1, 
(2.3) 
Since each approximating problem in ( 2.3) is linear (time-varying), quadratic we 
can write the optimal control in the form 
where p[kJ is the solution of the usual Riccati equation 
_Q _ P[kJA(x[k-l](t)) _ AT(x[k-l](t))p[k] 
+ p[k] B(x[k-lJ(t))R- 1 BT(x[k-l](t))p[kJ 
p[kJ(tf) - F 
and the kth dynamical system becomes 
2.3 Proof of Convergence 
(2.4) 
In this section we shall prove that the sequence of coupled equations ( 2.4) and 
( 2.5) converge under certain conditions on A(x) and B(x) and for small enough 
horizon time tf (or small enough initial conditions xo). To do this we first 
note that if ~[i-l](t, to) denotes the transition matrix generated by A(x[i-l](t)) 
then [15], we have 
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where p(A) is the logarithmic norm of A. We next require an estimate for 
<I>[i-l) _ <I>[i-2). 
LEMMA 2.3.1 Suppose that p(A(x)) ~ p for some constant p and for all x that 
Then 
IIA(x) - A(y)1I ~ allx - yli, V x, y E Rn 
!!<I>[i-t)(t, to) - <I>[i-2)(t, to)!! ~ aet'(t-to)(t - to) sup !!x[i-l)(s) _ x[i-2)(s)!! 
sE[to,t) 
Proof: <I>[i-l) , <t>[i-2) are solutions of the respective equations 
z = A(x[i-l)(t))Z, z(to) = I 
tV = A(x[i-2)(t))w, w(to) = I 
Hence, 
~ (z - w) = A(x[i-t)(t))(z - w) + [A(x[i-l](t)) - A(x[i-:-2](t))] w 
and so 
I.e. 
z - w = it <I>[i-t)(t,s) [A(X[i-t)(S)) - A(x[i-2)(S))] w(s)ds 
to 
liz - wll < I: exp (it p(A(x[i-l](r)))dr) exp (1: p(A(x[i-2)(r)))dr) 
x a !!x[i-l](s) - x[i-2](s)1I ds 
< ael,(t-to)(t - to) sup !!x[i-l](S) - x[i-2)(s)!!. 0 
.,E[to,t) 
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We first consider the more general equation 
j;[OI(t) 
j;(il(t) 
_ A(xo)x[OI(t) + C(xo)x[OI(t), x[Ol(O) = Xo 
A(X[i-ll)X[il(t) + C(X[i-ll)X[il(t), x[il(O) = Xo, i 2: 1 (2.6) 
In order to prove the sequence x[i1( t) converges to a solution, one need to show 
that Ilx[il(t) - x[i-ll(t)II -+ 0 as i -+ 00. It follows that 
x[i1(t) - x[i-1l(t) _ [4>[i-l l (t,O) - 4>[i-21(t,O)] xo 
+ lot 4>[i-ll (t, s)C(x[i-ll(s)) [x[il(s) - x1i-11(S)] ds 
+ fot 4>[i-ll (t, s) [C(x[i-ll(s)) - C(x[i-21(s))] x[i-ll(s)ds 
+ fot [4>[i-l l (t,s) - cp[i-21(t,s)] C(x[i-21(s))x[i-ll(s)ds 
For uniform convergence, the following conditions are assumed. 
(AI) J.t(A(x)) < J.t \:Ix E nn 
(A2) IIA(x) - A(y)II < a IIx - yll \:I x, y E nn 
(A3) IIC(x) - C(Y)II < fJ IIx - yll \:I x, y E nn 
(A4) IIC(x)II < , \:Ix E nn 
Also, e[il(t) is defined as 
e[il(t) = sup IIx[il(s) - x[i-ll(s)II 
sE[O,tl 
thus, 
e[il(t) < Q tel'te[i-ll(t)IIxoil 
+ fot el'(t-s),e[il(s)ds + fot el'(t-s)fJe[i-l1(s)e(I'+'Y)sIIxolids 
+ fot atel.(t-s)e[i-ll(s)-ye(/l+'Y)sIIxolids 
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since 
from (2.6). Hence, if t E [0, T] 
(1 - "Y fot eiJ(t-S)ds) e[il(t} ~ a Tel'te[i-ll(t)lIxoli 
+e[i-ll(t} {fot eiJ(t-s) ,Be(iJ+')')S II xo lids + fot aT el'(t-S)"Ye(I'+')')Sllxollds} 
The above equation may be written as 
where 
and so, if 1~(t)1 < 1 for some small xo and small t E [0, T] and i -+ 00 it follows 
x[i1(t} -+ x(t} on C ( [0, T], nn ) 
Moreover, it can easily he checked that 
1 
sup IIx(t}1I ~ -e[21(t) + sup IIx[ll(t)1I 
tE[O,T] 1 - v tE[o,Tl 
where 
v = sup 1~(t}1 
tE[o,T) 
(2.7) 
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LEMMA 2.3.2 Under the assumptions Al - A4 we have 
and 
IIxI21(t) - x111(t)l1 < (e(I'+'Y)t + e(iH'Y)t) IIxoll 
< 2e(I'+'Y)tll xo ll 
where p, = fL(A(xI01(t))). Since p, ~ fL 
Proof: This follows from Gronwall's lemma and inequality 
COROLLARY 2.3.1 Under the assumptions Al - A4 we have 
sup IIx(t)1I ~ (_2_ + 1) e(I'+'Y)tll xo ll 
telo,T] 1 - 1/ 
Proof: This follows directly from the above results. 0 
REMARK 2.3.1 If fL + 'Y < 0, then from corollary (2.3.1), it follows 
sup IIx(t)1I ~ (-1 2 + 1) IIxoli. 
IE(O,T] - 1/ 
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Hence, although the conditions Al - A4 for all x E nn, it is clear that only these 
conditions are required to hold in the ball 
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This means that the results apply to polynomial systems which, of course, do not 
satisfy Al - A4 on the whole of nn. 
In the case of the controlled sequence (2.5) we have 
and so 
The following lemma provides a bound on Ilplil(t)1I directly from (2.4) (and a 
bound on IIp1i1(t) - p1i-1](t)1I follows in a similar way). 
LEMMA 2.3.3 Let P[i1(t) = p[il(t, -t), satisfying the Riccati equation (2.4), and 
p(t) = IIP[i1(t)lI, such that Plil(O) = F, then 
for some constants Cl, C2, C3 > O. Hence, for some r E [0, t f), let p(t):::; IIFII + c 
fort E [r,tf] for anyc > 0, and so on [r,tf]' 
so that 
p < e(c2+c3 <1IFII+E»tIIFII + Cl J~ e(c2+c3(IIFII+E»)(t-6)ds 
IIP[i1(t)1I < e(c2+c3 (IIFII+E»(t,-t)II F II + clftt, e(C2+c3(1IFII+E»(t'-")ds 
and so for small enough tf ( or small C2, C3) it follows that p[i1(t)is bounded on 
[ 0, tf]. 
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Proof: For any sequence Plil(t), 
plil(t) _ Q + Plil(t)A(xli-ll(t)) + AT(xli-ll(t))Plil(t) 
_ Plil(t)B(xli-ll(t))R-l BT(xli-ll(t))Plil(t) 
Integrate the above equation from [0, tl, 
P1i1(t) _ ~[i-tJT (t, O)P[il(O)~[i-ll(t, 0) + lot ~[i-llT (t, s )Q~[i-ll(t, s)ds 
+ fat ~[i-t]T (t, s)Plil(s)B(xli-ll(s))R-l BT(xli...,ll(s))Plil(s)ds 
Taking the norm both side of the equation, we will obtain 
IIP1i1(t)1I < 1I~(i-ll(t,0)1I2 IIPlil(O)1I + fat 1I~li-ll(t,s)1I2I1Qllds 
+ fat 1I~li-ll(t,s)1I2 IIP1i1(t)1I2 IIB(xli-11(s))1I2 IIR-111ds 
30 
If we assume the condition IIQII = q, IIR-1 1I = rand IIB(x)11 ~ b, V x E nn, 
using the assumption Al, we have 
Differentiate the above equation, then we have 
Which may be written as 
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where CI = q, C2 = 2/l, and C3 = rb2 • It is a nonlinear equation in p(t). So if the 
solution p(t) < IIFII + £ for small t (or small C2, C3), then 
p(t) < 
p(t) < e(C2+C3(11F1I+~))t IIFII + CI f~ e(c2+c3 (IIFII+e»)(t-s)ds 
II P[i1(t)1I < e(c2+c3(IIFII+~»(t,-t)IIFIl + CI f/' e(c2+c3(11F1I+~»(tl-s)ds 0 
From lemma (2.3.3), it is shown that p[il(t) is bounded by small interval time 
t E [0, tf] (or small c2, C3). Hence, one should determine within this interval 
whether p[il(t) is satisfying the Lipschitz condition. To this end, the following 
lemma explain that p1i1(t) is satisfying the Lipschitz condition on [0, tf]. 
LEMMA 2.3.4 Let matrix p[il(t) is satisfying the Riccati equation of (2 . ..(.). Such 
that p[i1(t) = y[il(t)Xlil-t(t), y[i1(t f ) = F and X[i1(t f ) = I. Then, 
(i) X[il(t) _ A(xli-Il(t))Xlil(t) - B(x[i-l](t))R- t BT(x[i-Il(t))y[il(t) 
(ii) y[il(t) _ _QX[il(t) - AT(X[i-Il(t))y[i](t) , 
(iii) plil (t) satisfies the Lipschitz condition; provided that 
A(x[i-Il(t)) and B(x1i-11(t)) satisfies the Lipschitz condition. 
Proof: 
p[il(t) _ y[i1(t)X[il-t(t), y[i1(tJ) = F, X[il(tJ) = I. 
P[il(t) _ y[il(t)Xlil-t (t) - y[il(t)X[il- t (t)X[il(t)X[i1- 1 (t) 
The equation (2.8) is satisfying Riccati equation (2.4). Hence, 
(2.8) 
_ (y[il(t)X[i1- t (t) - y[il(t)X[il- t (t)X[i)(t)X[i)-t (t) = Q.+ p[i) (t)A(x[i-I)(t)) 
+ AT (z[i-l1(t)) p[il (t) _ p[il (t) B(x[i-I) (t))R- I BT (xli-I) (t)) pli)(t) 
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The above equation may be written as 
_(y[il _ y[iIX[il-1 X[il = QX[il + y[iIX[il-1 A(X[i-ll(t))X[il-1 
+AT (X[i-ll(t))y[il _ y[iIX[il-1 B(X[i-ll(t))R-1 BT (X[i-ll(t))y[il 
The above equation is coupled with X[il(t) and y[il(t). So if they are separated 
from the equation, thus 
X[il(t) _ A(X[i-tl(t))X[il(t) 
y[il(t) _ -QX[il(t) 
B( x[i-l l( t)) R- 1 BT (x[i-ll(t)) y[il(t), 
_ AT(x[i-ll(t))y[il(t). 
X[il(t) and y[il(t) are differentiable, therefore, they are satisfying the Lipschitz 
condition. Now, we want to show that X[il- I (t) satisfies the Lipschitz condition. 
It follows 
IIx[il-l(td - X[il- l (t2)11 - IIX[il-I(tI) (I - X[il(t.)X[i]-I(t2)) II 
IIX[il- 1 (t.) (X[;I(t2) - X[i](t 1)) X[i]-I (t2)11 
< IIX[il- 1 (t')l1 IIX[i]-1 (t 2 )11 IIX[i](t l ) - X[i](t 2 )11 
< 11 IItl - t211 (2.9) 
where 11 (= ')'II1X[i1- 1 (t)1I 2 ) is the Lipschitz constant for X[i]-l(t) and ')'1 is the 
Lipschitz constant for .\'[i](t). From the equation (2.9), we can say X(i]-l(t) also 
sa.tisfies the Lipschitz condition. Since y[i](t) and X[i]-I(t) satisfy the Lipschitz 
condition, p[il(t) also sa.tisfies this condition D. 
REMARK 2.3.2 p[i1(t) = p[i](t,x[i-l](t)), therefore 
IIP[il(t) - pli-1J(t)11 = IlPliJ(t, x1i- 1](t)) _ p 1i-l](t, x1i- 2](t)) II 
< 12I1 x [i-l](t) - x[i-21(t)1I 
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Hence, from the equation (2.6), if we take norm on IIC(x[i-l](t)) - C(x[i-2](t))II, thus 
IIC(X[i-l](t)) - C(x[i-2](t))11 < IIR-1IIIIBT(x[i-1](t)) - BT (x[i-2](t)IIIIP[i](t)II 
+ IIR- 1IIIIBT(x[i-2](t)IIIIP[i](t) _ p[i-l](t)II· 
If the sequence given by equation (2.5) is to converge we need a additional 
condition for B(x) in which it should satisfy the Lipschitz condition. 
THEOREM 2.3.1 Iftf (orxo) is small enough, then under the conditions A1-A2 
and 
(A3)' IIB(x) - B(y)1I < (i IIx - yll V x, y E nn 
(A4)' IIB(x)1I <, V x E nn 
approximation Xli], uri] converge (in C (0, tf; nn) ) to function x(t), u(t) which 
minimize (2.2) over the set of feedback controls of the form - B R-1 BT P( x)x 0 
Proof: The theorem is proved by lemmas (2.3.1-2.3.4). 
2.4 Conclusions 
In this chapter the optimization problem 
subject to the constraint 
x = A(x)x + B(x)tt, x(O) = Xo 
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has been considered. A new method which minimized (J) over the interval [0, tf], 
for some fixed t f is proposed. 
The idea was to transform the original nonlinear optimal control problem into 
a sequence of linear optimal control problems, so that for each sequence one may 
obtain a linear time-varying differential equation of the form 
with cost functional 
We have shown for small tf (or xo) the approximation of X[i] , uti] converged to the 
function x(t), u(t). 
The method used is promising and simple to implement. It consists of nu-
merically solving the matrix Riccati differential equation and linear differential 
equation for each sequence. The results are very useful and some examples are 
given to illustrate the theory in chapter 5. 
So far it has been shown that under some conditions, xli], uti] converge to 
x(t), u(t) respectively and J is minimized in the interval [0, tf]. Is this minimum 
a global minimum? 
To this end, we will analyse the same methodology from different point of 
view, using Pontryagin's minimum principle. This yields the. Hamiltonian which 
will provide the necessary conditions for optimal control. 
This will be considered in the next chapter. 
Chapter 3 
Global Optimal Control of 
Nonlinear Systems 
3.1 Introduction 
In the previous chapter we studied nonlinear systems of the form 
x = A(x)x + B(x)u, 
with a quadratic cost functional 
In order to find the optimal control for such nonlinear systems, we introduced a 
sequence of linear quadratic approximations. 
In this chapter, Pontryagin's minimum principle is used to find an optimal 
control for nonlinear systems. This method involves computing the Hamiltonian 
35 
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function which provides the necessary and sufficient conditions for optimality. 
From the necessary and sufficient conditions, one can form 2n nonlinear homoge-
neous differential equations. This leads to a nonlinear two point boundary value 
problem which has to be solved by iterative numerical techniques such as steepest 
descent, variation of extremals or quasi-linearization [35]. 
Here, a new approach is introduced that will transform the nonlinear two 
point boundary value problem into a sequence of linear two point boundary value 
problems. Since this is linear, the missing initial conditions to the sequence can 
be found by using the method of adjoints. Similar methods have been applied 
in order to obtain approximate solutions to the time-invariant Hamilton-Jacobi-
Bellman equation [12], which arises in optimal control when plant is modeled by 
nonlinear dynamics, bilinear systems and distributed parameter systems; see [1, 
8,30]. 
This chapter is organized as follows: In section 3.2, the mathematical descrip-
tion of the problem is introduced. In section 3.3, adjoints method which will 
find the set of missing initial conditions for the linear two point boundary value 
problem is presented. The proof of convergence of the sequence will be discussed 
in section 3.4. 
3.2 Problem formulation 
In this section, we shall consider the optimization problem 
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with state equation 
x = A(x)x + 8(J:)u x(O) = ;"0. 
Here, Q, R, and F are symmetric a.nd positive definite and t J is some fixed time. 
Also x and u are vector functions with n, m components respectively. A is an 
n X n matrix function, B is an n x m matrix function. 
The Hamiltonian of the problem is 
Therefore, the necessary conditions for optimality are: 
aH 
au 
= 
= 
x 
-A 
0 
= 
= 
A(x)x + B(x)u 
Qx + ~: (A(x)x)T A(t) + uT :x (B(x)f A(t) 
Ru + BT(x)>. 
so that 
From these equations, 2n-dimensional·coupled two-point boundary value prob-
lems are obtained: 
x = A(x)x - B(x)R- 1 BT(x)>., 
>. - -Qx+IJ(x,>.)>', 
where 
. () 7' T iJ T 
B(x, A) = - a.r (A(x)x) - 1t ax B(x) . 
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We introduce the following sequence of approximations to the above equation: 
. [0) x 
~(oJ 
= A(xo):r1oJ(t) 
-Qx(uJ(t) 
B(xo)R-1 BT(xo))A[O)(t), x[O)(to) = xo 
+ 8(xo, FXo)A[O)(t), A[O](tf) = Fxo 
and k > 0 
ilk) 
= 
A (x[k-I) (t) )x[k) (t) 
-
B( x[k-I) (t)) R- I BT (x[k-I) (t)) A[k] (t), 
x(k)(to) = Xu, 
.x[k) 
= 
_Qx1k](t) + B(x[k-I)(t), A[k-l](t))A[kJ(t), 
A[k} (t f) Fx[k-t)(t f). 
3.1) 
Also, a sequence of a.pproximations to the control input, which minimizes the 
cost function. is given by: 
Let z = [x. AV. then from equation (3.1) one can write: 
where 
[ 
4(x[k-t)(t)) -B(x(k-I)(t))R-I BT(x[k-l](t)) 1 
,4(Z lk-I}(t)) = ' 
-Q 8(x[k-I](t)), A[k-l](t)) 
Hence z(k)( t) becomes set of 2n linear, homogeneous, differential equations for 
which n initia.l and 1l terminal conditions are known. Thus our initial problem 
has been transformed into linear two point boundary value problem. To determine 
unknown initial conditions the shooting method is used. This will be discussed 
in the following section. 
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3.3 Linear Two Point Boundary Value Problem 
In this section one of the shooting methods, namely, the method of adjoints, 
is discussed. For the linear two point boundary value problem the method of 
adjoints finds the set of missing initial conditions in one pass through the process; 
for more details see [471. 
Consider the set of 2n linear ordinary differential equations with variable 
coefficients 
where 
i(t) = A(t)z(t) 
A(t) = 2n x 2H matrix 
z(t) = 2n x 1 vector 
The initial conditions are: 
zi(io)=Ci, i=1,2, ... n; 
and the terminal conditions a.re 
The adjoint system of equation (3.2) is defined as 
-T ]i = -.4 {i)y 
(3.2) 
(3.3) 
(3.4) 
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Hence 
2n 
~)Yiii + YiZ;) = 0, 
i=1 
Above equation may also be written as 
or as 
d 2n 
- L)YiZi) = 0 
dt i=1 
(3.5) 
On integrating equat.ioll (:1.5) over [to, tf], we have 
- :l)YiZi) dt = 0 it! {d 2n } to dt i=1 
or 
2n ~n 
LYi(tf)Zi(tf) - LYi(tO)Zi(tO) = 0 (3.6) 
i=1 j=\ 
Now, if we set termillal conditions for adjoint equation, that is 
1 = lm } m = 1,2, ... , (2n - n) 
i =f. im 
where the superscript TIt refers to the m th backward integration of the adjoint 
equations and im refers to subscript on the specified terminal conditions Yim (t J ) 
in (3.4). 
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Since by (3.3) the initial conditions are given for Zi(tO) , i = 1,2, ... , n, equation 
(3.6) can be written as 
2n 
y!::)(tJ )Zim(t/) - E y!m)(tO)Zi(tO) = OJ 
i=1 
or 
n 2n 
Zim(t,) - Ey!m)(tO}Zi(tO) = E y!m)(tO}Zi(tO} 
i=1 
In matrix form we have, for (3.7), 
(I) ( ) Yn+! to (I) ( ) Yn+2 to 
i=n+l 
The set of missing initial conditions is found by solving (3.8): 
(1) ( ) Yn+! to (1) ( ) Yn+2 to 
Z2n(tO) Yi~1 (to) Yi~2(tO) 
Zil (t,) - E?=1 yP)(tO)Zi(tO) 
x 
provided, of course, the inverse exist. 
(n)( ) Y2n to 
(3.7) 
(3.8) 
(3.9) 
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In our case, we have 
(3.10) 
where 
The initial conditions of x[k)(to) and terminal conditions of A[k)(t,) (see the equa-
tion (3.1)) are known. So one can find the missing initial conditions for each 
sequence of A[k) using the method of adjoints. 
Having determined all the initial conditions in (3.10), the differential equation 
becomes an initial value problem and can be solved numerically. 
The sequence of approximate solutions z[k)(t) is developed by the process 
zlkJ = A(z[k-lJ)z[k) which converges to the solution of the original problem under 
certain conditions. The convergence will be discussed in the .following section. 
3.4 Proof of Convergence 
The equation (3.1) is integrated over [to, tIl. Thus 
X[k)(t) - ~~-lJ(t)tO)xo + It: ~~-l)(t,T)B(x[k-l)(T))A[k](T)dr 
A(kJ(t) _ ~~-ll(t, - t + to) to)Fxlk-lJ(t,) (3.11) 
+ Ic" ~~-l)(t, - t + to) t, + to - r)Qx[k)(t, + to - T)dr 
where B(xlk-lJ(t)) = _B(x[k-l)(t))R-l BT(x[k-l)(t)), ~~-l)(t, to) is a. transition 
matrix of A(zlk-ll(t) and ~~-l)(tl - t + to, to) is a transition matrix of 
B(x[k-Il(t), A[k-l)(t)). 
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REMARK 3.4.1 
• From equation (9.11), one can say that A(k)(t) and x[kl(t) is bounded by 
small tl or Xo. 
• Since each sequence consists of linear time-varying systems, one may solve 
a two point boundary value problem (bvp) for each k explicitly using the 
equation {9.9}. 
• Having found the missing initial conditions for each k for A[k](t), then this 
two point bvp becomes an initial value problem. 
• Then in equation {9.10}, all the initial conditions are known. 
• Therefore, using the theorem developed in Chapter £, we can show the equa-
tion {9.10}, z(k1(t) = A(Z(k-l1(t))Z(k1(t), converges in C(to, t,; 'RR). 
THEOREM 3.4.1 
Under the conditions AT, A2, A3i, and A4i of theorem £.9.1 { Chapter £}, the 
sequence of the systems given by (9.1) converges {in C(to! tl; 'RR} for sufficiently 
small t, or Xo. 
3.5 Conclusions 
In this Chapter, a new method has been proposed in order to find a global optimal 
control for nonlinear systems of the form x = A( x )x + B( x )u. This method first 
finds the Hamiltonian function and using the Pontryagin's minimum principle the 
necessary conditions for optimality are found. This provides a set of 2n first order 
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nonlinear ordinary differential equations in which n initial and n terminal condi-
tions are known. We have transformed the nonlinear two point boundary value 
problem into a sequence of linear two point boundary value problems. Since it is 
linear, the set of missing initial conditions can be found by using equation (3.9). 
It is shown here that this sequence converges (in C(to, t,; 'R.ft) for sufficiently small 
tf or Xo· 
However, there are some disadvantages in this method where in practice one 
finds that sometimes, even though the adjoint equation is integrated backward 
with a set of n linear independent terminal vectors, the initial vectors are not 
numerically independent. In particular, this can happen when the matrix A(t) 
in (3.1) has eigenvalues widely separated in value. As a result the inverse matrix 
in equation (3.9) becomes singular. 
To illustrate this theory some examples are given in Chapter 5. 
Chapter 4 
Nonlinear Optimal Filtering 
4.1 Introduction 
In the previous chapters, it was assumed that all the states of the nonlinear 
systems of the form 
x(t) = A(x)x(t) + B(x)u(t) (4.1) 
are available for complete measurement. This assumption is often unrealistic and 
only certain nonlinear combinations of the state, denoted by y, can be measured: 
yet) = C(x)x(t) (4.2) 
The purpose of this chapter is to present a method of estimating the state vector, 
or finding approximations to the state vector, from the m~ured variable. For 
linear systems, this theory is well developed. The estimated state is then used 
to control the nonlinear system given by equation (4.1). The main contribution 
45 
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of this chapter is to derive an optimal control for a nonlinear stochastic system 
of the form 4.1 - 4.2, using the framework of linear filtering, separation principle 
and linear regulator control theory. 
Usually, many dynamical systems contain noise and meas~rement errors which 
are considered as stochastic phenomena. Therefore, when considering the esti-
mation of the state a certain degree of filtering of the noise is implicitly involved. 
In a sense, estimating the state of the systems is a filtering problem and choosing 
an optimum filter is essential. 
The first landmark contribution to optimum filtering ( or Kalman filtering) 
was made by Kalman [34], who formulated a recursive solution to the optimum 
linear filtering problem using a state-space model for dynamical system. 
Kalman and Extended Kalman filters have been applied to satellite and flight 
navigation and mathematical modelling (see [19, 29,49]). 
This chapter is organized as follows: In section 4.2 a new method is proposed 
to obtain an optimum filter for a nonlinear stochastic syst~m. In section 4.3, 
the proof of convergence of this method is given. Finally, the application of the 
filtering problem to control is introduced in section 4.4. 
4.2 Proposed Solution 
Consider the general nonlinear dynamical system whose state x{t} evolves in time 
according to the following differential equation: 
x = A(x)x + v(t), x(to) = Xo, t ~ to (4.3) 
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where 
x(t) E 'R,R is an n dimensional state vector, 
A(x) is an n x n real matrix function, 
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Xo E 'R,R is an n dimensional Gaussian random vector with E{ xo} = Xo and, 
Cov(xo, Xo) 6 E{[xo - Xo][Xo - Xo]T} = Po, 
Po is a positive semi-definite and symmetric matrix, 
vet) E 'R,R is an n dimensional white noise with E{v(tH = 0 \f t ~ to and, 
E{v(t)VT(T)} = Q(t)6(t - T)), E{xovT(t)} = 0, 
(jet) is a positive semi-definite and symmetric matrix. 
Also, consider the measurement process yet) to be given by 
yet) = C(x)x + wet) 
where 
yet) E 'R,m is an m dimensional state vector, 
C(x) is an m x n real matrix function, 
(4.4) 
wet) E 'R,m is an m dimensional white noise with E{w(t)} = 0 \f t ~ to and, 
E{w(t)WT(T)} = R(t)6(t - T)), E{xowT(t)} = 0, 
R(t) is a positive definite and symmetric matrix. 
A sequence of approximations is introduced to the equations 4.3 and 4.4 which 
has the following form: 
x(oJ(t) _ A(xo)x(O)(t) + vet), x[O](to) = xo 
y[oJ(t) _ C(xo)x[oJ(t) + wet) 
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and for k ~ 1, k - iteration index 
_ A(xlk-tl(t))xlkl(t) + v(t), x1kl(to) = fo } 
_ C(x1k-tl(t))x[k)(t) + w(t) 
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(4.5) 
The estimate x[k)(t) of x[k](t) is given by a Kalman filter which has the following 
expressIon: 
i[k](t) _ A(x[k-l)(t»x[k)(t) + K[k](t) [1I[kJ(t) - C(x[k-l)(t»x[k)(t)] 
Klk)(t) _ pIk](t)CT(x[k-tl(t»k-1(t) 
p1k)(t) _ Q(t) + pIk)AT(xlk-ll(t» + A(X[k-l)(t»Plk)(t) 
_ pIle] (t)CT (x[k-l](t»k- l (t)C(X[k-l) (t»p[kJ (t) 
Plk)(to) = Po 
x [Ie) (to) = fo 
For k = 0, above equations become: 
,i[O](t) _ A(fo)xIO)(t) + K[O](t) [y[O](t) - C(xo)x[O)(t)] 
K[oJ(t) _ p[O](t)CT(xo)R-l(t) 
p[oJ(t) _ Q(t) + p[OJAT(xo) + A(xo)P[O](t) 
- p[O) ( t )CT (xo)R-1 (t )C( fo)P[O]( t) 
p[OI(to) - Po 
x[O](to) - xo 
4.3 Proof of Convergence 
(4.6) 
In this section equations 4.5 and 4.6 are proved to converge under certain con-
ditions on A(x) and for small enough horizon time T( or small enough initial 
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conditions xo). To do this, the bound on 1I~[i-l)(t, to) - ~[i-2)(t, to)!1 has to be 
estimated. Therefore the following lemma is presented. This lemma is already -
presented in Chapter 2 (section 2.3) but for easy reference it is given again here. 
LEMMA 4.3.1 Suppose that /J(A(x)) $ /J for some constant /J and for all x that 
IIA(x) - A(y)1I $ allx - yll, 'V x, ye 'R,n 
Then 
where 
L = ae,,('-to)(t - to). 
Since white noise v(t) is the derivative of the Wiener process We, v(t)dt can be 
replaced by dW,. Also, the state x[i)(t,w) is replaced by x~'l(w) where wen 
(probability space) is a random parameter appearing indirectly in equation 4.5. 
On integrating equation 4.5 over [tOl t] one can get following solution: 
(4.7) 
In order to prove the sequence x~'l converges to a solution one needs to show that 
Ellxi'l - x~i-l)1I2 -+ 0 as i -+ 00. First, note that 
xl'l - xli-I) _ [t[t-l)(t, to) - ~[i-2)(t, to)] %0 
+ (' [t(i-l)(t,s) - ~[i-2)(t,s)] dW. 
1'0 
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The following conditions are assumed in order to show that xI'l converge uni-
formly: 
(AI) I'(A(x)) 
(A2) Ellxoll3 $ c 
(A3) lI.li-I](t, to)1I $ exp [ft~ I'(A(Xli- 1](T))dT] 
Under these assumptions and by virtue ofthe inequality lIa+bll2 $ 2(lIaIl2+ IIbIl2), 
it follows that 
Ellxl'l - xli- I )1I3 < 2E II.li-l](t, to) - .li-2](t, to)r c 
+ 2 f~ E 11.[i-I](t,s) - .[i-2](t,s)112 ds (4.8) 
Using the lemma 4.3.1 and defining, 
it follows from equation 4.8 that 
tit < LltIt-1 where 
LI - 2L2[c + (T - to)] 
By induction tit satisfies 
(4.9) 
The value of d1 can be calculated from the equation 4.7 and using the assumptions 
AI - 113, therefore 
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Hence, 
d1 < 2Ellx~I]W~ + 2Ellx~O]1I2 
dl < 4L2 
therefore from equation 4.9 
So, if ILl I < 1 for t E [to, T] and i -+ 00, it follows 
I· Ell [-1 [.-1]11 2 - 0 . Im x, - x, , 
_-+00 
ac* - .lim x~·] = Xc . 
_-+00 
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REMARK 4.3.1 x~k] converges to E{ x~k]IYlk][to, t]} for each k = 0,1, ... ,i by the 
Kalman filter algorithm on (C[to, T], 'R,"). Since each sequence x~k] is linear time-
varying stochastic process, state estimation can be done using a Kalman filter. 
However, x~A:] converges to Xc as i -+ 00. Therefore, Iiffit-+oo x~-l = E{ xtly[to, t]} on 
(C[to, T], 'R,"). Since X{k] , x{k] converge, it is obvious that the sequences K[k](t) and 
p[k] will converge to the solutions K(t) and p(t), by methods similar to those 
presented in chapter 2. 
THEOR.EM 4.3.1 
Using the conditions AT - A3, ifT (or xo) is small enough and small enough Po, 
then the approximate sequences x~k], x~A:] converge on (C[to, T], 'R,n) to function Xt 
defined by equation ~.5. 
• aimoet certainly 
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4.4 Stochastic Optimal control 
In this section, nonlinear stochastic systems of the form 
:i:(t) = A(x)x + B(x)u + v(t), x(to) = Xo, E{xo} = fo 
together with the nonlinear measurement equation 
y(t) = C(x)x + w(t). 
are considered, where B is an n x p matrix, u is an p x 1 matrix and A, C, v, w, 
and y have been defined in the previous section. Since these are nonlinear sys-
tems, there are no analytical solutions to the above equations. Therefore, before 
analyzing the nonlinear stochastic systems, linear stochastic systems are consid-
ered in order to solve the nonlinear problem. 
Consider linear stochastic systems 
:i:(t) = A(t)x + 8(t)u + v(t), x(to) = Xo, E{xo} = e 
with the measurement equation 
y(t) = C(t)x + w(t). 
It is well known by Kalman Filtering that the observer to the system is given by 
~(t) = A(t)i(t) + K(t) [y(t) - C(t)i(t)] , i(to) = e 
Chapter 4: Nonlinear Optimal Filtering 53 
The observation error is defined by x(t), x = x - X, where it has differential 
equation of the form 
i(t) = [A(t) - K(t)C(t)]x(t) + v(t) - K(t)w(t), x(to) = Xo - e. 
The only difference in stochastic control systems is that the feedback control law 
is connected to the estimate of the state rather than state itself. Thus, 
u(t) = -rx(t), r = R-1(t)BT(t)P(t), 
where, P is obtained by solving the Riccati equation with P(t/) = F. So, one 
, 
may obtain combined differential equation of x(t) and x(t) of the form: 
[ ~(t)] = [A(t) - oB(t)r(t) x(t) 
+ [~K] wit) 
B(t)r(t) ] [ x(t) ] [ I ] 
A(t) - K(t)C(t) x(t) + I v(t) 
Using this linear stochastic system theory, a sequence of approximations is applied 
in order to tackle the nonlinear stochastic problem. This will be demonstrated in 
the following section. 
4.4.1 The Approximating sequence 
Consider the nonlinear system 
.:i:(t) = A(x)z + B(x)u + v(t), x(to) = Xo, E{xo} = fa 
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together with the nonlinear measurement equation 
y(t) = C(x)x + w(t). 
The control u( t) is to be chosen so as to minimize the cost functional 
A sequence of approximations to the above equations is introduced. Thus 
X[kJ(t) 
-
A(x[k-lJ(t»x[kJ(t) + B(x[k-ll(t})U[kJ(t) + v(t) 
x[kl(tO) 
-
Xo, E{xo} = xo 
u[kJ(t) 
-
-r[kJ(t)x[kl(t) 
r[kJ(t) 
-
R-1 (t )BT (x[k-lJ( t) )p[kl( t) 
_p[kl(t) 
-
Q + p[kJ(t)A(xlk-lJ(t» + AT(xlk-ll(t»p[kJ(t) 
-
p[k1(t)B( x[k-lJ( t) }R-1 BT (x[k-l1( t) )p[kJ( t}, p[kJ(t,) = F 
y[IrJ(t) 
-
C(x[k-l1(t»x[k1(t) + w(t) 
For k = 0, the above equations become 
X [oJ ( t) 
-
A(xo)x[oJ(t) + B(xo)u1oJ(t) + v(t) 
x[OI(to) 
-
Xo, E{xo} = xo 
u[oJ(t) 
-
_r[oJ(t)x[oJ(t) 
r[oJ(t) 
-
R-1 (t )BT (xo)P1oJ( t) 
_p[OI(t) 
-
Q + p[OI(t)A(xo) + AT(xo)p[oJ(t) 
-
p1oJ(t)B(xo)R-1 BT(xo)p[oJ(t), p[oJ(t,) = F 
y[oJ( t) 
-
C(xo»x[O)(t) + w(t) 
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The estimate of x [leI ( t) of x[lel (t) is given by the Kalman filter algorithm which has 
the following expression: 
:. [leI A(x[Ie-11(t))x[lel(t) + 8(x[Ie-1I(t))u[lel(t) x 
-
+ K[lel(t) [y[leJ{t) - C(x[Ie-1I(t))x[IcI(t)] , x(to) = Xo 
K[lel(t) 
-
p[kl( t)CT (x[Ie-11(t))k-1 (t) 
pllel(t) 
-
Q(t) + p[lel(t)AT(x[le-ll(t)) + A(x[k-ll(t))p[k](t) 
-
p[lcl( t)CT (X[Ic-11( t) )k-1 (t)C( X[Ic-11(t) ) p[Ic] ( t) 
P[lcl( t) 
-
Po. 
For k = 0, the above equations become 
i[oJ _ A(xo)x[OI(t) + 8(xo)u[oJ(t) + K[OI(t) [y(O](t) - C(xo)x[oJ(t)] 
x(to) - Xo 
K[oJ(t) _ P(oJ(t)CT(xo)k-l(t) 
p(oJ(t) _ Q(t) + p[OI(t)ATxo) + A(xo)P(oJ(t) 
- P[O) ( t )CT (xo)k- 1 (t )C( xo)p(oJ( t) 
p(oJ(t) - Po 
The sequence of observation errors x(lrl(t) is defined by 
and the combined differential equation of x(lcl(t) and x[lcl(t) is of the form: 
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(4.10) 
The advantage of the equation 4.10 is that the X[k](t) is completely decoupled 
from the dynamics of the state x[k1(t). Therefore, x[kl(t) is influenced neither 
by X[k](t) nor r[k1(t). The characteristic motions of x[kJ(t), conversely, are only 
determined by A(x[k-t1(t)), B(X[k-l](t)) and r[kj(t), while B(x[k-l](t»r[k](t)x[kJ(t) 
and v(t) merely act as external excitations. The algebraic separation principle is 
therefore also valid here. 
REMARK 4.4.1 The equation 4.10 may be written as 
where V X, V E 'R,2n, k = 0,1, ... , i and A E 'R,2n X 'R,2n. So, under the 
theorem 4.3.1 Xlt'(t) will converge to X(t) as i -+ 00. 
4.5 Conclusions 
In this chapter, the problem of developing optimal filter for nonlinear system has 
been introduced using a new approach. Basically, it consists of a sequence of 
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approximations to the nonlinear systems combined with optimal filtering based 
on the approximate systems. A numerical experiment to test the performance of 
the developed filter was conducted and the results will be shown in chapter 6. 
Also, a technique for studying nonlinear stochastic control problems by re-
placing their defining equations by sequence of time-varying systems has heen in-
troduced. Each sequence may be approached by classical means. The sequences 
are shown to converge under mild assumptions. 
A numerical example is shown to illustrate this theory in cha.pter 6. 
Chapter 5 
Practical Applications for 
Deterministic Systems 
5.1 Introduction 
In the previous chapters the control problem for nonlinea.r system in the form 
z = A(z)z + B(z)u (5.1) 
have been studied. A new algorithm to determine a. suitable control input u 
that will stabilize the nonlinear systems within a finite time has been introduced. 
This control law is global optimum over the trajectories and minimizing the cost 
functional within a final time. That is minimizing the J, where 
58 
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The above equation can be replaced by a sequence of linear time varying systems 
of the form, 
xl.l(t) _ A (x[i-l)(t») xltl(t) + B (xli-1](t») ul.l(t) 
ul.l(t) _ _R-1 B(xli-l](t)f pltl(t)xl.l(t) 
It has been shown that as i -+ 00, this equation is uniformly converging to (5.1). 
That is, 
Jim u1tl(t) = u(t) 
.-+00 
The first approximation is ca1culated from the initial conditions. Second and sub-
sequent approximations are based on the previous approximation. The iteration 
procedure will be stopped when the convergence criterion, IIxl.l(t) - xli-I)(t)1I < f , 
is met; l is a positive number and close to zero. 
In this chapter, some example nonlinear systems will be used to demonstrate 
the practical aspects of the techniques introduced in this research. These systems 
are the inverted pendulum and F -8 fighter aircraft. 
5.2 Inverted Pendulum 
In this section the proposed control technique will be used to solve the control 
problem of the inverted pendulum on a moving cart. The objective of the problem 
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is to keep the pole upright position; This has to be done only by movement of 
the cart along the horizontal axis. 
Balancing an inverted pendulum using an automatic controller is a popular ex-
ample in control engineering classes. It is simple enough for educational purpose, 
and at the same time demonstrate the usefulness of certain design techniques in 
modem control theory. 
Different approaches have been used to solve this problem; Jorgensen [33] 
reduced the above nonlinear model of the system to a linear one. But this ap-
proach only work for small angles in the range of (0 - 12°). This idea of using a 
linear model have been used by many authors; see( [20]and [41]). Many other 
attempts have been carried out using the techniques of Neural Networks; see for 
an example( [2]). There are other approaches like Fuzzy control systems, see 
( [51)), also applied to solve this problem. The method proposed here is able to 
solve the problem for large angles in the range (0 - 60°). 
5.2.1 Description of the Model 
The system consists of a pendulum connected to a horizontal cart by a pin joint 
as shown in Figure 5.1. A control force u is applied to the cart. Let m the mass 
of the pendulum, M the mass of the cart, r the distance from the pivot to the 
center of mass of the pendulum, x the horizontal displacement of the cart and the 
, the angle of inclination of the pendulum to the vertical direction. The equation 
of motion are (see [50)) 
(M + m)i + mr6 cos 6 - mr9~ sin 6 = u 
i cos 6 + r6 - 9 sin 6 = 0 
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,/x 
/ 
/ 
u 
Figure 5.1: Inverted pendulum on a cart, including notation 
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If XI, X2, X3 and X4 represent state of the systems X, X, 6 and 6, then the state 
space form of the equations are: 
XI - X2 
X2 
-
X3 
-
X4 
-
mrx: sin X3 mg sin 2X3 U 
M + msin2 X3 - 2(M + msin2 X3) + M + msin2 X3 
X4 
(M + m)gsin X3 
r(M + msin2 X3) 
UCOSX3 
r(M + msin2 X3) 
The above nonlinear equations representing the dynamics of the systems are 
rearranged to be of the form: 
z = A(x) + B(x)u 
with 
0 1 0 
0 0 al(x) 
A(x) = 
0 0 0 
0 0 a3(x) 
0 
a2(x) 
1 
a4(x) 
o 
61{x) 
and B(x) = 
o 
~(x) 
(5.2) 
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where 
41(X) 
-
-maainki 
2.113(M+main illS)' a2(x) - m"lII~sin:r::I (M+msin2 illS)' 
43(X) 
-
{M +m III aill lIIi 
"S'a(M+main2 S'a)' 4.(X) - -m:r:~ sin 211101 2(M+main3 ilia)' 
bl(x) 
-
1 
(M+mIln2 .liS)' ~(x) - -cou:~ ,.(M+maiD S'ar 
5.2.2 Simulation Results: Method I, Sequence of Approx-
imations 
In this section numerical results are presented to demonstrate the performance 
of the method described in chapter 2. The method is basica.lly a sequence of 
optimization policies. 
The first approximation (x[O] = A(xo)x[O] + B(xo)u[O) is ca.lculated from the 
initial conditions of the nonlinear systems represented by state space form x = 
A(x)x + B(x)u. In this case the matrices A and B are constant. After the 
first approximation the matrices A and B are time-varying. It has been shown 
that under certain conditions the nonlinear systems can be represented as sys-
tems of linear differential equations (x[n] = A(x[n-I])x[n] + B(x[n-l)u[n]) which 
will converge to the original nonlinear systems. The sequence of control laws 
(u[n] = _R-1BT(x[n-I)p[n]x[n]) is calculated by numerically integrating the ma-
trix Riccati equation backwards in time for each iteration. 
The values of the parameter g, m, M and r are given in table 5.1. By changing 
the values of the weighting matrices F, Q and R in the cost functional the shape 
of the response can be optimized. The design matrices F, Q and R have been 
choeen to obtain a good response. Their values are F = I, Q = diag(l, 1, 100, 1) 
and R = 1. Initial conditions are x(O)=xo = [0, 0, 6, 0] and final optimization 
time t,=lO seconds. The simulation results are presented in Figure 5.2 - 5.4 for 
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Parameter Value 
Acceleration due to gravity (g) 9.8 m/sec2 
Mass of the pendulum (m) 0.1 kg 
Mass of the cart (M) 1.0 kg 
Distance from pivot to center of mass of pendulum (r) 0.5 m 
Table 5.1: Model Parameters 
tJ = 20°, 300 and 50°. Simulation results demonstrate that the controller is able to 
balance the pendulum within 3 seconds. The dotted-dash line represents the first 
approximation, dashed line for second approximation and solid line represents 
the third approximation. It is evident that the sequence converges quickly and 
after the second iteration a good approximation to the solution is reached. 
5.2.3 Simulation Results: Method II, Sequence of Two 
Point Boundary Value Problems 
Here the algorithm developed in chapter 3, which is a sequence of two point 
boundary value problems, is applied to an inverted pendulum in order to illustrate 
this method. 
The optimization problem, 
shall be considered, subject to the constraint 
z = A(z)z + 8(x)u. 
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Figure r.: .2. 1 'sp Il ~t' of tlIP ~tal('~ of t.il inv rt d pendulum to t.he initial angle 
0 = 20 H.-ill' tIll' Ilwl h d(J) ~{'qll( ' ll(, of approximations. 
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Fi \ll'(' 5.:3: Hespoll ~(, or till stat. s or t.h illV rted p Ildulum to the initial angle 
0= :30°, lIsing ht! Illl'thocl(l), SN11[('IlC of approximaLions. 
Chapier 5: Pra tical Applications [01' Deterministic Systems 
2 
.~ ... , ..... ,... .. 
I,: 
o 
~50~--~--~.----e~--7-~'0 
Tim. (Me) 
1 ... 
. . 
'r" ··'1····' .-: .... 
\ , 
~5 ., 
_1~------~--~--~--~ o • S 8 10 
TIm. (Me) 
(a) Sequ(,llc 
20 ....... 
15 
.0 . .. 
, ~ 
, 
\ 
" I 
\ I , 
\ I 
¥ i 1 
~ ~ l 0 .. \ . 
> ; 
-1 . " i ' I''' ..... ; .......... . 
\J : 
-2~~~------~--~--~ o 4 e 10 
Time (s.c) 
2 ............. _ .................... . 
11 i \: 
~ 0 ... r:.~ ..'t;-;.~.;""';,,...:..:.--.....;.-----; 
'8 . ~ I 
~ -1 !. .. 
~ I f-2 / 
2 4 8 
Tim. ( • .c) 
8 
. .. , .... ....... "; ......... : ......... ; .................. . 
............. ": ......... ": ...... '';' ... . 
. . 
.. ..: .. . ..... : ........ .: ......... .: ... ...... ~ ........ . 
10 
- 100~----~--~2----~3----~--~5----~8----~7~--~8~--~--~ 
Tim. (ue) 
(I) \'qll\'I){'(' f III r I illput. U[O](t), U[l](t) a.nd u[21(t) 
66 
r· igur<. 5.'1: I PSI' IISl' of I he staks of t.hC' inverted p ndulum to the initia.l angle 
o = :)00. 1I,·j \1 I I II(' Ilu'l hod ( I) S<'<lll( 1\ r approximations, 
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The Hamiltonian of the problem is 
where, ~ is Lagrange multiplier. Therefore the necessary conditions for optimality 
are: 
X 8H = A(x)x + B(x)u, - ar 
~ 8H Qx + ( 8(AJ:):II») T ~ + uT (8B(:II»)T ~ - - 8:11 - 8z ' 
8H Ru + BT~ o. 8u - -
If we rearrange above equation, it will be 
x - A(x)x B(x)R-1 BT(x)~, 
~ - -Qx + B(x, A)~, 
where 
If z is vector containing x and ~ which are n x 1 matrices, then we have the set 
of 2n nonlinear homogeneous differential equations 
[ ~ 1 = [A(X) ~B(x)R-IBT(x) 1 [ xl, A -Q B(X,A) ~ (5.3) 
or we may write z = .4(z)z. .4 is a 2nx2n matrix. For inverted pendulum, 
analytic functions A(x) and B(x) are defined in equation (5.2). The analytic 
function tJ(x, A) is derived from differentiating 8(AJ:)I:) and ~~iz). 
.}. 
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iJ(x, A) has the form: 
T 
0 1 0 0 0 0 0 0 
8(x, A) = - 0 0 at(x) a2(x) + AT BR-1 0 0 b1(x) 0 
0 0 0 1 0 0 0 0 
0 0 a3{x) a4{x) 0 0 ~(x) 0 
where 
o.(x) - 2(M+:~n2~1I)2{msin22X3-2{M+msin2x3)cos2x3} 
+ (M+::::~!2 ~3)2 {( M - m sin2 X3) cos X3} , 
02{X) _ 2mr~. ain ~3 
(M+main2 ~3)' 
03(X) (M+mHM-main3 ~§/ICOU3 
- r(M+mlin2 ~3 
+ 2(M+:1n2 ~3)2 {m sin2 2X3 - 2{ M + m sin2 X3) cos 2X3} , 
-m~. ain21113 
- (M+main2 1113) , 04{X) 
b.{x) -
~(X) -
-m lin 21113 
(M+main'1II3)!S, 
(M +m ain3 1113) ain 1113 +m ain 21113 COl 1113 
r(M+mlin21113)2 
Sequence of approximations to equation (5.3) are introduced: 
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T 
It is a 2n dimensional linear time-varying differential equation in which n initia.l 
conditions and n terminal conditions are known. The terminal conditions for 
each iteration A['l(tJ) is given by 
For the first iteration step i = 0, the value of A[O](t,) is given by A[Oj(tJ) = Fxo. 
So the missing initial conditions for Al'l(to) for each iteration can be found by 
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using the method of adjoints. Having found the missing initial conditions the 
differential equations (5.4) will be integrated to find the response. This procedure 
will continue until the sequence of approximations converges. 
The same conditions which were used in section 5.2.2 are now applied to cal-
culate the response of the inverted pendulum for method II. They are the weight-
ing matrices F, Q and R, and their values are F = I, Q = diag(l, 1, 100, 1) 
and R = 1. For different fJ (20, 30, 50) the simulation results are plotted in 
Figures 5.5 - 5.7. As hefore the dotted-dash line represents the first approxima-
tion, dashed line for second approximation and solid line represents the third 
approximation. 
5.2.4 Comparison of Method I and II for the Inverted 
Pendulum 
In this section it is shown that solving a sequence of Riccati equations ( Method I) 
provide control policies which determine global optimum control for nonlinear 
systems. To this end, t.he second method, sequence of two point boundary value 
problems, is used. 
The converged se(luence is taken to calculate the cost functional for both 
methods under the same conditions. These conditions are weighting matrices F, 
Q, R and fixed horizon time. The cost functional for the inverted pendulum was 
calculated for 3 seconds for both methods. 
Table 5.2 shows vailles for the cost functional for different value of fJ. From 
the values of the table 5.2 it is understood that both methods provide similar cost 
to the system. Therefore, intuitively, one can say the method I which is solving 
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Figure 5.5: Respon se of the states of the inverted pendulum to the initial angle 
o = 20°, using the method(II) , sequence of two point boundary value problems. 
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Fi ur(' 5. ': r (SP llSe' of I h(' slakH t [Lit IllY rt d p ndulum to the initial angle 
o = :WO u:in' Ill<' mct hod( II ) SNlIlClIC of two point boundary value problems. 
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() Sequence of two point Sequence of Riccati 
value problems, Method II equations, Method I 
10 3.6069 3.6239 
20 13.8844 13.9462 
30 29.2620 29.3158 
40 47.4336 47.0833 
50 64.9688 63.8404 
Table 5.2: Cost of the Inverted Pendulum 
the sequence of Riccati differential equations provide optimal control solutions to 
the nonlinear system. 
5.3 F -8 Fighter Aircraft 
As a second example, a nonlinear model of the F-8 fighter aircraft is considered 
here. Modern high performance aircraft operate in flight regime where nonlin-
earities significantly affect the dynamic response. In such situations dynamic 
response may be improved if controller design is based on nonlinear rather than 
linear models of the aircraft dynamics. 
The objective of the control problem is to apply control. theory to design of 
flight control system which can provide acceptable dynamic response over the 
entire range of angle of attack. 
In an attempt to solve the control problem for the fighter aircraft, several 
techniques have been used. Starting with a linearized version of the nonlinear 
model of the aircraft, Garrard and Jordan [27] computed a linear control law using 
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linear quadratic regulator theory. This linear control has been shown to work only 
for small angle of attack. In order to overcome this limitation of the linear control 
law which was based on a linear model, Garrard and Jordan introduced system 
nonlinearities in their model so that it is written in the form: 
x = Ax + Bu+¢(x), 
where 4>( x) is an analytic vector function representing the system nonlinearities. 
Then feedback control for the above system is [27]: 
where v(x) satisfies the Hamilton-Jacobi partial differential equation: 
This equation cannot be solved analytically; perturbation procedures are used 
to obtain approximate solutions. Although by introducing this nonlinearities in 
their model, Garrard and Jordan [27] increased the flying range of the angle of 
attack for the aircraft. But this approach for the determination of the nonlinear 
control is very laborious and it becomes very complicated as one implements 
higher order control terms. It was found that as angle of attack approach 34.5°, 
it cannot recover from stall. 
Another approach to the problem has been carried out by Desrochers and 
AI-Jaar [23]. In their method they design a controller for' a reduced order or 
simplified nonlinear model of the nonlinear plant. Compared with that of [27] 
this technique is less complicated but on the other hand it was shown to work only 
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for small angle of attack even less than that of the third order control introduced 
in [27]. 
To improve the aircraft performance a number of different approaches have 
been described recently using nonlinear control methods which are: Global Non-
linear Control Design and Extended Linear/Nonlinear Control Design. Global 
nonlinear design methods are used to design nonlinear feedback control laws that 
guarantee stability and acceptable responses of the closed-loop system over the 
entire state control space. In Banks and Mhana [9], it is shown that solving 
the infinite-time linear quadratic optimal control problem, pointwise on the state 
trajectory, results in global stability, near optimal quadratic control policy for 
nonlinear systems. Their method may be classified into this category and the 
application of this approach to aircraft control has been reported [9]. 
Extended linear control design methods are used for designing nonlinear con-
trol laws that ensure closed-loop stability and acceptable response in a region 
that consists of neighborhoods of all operating points. This method of designing 
on family of constant operating points, eg extended/pseudo-linearization [11, 46]. 
Application of the extended linear/nonlinear control approach to flight controller 
design for F-8 aircraft has been presented in Wang et al. [52, 53]. In their meth-
ods, at the high speed (243.84 m/s) trim condition, it was found that initial 
perturbation of angle of attack 33°, extended linear controller shows diverging 
response. Extended nonlinear flight controller captures the aircraft even up to an 
initial perturbation of angle of attack 37.5°. 
The method which we proposed here is able to control the F-8 aircraft, at the 
high speed (243.84 m/s) trim condition, for larger angle of attack even up to 43°. 
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5.3.1 Mathematical Model 
Under many circumstances the equation of motion of an aircraft naturally decou-
pIes into longitudinal modes and lateral modes. The longitudinal mode comprises 
the forward velocity, angle of attack ( the angle the velocity vector makes with 
the wing ), pitch rate and flight path angle (the angle the v~locity vector makes 
with the horizontal ). The lateral modes comprises the side velocity, the roll rate, 
and the yaw rate. 
The longitudinal mode of the F-8 aircraft dynamics are considered here to 
demonstrate the theory introduced in this research. The equation representing 
the dynamics of the aircraft are [27]: 
a - 9 - 0.29 - 0.0880.9 - 0.8770. + 0.470.2 + 3.8460.3 - 0.2150t + 0.280t a 2 
+ 0.470:0. + 0.630: - 0.01992 
jj _ -0.3969 - 4.2080. - 0.470.2 - 3.5640.3 - 20.9670( + 6.2650t 0.2 + 460~ 
+ 61.40~ 
where a. is the angle of attack in radians, 9 the pitch angle in. radians, 9 the pitch 
rate in radians per second and o( the tail deflection angle. The above dynamical 
equation have been put in state space form where x., X2, and X3 represent the 
states a., 9, and 9 respectively and the control at by u. So that 
Xl - -0.877xl + X3 - 0.088xIX3 + 0.47x~ - 0.019x~ - X~X3 + 3.846x~ 
0.215u + O.28x~u + 0.47XIU2 + 0.63u3 
X3 - -4.208xl - 0.396x3 - 0.47x~ - 3.564x~ - 20.967u + 6.265x~u 
+ 46u2 + 61.4u3 
":':';"'. 
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Above equation may be written in the form: 
z = A(x)x + B(x)u 
where 
-0.877 + 0.47Xl - XIX3 + 3.846x~ -0.019x2 1 - 0.088xl 
A(x) 
- 0 o 1 
-4.208 - 0.47Xl - 3.564x¥ o -0.396 
and 
-0.215 + 0.28x~ 
B(x) 
- 0 (5.5) 
-20.967 + 6.265x¥ 
Terms involving nonlinearities in u are eliminated as the approach here can not 
account for nonlinear control terms. However, these terms have only a small effect 
on the dynamics as shown in [27]. 
5.3.2 Simulation Results: Method I, Sequence of Approx-
imations 
The response of the aircraft to the controller derived in chapter 2 was tested. The 
time response for several initial values of angle of attack (35°,43°) are shown in 
graphical form in Figure 5.8-5.9. In Figures, dotted-dashed line represents the 
first approximation, dashed line for second approximation and solid line represents 
the third approximation. After the second iteration a good approximation to the 
solution is reached. The weighting matrices F, Q and R have been chosen for 
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obtaining a good response. Their values are: F - I, Q = diag(50, 1, 1) and 
R=l. 
5.3.3 Simulation Results: Method II, Sequence of two 
point boundary value problems 
Here the algorithm developed in chapter 3 is applied to the dynamics of the F-8 
aircraft as a second example. To find a global minimum for the quadratic cost 
functional Hamilton's equation has been used. 
The Hamiltonian of the problem is: 
where, A is the Lagrange multiplier. Therefore the necessary conditions for opti-
malityare: 
x 8H A(x)x + B(x)u, - ar -
A 8H Qx + (8(AJ:)~») T A + uT (8B(~») T A - -~ - 8~ , 
8H Ru + BTA O. Tu' - -
The above equations may be rearranged to form a set of nonlinear homogeneous 
differential equation a.o; introduced in equation (5.3). For easy reference, this 
equation is given again here: 
[ ~ ] = [A(X) ~B(x)R-1 BT(x) ] [x ] , A -Q 8(x, A) A (5.6) 
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where A(x) and B(x) are defined in equation (5.5) and B(x,)..) has the form: 
T 
-0.877 + 0.94xl - 2XIX3 -0.038x2 -x~ + 1 - O.088xl 
B(x, ,\) + 11.538x~ - O.088x3 
-
0 0 1 
-4.208 - 0.94xl - 10.692x~ 0 -0.396 
0.56xl 0 ~r + >.T on-I [ 0 0 12.53xl 0 
A sequence of approximations is introduced into equation (5.6). Since we have 
known initial conditions for the state x and terminal conditions for ).., the original 
differential equation (5.6) is transformed into sequence of linear (time-varying) 
two point boundary vallie problems. The missing initial conditions may be found 
for )..['1(to) using the method of adjoints. The terminal condition of )..[il(t,) for 
each iteration are approximated by )..[il(t,) = Fx[i-l1(t,). For the first iteration 
step i = 0, the value of )..[oJ(t,) is given by )..[Ol(t,) = Fxo. 
The same conditions which were used in method I are now applied to obtain 
the response of the aircraft for method II. They are the weighting matrices F, 
Q and R and their values are: F = /, Q = diag(50, 1, 1) and R = 1. For the 
different values of the angle of attack (350 ,43°) the simulation results are plotted 
in Figures 5.10- 5.11. In the Figures the dotted-dashed line represents the first 
approximation, dashed line for second approximation and solid line represents 
the third approximation. 
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Figure 5.10: Respons of the states of the F-8 fighter aircraft to the initial angle 
of attack a(O) = 35° , lI sing the m Lhod(II). 
Chapter 5: Practical ppJications for D terministic Systems 
.~ .. '''"'"" ..... .... . i~ ~L~~~~~;:~:~:~::~~:~.~. ~. 
_ . 6 ' ",,::, 
. 0 0 . 1 0.2 o.~ 0.4 0.6 0.6 0.7 0.8 O,g 1 
.~ f.~.. 2 t · .:. l! ~ ....: . ; . 
~-.. ....- ~ ; i ';" 
_6 • 
o 0 , I O.:l 0.3 0." 
I 
0 .• 
, .. i .. 
~ 
. ; ; 
0.7 0." 0.9 
(a) Sf'quf'nce of state x[Ol(t), x[1](t) alld x[21(t) 
········r·· 
1 , ,. 
T········'!'·· ...... j' ...••• , •.••..... : .•. 
I i 
,-, ". t" 
j 
! .. . ; ... .. . ~ .. •• j •• •••••• • . •.••• •. ! •.. , ..•.. ..j ••••• ····i · ·· ... . . , 
•••• L ,., •••• , . . ....... : .......... 1 ••• " •• •• 
I I I : 
i 1 
..1 , 
.. i· 
! 
~o~--~--~~--~~--~--~o~.--~~--~.-~~--~~--~ Tln_C __ ' 
(b) SeqUf'lICC of ontrol input u[Ol(t), u[ll(t) and u[21(t) 
, ~~E-r· · :·i:r···Fi·l! 
o 0 . 1 O.:l 0.3 0." O.G 0.0 0.7 0.8 0.9 1 
i-_:E~;~ __ L~~ 
o O. to.:.! 0.3 0." 0.6 0.0 0.7 0.8 0.9 1 
T ime (_eo) 
• ~b; ······i ... ·r "' , -ITTITI 
o 0.1 0.2 0.3 0. " 0.6 0.6 0.7 0 .8 0.9 1 
Tin,. (.eo) 
(c) Sequen c of sta.te A[Ol(t), A[11(1,) and A[21(t) 
3 
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of attack a(O) = 43°, ll sing th method(II), 
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, 
5.3.4 Comparison of Method I and II for the F-8 Aircraft 
As discussed in section 5.3.2, another example (F-8 aircraft) is shown in which 
Method I is used to determine an optimal control solutions for the nonlinear 
systems. The converged sequence is taken to calculate the cost functional for both 
Angle of attack Sequence of two point Sequence of Riccati 
0' value problems, Method II equations, Method I 
20 1.1580 1.1435 
25 1.9688 1.9443 
30 3.1876 3.1513 
35 5.1255 5.0950 
40 8.5848 8.7378 
Table 5.3: Cost of the F-8 aircraft 
methods under the same conditions. These conditions are weighting matrices F, 
Q, R and fixed horizon time. The cost functional for F-8 aircraft was calculated 
for 1 second for both methods. Table 5.3 shows the values of the cost for different 
values of angle of attack 0'. It is understood that both methods provide similar 
cost to the system. 
5.4 Conclusions 
Two control methods developed in Chapter 2 and Chapter 3 have been applied 
to two physical systems, an inverted pendulum and F-8 fighter aircraft. 
In the case of the inverted pendulum, the Method I (sequence of approxima-
tions) and Method II ( sequence of two point boundary value problems) provided 
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a controller which is able to balance the pendulum provided that the initial angle 
is less than 600 • However, if the initial angle beyond 600 these methods would 
only work for very short time. For example, if the initial angle is 1600 , these 
methods only converge for the first 0.5 seconds of the simulation. One may con-
sider this 0.5 second as the horizon time used in the receding horizon philosophy 
where every 0.5 second interval is considered as a new optimization policy in 
which method I may be applied with new set of initial conditions, resulting in 
global (sub optimal) control for nonlinear systems. These ideas will be considered 
as future development. 
The theory of Method II provides global optimal control for nonlinear systems 
but has some computational disadvantages. The set of initial vectors is deter-
mined from a set of linear independent terminal vectors by backward integration. 
However, due to numerical computation errors, the initial vectors may form a set 
of linear dependent vectors. As a result the inverse matrix at the initial time may 
become singular. This causes this method II to diverge very quickly. However, 
there are ways one can apply techniques such as orthonormalizing the matrix 
each time whenever these vectors become linear dependent. By applying these 
techniques to method II, the simulation can be run for long a period of time. 
These ideas will be considered for future developments of this work. 
For F-8 fighter aircraft, both methods are able to recover from stall when the 
angle of attack is up to 430 • 
Chapter 6 
Practical Applications for 
Stochastic Systems 
6.1 Introduction 
In this chapter some applications of the theory developed in Chapter 4 are inves-
tigated. 
For partially observable system with linear dynamics and quadratic integral 
cost criteria the separation principle is well known (see [54]). The important 
feature of the separation principle allows for solving the state estimation problem 
first, by explicitly characterizing the conditional mean of the state process given 
the measurements, and then solving the control problem which is completely 
observable and has a new state, the conditional mean ( Kalman-filter estimator). 
Using this linear filtering and regulator control theory a sequence of approx-
imations to nonlinear filtering and nonlinear stochastic control problem is in-
86 
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troduced and shown to converge under mild assumptions in Chapter 4. The 
converged sequence provides almost optimal control solutions for the nonlinear 
stochastic control problem. 
For the nonlinear stochastic control problem, the traditional design method 
involves linearizing the nonlinear systems at the equilibrium point. This method 
has some drawbacks in that the performance may be poor when the system is 
operating far away from the equilibrium point. 
The linearization and design of gain scheduled control of nonlinear systems 
have been discussed by many authors, see [36, 39,48]. 
In this chapter nonlinear systems such as the Van der Pol oscillator and in-
verted pendulum have been chosen to examine the nonlinear filter problem and 
the nonlinear stochastic control problem. The results show that the proposed 
method provide a controller which is able to control the nonlinear stochastic 
system over large operating range and in the case of the ,inverted pendulum, 
the controller has been able to balance the pendulum over large angles in the 
range 0 - 60° . 
6.2 The Van der Pol Oscillator 
The Van der Pol oscillator is characterized by the following differential equa-
tion [24]: 
x - d;(t)(1 - x2(t)) + x(t) = 0 
which describes a dynamical system with state-dependent damping coefficient 
((1 - x2(t)), ( is a positive parameter. The damping in the system goes from 
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negative to zero to positive values as the value of X2(t) changes from less than to 
greater than unity. The oscillator's response is characterized by a limit cycle in 
the x(t), x(t) plane (phase plane). The limit cycle approaches a circular shape as 
f becomes very small, and it has a maximum value of x(t) equal to 2.0 irrespective 
of f. This type of oscillation occurs in the electronic tubes, which also exhibit 
what is known as thermal noise. 
If Xl and X2 represent state of the system x and X, then the state space form 
of the Van der Pol equation becomes: 
[ Xl 1 [Oil [ Xl 1 [ VI 1 X2 = -1 f(1 - x~(t)) X2 + V2 
Also suppose that the following measurement is taken: 
where VI, v2 and WI are white noise. Values for noise statistics are shown in the 
table 6.1. Also f is taken to be 0.2. R is a positive value, Q is a (2 x 2) positive 
semi-definite matrix and Po is also a (2 x 2) positive semi-d~finite matrix. 
Case Q11 Q12 Q2l Q22 R Figure Po 
Vander Poll 0.5 0 0 0.5 4 6.1 0.11 
Vander Pol 2 5.0 0 0 5.0 10.0 6.2 0.11 
Table 6.1: Noise statistics 
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6.2.1 Numerical Experiment 
In order to illustrate the algorithm developed in Chapter 4 (Bank-Dinesh ap-
proach), the nonlinear filtering is investigated using a Van cler Pol oscillator. 
In the figures, the following symbols are used: 
EKF _ Extened Kalman Filter algorithim 
B - D _ (Banks - Dinesh) approach. 
In B-D approach, the converged sequence has been taken to c~mpare the response 
with EKF for the case Vander Polland Vander Pol 2 which are shown in the 
figure 6.1 and 6.2 respectively. 
6.3 Stochastic Control 
In this section a continuous time partially observed nonlinear system is considered 
as a regulator problem. For a system represented by differential equation 
x = A(x)x + B(x)u + v(t), x(to) = Xo, E{xo} = xo, 
together with the nonlinear measurement equation given by 
y(t) = C(x)x + w(t), 
stochastic optimal control is found so as to minimize the cost 
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The noisy inverted pendulum is considered in order to illustrate the stochastic 
control problem. The dynamics of the pendulum are given in Chapterf Also 
s'uppose that the following measurement is taken: 
1 + Xl 0 0 0 
Y2(t) o - 0 X3 0 
XI(t) 
X2(t) 
X3(t) 
X4(t) 
+ 
where XI, X2, X3 and X4 represent the state of the system X, X, e and e. 
For the inverted pendulum, the stochastic control problem has been considered 
with the presence of small enough Gaussian white noise v(t) and w(t) in the state 
x(t) and measurement y(t) respectively. 
6.3.1 Controller Design 
For linear system, the solution of the continuous time stochastic control problem 
as determined by the separation principle is given by the deterministic control 
law and the stochastic optimal filter law. For the nonline~r stochastic control 
'problem as has been investigated in Chapter 4 a sequence of approximations 
is introduced. Each sequence consists of a stochastic linear system, therefore, 
separation principle may be used to solve the control problem. 
The design parameters are chosen as follows: 
the deterministic control parameters Q = diag(l, 1, 100, 1), R = 1, F = 1 and 
the filter parameters Po = 0.011, R = 2 1 and Q = 101. 
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6.3.2 Simulation results 
The simulation results are presented in Figures 6.3 - 6.5 for e = 20°, 30°, and 
50°. The dotted line represents the first approximation, dashed line for second 
approximation and solid line represent the third approximation and the converged 
solution. The method is seen to converge rapidly to provide very effective control. 
6.4 Conclusions 
In this chapter a new technique for the control of partially observable stochastic 
nonlinear systems has been presented. For the sample problems considered, the 
procedure was seen to offer substantial improvement in systems performance as 
compared to linearization at equilibrium point. The resulting control is almost 
optimal. 
Possible applications besides those already discussed might include, for ex-
ample, optimal guidance and navigation policies for space and terrestrial vehicles 
and optimum closed loop process controllers. 
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Figure 6.3: Response of the estimate states of the inverted pendulum to the initial 
angle () = 20°. 
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Figure 6.4: Response of the estimate states of the inverted pendulum to the initial 
angle 0 = 30°. 
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Figure 6.5: Response of the estimate states of the inverted pendulum to the initial 
angle 0 = 50°. 
Chapter 7. 
Conclusions and Further 
Research 
Linear control is a mature subject with a variety of powerful methods and a long 
history of successful applications. Linear control relies on assumptions of small 
range operation for the linear model to be valid. Nonlinear controllers, on the 
other hand, may handle the nonlinearities directly. Since many types of nonlinear 
, systems do not fall into a general class, each may have to be treated individually. 
Therefore, it has attracted many research workers during the last thirty years. 
An overview of the literature on the subject is becoming a major task. However, 
the different mathematical technique used in the analysis of these systems can be 
recognized. 
In this work we have considered the nonlinear system of the form 
x(t) =' A(x)x(t) +B(x)u(t), x(tO) = Xo, 
y(t) = C(x)x(t). 
97 
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It has been analyzed from the deterministic and stochastic points of view. 
For the deterministic case, in chapter 2, a sequence of approximations to the 
nonlinear system has been introduced. It is shown that if t f or( xo) is small enough 
this sequence converges uniformly (in C[to, tf], nn) to function x(t) and u(t). The 
converged sequence is the solution to the nonlinear problem. 
It should be noted that the method proposed here may easily be generalized 
to the case of nonlinear cost functional of the form 
It would be another interesting area for future development. 
In chapter 3, in order to verify that the proposed method in chapter 2 is an 
optimal control for a nonlinear system, the same problem has been considered 
with Pontryagin's minimum principle. It has provided a nonlinear two point 
boundary value problem (bvp). We have transformed the nonlinear two point 
bvp into a sequence of linear two point bvps and have shown it to converge 
, (in C[to, tf], nn) for small tf or(xo). Since this method requires the determination 
of an inverse matrix, which may sometimes contain linearly dependent vectors due 
to numerical error, a singular matrix may result. In particular, this occurs when 
the matrix A has widely separated eigenvalues. Further res'earch is required to 
ensure the linear independence of the vectors of the matrix obtained by using 
orthonormalization procedure. ' 
In chapter 5, two examples are considered to demonstrate the controllers 
developed in chapter 2 and chapter 3. Having calculated the cost functional 
for the two methods under the same conditions, it is shown that both methods 
have similar costs for the nonlinear system. Therefore, the method developed in 
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chapter 2 provides almost optimal control for a nonlinear system. 
This method (in chapter 2) has many advantages: 
• In fact, any nonlinear problem for which the corresponding problem for 
time-varying linear system can be solved is amenable to this method. 
• This method may be applied using receding horizon philosophy for real time 
applications. This is another interesting topic for further research. 
• It provides almost optimal control for nonlinear systems. 
• Numerical experience shows that after a few iteration steps a good approx-
imation to the solution is obtained. 
• Using receding horizon philosophy, this method may be extended to obtain 
global control for a nonlinear system. This is another area for development. 
In chapter 4, the nonlinear stochastic control problem has been considered. Using 
the same method, optimum filter and almost optimal control to the nonlinear 
. stochastic system has been obtained. 
In chapter 6, the performance of the filter and controller has been examined. 
The results show substantial improvement in systems performance. 
Another promising area of research is the use of distributed parameter systems 
to extend the results obtained in this work. This can be done by writing the 
partial differential equations in the state-space form on some Hilbert space ( 
see [7]). 
Finally, note that the nonlinear system x = f(x, u) when written in the form 
x = A(x)x + B(x)u does not have a unique representation. Then there are many 
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different matrix functions A( x) and B( x) which are possible. Future research 
may include the theories developed here can be applied to t.he system (inverted 
pendulum, F-8 aircraft) for different forms of A(x) and B(x), and whether all 
possible state-space forms are produced the same results. 
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