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The minimum of the Gutzwiller energy functional de-
pends on the number of parameters considered in the
variational state. For a three-orbital Hubbard model we
find that the frequently used diagonal Ansatz is very ac-
curate in high-symmetry situations. For lower symmetry,
induced by a crystal-field splitting or the spin-orbit coup-
ling, the discrepancies in energy between the most gen-
eral and a diagonal Gutzwiller Ansatz can be quite sig-
nificant. We discuss approximate schemes that may be
employed in multi-band cases where a minimization of
the general Gutzwiller energy functional is too demand-
ing numerically.
Copyright line will be provided by the publisher
1 Introduction Transition metals like iron and nickel
and their compounds, e.g., the iron pnictides, display a
variety of intriguing phenomena such as magnetism and
high-temperature superconductivity [1,2]. Since these ef-
fects are caused by the strong Coulomb interaction in the
narrow 3d bands, it is a common observation that state-
of-the-art ab-initio methods do not provide a satisfactory
description of these materials’ electronic properties [3].
In sufficiently realistic models for transition-metal com-
pounds, one needs to take into account the local Coulomb
interaction in all partially filled 3d orbitals. Hence, multi-
band Hubbard models constitute the minimal models for
an adequate description of this class of materials.
Most numerical methods that have been applied suc-
cessfully for single-band models, e.g., exact diagonaliza-
tion or the density-matrix renormalization-group method,
are not applicable for multi-band models because the
Hilbert space dimension depends exponentially on the
number of orbital degrees of freedom no. A numerical
technique that permits the study of a single-band model
with L lattice sites, can tackle only of the order of L1/no
sites in a system with no orbitals. Hence, now and in the
foreseeable future, the investigation of multi-band models
has to rely on appropriate approximations.
A useful method for the investigation of multi-band
Hubbard models is based on the Gutzwiller variational
approach [4,5]. Gutzwiller wave functions systematically
improve Hartree–Fock wave functions by including cor-
relation operators that suppress energetically unfavorable
atomic states (‘multiplets’).
In contrast to Hartree–Fock wave functions, the analyt-
ical evaluation of expectation values for Gutzwiller wave
functions poses a difficult many-body problem so that ad-
ditional approximations are mandatory. Most often used in
this context is the ‘Gutzwiller approximation’ that corre-
sponds to an exact evaluation of expectation values in the
controlled limit of infinite spatial dimensions [6,7]. The
Gutzwiller approximation was applied in many studies of
multi-band models, for example on iron pnictides [8,9]. It
can be improved systematically by using a diagrammatic
technique [7,10]; this perturbative approach was success-
fully applied to study Fermi-surface deformations, quasi-
particle band structures, and d-wave superconductivity in
single-band Hubbard models [10,11,12,13], periodic An-
derson models [14,15], and t-J [16] and multi-band mod-
els [17].
In calculations for multi-band models, a simplified
Ansatz is frequently used for the Gutzwiller wave func-
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tion where only the weight of local multiplet states can
be varied but not their composition (‘diagonal Ansatz’).
This variational restriction is imposed because the number
of variational parameters is at most 22no for the diagonal
Ansatz and at most (22no)2 for the non-diagonal Ansatz.
Since the maximal number of variational parameters that
can be handled numerically is of the order of 103, the
parameter space in a non-diagonal Ansatz would become
prohibitively large in models with more than three or-
bitals per lattice site, no > 3. However, in low-symmetry
situations or in the presence of a spin-orbit coupling, a
diagonal Ansatz may introduce a significant error for cer-
tain ground-state properties, e.g., the magnetic anisotropy.
Therefore, it must be improved by taking into account the
‘most relevant’ non-diagonal variational parameters.
It is the purpose of this work to investigate the limita-
tions of a diagonal Ansatz, and to discuss some strategies
to improve it systematically. The ideal model for such a
study is a three-orbital model, where a minimization of the
most general Gutzwiller energy functional is possible and
thus provides a benchmark for all kinds of approximations.
Our work is organized as follows. In Sect. 2 we intro-
duce our three-band Hubbard model and briefly discuss
the Gutzwiller variational approach. In Sect. 3 we use a
crystal-field splitting and the spin-orbit coupling to illus-
trate the necessity for non-diagonal variational parameters
in the Gutzwiller Ansatz. In Sect. 4 we discuss numerical
strategies that could be used in cases where the minimiza-
tion of the most general energy functional is not possible
numerically. A brief summary in Sect. 5 closes our presen-
tation.
2 Models and Method In this work we use Gutzwil-
ler wave functions to study the ground-state properties of a
three-band Hubbard model. First, we introduce the Hamil-
tonian, and discuss the variational wave functions next.
2.1 Multi-band Hubbard model We study general
multi-band Hubbard models of the form
Hˆ = Hˆ0 +
∑
i
Hˆi;loc , (1)
where Hˆ0 denotes the electrons’ kinetic energy and Hˆi;loc
describes the local Hamiltonian on site i of our simple-
cubic lattice with L sites.
To be definite, we consider a three-band Hubbard
model where electrons move between orbitals b and b′
on sites i and j (i 6= j). In second quantization the kinetic
energy reads
Hˆ0 =
∑
i6=j
∑
σ,σ′
tσ,σ
′
i,j cˆ
†
i,σ cˆj,σ′ , (2)
where we introduced the combined spin-orbital index
σ ≡ (b, s) , b ∈ {1, 2, 3} , s ∈ {↑, ↓} . (3)
For our calculations we use the Slater-Koster parame-
ters [18]
t(1),(2),(3)pi = 0.3,−0.1, 0.025 ,
t(2),(3)σ = 0.1, 0.01 ,
t
(1),(2),(3)
δ = 0.1,−0.025, 0.02 (4)
for the electron transfers up to 3rd nearest neighbors.
The local Hamiltonian is given by
Hˆi;loc =
∑
σ,σ′
ǫσ,σ′ cˆ
†
i,σ cˆi,σ′
+
∑
σ1,σ2,σ3,σ4
Uσ1,σ2,σ3,σ4 cˆ†i,σ1 cˆ
†
i,σ2
cˆi,σ3 cˆi,σ4 . (5)
The single-particle energies encoded in the Hermitian ma-
trix ǫ˜ describe the crystal fields and the local spin-orbit cou-
pling. For three (degenerate) t2g orbitals, the two-particle
Coulomb interaction in (5) has the form
2Hˆi;C = U
∑
b,s
nˆi,b,snˆi,b,s¯
+
∑
b( 6=)b′
s,s′
(U − 2J − δs,s′J)nˆi,b,snˆi,b′,s′
+J
∑
b( 6=)b′
[ (
cˆ†i,b,↑cˆ
†
i,b,↓cˆi,b′,↓cˆi,b′,↑ + h.c.
)
+
∑
s
cˆ†i,b,scˆ
†
i,b′,s¯cˆi,b,s¯cˆi,b′,s
]
, (6)
where we use the convention ↑¯ = ↓, ↓¯ = ↑, and nˆi,b,s =
cˆ†i,b,scˆi,b,s counts the electrons with spin s in orbital b on
site i. We can diagonalize the local Hamiltonian (5) at least
numerically,
Hˆi;loc =
∑
Γ
EΓ mˆi,Γ , mˆi,Γ ≡ |Γ 〉ii〈Γ | , (7)
and determine its eigenstates (‘multiplet states’) |Γ 〉i.
2.2 Gutzwiller wave functions The general multi-
band Gutzwiller wave function has the form
|ΨG〉 =
∏
i
Pˆi|Ψ0〉 , (8)
where |Ψ0〉 is a normalized single-particle product state,
i.e., a Hartree–Fock wave function. The simplest, and most
frequently used, form of the local Gutzwiller correlator is
the ‘diagonal Ansatz’,
Pˆi =
∑
Γ
λΓ mˆi,Γ . (9)
This wave function contains real variational parameters λΓ
that allow us to optimize the probability
mGi,Γ ≡ 〈mˆi,Γ 〉ΨG (10)
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for the state |Γ 〉i to be occupied in the variational ground
state (8). Here, 〈. . . 〉ΨG denotes expectation values with
respect to |ΨG〉.
Two problems arise from the ‘diagonal’ Ansatz (9).
First, the spectrum of Hˆi;loc is usually degenerate and its
eigenstates are therefore not uniquely defined. Second, and
more importantly, the diagonal operator (9) is not the most
general Ansatz. Therefore, it is not clear to what extent
physical results change when we work with the general lo-
cal correlation operator
Pˆi =
∑
Γ,Γ ′
λΓ,Γ ′ |Γ 〉ii〈Γ
′| ≡
∑
Γd
λΓd |Γd〉ii〈Γd| , (11)
which contains a (Hermitian) matrix λ˜ of (complex) vari-
ational parameters. This Ansatz allows us to optimize the
occupation and also the composition of the eigenstates
|Γd〉i of Pˆi.
The task is the calculation of the variational ground-
state energy functional
EG
(
λ˜, |Ψ0〉
)
= 〈Hˆ〉ΨG (12)
and its minimization with respect to the variational param-
eters. For later use, we also define the kinetic energy and
the local energy per lattice site as the expectation values of
Hˆ0/L and of Hˆi;loc at the optimal variational parameters,
Ekin = 〈Hˆ0/L〉ΨG,opt , Eloc = 〈Hˆi;loc〉ΨG,opt . (13)
2.3 Gutzwiller approximation It is most convenient
for the evaluation of Gutzwiller wave functions in infinite
dimensions to impose the following (local) constraints [19,
20],
〈Pˆ †i Pˆi〉Ψ0 − 1 ≡ g
c
1(λ˜, |Ψ0〉) = 0 , (14)
〈cˆ†σPˆ
†
i Pˆicˆσ′〉Ψ0 − Cσ′,σ ≡ g
c
σ,σ′(λ˜, |Ψ0〉) = 0 . (15)
Here, we introduced the local density matrix C˜i with the
elements
Ci;σ,σ′ = 〈cˆ
†
i,σ′ cˆi,σ〉Ψ0 . (16)
The constraints and other expectation values with the
single-particle product state |Ψ0〉 can be evaluated by
means of Wick’s theorem.
As shown in Refs. [19,20], it is possible to derive
analytical expressions for the ground-state energy func-
tional EG in eq. (12) in the limit of infinite spatial di-
mensions. An application of this energy functional to
finite-dimensional systems is usually termed ‘Gutzwil-
ler approximation’. The ground-state energy is a func-
tional of the variational-parameter matrix λ˜ and of the
single-particle wave function |Ψ0〉. It can be shown that
the optimal state |Ψ0〉 is the ground-state of an effective
single-particle Hamiltonian,
Hˆeff0 =
∑
i,j
∑
σ,σ′
(t¯σ,σ
′
i,j + δi,jησ,σ′)cˆ
†
i,σ cˆj,σ′ , (17)
where t¯σ,σ
′
i,j are renormalized electron transfer parameters
and the matrix η˜ contains effective crystal fields and spin-
orbit couplings [21]. Explicit expressions for our three-
band model can be found in Ref. [22]. To study solely the
importance of the non-diagonal elements in the variational-
parameter matrix λ˜, we fix |Ψ0〉 in most of the following
numerical calculations and do not optimize it. If not spec-
ified explicitly otherwise, the state |Ψ0〉 is chosen as the
ground state of (17) with t¯σ,σ′i,j = tσ,σ
′
i,j and ησ,σ′ = ǫσ,σ′ .
In our numerical optimization, we do not fulfill the con-
straints exactly but (eventually) with high numerical accu-
racy, see Ref. [22] where we describe the minimization al-
gorithm in detail. To measure the deviation from the exact
constraints, we define
|∆g|2 =
∣∣gc1∣∣2 +∑
σ,σ′
∣∣gσ,σ′ ∣∣2 . (18)
At the minimum of the energy functional, we verify that
the ∆g < 10−9.
3 Results For the symmetric model with ǫσ,σ′ = 0
in (5), the multiplet states are either degenerate or they
belong to different representations of the atomic point-
symmetry group. Hence, in this case, the inclusion of
non-diagonal elements in the variational-parameter matrix
does not lead to any energy gain. Only when we reduce
the symmetry, the importance of non-diagonal elements in
the variational-parameter matrix λ˜ can be studied. In this
section, we consider two forms of symmetry reductions,
a crystal field splitting (CFS) and the spin-orbit coupling
(SOC).
3.1 Crystal field splitting (CFS) We start with a sit-
uation where we break the orbital symmetry with a field
of the form ǫσ,σ′ = δσ,σ′∆(δb,1 − δb,3) for the three or-
bitals (∆ > 0). In this case we have η˜ = ǫ˜ in eq. (17) from
which we determine the single-particle state |Ψ0〉. The mul-
tiplet states |Γ 〉 follow from the diagonalization of Hˆi;loc
in eq. (5). We introduce the energies Ediag,full for the two
cases of a minimization that includes all (‘full’) or just di-
agonal (‘diag’) elements of the variational-parameter ma-
trix λ˜.
In Fig. 1 we display ∆Ekin ≡ −(Ediagkin − Efullkin ) and
∆Eloc ≡ E
diag
loc − E
full
loc for three different values of ∆.
Although the differences in these energies are clearly dis-
cernible, they are actually relatively small because Ekin is
of the order of unity. This holds in particular for the dif-
ferences in the total energy ∆E (not shown). Since we re-
versed the sign in the kinetic energy curve, ∆E is given
as the (small) difference between solid and dashed lines in
Fig. (1), ∆E = ∆Eloc −∆Ekin; the energy gain by using
the full set of variational parameters is seen to be of the
order of O(10−3), an order of magnitude smaller than the
differences in kinetic and local energies.
The success of the diagonal form of the Gutzwiller cor-
relator hinges on the proper choice of the basis states |Γ 〉.
Copyright line will be provided by the publisher
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Figure 1 Energy differences ∆Ekin (solid lines) and
∆Eloc (dashed lines) as a function of U with J/U = 0.2 at
half band-filling for CFS ∆ = 0.1 (black), ∆ = 0.2 (blue),
and ∆ = 0.3 (red).
They are formed with a crystal-field in ǫσ,σ′ for the generic
t2g orbitals φxy ∼ xy, φxz ∼ xz, and φyz ∼ yz for
b = 1, 2, 3. The results for the energies are less good when
we work with basis states |Γ 〉 that are less appropriate. To
illustrate this point, we introduce a rotated crystal field so
that the single-electron orbitals are given by
φ¯1 =
1
2
(iφxy + (1 + i)φxz + φyz) ,
φ¯2 =
1
2
(iφxy − (1 + i)φxz + φyz) ,
φ¯3 =
√
1
2
(iφxy − φyz) , (19)
and the new multiplet states |Γ 〉 are formed using these
single-particle orbitals orbitals. Note that we keep η˜ diag-
onal in the original t2g-basis in the calculation of |Ψ0〉 via
eq. (17) so that the single-particle band states and the lo-
cal single-particle orbitals are not aligned anymore. Con-
sequently, as seen from Fig. 2, the differences in the ki-
netic and local energies from the diagonal and the full vari-
ational Ansatz are larger than in the aligned case, by an
order of magnitude. Correspondingly, the total variational
energy decreases by several percent when we use the full
variational-parameter matrix.
As a first step to improve the variational energies we
can introduce non-diagonal variational parameters in the
single-particle subspace of the atomic Hamiltonian where
|Γ 〉 contains only a single electron. The dashed lines in
Fig. 2 show the corresponding results for this minimiza-
tion. As the total energy must improve, the dashed red
curve is always below the solid red line. However, the im-
provement using these additional non-diagonal parameters
is marginal. Nevertheless, the inclusion of these terms has
0 0.5 1 1.50
0.05
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t
Figure 2 Energy differences∆Eloc (black),∆Ekin (blue),
and ∆Etot (red) as a function of U at half band-filling
with J/U = 0.2, ∆ = 0.2 (CFS); solid lines: diagonal
variational-parameter matrix; dashed lines: non-diagonal
variational-parameter matrix in the single-particle sub-
space (see text).
0 10 20 30 40 501e-10
1e-08
1e-06
0.0001
0.01
nit
∆E
Figure 3 Energy expectation value, relative to the respec-
tive ground-state value, at each step of the minimization
algorithm for a variational-parameter matrix which allows
for all non-diagonal elements (black), non-diagonal ele-
ments in the single-particle sector (blue), and only diagonal
elements (red) at half band-filling for U = 2, J/U = 0.2,
∆ = 0.2 (CFS); note the logarithmic scale of the energy
axis.
a very positive effect on the convergence of our minimiza-
tion algorithm, as we shall explain now.
Figure 3 shows, on a logarithmic scale, the convergence
of the energy expectation value towards its ground-state
value at each step of the minimization algorithm for all
three sets of variational-parameter matrices. Apparently,
Copyright line will be provided by the publisher
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Figure 4 Energy expectation value, relative to the respec-
tive ground state value, as a function of the constraint mis-
match ∆g from eq. (18) at each step of the minimization
algorithm for a variational-parameter matrix which allows
for all non-diagonal elements (black), non-diagonal ele-
ments in the single-particle sector (blue), and only diagonal
elements (red) at half band-filling for U = 2, J/U = 0.2,
∆ = 0.2 (CFS); note the logarithmic scale of both axes.
the convergence with a diagonal variational-parameter ma-
trix is very slow when compared to the other two calcu-
lations. The main problem with our diagonal matrix is the
satisfaction of the constraints (14) and (15). In our ‘Penalty
and Augmented Lagrangian Method’ (PALM) [22,23] we
have to reach quite large values of the penalty parameter µ
before the constraints fall below a certain threshold. This
can be seen in Fig. 4 where we show the same energies
as in Fig. 3, now as a function of the constraint mismatch
parameter ∆g from eq. (18).
Our investigation of the crystal-field splitting shows
that in low-symmetry situations we face two problems
when we try not to take into account all elements of the
Gutzwiller variational-parameter matrix.
(i) The convergence of the minimization algorithm be-
comes worse, i.e., it takes more iteration steps to reach
convergence.
(ii) The expectation value for the variational ground-state
energy noticeably increases. In the worst case, this in-
dicates that the variational state is not flexible enough
to describe quantitatively (or even qualitatively) the
physics of the underlying Hamiltonian.
Our somewhat artificial example to reduce the local sym-
metry suggests two possible strategies to solve these prob-
lems.
(i) To speed up the convergence, take into account a suf-
ficient number of non-diagonal variational parameters
in order to satisfy the constraints.
(ii) Choose a proper basis set of multiplet states |Γ 〉.
0 0.5 1 1.5 20
0.1
0.2
0.3
0.4
0 5 10 15
1e-08
1e-06
0.0001
0.01
U
∆g
lo
c,
ki
n,
to
t
n it
∆E
Figure 5 Energy differences∆Eloc (black),∆Ekin (blue),
and ∆Etot (red) at half band-filling as a function of U for
J/U = 0.2, ζ = 0.2 (SOC); inset: constraint mismatch
as a function of the iteration step nit of the algorithm with
a full (black) and a diagonal (blue) variational-parameter
matrix for U = 2.
In the following section we shall test our strategies against
the case where we reduce the symmetry by including the
spin-orbit coupling in our local Hamiltonian.
3.2 Spin-orbit coupling (SOC) The spin-orbit cou-
pling provides a physical mechanism that lowers the sym-
metry of our model with degenerate t2g orbitals. Since it
influences the local orbitals, it is an important perturbation
and requires a large flexibility in the Gutzwiller wave func-
tion. At the same time, it generates small quantitative cor-
rections in the ground-state energy so that the Gutzwiller
wave function must be evaluated with high numerical ac-
curacy. The physics of such a system is discussed in detail
in Ref. [22]. We will therefore concentrate in the following
on the technical problem of convergence and accuracy of
our energy minimization.
In the presence of the spin-orbit coupling, the six local
spin-orbital states split into two-fold (j = 1/2) and four-
fold (j = 3/2) degenerate sub-spaces. Similar splittings
occur in the multiplet states |Γ 〉. Since most of these states
remain degenerate, we have to make a certain choice of
our basis |Γ 〉 when we work with a diagonal variational-
parameter matrix. It turns out, however, that in the present
calculations this choice is not significant, i.e., we obtain
hardly any energy gain by optimizing the energy with re-
spect to the basis |Γ 〉.
In any case, the discrepancies in energy can be pro-
found, of the order of ten percent for U = 2, when we
compare results for the full and a diagonal variational-
parameter matrix. This can be seen in Fig. 5 where we
show the energy differences defined in the previous sec-
tion for a bare spin-orbit coupling of ζ = 0.2 [22]. As in
our crystal-field calculations in Sect. 3.1, this inaccuracy
Copyright line will be provided by the publisher
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goes hand in hand with a significantly slower convergence
of the minimization algorithm, see the inset of Fig. 5.
As seen from the figure, the discrepancies in the ki-
netic and potential energies are much worse than those for
the total energy. For the kinetic energy, this is reflected by
rather different values for the band-width renormalization
factors. For example, at U = 2, the renormalizations are
(q21/2 ≈ 0.72, q23/2 ≈ 0.64) for a diagonal variational-
parameter matrix and (q21/2 ≈ 0.62, q23/2 ≈ 0.61) for
the full variational-parameter matrix. These values do
not change much when we carry out a full minimiza-
tion also with respect to |Ψ0〉. The corresponding num-
bers are (q21/2 ≈ 0.73, q23/2 ≈ 0.64) and (q21/2 ≈ 0.62,
q23/2 ≈ 0.60), respectively. Therefore, the large differences
in the band-width renormalization factors are not com-
pensated by optimizing the corresponding single-particle
states |Ψ0〉. The results are generic for a full or only partial
treatment of the variational-parameter matrix.
Moreover, in both cases the effective spin-orbit cou-
pling in Hˆeff0 [22] is quite different, ζ¯diag ≈ 0.35 and
ζ¯full ≈ 0.22. As a consequence, the quasi-particle band-
structures that result from the two calculations [24] differ
considerably, with respect to their band-widths and their
spin-orbit splittings at various high-symmetry points in the
Brillouin zone, see Fig. 6.
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
 M  Γ  X  M  R  X  Γ  R 
E
-E
F
Figure 6 Quasi-particle band structure for our three-band
model with spin-orbit coupling along high-symmetry lines
in the Brillouin zone at half band-filling forU = 2, ζ = 0.2
(SOC); red lines: diagonal variational-parameter matrix;
black lines: full variational-parameter matrix.
The example of the spin-orbit coupling corroborates
our findings in Sect. 3.1 that the variational state with a di-
agonal variational-parameter matrix is not flexible enough
to describe the physics of the underlying Hamiltonian.
4 Approximation strategies As seen in the previous
section, the results for expectations values within the Gutz-
willer variational method can be rather different for the full
and a diagonal variational-parameter matrix. In systems
with more than three orbitals, however, it is not possible
to take into account all non-diagonal parameters in the nu-
merical minimization. Hence, we have to develop strate-
gies to cope with such situations.
One possible solution is the exploitation of symmetries
among the variational parameters, as has been done, e.g., in
Refs. [25,26]. Such a solution, however, will only work in
systems with a sufficiently large point-group symmetry. As
we have shown in Sect. 3, the problem with non-diagonal
variational parameters is most acute when the symmetry is
low. Hence, a symmetry analysis will only be of limited
use.
4.1 Brute-force methods A natural numerical ap-
proach to the problem is the inclusion of only a subset of
non-diagonal variational parameters λΓ,Γ ′ . Then, it arises
the question how to select the parameters that are taken into
account. We have tested two different conditions (CON1
and CON2), where we include all parameters for which
CON1: |m0Γ,Γ ′ | > mc (20)
or
CON2: m0Γ,Γm0Γ ′,Γ ′ > m2c . (21)
Here, we introduced the local expectation value
m0Γ,Γ ′ =
〈
|Γ 〉ii〈Γ
′|
〉
Ψ0
. (22)
0.1 0.20
0.05
0.1
0.15
0.2
0.25
0.2 0.4 0.6 0.8
0
0.05
0.1
0.15
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∆E
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c,
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n,
to
t
∆E
lo
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n,
to
t
N  /N
max
v
v
Figure 7 Energy differences∆Eloc (black),∆Ekin (blue),
and ∆Etot (red) as a function of Nv (included number of
variational parameters) for the cutoff condition CON1 at
half band-filling and J/U = 0.2, ζ = 0.2 (SOC) for U =
1.5 (solid lines) and U = 2 (dashed lines); inset: same
results as in the main figure for U = 2, CON1 (solid lines)
and CON2 (dashed lines).
Figure 7 shows the errors in kinetic, local and total
energy for U = 1.5, 2, J/U = 0.2, and ζ = 0.1, 0.2 as
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a function of the ratio Nv/Nmax of included variational
parameters and their maximum number Nmax = 924.
Clearly, the method CON1 converges quite rapidly as a
function of Nv/Nmax. Already 20% of the parameters are
sufficient to get a very good agreement with the full calcu-
lation. The convergence of CON2 is much worse as can be
seen in the inset of Fig. 7.
The much better convergence of CON1 does not come
as a surprise. The point symmetry of the system is still rel-
atively high so that many variational parameters λΓ,Γ ′ do
not enter the energy functional at all. Such parameters are
identified automatically and excluded by CON1 because
for them we havem0Γ,Γ ′ = 0 < mc. In fact, when we lower
the symmetry further by introducing an additional crystal
field as in Sect. 3.1, the performance of CON1 is less im-
pressive. This can be seen from Fig. 8 where we show the
errors in energies for U = 2, J/U = 0.2, ζ = 0.2, and a
crystal-field splitting ∆ = 0.2.
0.2 0.4 0.6 0.80
0.05
0.1
0.15
0.2
0.25
∆E
lo
c,
ki
n,
to
t
N  /Nmaxv
Figure 8 Energy differences∆Eloc (black), ∆Ekin (blue),
and ∆Etot (red) as a function of Nv (included number of
variational parameters) for the cutoff condition CON1 at
half band-filling and J/U = 0.2, ζ = 0.2 (SOC), ∆ = 0.2
(CFS) for U = 1.5 (solid lines) and U = 2 (dashed lines).
4.2 Optimization of the multiplet basis As seen
from Fig. 8, the brute-force inclusion of a maximal num-
ber of non-diagonal variational parameters may still lead
to significant errors in low-symmetry systems with orbital
numberno > 3. Moreover, unlike in our three-band model,
there is no way to estimate systematically the error that is
caused by the neglect of some non-diagonal parameters. In
the following we develop a more sophisticated algorithm
which addresses both of these problems.
If we knew the eigenstates |Γd〉i of the optimum Gutz-
willer correlation operator in (11) we would obtain the
minimal Gutzwiller ground-state energy by working with
a correlation operator that depends only on (in our case 64)
diagonal variational parameters. Therefore, it is highly de-
sirable to have an algorithm which systematically improves
our multiplet basis |Γ 〉 towards |Γd〉 in order to make non-
diagonal variational parameters increasingly dispensable.
To achieve this, we perform the following steps.
(i) Start with some initial local multiplet basis |Γ0〉.
(ii) Minimize the energy with respect to a variational-
parameter matrix that contains a subset of non-diagonal
parameters.
(iii) Determine the eigenstates |Γ1〉 of the optimum vari-
ational-parameter matrix λ˜ obtained in step (ii).
(iv) Set |Γ0〉 = |Γ1〉 and go back to step (ii) until the vari-
ational ground-state energy does not improve signifi-
cantly anymore.
As an illustration, we apply this algorithm to the system
with spin-orbit coupling and crystal-field splitting that we
analyzed in Fig. 8. As subsets in step (ii), we choose varia-
tional parameters that belong to the subspaces with particle
numbers nactive = 3, nactive = 2, 4, or nactive = 1, 5.
nactive ∆Etot tCPU/t
full
CPU t
CON1
CPU /t
full
CPU
3 0.01771 0.028 0.10443
2+4 0.00668 0.060 0.231013
3 0.00412 0.171 0.300633
2+4 0.00281 0.215 0.436709
3 0.00204 0.266 0.322785
2+4 0.00158 0.323 0.553797
1+5 0.00105 0.326 0.509494
2+4 0.00103 0.380 0.509494
3 0.00067 0.443 0.759494
2+4 0.00046 0.497
3 0.00033 0.516
2+4 0.00025 0.585
1+5 0.00023 0.589
3 0.00016 0.658
Table 1 Successive iterations of our minimization scheme
with gradual adjustment of the local multiplet basis at half
band-filling for U = 2, J/U = 0.2, ζ = 0.2 (SOC), ∆ =
0.2 (CFS); nactive: particle number of the subspaces where
non-diagonal variational parameters are included; ∆Etot:
error in total energy; tCPU: CPU time for the present, the
CON1, and a full Gutzwiller minimization.
In table 1 we present the error ∆Etot after each step
of the iteration, and the corresponding required CPU time
tCPU, relative to the CPU time tfullCPU for a full Gutzwiller
minimization. For comparison, we also show the CPU time
tCON1CPU of some CON1 minimizations that lead to the same
accuracy, cf. the red dashed line in Fig. 8.
Note that the not strictly-monotonic behavior of tCON1CPU
in table 1 is genuine. While the CPU time for the ‘Broyden-
Fletcher-Goldfarb-Shanno’ (BFGS) minimization’ with re-
spect to λ˜ generally increases with the total number Nv
of variational parameters, the constraint enforcing ‘Penalty
and Augmented Lagrangian method’ (PALM) contains a
Copyright line will be provided by the publisher
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certain degree of arbitrariness, see Ref. [22]. Therefore,
it can occasionally happen that, when increasing Nv, the
PALM scheme needs less loops. This can compensate the
increase of TCON1CPU from the BFGS minimization.
Table 1 shows that the convergence of our algorithm is
rather fast, especially in the first few steps where the en-
ergy makes large gains with modest numerical effort. Only
when we try to obtain very, and probably unnecessarily,
accurate results, it will eventually be outperformed by a
CON1 minimization.
Our algorithm overcomes the computer memory bar-
rier of the CON1 method because its accuracy depends on
the allocated CPU time. Most importantly, the iterative al-
gorithm can be expected to converge for any multi-orbital
system. Therefore, we think that it is the most promising
candidate to be used for a general Gutzwiller minimization
code that is needed in a Gutzwiller-DFT program pack-
age [27,28,29].
5 Summary In this work, we calculated the Gutzwil-
ler variational ground-state energy for a three-orbital Hub-
bard model in three dimensions within the Gutzwiller ap-
proximation. For our three-orbital model it is possible to
carry out a minimization with respect to the most general
Gutzwiller Ansatz that includes all elements in the Her-
mitian variational-parameter matrix and thus serves as a
benchmark test for approximations.
As observed in earlier studies, a variational Ansatz with
a diagonal variational-parameter matrix is very accurate
in systems with a high point-group symmetry. However,
when the symmetry is lower, e.g., by an inclusion of the
spin-orbit coupling, non-diagonal variational parameters
become very important, e.g., for the quasi-particle band
structure.
An obvious strategy to improve a purely diagonal An-
satz consists in a brute-force inclusion of the most im-
portant non-diagonal variational parameters. However, in
cases with a low symmetry, this approach can be ineffi-
cient and ineffective, and may lead to significant errors in
systems with more than three orbitals. Therefore, we pro-
pose a more suitable algorithm that is based on a gradual
adaption of the local multiplet basis. This method con-
verges quite rapidly, especially in its first few iteration
steps. Moreover, since it is only limited by the available
CPU time and not by memory constraints, we consider
it the most promising candidate to be used in a general
Gutzwiller minimization program.
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