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In this paper, the boundedness of all solutions of the nonlinear equation
ðjpðx
0ÞÞ0 þ ðp  1Þ½ajpðx
þÞ  bjpðx
Þ þ f ðxÞ þ gðxÞ ¼ eðtÞ
is discussed, where eðtÞ 2 C7 is 2pp-periodic, f ; g are bounded C6 functions, jpðuÞ ¼
jujp2u; p52; a; b are positive constants, xþ ¼ maxfx; 0g; x ¼ maxfx; 0g: # 2002
Elsevier Science (USA)1. INTRODUCTION
We discuss the boundedness of all solutions of the following p-Laplacian-
like nonlinear equation:
ðjpðx
0ÞÞ0 þ ðp  1Þ½ajpðx
þÞ  bjpðx
Þ þ f ðxÞ þ gðxÞ ¼ eðtÞ ð0¼ d=dtÞ;
ð1:1Þ
where jpðuÞ ¼ juj
p2u; p52 is a constant, xþ ¼ maxfx; 0g; x ¼ maxfx;
0g; a;b are positive constants satisfying
a1=p þ b1=p ¼
2m
n
ð1:2Þ
for some m; n 2 N ; f and g are bounded C6 functions and the limits
f ðþ1Þ ¼ lim
x!þ1
f ðxÞ; f ð1Þ ¼ lim
x!1
f ðxÞ ð1:3Þ
exist and are ﬁnite. Moreover, g has a sublinear primitive, that is
lim
jxj!1
GðxÞ=x ¼ 0; ð1:4Þ108
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R x
0 gðuÞ du; eðtÞ 2 C
7 is a 2pp-periodic function, and
pp ¼ 2pp sinðppÞ
:
In the 1960s, Littlewood [6] suggested to study the boundedness of all
solutions of the following nonlinear Dufﬁng equation:
x00 þ gðxÞ ¼ pðtÞ; ð1:5Þ
where pðtÞ is a 2p-periodic function and g : R! R is continuous and
satisfying sign xgðxÞ ! þ1 as jxj ! þ1:
The ﬁrst boundedness result in the superlinear case (i.e. gðxÞ=x! þ1 as
jxj ! þ1Þ is due to Morris [10] who showed that when gðxÞ ¼ 2x3 and pðtÞ
is a piecewise continuous function, then solutions of (1.5) are bounded, that
is, if xðtÞ is the solution of (1.5), then it exists for all t 2 R and
sup
t2R
ðjxðtÞj þ jx0ðtÞjÞ5þ1:
However, when gðxÞ satisﬁes a semilinear condition:
05d4gðxÞ=x4D5þ1; x 2 R
the situation is quite different and the boundedness is very delicate. For
example, the linear equation
x00 þ n2x ¼ cos nt; n 2 N
has no bounded solution. The next example is due to Ding [3]. He proved
that the equation
x00 þ n2xþ arctan x ¼ pðtÞ; n 2 N ð1:6Þ
has no 2p-periodic solutions if pðtÞ ¼ 4 cos nt: Therefore, by Massera’s
theorem [9], we know that all the solutions of (1.6) are unbounded.
In 1996, Ortega [11] considered the equation
x00 þ axþ  bx ¼ 1þ ehðtÞ; a=b; ð1:7Þ
where a > 0; b > 0 and hðtÞ is a smooth 2p-periodic function. He showed
that if jej is sufﬁciently small, then all the solutions of (1.7) are bounded. This
result is in contrast with the well-known fact of linear resonance that occurs
in the case a ¼ b ¼ n2: For example, all the solutions of
x00 þ n2x ¼ 1þ e cos nt
are unbounded if e=0:
XIAOJING YANG110Recently, Liu [8] proved the boundedness result for all solutions of
x00 þ axþ  bx ¼ pðtÞ: ð1:8Þ
Let CðtÞ be the periodic solution of the equation
x00 þ axþ  bx ¼ 0 with
1ﬃﬃﬃ
a
p þ 1ﬃﬃﬃ
b
p ¼ 2m
n
; m; n 2 N ð1:9Þ
satisfying the initial condition Cð0Þ ¼ 1; C0ð0Þ ¼ 0: For y 2 R=2pZ; denote
fpðyÞ ¼
Z 2p
0
pðmtÞCðyþ mtÞ dt: ð1:10Þ
He showed that if fpðyÞ is not zero for all y 2 R=2pZ and pðtÞ is a 2p-
periodic C6 function, then all the solutions of (1.8) are bounded. In contrast
to Liu’s result, Alonso and Ortega [1] proved that if fpðyÞ has zeros and
every zero %ypðyÞ is simple: f
0
pðyÞ=0; then (1.8) has unbounded solutions.
Fabry and Mawhin [4] consider the behaviour of the solutions of the
following equation:
x00 þ axþ  bx ¼ f ðxÞ þ gðxÞ þ eðtÞ; a
1
2 þ b
1
2 ¼ 2=n ð1:11Þ
with f ; g satisfying (1.3), (1.4).
Let
feðyÞ ¼
n
p
f ðþ1Þ
a

f ð1Þ
b
 
þ
1
2p
ð
ﬃﬃﬃ
a
p
Þ1
Z 2p
0
eðtÞCðt þ yÞ dt;
then they showed that any solution of (1.10) is unbounded if jxð0Þj þ jx0ð0Þj is
sufﬁciently large and feðyÞ has zeros.
The main result of this paper is
Theorem 1. Suppose eðtÞ 2 C7ðR=2ppZÞ and f ; g are C6 bounded
functions satisfying (1.3), (1.4), moreover, they satisfy
lim
jxj!1
x6ðf ð6ÞðxÞ þ gð6ÞðxÞÞ ¼ 0 ð1:12Þ
and a; b satisfy (1.2).
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fðyÞ ¼
2n
m
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #

p
a1=p
Z 2pp
0
eðmtÞCðmt þ yÞ dt; ð1:13Þ
where CðtÞ is the 2ppm=n-periodic solution of the following homogeneous
equation:
ðjpðu
0ÞÞ0 þ ajpðu
þÞ  bjpðu
Þ ¼ 0 ð1:14Þ
satisfying the initial condition Cð0Þ ¼ 1; C0ð0Þ ¼ 0; pp ¼ 2pp sinðp=pÞ and for
r > 0; s > 0; Bðr; sÞ ¼
R 1
0 x
r1ð1 xÞs1 dx: If fðyÞ has no zero for all
y 2 S1 ¼ R=2ppZ; then all the solutions of (1.1) are bounded.
2. LEMMAS
Introduce a new variable y as x0 ¼ jqðyÞ; where q is the conjugate
exponent of p : 1p þ
1
q ¼ 1: Then Eq. (1.1) is equivalent to the following
system:
x0 ¼ jqðyÞ;
y0 ¼ ðp  1Þ½ajpðx
þÞ  bjpðx
Þ þ f ðxÞ þ gðxÞ  eðtÞ ð2:1Þ
which is a Hamiltonian system with the Hamiltonian function
H ðx; y; tÞ ¼ jyjq=qþ ajxþjp=qþ bjxjp=qþ F ðxÞ þ GðxÞ  xeðtÞ ð2:2Þ
with F ðxÞ ¼
R x
0 f ðuÞ du; GðxÞ ¼
R x
0 gðuÞ du:
Let u ¼ sinp t be the solution of the initial value problem
ðjpðu
0ÞÞ0 þ ðp  1ÞjpðuÞ ¼ 0; t 2 R;
uð0Þ ¼ 0; u0ð0Þ ¼ 1;
ð2:3Þ
which for t 2 ½0;pp=2 can be described implicitly by the formula
t ¼
Z sinp t
0
dt
ð1 spÞ1=p
; ð2:4Þ
then by [13] sinp t can be extended to R as a 2pp-periodic odd continuous
function and sinp t; satisﬁes sinp t : ½0;pp=2 ! ½0; 1 and sinpðpp  tÞ ¼
sinp t for t 2 ½pp=2;pp:
XIAOJING YANG112Lemma 2.1. For p52 and for any ðx0; y0Þ 2 R2 and t0 2 R; the solution
zðtÞ ¼ ðxðt; t0; x0; y0Þ; yðt; t0; x0; y0ÞÞ of (2.1) satisfying the initial condition
zðt0Þ ¼ ðx0; y0Þ is unique and exists on the whole t-axis.
The proof of uniqueness can be obtained similarly as the proof of
Proposition 2 in [14], the global existence result can be proved similarly as
the proof of Lemma 3.1 in [7]
Lemma 2.2. Let CðtÞ be the solution of the following equation:
ðjpðu
0ÞÞ0 þ ðp  1Þ½ajpðu
þÞ  bjpðu
Þ ¼ 0 ðwhere a;b satisfy ð1:2ÞÞ
ð2:5Þ
satisfying the initial condition Cð0Þ ¼ 1; C0ð0Þ ¼ 0; then CðtÞ is a 2mppn -
periodic even function and CðtÞ can be given by
CðtÞ ¼
sinpða1=pt þ
pp
2
Þ; t 2 ½0; pp
2a1=pÞ;
ðabÞ
1=psinp b
1=pðt  pp
2a1=pÞ; t 2 ½
pp
2a1=p;
mpp
n :
(
ð2:6Þ
Proof. By direct computation and the uniqueness result. ]
Let ðCðtÞ; SðtÞÞ be the solution of the homogeneous system
x0 ¼ jqðyÞ;
y0 ¼ ajpðx
þÞ  bjpðx
Þ ð2:7Þ
with the initial condition ðCð0Þ; Sð0ÞÞ ¼ ð1; 0Þ; then we have
jSðtÞjq þ ajCþðtÞjp þ bjCðtÞjp ¼ a; t 2 R: ð2:8Þ
Under the canonical transformation ðr; yÞ ! ðx; yÞ with r > 0 and y ðmod
2ppÞ given by
x ¼ C1=p0 r
1=pC
my
n
 
; y ¼ C1=q0 r
1=qS
my
n
 
ð2:9Þ
with C0 ¼ np=ma; (2.1) is transformed into another Hamiltonian system
r0 ¼ 
@h
@y
ðr; y; tÞ; y0 ¼
@h
@r
ðr; y; tÞ; ð2:10Þ
where
hðr; y; tÞ ¼
n
m
r þ I1ðr; yÞ þ I2ðr; y; tÞ ð2:11Þ
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I1ðr; yÞ ¼ F C
1=p
0 r
1=pC
my
n
  
þ G C1=p0 r
1=pC
my
n
  
;
I2ðr; y; tÞ ¼  C
1=p
0 r
1=pC
my
n
 
eðtÞ: ð2:12Þ
Since f ; g 2 C6; e 2 C7; we have I1; I2 2 C7 in t and r: Denote J ðrÞ the average
of I1ðr; yÞ over ½0; 2pp:
J ðrÞ ¼
1
2pp
Z 2pp
0
I1ðr; yÞ dy:
Then we have
Lemma 2.3. The following conclusions hold:
jI1ðr; yÞj4Cr1=p; jJ ðr; yÞj4Cr1=p: ð2:13Þ
Moreover, for 14k47;
@k
@rk
I1ðr; yÞ

4Crkþ1=p; dkdrk J ðrÞ

4Crkþ1=p ð2:14Þ
throughout this paper, C is positive constant without regard to its value.
Lemma 2.4. Suppose that a smooth function Rðh; t; yÞ satisfies
Rðh; t; yÞ ¼
m
n
I1
m
n
h R; y
 
 C1=p0
m
n
h R
 1=p
C
my
n
 
eðtÞ ð2:15Þ
together with jRðh; t; yÞj4mh=2n: Then for h 1;
@kþm
@hk@tm
Rðh; t; yÞ

4Chkþ1=p; 04k þ m47: ð2:16Þ
In (2.15), let
Rðh; t; yÞ ¼
m
n
I1
m
n
h; y
 
 C1=p0 r
1=p m
n
 1=p
C
my
n
 
eðtÞ þ R1ðh; t; yÞ; ð2:17Þ
XIAOJING YANG114then
R1ðh; t; yÞ ¼ 
m
n
Z 1
0
@I1
@r
m
n
h sR; y
 
R ds
þ p  1ðC1=p0 r
1=pÞC
my
n
 
eðtÞ
Z 1
0
m
n
h sR
 1=p1
R ds: ð2:18Þ
The following lemma gives an estimate of R1ðh; t; yÞ:
Lemma 2.5. For h 1; R1ðh; t; yÞ satisfies the estimates
@kþm
@hk@tm
R1ðh; t; yÞ

4Chk ; 04k þ m46: ð2:19Þ
The above three lemmas can be proved similarly as the lemmas proved in
[7], so we omit their proofs.
3. ESTIMATES OF THE FUNCTION J ðrÞ
We assume that all conditions of Theorem 1 are met in the following
lemmas.
Lemma 3.1. The following conclusion holds:
lim
t!þ1
J ðrÞ
r1=b
¼
n
m
 1þ1=pp1=p1
pp
B
2
p
;
p  1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #
¼ D1; ð3:1Þ
where Bðx; yÞ is given in Section 1.
Proof. By the deﬁnition of J ðrÞ:
J ðrÞ ¼
1
2pp
Z 2pp
0
F C1=p0 r
1=pC
my
n
  
þ G C1=p0 r
1=pC
my
n
   
dy
we have by GðxÞ=x! 0 as jxj ! 1:
lim
r!þ1
J ðrÞ
r1=p
¼ lim
r!þ1
1
2pp
Z 2pp
0
F ðC1=p0 r
1=pCðmyn ÞÞ
r1=p
dy: ð3:2Þ
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lim
r!þ1
J ðrÞ
r1=p
¼ lim
r!þ1
J 0ðrÞ
1
pr
1=p1
¼
1
2pp
lim
r!þ1
Z 2pp
0
f ðC1=p0 r
1=pCðmyn ÞÞCð
my
n ÞC
1=p
0
1
p r
1=p1
1
p r
1=p1
dy
¼
1
2pp
nC1=p0
m
lim
r!þ1
Z 2ppm=n
0
f ðC1=p0 r
1=pCðfÞÞCðfÞ df
¼
1
2pp
nC1=p0
m
lim
r!þ1
Z ppm=n
ppm=n
f ðC1=p0 r
1=pCðfÞÞCðfÞ df
¼
1
pp
nC1=p0
m
lim
r!þ1
Z ppm=n
0
f ðC1=p0 r
1=pCðfÞÞCðfÞ df
"
þ
Z ppm=n
pp=2a1=p
f ðC1=p0 r
1=pCðfÞÞCðfÞ df
#
¼
nC1=p0
mpp
f ðþ1Þ
Z pp=2a1=p
0
CðfÞ dfþ f ð1Þ
Z ppm=n
pp=2a1=p
CðfÞ df
" #
;
ð3:3Þ
where we have used the fact that CðÞ is an even function. By the expression
of CðÞ in (2.6) and deﬁning Ip ¼
R pp=2
0
sinp t dt; we have
Z pp=2a1=p
0
CðfÞ df ¼
Z pp=2a1=p
0
sinp a1=pfþ
pp
2
 
df
¼
Z pp=2
0
sinp t dt=a1=p ¼ Ip=a1=p; ð3:4Þ
Z mpp=n
pp=2a1=p
CðfÞ df ¼ 
a
b
 1=pZ mpp=n
pp=2a1=p
sinp b
1=p f
pp
2a1=p
 
df
¼
a1=p
b2=p
Ip: ð3:5Þ
By the deﬁnition of sinp t; u ¼ sinp t satisﬁes the equation
ðp  1Þju0jp2u00 þ ðp  1Þjujp2u ¼ 0: ð3:6Þ
XIAOJING YANG116Multiplying both sides of (3.6) by u0 and integrating from 0 to t; by noticing
u0ð0Þ ¼ 1; we have
ju0ðtÞjp  ju0ð0Þjp þ juðtÞjp ¼ 0; t 2 0;
pp
2
h i
;
or
du
ð1 upÞ1=p
¼ dt; t 2 0;
pp
2
 i
:
Since uðpp
2
Þ ¼ 1; we have
Ip ¼
Z pp=2
0
sinp t dt ¼
Z 1
0
u du
ð1 upÞ1=p
¼u
p¼v
Z 1
0
vð2=pÞ1dv
pð1 vÞ1=p
¼
1
p
B
2
p
; 1
1
p
 
: ð3:7Þ
By (3.3)–(3.5) and (3.7), we obtain
lim
r!þ1
J ðrÞ
r1=p
¼
nðnpmaÞ
1=p
mpp
f ðþ1Þ
a1=p

f ð1Þa1=p
b2=p
" #
1
p
B
2
p
; 1
1
p
 
¼
n
m
 1þ1=pp1=p  1
pp
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #
B
2
p
; 1
1
p
 
: ] ð3:8Þ
Especially if p ¼ 2; then Bð1; 12Þ ¼ 2; p2 ¼ p; we have in the linear case
lim
r!þ1
J ðrÞ
r1=2
¼
n
m
 3=2 ﬃﬃﬃ2p
p
f ðþ1Þ
a

f ð1Þ
b
 
: ð3:9Þ
From the above analysis and the rule of L’Hospital, we have
lim
r!þ1
r11=pJ 0ðrÞ ¼
1
p
lim
r!þ1
J ðrÞ
r1=p
¼
1
p
D1; ð3:10Þ
where D1 is given by (3.1)
Lemma 3.2. Let QðrÞ ¼ J ðrÞr1=p  D1: Then QðrÞ is bounded. Moreover, we
have
lim
r!þ1
rk
dkQðrÞ
drk
¼ 0; 04k47: ð3:11Þ
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Claim 1. For 14k46;
lim
jxj!1
xkðf ðkÞðxÞ þ gðkÞðxÞÞ ¼ 0: ð3:12Þ
This is the consequence of assumption (1.12) and the rule of L’Hospital.
Claim 2. If RðxÞ is a continuous function and satisﬁes
lim
jxj!1
RðxÞ ¼ 0:
Then
lim
r!þ1
Z 2pp
0
R C1=p0 r
1=pC
my
n
  
C
my
n
 
dy ¼ 0: ð3:13Þ
In fact, let f ¼ my=n; then the above limit can be rewritten as
lim
r!þ1
Z 2ppm=n
0
RðÞCðfÞ df
,
m
n
 
¼
2n
m
lim
r!þ1
Z ppm=n
0
" #
¼
2n
m
lim
r!þ1
Z pp=2a1=p
0
þ
Z ppm=n
pp=2a1=p
" #
¼ 0:
Since in ð0;pp=2a1=pÞ and ðpp=2a1=pÞ;ppm=nÞ; RðÞ ! 0; as r !1:
Proof of Lemma 3.2 (Conclusion). The boundedness of QðrÞ follows
from Lemma 3.1. Now we prove (3.11).
If k ¼ 0; the result follows from Lemma 3.1.
If k ¼ 1; by the deﬁnition of QðrÞ; we have
rQ0ðrÞ ¼ r11=pJ 0ðrÞ 
J ðrÞ
pr1=p
:
By Lemma 3.1, we have
lim
r!þ1
rQ0ðrÞ ¼ 0:
Deﬁne a function DðrÞ as
DðrÞ ¼
C2=p0
2ppp
Z 2pp
0
f 0 C1=p0 r
1=pC
my
n
  
þ g0 C1=p0 r
1=pC
my
n
  
r2=pC2
my
n
 
dy:
XIAOJING YANG118Then by the deﬁnition of J ðrÞ; it is easy to obtain
J 00ðrÞ ¼
1 p
p
 
J 0ðrÞr1 þ DðrÞr2: ð3:14Þ
By a direct computation, one has
r2Q00ðrÞ ¼
1þ p
p2
r1=pJ ðrÞ 
1þ p
p
r11=pJ 0ðrÞ þ r1=pDðrÞ;
r3Q000ðrÞ ¼
ð1þ pÞð1þ 2pÞ
p3
r1=pJ ðrÞ þ
ð1þ pÞð1þ 2pÞ
p2
r11=pJ 0ðrÞ
þ
X1
k¼0
Cð3Þk r
k1=p d
k
drk
DðrÞ;
r4Qð4ÞðrÞ ¼
ð1þ pÞð1þ 2pÞð1þ 3pÞ
p4
r1=pJ ðrÞ

ð1þ pÞð1þ 2pÞð1þ 3pÞ
p3
r11=pJ 0ðrÞ þ
X2
k¼0
Cð4Þk r
k1=p d
k
drk
DðrÞ;
r5Qð5ÞðrÞ ¼

Q4
k¼1ð1þ kpÞ
p5
r1=pJ ðrÞ þ
Q4
k¼1ð1þ kpÞ
p4
r11=pJ 0ðrÞ
þ
X3
k¼0
Cð5Þk r
k1=p d
k
drk
DðrÞ;
r6Qð6ÞðrÞ ¼
Q5
k¼1ð1þ kpÞ
p6
r1=pJ ðrÞ 
Q5
k¼1ð1þ kpÞ
p5
r11=pJ 0ðrÞ
þ
X4
k¼0
Cð6Þk r
k1=p d
k
drk
DðrÞ;
r7Qð7ÞðrÞ ¼

Q6
k¼1ð1þ kpÞ
p7
r1=pJ ðrÞ þ
Q6
k¼1ð1þ kpÞ
p6
r11=pJ 0ðrÞ
þ
X5
k¼0
Cð6Þk r
k1=p d
k
drk
DðrÞ;
BOUNDEDNESS IN NONLINEAR ASYMMETRIC OSCILLATIONS 119where CðjÞk ðj ¼ 3; 4; 5; 6; k ¼ 0; 1; 2; 3; 4; 5Þ are constants. We need only to
prove that the function DðrÞ satisﬁes
lim
r!þ1
rk1=p
dkDðrÞ
drk
¼ 0; 04k45: ð3:15Þ
In fact, from the deﬁnition of DðrÞ; we have for k ¼ 0; 1; . . . ; 5
rk1=p
dkDðrÞ
drk
¼
Z 2pp
0
Xk
j¼0
Ck;jxjþ1ðf ðjþ1ÞðxÞ þ gðjþ1ÞðxÞÞC
my
n
 
dy;
where x ¼ C1=p0 r
1=pCðmyn Þ and Ck;j are constants. The conclusion follows
from Claims 1 and 2. ]
4. CANONICAL TRANSFORMATIONS
From the equation
r dy h dt ¼ ðh dt  r dyÞ ð4:1Þ
we see that if one can solve for r ¼ rðh; t; yÞ from (2.11) as a function of
h; t; y; then
dh
dy
¼ 
@r
@t
ðh; t; yÞ;
dt
dy
¼
@r
@h
ðh; t; yÞ;
i.e, (4.1) is a Hamiltonian system with the Hamiltonian function r ¼
rðh; t; yÞ: This relation is observed and used in [5, 7].
From (2.11) and the lemmas in Section 2, it follows that
lim
r!þ1
h=r ¼ n=m > 0
and
@h
@r
¼
n
m
þ
@
@r
I1ðr; yÞ þ
@
@r
I2ðr; y; tÞ5
n
2m
> 0; if r  1:
By the implicit function theorem, we know that there is a function R ¼
Rðh; t; yÞ such that
rðh; t; yÞ ¼
mh
n
 Rðh; t; yÞ: ð4:2Þ
XIAOJING YANG120Moreover, for h 1;
jRðh; t; yÞj4hm=2n:
From (2.11), (4.2) and Lemmas 2.4 and 2.5, one obtains
rðh; t; yÞ ¼
mh
n

m
n
I1
mh
n
; y
 
þ C1=p0
mh
n
 1=p
C
my
n
 
eðtÞ  R1ðh; t; yÞ; ð4:3Þ
where R1; deﬁned by (2.18), satisﬁes the estimate (see (2.19)).
@kþm
@hk@tm
R1ðh; t; yÞ

4Chk ; 04k þ m46: ð4:4Þ
Now system (4.1) can be written in the form
dh
dy
¼ C1=p0
mh
n
 1=p
C
my
n
 
e0ðtÞ þ
@
@t
R1;
dt
dy
¼
m
n

m
n
 2@I1
@h
m
n
; y
 
þ
1
p
C1=p0
m
n
 1=p
h1=p1C
my
n
 
eðtÞ 
@
@h
R1: ð4:5Þ
Lemma 4.1. There exists a canonical transformation T of the form
T : h ¼ r; t ¼ tþ Sðr; yÞ
with Sðr; yþ 2ppÞ ¼ Sðr; yÞ for all y 2 S1 ¼ R=2ppZ; such that the trans-
formed system of (4.5) is of the form
dr
dy
¼ 
@%r
@t
ðr; t; yÞ;
dt
dy
¼
@%r
@r
ðr; t; yÞ; ð4:6Þ
where
%rðr; t; yÞ ¼
m
n
r
m
n
J
m
n
r
 
þ C1=p0
m
n
r
 1=p
C
my
n
 
eðtÞ  %R1ðr; t; yÞ;
and %R1 satisfies the following estimate:
@kþm
@rk@tm
%R1ðr; t; yÞ

4Crk ; 04k þ m46: ð4:7Þ
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If we choose
P ¼ P ðh; yÞ ¼ 
m
n
Z y
0
I1
mh
n
; u
 
 J
mh
n
  
du;
then P does not depend on t and is 2pp-periodic in y: If we denote Sðr; yÞ ¼
@P
@h; then T is a canonical transformation. If we denote
%R1ðr; t; yÞ ¼R1ðr; tþ Sðr; yÞ; yÞ  C
1=p
0
m
n
 1=p
r1=pC
my
n
 

Z 1
0
e0ðtþ uSðr; yÞÞSðr; yÞ du;
then the transformed function %r is of the form
%rðr; t; yÞ ¼
m
n
r
m
n
J
m
n
r
 
þ C1=p0
m
n
 1=p
r1=pC
my
n
 
eðtÞ  %R1ðr; t; yÞ: ð4:8Þ
Similar to the proof of Lemma 5.1 in [7], we can show that
@k
@rk
Sðr; yÞ

4Crk1=p ! 0 as r! þ1; k ¼ 0; 1; . . . ; 6
and
@kþm
@rk@tm
%R1ðr; t; yÞ

4Crk ; 04k þ m46: ð4:9Þ
Thus we complete the proof of Lemma 4.1. ]
Introducing a new time variable f by y ¼ nf; then (4.6) is of the following
form
dr
df
¼ 
@ %H
@t
ðr; t;fÞ;
dt
df
¼
@ %H
@r
ðr; t;fÞ ð4:10Þ
where
%Hðr; t;fÞ ¼mr mJ
m
n
r
 
þ C1=p0 m
1=pn1=pr1=pCðmfÞeðtÞ  n %R1ðr; t; nfÞ: ð4:11Þ
Since n 2 N ; the function %Hðr; t;fÞ is 2pp-periodic in f:
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Let l > 1 be a constant, and u be a new variable varying in the closed
interval ½1=l; l and a small positive parameter e by the formula.
r ¼ u=ep; u 2 ½1=l; l:
l will be determined later. Obviously, r 1 if and only if e 1: In the new
variable ðu; tÞ; (4.10) and (4.11) can be written in the form
du
df
¼ 
@H
@t
ðu; t;f; eÞ;
dt
df
¼
@H
@u
ðu; t;f; eÞ; ð5:1Þ
where
H ðu; t;f; eÞ ¼mu mepJ
mu
nep
 
þ C1=p0 m
1=pn1=pep1u1=pCðmfÞeðtÞ
 nep %R1ðu=ep; t; nfÞ
From Lemma 3.1, we have
J
mu
nep
 
¼ D1
mu
nep
 1=p
þ
mu
nep
 1=p
Q
mu
nep
 
and D1 is deﬁned by (3.1).
Hence
H ðu; t;f; eÞ ¼mu
np1=p
pp
ep1B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #
u1=p
þ
mp1=p
a1=p
ep1CðmfÞu1=peðtÞ þ Gðu; t;f; eÞ;
where we have used C0 ¼ np=ma and
Gðu; t;f; eÞ ¼ m1þ1=pn1=pep1u1=pQ
mu
nep
 
 nep %R1ðu=ep; t; nfÞ:
By Lemma 3.3 and (4.9), it is not difﬁcult to show that
1
ep1
@kþm
@rk@tm
Gðr; t;f; eÞ

! 0; as e! 0þ; 04k þ m46: ð5:2Þ
Now (5.1) can be written explicitly as
du
df
¼ 
mp1=p
a1=p
ep1CðmfÞu1=pe0ðtÞ 
@G
@t
; ð5:3Þ
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df
¼m
(
np1=p2ep1Bð2p; 1
1
pÞ
pp
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #

p1=p1mep1
a1=p
CðmfÞeðtÞ
)
u1=p1 þ
@G
@u
:
In the following, we deﬁne the notations oð1Þ and Oð1Þ: A function f ðu; t;
f; eÞ is said to be of order oð1Þ if it is C5 in ðu; tÞ and satisﬁes
@kþm
@uk@tm
f ðu; t;f; eÞ

! 0; as e! 0þ
for k þ m45 uniformly in f: Similarly, a function f ðu; t;f; eÞ is said to be of
order Oð1Þ if it is C5 in ðu; tÞ and for k þ m45;
@kþm
@uk@tm
f ðu; t;f; eÞ

4C0; for e 1
uniformly in f; where the constant C0 is independent of e:
From (5.2), it follows that if e 1; the solution ðuðf; u0; t0Þ; tðf; u0; t0ÞÞ
with the initial condition: ðuð0; u0; t0Þ; tð0; u0; t0ÞÞ ¼ ðu0; t0Þ exists for f 2
½0; 4pp for any ðu0; t0Þ 2 ½1=l; l  ½0; 2pp:
Moreover,
05
1
2l
4uðf; u0; t0Þ42l; 8f 2 ½0; 4pp:
From (5.3), the solution ðuðf; u0; t0Þ; tðf; u0; t0ÞÞ has the following
expression:
uðf; u0; t0Þ ¼ u0 þ ep1F2ðf; u0; t0Þ;
tðf; u0; t0Þ ¼ t0 þ mfþ ep1F1ðf; u0; t0Þ: ð5:4Þ
Denote the Poincar!e map of (5.3) by P : Then
P ðu0; t0Þ ¼ ðu0 þ ep1F2ð2pp; u0; t0Þ; t0 þ 2mpp þ ep1F1ð2pp; u0; t0ÞÞ:
It is evident that this map is well deﬁned in the region ½1=l; l  ½0; 2pp; if
e 1:
XIAOJING YANG124Since ðuðf; u0; t0Þ; tðf; u0; t0ÞÞ is the solution of (5.3), we have
dF1
df
¼ Gðf; tÞðu0 þ ep1F2Þ
1=p1 þ oð1Þ;
dF2
df
¼ 
mp1=p
a1=p
CðmfÞe0ðtÞðu0 þ ep1F2Þ
1=p þ oð1Þ; ð5:5Þ
where
Gðf; tÞ ¼ 
(
np1=p2
pp
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #

p1=p1m
a1=p
CðmfÞeðtÞ
)
:
As in [2], one can show that
F1ðf; u0; t0Þ; F2ðf; u0; t0Þ ¼ Oð1Þ:
Hence
uðf; u0; t0Þ ¼ u0 þ ep1Oð1Þ; tðf; u0; t0Þ ¼ t0 þ mfþ ep1Oð1Þ: ð5:6Þ
By (5.5), we see
F1ð2pp; u0; t0Þ ¼
Z 2pp
0
ðGðf; tÞ dfÞu1=p10 þ oð1Þ
¼  2np1=p2B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #(

p1=p1m
a1=p
Z 2pp
0
CðmfÞeðt0 þ mfÞ df

u1=p10 þ oð1Þ;
F2ð2pp; u0; t0Þ ¼ 
mp1=p
a1=p
Z 2pp
0
CðmfÞe0ðt0 þ mfÞ df
 
u1=p0 þ oð1Þ:
Therefore, by (5.4) and (5.6), we have
tðfÞ ¼ t0 þ mfþ ep1Oð1Þ
and Z 2pp
0
CðmfÞeðtÞ df ¼
Z 2pp
0
CðmfÞeðt0 þ mfÞ dfþ oð1Þ:
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F2ð2pp; u0; t0Þ ¼ 
mp1=p
a1=p
Z 2pp
0
CðmfÞe0ðt0 þ mfÞ df
 
u1=p0 þ oð1Þ
¼ 
mp1=p
a1=p
Z 2pp
0
jSðmfÞjq2eðt0 þ mfÞSðmfÞ df
 
u1=p0 þ oð1Þ:
Now we obtain an expression of P as
P :
t1 ¼ t0 þ 2mpp þ ep1l1ðu0; t0Þ þ ep1oð1Þ;
u1 ¼ u0 þ ep1l2ðu0; t0Þ þ ep1oð1Þ ðu0; t0Þ 2 ½1=l; l  ½0; 2pp;
(
ð5:7Þ
where
l1ðu0; t0Þ ¼ f2np1=p2Bð2p; 1
1
pÞ½
f ðþ1Þ
a2=p 
f ð1Þ
b2=p

 p
1=p1m
a1=p
R 2pp
0 CðmfÞeðt0 þ mfÞ dfgu
1=p1
0 ; l
l2ðu0; t0Þ ¼
mp1=p
a1=p
R 2p
0 jSðmfÞj
q2SðmfÞeðt0 þ mfÞ df
 
u1=p0 :
8>><
>>:
ð5:8Þ
6. THE PROOF OF THEOREM 1
The idea for proving the boundedness of solutions of (1.1) is as follows.
By means of a series transformations carried out above, the initial system
(1.1) is, outside of a large disc, transformed into a perturbation of an
integrable Hamiltonian system.
In order to prove the boundedness of every solution of (1.1), we will use
Moser’s small twist theorem to show the existence of invariant closed curve
of the Poincar!e map P given by (5.7). However, in the standard version,
Moser’s theorem is concerned with a map of the form
t1 ¼ t0 þ wþ du0 þ    ;
u1 ¼ u0 þ    ;
where w is a ﬁxed number, d > 0 is a small parameter and the remaining
terms are of order oðdÞ as d! 0: The map P deﬁned by (5.7) does not
meet all the conditions of Moser’s theorem. But there is a variant of Moser’s
theorem [12] which allows us to prove the existence of invariant curves for P :
The result of [12] can be stated as follows:
XIAOJING YANG126Let A ¼ ½a; b  S1 be a ﬁnite cylinder with universal cover %A ¼ ½a; b  R:
Consider the map:
f : %A ! R R:
We assume that this map has the intersection property, that is, for every
Jordan curve G A which is homotopic to the circle fu0 ¼ constg; satisﬁes
%f ðGÞ \ G=f:
Suppose that %f : %A ! R R is a lift of f and it has the form
%f :
t1 ¼ t0 þ 2N0pþ dl1ðu0; t0Þ þ dh1ðu0; t0Þ;
u1 ¼ u0 þ dl2ðu0; t0Þ þ dh2ðu0; t0Þ;
(
ð6:1Þ
where N0 is an integer, d 2 ð0; 1Þ is a parameter and l1; l2; h1 and h2 are
functions satisfying
l1 2 C6ðAÞ; l1ðu0; t0Þ > 0;
@l1
@u0
ðu0; t0Þ > 0;
8ðu0; t0Þ 2 A; l2; h1; h2 2 C5ðAÞ: ð6:2Þ
In addition, we assume that there exists a function I : A! R satisfying
I 2 C6ðAÞ;
@I
@u0
ðu0; t0Þ > 0; 8ðu0; t0Þ 2 %A; ð6:3Þ
l1ðu0; t0Þ
@I
@t0
ðu0; t0Þ þ l2ðu0; t0Þ
@I
@u0
ðu0; t0Þ ¼ 0; 8ðu0; t0Þ 2 %A: ð6:4Þ
Let %Iðu0Þ ¼ maxt0 Iðu0; t0Þ; %Iðu0Þ ¼ mint0 Iðu0; t0Þ; u0 2 ½a; b; then we have
Lemma 6.1 (Ortega [12, Theorem 3.1]). Let %f be such that (6.1)–(6.2)
hold. Assume that there exists a function I satisfying (6.3)–(6.4) and numbers
%a; %b such that
a5 %a5 %b5b; %IðaÞ5
%
Ið %aÞ4 %Ið %aÞ
%
Ið %bÞ4 %Ið %bÞ5
%
IðbÞ: ð6:5Þ
Then there exist e > 0 and D > 0 such that if d5D and jjh1jjC5ðAÞ þ jjh2jjC5ðAÞ5e;
the map %f has an invariant curve G: The constant e is independent of d:
Furthermore, if we denote by mðG; dÞ 2 S1 the rotation number of %f ; then
lim mðG; dÞ ¼ 0:
d!0
BOUNDEDNESS IN NONLINEAR ASYMMETRIC OSCILLATIONS 127Remark 1. The change of variables %t ¼ t; %u ¼ u shows that condition
(6.2) can be replaced by
l1 2 C6ðAÞ; l1ðu0; t0Þ > 0;
@l1
@u0
ðu0; t0Þ50; 8ðu0; t0Þ 2 A: ð6:6Þ
Since P is the Poincar!e map of the Hamiltonian system (5.3), it is
symplectic and has the intersection property in the cylinder ½1=l; l  S1 [2].
Moreover, the intersection property is preserved under a homeomorphism
from the cylinder ½1=l; l  S1 to itself.
Under the diffeomorphism
t ¼ t; v ¼ 1=u
the symplectic map P is transformed into the form ðd ¼ ep1Þ
t1 ¼ t0 þ 2mpp þ d%l1ðv; t1Þ þ df1ðv0; t0; dÞ;
v1 ¼ v0 þ d%l2ðv0; t0Þ þ df2ðv0; t0; dÞ;
(
ðv0; t0Þ 2 ½1=l; l  S1;
where
%l1ðv0; t0Þ ¼  mp1=p2
2n
m
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #(

p
a1=p
Z 2pp
0
CðmfÞeðt0 þ mfÞ df
)
v11=p0
%l2ðv0; t0Þ ¼
mp1=p
a1=p
Z 2pp
0
jSðmfÞjq2SðmfÞeðt0 þ mfÞ df
 
v21=p0 ;
the functions f1 and f2 are of order oð1Þ:
Then, from the deﬁnition fðyÞ in (1.13), we can prove that
%l1ðv0; t0Þ ¼ mp1=p2fðt0Þv
11=p
0 ;
%l2ðv0; t0Þ ¼ m2p1=p1f
0ðt0Þv
21=p
0 :
(
From the assumption that fðyÞ has no zero, it follows that
%l1 2 C6ð½1=l; l  S1Þ;
%l1ðv0; t0Þ
@%l1
@v0
ðv0; t0Þ > 0: ð6:7Þ
XIAOJING YANG128Let
Iðv0; t0Þ ¼ ð%l1ðv0; t0ÞÞ
1v0:
Then inequality (6.7) holds also for Iðv0; t0Þ and
%l1ðv0; t0Þ
@I
@t0
ðv0; t0Þ þ %l2ðv0; t0Þ
@I
@v0
ðv0; t0Þ ¼ 0
for all ðv0; t0Þ 2 ½1=l; l  S1: Moreover, if we deﬁne by
%D1 ¼ min
t02S1
mp1=p2
2n
m
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #"
(

p
a1=p
Z 2pp
0
CðmfÞeðt0 þ mfÞ df


;
%D2 ¼ max
t02S1
mp1=p2
2n
m
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
" #"
(

p
a1=p
Z 2pp
0
CðmfÞeðt0 þ mfÞ df


:
Then
%D1 ¼ min
t02S1
fmp1=p2jfðt0Þjg;
%D2 ¼ max
t02S1
fmp1=p2jfðt0Þjg;
and
%D25 %D1 > 0:
Now let
l ¼ ð2 %D2= %D1Þ
3 > 1;
then it is not difﬁcult to verify that
%Ið1=lÞ5
%
Iðl1=3Þ4 %Iðl1=3Þ5
%
Iðl1=3Þ4 %Iðl1=3Þ5
%
IðlÞ:
Thus, we have shown that the map Q satisﬁes all the conditions of Lemma
6.1. Hence for every d 1; the map Q; as the map P ; has an invariant closed
curve diffeomorphic to v0 ¼ const: Theorem 1 is thus proved. ]
Remark 2. If
R 2pp
0 CðmfÞeðt0 þ mfÞ df  0 for all t0 2 S
1; then one can
use the standard version of Moser’s small twist theorem directly. In this case
l1 is independent of t0 and l2  0: Moreover, f and g need only to be C5 and
eðtÞ 2 C6ðS1Þ:
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f ðxÞ ¼
L; x51;
Lx; jxj51;
L; x4 1;
8><
>:
gðxÞ  0; eðtÞ ¼ 1þ ehðtÞ where e > 0; hðtÞ is a 2pp-periodic C7 function.
Suppose
L
1
a2=p
þ
1
b2=p
 !

1
a2=p
þ
1
b2=p
¼ D=0:
Let
e0 ¼
jDj
H0ð 1a2=p þ
1
b2=p
Þ
;
where H0 ¼ max04s4pp jhðtÞj:
Then for 04e5e0; every solution of (1.1) is bounded.
Since CðfÞ is even and 2pp-periodic, we have
Z 2pp
0
eðmtÞCðyþ mtÞ dt
¼
Z 2pp
0
ð1þ ehðmtÞÞCðmt þ yÞ dt
¼
Z 2pp
0
Cðmt þ yÞ dt þ e
Z 2pp
0
hðmtÞCðmt þ yÞ dt
¼
2n
m
1
p
B
2
p
; 1
1
p
 
a1=p
1
a2=p

1
b2=p
 !
þ e
Z 2pp
0
hðmtÞCðmt þ yÞ dt:
Since
Z 2pp
0
hðmtÞCðmt þ yÞ dt


4H0
Z 2pp
0
jCðmt þ yÞj dt
¼ H0
2n
m
a1=p
p
B
2
p
; 1
1
p
 
1
a2=p
þ
1
b2=p
 !
;
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2n
m
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
 !
¼
2n
m
B
2
p
; 1
1
p
 
L
1
a2=p
þ
1
b2=p
 !
:
We have from (1.13)
jFðyÞj ¼
2n
m
B
2
p
; 1
1
p
 
L
1
a2=p
þ
1
b2=p
 !

1
a2=p

1
b2=p
 !

 e
Z 2pp
0
hðmtÞCðmt þ yÞ dt

2n
m
B
2
p
; 1
1
p
 
5
2n
m
B
2
p
; 1
1
p
 
jDj  e0
Z 2pp
0
jhðmtÞCðmt þ yÞj dt
 
2n
m
B
2
p
; 1
1
p
  
>
2n
m
B
2
p
; 1
1
p
 
jDj  e0H0
1
a2=p
þ
1
b2=p
 !" #
¼ 0
for all y 2 S1:
By Theorem 1 and Remark 3, every solution of (1.1) is bounded.
Remark 4. If f ðþ1Þ=a2=p  f ð1Þ=b2=p=0; let
%D ¼
2na1=p
mp
B
2
p
; 1
1
p
 
f ðþ1Þ
a2=p

f ð1Þ
b2=p
 !
;
then from Theorem 1, if
Z 2pp
0
CðmtÞeðyþ mtÞ dt

5 %D for all y 2 S1;
then every solution of (1.1) is bounded.
Especially, if f ðxÞ  0; (L ¼ 0 in above example) and a=b in this case
jDj ¼ j 1a2=p 
1
b2=p
j and for 04e5e0; where
e0 ¼
j 1a2=p 
1
b2=p
j
H0ð 1a2=p þ
1
b2=p
Þ
;
then every solution of (1.1) is bounded. Hence Theorem 1 is a natural
generalization of the results of [8, 11].
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