Abstract Let H 0 be an arbitrary self-adjoint n × n matrix and H(n) be an n × n (random) Wigner matrix. We show that t → Tr exp(H(n)−itH 0 ) is positive definite in the average. This partially answers a long-standing conjecture. On the basis of asymptotic freeness our result implies that t → τ (exp(a − itb)) is positive definite whenever the noncommutative random variables a and b are in free relation, with a semicircular.
Introduction
Let H and H 0 be self-adjoint n×n matrices. It is a widely known conjecture [1, 5, 8] that the function t → Tr e
is positive definite on R. This means that there exists a measure µ on R whose Fourier transform is the above function:
Tr e H−itH 0 = 1 √ 2π e −itx dµ(x) (t ∈ R),
We shall call µ the Bochner measure of the function (1), if it really exists. If this is the case, then µ depends both on the spectra of the two matrices and on the relative position of their eigenvectors. The function (1) , and especially its derivatives at t = 0, define important quantities in quantum statistical mechanics. Proving positive definiteness would lead to interesting relations among them. The nth derivative at t = 0 of (1) is, up to a factor i n , given by a n = 0≤t 1 ,0≤t 2 ,...,0≤t n−1 t 1 +t 2 +···+t n−1 ≤1 dt 1 · · · dt n−1 Tr e (1−t 1 −···−t n−1 )H H 0 e t 1 H H 0 · · · e t n−1 H H 0 .
Positive definiteness of (1) is then equivalent with det [a i+j ] i,j=0,1,··· ,n ≥ 0 (n ∈ N).
The aim of this paper is to show that the conjecture holds in the average for some random choices of matrices. More precisely, when the conjecture is true, then for any choice of self-adjoint n × n random matrix H n the function
is positive definite (for any H 0 ). We deal with the particular case in which H n has independent Gaussian entries. We shall give rather explicitly the measure µ whose Fourier transform is F (t). It depends only on the spectrum of the matrix H 0 since the eigenvectors of H n have a rotationally invariant distribution. It turns out that the support of µ is the convex hull of the spectrum of H 0 .
The result for matrices has a consequence for free random variables a and b when a is semicircular. The pair (a, b) has a random matrix model consisting of a Wigner matrix and a diagonal matrix. From the matrix result we can conclude the positive definiteness of τ (e a−itb ) letting the matrix size go to infinity.
n × n matrices An n × n complex self-adjoint random matrix H(n) is called Wigner matrix if
is an independent family of Gaussian random variables, and
The Wigner matrix is standard because τ n (H(n)) = 0 and τ n (H(n) 2 ) = 1, where
Our aim is to prove the following:
Theorem. Let H 0 be a fixed self-adjoint matrix and H(n) a standard Wigner matrix; then the function t → τ n (exp(H(n) − itH 0 )) is positive definite. Its corresponding Bochner measure is the sum of an atomic and an absolutely continuous part. The atomic part is concentrated at the eigenvalues of H 0 and the support of the absolutely continuous part coincides with the convex hull of the spectrum of H 0 .
In the following, we first give the probability density of the n × n random matrix H 0 + H(n). Then, we assume that H 0 has the eigenvalues d 1 < d 2 < · · · < d n and compute the above function explicitly in terms of these eigenvalues (cf. [3] or [6] ). The probability density function of H(n) is
with respect to the Lebesgue measure
The density of H 0 + H(n) with respect to the measure (2) is
We have
Since the measure is unitarily invariant, we can first integrate with respect to the Haar probability dU over U(n):
In this way, we can use the integral formula (see [7] , A.5 and also [9] , Theorem 7.24 for a more general formula attributed to Harish-Chandra):
where A, B are n × n self-adjoint matrices, the λ i 's are the eigenvalues of A, the ρ j 's are those of B, and
Since dA = C∆(λ) 2 dλ, we can calculate as follows:
where the latter integrals are over R
n gives a factor n!. We expand the determinant by summing over all permutations σ of {1, 2, . . . , n}:
and all summands are the same, due to the fact that ∆ changes sign when two of its arguments are exchanged. Hence we arrive at
Now we proceed by means of the integral
and conclude that
.
Using analytic continuation, we replace d j by −itd j and obtain
Our theorem states that this is a positive definite function of t. We shall explicitly obtain the inverse Fourier transform of τ n exp(H(n) − itH 0 ) and show that it is a positive measure supported on
the inverse Fourier transform of the function
The computation is rather direct, expanding the product in (3) in inverse powers of t
The singularity at t = 0 in (4) is only apparent and we shall first remove it by using for each m-term the Taylor expansion of the function d → exp(−idt) around the point d 1 up to order m
The expression
is a polynomial in t of degree not larger than . Indeed, it is obviously permutation symmetric in the d j and jointly homogeneous of degree in t and the d j . Replacing all the d j by d j + α, we obtain a polynomial in α of degree less or equal to . We then differentiate (6) m times with respect to t and put t = 0. For < m we obtain
and therefore also
We plug the Taylor expansion (5) in (4) and observe that, by (7), the coefficients of negative powers of t all vanish. Thus, we obtain
We shall now rewrite this formula as
The first term corresponds to an atomic measure attributing an equal weight to each of the eigenvalues of H 0 , while the m-terms are the m-point contributions to the absolutely continuous part of the inverse Fourier transform of F . More precisely,
where for any ordered (m + 1) 
. Therefore, S m starts off like (· −d 1 ) m−1 atd 1 . Hence, S m is (m − 2) times continuously differentiable on the real line. As
the S m (d; ·) are precisely the well-known B-splines from approximation theory [2] . Eachd, together with the normalization condition (9), uniquely determines a spline The simplest non-trivial case is the roof function S 2 ({d 1 , d 2 , d 3 }; ·) which is continuous and piecewise linear with nodes at {d 1 , d 2 , d 3 }. Its explicit form is given by
Free non-commutative random variables
Let M be a type II 1 von Neumann algebra with faithful normal tracial state τ . Self-adjoint elements of M are called non-commutative random variables. Random variables a = a * , b = b * ∈ M are said to be in free relation if
Non-commutative random variables in free relation arise from random matrix models. (For an introduction to free random variables and their random matrix model, see the book [6] .) Let H n and K n be n × n random matrices for every n ∈ N. They form a random matrix model for the pair a = a
for any polynomial P of two non-commuting indeterminates. A very remarkable result, due to Voiculescu, tells us that if (a, b) has a random matrix model such that H n is a Wigner matrix and K n is independent of H n , then a and b are in free relation. This fact is a manifestation of asymptotic freeness, see [10, 11] or [6] . It is a much easier fact (called Wigner theorem) that under the above conditions a is a standard semicircular element, that is,
Theorem. Let a and b be self-adjoint operators in a von Neumann algebra with faithful normal trace τ . Assume that a and b are in free relation with respect to τ and that a is standard semicircular. Then t → τ (exp(a − itb)) is a positive definite function: there exists a unique measure µ such that
The support of µ is contained in the convex hull of of the spectrum of b.
Since a pair (a, b) in the theorem admits a random matrix model with Wigner matrices H n and nonrandom diagonal matrices K n (see [10] or Cor. 4.3.6 in [6] ), the result follows from our first theorem for finite matrices.
It was computed in [4] that in the case when both a and b are standard semicircular, we have
In this example the Bochner measure is explicit, however this situation is rather exceptional. We consider the example in which the spectrum of b is {α, β} and the distribution gives equal weights 1/2 at the points α < β. A matrix model for this situation is obtained by choosing, for even n, H 0 diagonal with n/2 eigenvalues close to α and the others close to β. In this case, we may take the limit n → ∞ in (8) term by term. The limit of a spline function
to β is easily seen to be
and 0 elsewhere. The limit n → ∞ is now straightforward:
where f (s) is explicitly given by The Bochner measure of t → τ (exp(a − itb)) is therefore a sum of an atomic part giving equal weigth to the points which support the Bernoulli variable and an absolutely continuous part with support [α, β].
The following problem arises from the paper:
Let µ be a measure of compact support on the real line and let
be a sequence of atomic measures such that µ n converge to µ weakly. Using this discrete approximation we construct another measure, ν = K(µ).
First we fix n and construct ν n , which has a density G n (x) with respect to the Lebesgue measure. For H ⊂ {x 1 (n), x 2 (n), . . . , x n (n)} we have the normalized Bspline S H (x) for these nodes. By normalization we mean S H (x) dx = 1 #(H) + 1 .
We set
It is proved in the paper that ν n converge to a measure ν. (ν is supported on the convex hull of supp µ).
Problem: Give a more direct description of the correspondence µ → ν = K(µ).
