Abstract. This paper analyzes the provision of end-to-end Quality of Service between nodes in a mobile ad hoc network and a fixed IP network that supports Differentiated Services. The ad hoc network incorporates the Stateless Wireless Ad Hoc Networks (SWAN) model to perform admission control for real-time traffic flows. We propose a new protocol, named DS-SWAN (Differentiated Services-SWAN), where end-to-end delays and loss rates of real-time traffic are monitored continuously at the destination nodes in the fixed network and at the edge routers respectively. In this way, nodes in the ad hoc network are warned when congestion is excessive for the correct functioning of a real-time application (specifically, Variable Bit Rate Voice-over-IP), so that the nodes restrain best-effort traffic in order to favour real-time flows. The results indicate that DS-SWAN significantly improves end-to-end delays without starvation of background traffic, adapting itself to changing traffic and network conditions in a relatively small ad hoc network. Besides, we compare different notification procedures in DS-SWAN aimed to improve scalability.
Introduction
Ad hoc networks [1] are formed by mobile devices that are able to communicate without having to resort to a pre-existing network infrastructure. In an ad hoc network, terminals can communicate with each other even if they are out of range because they can reach each other via intermediate nodes acting as routers.
At first glance, it may seem incoherent to deal with Quality of Service (QoS) support in such dynamic systems with unreliable wireless links. However, some authors have presented proposals to support QoS in wireless ad hoc networks including QoS oriented MAC protocols [2] , QoS aware routing protocols [3] and resource reservation protocols [4] . Moreover, a flexible QoS model for mobile ad hoc networks has been proposed in [5] . This paper explores the dynamics of a system where a resource reservation mechanism within the ad hoc network co-operates with the Differentiated Services (DiffServ) domain of the fixed network to which the ad hoc network is attached. The aim of this work is to investigate whether aiding resource reservation mechanisms at the ad hoc network by DiffServ based QoS support could yield satisfactory end-to-end QoS properties.
Specifically, we consider a scenario where an ad hoc network is connected via a single gateway to a fixed IP network that supports DiffServ. The ad hoc network incorporates the SWAN [10] scheme to provide QoS. The authors in [10] study the behavior of CBR voice traffic in this context but voice transmission of Variable Bit Rate (VBR) real-time traffic has not yet been analyzed. There are also some works related to voice transmission in IEEE 802.11, but only very few in the ad hoc mode [6] . To our knowledge, there has been little or no prior work on analyzing voice transmission between an ad hoc network and a fixed IP network providing end-to-end QoS for realtime traffic that shares resources with background traffic.
The paper is structured as follows: Section 2 describes related work about how to support QoS in mobile ad hoc networks. Section 3 presents the protocol that supports end-to-end QoS in the mentioned context, which we have named DS-SWAN (DiffServ-SWAN). Section 4 presents and shows our simulation results. Finally, Section 5 concludes this paper.
QoS in Mobile Ad Hoc Networks
In a mobile environment it is difficult to provide a certain QoS because the network topology changes dynamically and in wireless networks the packet loss rates are much higher and more variable than in wired networks. Some authors have adapted the DiffServ [7] model for mobile ad hoc networks [8] . However, when DiffServ is compared with the SWAN model in an isolated ad hoc network, SWAN clearly outperforms DiffServ in terms of throughput and delay requirements [9] . For this reason, we will concentrate on the SWAN scheme.
SWAN
SWAN is a stateless network scheme that has been specifically designed to provide end-to-end service differentiation in wireless ad hoc networks employing a best-effort distributed wireless MAC [10] . It distinguishes between two traffic classes: real-time UDP traffic and best-effort UDP and TCP traffic.
A classifier (see Fig. 1 ) differentiates between real-time and best-effort traffic. Then, a leaky-bucket traffic shaper handles best-effort packets at a previously calculated rate, applying an AIMD (Additive Increase Multiplicative Decrease) rate control algorithm. Every node measures the per-hop MAC delays locally and this information is used as feedback for the rate controller. Every T seconds, each device increases its transmission rate gradually (additive increase with increment rate of c bit/s) until the packet delays at the MAC layer become excessive. As soon as the rate controller detects excessive delays, it reduces the rate of the shaper with a decrement rate (multiplicative decrease of r %).
Rate control restricts the bandwidth for best-effort traffic so that real-time applications can use the required bandwidth. On the other hand, the bandwidth not used by real-time applications can be efficiently used by best-effort traffic. The total besteffort and real-time traffic transported over a local shared channel is limited below a certain 'threshold rate' to avoid excessive delays. SWAN also uses sender-based admission control for real-time UDP traffic. The rate measurements from aggregated real-time traffic at each node are employed as feedback. This mechanism sends an end-to-end request/response probe to estimate the local bandwidth availability and then determine whether a new real-time session should be admitted or not. The source node is responsible for sending a probing request packet toward the destination node. This request is a UDP packet containing a "bottleneck bandwidth" field. All intermediate nodes between the source and destination must process this packet, check their bandwidth availability and update the bottleneck bandwidth field in the case that their own bandwidth is less than the current value in the field. The available bandwidth can be calculated as the difference between an admission threshold and the current rate of real-time traffic. The admission threshold is set below the maximum available resources to enable that real-time and best-effort traffic are able to share the channel efficiently. Finally, the destination node receives the packet and returns a probing response packet with a copy of the bottleneck bandwidth found along the path back to the source. When the source receives the probing response it compares the end-to-end bandwidth availability and the bandwidth requirement and decides whether to start a real-time flow accordingly. If the flow is admitted, the real-time packets are marked as RT (Real-Time packets) and they bypass the shaper mechanism at the intermediate nodes and are thus not regulated.
Since the traffic load conditions and network topology change dynamically, realtime sessions might not be able to maintain the bandwidth and delay bound requirements and they will have to be rejected or readmitted. For this reason, it is said that SWAN offers soft QoS. SWAN incorporates the Explicit Congestion Notification mechanism (ECN), which regulates real-time sessions as follows. When a mobile node detects congestion or overload conditions, it starts marking the ECN bits in the IP header of the real-time packets. The destination monitors the packets with the marked ECN bits and informs the source sending a 'regulate' message. Then the source node tries to re-establish the real-time session with its bandwidth needs accordingly.
In SWAN, intermediate nodes do not keep any per-flow information and thus avoid complex signaling and state control mechanisms. This makes the system relatively simple and scalable.
DS-SWAN (Differentiated Services-SWAN)
To support end-to-end QoS it is not only necessary to provide service differentiation inside the ad hoc network: the fixed IP network must use a QoS architecture, such as DiffServ, to provide scalable service differentiation in the Internet. In the DiffServ architecture [7] , each priority class is associated to a different PHB (Per-Hop Behavior). The PHB defines how packets are forwarded by the routers. Each packet carries a particular marking ('codepoint') that is unique for each PHB. Edge routers perform the marking of the incoming packets and the core routers only need to examine the packets' codepoints and forward them acccording to the associated PHBs. One DiffServ service class corresponds to the EF (Expedited Forwarding) PHB, that provides low loss, low latency, low jitter and end-to-end assured bandwidth service. It provides a Premium Service. In our study the EF aggregates correspond to real-time traffic and are policed with a token bucket meter. Some bursts are tolerated but the traffic that exceeds the profile is marked with a different codepoint and then it is dropped. The number of dropped packets at the edge router and the end-to-end delay of the realtime connections are associated with the QoS parameters of the SWAN model in the ad hoc network. We observe that if the rate of the best-effort leaky bucket traffic shaper is lower then best-effort traffic is more efficiently rate controlled and real-time traffic is not so much influenced by best-effort traffic and it is able to maintain the required QoS parameters. For this reason, it is necessary that the SWAN model cooperates with the DiffServ model in the ad hoc network.
We propose a new protocol that enables the co-operation between the described DiffServ architecture at the fixed network and the explained SWAN scheme in the ad hoc network to improve end-to-end QoS support. We consider a scenario where besteffort CBR background traffic and real-time VBR traffic are transmitted as the mobile nodes in the ad hoc network communicate with one the fixed hosts located in the Internet through the gateway. In the proposed model, DS-SWAN, the edge router that is close to the gateway periodically monitors the number of packets of EF (real-time) traffic that are dropped because they are out of the established profile for this kind of traffic. Besides, the destination nodes in the wired IP network periodically monitor the average end-to-end delays of the real-time flows that have been established. It is thus required that the real-time application provides time-stamps in the data packets. Specifically, we use an interesting real-time VBR application: VBR Voice-over-IP (VoIP). In this context, if the end-to-end delay of one or more VBR VoIP flows is larger than 140 ms, then the destination nodes send a QoS_LOST packet to the edge router near the gateway to warn it. We have chosen this value because the ITU-T (International Telecommunication Union) recommends in its standard G.114 that the end-to-end delay should be kept below 150 ms to maintain an acceptable conversation quality in VoIP [11] .
For PCM encoding with the G. 711 codec, the VoIP packet loss should never drop over a percentage of 5% of all generated frames to prevent significant losses in quality [6] . We have observed from initial simulation runs that the number of dropped VoIP packets in the ad hoc network is always kept under 1%. Therefore, we establish that if the number of dropped VoIP packets at the edge router is less than 4 % and the edge router has received a notification that the end-to-end delays for VoIP flows are excessive, then the edge router must send a QoS_LOST message to the nodes in the ad hoc network to inform them that the system is too congested to maintain the desired QoS. In this way, we can change the parameter values of SWAN dynamically according to the traffic conditions not only in the ad hoc network but also in the fixed IP network.
The nodes in the ad hoc network use a queue to store packets at the MAC layer waiting for medium access. This queue uses priority scheduling to prioritize routing packets. QoS_LOST packets are treated as routing packets because they are warnings and must arrive to their destinations as soon as possible.
When the mobile nodes in the ad hoc network are warned, they will react by modifying the parameter values in the SWAN's AIMD rate control algorithm mentioned above. In DS-SWAN, every time that a QoS_LOST message is received, the node decreases the value of c by ∆c-with a certain minimum value. When no QoS_LOST message is received during T seconds, the node increases the value of c by ∆c+ bits/s unless the initial value has been reached. This is done to prevent starvation of besteffort traffic.
When a node receives a QoS_LOST message, it increases the value of r by ∆r+ up to a maximum value. When no QoS _LOST message has been received in the period T, the value of r is decreased by ∆r-up to the initial value.
SWAN has a minimum rate m for the best-effort leaky bucket traffic shaper. In DS-SWAN nodes are also allowed to reduce m. When a node receives a QoS_LOST message, it reduces the minimum rate by ∆m-Kbit/s. However, this parameter value is kept above a minimum value of m 0 Kbit/s and is increased ∆m+ bits/s every second up to the initial value when the mobile nodes do not receive a warning message in T seconds. Table 1 shows the specific parameter values that we have selected for the simulations. However, operators and users are free to set these values according to their own needs, based on the characteristics of the targeted network. The aim of DS-SWAN is that real-time traffic can satisfy its bandwidth and delay requirements and best-effort traffic can use the remaining bandwidth effectively. The end-to-end delays of individual real-time flows will be reduced if there is congestion due to excess of best-effort traffic. However, it is important to remark that, on the contrary, if end-to-end delays become excessive because of reasons such as failures of physical links, then the question remains whether our algorithm will be able to maintain end-to-end QoS requirements for these real-time flows. Therefore, we have run simulations with the NS-2 [12] tool in order to investigate the performance of DS-SWAN with a relatively realistic system model that incorporates effects of all relevant communication layers.
The system framework is shown in Fig. 2 . We consider a single DiffServ domain (DS-domain) covering the whole network between the wired corresponding hosts and the gateway. The chosen scenario consists of 20 mobile nodes, 1 gateway, 3 fixed routers and 3 fixed hosts. The mobile nodes are distributed in a square region of 500 m by 500 m We assume that two traffic classes are transmitted: best-effort CBR background traffic and real-time VBR VoIP traffic. The mobile nodes communicate with one of the three fixed hosts located in the Internet through the gateway. Thus, the destination of all the CBR and VBR VoIP traffic is one of the three hosts in the wired network and some nodes in the ad hoc network will act as intermediate nodes or routers forwarding the packets from other nodes. In order to represent best-effort background traffic, 13 of the 20 mobile nodes are selected to act as CBR sources and fifteen nodes are selected to send VBR VoIP traffic.
The CBR best-effort packets that need to be sent are first processed by a leaky bucket traffic shaper so that they are delayed accordingly to a rate determined by the shaper. Afterwards, they are put in a queue at the MAC layer and should wait for medium access. The VBR VoIP packets are put in the same queue as well. This queue uses priority scheduling to prioritize routing packets and QoS_LOST packets. The rest of the traffic (VBR VoIP and CBR packets) are served without priorities so that always the oldest request is handled first.
The dynamic routing algorithm is AODV [13] and the mobile hosts use IEEE 802.11b. Each node selects a random destination within the area and moves toward it at a velocity uniformly distributed between 0 and 3 m/s. Upon reaching the destination the node pauses a fixed time period of 20 seconds, selects another destination and repeats the process.
To avoid synchronization problems due to deterministic start time, background traffic is generated with CBR traffic sources whose starting times are drawn from a uniform random distribution in the range [15 s, 20 s] for the first source, [20 s, 25 s] for the second one and so on. They have a rate of 48 Kbit/s with a packet size of 120 bytes. The VBR mode is used for VoIP traffic. We employ a silence suppression technique in voice codecs so that no packets are generated in silence period. For the voice calls, we use the ITU G.711 a-Law codec [14] . The VoIP traffic is modelled as a source with exponentially distributed on and off periods with 1.004 s and 1.587 s average each. Packets are generated at a constant inter-arrival time during the on period. Fifteen VoIP connections are activated at a starting time chosen from a uniform distribution in the range [10 s, 15 s]. Packets have a constant size of 128 bytes.
Shaping of EF (VoIP) and BE (Best-Effort) (CBR) traffic is done in two different drop tail queues of size 30 and 100 packets respectively. The EF and BE aggregates are policed with a token bucket meter with CBS = 1000 bytes and CIR = 200 Kbit/s. CBS (Committed Burst Size) refers to the maximum size of the token bucket and it is measured in bytes. CIR (Committed Information Rate) refers to the rate at which tokens are generated and it is specified in Kbit/s. We have run 40 simulations to assess the end-to-end delay and packet loss of VoIP traffic and the throughput of background traffic.
In the first simulations, we have implemented DS-SWAN in a way that the edge router sends a QoS_LOST message only to the VoIP sources generating flows that have problems to keep their end-to-end delays under 150 ms and to the intermediate nodes along the routes ("DS-SWAN-VoIP sources" label in the figures). We have evaluated and compared the performance of this implementation of DS-SWAN with the existing SWAN scheme. Fig. 3 shows the average end-to-end delay for VoIP traffic in both cases. We observe that using SWAN the end-to-end delays increase progressively because the system is congested due to the large number of VoIP flows and background VoIP traffic. From the second 115 until the end of the simulation the end-to-end delays are too high for an acceptable conversation quality [11] . In DS-SWAN there exist flows that suffer end-to-end delays larger than 140 ms; hence, the destination nodes warn the edge router, which checks the percentage of lost packets and after verifying that it is less than 4%, it warns the nodes in the wireless ad hoc network to react accordingly. Then the nodes in the ad hoc network increase or decrease the pertinent parameters following the already explained DS-SWAN implementation and thus the system prevents the end-to-end delay to become larger than 150 ms. Fig. 4 shows the average throughput for background traffic. In DS-SWAN, the average throughput for this kind of traffic is lower than in SWAN because the nodes in the ad hoc network react by decreasing the rate of the best-effort traffic shaper when they receive a warning. We must recall that a node may be part of a real-time and a background route at the same time. In any case, DS-SWAN functions correctly because there is no starvation of background traffic. All simulations indicate that the packet loss rate for VoIP is well below the required 5%.
Now we have evaluated and compared the performance of the DS-SWAN protocol in the already explained scenario using two different implementations:
• The already explained implementation, where warnings are sent only to the VoIP sources having problems to keep their end-to-end delays under 150 ms and to the intermediate nodes along their respective routes ("Case 1, DS-SWAN -VoIP sources").
• Where warnings are sent to the VoIP sources having problems to keep their end-to-end delays under 150 ms, to all the CBR sources and to the intermediate nodes along the routes ("Case 2, DS-SWAN -CBR and VoIP sources"). Fig. 5 shows the average end-to-end delay for VoIP traffic in the two cases. Average end-to-end delays are kept well below 150 ms in both cases, but in Case 2 it is significantly smaller. This is because two neighbouring nodes that belong to two different routes, each carrying a different type of traffic, may still compete to access the medium. In Case 2, nodes carrying best-effort traffic that are in the proximity of a VoIP route and may contend with it for the medium access, are forced to reduce their data rates. 
Conclusions
This work presents simulations of DS-SWAN in a relatively small mobile ad hoc network connected to a DiffServ domain. We have analyzed the functioning of the systems when multiple CBR background traffic flows and VBR VoIP flows have been established from mobile nodes to correspondent hosts at the fixed network. The parameter values of the traffic shaper that control the delay undergone by best-effort traffic are changed dynamically accordingly to the traffic conditions in the whole route. Simulation results demonstrate that DS-SWAN clearly outperforms SWAN in this scenario and best-effort traffic does not undergo starvation and can use the remaining bandwidth effectively.
Since sending warnings to all nodes in the ad hoc network may not be scalable, we have studied the performance of two implementations where only a selection of the mobile nodes receive signalling messages from the edge router. The two implementations show similar performance, and the choice of one over the other depends on the trade-off between end-to-end delay of real-time flows and throughput of background traffic. It still remains to be seen what the performance will be for larger networks.
