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In this paper we propose a method to study the Functional Renormalization Group at finite
chemical potential. The method consists of mapping the FRG equations within the Fermi surface
into a differential equation defined on a rectangle with zero boundary conditions. To solve this
equation we use an expansion of the potential in a harmonic basis. With this method we determined
the phase diagram of a simple Yukawa-type model; as expected, the bosonic fluctuations decrease
the strength of the transition.
I. INTRODUCTION
The Functional Renormalization Group (FRG) [1] is a powerful nonperturbative method, it is nowadays a fair
alternative to other exact numerical methods, like the Monte Carlo lattice simulations. Besides zero temperature
applications [1] there are efforts to adapt it to finite temperature and chemical potential case [2–7]. A particularly
interesting challenge is to reveal the equations of state of the strong interaction, as this information could be directly
used in heavy ion collisions [2] and in physics of compact astrophysical objects [5].
There are different formulation for the exact functional equation that forms the basis of FRG computations, in this
paper we will use Wetterich equation [8, 9]. One can also use different regulators [10], here we use Litim’s regulator
[11]. The Wetterich equation is exact, but is valid in infinite dimensional operator space. In practice one has to
restrict the operator content to a finite set, ie. we have to use an Ansatz for the effective action, and follow the
scale dependence only of terms present in this Ansatz. A popular choice for bosonic systems is the Local Polynomial
Approximation (LPA), eventually extending it to wave function renormalization effects (LPA’), for fermions restricting
only to the renormalizable operators (for fermions there exists also variants of the LPA method [12]).
The LPA (LPA’) still provides a nonlinear partial differential equation for the effective potential. For an analytic
treatment, one can power expand the effective potential, then we obtain a series of ordinary differential equations for
the scale dependence of the coupling constants. With increasing number of terms taken into account, one may hope
that the solution converges to the exact solution; as in some cases it can be really demonstrated [13].
Alternatively, one can discretize the potential, representing the function with values taken at discrete points. This
again leads to a series of ordinary differential equations, and in principle with raising the density of the representing
points it will reproduce the complete smooth function. Although this method seems to be very promising, in practice
it turns to be badly conditioned, very sensitive to numerical errors [6]. There are therefore variants of these methods
to provide better convergence [14, 15].
At finite temperature and chemical potential the Bose-Einstein or Fermi-Dirac distributions also appear in the
FRG equations, which makes the effective treatment of the LPA equations even more tedious. Particularly at small
temperatures and finite chemical potential the Fermi-Dirac distribution becomes a near step function, this makes the
polynomial expansion useless, and the convergence properties of the discretized version even worse.
Another unpleasant property of the discretized numerical method is that the resulting infrared (IR) effective poten-
tial at zero scale k = 0 is strictly convex. At one hand it is a well known behavior of the exact result obtained through
Legendre transformation [16], but for field theoretical application the coarse grained effective potential is much more
comfortable to use, in particular to identify a phase transition. The polynomial expansion method, similarly to the
conventional perturbation theory naturally provides this potential, while in the discretized version the coarse grained
potential can be defined only at finite scale.
All this suggests that an analytic method similar to the polynomial expansion working also at finite temperature
and chemical potential could be very useful. In this paper we propose such a method, first studying the extreme case
having zero temperature and finite fermionic chemical potential. To demonstrate the way it is working we will use
a simple model with one bosonic and one fermionic degree of freedom, coupled with Yukawa interaction. In order
∗ barnafoldi.gergely@wigner.mta.hu
† jakovac@phy.bme.hu
‡ posfay.peter@wigner.mta.hu
ar
X
iv
:1
60
4.
01
71
7v
1 
 [h
ep
-th
]  
6 A
pr
 20
16
2to find the scale dependent effective potential U(k, ϕ), we can realize that the Fermi surface splits the k − ϕ space
into two parts, where the corresponding FRG equations are different. One should solve the FRG equations at each
domain, and require that the solution is continuous at the border line. The strategy we follow is to map the above
problem to another one where the Fermi surface is a rectangle, and we have zero boundary conditions. Then we can
use some function basis, in the present case a harmonic basis, and solve the ordinary differential equation arising for
the coefficients. There are other possible choices for the function base, recently in papers [20–22] the authors used
Chebyshev polynomials.
We will discuss the convergence properties of our method, and find out, how a coarse grained effective potential can
be read off. With this information we are able to identify the phase transition point as well as explore the position of
the borderline of the first and second order phase transitions in the coupling constant space.
The structure of the paper is the following. After the Introduction, in Section II, we introduce our model, write up
the FRG Ansatz, determine the FRG equations at finite temperature and chemical potential, and at zero temperature
we identify the Fermi-surface. In Section III we discuss the coordinate transformation needed to map the Fermi surface
to a rectangle, leaving the symmetries of the system intact. In Section IV we propose a basis to handle the partial
differential equation at hand, and discuss the solution strategy. In Section V we discuss the results: the effective
potential at different approximation level, the appearance of the first and second order phase transition, and finally
the order of the phase transition as a function of the couplings, comparing it to the mean field analysis. The paper
is closed with a Conclusion section VI.
II. THE MODEL AND THE FRG EQUATION
We will use a simple Yukawa-type model with one bosonic and one fermionic degree of freedom described by the
bare action (defined at scale Λ)
ΓΛ[ϕ,ψ] =
∫
d4x
[
ψ¯(i/∂ − g0ϕ)ψ + 1
2
(∂µϕ)
2 − m
2
0
2
ϕ2 − λ0
24
ϕ4
]
. (1)
This model has two phases, in the symmetric phase the fermion is massless, in the spontaneously broken (SSB) phase
the fermion mass is g 〈ϕ〉.
As we want to treat this model with FRG, we need an Ansatz for the effective action at scale k. Since in this paper
the main goal is to demonstrate the way how the finite chemical potential can be treated, we choose the simplest
possible Ansatz, where only the bosonic effective potential depends on the scale:
Γk[ϕ,ψ] =
∫
d4x
[
ψ¯(i/∂ − gϕ)ψ + 1
2
(∂µϕ)
2 − Uk(ϕ)
]
. (2)
Although here neither wave function renormalization, nor the running of the Higgs coupling are taken into account,
both effects can be easily adapted into the present method.
The Wetterich equation for this model reads
∂kUk =
1
2
STr ln(Rk + Γ
(2)
k ), (3)
where STr means super-trace, Rk is the regulator functional, and Γ
(2)
k is the second functional derivative of the effective
action. Using three-dimensional Litim’s regulator, the corresponding Wetterich equation reads at finite temperature
T and at finite chemical potential µ
∂kUk =
k4
12pi2
[
1 + 2nB(ωB)
ωB
+ 4
−1 + nF (ωF − µ) + nF (ωF + µ)
ωF
]
, (4)
where nB and nF are the Bose-Einstein and the Fermi-Dirac distributions, respectively
nB/F (ω) =
1
1∓ e−βω , (5)
where β = 1/T , while
ω2B = k
2 + ∂2ϕU, ω
2
F = k
2 + g2ϕ2. (6)
3The initial condition of this equation is
UΛ(ϕ) =
m20
2
ϕ2 +
λ0
24
ϕ4. (7)
We want to discuss the zero temperature and at positive chemical potential case. Then the Bose-distribution does
not give contribution, the Fermi-distribution reduces to
nF (ω)→ Θ(−ω). (8)
Then the above equation simplifies to
∂kUk =
k4
12pi2
[
1
ωB
− 4Θ(ωF − µ)
ωF
]
. (9)
Note, that although seemingly this equation tells us that the fermion distribution is active in the high energy case
ωF > µ, but in fact here we just see the fermion vacuum fluctuations, while in the low energy regime the vacuum
fluctuations are compensated exactly by the statistical fluctuations.
The presence of the step function means that we have two different domains, where two different differential
equations evolve the potential in k. The boundary of these domains is the Fermi-surface SF , it can be determined
from the equation
ωF (k, ϕ)
∣∣∣∣
SF
= µ. (10)
The surface can be characterized either by k = kF (ϕ) or by ϕ = ϕF (k). In our case these read
kF =
√
µ2 − g2ϕ2, ϕF = 1
g
√
µ2 − k2. (11)
The surface SF , in terms of k and gϕ, is a circle with radius µ; for µ = 0 it disappears. The Fermi-surface divides
the coordinate space into two parts; we will denote the high energy regime by D>, the low energy regime by D<:
D> =
{
(k, ϕ) | k2 + g2ϕ2 > µ2} , D< = {(k, ϕ) | k2 + g2ϕ2 < µ2} . (12)
The structure of the differential equation is shown on Fig. 1.
gφ
Λ
k
µ
µ
D
D
<
>
SF
FIG. 1. The structure of the differential equation. The SF Fermi-surface is a circle in this coordinate system.
In these domains the following differential equations hold:
∂kUk =
k4
12pi2
[
1
ωB
− 4
ωF
]
, if (k, ϕ) ∈ D>, (13a)
∂kUk =
k4
12pi2
1
ωB
, if (k, ϕ) ∈ D<. (13b)
and the solution is continuous at k = kF .
In a general problem we obtain equations with a similar structure, although the Fermi surface which separates
the D> and D< domains can have more complicated form. But we still have two domains with different differential
equations, and the requirement that the two solutions are continuous at the border.
4If the Fermi-surface can be described by a single-valued k(ϕ) function1, then for all (k, ϕ) ∈ D> and for all dk there
is an open interval Ik+dk,ϕ centered around (k + dk, ϕ) for which Ik+dk,ϕ ⊂ D>. Therefore we can compute all the
ϕ derivatives of the potential within this open interval, which makes it possible to determine the potential at (k, ϕ).
This means that the solution on the D> domain, starting from an initial condition given at k = Λ, can be obtained
without any reference to the Fermi-surface. We can use the µ = 0 solution there, which can be obtained using the
standard FRG techniques, for example with discretization or with polynomial expansion. The value of the potential
at the boundary can be determined by cutting out the Fermi-surface from the zero chemical potential solution
V0(k) = U>(k, ϕF (k)), (14)
where U> is the solution of (13a) with initial conditions at k = Λ. Note that usually ϕF (k) can be determined only
after having the solution on D>, and usually it is a complicated surface. In our model it means
V0(k) = U>(k,
1
g
√
µ2 − k2). (15)
Discretization should work also in the D< domain, starting from the previously determined boundary conditions.
To find a working analytic method is a bigger challenge. The main problem is that the boundary surface does not fit
naturally to the coordinatization of the potential, therefore a naive polynomial expansion does not work here. There
are two possible directions that we can follow. One is to realize that the previous argumentation on the existence
of a small open interval remains true also here, but it should centered at (k − dk, ϕ). Therefore we can solve the
differential equation also on D< without any reference to the Fermi surface, starting from a general initial condition
posed at k = 0. The desired boundary condition on the Fermi surface can then be phrased as a matching condition
for the initial condition. Although this approach is fully sensible, by our experience, using a polynomial expansion
for a general initial condition, it is very badly conditioned, it very easily leads to fast diverging solutions. Therefore
a scan of initial condition space is impossible, the convergent and divergent regions are heavily mixed.
Trying out this possibility, we decided to follow another path, introducing a new coordinate system which fits well
to the Fermi surface and the problem at hand. This will be discussed in the next section.
III. COORDINATE TRANSFORMATION
A successful coordinatization must satisfy two requirements. The first is that it should map the Fermi-surface
to a rectangle, the second requirement is that it should respect the symmetry of the differential equation. In the
present case the FRG equations are first order in k, and second order in ϕ. The coordinatization must not introduce
second order derivatives in both coordinates. Moreover we have a ϕ → −ϕ symmetry. These requirements restrict
the possible transformations to
(k, ϕ) 7→ (x, y), x = X(k), y = Y (k, ϕ), U(k, ϕ) = U˜(x, y), (16)
where Y (k,−ϕ) = −y. Without restricting generality we can fix X(µ) = 0 and X(0) = µ. The inverse transformation
is denoted as
k = K(x), ϕ = Φ(x, y). (17)
We want that the image of the Fermi-surface is constant in y, let it be y = 1. This means in general
Y (k, ϕF (k)) ≡ 1, (18)
This transformation maps the Fermi-surface to a rectangle with x ∈ [0, µ] and y ∈ [−1, 1]. The boundary conditions
are
U˜(x = 0, y) = V0(µ), U˜(x, y = ±1) = V0(K(x)) (19)
A simple realization of these constraints is the choice
x = ϕF (k), y =
ϕ
x
, (20)
1 This means that there is no turning back of the boundary line. If it is the case, we have to subdivide the D< domain into parts for
which the turning back can be avoided.
5and so ϕ = xy and K(x) = ϕ−1F (x). The boundary is at y = 1, so the boundary conditions in these variables are
U˜(x = 0, y) = V0(µ), U˜(x, y = ±1) = V0(K(x)) = U>(K(x), x). (21)
Now we determine the form of the differential equation: The derivatives can be written as
∂kU =
dX
dk
∂xU˜ +
∂Y
∂k
∂yU˜ =
ϕ′(k)
x
(
x∂xU˜ − y∂yU˜
)
, ∂2ϕU =
1
x2
∂2yU˜ . (22)
Then the equation (13b) can be written as
x∂xU˜ = y∂yU˜ +
1
12pi2
k4x2
ϕ′F
1√
(kx)2 + ∂2yU˜
∣∣∣∣
k→K(x)
. (23)
We can also separate the boundary conditions from the solution by choosing
U˜(x, y) = V0(x) + u˜(x, y), (24)
then we have
x∂xu˜ = −xV ′0 + y∂yu˜+
1
12pi2
k4x2
ϕ′F
1√
(kx)2 + ∂2y u˜
, (25)
where k → K(x), and the boundary conditions are
u˜(x = 0, y) = u˜(x, y = ±1) = 0. (26)
This is the generic form of the equation we should solve, appropriate for any form of the Fermi-surface.
In our special case
ϕF =
1
g
√
µ2 − k2 = x, k = K(x) =
√
µ2 − g2x2 ϕ′F = −
k
g2x
. (27)
After substituting back we find
x∂xu˜ = −xV ′0 + y∂yu˜−
g2(kx)3
12pi2
1√
(kx)2 + ∂2y u˜
, (28)
where k → K(x), and the boundary conditions remain u˜(x = 0, y) = u˜(x, y = ±1) = 0.
IV. GENERAL SOLUTION WITH A COMPLETE SYSTEM
To solve eq. (28) we try to expand the solution u˜(x, y) in terms of some basis. The polynomial expansion and
the discretization can be considered as a choice of basis, too. Here we apply an orthonormal basis hn(y) with the
properties
hn(−y) = hn(y), hn(1) = 0,
1∫
0
dy hn(y)hm(y) = δnm. (29)
We will expand the desired solution in this base:
u˜(x, y) =
∞∑
n=0
cn(x)hn(y). (30)
The boundary condition u˜(x, y = ±1) is automatically fulfilled by the choice of the basis. The condition u˜(x = 0, y) = 0
requires
cn(0) = 0. (31)
6We proceed by rewriting the partial differential equation (28) to an integro-differential equation. In general if we
have a partial differential equation of the form
∂xu˜ = F(x, y; u˜, ∂yu˜, . . . ), (32)
then it is equivalent to a set of ordinary integro-differential equations:
c′n(x) =
1∫
0
dyF(x, y; u˜, ∂yu˜, . . . ). (33)
We remark that this implies all FRG equations in a suitable coordinate system, even at finite temperature and
chemical potential. In our special case we have
xc′n(x) =
1∫
0
dy hn(y)
−xV ′0 + y∂yu˜− g2(kx)312pi2 1√(kx)2 + ∂2y u˜
 (34)
with initial conditions (31), where
∂yu˜ =
∞∑
m=0
cm(x)h
′
m(y), ∂
2
y u˜ =
∞∑
m=0
cm(x)h
′′
m(y). (35)
This equation is exact, and treatable; in fact it represents an alternative to the pointwise discretization.
But we can proceed and expand the inverse square root in the last term around an arbitrary mass M2:
xc′n(x) =
1∫
0
dy hn(y)
[
−xV ′0 + y∂yu˜−
g2(kx)3
12pi2
∞∑
p=0
(−1/2
p
)
(∂2y u˜−M2)p
ω2p+1
]
, (36)
where
ω2 = (kx)2 +M2,
(
a
p
)
=
a(a− 1) . . . (a− p+ 1)
p!
. (37)
The first few coefficients are 1,− 12 , 38 ,− 516 , 35128 . This is still an adequate form for a direct numerical integration,
avoiding the problem of the appearance of the small denominator in (34).
By expanding the numerator we encounter expressions like (∂2y u˜)
p which contains p-fold product of the second
derivative of the basis functions. These integrals can be performed before the solution of the differential equation,
since the coefficients cn are functions of x, and so they do not influence the y integration. In the first two terms of
(36) the integrals are explicit; let us denote
An =
1∫
0
dy hn(y),
Bnm =
1∫
0
dy hm(y)yh
′
m(y). (38)
In the last term we need the quantity
R(p)n (x) =
1∫
0
dy hn(y)(∂
2
yu(x, y))
p, (39)
which also means
(∂2yu(x, y))
p =
∞∑
n=1
R(p)n (x)hn(y). (40)
7We can derive a recursion for R
(p)
n (x). To that we will need the auxiliary quantities Cnm and Dnm` defined as
Cnm =
1∫
0
dy hn(y)h
′′
m(y),
Dnm` =
1∫
0
dy hn(y)hm(y)h`(y). (41)
Then
R(1)n =
1∫
0
dy hn∂
2
yu =
∞∑
m=1
cm
1∫
0
dy hnh
′′
m =
∞∑
m=1
Cnmcm. (42)
Moreover, using (40) we have
(∂2yu)
p+1 = (∂2yu)(∂
2
yu)
p =
∑
m`
R(1)m R
(p)
` hmh` =
∑
nm`
R(1)m R
(p)
` Dnm`hn, (43)
which means
R(p+1)n =
∑
m`
Dnm`R
(1)
m R
(p)
` . (44)
In practice one uses symbolic manipulation program to perform this recursion as a function of the cn coefficients. If
we use N basis elements, then R(p)n is a sum of N p terms, each of these is proportional to the product cn1 . . . cnp . It
is evident, that after a certain order this expression becomes untolerably long: then we should return to the explicit
integral equation (36), which is slower to solve, but not too sensitive to the expansion order (and more stable, in fact).
All in all, our equation (36) can be written as
xc′n(x) = −AnxV ′0 +
∞∑
m=0
Cnmcm(x)− g
2(kx)3
12pi2
∞∑
p=0
(−1/2
p
)
1
ω2p+1
p∑
r=1
(p
r
)
(−M2)p−rR(r)n . (45)
where Qn and R
(1)
n depends linearly on cn, and R
(p) contains product of p coefficients.
A. Harmonic expansion
A particularly stable algorithm can be based on the harmonic basis functions. The basis is defined as
hn(y) =
√
2 cos qny, qn = (2n+ 1)
pi
2
, n = 0, 1, 2 . . . . (46)
This satisfies the criteria (29). The coefficients A, B, C and D can be worked out explicitly:
An =
√
2(−1)n
qn
,
Bnm = (−1)m+n 2qnqm
q2m − q2n
, Bnn = −1
2
,
Cnm = −q2nδnm
Dnm` =
4
√
2(−1)m+n+`+1qmqnq`
(qm + qn − q`)(qm − qn + q`)(−qm + qn + q`)(qm + qn + q`) . (47)
The form of the expansion coefficients suggest, why an expansion with an orthonormal basis provides better con-
vergence properties in the solution of the FRG equations. Consider, for example, the expansion of the term which is
constant for y < 1 and zero at y = 1. In the harmonic basis it has the expansion
∑
nAnhn(y), here the coefficients
8decrease as ∼ 1/n. We can also expand this function with polynomials. There are different methods to do that, for
example we can require that the polynomial is zero at points n/N where n = 0 . . . N − 1, and zero at 1:
Uappr(x) = 1− K(x)
K(1)
, where K(x) =
N−1∏
m=0
(x− m
N
), (48)
because K(`/N) = 0 for ` = 1 . . . N − 1.. The coefficient of the highest power is −1/K(1), its value is
1
K(1)
=
NN
N !
N→∞−→ eN , (49)
using Stirling’s formula lnN ! = N lnN −N +O(lnN). This means that in the polynomial expansion the coefficient
of the highest power grows exponentially, which makes the numerical treatment of this approximation more and more
tedious.
V. RESULTS
Here we discuss the solution of (45) in the harmonic basis. We take N basis elements, and the expansion of the
inverse square root goes to power P.
Before we start to discuss the solutions, we clarify a point in the numerical treatment. We should start the evolution
from x = 0, but then the derivatives have zero coefficient. To overcome this difficulty we assume that for small x the
coefficients behave as cn ∼ xun (taking into account that cn(x = 0) = 0 (31)). We then have in linear order
xun = −xV ′(0)An + x
∑
m
umBmn +O(x2), (50)
which yields ∑
um(Bmn − δmn) = V ′(0). (51)
But, from (15) and from (27)
V ′(x) = −g
2x
k
∂kU(k, x) + ∂ϕU(k, x)
x→0−→ ∂ϕU(k, 0) = 0, (52)
because of the parity of the potential. Therefore all the coefficients cn(x) start at least as O(x2). Numerically it is
safe therefore to start the evolution at x0  µ with cn(x0) = 0. In practice we have taken x0/µ ∼ 10−4 as typical
value.
A. Mean field solution
To test the reliability of the method, we apply it to an exactly solvable case: the mean field (MF) approximation.
Here we neglect the bosonic fluctuations completely. Then what remains from equations (13) is
∂kUk = − k
4
3pi2
1
ωF
Θ(k − kF ), (53)
with initial conditions at k = Λ. The equation is explicit, we can solve it with a simple integration, resulting at
U(k, ϕ) = U(Λ, ϕ) +
NF
8pi2
[
qωF (q)
(
2
3
q2 − g2ϕ2
)
+ g4ϕ4 ln(q + ωF (q))
]q=Λ
q=max(k,kF )
. (54)
The initial conditions and the radiative correction form the renormalized potential
Uren(ϕ) = U(Λ, ϕ) +
NF
12pi2
[
Λ4 − Λ2g2ϕ2 + 3
2
g4ϕ4 ln
Λ
M∗
+ g4ϕ4
(
3 ln 2
2
− 7
8
)]
, (55)
9where assumed that Λ is much larger than any other scale, and we introduced the arbitrary M∗ mass, the renor-
malization point. Assuming that Uren remains finite even for growing Λ, the result can be made independent on the
choice of the UV cutoff. We write
U(k, ϕ) = Uren(ϕ)− NF
8pi2
[
qωq
(
2
3
q2 − g2ϕ2
)
+ g4ϕ4 ln
q + ωq
M∗
]
q=max(k,kF )
. (56)
Taking into account that ωF (kF ) = µ, the physical free energy at finite chemical potential Uµ(ϕ) = U(k = 0, ϕ),
can be written as
Uµ(ϕ) = U0(ϕ)− NF
8pi2
[
kFµ
(
2
3
k2F − g2ϕ2
)
+ g4ϕ4 ln
kF + µ
M∗
]
Θ(µ− gϕ). (57)
It is usual to represent the above result as an excess compared to the zero chemical potential case. At zero chemical
potential we have
U0(ϕ) ≡ U(µ = 0, ϕ) = Uren(ϕ)− NF
8pi2
g4ϕ4 ln
gϕ
M∗
. (58)
Using this formula we have
Uµ(ϕ) = U0(ϕ)− NF
8pi2
[
kFµ
(
2
3
k2F − g2ϕ2
)
+ g4ϕ4 ln
kF + µ
gϕ
]
Θ(µ− gϕ). (59)
This corresponds to the usual one fermionic loop correction [17, 18].
Now let us solve the same problem with the method discussed in the paper. The first point is to solve the equation
at D> at µ = 0: this corresponds to the choice kF → 0 in (56). Next, we should cut off the Fermi surface, and provide
the initial conditions for D<. According to (21) we have V0(x) = U>(K(x), x), which is exactly (57) with ϕ→ x:
V0(x) = Uµ(x). (60)
The differential equation in D< is not trivial even in the absence of bosonic fluctuations. From (28) we should omit
the last term, and have
x∂xu˜ = −xV ′0 + y∂yu˜. (61)
It can be solved exactly, the solution is
u˜(x, y) = V0(xy)− V0(x). (62)
The physical solution is
U(k = 0, ϕ) = u˜(x =
µ
g
, y =
gϕ
µ
) + V0(x =
µ
g
) = V0(ϕ) = Uµ(ϕ), (63)
as we obtained earlier.
Since the equation (61) is similar to the fluctuating case, the solution itself is again of similar form, the MF case is
an excellent testbed for verifying the reliability of the numerical method.
Writing the potential in the explicit SSB form
U(ϕ) =
λ
24
(ϕ2 − v2)2 (64)
we have the relations among the couplings and the physical masses of the fermion (mN ), the scalar (mσ) and the pion
decay constant (fpi):
v = fpi, g =
mN
v
, λ =
3m2σ
v2
. (65)
For the mean field case we used a nuclear-like parameters to test the model with
mN = 0.938 GeV, fpi = 0.093 GeV, mσ = mN . (66)
We choose that chemical potential value, where the mean field approximation predicts a first order phase transition
(it is at µMF ≈ 0.6177mN ).
If we have N = 10 basis elements, then the reproduction of the mean field potential be seen on Fig. 2. The error
is on the percent level: this is the typical error in the calculations also later on.
10
0.2 0.4 0.6 0.8 1.0
ΦΜ
0.5
1.0
1.5
2.0
2.5
3.0
UMF
0.2 0.4 0.6 0.8 1.0
ΦΜ
-0.005
0.005
0.010
∆UMF
FIG. 2. Reproduction of the exact mean field solution in a 10-element harmonic basis (left panel). The error of the reproduction
(right panel).
B. Bosonic fluctuations
If we take into account the bosonic fluctuations, ie. we consider the complete set of equations (13), we should follow
the strategy described in Section II. First we solve the µ = 0 case, ie. (13a) on the D> domain. This solution will be
true at the outer domain at µ 6= 0, too. In this domain the usual potential expansion approach works, and so we will
seek U0(k, ϕ) as a polynomial in ϕ
2, around an expansion point v2:
Uk(ϕ) = U0 +
m2k
2
(ϕ2 − v2k) +
λk
24
(ϕ2 − v2k)2. (67)
This form makes possible to treat the symmetric and the broken phase together. In the former case we should expand
around zero field value, and so v2 = 0; in the latter case v denotes the minimum of the potential, therefore m2 = 0
must be chosen. But we can keep both variable, and only in the course of the solution do we choose the appropriate
expansion point.
Expanding (13a) to power series in the variable ϕ2 around v2, the different orders must separately satisfy the
equation. This leads to the differential equations (ω2B = k
2 +m2 + λ3 v
2 and ω2F = k
2 + g2ϕ2)
∂kU0 − m
2
2
∂kv
2 =
k4
12pi2
[
1
ωB
− 4
ωF
]
λ
6
∂kv
2 − ∂km2 = k
4
12pi2
[
λ
2ω3B
− 4g
2
ω3F
]
∂kλ =
3k4
pi2
[
λ2
16ω5B
− g
4
ω5F
]
. (68)
These equations can be solved. Using the working point (66) we remain in the symmetric phase. The low energy
part of the running of the couplings is shown in Fig. 3.
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FIG. 3. The running of the couplings in the D> regime. In the plot the couplings are rescaled in order to show in a single plot.
Having the solution for all k and ϕ we can cut off the boundary conditions with the rule (cf. (21)) V0(x) =
U>(K(x), x); this results in the figure Fig. 4.
Starting from this boundary condition we can solve (45). We used N = 8 basis elements, and the inverse square
root was expanded to P = 0, 1, 2, 3 and 4 order. The complete result depends on the choice of the regularizing mass:
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FIG. 4. The boundary condition at µ = µMF (solid blue line). To compare, we also plotted the mean field case (dashed orange
line).
we played around with its value to find the best convergence, in the present case it was U ′′(ϕ = µ)/18. The resulting
curves can be seen on the right panel of Fig. 5, where also the result of mean field analysis is shown. The same
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FIG. 5. The effective potential resulting from the FRG calculation. The different curves correspond to different order of the
expansion of the radiative correction in (45). In the left panel µ = µMF the mean field critical chemical potential, in the right
panel µ = µc = 1.053µMF the true critical chemical potential. In the right panel the P = 0 case is not shown, and the mean
field curve goes down to UMF (ϕ = 0) = −2.92.
analysis at a somewhat larger chemical potential (µc = 1.053µMF ) results the plot on the left panel of Fig. 5: this is
the critical chemical potential of the first order phase transition belonging to the given couplings (65) describing the
working point (66).
To interpret what we can see in the figures, we recall that the exact effective potential must be convex. Since the
boundary condition fixes the value of the potential at the border, if µ ≤ µc, then the exact effective potential is a
constant. So if P → ∞ we should find shallower and shallower effective potential until it flattens out completely. This
means that we cannot expect pointlike convergence.
In the figures of Fig. 5 one can identify two regimes: at those ϕ values, where the curvature of the potential is
positive, we can observe rather good convergence. The change of the effective potential from the mean field (P = 0)
to the one loop (P = 1) approximation is large yet, from P = 1 to P = 2 the change is moderate, but still observable
(especially on the right panel). But the potential values of P = 2, 3, 4 are almost the same, there is a small deviation
between them.
In the other regime, where the curvature is negative, the effective potential is concave, we find bad convergence.
This can be expected, since the exact result must have a non-negative curvature.
Based on these observations we can treat P = 2 or 3 as the best approximation for the coarse grained effective
potential, at least when we interested in the thermodynamics. At those points, where the exact effective potential has
positive curvature, these curves already converge to the good values; at those points, where the curvature is negative,
the value of the P = 2 or 3 appriximation is irrelevant. We must be aware, however, that quantities like the surface
tension can not be reliably calculated from these approximations.
This method provides a very effective and fast approach to calculate the (relevant part of the) exact effective
potential. The numerical evaluation of the P = 2 or 3 formula is just seconds, the convergence is very good, the
results are rather stable against the actual choice of the number of basis elements, or the exact value of the expansion
mass M2.
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C. Phase diagram
In the thermodynamics a particularly interesting question is the order of the phase transition as a function of the
coupling constants. One can find a curve gc(λ) that is the border line between the first and second order regimes in
this model. The goal of this subsection is to find this function.
To understand what happens, we pick up couplings λ, g, and start from a low chemical potential, where the system
is in the broken phase (by construction). The minimum of the potential is at ϕ = ±v 6= 0 (because of the Z2 symmetry
ϕ↔ −ϕ), the curvature at ϕ = 0, denoted by m20, is negative m20 < 0.
If we start to increase the chemical potential, both v and |m20| decrease, sooner or later they will cross zero. There
are two possibilities: |m20| reaches zero before |v|, or they reach zero in the same time. In this model the Z2 symmetry
requires zero slope at ϕ = 0, therefore there is either a minimum or a maximum. For m20 < 0 it is a maximum, if
m20 = 0 while v still positive, then a new minimum is formed, therefore we have a first order transition later. If v and
m20 reach zero in the same time, then we have a second order transition. Therefore we can identify the order of the
phase transition observing only the second order derivative at ϕ = 0 and the position of the minimum (cf. Fig. 6).
Note that in this way at most second order derivatives are needed for the identification of the order of the transition.
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FIG. 6. Identification of the order of the phase transition: if the |m0| vs. v curve crosses zero at v = 0, then we have a second
order, if it crosses zero at positive v, a first order transition.
In the first order regime the m0 = 0 point is reached at a certain µ = µu(λ, g) value, where v = vc(λ, g). We
can solve the vc(λ, gc(λ)) = 0 equation to determine the point, where a second order transition first shows up. The
resulting gc(λ) curve is the borderline of the first and second order regimes. This curve can be determined with the
method discussed above for the mean field and for the one loop computation and for the FRG case. The one loop
can be accessed from FRG as the first term in the expansion of the inverse square root using the unimproved σ mass
as the expansion point. In the FRG computation we used a 12-element basis, and second and third order expansion
of the inverse square root. The resulting plot can be seen on Fig. 7. As we see, at small Yukawa couplings the phase
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FIG. 7. Phase diagram in the coupling constant plane for the scalar Yukawa model. In the darker regimes we have second
order, in the lighter regimes first order phase transition. The curves from bottom to top correspond to the mean field, one loop
and FRG calculations, respectively. There are coupling pairs, where mean field predicts first order transition, but according to
the FRG calculation it is still second order.
transition is second order, while for large Yukawa couplings it is first order. In the plot the darker regions denote
second, the lighter the first order regime. The borderline of the two regimes depend on the order of the approximation:
the mean field calculation (ie. tree level approximation for bosons) predicts the strongest phase transition, in the
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sense that for increasing g in this approximation comes the first order regime earliest. So there is a regime, where the
mean field already predicts first order phase transition, but the exact result is still a second order one. The one loop
approximation is already fairly good, it predicts only slightly stronger phase transition than the exact result. These
results are in accord with observations in other models [2, 19].
We remark that all phase boundaries can be well fitted by a
gc(λ) ≈ Cλ1/4 (69)
analytic curve. The reason for this good fit is that if the effective potential is analytic around ϕ = 0, then we can
power expand it around ϕ = v for small enough vacuum expectation value:
U(ϕ) = A(ϕ2 − v2)2 +B(ϕ2 − v2)3 + . . . . (70)
If A > 0 while v → 0 then it is a second order transition, if A < 0 while v → 0, this describes a first order transition,
at the border line A = 0. Perturbative arguments dictate an expansion in the couplings as
A = A1λ+A2λ
2 +A3λ
3 −A4g4 + . . . (71)
with some coefficients. This can be made vanish for small λ and g by the assumption A1λ ≈ A4g4 + O(g6). This
argumentation, although perturbative, seems to be remain valid even in the domain of stronger couplings, too. The
coefficient in the gc(λ) ∼ λ1/4 relation already depends on the level of approximation, but converges nicely: the ratio
of the mean field and the exact result is about ∼ 1.45, for the ration of the one loop and mean field results it is only
∼ 1.04.
Fig. 8 serves to demonstrate the convergence at larger orders. As we see, the relative deviation of the the second
and third order expansion of the square root is 0.2-1.2%, these yields curves within line width in Fig. 7. This supports
also our earlier finding, that in the physically sensible regime the second order expansion of the inverse square root is
already close enough to the exact one, provided we use an appropriate expansion point.
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FIG. 8. Relative difference of the border line using second or third order expansion of the inverse square root. The difference
is below 1.5%, which hints for a good convergence.
VI. CONCLUSIONS
In this paper we proposed a systematic approximation scheme for the treatment of the FRG equations at finite
chemical potential. In short, the Fermi surface divides the available (k, ϕ) domain into two parts: in the high energy
D> domain the vacuum equations are valid, while in the small energy D< regime the statistical fluctuations of the
fermionic modes are also present. Starting from initial condition posed at k = Λ, in the D> domain the solution is not
affected by the presence of the Fermi surface. This solution, on the other hand, provides a boundary condition for the
equation in the D< domain. To be able to solve the equations in the D< domain, we introduced new variables (x and
y), with them we transformed the Fermi-surface into a rectangle. After separating the boundary conditions we had
to solve an inhomogeneous nonlinear partial differential equation in this rectangle with zero boundary conditions. We
looked for the solution in a form of a series in a complete basis of harmonic functions, then for the coefficients we had
a set of ordinary differential equations. We performed another expansion, namely we expanded the ∼ (k2 + u′′)−1/2
type term in powers of (u′′ −M2)n, where M2 was an appropriately chosen mass.
Having two expansions (the number of basis elements, and the order of the expansion of the inverse square root), we
had to study the convergence in both. As it turned out, a moderate number of basis elements (6-12) is enough to have
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a good convergence. The order of the expansion of the square root is a more delicate question. As we have argued
in the paper, the exact effective potential should be convex, unlike the physically more useful coarse grained effective
potential. What we really need is the convergence in the regimes, where the potential is convex, in the unphysical,
concave parts we can not expect good convergence properties. The convergence in the convex part of the effective
potential can be achieved (by a proper choice of the expansion point M2), already by taking into account a second
or third order expansion of the inverse square root (corresponding to a linear or quadratic power of (u′′ −M2)).
This method is a semi-analytic approach to the solution of the FRG equations at finite chemical potential, similar
to the polynomial expansion used at zero chemical potential. It is a powerful and accurate method, the differential
equations for the evolution of the coefficients in the harmonic basis are well conditioned (unlike in the expansion in
polynomial basis), so the numerical treatment is easily accessible and fast.
With this method we determined the phase structure of the Yukawa model, ie. we determined the line in the
coupling constant plane, where the boundary between the first and second order phase transitions is situated. One
can compare the results of the different approximations (mean field, one loop, exact). The main result from this
study is that the bosonic fluctuations soften the strength of the transition, making it more “second-order-like”. More
precisely, there is a region in the coupling constant plane, where the mean field calculation predicts a first order
transition, but in fact it is a second order transition according to the exact result. In this sense the mean field predicts
the strongest phase transition, then the one loop approximation follows, the exact result gives the weakest transition.
As a future prospect, this method can be applied to other models where the small temperature, finite chemical
potential regime is physically significant. Moreover, as we also mentioned in the paper, there is a natural expansion
towards the finite temperature and finite chemical potential regime.
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