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The widespread usage of the internet has made email an indispensable tool for communication 
within organizations. Today, email is used by support centers as one of the mediums for 
providing solutions to the daily internal problems’ organizations face. An example is the Ashesi 
Support Center which is the hub for solutions for all problems and questions relating to IT, 
facilities, logistics, and other issues on the Ashesi University campus. In dealing with problems, 
the Ashesi support center classifies emails as either an IT related issue or an operations related 
issue. However, the support center does not have a way to automatically classify the emails. 
Hence, a support personnel manually sifts through the emails to group them. This can be a 
cumbersome process considering the support center receives over 40 emails daily during peak 
periods. Harnessing the power of machine learning, a classification model is built to 
automatically group emails the Ashesi support center receives.  
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The Ashesi Support Center is the hub for solutions for all problems and questions 
relating to IT, facilities, logistics, and other issues on the Ashesi University campus. In their 
quest to solve problems, the Ashesi support center has an email address which students, staff 
and faculty can send their problems to. In this email address, the support center classifies 
reports as either an IT or Operations issue. Thus, the support center has two folders in their 
inbox where IT and Operations emails are placed.  
However, the support center has no way to automatically classify emails. Therefore, a 
support personnel in dealing with the problems manually places the emails in the appropriate 
category. This can become a problem as the support center receives over 40 emails daily in 
peak periods and support personnel have other responsibilities apart from responding to 
emails [14]. To further add to the problem some of these emails may not report a problem and 
can be emails everyone in the Ashesi mailing domain receives. 
This presents an excellent opportunity for technology to be used to automate the 
process of classifying emails. Utilizing machine learning approaches to automatically classify 
emails, this project seeks lessen the burden placed on support personnel and make the 









1.2 Related Work 
 
This chapter explores previous work in building email classification systems. 
Extensive work has been done in building email classification systems. Particularly in 
building of spam classification systems [4,5,6] as well as multi folder categorization systems 
[1,2,3]. As such, it is necessary to review these works to understand the various processes and 
procedures involved in building an email classification system. 
In [1], the authors build an email classification system for a contact center which 
plays a role similar to the Ashesi Support Center. Their classification system categorizes 
emails into 3 categories or folders. The classifier groups email the contact center receives as 
root emails which represents the start of a thread between a customer. Next, leaf emails are 
grouped which ends the thread and inner emails which represent emails between the root 
email and leaf emails. The authors use archived data from a web forum to train their 
classification system. 
The authors preprocess the data by taking out stop words, symbols and punctuation 
marks. They also take out signature blocks from the emails and use non-inflected form of 
words in the emails. In their classification system, the authors use the tools Rainbow and 
SvmLight which are implemented using Naïve Bayes and Support Vector Machines 
respectively. In testing their system, the authors present tables showing the accuracy as well 
precision and recall scores achieved by the system. 
 In [2], the authors design and implement an email grouping system as well as an email 
summarizer. Unlike [1], the authors used a ruled-based approach in building their 
classification. The authors classify emails based on the user’s activity. Thus, they extract 
common words in a new email and compare it to common words in the existing user folders 
to classify the new email. To ensure that only words meaningful to the email are extracted, 




 Similar to [1], the authors in [2] present accuracy, precision and recall scores in the 
testing of their system. However, in addition to that, they also compare their scores to emails 
classified by human beings as well as results from an email classification software called 
LibTextCat. They achieved an accuracy score of 98% whereas LibTextCat achieved 90% 
showing an improvement over the software.  
In [3], the authors build an email classification system which automatically groups 
user emails into categories without the user predefining any folders. Their system is also able 
to determine if an email is generated by a machine or human being. The data used consisted 
of emails by Yahoo users who agreed to be a part of such research studies. The authors used 
both manual labelling and a ruled-based approach to group emails for their training data. 
They grouped emails as either human, career, shopping, travel, finance and social. 
Like [1] and [2], the authors in [1] remove stop words from their data. Next, the 
authors build their classification which is a combination of an online and offline system. The 
online system uses a rule-based approach to automatically classify new emails users receive. 
The offline system which is built using logistic regression periodically classifies user’s inbox 
into the 6 groups mentioned earlier. After testing their system, the authors achieved recall and 
precision scores close to 90%. 
To have a better understanding of the various email classification methods and the 
situations where they work best [4,5,6] were reviewed. 
In [4], the authors review approaches used to classify emails into a hierarchy of 
folders, as well as filter spam. First, the authors discuss the purpose of an email classification 
system which they defined as either classifying spam or classifying emails into its respective 
folder. Based on this purpose, the authors determine that the classification method used will 




Next, the authors discuss the various email classification methods and the situations 
they work best. They examine Naïve Bayes, TF-IDF, Support Vector Machines (SVM) as 
well as rule-based approaches in classifying emails.  They conclude that SVM typically 
outperforms most classification algorithms. In addition to classification approaches used, the 
authors discuss the importance of preprocessing emails as well as the various metrics for 
evaluating classification algorithms.  
[5] discusses the effect of feature selection methods on machine learning classifiers 
for detecting email spam. In understanding the effect of feature selection methods, the 
authors describe in detail some classification approaches which include SVM, Naïve Bayes, 
Bayesian Classifiers and Genetic Classifiers. They present tables showing the accuracies 
achieved from these approaches from previous work and these reveal that SVM always 
outperforms the other algorithms in terms of accuracy. 
From their test of the effect of feature selection on classifiers, the authors also 
perform evaluation of the various classification approaches used. They achieved results 
similar to earlier work they reviewed even after trying different feature selection approaches 
like genetic and greedy step-wise feature selection. SVM and Naïve Bayes yielded great 
results in terms of accuracies and false positives with SVM out performing Naïve Bayes. 
The last paper reviewed is [6]. The authors discuss in-detail and present a comparative 
analysis of the various supervised learning techniques used in Spam classification. The paper 
is divided into dataset description section, machine learning methods and results section. 
In the machine learning methods section, the authors discuss in detail three 
classification algorithms. The first is multilayer perceptron which is a feed forward artificial 
neural network model which maps a set of input data onto a set of appropriate output [6]. 
Multilayer perceptron uses back propagation algorithm which is a supervised learning pattern 




similarity measure like a distance function to classify new data points. The authors examine 
SVM. 
Finally, the authors evaluate these algorithms by looking at the computational time, 
accuracy and error rate. The results revealed SVM and K-Nearest Neighbour to have the 
highest accuracy and lowest score of 77% and 22% respectively. However, SVM recorded 
the highest computation time which was 30 milliseconds slower than multilayer perceptron. 
K-Nearest Neighbour fell between SVM and multilayer perceptron scoring average points 





The above research work reveals that building an email classification system can be 
grouped into the following activities building the dataset; preprocessing the email data, 
building a learning and classification system as well as a system to interact between the email 
client of the user and the classification system.  
In addition, the research work also reveals that supervised learning approaches 
particularly Support Vector Machine and Naïve Bayes usually produces better results than 









Chapter 2: Requirements  
2.1 Overview 
 
In this chapter, a detailed description of how requirements are gathered and analyzed 
to produce specified requirements is presented. A use case and the scope of the project is also 
presented. As introduced, this project seeks to build an automated email classification system 
that would categorize emails the Ashesi support center receives as either an IT or Operations 
email. To ensure the project achieves its aim, the requirements need to be validated by the 
intended users. 
 
2.2 User Identification and Requirement Gathering 
 
 This section focuses on how requirements for the system was gathered as well as how 
the user was identified. 
2.2.1 User Identification 
The email classification system is going to be used by the support personnel at the Ashesi 
support center.  
2.2.2 Requirement Gathering 
Data collected for determining user requirements was done mainly through interviews. 
Interviews in this project was done in two ways: in-person interviews where a one-on-one 
conversation was held with a support personnel and through text messages with the support 
personnel. Guidelines for the interviews are presented in the Appendix A. 
 
 
2.3 Requirement Analysis  
 





 The interviews conducted shed light on how the support center categorizes problems 
they receive. From the interview, the following insights were discovered: 
1.  The support center either emails reporting an issue or an enquiry for information 
2. These reports and enquires are grouped as either IT or Operations Related.  
3. The support center has no way of classifying emails. Hence, a support personnel 
manually sifts through the emails are places them in the appropriate folder. 
4. Depending on the problem, the support center either addresses the email or forwards it 
to an appropriate responder. 
5. The support center uses Microsoft Outlook as their emailing client. 
From these insights, the needs of the user and system requirements were identified. 
Below are some of the needs that were identified: 
1. The Support Centre needs a system they could classify emails. For example, putting 
all emails relating to IT in an IT folder automatically.  
2. The support center needs to determine an appropriate responder to an email. 
2.3.1 Use Case 
A use case of the user interacting with the system is presented below. 
Once a user receives a new email. The system automatically captures the mail and forwards it 
to the classification system. There, the system determines if the mail is either IT, Operations 






















2.5 Requirement Specification 
 
2.5.1 Functional Requirements 
1. The user must be able to view new classified IT emails in the IT folder of their email 
client. 
2. The user must be able to view new classified Operations emails in the Operations 
folder of their email client. 
3. The user must be able to view non-IT and Operations emails in the Other folder of 
their email client. 
4. The classification system must be able to receive new email support email the client 
receives automatically. 
5. The classification system must be able to assign a category to an email it receives. 










2.5.2 Non-Functional Requirements 
1. Security  
•    Since the system works with private user emails, the system should have security features 
in place to ensure there is no breach of confidentiality  
2. Availability  
•    The system should be available and work always. 
3. Integrity  
•    The system must ensure that always, the information provided is accurate, consistent, and 
reflective of the user’s data. 
4. Integration 
•    The system should integrate perfectly with user’s email client.  
 
2.6 Scope of project 
 
From the identified needs, the project would consist mainly of two parts: a client-side 
system that is responsible for sending a new email to the classification system and placing the 
new email an appropriate folder as well as a classification system that is responsible for 









This chapter presents a detailed layout of the system architecture as well as a 
description of the system design and key components. 
 
3.2 High Level Architecture 
 
 
Figure 3.0 High level Architecture 
 
 
The high-level architecture used can be found in figure 3.0 and is a modified version of the 






3.3 Key Components 
 
 In building an email classification system, [4] and [5] separate the system into 4 
different components: the dataset used, the preprocessing component, the learning component 
and classification component. In addition to these components, an outlook component would 
be added to retrieve and forward new emails to the classification as well as place classified 
emails in their appropriate folder.         
 The significance of such an approach is that component can easily be worked on 
and improved without affecting the overall functionality of the system. 
3.3.1 Data Selection 
 Every classification system requires data that is used to train the system. Hence 
the first step authors in [3,4,5] before is the selection of a dataset that is used to train their 
system. Also, the authors perform labelling of the data if it required. 
 
3.3.2 Preprocessing Component 
 Emails are either sent in a plain text format or html format. They also usually 
come with headers like sender, receipt address, sensitivity and other headers. Therefore, it is 
necessary to extract the body of the message which is the actual payload of the email. In 
building an email classification [1, 2, 3, 4] include tokenization, lemmatization or stemming, 
removal of stop words and symbols as part of the email preprocessing process. Preprocessing 
is the first step to preparing data for our training model. 
Tokenization involves the extraction of words (token) from the email body. When 
tokenizing, punctuation marks and other symbols are removed. The document is also 
converted to lower case. 
Another process in preprocessing is the removal of stop words. Stop words include 




assumed no information is lost by their absence. Example of stop words are (a, the, at and 
and). 
The conversion of words to their root from is another process in preprocessing. It is 
achieved through either stemming or lemmatization. In stemming, the root of a word is 
gained through the removal of the suffix of the word. An example in converting “studying” to 
its root form, the suffix “ing” is removed to achieve “study”. Another example is “trouble” 
becomes “troubl”. 
 Lemmatization is similar to stemming except the lemmatization ensure the proper 
form of the word is obtained. Example whereas stemming produced “troubl” from “trouble”, 
lemmatization would ensure that we obtain “trouble”. However, it is computationally 
expensive and requires a dataset of words and their tenses. 
After performing these operations, we are left with a stripped-down version of the 
data which is forwarded the learning component of the system.    
 This component will be built using the natural language tool kit (NLTK) library in 
python as it contains the necessary tools to build a preprocessing component [8]. Figure 3.1 








Figure 3.1 Preprocessing Stage Structure 
  
3.3.3 Learning and Classification Component 
 After preprocessing the emails in the dataset, the next component in the 
architecture deals with extracting and selecting features that would be used to train our 
model.  
 Preprocessing leaves us with a stripped-down version of our work where stop 
words, punctuation marks and symbols have been removed. However, the classification 
algorithm cannot work with words in their plain form. Hence, there is a need to convert these 
words into a numerical representation which the learning model can work on. 
  One of the commonest ways of representing words is an attribute vector [5]. An 
attribute is a word in the email. In an attribute vector, words are assigned a numerical value, 
which could either be a count of the words, 1 or 0 indicating the presence or absence of a 
word or a weighted score of the word. This process is applied on every email in the dataset to 




  The system uses Term Frequency times Inverse Document Frequency (TF-IDF) 
Vectorizer a for its feature extraction process. 
 TF-IDF Vectorizer is used to assign weights to each word in the email. TF works 
by taking the counts of each word and assigning weight to each word based on the count. 
However, to ensure that words that appear many times in a class and hence are less 
informative do not mask words which appear less TF-IDF also scale down their impact. 
 Next, feature selection is used to ensure that the best features are selected. It also 
helps to shorten training times and simply the model. Feature selection is categorized into 
three approaches: filter, wrapper and embedded methods. In this project, the embedded 
approach particularly L2 regularization is used. L2 regularization reduces the value of 
weights by applying a penalty term. This would ensure that features without high weights 
would not get. In addition, L2 unlike L1 regularization does not lead to features having a 
weight of 0 which is essential because the dataset is not overly large. 
 After obtaining a set of features to build our model. The next component is the 
classification component which uses features to build a model to predict the class of new 
messages. As mentioned early in the related work section, the classification component can 
either be built using supervised or unsupervised learning approach. Research by [1, 4, 5] 
shows that the supervised learning techniques particularly Support Vector Machine and 
Naïve Bayes achieved great results. The learning and classification component of the system 
would be built using Scikit-learn library. 






Figure 3.2 Learning Component Structure 
 
 
After construction of the model, it can be used to predict the class of new emails that are fed 
into system. Figure 3.3 shows the structure of the classification stage. 
 




3.3.4 Outlook Component 
 To obtain new emails from the support inbox, the system would include an 




arrival and forward to the classification component. This component would also be 
responsible for placing classified emails in their appropriate folder. 
 This component will be built using Visual Basic for Applications (VBA) and will 
be embedded in the user’s outlook mail client. 
 
 









This section focuses on the design approach used for the development of the email 
classification system. Sequence and activity diagrams are also presented to show how key 
components interact as well as the various processes involved in classifying the user’s emails. 
Additionally, these diagrams provide an abstraction of how the system performs the entire 




 3.4.1 Sequence Diagram 
Sequence diagrams provide an abstraction of how key components interact to achieve 
the goal of classification. In figure 3.5, the sequence diagram shows the series of interactions 
between the key components. When a user receives email, the email is forwarded to the 
classification system by the outlook system. The system calls the preprocessing system which 
in turn retrieves the dataset. The dataset is preprocessed and sent back to the classification 
which uses the data to learn. The classification system then predicts the class of the email and 
sends a response back to the outlook system. 
 
Figure 3.5 Sequence Diagram for the Classification System 
Figure 3.5 depicts an illustration of how the various system components interact with each 














3.4.2 Activity Diagram  
 
 In figure 3.6, a high-level activity diagram illustrates the various processes the 
classification system goes through to classify user emails.  
 

































 This chapter describes in detail the various processes involved in implementing the 
automated email classification system. The chapter is divided into 4 major sections: the 
building of the dataset used, the preprocessing stage, the classification system and the outlook 
system. In each section, any library that is used is described, essential algorithms and 
procedures that are used are emphasized and screenshots as well as diagrams are also used to 




This section focuses on how the dataset used by the classifier was built. In the section, 
the format, extraction process, libraries and tools used to achieve the final dataset used by the 
classifier is detailed out. 
4.2.1 The Data 
The system implemented is going to be used by the Ashesi Support Center. Hence, the 
email data used for this project was provided by the Ashesi Support Center. The data 
contained emails received by the support center in their outlook email client which is the 
main point the Ashesi Support Center uses to receives problems and complaints.  
The data was in the format of a Personal Storage Table (.pst) which is a file format 
used in the Microsoft outlook system. Therefore, there was a need to convert it into a 
readable format that can be worked on. Hence, a PST converter tool was used to convert the 
PST file into a folder of pdf files containing the emails.  The tool used is called SysTools PST 





















The converted files contained over 6000 pdf files containing emails. The file structure 
of an email pdf is presented in Table 1 as well as an image of an email pdf is presented in 
Figure 4.2 below. 
























Figure 4.2 Email Structure 
4.2.2 Data Extraction 
 Given the file structure of the pdf, there was a need to extract the needed part of the 
email and do away with the unnecessary headers. To achieve this, the python library 
PyMuPDF was used. 
 PyMuPDF is a python rendition of the MuPDF. MuPDF is a lightweight pdf, xps and 
e-book viewer [7]. It allows uses to also render graphics and can be used to edit pdf, xps and 
other document formats.  
 For this project, PyMuPDF was used to open the pdf files and extract the necessary 
parts of the document. The sender, subject and body of the email was extracted and stored in 
a json format.   
 
4.2.2.1 Manual Labelling  
The extracted pdf files were not grouped as IT, Operations or Other emails. Therefore, 




Other. This stage was necessary since the implemented system used a supervised learning 
approach and requires previously trained data. 
After, PyMuPDF was used to extract the necessary contents of the emails. After the 
scripts below were used to extract the necessary parts of emails. 
1. “pdfreaderIT.py” was used to extract the sender, body and subject parts of the email 
for the IT emails and output json file “IT.json” containing the extracted content for 
all emails in the IT folder 
2. “pdfreaderOperations.py” was used to extract the sender, body and subject parts of 
the email for the Operations emails and output json file “Operations.json” containing 
the extracted content for all emails in the Operations folder. 
3. “pdfreaderOther.py” was used to extract the sender, body and subject parts of the 
email for the Operations emails and output json file “Other.json” containing the 
extracted content for all emails in the Other folder. 
The subject was extracted to be used as the body in case the sender left the body of the 














4.3 Preprocessing Stage  
 
 As highlighted in the previous chapter, preprocessing of the dataset is a vital step in 
building the classification system. Therefore, to preprocess the dataset, the Natural Language 
Toolkit (NTLK) was used. NLTK contains the various functionalities and libraries that are 
suited for all the stages of preprocessing like tokenization, lemmatization, stop words 
removal and stemming [8]. 
 The first step in the preprocessing stage was to extract and place the dataset into a 
data frame to make it easy to work on all the emails. This was achieved by using pandas. 
Pandas is a python library built for data analysis and manipulation [11]. Using pandas allows 
for easy application of functions on large datasets. Figure 4.3 shows the email data extract in 
a panda data frame. 
 




 Next in the preprocessing stage is tokenization. As described in the previous chapters, 
tokenization involves taking a string of text and splitting it into individual substrings. This 
was achieved by using the split function in python. 
 After tokenization, the regular expression library in python “re” was used to split each 
token and remove all punctuations, numbers and symbols from them. 
 The removal of all stop words was the next step that was undertaken. NLTK libraries 
has a list of all stop words as one of the resources in the library. Hence, a function was 
created to remove the tokenized words that match words in the stop words list. 
 The final step in the processing stage was stemming. As described in the previous 
chapter. Stemming is used to convert words to their root form by removing suffixes from the 
words. Stemming was accomplished by using the stemming functionality in the NLTK 
toolkit. 
After all these processes a new column was added to our data frame containing the 

















4.4 Learning and Classification Stage 
 
As described in the architecture and systems design chapter, another component of the 
email classification system is the learning and classification component. The learning 
component uses already classified email data to train a model which is used to classify new 
emails. This section of the implementation focuses on how the learning and classification 
components are built. All aspects of these section are built using Scikit-learn library in 
python. Scikit-learn allows users to perform a wide range machine learning tasks such as 
classification in python [10]. 
After preprocessing the emails, the next step is the learning stage. The learning stage 
comprises of feature extraction, feature selection and the construction of the classifier. Even 
after preprocessing, the emails in its raw form cannot be fed into a learning algorithm. This is 
because the learning algorithms expect feature vectors of a fixed size rather than words in the 
emails. Hence, there is a need to extract features. A feature is a word that has been assigned a 
weight. This process is known as feature extraction. 
4.4.1 Feature Extraction 
There are several models that allow users to perform feature extraction. Examples are 
Glove, the bag of words model and word2vec. However, TF-IDF which stands for Term 
Frequency times Inverse Document-Frequency will be used. As described earlier, in addition 
to counting the frequency of the words, TF-IDF reduces the effect of words which have little 
in meaning but appear a lot of times in the document. It achieves this through inverse 
document frequency. Below is the formula used in TF-IDF 𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 ∗ 𝐼𝐷𝐹			 
𝑇𝐹 = 𝑐𝑜𝑢𝑛𝑡	𝑜𝑓	𝑤𝑜𝑟𝑑(𝑤)	𝑖𝑛	𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑡𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑤𝑜𝑟𝑑𝑠  





TF-IDF is implemented using the feature extraction module in Scikit-Learn library. 







4.4.2 Feature Selection 
 
 After extracting features from our emails, the next step is to select the features which 
best represent each class in the classification system. This procedure is known as Feature 
Selection.  
Feature Selection is essential as it helps to remove attributes which do not improve the 
accuracy of the predictive model in any way. It also helps to shorten training times and 
simplify the model. Feature selection is categorized into three approaches: filter, wrapper and 
embedded methods [9]. Filtering uses statistical measures to assign a score to features; these 
scores are ranked and features below a specified threshold are removed. The wrapper 
approach utilizes greedy algorithm to find the best combination of features. Wrapper 
approach produces good results but can be computationally expensive when large datasets are 
involved. Embedded approach selects the best features while the model is being built. The 
most common types are regularization or penalization methods.  
 In the classification system, L2 regularization is embedded with Support Vector 
Machine and Naïve Bayes as our feature selection approach. Although L2 does not remove 
features, it reduces their weights significantly keeping the model simple whiles reducing 
overfitting. L2 regularization is best suited here because our dataset is not overly large as 




such, using L1 regularization would led to many features being removed giving us a sparse 
solution.  
 
4.4.2 Classifier Construction 
 
 As mentioned in early chapters, Naïve Bayes and Support Vector Machines are the 
classification algorithms going to be used in the system. These two supervised learning 
algorithms were selected because they performed best according in research done evaluating 
classification approaches for text classification. These systems are implemented using the Sci 
Kit library in python. Sci Kit offers arrange parameters we can specify on Naïve bayes and 
SVM that allows us to tune the algorithm to yield optimum results.  
For SVM, the regularization algorithm was set to L2. The loss function which is 
responsible for measuring the penalty applied to the weights is set to “hinge” which is the 
standard of SVM. The error term, C, is used to specify the amount of error the classifier is 
willing to take when training the data. This particularly useful when there are outliers in the 
training data. Multi Class is used to specify the strategy used when there are more than two 
classes in the dataset. Here, One-vs-rest strategy is used which trains a single classifier per 
class in the dataset and it uses sample data of that class as positive samples and the other 
classes as negative samples. Max Iterations is also a parameter and it specifies the number of 
iterations to be run. By default, it is set to 1000 which is used. 
Multinomial Naïve Bayes was used as our second classification algorithm. Naïve 
Bayes works well for classification involving discrete features like word counts for text 
classification. Multinomial Naïve Bayes in Sci Kit allows the user to specify three 
parameters. Alpha parameter specifies the smoothing value which by default is 1.0. However, 
it was changed to 0.01 since 1 is a high weight value for words not in our dataset. The 
parameter, fit prior, determines whether the class prior probability should be learnt. This is 




the algorithm learns it, the value is set to “None”. Additional information on the classifiers 
can be found in the Sci Kit Library. 
4.5 Outlook System 
 
The final component of our system is the outlook component. This system resides in 
the user’s email client and performs the functions of extracting the content of a new email the 
user receives, forwarding it to the classification system and placing the email in the 
appropriate folder based on the response from the classification system. This component 
automates the entire classification process. As mentioned earlier, this system is implemented 
using Visual Basic for Applications (VBA), which is an event-driven programming language 
used in Microsoft applications like Outlook.  
The component is made up of a script which is embedded into the emailing client’s 
session. The first part of the script makes use of in-built functionalities to grab a new email 
immediately it appears in the user’s inbox. The email is presented as an object and the body 
can be extracted using “.body” notation on the object. After, extracting the body from the 
next step is to remove all new line characters to form a single string. 
Next, VBA provides functionality to execute shell command. This is used to pass the 
email body to the classifier which predicts the class the email belongs to. The classifier prints 
out the respective class to the shell output which is captured and sent back to the VBA script. 














This chapter describes how the system was tested to ensure all requirements have 
been met.  It details out the testing approaches used as well as the results from these tests. 
5.2 Test Description 
 
 Since this is an automated system and would run in the background without direct 
interact with the user, there is a need to do comprehensive testing of all system components. 
As such, unit testing of each system component was done as well as system testing which 
walks through the entire process of classifying new emails users receive. 
5.3 Unit Testing 
 
5.3.1 Preprocessing Component Test 
The preprocessing system is responsible for tokenization, removing stop words, 
punctuation marks, symbols, converting all characters to lower case and stemming of the 
words in the email data. Below in Figure 5.1 preprocessing test is done to validate that the 








From Figure 5.1, we can see the number of words has reduced considerably, this is 
because the preprocessing component has been able to successfully remove stop words, 
symbols, numbers and punctuation marks. Also, the preprocessing component has been able 




convert all characters to lower case and it successfully applied stemming to convert words to 
their root forms. 
 
5.3.2 Learning and Classification Component Testing 
 
The learning and classification component are responsible for building a model that 
can classify newer emails utilizing the email dataset provided. It is made up of a feature 
extraction and selection models as well as a classification algorithm. Two models were built 
using SVM and multinomial Naïve Bayes. To test these classifiers, their accuracy, precision, 
recall and f1 scores would be test. Accuracy measures the ability of the model to predict 
correctly the class of a given test sample. Given a class, precision measures the proportion of 
predictions for the class that were actually correct. Recall measures for a given class, the 
ability of the model to predict that test samples belong to the class. F1 finds a balance 
between recall and precision. This necessary because as precision increases recall falls and 
vice versa. The formulas to compute these measurements are presented below. Scikit-learn 
library in python is used to compute the values. 𝑇𝑃 = 𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒	 	𝐹𝑃 = 𝐹𝑎𝑙𝑠𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐹𝑁 = 𝐹𝑎𝑙𝑠𝑒	𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 	𝑇𝑁 = 𝑇𝑟𝑢𝑒	𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (𝑇𝑃)(𝑇𝑃 + 𝐹𝑃) 
𝑅𝑒𝑐𝑎𝑙𝑙	 = (𝑇𝑃)(𝑇𝑃 + 𝐹𝑁) 






5.3.2.1 Support Vector Machine 
The accuracy, precision, recall and f1 scores for SVM is presented below Figure 5.2 
 
 
Figure 5.2 Test Scores for SVM 
 
From Figure 5.2, SVM is able to accurate predict most of the test samples passed to it. It 
















5.3.2.2 Multinomial Naïve Bayes 




Figure 5.3 Test Scores for Naïve Bayes 
 
From Figure 5.3, Naïve Bayes classifier also performs well however, it is outranked in 
almost every category by SVM except for precision for the IT class where it slightly beats 
SVM. Both classifiers perform well in the classifying IT and Other emails. However, more 
data is needed to improve upon the scores for Operations and Other.  
 
5.3.3 Outlook System 
 The outlook system places a key role of forwarding new emails to the classification 
system as well moving the emails to the appropriate folder. The system is automated, and it 
triggers itself once a new email enters the user’s inbox. Below, testing is done to ensure the 
various functionalities of the system work. 
 The first test of the system is to check if the system can capture new emails. To test 
this, the system prints out the email content once it receives it. Figure 5.4 Shows a 











Finally, to ensure that the classification system executes the shell command and 
returns a class the email belongs in, the class is printed out per the response of the 
classification system. Figure 5.5 shows the predicted class of an email. 
 
 
Figure 5.5 Shell Script Response 
5.4 System Testing 
 
The unit testing verified that all system components worked properly. However, to 
ensure the overall system met requirements a system test must be done. To achieve a 
complete system test, the support system was mimicked by creating IT, Operations and Other 
email folder in a Microsoft Outlook account and students of the Ashesi community were 




made to send emails complaints and problems like they normally would to the Support 
Center. In addition to students, emails that are usually broadcasted from to the entire Ashesi 
community was also classified by the system.  
 The SVM classifier was used in these tests as it achieved better recall, precision and 
accuracy scores. Below are the screenshots of classified emails: 
 
5.4.1 IT Emails 
 
Figure 5.6 Classified IT Emails 
 









5.4.2 Other Emails 
 
Figure 5.7 Classified Other Emails 
 















5.4.2 Operations Emails 
 
Figure 5.8 Classified Operations Emails 
 
Figure 5.8 shows successfully classified Operations emails. 
 
 
5.5 Acceptance Testing 
To ensure the intended users approved of the system acceptance testing was done to 
ensure that requirements have been met. Below are some feedback provided by a support 
personnel on the system: 
1. When the VBA script triggers the shell script it opens a command prompt window 
briefly the support personnel wanted this window to run in background and not appear 





2. Support personnel also suggested that newly classified emails were extracted and 































This chapter presents a summary on the entire project. It also details out the 
limitations and challenges faced through the project as well as present future work that can be 
undertaken with this project as a basis. 
6.2 Summary 
 
 This project explored the application of machine learning particularly classification 
algorithms to build an automated email classification system for the Ashesi Support Center. 
Support Vector Machine and Naïve Bayes were used to build a model that predicts whether 
an email is either IT or Operations related or unrelated to the two. The models achieved 
accuracies of 91% and 85% with support vector machine scoring the highest during training 
which was similar to results in [4,5,6] done using these algorithms.  Further testing was done 
by simulating the support’s centers email environment to see if the classifier would 
categorize user emails properly which it did.   
 With this system, users need not worry about manually sifting through their inbox to 
find important emails which was the main pain point identified during requirements 
gathering.  
6.3 Limitations and Challenges 
 
 A major challenge faced during the project was converting of the data which was 
presented as a “.pst” file into text. Microsoft outlook stores backup as “.pst” therefore, there 
was a need to convert this into a text file since the classification and preprocessing 
components worked only with text. However, there was no free available tools to make this 
conversion and the duration of the project did not allow for building a system to convert from 




6.4 Future Work 
 
The dataset as well as the classification system pave way for interesting and useful 
projects to improve efficiency at the Ashesi Support Center and the Ashesi community. 
Below are some additional features that can be implemented to make improve upon the email 
classification system: 
1. Using the dataset, further classification can be done in the IT and Operations classes 
to give insights about the specific issues that are recurrent amongst complaints and 
problems the support center. Furthermore, classification can be done according to the 
roles played by the Support personnel. This would make tasks easier to identify and 
problems quicker to solve.  
2. Automatically responding to emails. The current system is only able to classify emails 
however, after classification, the system can be improved to automatically send out a 
response to the sender. For example, if the user’s problem is classified as IT, an email 
containing instructions on how to deal with common IT problems senders face can be 
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Appendix A – Interview Guidelines 
Name of interviewer: 
……………………………………………………………………… 
Date of interview: 
……….....…………………………………………………………… 




1. What role does email play in the problem-solving journey at the support center? 
2.  How many emails does the support center receive daily? 
3. Does the support center classify emails? 
4. Does the support center use any tool to classify emails automatically? 
 
 
