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We define form factors and scattering amplitudes in Conformal Field Theory as
the coefficient of the singularity of the Fourier transform of time–ordered correlation
functions, as p2 → 0. In particular, we study a form factor F (s, t, u) obtained from a
four-point function of identical scalar primary operators. We show that F is crossing
symmetric, analytic and it has a partial wave expansion. We illustrate our findings
in the 3d Ising model, perturbative fixed points and holographic CFTs.
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1
1 Introduction and summary of results
Scattering amplitudes are among the most important observables in the realm of
quantum field theory (QFT). Their distinguished role does not just descend from
their experimental relevance: they also are a valuable theoretical tool. They are
crossing symmetric, and at the same time admit a partial wave decomposition, two
features which together allow to explore the space of QFTs using a bootstrap ap-
proach [2]. The existence of a scattering amplitude – i.e. an overlap between asymp-
totic non-interacting eigenstates of the momentum generator – is tied to the presence
of single-particle states, separated by an energy gap from the continuous part of the
spectrum.1 This condition is not fulfilled in a conformal field theory (CFT), where
the spectral density has a simple power-law form. However, the Lehmann-Symanzik-
Zimmermann (LSZ) theorem [1] offers a different perspective: scattering amplitudes
appear as the residue of singularities in the Fourier transform of time-ordered corre-
lators in Lorentzian signature. Crossing symmetry is inherited from the correlator,
while the existence of a partial wave decomposition follows from the fact that only a
specific partial ordering of the operators contributes to the singularity. In this work,
we explore the structure of singularities of the Fourier transform of the four-point
function of scalar primary operators in a CFT in dimension d > 2. We define a form
factor and an amplitude, which are crossing symmetric and obey a conformal partial
wave decomposition.
Of course, in a CFT the correlation function in position space already offers a
crossing symmetric observable which also admits an OPE decomposition, and the
bootstrap approach has prospered in 2d [3], and in higher d [4, 5]. Still, conformal
field theories in momentum space have recently drawn increasing interest [6–18]. The
feature which mostly interests us in this work is the technical simplicity of CFT in
momentum space. Eigenstates of momenta are orthogonal linear combinations of all
the states in a conformal family. Therefore, each partial wave is obtained by inserting
in the form factor (or the amplitude) a projector onto a single eigenstate, as opposed
to the conformal blocks in position space which require summing over all descendants
[19–22]. A practical consequence is that we are able to obtain conformal partial waves
in closed form in any spacetime dimension. This may be a useful starting point for
analytic explorations of the crossing equation. Furthermore, perturbation theory is
simpler in momentum space, and it is convenient to extract CFT data from a four-
point function in momentum space, rather than resort to the far more complicated
position space formulas [23].
Let us introduce the main player, and summarize the results of this work. Con-
sider the Fourier transform of the Euclidean correlation function of scalar primary
1Scattering amplitudes can also be defined in gapless theories if the interactions decay sufficiently
fast at low energies. Goldstone bosons and photons are examples of this type.
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operators in CFT in d > 2 spacetime dimensions:2
(2π)dδd
(∑
pj
)
G(p1, . . . , p4) =
∫ ( 4∏
j=1
ddxje
ipj ·xj
)
〈φ1(x1) . . . φ4(x4)〉 . (1.1)
We will show that when taken as a function of the six independent Lorentz-invariant
scalar products pi · pj, G diverges in the limit p2j → 0 for j = 1, 2, 3 when ∆j < d2 .
Here the ∆j are the scaling dimensions of the operators in eq. (1.1) and we consider
generic momenta so that the disconnected terms vanish. The leading divergence can
be used to define a form factor as follows
F (s, t, u) ≡
(
3∏
j=1
lim
p2j→0+
(p2j)
d
2
−∆j
)
G(p1, . . . , p4) , (1.2)
where s = −(p1 + p2)2, t = −(p1 + p3)2, u = −(p2 + p3)2 are the usual Mandelstam
invariants obeying s+ t+ u = −p24. As advertized, this limiting procedure is similar
to the spirit of the usual LSZ reduction in massive QFT [1].
We shall focus on the case of identical scalar operators of dimension ∆φ. In this
case, the form factor is also crossing symmetric
F (s, t, u) = F (t, s, u) = F (s, u, t) . (1.3)
This property also applies to G if we set p21 = p
2
2 = p
2
3. The main advantage of the
limit p2j → 0, for j = 1, 2, 3, is that only in this case we can write a partial wave
expansion. Introducing the variables
q2 ≡ p24 = −s− t− u , w ≡ −
s
q2
, cos θ ≡ u− t
u+ t
, (1.4)
we will show that
F (s, t, u) = (q2)−∆φ
∑
O
λ2φφOF∆,ℓ (w, cos θ) , (1.5)
where the sum runs over all primary operators O of dimension ∆ and spin ℓ, λφφO
are OPE coefficients and the functions F∆,ℓ(w, cos θ) are kinematical and given in
(2.30). They are polynomials of degree ℓ in cos θ and are analytic in the variable w
except for branch points at w = 0 and w = 1 (they are real for 0 < w < 1). In the
small w limit, they are controlled by the twist τ = ∆− ℓ of the exchanged operator,
F∆,ℓ(w, cos θ) ∝ w(τ−2∆φ)/2C(τ−1)/2ℓ (cos θ) , (1.6)
where Cℓ is a Gegenbauer polynomial. Unlike the familiar limits of ordinary conformal
blocks, the parameter of this Gegenbauer polynomial is also related to the twist of
the exchanged operator, and not to the dimension of spacetime.
2We focus on four-point functions but this can be generalized to higher point functions.
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It is also interesting to take the limit p24 → 0 and define the amplitude
A(s, t, u) ≡
(
4∏
j=1
lim
p2j→0+
(p2j)
d
2
−∆j
)
G(p1, . . . , p4) , (1.7)
where s+ t+ u = 0. In this case, there is no Euclidean regime where the amplitude
is real. We shall focus on the physical Lorentzian regime s > 0 and t, u < 0. We
shall see that
A(s, t, u) = sd/2−2∆φ
∑
O
λ2φφOA∆,ℓ(cos θ) , (1.8)
where A∆,ℓ(cos θ) are the kinematical polynomials defined in eqs. (2.32,2.34), which
we obtain from the limit w → −∞ of F∆,ℓ(w, cos θ).
We shall give two derivations of the results presented above. The first approach,
which is contained in section 2, consists in taking the limits p2j → 0 in the Lorentzian
analogue of expression (1.1). This method directly yields the partial wave decompo-
sition of the form factor, eq. (1.5). In section 3, on the other hand, we perform the
LSZ reduction starting from the Mellin representation of the Euclidean correlation
function. This procedure yields the following relation between the form factor and
the Mellin amplitude:
F (s, t, u) = C
∫
[dγ]M(γij)
Γ(γ12)
(−s)γ12
Γ(γ13)
(−t)γ13
Γ(γ23)
(−u)γ23 , (1.9)
where C is a constant defined in eq. (3.4). This shows that the form factor is real
analytic:
F (s, t, u)∗ = F (s∗, t∗, u∗) . (1.10)
More precisely, it is real for s, t, u < 0,3 and it is analytic in, say, the s complex
plane minus the branch cut along the positive real axis, for fixed t and u negative.
We will also argue that the s-channel partial wave expansion (1.5) is convergent in
the same region. The intersection of this region with its images under crossing is the
Euclidean region s, t, u < 0, as illustrated in figure 1.
Moreover, the second derivation allows to relate the amplitude (1.7) to the same
scaling limit of the Mellin transform which controls the Landau singularity relevant to
the bulk-point limit [24–26]. Precisely, the amplitude is proportional to the coefficient
L(z) of the Landau singularity:
A(s, t, u) = κ s
d
2
−2∆φ (z − 1)2−d/2z2−dL(z) , z = −s
t
=
2
1− cos θ . (1.11)
3This follows from the observation that G is real for spacelike momenta p2j > 0: In Euclidean
space and for real operators φj , it is clear that G(pj)
∗ = G(−pj). Moreover, G(pj) = G(−pj) if the
position-space correlator is invariant under xj → −xj . This is is just a rotation for even spacetime
dimension d and it is parity for odd d. The four-point function of scalar primary operators is always
parity-symmetric in CFTd for d ≥ 3.
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θ
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Figure 1. Regions of convergence of the partial wave expansion for the form factor (1.2)
in terms of the Mandelstam invariants s, t and u, in units where s + t + u = −1. The
s-channel partial wave expansion (1.5) is defined for s > 0 and t, u < 0, corresponding to
the red region, and it can be analytically continued to the white triangle with s ≤ 0, as
long as t and u remain negative. In other words, the expansion converges as long as the
scattering angle is physical, cos θ ∈ (−1, 1), which corresponds to the wedge delimited by
the dashed lines. The t- and u-channel expansions are respectively defined in the green and
blue regions that are disjoint from the red region. However, they can also be analytically
continued to the white triangle, where all 3 channels converge and the form factor is real.
where κ is a constant defined in eq. (3.18), and the coefficient L(z) of the Landau
singularity is defined by eq. (3.15).
Finally, section 4 is dedicated to some applications of our results. We compute
the form factor at the Wilson-Fisher fixed points in φ4 and φ3 theories, and we show
that eq. (1.5) can be efficiently used to extract CFT data in perturbation theory. We
also consider two non-perturbative examples: the 3d Ising model, and holographic
theories. In particular, we use the available information on the spectrum of the
3d Ising model [27] to approximate the form factor in this theory, and we find the
approximation to be crossing symmetric with remarkable accuracy.
An important question concerns the non-perturbative existence of the Fourier
transform (1.1). The Euclidean Fourier transform is well defined for ∆i <
d
2
, because
this makes the leading OPE singularity integrable. Notice that this is the same
condition which makes the p2i → 0 limit divergent, and allows us to extract the
form factor and the amplitude. In appendix F, we discuss the convergence of the
Euclidean Fourier transform in detail. Furthermore, we expect that G(p1, . . . p4) can
be analytically continued to Lorentzian momenta. If the path corresponds to the
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usual Wick rotation, the result is the Fourier transform of the time-ordered correlator.
This expectation lacks a non-perturbative proof, but in appendix F we offer a strategy
to explicitly construct the analytic continuation of eq. (1.1) to Lorentzian signature.
A complete analysis is left to future work.
2 LSZ reduction
We begin with a study of Lorentzian correlators in the spirit of the LSZ reduction
formula in QFT. For simplicity of the argument, we will focus here on the case
of 4 identical scalar operators with scaling dimension ∆φ. The more general case
involving distinct scalar operators is treated in Appendix C.
2.1 Momentum eigenstates and completeness relation
The cornerstone of this LSZ reduction procedure is the use of momentum eigenstates
|Oα(p)〉 ≡ (−p2)d/2−∆
∫
ddx eip·xOα(x0 + iǫ, xi)|0〉 , (2.1)
satisfying P µ|O(p)〉 = pµ|O(p)〉. Here O is a conformal primary operator, and the
index α denotes collectively all its spin indices. The small imaginary time component
iǫ (ǫ > 0) ensures the finiteness of the norm
〈Oα′(p′)|Oα(p)〉 = (2π)dδd(p′ − p)Θ(p0)Θ(−p2)(−p2)d/2−∆Πα′α(p) , (2.2)
where ∆ is the scaling dimension of the operator and Πα
′α(p) a positive-definite
tensor structure. The Heaviside Θ-functions ensure that the momentum p lies in the
forward lightcone, and thus so does p′. The state (2.1) is null otherwise.
For a scalar operator canonically normalized such that 〈0|O(x)O(0)|0〉 = (x2)−∆,
then Π(p) is just a constant given in terms of the scaling dimension ∆ of the operator,
Π(p) =
(4π)d/2+1
22∆+1Γ (∆) Γ
(
∆− d
2
+ 1
) , (2.3)
which is indeed positive when the unitarity bound ∆ ≥ d−2
2
is satisfied. For traceless
symmetric tensors with spin ℓ, the tensor Πµ1...µℓ,ν1...νℓ is given for instance in Ref. [28].
For all our purposes it is sufficient to know that such a tensor exists and that its
p-independent part is given by
Πµ1...µℓ,ν1...νℓ(p) =
πd/2+1
22∆−d−1(∆ + ℓ− 1)Γ(∆− 1)Γ (∆− d
2
+ 1
)ηµ1(ν1 · · · ηνℓ)µℓ + . . .
(2.4)
Since the tensors Πα
′α(p) are positive-definite they can always be inverted and
one can write the completeness relation
1 = |0〉〈0|+
∑
O
∫
k∈
∨
ddk
(2π)d
(−k2)∆−d/2Π−1αα′(k)|Oα(k)〉〈Oα
′
(k)| , (2.5)
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where the sum is over primary operators only and the integral is over the forward
light cone
∨
, i.e. k0 > 0, k2 < 0. This relation will be instrumental in the derivation
of the LSZ formula.
The definition (2.1) contains the conventional factor (−p2)d/2−∆ that is chosen
so that
〈0|Oα′(x)|Oα(p)〉 = eip·xΠα′α(p) , (2.6)
in analogy with scattering states in quantum field theory. The key property that we
will use in deriving our LSZ reduction formula is that this matrix element remains
finite even when p2 → 0, provided that the limit is taken from inside the forward
lightcone (the state is null otherwise). In fact, it will be convenient to introduce the
notation
|Oα(~p)〉 ≡ lim
p0→|~p|+
|Oα(p)〉 (2.7)
to indicate the state that is obtained in this limit. More generally, using the OPE
recursively, it can be shown that the correlation function 〈0|O(x1) · · ·O(xn)|O(~p)〉 is
finite as well.4
Note that we will focus on scalar operators with ∆ < d
2
, in which case the norm
of the state (2.1) vanishes as p2 → 0 (it diverges in the opposite case ∆ > d
2
). This
is not actually an issue since correlation functions such as the norm (2.2) should be
understood as distributions in the momenta: the actual states are obtained after
integrating against test functions, such as wavepackets, and their norm is always
finite.
2.2 LSZ for the first operator
Consider the time-ordered 4-point function of a scalar operator φ with ∆φ < d/2.
For now we take the Fourier transform with respect to the first point only,
G(p1; x2, x3, x4) ≡ i
∫
ddx1 e
ip1·x1〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉 . (2.8)
Note that this is the Fourier transform of the Lorentzian correlator, as opposed to
the Euclidean Fourier transform (1.1), hence the conventional factor of i that follows
from Wick rotation of the integration measure. The time integral can be split into 3
4More precisely, this matrix element is finite as a distribution: the OPE can be used recur-
sively to argue that O(x1) · · · O(xn) ∼ f (x1 − xn, . . . , xn−1 − xn)O′(xn), where the equivalence is
understood after integrating against test functions [29, 30].
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k0
|~p1| p01
k0
p01 = |~p1|
Figure 2. Integration contour of eq. (2.10) in the complex k0 plane. The integral is finite
when p1 is timelike (p
0
1 > |~p1|, left-hand side) since the contour can be deformed away
from the pole, and similarly finite when p1 is spacelike. There is a singularity in the limit
p01 → |~p1| (right-hand side) since the pole approaches the end point of the integration
contour.
regions, writing G = G+ +G0 +G−, where
G+ = i
∫ ∞
t+
dx01
∫
dd−1~x1 e
ip1·x1〈0|φ(x1)T{φ(x2)φ(x3)φ(x4)}|0〉,
G0 = i
∫ t+
t−
dx01
∫
dd−1~x1 e
ip1·x1〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉, (2.9)
G− = i
∫ t−
−∞
dx01
∫
dd−1~x1 e
ip1·x1〈0|T{φ(x2)φ(x3)φ(x4)}φ(x1)|0〉 ,
t+ and t− are chosen such that t− < x
0
2, x
0
3, x
0
4 < t+, and therefore the operator
φ(x1) can be taken out of the time-ordered product in G+ and G−, respectively to
the left and to the right. Since the integral G0 is bounded in time and p appears
analytically in the integrand, its contribution to G is finite when p2 → 0. This is
not necessarily the case for G+ and G−. Focusing on G−, we can insert the complete
set of momentum eigenstates (2.5) in between φ(x1) and the time-ordered product,
after which we obtain
G− =
1
2π
∞∫
|~p1|
dk0 ei(k
0−p01)t−
(−k2)∆φ−d/2
k0 − p01 − iǫ
〈0|T{φ(x2)φ(x3)φ(x4)}|φ(k)〉
∣∣∣
~k=~p1
, (2.10)
Since the exponent ∆φ − d2 > −1 by the unitarity bound, the term (−k2)∆φ−d/2 is
integrable at the branch point k0 = |~p1|. Similarly, the integration contour can be
deformed away from the pole at k0 = p01+iǫ, so the denominator is integrable as well.
Since the matrix element is finite, the integral is therefore convergent in general. The
only exception is when the pole coincides with the branch point, p01 ≈ |~p1|, that is
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when the momentum p1 is lightlike, as illustrated in figure 2. In this case we have
5
G− ≈ (p
2
1 − iǫ)∆φ−d/2
2 sin
[
π
(
d
2
−∆φ
)]〈0|T{φ(x2)φ(x3)φ(x4)}|φ(p1)〉 . (2.12)
The integral G+ has a similar singularity when p
0
1 = −|~p1|, but it remains finite
otherwise. Therefore, one obtains the limit
lim
p01→|~p1|
(p21 − iǫ)d/2−∆φ i
∫
ddx1 e
ip1·x1〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉
=
1
2 sin
[
π
(
d
2
−∆φ
)]〈0|T{φ(x2)φ(x3)φ(x4)}|φ(~p1)〉 , (2.13)
where the momentum eigenstate on the right-hand side is the state defined in eq. (2.7).
Similarly, in the opposite limit, one obtains
lim
p01→−|~p1|
(p21 − iǫ)d/2−∆φ i
∫
ddx1 e
ip1·x1〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉
=
1
2 sin
[
π
(
d
2
−∆φ
)]〈φ(−~p1)|T{φ(x2)φ(x3)φ(x4)}|0〉 .
(2.14)
These two equations are the equivalent of the LSZ reduction formula for conformal
correlators: they state that the time-ordered correlator diverges in the “on-shell”
limit p21 → 0, and that the coefficient of the divergence can be computed as a matrix
element involving the “scattering state” (2.1). Note that our derivation does not
require p1 to be timelike: it is possible to approach the limit p
2
1 → 0 from the
spacelike region. The next step consists in iterating the procedure for a second
operator, where we will see a more interesting structure emerge.
2.3 LSZ for the second operator
We now start from the result (2.13) and Fourier transform another point of the
correlation function, defining
G(~p1; p2; x3, x4) = i
∫
ddx2 e
ip2·x2〈0|T{φ(x2)φ(x3)φ(x4)}|φ(~p1)〉 . (2.15)
The idea is again to split the time integral into 3 regions and study their singularities.
The region of intermediate time is regular as before. In the late time region x02 >
5The simplest way to derive this result is to consider p1 spacelike and change integration variable
using k0 = |~p1|+ (|~p1| − p01)q. In the limit p01 → |~p1| from below, we obtain the integral∫
∞
0
dq
q∆φ−
d
2
1 + q
=
π
sin
[
π
(
d
2 −∆φ
)] . (2.11)
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x03, x
0
4 there is a unique singularity at p
0
2 = −|~p2|, precisely as in the previous case.
But we are interested in studying the singularity around p02 = |~p2|, which must come
from the early time region x02 < x
0
3, x
0
4. Defining
G−(~p1; p2; x3, x4) = i
∫ t−
−∞
dx02
∫
dd−1~x2 e
ip2·x2〈0|T{φ(x3)φ(x4)}φ(x2)|φ(~p1)〉 , (2.16)
where t− < x
0
3, x
0
4, the use of the completeness relation (2.5) now gives rise to a
genuine operator product expansion,
G−(~p1; p2; x3, x4) =
1
2π
∑
O
∞∫
|~p1+~p2|
dk0 ei(k
0−|~p1|−p02)t−
(−k2)∆−d/2
k0 − |~p1| − p02 − iǫ
Π−1αα′(k)
× 〈0|T{φ(x3)φ(x4)}|Oα′(k)〉〈Oα(k)|φ(0)|φ(~p1)〉
∣∣∣
~k=~p1+~p2
.
(2.17)
where ∆ now refers to the scaling dimensions of the intermediate operator O. The
singularities of this integral depend on the matrix element 〈Oα|φ|φ〉, which in general
is a complicated function of k0 [12, 13]. Its computation is detailed in Appendix A.
Importantly for us, it is a regular function of k0, except for a singularity at (k−p1)2 =
0, around which
〈Oµ1...µℓ(k)|φ(0)|φ(~p1)〉 ≈ λφφO
(2π)d+1Γ
(
d
2
−∆φ
)
(∆− 1)ℓ
22∆φ+∆+ℓ−dΓ
(
∆φ − d2 + 1
)
Γ
(
∆+ℓ
2
)2
×
[
eiπ(2∆φ−∆+ℓ−1)/2
(
(k − p1)2 − iǫ
)∆φ−d/2 + c.c.]
× (−k2)(d−2∆φ−∆)/2Hµ1...µℓ(k − p1, p1) .
(2.18)
λφφO is the OPE coefficient
6 and H is a dimensionless tensor structure defined in
Eq. (A.26). Note that only traceless symmetric tensors appear in the OPE of two
scalars, so the generic spin index α has been replaced by ℓ Lorentz indices. This
matrix element gives rise to two branch point singularities at k0 = |~p1| ± |~p2| ∓ iǫ.
Assuming for simplicity of the argument that ~p1 and ~p2 are not collinear, the complex
structure of the integrand is as in figure 3: besides the integrable end-point singularity
at k0 = |~p1 + ~p2|, there is a pole at k0 = |~p1| + p02 + iǫ and a branch cut at k0 =
|~p1| + |~p2| − iǫ (the other branch cut at k0 = |~p1| − |~p2| + iǫ is not shown as it is
to the left of the integration contour). Taken separately, the pole and the branch
cut are integrable, since the contour can be deformed around them. However, when
6We use the convention of Eq. (A.1) for the 3-point function.
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k0
|~p1|+ |~p2|
|~p1 + ~p2|
|~p1|+ p02
k0
|~p1|+ p02
|~p1 + ~p2|
= |~p1|+ |~p2|
Figure 3. Integration contour of eq. (2.17) in the complex k0 plane. The integral is finite
when p2 is timelike (p
0
2 > |~p2|, left-hand side) since the contour can be deformed away from
the pole. When p2 is spacelike (p
0
2 < |~p2|) the contour can also be deformed; it enters the
branch cut but the integral remains finite. The singularity happens in the limit p02 → |~p2|
(right-hand side), where the contour is pinched between the branch point and the pole.
p02 → |~p2|, there is a divergence given by
G−(~p1; p2; x3, x4) ≈
∑
O
λφφO
(2π)d+1Γ
(
d
2
−∆φ
)
(∆− 1)ℓ
22∆φ+∆+ℓ−dΓ
(
∆φ − d2 + 1
)
Γ
(
∆+ℓ
2
)2
× e
iπ(2∆φ−∆+ℓ)/2 (p22 − iǫ)∆φ−d/2
[−(p1 + p2)2]∆φ−∆/2
Π−1µ1...µℓ,ν1...νℓ(p1 + p2)
×Hν1...νℓ(p2, p1)〈0|T{φ(x3)φ(x4)}|Oµ1...µℓ(p1 + p2)〉 .
(2.19)
Combining this with the result (2.13) of the previous section, one arrives at(
2∏
i=1
lim
p0i→|~pi|
(p2i − iǫ)d/2−∆φ i
∫
ddxi e
ipi·xi
)
〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉
=
∑
O
λφφO
(2π)d/2−1Γ
(
d
2
−∆φ
)2
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
22∆φ−∆+ℓ−d/2Γ
(
∆+ℓ
2
)2 eiπ(2∆φ−∆+ℓ)/2[−(p1 + p2)2]∆φ−∆/2
× H˜µ1...µℓ(p2, p1)〈0|T{φ(x3)φ(x4)}|Oµ1...µℓ(p1 + p2)〉 .
(2.20)
Note that we have used the definition (A.28) of the shadow transform H˜ of the tensor
H to simplify the notation. This equation is symmetric under the exchange of p1
and p2, even though we have derived it in two steps where the symmetry was not at
all obvious. An interesting feature of this result is the phase that vanishes when the
operator O has the scaling dimension of a double-trace operator ∆ = 2∆φ + l + 2n.
At this stage the right-hand side of Eq. (2.20) is a sum of 3-point functions that
can in principle be computed directly. However, it is even more convenient to use
once more the tool that we have now used twice.
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2.4 LSZ for the third operator and form factor
We proceed and take the Fourier transform of Eq. (2.20) with respect to x3. When
we send p03 → −|~p3|, there is a divergence arising in the late-time region.7 In this
case, eq. (2.14) can be used to write
3∏
i=1
(
lim
p2i→0
(p2i − iǫ)d/2−∆φ i
∫
ddxi e
ipi·xi
)
〈0|T{φ(x1)φ(x2)φ(x3)φ(x4)}|0〉
=
∑
O
λφφO
(2π)d/2−2Γ
(
d
2
−∆φ
)3
Γ
(
∆φ − d2 + 1
)
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
22∆φ−∆+ℓ−d/2Γ
(
∆+ℓ
2
)2
× e
iπ(2∆φ−∆+ℓ)/2
[−(p1 + p2)2]∆φ−∆/2
H˜µ1...µℓ(p2, p1)〈φ(~p3)|φ(x4)|Oµ1...µℓ(p1 + p2)〉 .
(2.21)
The dependence on x4 is now trivial: if we Fourier transform the last point, we
simply recover the δ-function imposing momentum conservation. Alternatively, if we
use translation invariance to set the point x4 = 0, this equation defines an object
that depends on three null-momenta p1, p2 or p3, or equivalently on the Mandelstam
invariants s, t and u that we define as
s = −(p1 + p2)2, t = −(p1 + p3)2, u = −(p2 + p3)2 . (2.22)
This is precisely the Lorentzian analogue of the form factor F (s, t, u) defined in (1.2),
F (s, t, u) ≡
3∏
i=1
(
lim
p2i→0
(p2i − iǫ)d/2−∆φ i
∫
ddxi e
ipi·xi
)
〈0|T{φ(x1)φ(x2)φ(x3)φ(0)}|0〉 .
(2.23)
The two definitions are related by a Wick rotation, and they only differ in the range
of their arguments: while in Euclidean signature s, t, u < 0, the Lorentzian LSZ
reduction requires s > 0. We shall see that the latter definition leads to an expression
that is analytic in s, and we will therefore be able to identify the two definitions.
It is convenient to introduce the notation
q2 = −s− t− u , (2.24)
which correspond to the squared momentum of the last operator, as well as the
scattering angle
cos θ =
u− t
u+ t
, (2.25)
and the dimensionless quantity
w = − s
q2
. (2.26)
7Note that the opposite limit p03 → |~p3| is also interesting, but it is also more complicated as
it involves studying the limit p23 → 0 of the Wightman 3-point function 〈φ(k)|φ(p3)|O(p1 + p2)〉 in
which neither of the momenta k or p1 + p2 is lightlike.
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The form factor can then be viewed a function of q2, w and cos θ. Since only q2 is
dimensionful and the overall scaling dimension of the form factor is fixed, it is really
a function of the two dimensionless variables w and cos θ. In other words, eq. (2.21)
states that the form factor (2.23) admits a partial wave expansion of the form
F (s, t, u) = (q2)−∆φ
∑
O
λ2φφOF∆,ℓ (w, cos θ) . (2.27)
The conformal partial waves F∆,ℓ are defined by the right-hand side of eq. (2.21).
They are expressed in terms of a 3-point function for which we have an explicit ex-
pression given in Appendix A. However, it is quite impractical to contract the tensor
indices by hand. Instead, one can make use of the constraints imposed by conformal
symmetry: using a method based on the quadratic conformal Casimir operator, we
show in Appendix B that the partial waves are fixed by symmetry up to an over-
all multiplicative factor. This factor can then be obtained from eq. (2.21) taking a
convenient limit: we send s/q2 → 0 and keep only the leading term in cos θ, that
is (cos θ)ℓ in the block of spin ℓ. In this limit the two-point tensor Πµ1...µℓ,ν1...νℓ is
directly given by eq. (2.4). It is proportional to the identity and can be trivially
inverted. Trace terms in Hν1...νℓ are subdominant in the limit s→ 0, and the Wight-
man 3-point function is dominated by in a single term at leading order in (cos θ)−1,
given by eq. (A.23):
〈φ(~p3)|φ(0)|Oµ1...µℓ(p1 + p2)〉
≈ iℓ (2π)
d+22d−2∆φ−∆ (∆− 1)ℓ
Γ
(
∆φ − d2 + 1
)
Γ
(
∆− d
2
+ 1
)
Γ
(
∆φ − ∆−ℓ2
)
Γ
(
∆+ℓ
2
) pµ13 · · · pµℓ3
(q2)(∆+ℓ)/2
.
(2.28)
Putting the pieces together, we arrive at
F∆,ℓ(w, cos θ) =
(4π)3d/2Γ
(
d
2
−∆φ
)3
Γ(∆ + ℓ) (∆− 1)ℓ
24∆φ+2ℓΓ
(
∆+ℓ
2
)3
Γ
(
∆φ − ∆−ℓ2
)
× (w − iǫ)(∆−ℓ−2∆φ)/2(cos θ)ℓ [1 +O(w, cos θ−1)] . (2.29)
Note that we have absorbed the phase into the power of w with the addition of an
infinitesimal iǫ, since w is negative: in taking the limit s → 0+ we force q to be
spacelike, i.e. q2 > 0, and therefore −s/q2 < 0.
When combining this limit with the computations of Appendix B, we obtain the
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final result for the partial wave expansion of the form factor,
F∆,ℓ(w, cos θ) =
(4π)3d/2Γ
(
d
2
−∆φ
)3
Γ(∆ + ℓ) (∆− 1)ℓ
24∆φ+2ℓΓ
(
∆+ℓ
2
)3
Γ
(
∆φ − ∆−ℓ2
)
× (w − iǫ)(∆−ℓ−2∆φ)/2(1− w)1−∆φ ℓ!
2ℓ
(
d−2
2
)
ℓ
ℓ/2∑
n=0
(
d−2
2
)
n
(
d−∆+ℓ−1
2
)
n
n!
(
3−∆−ℓ
2
)
n
× 3F2
(
∆−ℓ−d+3+2n
2
, ∆−ℓ−d+2
2
,
∆−ℓ−2∆φ+2
2
∆−ℓ−d+3−2n
2
,∆− d
2
+ 1
;w
)
Cd/2−1+nℓ−2n (cos θ) ,
(2.30)
given in terms of a generalized hypergeometric function 3F2 in w and of a Gegenbauer
polynomial Cαj in cos θ. Each individual conformal partial wave has zeros when
∆−ℓ = ∆φ+2n with n ∈ N due to the presence of Γ
(
∆φ − ∆−ℓ2
)
in the denominator
of eq. (2.30). This is the twist of double-trace operators, which means in particular
that the form factor is identically vanishing in (generalized) free field theory. The
form of the conformal partial wave suggests moreover that F can be analytically
continued to the unphysical regime of s < 0 by taking w > 0, and that the form
factor is real in this case. This is consistent with our expectations discussed in
the introduction and the Mellin representation of section 3. On the other hand, the
regime of timelike q (q2 > 0) is not accessible from this expression, because it involves
continuing w past infinity. The limit w → −∞ does exist, as we will see next, but
there is additional non-analyticity there.
2.5 LSZ for the fourth operator and amplitude
To complete the LSZ reduction procedure and obtain the amplitude defined in
eq. (1.7), it only remains to consider the limit p24 → 0 in eq. (2.21), after Fourier
transforming the point x4. However, the result depends on whether this limit is taken
with p4 timelike or spacelike: when taken as a function of the complex variable p
2
4,
the Wightman 3-point function that appears in eq. (2.21) is non-analytic at p24 = 0.
This can also be understood from the form factor, which does not only have a branch
cut along the Lorentzian regime w ∈ (−∞, 0], but also along w ∈ [1,∞): the two
branch cuts meet at |w| → ∞, where the form factor is non-analytic in w.
We define the amplitude A(s, t, u) as the limit p24 → 0+ of the form factor,
i.e. with space-like p4, or equivalently w → −∞. In this way, two important prop-
erties of a scattering amplitude are inherited from the form factor: these are the
triviality of the amplitude in free field theory, and the positivity of its imaginary
part. From the Fourier transform of eq. (2.21) and the results of appendix A, one
obtains the partial wave expansion
A(s, t, u) = sd/2−2∆φ
∑
O
λ2φφOA∆,ℓ(cos θ) , (2.31)
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where
A∆,ℓ(cos θ) = i
(4π)3d/2−1
[
Γ
(
d
2
−∆φ
)]4
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
(∆− 1)ℓ
24∆φ+2ℓ−1
[
Γ
(
∆+ℓ
2
)]4
× [1− eiπ(2∆φ−∆+ℓ)] g∆,ℓ(cos θ) . (2.32)
and we have denoted the contraction of the two tensors
g∆,ℓ(cos θ) ≡ Hµ1...µℓ∗(p3, p4)H˜µ1...µℓ(p2, p1) , (2.33)
which is understood in the limit of all p2i → 0. Since H and H˜ are dimensionless
tensors, g∆,ℓ is a function of the scattering angle cos θ only and not of the center-
of-mass energy s, which we have factored out of the expansion (2.31). The g∆,ℓ are
polynomials of degree ℓ in cos θ, whose explicit form is found to be
g∆,ℓ(cos θ) =
ℓ/2∑
n=0
(−1)nℓ! [(∆−ℓ−d+2
2
)
n
]2 C(∆−ℓ−1)/2+nℓ−2n (cos θ)
2ℓn!
(
2− d
2
− ℓ)
n
(
3−∆−ℓ
2
)
n
(
3−d+∆−ℓ
2
)
n
(
∆−ℓ+2n−1
2
)
ℓ−2n
. (2.34)
It can be verified that this result matches with the limit w → −∞ of the F∆,ℓ(w, cos θ)
(see appendix B.4). In fact, the polynomials g∆,ℓ coincide with the polynomials of
Ref. [28], although the representation (2.34) is new. They were found to have several
remarkable properties: they interpolate between SO(d−1) partial waves proportional
to C(d−3)/2ℓ (cos θ) at the unitarity bound ∆ − ℓ = d − 2, and SO(d) partial waves
proportional to C(d−2)/2ℓ (cos θ) in the limit of large ∆. Moreover, they are positive
in the forward and backward scattering limits cos θ = ±1, which implies that the
imaginary part of A∆,ℓ is itself positive in the same limit. This is consistent with
the interpretation of A as a scattering amplitude in CFT. As with the form factor,
the amplitude also vanishes in generalized free field theory, or when all exchanged
operators have ∆− ℓ = 2∆φ + 2n.
2.6 Convergence of the partial wave expansion
The partial wave expansions of the scattering amplitude and the form factor rely on
the use of the momentum-space completeness relation (2.5). We would like now to
examine the convergence properties of these expansions without making references
to a particular theory. Several specific examples are discussed instead in section 4.
It is in general difficult to make precise statements about the spectrum of primary
operators in CFT at large scaling dimension and/or spin. One of the best known
property of this spectrum is the organizational principle into Regge trajectories [31].
Our first step is therefore to study the convergence of the expansion for the form
factor along a single Regge trajectory. It is well known for instance that the OPE
φ × φ always contains a tower of operators denoted by [φ∂ℓφ] with ℓ = 0, 2, 4, . . .,
whose twist approaches asymptotically the double-trace dimension 2∆φ as [32, 33]
τ ≡ ∆− ℓ ℓ→∞≈ 2∆φ + c
ℓτmin
, (2.35)
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where τmin is the lowest twist in that OPE. Their OPE coefficients tend to the
generalized free field theory value satisfying [34]
λ2φφ[φ∂ℓφ] ∝
ℓ2∆φ−3/2
2ℓ
. (2.36)
For the form factor, the asymptotic behavior of the conformal blocks F∆,ℓ at fixed
twist and large spin is discussed in Appendix D. Away from the forward and back-
wards limits cos θ = ±1, we have
F∆,ℓ(w, cos θ) ∝ (−1)
ℓ/22ℓℓ1−τ/2
Γ
(
∆φ − τ2
) cos [(θ − π
2
) (
ℓ+ τ−1
2
)]
, (2.37)
and therefore
λ2φφ[φ∂ℓφ]F∆,ℓ(w, cos θ) ∝
(−1)ℓ/2 cos [(θ − π
2
) (
ℓ + τ−1
2
)]
ℓτmin−∆φ+1/2
. (2.38)
Several lessons can be learned from the series defined by this Regge trajectory:
1. First of all, the convergence of the series is at best power-like, and not expo-
nential as in the usual OPE in Euclidean position space.
2. Moreover, the series defined by this leading Regge trajectory is only absolutely
convergent if ∆φ < τmin − 12 . This condition can easily be violated in practice:
the simplest example is the operator σ in the 3d Ising model, which has ∆σ ∼=
0.52 and the energy-momentum tensor with τmin = 1 as lowest-twist operator
in its OPE. However, this lack of absolute convergence does not necessarily
mean that the series diverges, as it is oscillatory. We shall see in section 4.3
that the CFT data of the 3d Ising model actually gives rise to a convergent
expansion.
3. The partial wave expansion can only be convergent at real scattering angle: if
one tries to analytically continue θ to the complex plane, the cosine in eq. (2.38)
turns into an exponential growing with ℓ,
F∆,ℓ(w, cos θ) ∝ e|Imθ|ℓ , (2.39)
and the series diverges, no matter how small the imaginary part is. In the
limiting case cos θ = ±1 corresponding to forward or backward scattering, the
asymptotic behavior (2.38) is replaced by
λ2φφ[φ∂ℓφ]F∆,ℓ(w, cos θ = ±1) ∝
1
ℓτmin−2∆φ+1
. (2.40)
The convergence of this series is generically worse than for | cos θ| < 1. Since
all the terms contribute with the same sign, it is for instance divergent in the
3d Ising model.
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In summary, the study of the leading Regge trajectory indicates that the conformal
partial wave decomposition of the form factor converges at most conditionally, i.e. not
absolutely. The region of convergence is limited to real scattering angles, excluding
the forward and backward scattering limits, but it is independent of the kinematic
variable w. The same conclusions apply therefore to the amplitude, as well as to the
analytic continuation of the form factor in the complex w plane.
The other case that can be examined conclusively is the asymptotic behavior of
the conformal partial wave expansion at large ∆ and at fixed spin ℓ. An asymptotic
limit for the integrated density of OPE coefficients has been worked out in [35].
Defining the (renormalized) density of OPE coefficients
ρℓ(∆
′) ≡
∑
O
λ2φφO
Kℓ,∆
δ(∆−∆′) , (2.41)
where the sum is over all primary operators of a given spin ℓ, and
Kℓ,∆ =
Γ(∆− 1)Γ (∆+ℓ
2
)4
2π2Γ
(
∆− d
2
)
Γ(∆ + ℓ)Γ(∆ + ℓ− 1)
∆→∞∝ 4−∆∆(d−2)/2 , (2.42)
the integrated density satisfies8
Rℓ(∆) =
∫ ∆
0
d∆′ρℓ(∆
′)
∆→∞∝ ∆4∆φ−2d+2 , ∆φ > d− 1
2
. (2.43)
The restriction on the scaling dimension ∆φ will be removed momentarily. The
contribution of all the primaries of spin ℓ and scaling dimension ∆ < ∆∗ to the form
factor is then∑
∆<∆∗
ℓ fixed
λ2φφOF∆,ℓ(w, cos θ) =
∫ ∆∗
0
d∆ ρℓ(∆)Kℓ,∆F∆,ℓ(w, cos θ) . (2.44)
In order to use the asymptotics (2.43), we simply rewrite the previous equation
in terms of Rℓ(∆) by means of an integration by parts:∑
∆<∆∗
ℓ fixed
λ2φφOF∆,ℓ(w, cos θ)
= Rℓ(∆∗)Kℓ,∆∗F∆∗,ℓ(w, cos θ)−
∫ ∆∗
0
d∆Rℓ(∆)
d
d∆
(Kℓ,∆F∆,ℓ(w, cos θ)) . (2.45)
In appendix D, we derive the following asymptotic form for the conformal partial
wave:
F∆,ℓ(w, cos θ)
∆→∞∝ 4∆∆3/2−∆φ
( √
w
1 +
√
1− w
)∆
sin
[π
2
(2∆φ −∆+ ℓ)
]
. (2.46)
8Eq. (2.43) is in fact only proven for spin ℓ > 1.
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Notice that ∣∣∣∣ √w1 +√1− w
∣∣∣∣ < 1 ⇔ w ∈ C/[1,∞) , (2.47)
with equality reached when w ≥ 1. Therefore, the product Kℓ,∆F∆,ℓ(w, cos θ) decays
exponentially unless w ∈ [1,∞). Since Rℓ(∆) is polynomially bounded at large ∆
– see eq. (2.43) – we conclude that the conformal partial wave expansion at fixed
spin converges at an exponential rate for w away from [1,∞). It should be noticed
that the estimate in eq. (2.43) is valid only when ∆φ > (d − 1)/2, i.e. when the
exponent on the r.h.s. is positive. In the opposite case, a similar estimate holds for
the appropriate moments of the OPE density [35]:
R
(1)
ℓ (∆) =
∫ ∆
0
d∆′∆′ρℓ(∆
′)
∆→∞∝ ∆4∆φ−2d+3 , d
2
− 3
4
< ∆φ <
d
2
− 1
2
, (2.48a)
R
(2)
ℓ (∆) =
∫ ∆
0
d∆′(∆′)2ρℓ(∆
′)
∆→∞∝ ∆4∆φ−2d+4 , d
2
− 1 < ∆φ < d
2
− 3
4
. (2.48b)
It is then trivial to see that the exponential convergence at fixed spin is valid for any
unitary value of ∆φ. It is sufficient to multiply and divide by ∆ or ∆
2 the integrand
on the r.h.s. of eq. (2.44), so that the estimates (2.48) can be employed after an
integration by parts.
Even if one can establish conditional convergence along a single Regge trajectory
or for all primaries of a given spin, the overall convergence of the conformal partial
wave expansion is not guaranteed. To establish such a convergence, one should appeal
to bounds on the density of states at large ∆ and arbitrary spin as in Refs. [36,
37]. It turns out however that these bounds are too weak to obtain conclusive
results for our form factor and amplitude. Nevertheless, there exists a physical
argument for the distributional convergence of the conformal block expansion. This
argument is based on the observation that Wightman functions admit an OPE whose
(distributional) convergence properties are independent of the Lorentzian ordering of
the operators [29, 30]. In our case, the amplitude and form factor can be expressed
in terms of the state
|φ(~p1)φ(~p2)〉 ≡
(
2∏
j=1
lim
p2j→0
(p2j)
d
2
−∆φ
∫ t−
−∞
dx0j
∫
dd−1~xj e
ipj ·xj
)
φ(x1)φ(x2)|0〉 . (2.49)
The LSZ discussion above shows that the matrix elements
〈0|O(x1) . . .O(xn)|φ(~p1)φ(~p2)〉 (2.50)
are finite, Lorentz covariant, independent of t− and symmetric under permutations
of the momenta ~p1 and ~p2. The form factor is given by
F (s, t, u) ∝ 〈φ(~p3)|φ(x = 0)|φ(~p1)φ(~p2)〉 (2.51)
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and the amplitude by
A(s, t, u) ∝ 〈φ(~p3)φ(~p4)|φ(~p1)φ(~p2)〉 . (2.52)
The conformal partial wave decomposition corresponds simply to using the Hilbert
space completeness relation (2.5) in these Wightman functions. The integrals in the
definition of the state (2.49) do not spoil the distributional convergence of the OPE.9
Therefore, one expects that the expansions for both F and A converge at least in
the sense of distributions.10
3 Mellin representation
This section is dedicated to an alternative derivation of the form factor and of the
amplitude, whose starting point is the Mellin representation of the four-point func-
tion. This derivation does not require the insertion of a complete set of states, hence
it establishes the existence of the form factor, independently of the convergence of
its conformal block decomposition. It further allows to establish a direct relation
between the amplitude and the Landau singularity depicted in figure 4, namely
eq. (3.17). Through this relation, it is possible to match the partial waves (2.32) to
a certain limit of the conformal blocks in position space.
3.1 The form factor
Consider the Mellin representation of the correlation function [24, 39]
〈φ1(x1) . . . φ4(x4)〉 =
∫
dγ12dγ13
(2πi)2
M(γij)
4∏
i<j
Γ(γij)
(x2ij)
γij
, (3.1)
where the Mellin variables satisfy the constraints
4∑
j=1
j 6=i
γij = ∆i , (3.2)
and the integration contours (over the two independent Mellin variables) run parallel
to the imaginary axis. More precisely, as explained in detail in [40], the integration
contours are usually deformed to pass on the appropriate side of poles of the inte-
grand.11
9The sharp integration boundary at x0 = t− could be replaced by a smooth cutoff without
affecting the results.
10In fact, it was shown in d = 2 dimensions that there exists a kinematic range in which the
momentum-space OPE does converge point-wise, and not only as a distribution [38]. These results
have not yet been generalized to d > 2 dimensions.
11For identical external operators φi = φ, there are also extra terms corresponding to disconnected
contributions and possibly the sum of collinear blocks associated to the exchange of φ in the three
OPE channels. We expect the latter to produce similar extra terms in (3.3).
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In appendix E, we show that Fourier transforming and taking the limit p2j → 0
for j = 1, 2, 3 leads to the following Mellin representation of the form factor (1.2),
F (s, t, u) = C
∫
[dγ]M(γij)
Γ(γ12)
(−s)γ12
Γ(γ13)
(−t)γ13
Γ(γ23)
(−u)γ23 , (3.3)
where s+ t + u = −p24 and
C = π
3d
2 23d−
∑4
i=1∆i
3∏
j=1
Γ
(
d
2
−∆j
)
. (3.4)
In the case of four identical operators φ, we have γ23 = γ14 and γ12+ γ13+ γ14 =
∆φ. Moreover, the Mellin amplitude M(γ12, γ13, γ14) is invariant under permuta-
tions of its variables. This representation makes crossing symmetry and analyticity
manifest. To see this we can choose the following straight contours in (3.3):12
γ12 =
∆φ
3
+ ix , γ13 =
∆φ
3
+ iy , γ14 =
∆φ
3
− ix− iy . (3.5)
With this choice and using M(γij)
∗ = M(γ∗ij), it is clear that
F (s, t, u)∗ = F (s∗, t∗, u∗) . (3.6)
Moreover, F (s, t, u) is real for negative s, t, u and it has branch cuts along the positive
real axis of each Mandelstam variable.
One can also recover the conformal block expansion from the Mellin representa-
tion above. Recall that the Mellin amplitude has poles associated to every exchanged
operator
M ≈ λ2φφO
Qℓ,m(−2γ13)
2∆φ −∆+ ℓ− 2m− 2γ12 , m = 0, 1, 2, . . . (3.7)
where ∆ and ℓ are the scaling dimension and spin of the primary operator O. The
residue is proportional to the degree-ℓ Mack polynomial Qℓ,m(−2γ13) defined in [41].
Performing the integral over γ12 by picking up the OPE poles we obtain the conformal
block expansion (1.5) with
F∆,ℓ(w, cos θ) = −Cw−∆φ
∞∑
m=0
(
2w
1− w
)∆−ℓ
2
+m
Γ
(
∆φ − ∆−ℓ2 −m
)× (3.8)
×
∫
dγ13
4πi
Qℓ,m(−2γ13) Γ(γ13)
(1− cos θ)γ13
Γ(γ23)
(1 + cos θ)γ23
,
where γ23 =
∆−ℓ
2
+m− γ13. We have explicitly checked that this agrees with (2.30).
Notice that the integral in the second line is indeed a polynomial of degree ℓ in cos θ.
This follows from the identity (4.49).
12As explained in [40], choosing a straight contour often leads to extra contributions from picking
up poles as we deform the original contour. Luckily these are explicitly real for negative s, t, u.
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3.2 The amplitude from a position-space Landau singularity
The amplitude (1.7) can also be obtained from the Mellin representation of the
correlation function. It is sufficient to study the limit p24 → 0 of the form factor (3.3).
This is subtle because we first need to analytically continue s to positive values. We
expect the function to have a branch point at the threshold s = 0. We analytically
continue to positive s just above the branch cut, i.e. we take (−s)−γ12 → s−γ12eiπγ12 .
This implies that the Mellin integral in (3.3) is no longer exponentially suppressed for
large and negative Imγ12. In fact, the Mellin integral is dominated by large values of
γij when p
2
4 → 0. To see this, parametrize the Mellin variables by ζ and x as follows:
γ12 =
c
3
− iζ , γ13 = c
3
+ iζx , γ23 =
c
3
+ iζ(1− x) , (3.9)
where c = 1
2
(∆1+∆2+∆3−∆4). Let us compute the contribution from large values
of ζ . We only need to know the Mellin amplitude in this scaling limit [40]:
M(γij) ≈ (γ12) d2− 12
∑
∆jM˜
(
−γ13
γ12
)
. (3.10)
For large ζ the integral over x is dominated by a saddle point at x = −t/s. Performing
this integral, the integral over ζ simplifies and we find
F (s, t, u) ≈ Ce−iπ(d2− 12
∑
∆j)s
d
2
− 1
2
∑
∆jM˜
(
− t
s
)
(p24)
∆4−
d
2Γ
(
d
2
−∆4
)
(3.11)
in the limit p24 → 0. For ∆4 < d2 this contribution diverges. Hence, the large ζ region
is responsible for the amplitude (1.7):
A(s, t, u) = 4dπ3d/2e−iπ(
d
2
− 1
2
∑
∆j)(4s)
d
2
− 1
2
∑
∆j
4∏
j=1
Γ
(
d
2
−∆j
)
M˜
(
− t
s
)
. (3.12)
It is well known that the limit of large Mellin variables corresponds to a particular
Landau singularity of the correlation function in position space [24].13 This singular-
ity appears in Minkowski spacetime when the 4 external points are all lightlike-related
to another point, with x12 and x34 spacelike and x3 and x4 in the future of x1 and
x2, as shown in figure 4. From here on, for simplicity, we restrict to the case of four
identical external operators with dimension ∆φ. Writing the correlation function in
terms of the usual cross ratios
〈φ(x1) . . . φ(x4)〉 = G(z, z)
(x212x
2
34)
∆φ
, zz =
x212x
2
34
x213x
2
24
, (1−z)(1−z) = x
2
14x
2
23
x213x
2
24
, (3.13)
the singular configuration corresponds to
z = z =
2
1− cos θ . (3.14)
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x1 x2
x4
x3
θ
Figure 4. The configuration corresponding to the Landau singularity at z = z. The red dot
is lightlike separated from all the insertions. Notice that we can freely move the xi along
the light-rays without affecting the cross-ratios, which are invariant under independent
rescalings xi → λixi.
Here, θ is the angle defined in figure 4, and will only later be identified with the
scattering angle in the amplitude. The corresponding singularity in the function
G(z, z) can be reached as follows: Starting from a Euclidean configuration, where
the four insertions lie on the same time slice, we move the points x3 and x4 forward
in time, being careful to shift the insertions in Euclidean time so that the correlator
is time-ordered. The path in cross-ratio space is equivalent to the following: In the
initial configuration, z = z∗. Then z is taken once around the origin – not around 1
– clockwise, while z is held fixed. Finally z and z reach the Landau point z = z on
complex conjugated paths. The whole path can be chosen to lie within the region
of convergence of the (12) OPE, with the exception of the Landau point itself which
lies at its boundary. Each block is singular in the z → z limit, and generically the
correlation function will share the same singularity [26]:
G(z, z) ≈ L(z)
(−(z − z)2) d−32
(z → z) , (3.15)
where the symbol  denotes the path in cross-ratio space just described. The precise
relation of the Landau singularity with the Mellin amplitude can be obtained again
by means of the scaling limit (3.10) [24]. We find14
L(z) = iπ3/2e−iπd/2Γ
(
d− 3
2
)
(2z)d−2(z − 1)d/2−2M˜(1/z) . (3.16)
13Sometimes this sigularity is called the bulk point limit. However, this is only appropriate for
d = 2 [25, 26].
14Notice that the relation between our G and the A defined in [24] is G(z, z) = (zz)2∆φA(z, z) in
Euclidean signature. Therefore the relation between the analytically continued functions contains
an important additional phase: G(z, z) = e−2πi∆φ(zz)2∆φA(z, z).
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By comparing eqs. (3.12) and (3.16), we conclude that the amplitude is completely
determined by the position-space Landau singularity:
A(s, t, u) = κ s
d
2
−2∆φ(z − 1)2−d/2z2−dL(z) , (3.17)
where
κ = −ie2πi∆φ4d+1−2∆φ π
3
2
(d−1)Γ
(
d
2
−∆φ
)4
Γ
(
d−3
2
) , z = −s
t
=
2
1− cos θ . (3.18)
The relation between the position-space cross-ratio and the Mandelstam variables
nicely identifies the angle θ in figure 4 with the scattering angle in momentum space.
Eq. (3.17) then provides an intuitive physical picture for the conformal scattering
amplitude A(s, t, u): the Landau diagram in figure 4 describes propagation of mass-
less particles from the external points x1 and x2 towards the collision point, and from
there to the other external points x3 and x4.
3.3 Partials waves from conformal blocks
The relation (3.17) between the amplitude and the position space Landau singularity
allows us to obtain the partial wave expansion directly from the conformal block ex-
pansion of the position-space correlator. As we already emphasized, we can approach
the Landau singularity from within the convergence region of the s-channel confor-
mal block expansion. In this subsection, we would like to show that the expansion,
evaluated at the Landau configuration, precisely reduces to the partial wave expan-
sion (2.31) of the amplitude. Our strategy will be to show that this correspondence
is valid block by block. We shall find it convenient to use ρ-coordinates [42], whose
relation to the z, z cross-ratios is
ρ =
1−√1− z
1 +
√
1− z , z =
4ρ
(1 + ρ)2
. (3.19)
and similarly for ρ. If we pose ρ = ei(t+θ) and ρ = ei(t−θ), the bulk point limit
is reached as t → −π for instance along the path t = iπeiα, α : 0 → π/2 – see
figure 5. In the final configuration ρ = ρ∗ and |ρ| = 1, but along the path ρ is sent
clockwise around the origin, before joining a complex conjugate path to ρ. Now, as
we send ρ → e−2πiρ, the conformal blocks for the four-point function of identical
operators only change by an overall phase, to which we will come back at the end.
Therefore, the limit we are interested in can be computed in Euclidean kinematics,
where ρ = ρ∗ = rei(θ+π), 0 < r < 1. We then introduce the usual shorthand notation
η = − cos θ, and define the s-channel OPE expansion of the correlator in eq. (3.13)
as follows:
G(z, z) =
∑
O
λ2φφOh∆,ℓ(r, η) . (3.20)
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0t = −π
t = −π
ρ, ρ
Figure 5. The paths in the ρ and ρ planes needed to reach the Landau singularity starting
from a Euclidean configuration. The path of ρ = ei(t+θ) is the continuous line, while the
path of ρ = ei(t−θ) is dashed. The time coordinate t varies from t = iπ in the Euclidean
regime to t = −π in the Lorentzian regime. The wavy line marks the position of the cut
in each conformal block.
We make the following ansatz for the expansion around r = 1:
h∆,ℓ(r, η) = (1− r2)α
∞∑
n=0
hn(η)(1− r2)n , (3.21)
where we suppressed the dependence of hn on ∆ and ℓ. This ansatz is justified by
the explicitly known cases d = 4 and d = 6 and by the large ∆ limit. By plugging
the ansatz in the quadratic Casimir equation we find two possible values
α = 0 , α = 3− d . (3.22)
The ansatz (3.21) needs therefore to be modified by allowing for two towers of terms,
which will mix if we set d to an integer. Since we are interested in the leading
singularity as r → 1, we set α = 3 − d. The quadratic Casimir defines a recurrence
relation for the hn’s, and does not provide an equation for h0. Instead, by combining
the quadratic and quartic Casimir, and by expanding both up to fourth order around
r = 1, we do eventually find an equation for h0(η) which we report here:(
C2
(
C2 + d
2
2
− 5
2
d+ 2
)
+
2(d− 2)(C2 + d− 3)
1− η2 − C4 −
2(d− 3)2
(1− η2)2
)
h0(η)
−2
(
(d+ 1)(C2 − 2d) + 2 (d
2 − 3d+ 3)
1− η2
)
η h′0(η)(
2(C2 − (d+ 6)(d+ 1))(1− η2) + 2d(d+ 6)
)
h′′0(η)
+4(d+ 3)η
(
η2 − 1)h(3)0 (η) + 2 (1− η2)2 h(4)0 (η) = 0 .
(3.23)
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C2 and C4 are the eigenvalues of the quadratic and quartic Casimir:
C2 = ∆(∆− d) + ℓ(d+ ℓ− 2) , (3.24)
C4 = ∆2(∆− d)2 + d(d− 1)
2
∆(∆− d)
+ ℓ2(d+ ℓ− 2)2 + 1
2
(d− 4)(d− 1) ℓ(d+ ℓ− 2) . (3.25)
One can easily check that eq. (3.23) is solved by
h0(η) ∝ 1
(1− η2)1/2g∆,ℓ(η) , (3.26)
where g∆,ℓ(η) are the polynomials defined in eq. (2.34). More precisely, the prefactor
in eq. (3.26) is motivated by the relation between the amplitude and the coefficient
of the Landau singularity, eq. (3.17). After extracting it, we expect the correct
solution to be a polynomial in η2, and eq. (3.26) is the unique solution with this
feature. Furthermore, one can explicitly check that the 4d and 6d position-space
blocks, which are known exactly, reduce to eq. (3.26) in the r → 1 limit.
This nicely confirms the relationship between the amplitude and the Landau
singularity. In principle, we would like to extract the proportionality coefficient in
eq. (3.26) from eq. (3.17). However, we must be careful that the expansion of L(z)
in conformal blocks is ambiguous. Indeed, if G˜(z, z) is a function which admits a
conformal block expansion and is less singular than (z− z)3−d as z → z, the equality
L(z) = lim
z→z
(−(z − z)2) d−32 (G(z, z) + G˜(z, z)) , z > 1 , (3.27)
yields a block decomposition of L which term by term depends on G˜. Since the
momentum space blocks (2.32) vanish for double-trace operators, we can easily fix
this ambiguity by choosing G˜ = −e−2πi∆φG, i.e. the Euclidean correlator. Indeed, G
is obviously regular as z and z approach each other on complex conjugated paths,
away from z = 1. At the level of the conformal blocks, the singularity in eq. (3.21)
is suppressed by delicate cancellations.15 At the same time, double traces do not
contribute to the difference G − e−2πi∆φG, since each conformal block picks up
a phase e−πi(∆−ℓ) as z is brought around the origin. Combining eq. (3.27) with
eq. (3.17), and comparing with eqs. (2.32,2.31), we are led to the following equality:
lim
r→1
(1− r2)d−3h∆,ℓ(r, η) = C∆,ℓ
(1− η2)1/2 g∆,ℓ(η) ,
C∆,ℓ = 2d−2−2ℓ
√
π
Γ
(
d−3
2
)
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
(∆− 1)ℓ
Γ
(
∆+ℓ
2
)4 , (3.28)
15Notice that the ρ series does not have positive coefficients when η 6= 1.
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where g∆,ℓ are the polynomials defined in (2.34). This formula can be easily checked
against the known 4d and 6d blocks.16 It would be nice to prove this formula for
any d. This should be possible using the diagonal limit of conformal blocks studied
in [43].
4 Examples
In this section, we will consider the form factor F (s, t, u) in several examples. We
begin with two perturbative examples that are both deformations of the free boson
theory in different spacetime dimensions, and then move on to non-perturbative
examples with the Ising model in d = 3, and to a brief discussion of holographic
theories.
In perturbation theory, our definition of the form factor F and of the amplitude
A matches the usual LSZ prescription that consists in amputating external legs in
Feynman diagrams computations, provided that the singularity (p2)∆φ−d/2 of the
two-point function at p2 → 0 is reproduced at all orders. The perturbative examples
below are both truncated at one-loop order, in which case the singularity is indeed
reproduced.
4.1 φ4 in 4− ε dimensions
The first example is φ4 theory in d = 4− ε dimensions, where 0 < ε≪ 1. It is given
by the action
S =
∫
d4−εx
[
−1
2
(∂φ)2 − g
4!
φ4
]
. (4.1)
It is well known that this theory has a fixed point at a perturbative value of the
coupling g = g∗, with
g∗
(4π)2
=
ε
3
+O(ε2) . (4.2)
The computation of the form-factor F can be performed in an expansion in g, which
is equivalent to a loop expansion. The relevant Feynman diagrams with 3 amputated
legs up to order g2 are shown in figure 6. After renormalization of the coupling g,
16Recall that our convention for the three-point coefficients descends from eq. (A.1). This corre-
sponds to the following normalization for the position space blocks:
h∆,ℓ(z, z) ≈
z,z→0
ℓ!
2ℓ(d/2− 1)ℓ (zz)
∆/2C
d/2−1
ℓ
(
z + z
2
√
zz
)
. (3.29)
26
(a) (b)
Figure 6. The tree-level (a) and one-loop (b) Feynman diagrams that enter the computa-
tion of the form factor (4.4) in the φ4 theory. Dashed lines indicate legs that are amputated
in the LSZ reduction procedure. The full one-loop form factor is obtained summing over
the permutations of the three amputated legs.
the form factor is found to be17
F (s, t, u) =
16π4
s+ t+ u
[
g +
g2
(4π)2
1
2
(log(−s) + log(−t) + log(−u) + c) +O(g3)
]
.
(4.4)
We are working for simplicity in the unphysical regime s, t, u < 0 where the form
factor is real, but our derivation holds for s > 0 as well. c is a constant that depends
on the choice of renormalization scheme. It can be fixed by requiring that the two-
loop renormalization of the wavefunction obeys the conformal normalization of the
two-point function, but we choose to keep our computations down to the first loop
order and leave c undetermined.
To write the form factor (4.4) in the form of the conformal partial wave expansion
(1.5), we begin with noting that the scalar field φ has scaling dimension
∆φ =
d
2
− 1 + εγφ +O(ε2) = 1 + ε
(
γφ − 12
)
+O(ε2) , (4.5)
where γφ is its anomalous dimension. The dimensionality of F is consistent with
(q2)−∆φ provided that
ε
(
γφ − 12
)
= −3
2
g
(4π)2
+O(g2) (4.6)
or equivalently that γφ = 0 at the fixed point. This is again a well-known fact,
because the wavefunction of φ does not get renormalized at the first loop order. We
17The factor 16π4 arises from the fact that in our canonical CFT normalization of the two-point
function the free-field propagator in momentum space takes the form
〈0|T {φ(p′)φ(p)}|0〉 = (2π)dδd(p′ + p)
[
4πd/2
Γ
(
d−2
2
)] −i
p2 − iε . (4.3)
where the factor in squared brackets differs from the propagator that would be derived from the
action (4.1).
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can therefore write
(q2)∆φF (s, t, u) =
∑
O
λ2φφOF∆,ℓ(w, cos θ) = εf1(w, cos θ) + ε
2f2(w, cos θ) +O(ε3) ,
(4.7)
where
f1(w, cos θ) = −2
8π6
3
, (4.8)
f2(w, cos θ) = −2
8π6
9
[
1
2
log(w) + log(1− w) + log
(
sin θ
2
)
+ constant
]
, (4.9)
expressed in terms of the variables w = s/(s+ t+ u) and cos θ = (u− t)/(u+ t).
We can now compare this expression with the conformal partial wave expan-
sion. In the OPE φ × φ, there are operators with ℓ derivatives and 2n powers of
φ (schematically of the form ∂ℓφ2n). In the ε expansion, the scaling dimensions of
the these operators are 2n + ℓ + O(ε). This implies that F∆,ℓ ∼ ε. Moreover, the
OPE coefficients start as ε(n−1). Therefore, up to order ε2 we only need to consider
the tower of double-trace operators of the form [φ∂ℓφ], with even spin ℓ and scaling
dimension
∆[φ∂ℓφ] = 2∆φ + ℓ+ εγℓ + ε
2γ′ℓ +O(ε3) . (4.10)
Because the [φ∂ℓφ] are close to being double-trace operators, their OPE coefficient
is given at leading order in ε by the free-field theory value [34],
λ2φφ[φ∂ℓφ] =
[
1 + (−1)ℓ] 2ℓ(ℓ!)2
(2ℓ)!
[1 +O(ε)] . (4.11)
The leading contribution to the conformal partial waves is proportional to the anoma-
lous dimension of the operator:
F2∆φ+ℓ,ℓ(w, cos θ) = −28π6(2ℓ+1)Pℓ(cos θ)
[
ε γℓ + ε
2γ′ℓ +O(ε3)
]
[1 +O(ε)] , (4.12)
where Pℓ are the Legendre polynomials, a special case of the Gegenbauer polynomials
C(d−3)/2ℓ in d = 4. Matching these results with eq. (4.7) at linear order in ε implies
immediately
γ0 =
1
3
, γℓ = 0 (ℓ > 0) . (4.13)
At quadratic order in ε, it is not possible to obtain information about the next-
to-leading order correction γ′0 to the anomalous dimension of the spin-zero opera-
tor without knowledge of the correction to the OPE coefficient (4.11) and of the
anomalous dimension of φ at two-loop order. However, since the leading anomalous
dimension of operators with spin ℓ 6= 0 vanishes, it is possible to match γ′ℓ with the
result (4.7): using the expansion
log
(
sin θ
2
)
= −1 −
∞∑
ℓ=2
even
2ℓ+ 1
ℓ(ℓ+ 1)
Pℓ(cos θ) , (4.14)
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(a) (b) (c)
(d) (e) (f)
Figure 7. The tree-level (a) and one-loop (b)–(f) Feynman diagrams that enter the com-
putation of the form factor (4.18) in the φ3 theory. Dashed lines indicate legs that are
amputated in the LSZ reduction procedure. The full one-loop form factor is obtained
summing over the permutations of the three amputated legs.
one obtains
γ′ℓ = −
1
9ℓ(ℓ+ 1)
(ℓ > 0) . (4.15)
These anomalous dimensions, as well as Eq. (4.13), are well-known results in the φ4
theory. The goal of this exercise was to show that they can be obtained very simply
from a one-loop computation using Feynman diagrams. Extending the computation
to higher orders would allow to access other operators in the φ× φ OPE.
4.2 φ3 in 6 + ε dimensions
We consider next the theory given by the action
S =
∫
d6+εx
[
−1
2
(∂φ)2 − g
3!
φ3
]
. (4.16)
This theory has a fixed point at g = g∗ with
g2∗
(4π)3
=
2
3
ε+O(ε2) . (4.17)
The perturbative computation of the form factor F now involves more Feynman
diagrams as shown in figure 7. In this case both the wavefunction and the coupling
are renormalized at one-loop order. We find
F (s, t, u) = 16π6g2
[
Ftree(s, t, u) +
g2
(4π)3
Floop(s, t, u) +O(g3)
]
(4.18)
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where, denoting q2 = −s− t− u,
Ftree(s, t, u) = − 1
q2
(
1
s
+
1
t
+
1
u
)
, (4.19)
Floop(s, t, u) = − 1
q2s
[
− 5
6
log(q2) +
1
2
(
s
t+ u
− 5
6
)
log
(
− s
q2
)
+ log
(
s+ t
t
)
log
(
−q
2
u
)
+ log
(
s+ u
u
)
log
(
−q
2
t
)
+ Li2
(
q2s
tu
)
− Li2
(
−s
t
)
− Li2
(
− s
u
)
+ constant
]
+ (s↔ t) + (s↔ u) . (4.20)
As before, we can determine the anomalous dimension of the field φ by matching the
overall dimension of this form factor with (q2)−∆φ: using the convention
∆φ =
d
2
− 1 + εγφ +O(ε2) = 2 + ε
(
γφ +
1
2
)
+O(ε2) , (4.21)
we must have
F (s, t, u) ∝ 1
(q2)2
[
1− ε (γφ + 12) log(q2) +O(ε2)] , (4.22)
which matches Eq. (4.18) if γφ +
1
2
= 5
9
, i.e.
γφ =
1
18
. (4.23)
We can then proceed and extract the CFT data of the operators in the φ × φ
OPE using the conformal partial wave expansion for the form factor. At leading
order in ε, we must have∑
O
λ2φφOF∆,ℓ(w, cos θ) =
211π9
3
ε
[
1
w
+
4
(1− w)(sin θ)2
]
+O(ε2) . (4.24)
We learned in particular that the expansion around w = 0 is in one-to-one correspon-
dence with the twist expansion in the OPE: Eq. (1.6) shows that the contribution
of an operator of twist τ = ∆ − ℓ starts at order w(τ−4)/2. The 1/w terms on the
right-hand side of eq. (4.7) indicate therefore the existence of an operator of twist
2 in the spectrum. This is obviously the scalar φ itself. Its conformal partial wave
obeys
F∆φ,0(z, cos θ) = 2
10π9
1 + 5w
w(1− w) +O(ε) . (4.25)
From this we can determine the value of the OPE coefficient at leading order in ε,
λ2φφφ =
2
3
ε+O(ε2) = g
2
(4π)3
+O(g4) . (4.26)
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The remainder of the form factor at order ε gives then∑
O6=φ
λ2φφOF∆,ℓ(w, cos θ) =
211π9
3
ε
1
1− w
[
4
(sin θ)2
− 6
]
+O(ε2)
=
211π9
3
ε
1
1− w
∞∑
ℓ=2
even
4(2ℓ+ 3)
(ℓ+ 1)(ℓ+ 2)
C3/2ℓ (cos θ) +O(ε2) .
(4.27)
Note that the expansion in the second line is not absolutely convergent: at large ℓ, the
Gegenbauer polynomials grow like C3/2ℓ (cos θ) ∝
√
ℓ when cos θ 6= ±1. Nevertheless,
it is conditionally convergent as discussed in section 2.6. From the leading power w0,
we deduce that the next operators in the spectrum have twist close to 4. The second
equality also shows that it admits a partial wave expansion of the form of eq. (1.6),
that is an expansion in SO(5) partial waves. Of course, such operators exist in the
OPE: they are the double-trace operators [φ∂ℓφ], with scaling dimension
∆[φ∂ℓφ] = 2∆φ + ℓ+ ε γℓ +O(ε2) (4.28)
and OPE coefficient given by [34],
λ2φφ[φ∂ℓφ] =
[
1 + (−1)ℓ] 2ℓ(ℓ+ 1)!(ℓ+ 2)!
2(2ℓ+ 1)!
[1 +O(ε)] . (4.29)
Given that the conformal partial waves for these operators obey
F∆,ℓ(w, cos θ) = −210π9ε γℓ
1− w
(2ℓ+ 1)!(2ℓ+ 3)
2ℓ−1(ℓ+ 1)!(ℓ+ 2)!
C3/2ℓ (cos θ) +O(ε2) , (4.30)
we obtain immediately
γℓ = − 4
3(ℓ+ 1)(ℓ+ 2)
. (4.31)
No other operators enter the φ× φ OPE at order ε: together φ and the double-trace
operators [φ∂ℓφ] with even ℓ ≥ 2 saturate the form factor.18
The form factor at order ε2 is much more complicated: it does not only contain
powers of w, but also terms proportional to log(w). However, after subtracting the
contributions from φ and from [φ∂ℓφ], all the terms in log(w) cancel. Similarly, it
can be verified using the expansion of the conformal partial waves to order ε2 that all
terms of order w−1 and w0 cancel. For instance in the case of double-trace operators,
18There is no primary operator with ℓ = 0 in the double trace series since φ2 ∝ φ is a descendant
by the equation of motion.
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the partial waves are
λ2φφ[φ∂ℓφ]F∆,ℓ(w, cos θ)
= −210π9 γℓ
1− w
{
(2ℓ+ 3)
(
ε+
1
2
γℓ log(w)ε
2 + cℓε
2
)
C3/2ℓ (cos θ)
+
3
2
[(
γℓ + 2γφ
ℓ+ 2
+ 2γφ + 1
)
C5/2ℓ (cos θ) (4.32)
+
(
γℓ + 2γφ
ℓ+ 1
− 2γφ − 1
)
C5/2ℓ−2(cos θ)
]
wε2
}
+O(ε3) ,
where the cℓ are constants that depend on the correction of order ε to the OPE
coefficient (4.29); they could in principle be matched with the constant term in
eq. (4.20), but we do not attempt to do this because this requires again fixing the
renormalization scheme using a two-loop computation. As suggested by eq. (4.32),
the subtraction is better done after expanding terms of order w0 in SO(5) partial
waves, and terms of order w1 in SO(7) partial waves. At the end of this tedious
procedure, we are left with∑
O6=φ,[φ∂ℓφ]
λ2φφOF∆,ℓ(w, cos θ)
= −2
13π9
9
ε2w
[
7
6 sin2 θ
+
1− cos θ
(1 + cos θ)2
log
(
1− cos θ
2
)
+
1 + cos θ
(1− cos θ)2 log
(
1 + cos θ
2
)
+O(w)
]
+O(ε3) .
(4.33)
It admits a relatively simple expansion in SO(7) partial waves,∑
O6=φ,[φ∂ℓφ]
λ2φφOF∆,ℓ(w, cos θ)
= −2
3
wε2
∞∑
ℓ=0
even
(2ℓ+ 5)(11ℓ4 + 110ℓ3 + 397ℓ2 + 610ℓ+ 360)
(ℓ+ 1)(ℓ+ 2)3(ℓ+ 3)3(ℓ+ 4)
C5/2ℓ (cos θ)
+O(w2ε2, ε3) . (4.34)
This must agree with the contributions of a series of operators with twist close to 6
that we denote by [φ∂ℓφ], with even spin ℓ and scaling dimension
∆[φ∂ℓφ] = 2∆φ + 2 + ℓ+ εγ˜ℓ +O(ε2) . (4.35)
The conformal partial waves for these operators take the form
F∆,ℓ(w, cos θ) = 2
11π9
3γ˜ℓ(2ℓ+ 5)!
2ℓ(ℓ+ 1)(ℓ+ 2)(ℓ+ 2)!(ℓ+ 4)!
wε C5/2ℓ (cos θ) +O(w2ε, ε2) .
(4.36)
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Note that there is more than one such operator at every spin ℓ > 0. What we
obtain from the matching of eqs. (4.34) and (4.36) is a constraint on the sum of OPE
coefficients multiplying the anomalous dimension γ˜ℓ,∑
λ2φφ[φ∂ℓφ]γ˜ℓ = −ε
2ℓ[(ℓ+ 1)!]2
(2ℓ+ 3)!
11ℓ4 + 110ℓ3 + 397ℓ2 + 610ℓ+ 360
27(ℓ+ 2)(ℓ+ 3)2
+O(ε2) .
(4.37)
This can be compared with the state-of-the-art results obtained using the skeleton
expansion technique [23]. In this case a sum of the squared OPE coefficients has
been computed to be∑
λ2φφ[φ∂ℓφ] = ε
2ℓ[(ℓ+ 1)!]2
(2ℓ+ 3)!
(ℓ+ 1)(ℓ+ 4)(ℓ2 + 5ℓ+ 18)
36(ℓ+ 3)
+O(ε2) , (4.38)
so that we can express the average anomalous dimension as
∆[φ∂ℓφ] − ℓ− 6 = (γ˜ℓ + 2γφ + 1)ε+O(ε2)
=
2ℓ(ℓ+ 5)(5ℓ4 + 50ℓ3 + 199ℓ2 + 370ℓ+ 288)
9(ℓ+ 1)(ℓ+ 2)(ℓ+ 3)(ℓ+ 4)(ℓ2 + 5ℓ+ 18)
ε+O(ε2) . (4.39)
The first few values for ℓ = 0, 2, 4, 6, 8 are
0 ,
28
45
,
262
315
,
12353
13230
,
89648
90585
, (4.40)
which precisely match the average anomalous dimensions computed in ref. [23]. For
operators of spin ℓ > 8 the result (4.39) is to the best of our knowledge the first com-
putation of these anomalous dimensions. Note that we relied on eq. (4.38) derived
elsewhere to obtain this result. However, going to the next order in ε would also
have allowed to separately determine the value of the OPE coefficient and anoma-
lous dimensions, however at the price of performing a two-loop Feynman diagram
computation.
These perturbative examples provide a simple and yet very non-trivial validation
of our conformal partial wave expansion formula. Moreover, they make evident the
simplicity of inverting the OPE in perturbation theory: every order in a Feynman
diagram expansion can be easily matched with the contribution of primary operators
in the conformal field theory. From the leading term at a given twist one obtains
a constraint on the product of OPE coefficient and anomalous dimension (or the
average of this product if there is a degeneracy both in twist and spin), and going
to the next order in perturbation theory allows to resolve independently the value of
the OPE coefficient and of the anomalous dimension. We expect that higher-order
corrections to the CFT data can similarly be obtained from subleading terms in
the perturbative expansion, although we did not perform this analysis in our two
examples. Finally, we would like to emphasize that this OPE inversion method is
algorithmic and we hope that it can be used to extract the CFT data from Feynman
diagram computations in other interesting cases.
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Figure 8. Magnitude of the contribution of the first few operators to the form factor F at
the crossing-symmetric point (w, cos θ) =
(
1
3 , 0
)
, as a function of the spin ℓ of the operator,
and in units in which q2 = 1. The 3d Ising data is taken from ref. [27]. The error bars show
the numerical uncertainty on the value of the OPE coefficients only (in comparison the
uncertainty on the scaling dimension of the operator is negligible). As indicated, the blue,
red and green sets of points correspond to operators in the [σσ]0, [ǫǫ]0 and [σσ]1 families
respectively; the yellow points are operators that do not belong to one of these families.
Note that the largest contribution in absolute value comes from the scalar operator ǫ. The
solid line shows the asymptotic estimate of eqs. (4.41) and (4.42).
4.3 The 3d Ising model
We now turn to a truly non-perturbative example: the Ising model in d = 3 di-
mensions, for which a large amount of CFT data is known, owing to a combination
of numerical studies and large-spin perturbation theory [27]. The model contains a
light scalar field σ whose scaling dimension ∆σ = 0.5181489(10) satisfies the condi-
tion ∆σ < d/2. The scaling dimensions and OPE coefficients of many operators in
the OPE σ × σ have been computed, among which:
– the scalar operator ǫ with ∆ǫ = 1.412625(10);
– operators up to spin ℓ ≈ 40 in the families [σσ]0, [ǫǫ]0, [σσ]1, whose twist are
respectively approaching 2∆σ ≈ 1.0, 2∆ǫ ≈ 2.8, and 2∆σ + 2 ≈ 3.0;
– a few operators of low spin and scaling dimensions ∆ ≤ 11 that do not belong
to the previous families.
This data seems to show that the OPE for the form factor converges rapidly in
the Ising model when the scattering angle θ 6= 0, π, even though it can be shown
formally that the series is not absolutely convergent. For instance, in the [σσ]0
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family, the OPE coefficients are approximately given by the generalized free field
theory values [34], which approach asymptotically
λ2σσ[σσ]0 ≈
√
πℓ2∆σ−3/2
22∆σ+ℓ−3 [Γ(∆σ)]
2 ≈
2.36
2ℓℓ0.46
. (4.41)
On the other hand, the asymptotic behavior of the conformal partial waves given by
(2.37) is
F[σσ]0(w, cos θ) ≈ 336 (1− w)1−∆σ
(−1)ℓ/22ℓ
ℓ0.93
cos
[(
θ − π
2
) (
ℓ+∆σ − 12
)]
|2 sin θ|∆σ−1/2 , (4.42)
where we have used the fact that the twist of the operators is well approximated by
τ[σσ]0 ≈ 2∆σ −
2λ2σσǫΓ(∆ǫ) [Γ(∆σ)]
2[
Γ
(
∆σ − ∆ǫ2
)
Γ
(
∆ǫ
2
)]2 ℓ−∆ǫ ≈ 1.04− 0.093ℓ1.4 , (4.43)
for a large region in spin. When combined, eqs. (4.41) and (4.42) give a series whose
coefficients in absolute value decrease like ℓ∆σ−∆ǫ−1/2 ≈ ℓ−1.4, and therefore seems
absolutely convergent. However, the fact that the twist of the operators in (4.43) is
controlled by ∆ǫ is accidental: in fact, it is known that their anomalous dimension
must eventually be controlled by the lowest-twist operator in the OPE [32, 33], which
in this case is the energy-momentum tensor with τ = 1.19 Therefore, at very large
spin, the contribution of the family [σσ]0 will eventually decay as ℓ
∆σ−3/2 ≈ ℓ−0.98,
and the series cannot be absolutely convergent.
Figure 8 shows the magnitude of the contribution to the form factor of several
operators at a specific kinematic point. It is obvious that the OPE is dominated by
the operators of the lowest-twist family [σσ]0, as well as by a handful of low-spin
operators, in particular the scalar ǫ. This situation persists at different kinematic
points, and it is therefore possible to obtain a precise estimate of the form factor in
the 3d Ising model using the data of ref. [27]. Figure 9 shows the result of such an
estimate. The form factor computed in this way is remarkably crossing-symmetric,
with discrepancies at the permille level over most of the region s, t, u < 0. For
example, using this truncated s-channel conformal block decomposition of F (s, t, u),
we obtain
F
(−1
4
,−1
2
,−1
4
) ≈ −1356.3 ,
F
(−1
2
,−1
4
,−1
4
) ≈ −1353.6 . (4.44)
in units where s+ t+ u = −q2 = −1.
19This curiosity of the Ising model is due on the one hand to the OPE coefficient of 〈σσǫ〉 being
significantly larger than the one of 〈σσT 〉, and on the other hand to an additional suppression of
the influence of T because its twist τ = 1 is close to the double-trace dimension 2∆σ ≈ 1.04.
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Figure 9. The form factor F (s, t, u) in the 3d Ising model, in units where s+ t+ u = −1.
The horizontal axes correspond to the plane spanned by s, t and u as in figure 1, and the
triangle indicates the region s, t, u < 0 in which the form factor is real. The form factor is
computed using the s-channel OPE only (limited to −0.9 ≤ s ≤ 0 for numerical stability),
but it turns out to be remarkably crossing-symmetric over the full Euclidean triangle. The
magnitude of the form factor is maximal at the crossing symmetric point s = t = u = −13 .
4.4 Holographic CFTs
It is instructive to compute the form factor F (s, t, u) associated to some simple
Witten diagrams in Anti-de Sitter spacetime (see figure 10). For simplicity we restrict
our attention to the case of identical external scalars. The simplest case is a contact
interaction, which corresponds to a constant Mellin amplitude [24]. Using (3.3), we
can easily perform the Mellin integrals and obtain
F (s, t, u) = CM Γ(∆φ)(−s− t− u)−∆φ . (4.45)
Remarkably, the form factor only depends on q2 = −s− t− u. This is analogous to
a constant scattering amplitude associated to a contact interaction.
We can also consider the limit q2 → 0 that gives the amplitude (1.7). We observe
that the limit q2 → 0 of (4.45) is more singular than the general prediction (1.7).
This is to be expected because local bulk interactions give rise to correlators that are
more singular in the kinematical limit z → z than a single conformal block. Indeed,
this stronger singularity is absent in the non-perturbative bulk theory due to the
softness of high-energy scattering in string theory [26, 44].
Consider now the Witten exchange diagram of a bulk scalar of dimension ∆
in the s-channel. The corresponding Mellin amplitude only depends on γ12 [24].
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Figure 10. Left: Scalar quartic contact Witten diagram. Right: Tree level s-channel
exchange Witten diagram.
Therefore, the integral over γ13 in (3.3) is of the form∫
dγ13
2πi
Γ(γ13)
(−t)γ13
Γ(∆φ − γ12 − γ13)
(−u)∆φ−γ12−γ13 =
Γ(∆φ − γ12)
(−t− u)∆φ−γ12 . (4.46)
Thus,
F (s, t, u) = C(q2)−∆φ
∫
dγ12
2πi
M(γ12)
Γ(γ12)
wγ12
Γ(∆φ − γ12)
(1− w)∆φ−γ12 , (4.47)
where we used w = −s/q2. Notice that the form factor does not depend on the scat-
tering angle θ as expected for an s-channel scalar exchange. The analytic structure
in the s complex plane is a branch cut from s = 0 until s =∞ along the positive real
axis. This is the expected analytic structure for the scattering amplitude associated
with the s-channel exchange of a continuum of particles with mass squared m2 ≥ 0.
Notice that there is no branch point at s = −q2 or w = 1.
Similarly, the s-channel exchange of a particle of spin J in AdS leads to a Mellin
amplitude which is a polynomial of degree J in the variable γ13 [24]. It is convenient
to write this polynomial in a basis of Pochhammer symbols20
M(γ12, γ13) =
J∑
k=0
(γ13)k ak(γ12) , (4.48)
so that we can use the identity∫
dγ13
2πi
(γ13)k
Γ(γ13)
(−t)γ13
Γ(∆φ − γ12 − γ13)
(−u)∆φ−γ12−γ13 =
Γ(∆φ − γ12 + k)
(−t− u)∆φ−γ12+k (−t)
k (4.49)
=
Γ(∆φ − γ12)
(−t− u)∆φ−γ12 (∆φ − γ12)k
(
1− cos θ
2
)k
.
This leads to
F (s, t, u) = C(q2)−∆φ
∫
dγ12
2πi
H(γ12, cos θ)
Γ(γ12)
wγ12
Γ(∆φ − γ12)
(1− w)∆φ−γ12 , (4.50)
20The Pochhammer symbol is (x)k ≡ Γ(x+k)Γ(x) = x(x + 1)(x+ 2) . . . (x + k − 1).
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with
H(γ12, cos θ) =
J∑
k=0
ak(γ12) (∆φ − γ12)k
(
1− cos θ
2
)k
. (4.51)
We conclude that the s-channel exchange of a spin J particle in AdS gives a poly-
nomial form factor of degree J in cos θ. This is consistent with the fact that the
s-channel conformal block decomposition of this diagram only contains blocks with
spin ≤ J . The analytic structure in the s complex plane is the same as for a scalar
exchange.
5 Discussion
In this article we introduced an observable in CFT that has many similarities with a
scattering amplitude. The obvious question is, what is being scattered? To answer
this question, we can weakly couple the CFT to a free massive scalar χ,
SCFT −
∫
ddx
[
1
2
(∂χ)2 +
1
2
m2χ2
]
+ g m1+
d
2
−∆φ
∫
ddxχ(x)φ(x) , (5.1)
where the small coupling g is dimensionless. The full theory is UV complete if the
interaction is relevant, i.e. for ∆φ <
d
2
+1. The propagator of the field χ is given by
1
p2 +m2 − Σ(p2) , (5.2)
where the self energy reads
Σ(p2) = g2m2
(
m2
p2
) d
2
−∆φ (4π)
d
2Γ
(
d
2
−∆φ
)
4∆φΓ(∆φ)
+O(g4) . (5.3)
We see that for g ≪ 1 the interaction with the CFT has a very small effect on the
propagator near its on-shell pole at
p2 = −m2
[
1− g2eiπ(d2−∆φ) (4π)
d
2Γ
(
d
2
−∆φ
)
4∆φΓ(∆φ)
+O(g4)
]
. (5.4)
This means that for g2 ≪ 1, χ is a long-lived quasi-particle with a width Γ ∼ g2m.21
Consider now 2-to-2 scattering of χ particles in this theory. The probability of this
process happening is controlled by the same coupling g, and is in particular of order
g4. In other words, this exclusive process is rare: given the initial state of two χ
particles, the non-trivial final states will most of the time include CFT excitations.
21Notice that there is another pole in the propagator for very small p2 given by g2
(
m2
p2
) d
2
−∆φ ∼ 1.
However this pole is outside the regime of validity of perturbation theory. In fact, in the deep IR
the two theories are strongly coupled and generically there will be a mass gap.
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Nevertheless, the connected amplitude for χχ → χχ is well defined and given (with
all incoming convention) by
T = g4m4+2d−4∆φG(p1, p2, p3, p4) +O(g
6) , (5.5)
where p2i = −m2. As any scattering amplitude of identical particles, T is crossing
symmetric and admits a partial wave expansion. However, the full Hilbert space
is given by the tensor product of the Hilbert spaces of the CFT and the scalar χ.
Therefore, for finite m2 we cannot write a partial wave expansion for T using only
CFT states as intermediate states. Remarkably, we have seen that this is possible in
the limit m2 → 0 if ∆φ < d2 . Using (1.7), we find that22
T ≈ g4m4−2d+4∆φe−4iπ∆φA(s, t, u) . (5.6)
Notice that due to scale invariance, the limit m2 → 0, can also be thought as the
limit of high energy scattering at fixed angle, i.e. |s| ∼ |t| ∼ |u| ≫ m2. Similarly,
the form factor F can be thought of as the high energy limit of the 3-particle form
factor of φ(x) in the asymptotic states of χ to leading order in the coupling g.
From the pragmatic point of view, it would be interesting to understand if the
form factor F is amenable to conformal bootstrap methods. The expansion in con-
formal partial waves (in units s+ t + u = −q2 = −1)
F (s, t, u) =
∑
O
λ2φφOF∆,ℓ
(
−s, u− t
u+ t
)
, (5.7)
and crossing symmetry impose very non-trivial constraints on the CFT data. Sim-
ilarly to the usual conformal bootstrap in position space, the crossing symmetry
t↔ u just implies that the spin ℓ must be even. On the other hand, imposing s↔ t
crossing symmetry leads to sum rules∑
O
λ2φφO
[
F∆,ℓ
(
−s, u− t
u+ t
)
− F∆,ℓ
(
−t, u− s
u+ s
)]
= 0 . (5.8)
We expect these sums to converge for s, t, u real and negative. Notice that the
block F∆,ℓ vanishes for double-twist operators (i.e. for ∆ − ℓ = 2∆φ + 2n with
n = 0, 1, 2, . . . ). This is similar to the optimal functionals of refs. [40, 45–50]. We
leave further exploration of this idea for the future.
A related idea is to write a fixed-t dispersion relation that expresses F in terms
of its imaginary part (for s > 0 and u > 0). Notice that ImF∆,ℓ has double zeros at
the position of double twist operators. This is the analogue in momentum space of
22The imaginary part of T is not positive in the forward limit, since ImA > 0. This is not a
problem, because the forward limit of the total cross-section is dominated by processes in which
one of the two χ particles decays.
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the double discontinuity in position space [31] and of dispersion relations in Mellin
space [40].
The kinematical limit 0 < −s ∼ −t≪ 1 may be amenable to analytic treatment.
From (1.6), we conclude that this limit is dominated by low twist and large spin
operators. This is similar to the double-lightcone limit in position space that is
the cornerstone of several analytic bootstrap methods [32, 33, 51, 52]. It would be
interesting to generalize these methods for the form factor F (s, t, u). In particular,
this may lead to important simplifications in perturbative CFTs.
Another advantage of working in momentum space is that we can benefit from
highly developed techniques for perturbative computations. It should be possible to
adapt some of these techniques to compute the form factor F to higher order than
the corresponding position space four-point function. This would make it easier to
extract CFT data to higher orders in perturbation theory.
It may be possible to rigorously establish the domain of analyticity of the form
factor F (s, t, u) using retarded commutators instead of time-ordered products in the
LSZ reduction, as reviewed in [53] for the case of scattering amplitudes in massive
QFTs. The obvious first task is to determine the primitive domain of analyticity.
Finally, it would be very interesting to generalize our form factor and amplitude
construction to other external operators. Firstly, we would like to relax the condition
∆φ <
d
2
for scalar operators. We suspect that our main formula (1.5) is actually
valid also for this case. The reason for this is that if ∆φ >
d
2
, then we can still
define the form factor as the coefficient of the finite but non-analytic term (p2)∆φ−
d
2
as p2 → 0 in the Fourier transform of the four-point function. Secondly, we would
like to generalize our construction to non-scalar operators, in particular conserved
currents and the stress tensor. This is closely related with previous works that
weakly coupled CFTs to gauge fields and gravity [20, 54]. The form factor should be
specially advantageous because it has a region where it is real and analytic and its
conformal partial wave expansion gives us access to all CFT data in the current (or
stress tensor) four-point function.
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A The Wightman 3-point function
This appendix details the computation of the Wightman three-point functions and
in particular its singularity (2.18) used in section 2. The derivation follows closely
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the treatment of ref. [13], but in a simplified and (mostly) self-consistent way.
The most general case of interest to us is the three-point function of 2 scalar
operators φ1 and φ2 with scaling dimensions ∆1 and ∆2 and one traceless symmetric
tensor Oµ1...µℓ with scaling dimension ∆ and spin ℓ. In position space, this is given
by
〈0|Oµ1...µℓ(x3)φ2(x2)φ1(x1)|0〉
= λ12O
(
x
µ1
31
x2
31
− x
µ1
32
x2
32
)
· · ·
(
x
µℓ
31
x2
31
− x
µℓ
32
x2
32
)
− traces
(x221)
(∆1+∆2−∆+ℓ)/2(x231)
(∆1−∆2+∆−ℓ)/2(x232)
(∆2−∆1+∆−ℓ)/2
.
(A.1)
where x2ij = −(x0i −x0j − iǫ)2+(~xi−~xj)2 and λ12O is the OPE coefficient. Performing
the Fourier transform of this expression is difficult. It is more efficient to use an
approach based on the conformal Ward identities [6].
To avoid dealing with the δ-function arising from momentum conservation we
only consider the Fourier transform of the three-point function with respect to the
positions x1 and x3 of the operators φ1 and O, and we use translation invariance to
set x2 = 0. Using the notation of Section 2, this means that we are interested in the
object
〈Oµ1...µℓ(k)|φ2(0)|φ1(p)〉 , (A.2)
where it is implicitly assumed that both momenta pµ and kµ lie inside the forward
lightcone, i.e. p2, k2 < 0 and p0, k0 > 0. When dealing with traceless symmetric
tensors it is convenient to introduce a polarization vector ξµ that satisfies the null
condition ξ2 = 0, and to contract free indices with ξµ to obtain Lorentz-invariant
quantities. The three-point function can then be written in terms of the 5 invariants
k · ξ, p · ξ, k2, p · k and p2. For later convenience we will trade p · k for the quantity
q2 ≡ (p − k)2. Since we are exclusively interested in the limit p2 → 0, we make use
of the state defined in eq. (2.7) and denote
ξµ1 · · · ξµℓ〈Oµ1...µℓ(k)|φ2(0)|φ1(~p)〉 ≡ λ12OV (k2, q2, k · ξ, p · ξ) . (A.3)
A.1 Conformal Ward identities
In writing Eq. (A.3) we have already made use of Lorentz covariance, but in a con-
formal field theory correlators are also constrained by the scale and special confor-
mal symmetries. Scale symmetry simply implies that V must have mass dimension
∆2 −∆1 −∆, while special conformal symmetry is more complicated. It can be put
in the form of a set of differential equations,
K̂µV (k2, q2, k · ξ, p · ξ) = 0 , (A.4)
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where
K̂µ ≡ 2pν ∂
2
∂pµ∂pν
− pµ ∂
2
∂pν∂pν
+ 2∆1
∂
∂pµ
− 2kν ∂
2
∂kµ∂kν
+ kµ
∂2
∂kν∂kν
− 2∆ ∂
∂kµ
+ 2
(
∂
∂kν
+ (2∆− d)kν
k2
)(
ξµ
∂
∂ξν
− ξν ∂
∂ξµ
)
.
(A.5)
Note that this differential operator does not commute with the limit p2 → 0 that we
want to take. However one might consider the projections
K̂p ≡ pµK̂µ and K̂ζ ≡ ζµK̂µ , (A.6)
where ζ is a vector taken to be orthogonal to both p and k. They both satisfy the
property
K̂p,ζ
[
p2f(p, k, ξ)
] ∝ p2 , (A.7)
and therefore commute with the limit p2 → 0. We will now discuss separately the
scalar case ℓ = 0 from the spinning case ℓ 6= 0.
A.2 Scalar operator ℓ = 0
When the operator O is a scalar, there are no polarization vectors and the most
general ansatz consistent with scale symmetry can be written
V (k2, q2) = (q2)(∆2−∆1−∆)/2F
(
k2
q2
)
, (A.8)
where we have assumed for now that q is spacelike, i.e. q2 > 0. The action of K̂ζ
on V is trivial in this case. The constraints from special conformal symmetry follow
from
K̂pV (k
2, q2) = 2(q2)(∆2−∆1−∆)/2
(
1− k
2
q2
)[
k2
q2
(
1− k
2
q2
)
F ′′
(
k2
q2
)
+
(
c− (a+ b+ 1)k
2
q2
)
F ′
(
k2
q2
)
− abF
(
k2
q2
)]
,
(A.9)
where we have defined
a =
∆1 −∆2 +∆
2
, b =
∆1 +∆2 +∆− d
2
, c = ∆− d
2
+ 1 . (A.10)
The Ward identity K̂pV (k
2, q2) = 0 is therefore a hypergeometric equation whose
general solution is of the form
F
(
k2
q2
)
= A 2F1
(
a, b
c
;
k2
q2
)
+B
(
−k
2
q2
)d/2−∆
2F1
(
a− c+ 1, b− c+ 1
2− c ;
k2
q2
)
.
(A.11)
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with A and B arbitrary constants. Of the two terms, only the first one has the
expected behavior at small k2: by the arguments of section 2.1, F should remain
finite even when ∆ < d/2. We can therefore set B = 0. The value of the coefficient
A can be determined by direct Fourier integration of eq. (A.1) in the limit p2, k2 → 0
with q2 spacelike, which gives
V (k2, q2) =
(2π)d+22d−∆1−∆2−∆
Γ
(
∆1 − d2 + 1
)
Γ
(
∆− d
2
+ 1
)
Γ
(
∆1+∆2−∆
2
)
Γ
(
∆2−∆1+∆
2
)
× (q2)(∆2−∆1−∆)/2 2F1
(
∆1−∆2+∆
2
, ∆1+∆2+∆−d
2
∆− d
2
+ 1
;
k2
q2
)
.
(A.12)
V (k2, q2) is non-analytic when the exchange momentum crosses the light cone, i.e. q2 =
(k − p)2 = 0. The regime where k − p is future directed timelike (q2 < 0) can be
attained following the logic of ref. [13]:
V (k2, q2) =
(2π)d+12d−∆1−∆2−∆
Γ
(
∆1 − d2 + 1
)
Γ
(
∆2−∆1+∆
2
) (−k2)(∆2−∆1−∆)/2
×
{
Γ
(
d
2
−∆2
)
Γ
(
∆1−∆2+∆
2
) [eiπ(∆1+∆2−∆−1)/2(− q2
k2
− iǫ
)∆2−d/2
+ c.c.
]
× 2F1
(
∆1+∆2−∆
2
, ∆1+∆2+∆−d
2
∆2 − d2 + 1
;
q2
k2
)
+
Γ
(
∆2 − d2
)
Γ
(
∆1+∆2+∆−d
2
)
Γ
(
∆2−∆1+∆−d+2
2
)
Γ
(
∆1+∆2−∆
2
)
× 2F1
(
∆1−∆2+∆
2
, ∆1−∆2−∆+d
2
d
2
−∆2 + 1
;
q2
k2
)}
.
(A.13)
Notice that this last form reduces to (A.12) for q2 > 0 and it makes explicit the
behavior of the three-point function around the point q2 = 0. In particular, there is
a divergence when ∆2 <
d
2
. Around that point we have
V (k2, q2)
q2→0≈ (2π)
d+12d−∆1−∆2−∆Γ
(
d
2
−∆2
)
Γ
(
∆1 − d2 + 1
)
Γ
(
∆1−∆2+∆
2
)
Γ
(
∆2−∆1+∆
2
) (−k2)(∆−∆1−∆2)/2
×
[
eiπ(∆1+∆2−∆−1)/2
(
q2 − iǫ)∆2−d/2 + c.c.] . (A.14)
In the case of identical operators ∆1 = ∆2 this is precisely Eq. (2.18) with ℓ = 0.
Note that besides the branch point singularity at q2 = 0, the three-point function is
regular over its full region of support.
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A.3 Spinning operator ℓ > 0
In the case of an operator O that carries spin, one can consider the most general
ansatz that is polynomial of degree ℓ in the polarization vector ξ, for instance
V (k2, q2, k · ξ, p · ξ) = (q2)(∆2−∆1−∆+ℓ)/2
ℓ∑
n=0
(k · ξ)n(p · ξ)ℓ−n
(−k2)n(q2)ℓ−n Fℓ,n
(
k2
q2
)
. (A.15)
The relative powers of k2 and q2 are arbitrary, since only the overall mass dimension
is fixed by scale symmetry, but this particular choice is very convenient: there exist
a linear combination of the differential operators K̂p and K̂ξ that acts in a simple
way on the ansatz, giving(
K̂p − p · ξ
ζ · ξ K̂ζ
)
V (k2, q2, k · ξ, p · ξ)
= 2(q2)(∆2−∆1−∆+ℓ)/2
ℓ∑
n=0
(k · ξ)n(p · ξ)ℓ−n
(−k2)n(q2)ℓ−n
(
1− k
2
q2
)
× [y(1− y)F ′′ℓ,n(y) + (cℓ,n − (aℓ,n + bℓ,n + 1)y)F ′ℓ,n(y)− aℓ,nbℓ,nFℓ,n(y)] ,
(A.16)
where we have denoted y = k2/q2, and now
aℓ,n =
∆1 −∆2 +∆+ ℓ
2
−n , bℓ,n = ∆1 +∆2 +∆− d+ ℓ
2
−n , cℓ,n = ∆−d
2
+1−n .
(A.17)
Requiring that this quantity vanishes for an arbitrary polarization vector ξ means
that each of the unknown functions Fℓ,n satisfies a hypergeometric equation. As in
the scalar case, only one of the two solutions to each equation exhibits the right
scaling behavior in the limit k2 → 0, so that one must have
Fℓ,n
(
k2
q2
)
= Aℓ,n 2F1
(
∆1+∆2+∆−d+ℓ
2
− n, ∆1−∆2+∆+ℓ
2
− n
∆− d
2
+ 1− n ;
k2
q2
)
. (A.18)
To fix the value of the coefficients Aℓ,n, one can consider the action of the operator
K̂ζ , which gives
K̂ζV (k
2, q2, k · ξ, p · ξ)
= 2(ζ · ξ)(q2)(∆2−∆1−∆+ℓ)/2
ℓ−1∑
n=0
(k · ξ)n(p · ξ)ℓ−n−1
(−k2)n+1(q2)ℓ−n−1
×
[
(n+ 1)(∆− 2 + ℓ− n)Fℓ,n+1(0) + (ℓ− n)
(
∆− d
2
− n)Fℓ,n(0) +O(k2
q2
)]
.
(A.19)
This gives a recursion relation for the coefficients Aℓ,n that is solved by
Aℓ,n =
(−1)ℓ−nℓ!
n!(ℓ− n)!
(∆− 1)ℓ−n(
∆− ℓ− d
2
+ 1
)
ℓ−n
Aℓ,ℓ . (A.20)
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As in the scalar case, the constant Aℓ,ℓ can again be determined using the direct
Fourier transform of the three-point function (A.1) in the limit p2, k2 → 0, contract-
ing for convenience the indices of the tensor O with pµ. From the definition (A.1),
it can be shown that
∂ℓ
∂xµ11 · · ·∂xµℓ1
〈0|Oµ1...µℓ(x3)φ2(x2)φ1(x1)|0〉
= λ12O
(−1)ℓ (∆1+∆2−∆+ℓ
2
)
ℓ
[
1 +O
(
x221
x2
31
,
x232
x2
31
)]
(x221)
(∆1+∆2−∆+3ℓ)/2(x231)
(∆1−∆2+∆−3ℓ)/2(x232)
(∆2−∆1+∆+ℓ)/2
,
(A.21)
which implies
pµ1 · · · pµℓ〈Oµ1...µℓ(k)|φ2(0)|φ1(p)〉
= λ12O (−i)ℓ (2π)
d+22d−∆1−∆2−∆−ℓ(q2)(∆2−∆1−∆+3ℓ)/2(−k2)−ℓ [1 +O(p2, k2)]
Γ
(
∆1 − d2 + 1
)
Γ
(
∆− ℓ− d
2
+ 1
)
Γ
(
∆1+∆2−∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
) .
(A.22)
This fixes the coefficient Aℓ,ℓ and we obtain finally
V (k2, q2, k · ξ, p · ξ)
= (−i)ℓ (2π)
d+22d−∆1−∆2−∆ (∆− 1)ℓ
Γ
(
∆1 − d2 + 1
)
Γ
(
∆− d
2
+ 1
)
Γ
(
∆1+∆2−∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
)
×
ℓ∑
n=0
(−1)nℓ!
n!(ℓ− n)!
(
∆− d
2
+ 1− n)
n
(∆− 1 + ℓ− n)n
(k · ξ)n(p · ξ)ℓ−n
(−k2)n(q2)ℓ−n
× (q2)(∆2−∆1−∆+ℓ)/2 2F1
(
∆1−∆2+∆+ℓ
2
− n, ∆1+∆2+∆−d+ℓ
2
− n
∆− d
2
+ 1− n ;
k2
q2
)
.
(A.23)
Each term in the sum is similar to the scalar case with the replacements ∆→ ∆−n
and ∆1 → ∆1 + ℓ− n. The singularity of the type (q2)∆2−d/2 for ∆2 < d2 is therefore
reproduced term by term when this three-point function is analytically continued
around q2 = 0, and we find
V (k2, q2, k · ξ, p · ξ)
q2→0≈ (2π)
d+12d−∆1−∆2−∆−ℓΓ
(
d
2
−∆2
)
(∆− 1)ℓ
Γ
(
∆1 − d2 + 1
)
Γ
(
∆1−∆2+∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
)(−k2)(d−∆1−∆2−∆)/2
×
[
eiπ(∆1+∆2−∆+ℓ−1)/2
(
q2 − iǫ)∆2−d/2 + c.c.]Hµ1...µℓ(k − p, p)ξµ1 · · · ξµℓ ,
(A.24)
where the traceless symmetric tensor Hµ1...µℓ is defined by
Hµ1...µℓ(k − p, p)ξµ1 · · · ξµℓ
≡ (−i)ℓ
ℓ∑
n=0
2ℓℓ!
n!(ℓ− n)!
(
∆1−∆2+∆+ℓ
2
− n)
n
(2−∆− ℓ)n
(k · ξ)n(p · ξ)ℓ−n
(−k2)ℓ/2 .
(A.25)
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An equivalent definition of this tensor is
Hµ1...µℓ(p2, p1)ξµ1 · · · ξµℓ
= iℓ
ℓ∑
n=0
2ℓ(−1)nℓ!
n!(ℓ− n)!
(
∆2−∆1+∆+ℓ
2
− n)
n
(
∆1−∆2+∆−ℓ
2
+ n
)
ℓ−n
(∆− 1)ℓ
(p1 · ξ)n(p2 · ξ)ℓ−n
[−(p1 + p2)2]ℓ/2 ,
(A.26)
which makes explicit the symmetry under the simultaneous exchange p1 ↔ p2 and
∆1 ↔ ∆2. Note that this tensor can be combined with the inverse of the two-point
function (2.4) to get
H˜µ1...µℓ(p2, p1) ≡
πd/2+1Π−1µ1...µℓ,ν1...νℓ(p1 + p2)Hν1...νℓ(p2, p1)
22∆−d−1(∆ + ℓ− 1)Γ(∆− 1)Γ (∆− d
2
+ 1
) , (A.27)
with the property that
H˜µ1...µℓ(p2, p1) =
[
Hµ1...µℓ(p2, p1) with ∆→ d−∆
]
. (A.28)
The two tensors H˜ and H are the shadow transform of each other.
B The Casimir equation in momentum space
In this appendix we derive a differential equation for the conformal partial waves
appearing in the expansion of the four-point function. The starting point is the
Fourier transform of the four-point correlation function∫ ( 4∏
i=1
ddxi e
ipi·xi
)
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 = (2π)dδd
(∑
pi
)
G(pi) . (B.1)
In this equation, and in the rest of this appendix, the pair φ1, φ2 is on the left of the
pair φ3, φ4, but the order of (φ1, φ2) and of (φ3, φ4) does not matter. G is a function
of the Lorentz invariant quantities pi · pj. Given the constraint p1 + p2 + p3 + p4 = 0
there are six such invariants, which we could take to be
m2i ≡ −p2i (i = 1, . . . , 4) , t = −(p1 + p3)2 , u = −(p2 + p3)2 . (B.2)
The third Mandelstam invariant s = −(p1 + p2)2 is related to the above by s =∑
m2i − t− u. It will also be useful to use the scattering angle
cos θ ≡ u− t
u+ t
. (B.3)
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B.1 Casimir operator
The function G admits a conformal partial wave expansion
G(pi) =
∑
O∆,ℓ
λ12Oλ34OG∆,ℓ(pi) , (B.4)
where G∆,ℓ(pi) represents the contribution of an intermediate primary operator with
scaling dimension ∆ and spin ℓ and of its descendants. Schematically, we have∫ ( 4∏
i=1
ddxi e
ipi·xi
)∫
ddy〈φ1(x1)φ2(x2)O∆,ℓ(y)〉〈O∆,ℓ(y)φ3(x3)φ4(x4)〉
∼ (2π)dδd(p1 + p2 + p3 + p4)G∆,ℓ(pi) .
(B.5)
This means that G∆,ℓ is a solution of the Casimir equation
Ĉ2G(pi) = [∆(∆− d) + ℓ(ℓ+ d− 2)]G(pi) , (B.6)
where Ĉ2 is defined by the equation∫ ( 4∏
i=1
ddxi e
ipi·xi
)
〈φ1(x1)φ2(x2)C2φ3(x3)φ4(x4)〉 = (2π)dδd(p1+p2+p3+p4)Ĉ2G(pi),
(B.7)
in terms of the quadratic Casimir invariant C2 of the conformal group SO(d, 2).
Letting the operator C2 act on the right and working out the conformal algebra gives
Ĉ2 = D̂0 +
(
D̂1 cos θ + D̂
′
1
) ∂
∂ cos θ
+
(
D̂2 cos θ
2 + D̂′2 cos θ + D̂
′′
2
) ∂2
∂ cos θ2
, (B.8)
where for the pieces homogeneous in cos θ we have
D̂0 = −2(s−m23 −m24)
(
m23
∂2
∂(m23)
2
+m24
∂2
∂(m24)
2
)
+ 8m23m
2
4
∂2
∂(m23)∂(m
2
4)
+ 2
[(
∆3 − d
2
− 1
)
(s−m23 −m24)− 2 (∆4 − d)m23
]
∂
∂(m3)2
+ 2
[(
∆4 − d
2
− 1
)
(s−m23 −m24)− 2 (∆3 − d)m24
]
∂
∂(m4)2
+ (∆3 +∆4 − d)(∆3 +∆4 − 2d) , (B.9)
D̂1 = 2(d− 2)s−m
2
3 −m24
s−M2 − 4
(m21 +m
2
2)(m
2
3 +m
2
4)− 4m23m24
(s−M2)2
+ 2
m21 +m
2
2 − 2m24
s−M2
(
∆3 − d− 2m23
∂
∂(m23)
)
+ 2
m21 +m
2
2 − 2m23
s−M2
(
∆4 − d− 2m24
∂
∂(m24)
)
, (B.10)
D̂2 = 2
(s−m21 −m22)2 − s(m23 +m24) + 4m23m24
(s−M2)2 , (B.11)
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with M2 =
∑
m2i , and for the rest
D̂′1 = 2
m21 −m22
s−M2
(
∆4 −∆3 + 2m
2
3 −m24
s−M2 + 2m
2
3
∂
∂(m23)
− 2m24
∂
∂(m24)
)
, (B.12)
D̂′2 = 4
(m21 −m22)(m23 −m24)
(s−M2)2 , (B.13)
D̂′′2 = −2
(s− 2m21 − 2m22)(s−m23 −m24) + (m21 −m22)2
(s−M2)2 . (B.14)
Since Ĉ2 is a differential operator in m
2
3, m
2
4 and cos θ only, there is no problem in
taking the limit m21, m
2
2 → 0 directly. However, we would also like to send m23 → 0,
but this latter limit does not commute with the operator D̂0. One needs more
information in order to obtain a differential equation for the four-point function in
that limit.
B.2 Special conformal transformations
This additional information can be gathered by taking into account the Ward identity
for special conformal transformation, which states that
K̂µG(p1, p2, p3) = 0 , (B.15)
where we have chosen to set p4 = −p1 − p2 − p3 and
K̂µ ≡
3∑
i=1
[
2pνi
∂2
∂piµ∂p
ν
i
− pµi
∂2
∂piν∂p
ν
i
− 2 (∆i − d) ∂
∂piµ
]
. (B.16)
In fact, eq. (B.15) is valid for each individual partial wave. Indeed, each addend in
the completeness relation (2.5) is a projector onto the subspace of the Hilbert space
spanned by a conformal family, which is left invariant by the action of K̂µ. Hence,
each projector commutes with K̂µ, and inserting a projector in eq. (B.1) precisely
yields the conformal partial wave. Therefore,
K̂µG∆,ℓ(p1, p2, p3) = 0 . (B.17)
The operator K̂µ does not commute with the limit p21, p
2
2 → 0 that we want to
consider. Instead, it obeys for instance[
K̂µ, p21
]
= 4p21
∂
∂pµ1
− 4 (∆− d
2
− 1) pµ1 . (B.18)
This means however that we can construct the Lorentz-invariant differential operator
K̂ ≡ [(p1 · p2)pµ3 − (p2 · p3)pµ1 − (p1 · p3)pµ2 ] K̂µ (B.19)
such that [
K̂,m21
]
∝ m21 and
[
K̂,m22
]
∝ m22 . (B.20)
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Now we have got two differential operators Ĉ2 and K̂ for which the limitsm
2
1, m
2
2 → 0
can be taken, but which do not individually commute with the limit m23 → 0. We
have actually[
Ĉ2, m
2
3
]
= 2
(
∆3 − d
2
− 1
)(
m21 −m22 − t− u
)
+O(m23) , (B.21)[
K̂,m23
]
= −4
(
∆3 − d
2
− 1
)(
m21 − t
) (
m22 − u
)
+O(m23) . (B.22)
This means that the linear combination
Ĉ2 ≡ Ĉ2 + (m
2
1 −m22 − t− u)
2 (m21 − t) (m22 − u)
K̂ (B.23)
satisfies [
Ĉ2, m
2
i
]
∝ m2i (i = 1, 2, 3) (B.24)
and the operator Ĉ2 now acts directly on the limit m
2
1, m
2
2, m
2
3 → 0. Still, the action
of this operator depends on the leading behavior of the four-point function in that
limit. In our case, based on the assumptions of section 2, we make the ansatz
G∆,ℓ(pi) =
(m21)
∆1−d/2(m22)
∆2−d/2(m23)
∆3−d/2
(m24)
(∆1+∆2+∆3−∆4)/2
[
f∆,ℓ (w, cos θ) +O(m21, m22, m23)
]
,
(B.25)
where we have defined w = s/m24. The function f∆,ℓ will now obey a Casimir equation
of the form
Ĉ2 f∆,ℓ(w, cos θ) = [∆(∆− d) + ℓ(ℓ+ d− 2)] f∆,ℓ(w, cos θ) , (B.26)
where the right-hand side is the Casimir eigenvalue and the differential operator Ĉ2
is
Ĉ2 = 4w
2(1− w) ∂
2
∂w2
+ 4w
[(
∆1 +∆2 − d
2
+ 1
)
(1− w)−∆3 w
]
∂
∂w
+ 4w cos θ
∂2
∂w ∂ cos θ
− 2 (1− cos θ2) ∂2
∂ cos θ2
+ 2
[(
∆1 +∆2 − 2(∆3 − 1) w
1− w
)
cos θ +∆1 −∆2
]
∂
∂ cos θ
− (∆1 +∆2 +∆3 −∆4) (∆1 +∆2 +∆3 +∆4 − d)w
+ (∆1 +∆2) (∆1 +∆2 − d) .
(B.27)
B.3 Solutions
Since we know that the conformal partial wave can be obtained from the product
of three-point functions, we are looking for solutions that are polynomial in cos θ
with degree equal to the spin ℓ. For low spin it is not difficult to construct solutions
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explicitly. For instance the scalar case only depends on w, and in that case the
Casimir equation is of hypergeometric type. Choosing the solution that has the
correct behavior at small w, as in eq. (2.29), we obtain
f∆,0(w) = w
(∆−∆1−∆2)/2(1− w)1−∆3 2F1
(
∆−∆3−∆4+2
2
, ∆−∆3+∆4−d+2
2
∆− d
2
+ 1
;w
)
. (B.28)
The normalization of this conformal partial wave is arbitrary, but we will adopt the
general convention that
f∆,ℓ(w, cos θ) = w
(∆−∆1−∆2−ℓ)/2(cos θ)ℓ
[
1 +O(w, cos θ−1)] . (B.29)
Similarly, the solution for an exchange operator of spin 1 is
f∆,1(w, cos θ) = w
(∆−∆1−∆2−1)/2(1− w)1−∆3
×
[(
cos θ − ∆1 −∆2
∆− d+ 1
)
2F1
(
∆−∆3−∆4+1
2
, ∆−∆3+∆4−d+1
2
∆− d
2
+ 1
;w
)
+ 2
(
∆− d
2
)
(∆1 −∆2)
(∆− 1)(∆− d+ 1) 2F1
(
∆−∆3−∆4+1
2
, ∆−∆3+∆4−d+1
2
∆− d
2
;w
)]
.
(B.30)
These solutions motivate the following ansatz
f∆,ℓ(w, cos θ) = w
(∆−ℓ−∆1−∆2)/2(1− w)1−∆3
∞∑
n=0
wnh∆,ℓ,n(cos θ) , (B.31)
where the h∆,ℓ,n(cos θ) are polynomials of degree ℓ in cos θ. The Casimir equation
(B.26) gives a recursive differential equation for them
(1− cos θ2)h′′∆,ℓ,n(cos θ) + [∆2 −∆1 − (∆− ℓ+ 2n) cos θ]h′∆,ℓ,n(cos θ)
+
[
ℓ(∆− 1)− 2n (∆− ℓ− d
2
+ n
)]
h∆,ℓ,n(cos θ)
= −1
2
(∆− ℓ−∆3 −∆4 + 2n) (∆− ℓ−∆3 +∆4 − d+ 2n)h∆,ℓ,n−1(cos θ)
(B.32)
as well as an ordinary differential equation for the first polynomial in the series,
(1− cos θ2)h′′∆,ℓ,0(cos θ) + [∆2 −∆1 − (∆− ℓ) cos θ] h′∆,ℓ,0(cos θ)
+ℓ(∆− 1)h∆,ℓ,0(cos θ) = 0 .
(B.33)
This is the differential equation satisfied by the Jacobi polynomials P
(α,β)
ℓ (cos θ). In
the normalization (B.29), we find
h∆,ℓ,0(cos θ) =
2ℓℓ!
(∆− 1)ℓP
(α,β)
ℓ (cos θ) (B.34)
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with
α =
∆− ℓ+∆1 −∆2 − 2
2
, β =
∆− ℓ+∆2 −∆1 − 2
2
. (B.35)
There is no obvious simple representation of the polynomials h∆,ℓ,n for n > 0, but it
is relatively simple to construct them using the recursion relation (B.32). They can
for instance be written as a linear combination of Jacobi polynomials of the form
P
(α+n,β+m)
ℓ (cos θ) with n,m ∈ N and coefficients that do not depend on the scaling
dimensions of the external operators (except for an overall multiplicative factor). For
instance the second polynomial in the series expansion is
h∆,ℓ,1(cos θ) = −2
ℓ−2ℓ! (∆− ℓ−∆3 −∆4 + 2) (∆− ℓ−∆3 +∆4 − d+ 2)
(∆− 1)ℓ
(
d
2
+ ℓ− 2)
×
[
P
(α,β)
ℓ (cos θ)−
∆− 1
∆− ℓ− d+ 2
(
P
(α+1,β)
ℓ (cos θ) + P
(α,β+1)
ℓ (cos θ)
)
+
∆(∆− 1)(
∆− d
2
+ 1
)
(∆− ℓ− d+ 2)P
(α+1,β+1)
ℓ (cos θ)
]
.
(B.36)
An interesting feature of this solution is that the leading order in w given by a
single Jacobi polynomial does not depend on the spacetime dimension d. Moreover,
since the Jacobi polynomials satisfy orthogonality properties, these conformal partial
waves are particularly well-suited to write an OPE inversion formula, at least as long
as ∆− ℓ > |∆1 −∆2|.23 We leave this prospect for future study.
When all the external operators are identical, i.e. when ∆i = ∆φ for i = 1, . . . 4,
the solution can be simplified further. The Jacobi polynomials with identical pa-
rameters become Gegenbauer polynomials, P
(α,α)
ℓ (cos θ) ∝ C(α+1/2)ℓ (cos θ), and the
solution at leading order in w is
f∆,ℓ(w, cos θ) = w
(∆−ℓ−2∆φ)/2
ℓ!
2ℓ
(
∆−ℓ−1
2
)
ℓ
C(∆−ℓ−1)/2ℓ (cos θ) [1 +O(w)] . (B.37)
23When ∆ − ℓ ≤ |∆1 −∆2|, i.e. when α or β ≤ −1, the integration kernel of the orthogonality
relation ∫ 1
−1
d cos θ (1− cos θ)α(1− cos θ)β
becomes singular. In spacetime dimensions d ≥ 3 the unitarity bound prevents this from happening.
In d = 2, however, this situation is realized when Virasoro descendants of the identity operators
are exchanged.
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Moreover, in this case we found a general solution to the recursion relation (B.32),
f∆,ℓ(w, cos θ) = w
(∆−ℓ−2∆φ)/2(1− w)1−∆φ
∞∑
n=0
wn
(
∆−ℓ−d+2
2
)
n
(
∆−ℓ−2∆φ+2
2
)
n
2ℓ
(
∆−ℓ−1
2
)
ℓ
(
∆− d
2
+ 1
)
n
×
min(ℓ/2,n)∑
j=0
ℓ!
j!(n− j)!
(∆− ℓ− d+ 2 + n)j
(
∆−ℓ−1
2
)
j(
d
2
− 1 + ℓ− j)
j
(
∆−ℓ−d+3
2
)
j
C(∆−ℓ−1+2j)/2ℓ−2j (cos θ),
(B.38)
or equivalently in closed form, using the generalized hypergeometric function 3F2,
f∆,ℓ(w, cos θ) = w
(∆−ℓ−2∆φ)/2(1− w)1−∆φ ℓ!
2ℓ
(
∆−ℓ−1
2
)
ℓ
ℓ/2∑
j=0
wj C(∆−ℓ−1+2j)/2ℓ−2j (cos θ)
×
(
∆−ℓ−d+2
2
)
j
(
∆−ℓ−1
2
)
j
(
∆−ℓ−2∆φ+2
2
)
j
(∆− ℓ− d+ 2 + j)j
j!
(
∆−ℓ−d+3
2
)
j
(
d
2
− 1 + ℓ− j)
j
(
∆− d
2
+ 1
)
j
× 3F2
(
∆− ℓ− d+ 2 + 2j, ∆−ℓ−d+2+2j
2
,
∆−ℓ−2∆φ+2+2j
2
∆− ℓ− d+ 2 + j,∆− d
2
+ 1 + j
;w
)
.
(B.39)
Remarkably, this solution can be written in an even simpler form in terms of a
different set of Gegenbauer polynomials in which the twist ∆ − ℓ is replaced by
d− 1:24
f∆,ℓ(w, cos θ) = w
(∆−ℓ−2∆φ)/2(1− w)1−∆φ ℓ!
2ℓ
(
d−2
2
)
ℓ
ℓ/2∑
j=0
(
d−2
2
)
j
(
d−∆+ℓ−1
2
)
j
j!
(
3−∆−ℓ
2
)
j
× 3F2
(
∆−ℓ−d+3+2j
2
, ∆−ℓ−d+2
2
,
∆−ℓ−2∆φ+2
2
∆−ℓ−d+3−2j
2
,∆− d
2
+ 1
;w
)
C(d/2−1+j)ℓ−2j (cos θ) .
(B.40)
Note that this expression is consistent with the derivation of Appendix A where we
found that the Wightman three-point function are given as a finite sum of hyperge-
ometric 2F1 functions, since we have the identity
3F2
(
∆−ℓ−d+3+2j
2
, ∆−ℓ−d+2
2
,
∆−ℓ−2∆φ+2
2
∆−ℓ−d+3−2j
2
,∆− d
2
+ 1
;w
)
=
2j∑
k=0
(2j)!
k!(2j − k)!
(
∆−ℓ−d+2
2
)
k
(
∆−ℓ−2∆φ+2
2
)
k(
∆−ℓ−d+3−2j
2
)
k
(
∆− d
2
+ 1
)
k
2F1
(
∆−ℓ−d+2+2k
2
,
∆−ℓ−2∆φ+2+2k
2
∆− d
2
+ 1 + k
;w
)
wk.
(B.41)
24This is reminiscent of the symmetry (∆, ℓ)→ (ℓ+d− 1,∆−d+1) used in the Lorentzian OPE
inversion formula of Ref. [31].
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B.4 Limit q2 → 0
The limit q2 → 0 corresponds to w → −∞ (it requires s > 0). It cannot be taken
directly in the Casimir equation (B.27). More information is needed to resolve the
dependence on cos θ as w → −∞. One could for instance study the quartic Casimir
equation. Instead, the limit can be obtained by direct multiplication of the three-
point functions. This is what is done in section 2.5 and in appendix C.
Nevertheless, in the case of identical external operators, the solution (B.40) in
closed form allows to take the limit directly. Using
3F2
(
∆−ℓ−d+3+2j
2
, ∆−ℓ−d+2
2
,
∆−ℓ−2∆φ+2
2
∆−ℓ−d+3−2j
2
,∆− d
2
+ 1
;w
)
w→−∞−−−−→ (−w)−(∆−ℓ−d+2)/2(−1)j
(
1
2
)2
j
Γ
(
d
2
−∆φ
)
Γ
(
∆− d
2
+ 1
)
Γ
(
∆−ℓ−d+3−2j
2
)
Γ
(
∆+ℓ
2
)
Γ
(
∆−ℓ
2
−∆φ + 1
)
Γ
(
∆−ℓ−d+3+2j
2
) ,
(B.42)
we obtain
f∆,ℓ(w−iǫ, cos θ) ≈ (−w)d/2−2∆φe−iπ(∆−ℓ−2∆φ)/2
Γ
(
d
2
−∆φ
)
Γ
(
∆− d
2
+ 1
)
Γ
(
∆+ℓ
2
)
Γ
(
∆−ℓ
2
−∆φ + 1
)g∆,ℓ(cos θ),
(B.43)
where
g∆,ℓ(cos θ) =
ℓ!
2ℓ
(
d−2
2
)
ℓ
ℓ/2∑
n=0
(
1
2
)2
n
(
d−2
2
)
n
n!
(
3−∆−ℓ
2
)
n
(
∆−ℓ−d+3
2
)
n
C(d/2−1+n)ℓ−2n (cos θ) . (B.44)
When combined with the overall power (−q2)−∆φ of the form factor, one recovers the
expected scaling (−q2)∆φ−d/2 of the correlation function. Note that eqs. (B.44) and
(2.34) are two different representations of the same polynomials.
C LSZ reduction with distinct external operators
This appendix contains the results of a more general derivation of the LSZ reduction
of section 2 in the case of 4 distinct scalar operators φ1, φ2, φ3 and φ4 with scaling
dimensions ∆1, ∆2, ∆3 and ∆4.
For the first operator, the derivation is identical to that of section 2.2. We obtain
lim
p01→|~p1|
(p21 − iǫ)d/2−∆1i
∫
ddx1 e
ip1·x1〈0|T{φ1(x1)φ1(x2)φ3(x3)φ4(x4)}|0〉
=
1
2 sin
[
π
(
d
2
−∆1
)]〈0|T{φ2(x2)φ3(x3)φ4(x4)}|φ(~p1)〉 . (C.1)
For the second operator, the early-time region still leads to an integral of the form
of eq. (2.17), but now instead of eq. (2.18), the singularity of the matrix element
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around (k − p1)2 = 0 is given by
〈Oµ1...µℓ(k)|φ2(0)|φ1(~p1)〉 ≈ λ12O
(2π)d+12d−∆1−∆2−∆−ℓΓ
(
d
2
−∆φ
)
(∆− 1)ℓ
Γ
(
∆1 − d2 + 1
)
Γ
(
∆1−∆2+∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
)
×
[
eiπ(∆1+∆2−∆+ℓ−1)/2
(
(k − p1)2 − iǫ
)∆2−d/2 + c.c.]
× (−k2)(d−∆1−∆2−∆)/2Hµ1...µℓ(k − p1, p1) .
(C.2)
This leads to the generalization of eq. (2.20) for distinct operators,(
2∏
i=1
lim
p0i→|~pi|
(p2i − iǫ)d/2−∆ii
∫
ddxi e
ipi·xi
)
〈0|T{φ1(x1)φ2(x2)φ3(x3)φ4(x4)}|0〉
=
∑
O
λ12O
(2π)d/2−1Γ
(
d
2
−∆1
)
Γ
(
d
2
−∆2
)
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
2∆1+∆2−∆+ℓ−d/2Γ
(
∆1−∆2+∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
)
× e
iπ(∆1+∆2−∆+ℓ)/2
[−(p1 + p2)2](∆1+∆2−∆)/2
× H˜µ1...µℓ(p2, p1)〈0|T{φ3(x3)φ4(x4)}|Oµ1...µℓ(p1 + p2)〉 .
(C.3)
To obtain the form factor, we combine the explicit expression
F (s, t, u) =
∑
O
λ12O
(2π)d/2−2
[
3∏
i=1
Γ
(
d
2
−∆i
)]
Γ
(
∆3 − d2 + 1
)
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
2∆1+∆2−∆+ℓ−d/2Γ
(
∆1−∆2+∆+ℓ
2
)
Γ
(
∆2−∆1+∆+ℓ
2
)
× e
iπ(∆1+∆2−∆+ℓ)/2
[−(p1 + p2)2](∆1+∆2−∆)/2
× H˜µ1...µℓ(p2, p1)〈φ3(~p3)|φ4(0)|Oµ1...µℓ(p1 + p2)〉 .
(C.4)
with the information from the Casimir differential equation of appendix B, which
establishes that the conformal blocks are proportional to the functions f∆,ℓ(w, cos θ)
of eq. (B.31). As explained there, we do not have a closed-form expression for these
functions, but rather a recursion in powers of w, with the lowest order given by the
Jacobi polynomial in eq. (B.34). To fix the proportionality constant, we compare it
with the limit w → 0 of eq. (C.4), and arrive at
F∆,ℓ(w, cos θ) =
(4π)3d/2
[
3∏
i=1
Γ
(
d
2
−∆i
)]
Γ(∆ + ℓ) (∆− 1)ℓ f∆,ℓ(w − iǫ, cos θ)
2∆Σ+2ℓΓ
(
∆12+∆+ℓ
2
)
Γ
(
∆21+∆+ℓ
2
)
Γ
(
∆43+∆+ℓ
2
)
Γ
(
∆3+∆4−∆+ℓ
2
) ,
(C.5)
where we have introduced the notation ∆Σ ≡ ∆1+∆2+∆3+∆4 and ∆ab ≡ ∆a−∆b.
Finally, the amplitude can be obtained from the limit p24 → 0 of eq. (C.4). As
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explained in section 2.5, we take the limit with spacelike p4, after which we obtain
A(s, t, u) = i s(d−∆Σ)/2(4π)3d/2−121−∆Σ
[
4∏
i=1
Γ
(
d
2
−∆i
)]
eiπ(∆1+∆2−∆3−∆4)/2
×
∑
O
λ12Oλ34O
Γ(∆ + ℓ)Γ
(
∆− d
2
+ 1
)
(∆− 1)ℓ
22ℓΓ
(
∆12+∆+ℓ
2
)
Γ
(
∆21+∆+ℓ
2
)
Γ
(
∆34+∆+ℓ
2
)
Γ
(
∆43+∆+ℓ
2
)
× [1− eiπ(∆3+∆4−∆+ℓ)] g∆,ℓ(cos θ)
(C.6)
where we have denoted
g∆,ℓ(cos θ) = Hµ1...µℓ∗(p3, p4)H˜µ1...µℓ(p2, p1) . (C.7)
These g∆,ℓ(cos θ) are again polynomials of degree ℓ in cos θ, but we did not find simple
representations like eq. (2.34) for them in the case of distinct operators. Nevertheless,
this amplitude still shows the properties of being trivial in generalized free field
theory.
D Asymptotic behavior of the conformal partial waves
In this appendix we provide some formulas for the asymptotic behavior of the con-
formal partial waves F∆,ℓ for the form factor at large scaling dimension and/or spin.
D.1 Gegenbauer polynomials
The Gegenbauer polynomials are a special case of the hypergeometric function,
Cαℓ (cos θ) =
(2α)ℓ
ℓ!
2F1
(
−ℓ, 2α + ℓ;α+ 1
2
;
1− cos θ
2
)
. (D.1)
A convenient integral representation for this hypergeometric function is
Cαℓ (cos θ) =
Γ
(
α + ℓ+ 1
2
)
Γ
(
α + 1
2
)
ℓ!Γ (α)
∫
C
dz
2πi
z2α+ℓ−1
(z − 1)α+ℓ+1/2
[
1− z1 − cos θ
2
]ℓ
,
(D.2)
where the contour C starts at z = 0 above the cut (−∞, 1] and ends at z = 0
below the cut, going around the branch point at z = 1. This integral is convergent
as long as α > ℓ/2. In this representation, the asymptotic behavior at large ℓ can
be obtained from a saddle-point approximation: there are two complex saddles as
z = 1± i
√
1+cos θ
1−cos θ
, provided that cos θ /∈ (−∞,−1] ∪ [1,∞). We obtain, for even ℓ,
Cαℓ (cos θ) ≈
(−1)ℓ/2ℓα−1
2α−1Γ(α)
cos
[(
θ − π
2
)
(ℓ+ α)
]
|sin θ|α . (D.3)
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Instead, when cos θ = 1, one can directly use eq. (D.1) to get
Cαℓ (1) =
(2α)ℓ
ℓ!
≈ ℓ
2α−1
Γ(2α)
. (D.4)
When α > 0 the asymptotic growth of the Gegenbauer polynomials is faster at
θ = 0, π than at other scattering angles.
D.2 Asymptotic behavior at fixed twist
Using the previous result, we can write down an asymptotic expression for the con-
formal block F∆,ℓ in the limit in which the twist τ = ∆ − ℓ is fixed, while both ∆
and ℓ are large. This is best understood in terms of the representation (B.39) of the
conformal block, for which it can be verified that the sum over j is dominated by the
term j = 0. When cos θ /∈ (−∞,−1] ∪ [1,∞), we have therefore
f∆,ℓ(w, cos θ) ≈ 2 w
τ/2−∆φ(1− w)1−∆φ
|2 sin θ|(τ−1)/2
(−1)ℓ/2
2ℓ
cos
[(
θ − π
2
) (
ℓ+ τ−1
2
)]
. (D.5)
This implies
F∆,ℓ(w, cos θ) ≈ (4π)3d/2−1Γ
(
d
2
−∆φ
)3 (16w − iǫ)τ/2−∆φ(1− w)1−∆φ
|2 sin θ|(τ−1)/2
× (−1)
ℓ/22ℓℓ1−τ/2
Γ
(
∆φ − τ2
) cos [(θ − π
2
) (
ℓ+ τ−1
2
)]
.
(D.6)
On the other hand, in the forward limit cos θ = 1,
f∆,ℓ(w, 1) ≈ (w − iǫ)τ/2−∆φ(1− w)1−∆φ
Γ
(
τ−1
2
)
Γ(τ − 1)
ℓ(τ−1)/2
2ℓ
(D.7)
and hence
F∆,ℓ(w, 1) ≈
(4π)(3d−1)/2Γ
(
d
2
−∆φ
)3
2τΓ
(
τ
2
) (16w−iǫ)τ/2−∆φ(1−w)1−∆φ 2ℓℓ1/2
Γ
(
∆φ − τ2
) . (D.8)
D.3 Asymptotic behavior at large ∆ and fixed spin
A large-∆, fixed spin approximation of the conformal partial waves can be easily
worked out using eq. (B.41) and the following asymptotic expansion:
2F1
(
∆
2
+ a, ∆
2
+ b
∆+ c
;w
)
∆→∞≈ (1− w) 12 (c−a−b−1/2)
(
2
1 +
√
1− w
)∆+c−1
. (D.9)
In the conformal partial wave, the dependence on ∆ remarkably factorizes:
F∆,ℓ(w, cos θ)
∆→∞≈ 4∆∆ 32−∆φ
( √
w
1 +
√
1− w
)∆
sin
[π
2
(2∆φ −∆+ ℓ)
]
F˜ℓ(w, cos θ) ,
(D.10)
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where F˜ℓ(w, cos θ) is finite,
F˜ℓ(w, cos θ) = π
3
2
(d−1)2
5
2
(d−1)−ℓ−3∆φΓ
(
d
2
−∆φ
)3
(1− w) 14+ 12 (ℓ−∆φ)w− 12 (ℓ+2∆φ)
× (1 +√1− w) d2 ℓ!(
d−2
2
)
ℓ
ℓ/2∑
n=0
(
d−2
2
)
n
n!
(
1√
1− w
)2n
Cd/2−1+nℓ−2n (cos θ) .
(D.11)
E Form factor from Mellin representation
This appendix is devoted to proving eq. (3.3), which relates the form-factor to the
Mellin transform of the four-point function. Using the Mellin representation (3.1),
the Fourier transform of the four-point function is given by
(2π)dδd(
∑
pj)G(p1, . . . , p4) =
∫
[dγ]M(γij)
∫ ( 4∏
j=1
ddxje
ipj ·xj
)(
4∏
i<j
Γ(γij)
(x2ij)
γij
)
.
(E.1)
In order to remove the overall momentum conserving δ−function, we introduce
1 =
∫
ddx0 δ
d
(
x0 − 1
4
∑
xj
)
(E.2)
in the last integral and then change integration variables xj = x0 + yj . This leads to
G(p1, . . . , p4) =
∫
[dγ]M(γij)
∫ ( 4∏
j=1
ddyje
ipj ·yj
)(
4∏
i<j
Γ(γij)
(y2ij)
γij
)
δd
(
1
4
∑
yj
)
.
(E.3)
Let us now focus on the integrals over yj. It is convenient to use the following
representation of the δ−function,
δd
(
1
4
∑
yj
)
= lim
ǫ→0
(
4
ǫ
√
π
)d
e−
1
ǫ2
(
∑
yj)
2
, (E.4)
and introduce Schwinger parameters wij to write
Γ(γij)
(y2ij)
γij
=
∫ ∞
0
dwij
wij
w
γij
ij e
−wijy2ij (E.5)
and make all yj integrals Gaussian. In fact, we can write
I ≡
∫ ( 4∏
j=1
ddyje
ipj ·yj
)(
4∏
i<j
Γ(γij)
(y2ij)
γij
)
δd
(
1
4
∑
yj
)
(E.6)
= lim
ǫ→0
(
4
ǫ
√
π
)d ∫ ∞
0
(
4∏
i<j
dwij
wij
w
γij
ij
)∫ ( 4∏
j=1
ddyje
ipj ·yj
)
e−
∑4
i,j=1 yi·yj Qij (E.7)
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where Qjj =
1
ǫ2
+
∑
k 6=j wkj and Qij =
1
ǫ2
−wij for i 6= j. Doing the gaussian integrals
leads to
I = lim
ǫ→0
∫ ∞
0
(
4∏
i<j
dwij
wij
w
γij
ij
)
4dπ3d/2
(ǫ2 det(Q))
d
2
e−
1
4
∑4
i,j=1 pi·pj Q
−1
ij . (E.8)
At this point, one can take the limit ǫ → 0 because both Q−1ij and ǫ2 det(Q) are
finite in this limit. This simplifies the integrand, but not enough. Fortunately, we
are interested in the limit p2j → 0. We shall take this limit for the first 3 momenta
keeping p24 > 0 fixed. For now we also keep s < 0, t < 0 and u < 0. Notice that this
is consistent with s+ t+ u = −p24. To take this limit, we first rescale the Schwinger
parameters
wij → wij
p2i p
2
j
p24
(E.9)
and then take the limit p2j → 0 for j = 1, 2, 3 with fixed wij. This gives
I ≈ π3d/2(p24)
d
2
− 1
2
∑4
j=1∆j
[
4∏
j=1
(p2j)
∆j−
d
2
]∫ ∞
0
(
4∏
i<j
dwij
wij
w
γij
ij
)
e−H
(w14w24w34)
d
2
, (E.10)
where
H =
1
4w14
+
1
4w24
+
1
4w34
− sw12
4p24w14w24
− tw13
4p24w14w34
− uw23
4p24w24w34
> 0 . (E.11)
Now the integrals over w12, w13 and w23 are trivial. After performing them, the
remaining integrals over Schwinger parameters are also trivial. The final result is
I ≈ π3d/223d−
∑4
j=1∆j
Γ(γ12)
(−s)γ12
Γ(γ13)
(−t)γ13
Γ(γ23)
(−u)γ23
[
3∏
j=1
(p2j)
∆j−
d
2Γ
(
d
2
−∆j
)]
. (E.12)
We conclude that the form factor (1.2) is given by
F (s, t, u) = C
∫
[dγ]M(γij)
Γ(γ12)
(−s)γ12
Γ(γ13)
(−t)γ13
Γ(γ23)
(−u)γ23 , (E.13)
where
C = π3d/223d−
∑4
j=1∆j
3∏
j=1
Γ
(
d
2
−∆j
)
. (E.14)
F On the Wick rotation in momentum space
In section 2, the form factor and the amplitude were derived from the Fourier trans-
form of the Lorentzian time-ordered correlator. On the other hand, in section 3 the
same result followed from the analytic continuation of the Fourier transform of the
Euclidean correlator. While a thorough discussion of the analyticity of conformal cor-
relators in momentum space is beyond the scope of this work, the aim of this appendix
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is to make a few comments in this direction. We shall propose a strategy to relate
the Fourier transform of a Euclidean correlator of primary scalars and the Fourier
transform of the corresponding time-ordered correlator in Lorentzian signature. We
begin by discussing the convergence of the Fourier transform of the Euclidean cor-
relator. Next, we consider the partial Fourier transform where we only transition to
momentum space in one direction, which we pick as the Eucidean time. We show
that this partially Fourier transformed correlator can be Wick rotated. Along the
way, new singularities are generated as a function of the position of the operators in
the remaining directions. We do not attempt to establish the integrability of those
singularities here.
F.1 Existence of the Fourier transform of the Euclidean correlator
Let us Fourier transform three of the four operators in the connected Euclidean
correlator:
G(p1, p2, p3) =
∫ 3∏
i=1
ddxie
ipi·xi〈φ(x1)φ(x2)φ(x3)φ(0)〉Econn (F.1)
The convergence of the integral depends on the behavior of the integrand in several
dangerous regions, corresponding to the singularities of the correlator as the inser-
tions collide, and to the asymptotics when they scale to infinity. Let us start from the
former. When a pair of points collide, the corresponding singularities are integrable
if ∆φ <
d
2
.25 To discuss the collision of three and four points, let us parametrize the
correlator with the usual u and v cross-ratios:
〈φ(x1)φ(x2)φ(x3)φ(x4)〉Econn =
Gconn(u, v)
(x212x
2
34)
∆φ
, u =
x212x
2
34
x213x
2
24
, v =
x214x
2
23
x213x
2
24
. (F.2)
Scale invariance implies that sending three operators close to each other at the same
rate r and fixed angle is the same as sending to infinity the fourth operator: the
cross-ratios stay finite. We conclude that the correlator scales as r−2∆φ, and is
therefore integrable in this limit. Indeed, the measure is suppressed as r2d−1, as
it can be seen by translating one of the three points to the origin, and going to
spherical coordinates in the 2d-dimensional space parametrized by the position of
other two insertions. Similarly, the cross-ratios are constant also when the four
operators all scale to the same point, i.e. xi = rni in eq. (F.1), with fixed ni and
r → 0. The correlation function scales as r−4∆φ and the measure scales as r3d−1, thus
again ensuring integrability at small r. These considerations establish the absolute
convergence of the Euclidean Fourier transform at short distances. Indeed, consider
again the parametrization above, xi = rni, with n
2
1 + n
2
2 + n
2
3 = 1, and perform first
the integral over the unit (3d − 1)-dimensional sphere. Such integral is absolutely
25In fact, the connected correlator is even less singular.
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convergent, because the dangerous regions where two or three of the ni coincide are
integrable according to the previous discussion. Hence, integrating over the angles
cannot enhance the singularity r−4∆φ as r → 0, which is fixed by dimensional analysis.
Let us now discuss the convergence of the integral at infinity. Here more care is
needed, since in the cases of physical interest the Fourier transform is not absolutely
convergent: if we naively cut-off the integration region and take a limit at the end,
the result depends on the way this procedure is performed. For instance, consider
the region where two points, say x1 and x2, scale to infinity at a finite angle. Then
the (34) OPE fixes the behavior of the correlator:
Gconn(u, v) ≈ u∆0/2Cd/2−1ℓ
(
1− v
2
√
u
)
. (F.3)
Here, (u, v) ≈ (0, 1) with the argument of the Gegenbauer polynomial fixed, and ∆0
is the scaling dimension of the lightest operator above the identity in the φ×φ OPE.
If we set x1 = rn1 and x2 = rn2, with r → ∞ and n21 + n22 = 1 parametrizing an
S2d−1, then u ≈ r−2, hence the correlator decays as r−2∆φ−∆0. If we now perform the
integral in the sphere, we obtain the following large r behavior:∫ ∞
dr rd−1/2−2∆φ−∆0 cos
(
r
√
p21 + p
2
2 −
2d− 1
4
π
)
. (F.4)
As long as
√
p21 + p
2
2 6= 0, the oscillating factor guarantees the convergence of the
integral if the function decreases at infinity, i.e. if 2∆φ+∆0 > d−1/2. However, this
condition excludes various interesting examples, like the four-point function of σ in
the 3d Ising model. Moreover, it is not hard to see that different limiting procedures
– e.g. integrating over two Sd−1 of radius r in x1 and x2 – would give a different
condition for convergence.
Luckily, the Fourier transform of a power can always be defined by convolution
with a test function. Here we shall use a Gaussian, to fix ideas. The following simple
example is enough to capture any asymptotic region in the Fourier transform of the
four-point function:
I =
∫ +∞
0
dr eipr(r2)βe−2r
2/σ2 . (F.5)
The convergence of the integral at x = 0 is irrelevant for us, and clearly for any value
of β and p the integral converges at infinity. The integral can be evaluated exactly,
and the limit σ →∞ exists:
lim
σ→∞
I = (−ip)−1−2β Γ(2β + 1) . (F.6)
With this prescription, any Euclidean four-point function of primary operators pos-
sesses a Fourier transform.
In order to perform the Wick rotation, the following observation is important.
The contour of integration in eq. (F.5) can be deformed, as long as |Arg r| < π/4
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when r → ∞. Now, suppose that p > 0, and the contour is deformed upwards at
infinity, so that the phase eipr becomes exponentially suppressed. Then, the Gaussian
is not needed anymore and the limit in eq. (F.6) can be taken before integration.
In the next subsection, we shall perform various contour deformations of this sort.
Even when we do not mention test functions, it is understood that, after a first small
deformation of the contour, the σ →∞ limit has been taken inside the integral.
F.2 The Wick rotation
In position space, the Wick rotation amounts to the following analytic continuation
of a correlation function in its Euclidean time variables:
τi = τE,ie
iθ , θ : 0→ π/2 . (F.7)
Here the τE,i are real, but not necessarily positive. If all the time coordinates are
rotated together, the correlator is time-ordered for any θ, meaning that if Imτi > Imτj
then φ(xi) appears to the left of φ(xj) in the correlator. Intuitively, the Wick rotation
in momentum space amounts to the opposite rotation:
pτi = p
τ
E,ie
−iθ , θ : 0→ π/2 , (F.8)
where pτ denotes the Euclidean time component of the momentum, and the pτE,i
are real. Indeed, performing the two rotations (F.7) and (F.8) at the same time, the
plane wave factor in the Fourier transform (F.1) remains oscillating. In the following,
we would like to show that this is essentially correct, at least when considering the
partial Fourier transform
G(~xi, p
τ
i ) =
∫ 3∏
i=1
dτi e
ipτi τi〈φ(x1)φ(x2)φ(x3)φ(0)〉Econn , (F.9)
where we split the Euclidean coordinates of the insertions as xµ = (~x, τ). Indeed,
G(~xi, p
τ
i ) admits an analytic continuation along the path (F.8) up to θ = π/2 − ǫ
for any finite ǫ > 0, and the result is the Fourier transform of the time-ordered
correlator, in the sense just described.26
We need to first recall the analytic properties of the correlation function for
complex times. When the ~xi are all different, the correlator is analytic in each time
τi if Reτi 6= Reτj . Such analyticity is exhibited by the multiple Laplace transform
of the correlator. If, say Reτ1 = Reτ2, the correlator is analytic in τ1 in the interval
|Imτ1 − Imτ2| < |~x12| [55]. The analytic structure is exemplified in figure 11.
We shall perform the Wick rotation of eq. (F.9) in three steps. A first contour
deformation will extend the analytic domain in the momenta from the real axis to
26Note however the exception discussed at the end of this appendix: if pτE,1 < 0, |pτE,1| > pτE,2,
|pτE,1| > pτE,3 and |pτE,1| < pτE,2 + pτE,3, we are not able to exhibit the analytic continuation along
the path (F.8).
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τ2 + i|~x12|
τ2 − i|~x12|
τ3 + i|~x13|
τ3 − i|~x13|
i|~x1|
−i|~x1|
τ1
Figure 11. Analytic structure of the correlator as a function of the Euclidean time of one
of the insertions. The three pairs of branch points correspond the past and future lightcone
OPEs of φ(x1) with one of the three other insertions.
part of the complex plane. Next we shall rotate the momenta according to eq. (F.8),
and finally we will complete the deformation of the integration contours according
to eq. (F.7). It will be necessary to consider separately the case where the Euclidean
momenta pτE,i have different signs.
pτE,i all positive
In this case, we first modify the contours of all the time variables as in the left panel
of figure 12. The angles θi for the three time variables do not need to all coincide: it
is possible to rotate one coordinate at a time.27 As we pointed out earlier, dropping
the arcs when rotating the contours is allowed, thanks to the convolution with test
functions at first, then thanks to the exponential suppression from the plane wave
factors. After the rotation, we obtain a representation of G(~xi, p
τ
i ) with a larger
region of analyticity. Indeed, the τi-integrals converge as long as the plane wave
factors do not grow exponentially in any of the asymptotic regions. This requires
Im(pτ1τ1 + p
τ
2τ2 + p
τ
3τ3) ≥ 0 , large τi . (F.10)
When only one time variable is large – Reτi → ±∞ – the exponential is not growing
when pτi belongs to the wedge highlighted in the right panel in figure 12. Because
of the dip in the τ -contour – see again figure 12 – we also need to worry about the
region where multiple τi are of the same order and large. Exponential suppression
27Depending on the values of θi and ~xij , the contours may circumnavigate the upper cuts as in
figure 12, or the lower ones. All the following considerations are unaffected.
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τi
θi
pτi
θi
Figure 12. Left panel. The contour deformation when all pτE,i > 0. More precisely, the
contour of the time component which is integrated first must avoid all the branch points as
shown in the figure. After the first integration, the integrand only has two pairs of branch
points, and so on. Right panel. The region of convergence of the Fourier transform after
the contour deformation in the left panel. See the text for a precise characterization.
τ
θ+
θ−
pτ
θ−
θ+
Figure 13. Schematic plot of the last step in the contour deformations when all pτE,i > 0,
and of the associated region of convergence of the Fourier transform. The detailed proce-
dure is completely analogous to the one illustrated in figure 12 and in the relative text.
is then guaranteed if all pτi ’s belong to the same wedge, with width θ = θmin, the
smallest angle of the three contours in the τ plane.
At this point, we can choose all θi to be equal, and rotate all p
τ
i ’s according to
eq. (F.8). The last step in the procedure requires rotating the contours of integration
in the half-plane Reτ < 0. This restricts the region of analyticity in the pτ plane, as
shown schematically in figure 13. Finally, one can set θ− = θ+ = θ for all the three
variables, at the price of re-introducing Gaussian wave packets to dump the large |τ |
tails.
It is important to notice that, after integrating each of the time variables, the
integrand develops additional singularities with respect to the ones in the left panel
of figure 12. These correspond to the pinching of the contour of integration between
two branch points. Let us say we perform the integral over τ1. At fixed |~x1j | the
branch points corresponding to the past and future lightcones of the same operator
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never pinch the contour. On the contrary, when, say, Reτ2 = Reτ3, the branch point
corresponding to the future lightcone of φ(x2) can collide with the one corresponding
to the past lightcone of φ(x3), or vice versa. This happens when
τ2 ± i| ~x12| = τ3 ∓ i| ~x13| . (F.11)
The two branch points then pinch the τ1-contour. This configuration is a double
lightcone limit, where x1 is lightlike separated from x2 and x3 (it intersects the
future lightcone of one point and the past lightcone of the other). However, in the τ2
and τ3 complex planes, these new singularities lie always above or below the branch
points associated to the ordinary lightcone singularities. Indeed, due to the triangular
inequality,
|Imτ2 − Imτ3|double lightcone ≥ |Imτ2 − Imτ3|lightcone = | ~x23| . (F.12)
Hence, the new singularities do not affect our procedure for the contour deformation,
because they lie on top of the cuts already present in figure (11). On the other hand,
if | ~xij | → 0 for i, j = 1, 2, 3, all the branch points pinch the contour simultaneously.
When performing the integral over the spacelike coordinates, one must be careful
that the correlator remains integrable in this limit also after the contour deformation.
Although it should be possible to use the OPE to prove this fact, at least as long as
θ < π/2, we leave this analysis to future work.
pτE,i with mixed signs
If we want to reach a Lorentzian configuration where, say, pτ1 < 0 and the timelike
components of the remaining momenta are positive, we need to start from pτE,1 < 0,
pτE,2, p
τ
E,3 > 0. Now, the τ1-contour needs to be first deformed downward in the
region Reτ1 < 0. Let us also first assume that |pτE,1| < pτE,2, pτE,3. Then, the following
prescription allows to exhibit the required analytic continuation. We first integrate
in τ1, then in τ2 and finally in τ3.
28 The contours of integration are then shown in
figure 14. Again, we should make sure that the phase factors are not growing in
the asymptotic regions, which include, besides the limits Reτi → ±∞ independently,
also the following ones:
τ1 ≈ τ2 →∞ along the path of τ2 , (F.13)
τ1 ≈ τ3 →∞ along the path of τ3 , (F.14)
τ2 ≈ τ3 →∞ along the path of τ3 , (F.15)
τ1 ≈ τ2 ≈ τ3 →∞ along the path of τ3 . (F.16)
We conclude that the region of convergence of the Fourier transform, after the contour
deformation, is the domain in Cpτ1×Cpτ2×Cpτ3 formed by the intersection of the wedges
28Actually, only the fact that τ1 is integrated first is important.
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τ1
θ1
τ2
θ2
τ3
θ3
Figure 14. Prescription to deform the τ -contours when |pτE,1| < pτE,2, pτE,3. Recall that,
according to the explanation in the main text, additional branch points corresponding to
double lightcone limits lie on top of the cuts shown in the τ2 and τ3 planes.
pτ1
θ1
pA
θ2
pB
θ3
Figure 15. Region of convergence of the Fourier transform after the contour deformations
in figure 14. In the second plot, pA stands for either of the following two combinations: p
τ
2
or pτ1+p
τ
2 . Similarly, in the third plot pB stands for p
τ
3 , (p
τ
1+p
τ
3), (p
τ
2+p
τ
3) or (p
τ
1+p
τ
2+p
τ
3).
depicted in figure 15. Due to the ordering of the pτE,i, it is easy to convince oneself
that this domain includes the path in eq. (F.8), once all θi are chosen equal. In the
final step, again we straighten up all τ -contours.
The argument generalizes to the other possible orderings among |pτE,1|, pτE,2 and
pτE,3: we always integrate the time variables in increasing order of the associated
momenta. There is, however, a caveat. If |pτE,1| > pτE,2 pτE,3, but |pτE,1| < pτE,2 + pτE,3,
this procedure still does not allow to exhibit the Wick rotation along the path (F.8).
Indeed, when all τi become large along the path of τ1 the condition (F.10) is violated
as soon as θ1 6= 0. Closing this loophole would likely require a more refined analysis,
which lies outside the scope of this appendix. Notice in particular that the Fourier
transform in the spatial coordinates should simplify the analytic structure of the
result, thanks to the restored Lorentz invariance. For instance, when all the momenta
are spacelike, the Fourier transform of the time-ordered correlator cannot depend on
the sign of p01, since the latter can be changed via a Lorentz transformation.
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Let us conclude this discussion with the following simple example:
G(p1, p2) =
∫
dτ2 e
ip2τ2
∫
dτ1 e
ip1τ1
1
((τ1 − τ2)2 + 1) (τ 21 + 1) (τ 22 + 1)
. (F.17)
In other words, we take the Fourier transform in the Euclidean variable τ of the
three-point function of primaries with dimension ∆φ = 2, placed at unit distance
from each other in the remaining coordinates. In this case, all the branch points
corresponding to the lightcones are simple poles, and the Fourier transform is easily
computed by closing the contour appropriately. After integrating in τ1 one finds
G(p1, p2) =
∫
dτ2 e
ip2τ2−|p1|
π
τ2(1 + τ
2
2 )
(
eip1τ2
τ2 + 2i signp1
+
1
τ2 − 2i signp1
)
. (F.18)
The integrand has now additional poles at τ2 = ±2i which, as explained above,
correspond to the pinching of the τ1 contour between the (future lightcone) pole at
τ1 = i and the (past lightcone) pole at τ1 = τ2 − i, or vice versa. The final result is
G(p1, p2) =
{
π2
(
e−|p1|−|p2| − 1
3
e−2|p1|−|p2| − 1
3
e−|p1|−2|p2|
)
p1p2 > 0 ,
π2
(
e−|p1| − 1
3
e−2|p1|+|p2| − 1
3
e−|p1|−|p2|
)
p1p2 < 0, p1(p1 + p2) > 0 .
(F.19)
The remaining case, where p1p2 < 0 and p1(p1 + p2) < 0 can be deduced from the
p1 ↔ p2 symmetry of eq. (F.17). eq. (F.19) can be analytically continued along the
path (F.8), and the resulting function is piecewise analytic in the space spanned by
complex p1, p2. The analytic continuation depends on the starting point of the path,
according to the Euclidean Fourier transform eq. (F.19). This all matches our general
discussion, where the cases p1p2 ≷ 0 and p1 + p2 ≷ 0 had to be treated separately.
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