W e consider a nonlinear nonseparable functional approximation to the value function of a dynamic programming formulation for the network revenue management (RM) problem with customer choice. We propose a simultaneous dynamic programming approach to solve the resulting problem, which is a nonlinear optimization problem with nonlinear constraints. We show that our approximation leads to a tighter upper bound on optimal expected revenue than some known bounds in the literature. Our approach can be viewed as a variant of the classical dynamic programming decomposition widely used in the research and practice of network RM. The computational cost of this new decomposition approach is only slightly higher than the classical version. A numerical study shows that heuristic control policies from the decomposition consistently outperform policies from the classical decomposition.
Introduction
Revenue management (RM) entails controlling the availability/pricing of different products that use the same set of resources in order to maximize revenue. Traditional application areas include airlines, hotels, and car rentals. The application has expanded to many other areas in recent years (Talluri and van Ryzin 2004b) . One problem that has received considerable attention in the research and application of RM is the network RM problem (Gallego and van Ryzin 1997) , where customer requests with varying resource requirements and revenue contributions are controlled dynamically in order to maximize revenue. A canonical example is the application in the airline industry, where the resources correspond to seats on scheduled flights and products refer to different fare-itinerary combinations. Network RM techniques have also been widely used in other application areas.
It is well known that the dynamic programming formulation of network RM suffers from the curse of dimensionality as the state space of such a formulation grows exponentially with the number of resources involved (see, e.g., Bertsimas and Popescu 2003) . Dynamic programming decomposition, where a high-dimensional dynamic program is decomposed into a set of dynamic programs with small one-dimensional state space, is a powerful idea that has been exploited extensively in the research and application of network RM. For a review on decomposition-based approximations for network RM, see Talluri and van Ryzin (2004b, §3.4) . Recently, Liu and van Ryzin (2008) extend the dynamic programming decomposition approach to network RM with customer choice. Their work inspired a stream of research that considers refined solution approaches of the same problem. (We defer a more detailed literature review to the next section.)
Traditional formulations of network RM often adopt the independent demand by fare class (independent demand for short) assumption where each arriving customer belongs to a specific fare class requesting a particular product (fare-itinerary combination). Recently, many authors have considered models that explicitly take into account customer choice behavior among the available fare products. Such models reflect the trend toward more realistic customer behavior modeling. With the increasing availability of product information and decreasing search cost in many RM settings, customers are empowered to make smarter choices that fit their needs. We choose to discuss our main results in the setting that considers customer choice behavior. To further facilitate our discussion, we will present our work in the airline RM context. We do point out that because the independent demand model can be cast as a customer choice model where each customer chooses a particular product with probability one and other products with probability zero, the main theoretical results in this paper easily extend to that setting.
Despite the popularity of dynamic programming decomposition in RM research and practice, surprisingly few theoretical results are found in the literature. Zhang and Adelman (2009) show that a particular dynamic programming decomposition leads to an upper bound on the optimal expected revenue, which is tighter than the bound from a deterministic linear program called a choice-based deterministic linear program (CDLP); see Liu and van Ryzin (2008) . Zhang and Adelman (2009) follow the earlier work of Adelman (2007) , which considers a linear functional approximation for network RM in an independent demand setting. In his approach, the dynamic programming value function for each time period is approximated by an affine function of the state, which refers to the vector of remaining inventories for all resources. The (time-dependent) coefficients for each state component can be interpreted as dynamic bid prices, which represent the estimated opportunity costs for resources. Such dynamic bid-prices can be used in the optimality equation of the dynamic programming formulation to generate control policies. Zhang and Adelman (2009) show that a dynamic programming decomposition approach using such dynamic bid-prices leads to an upper bound on the optimal expected revenue. However, their decomposition bound is more general. In fact, the bound holds for any bid-price vector; in particular, it holds for a static bid-price vector that is time invariant.
Motivated by the decomposition bound in Zhang and Adelman (2009) , this paper explores a stronger form of functional approximation that is nonlinear and nonseparable. To the best of our knowledge, our work is the first in the RM literature to consider such a strong form of functional approximation. This new functional approximation leads to a nonlinear optimization problem with a large number of nonlinear constraints, and is potentially very difficult to solve. We show that a restricted version of the optimization problem can be efficiently solved via a simultaneous dynamic programming algorithm. The computational cost of the algorithm is only slightly higher than that of the dynamic programming decomposition presented in Liu and van Ryzin (2008) . Because their decomposition approach is very similar in spirit to existing dynamic programming decomposition approaches in the literature, we refer to their approach as the classical dynamic programming decomposition. Furthermore, the new decomposition leads to a revenue bound that is tighter than the decomposition bound presented in Zhang and Adelman (2009) .
It is possible to combine the approach proposed in this paper with approaches that generate "better" bid prices. This paper uses static bid-prices from CDLP. An immediate extension is to use bid-prices from other approaches, such as the dynamic bid-prices from Zhang and Adelman (2009) . All the theoretical results in this paper carry over. A downside of using such an approach is that the computational cost would be much higher because it is quite computationally intensive to compute dynamic bid-prices.
For ease of reference, we will refer to the classical dynamic programming decomposition as DCOMP, and the one presented in this paper as DCOMP1. We will also refer to the heuristic policies from the two decomposition schemes as DCOMP and DCOMP1, respectively. We will make it clear from the context when we refer to bounds versus policies.
We test the performance of DCOMP1 on a set of randomly generated problem instances with different load factors and time horizons. Our simulation results show that DCOMP1 outperforms DCOMP in almost all test cases. In particular, it can outperform DCOMP by as much as 8% even in relatively large problem instances, which is quite remarkable given that DCOMP is often believed to be one of the strongest benchmarks available and is often the algorithm implemented in commercial applications. For comparison purposes, we also implement a policy that uses static bid-prices from CDLP, which we call CDLP. We show that overall DCOMP1 performs better than CDLP even when the latter is frequently resolved.
Our numerical results show that bounds from DCOMP1 can be much tighter than bounds from DCOMP, providing better benchmarks in numerical studies. However, even when DCOMP1 bounds are close to DCOMP bounds, the corresponding policy can still outperform those from DCOMP. We show that the DCOMP1 bounds from individual legs are more homogeneous than those from DCOMP, which we believe is the source of strength of the policies. This stems from the enhanced ability of DCOMP1 to capture network effects through its stronger functional approximation.
The customer choice model considered in our numerical study is the multinomial logit model with disjoint consideration sets (MNLD) that was originally introduced in Liu and van Ryzin (2008) . The choice model was subsequently considered in several follow-up papers (Zhang and Adelman 2009 , Meissner and Strauss 2009 , Kunnumkal and Topaloglu 2008b . The approach presented in this paper can be extended to more general choice models, such as the multinomial logit choice model with overlapping segments introduced in Bront et al.
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(2009). However, we believe that considering more complex forms of choice models digresses from the main purpose of the paper. We conjecture that a similar revenue lift can be observed for more general choice models because the main driver of the performance improvement is the stronger form of functional approximation that captures network effects better.
The main contribution of the present paper is the new decomposition scheme DCOMP1, which is based on a strong form of functional approximation of the dynamic programming formulation of the network RM with customer choice. The functional approximation employed can capture network effects better than classical dynamic programming decomposition to the same problem. To the best of our knowledge, our work is the first that adopts a nonlinear nonseparable functional approximation, which is shown to be efficiently solvable through a simultaneous dynamic programming algorithm. We show that the new decomposition approach leads to a better revenue bound than does the classical version. Coming up with tighter revenue bounds is interesting in its own right (Talluri 2008) . A computational study demonstrates the strength of the proposed approach.
The remainder of the paper is organized as follows. Section 2 reviews the relevant literature, and §3 formulates the problem and reviews some preliminary results. The core of the paper is §4, which introduces the new dynamic programming decomposition approach. Section 5 introduces several heuristic policies tested in our numerical study. Section 6 reports computational results, and §7 summarizes.
Literature Review
Our work is closely related to the RM and approximate dynamic programming literature. For a comprehensive review of the RM literature, see Talluri and van Ryzin (2004b) . Comprehensive references on approximate dynamic programming are offered by Bertsekas and Tsitsiklis (1996) and Powell (2007) . The problem considered in this paper builds on the growing literature on revenue management with customer choice, and draws heavily on the recent literature that considers such problems in network settings. Researchers in RM have long realized that demand for different products may be dependent through customer diversion and upgrading. Brumelle et al. (1990) consider seat allocations for a two-class singleleg RM problem when the demands for the two classes are stochastically dependent because of customer buy-up. Belobaba and Weatherford (1996) investigate variations of some well-known heuristics to account for customer diversion among customer classes. Zhao and Zheng (2001) consider a two-class seat allocation model with passenger diversion. Much of the early work considers problems that involve a single resource and relatively simple customer behavior models. Talluri and van Ryzin (2004a) consider customer choice among fare classes on a single-leg flight for a quite general discrete-choice model. Their work paved the way for later developments that consider more general choice models and more complex network structure. Cooper (2005, 2009 ) consider seat allocation and pricing issues for multiple flights sharing the same origin and destination. Van Ryzin and Vulcano (2008) introduce a simulation-based optimization approach for network RM under a fairly general customer choice process. Gallego et al. (2004) propose a linear programming approach to analyze network RM for flexible products that was subsequently adopted by Liu and van Ryzin (2008) to study network RM with customer choice. They also extend the classic dynamic programming decomposition approach (see Talluri and van Ryzin 2004b, §3.4) to the network setting with customer choice. To demonstrate the strength of the approach, they consider problem instances where customer choice follows a MNLD. The line of research on network RM with customer choice has been expanding. Bront et al. (2009) extend the work of Liu and van Ryzin (2008) to allow for overlapping consideration sets in the multinomial logit choice model. They adopt a dynamic programming decomposition approach similar to the one in Liu and van Ryzin (2008) . Their paper provides a heuristic solution approach for the CDLP formulation under the more general choice model, which was empirically shown to perform well. Jiang and Miglionico (2006) consider a network RM problem with customer buy-up and explore several solution approaches. Zhang and Adelman (2009) adopt a linear functional approximation approach to generate dynamic bid prices that are subsequently used in a dynamic programming decomposition. Their work builds on the earlier work of Adelman (2007) , which considers functional approximation for dynamic programming formulation of the network RM problem. Kunnumkal and Topaloglu (2008b) solve the network RM with customer choice using a Lagrangian relaxation approach to approximate dynamic programming. Kunnumkal and Topaloglu (2008a) propose a dynamic programming decomposition that aims at finding better fare proration than that used in Liu and van Ryzin (2008) . Walczak (2008) introduces a product-based decomposition idea. Meissner and Strauss (2009) consider a separable concave functional approximation for the network RM with customer choice. They propose inventory aggregation as a way to reduce the computational burden and INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
show some theoretical results. Their work is related to the earlier work of Farias and Van Roy (2007) , who posit a separable concave functional approximation for network RM without customer choice. Farias and Van Roy (2007) adopt a constraint sampling approach to solve the problem. With few exceptions, the MNLD choice model is considered in the majority of papers in this stream of research, including Zhang and Adelman (2009) , Kunnumkal and Topaloglu (2008a, b) , and Meissner and Strauss (2009) . We also consider the MNLD choice model in the present paper.
The solution approach adopted in this paper is closely related to the functional approximation idea for approximate dynamic programming that was first considered by Schweitzer and Seidmann (1985) . de Farias and Van Roy (2003) consider linear-programming based approaches to approximate dynamic programming. Adelman (2007) proposes the use of weighted basis functions as a way to approximately solve high-dimensional dynamic programming formulation of network RM. He demonstrates the strength of the approach using a linear functional approximation, which is a special case of the weighted basis function approach. Other papers that consider functional approximation approaches include the earlier-cited papers of Adelman (2009), Farias and Van Roy (2007) , and Meissner and Strauss (2009) . For an example of a functional approximation approach for infinite-horizon dynamic programs, see Adelman and Mersereau (2008) . This paper considers a functional approximation that is nonlinear and nonseparable. To the best of our knowledge, our work is the first that considers such an approximation in the RM literature. We propose a simultaneous dynamic programming approach to solve the resulting problem. Compared with some of the existing work, the benefit of the proposed approach lies in its relatively low computational cost. Indeed, our numerical study shows that the computational time required is only slightly higher than the classical dynamic programming decomposition approach proposed in Liu and van Ryzin (2008) . When computational time is not a concern, our approach can be combined with other approaches in the literature-for example, Zhang and Adelman (2009) and Meissner and Strauss (2009) -to generate potentially even stronger heuristics. Our results confirm, once again, the effectiveness of functional approximation as a useful approach for approximate dynamic programming in network RM and other applications. In addition, our approach leads to a better bound, which is subsequently used as the benchmark in our numerical study.
Model Formulation and Preliminaries

Dynamic Programming Formulation
This section formulates the network RM problem with customer choice as a finite-horizon dynamic program. The original problem was introduced in Liu and van Ryzin (2008) . Our formulation and notations closely follow those of Zhang and Adelman (2009) . For ease of exposition, we use airline terminology throughout the paper. Consider a flight network with m legs and the set of capacities c = c 1 c m T , where c i is the capacity of leg i and the superscript T denotes vector transpose. There are n products offered, where a product is an itinerary-fare combination. Let N = 1 n be the set of products. The fare for product j is f j . The consumption matrix is an m×n -matrix A ≡ a ij . The entry a ij ∈ 0 1 represents the amount of resource i required by a class j customer. By restricting A to a binary matrix, we explicitly rule out group requests that can use multiple units of a resource. This restriction is made primarily for convenience and can be relaxed for much of our analysis. The jth column A j is the resource incidence vector for product j. There are discrete time periods that are counted forward, so period is the last period. The period + 1 is used to denote the end of the horizon. To simplify notation, we reserve the symbols i, j, and t for legs, products, and time, respectively.
In each period, there is one customer arrival with probability , and no customer arrival with probability 1− . Note that we assume that is independent of time t only for notational simplicity. When a customer arrives, the firm must decide what products to offer. Let S ⊆ N be the offer set of the firm. Note that S = means that no product is offered. Given offer set S, each arriving customer chooses the product j ∈ S with probability P j S , and makes no purchase with probability P 0 S = 1 − j∈S P j S . Note that the independent demand model where each customer requests a specific product but does not choose among the products can be modeled as a special case where P j S =p j ∀ j ∈ S and P j S = 0 otherwise.
The state at the beginning of any period t is an m-vector of unsold seats x. Let v t x be the maximum total expected revenue over periods t starting at state x at the beginning of period t. The optimality equation is
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where j v t+1 x = v t+1 x − v t+1 x − A j represents the opportunity cost of selling product j in period t. The boundary conditions are v +1 x = 0 for all x. In the above, the set N x = j ∈ N x ≥ A j is the set of products that can be offered when the state is x. The formulation DP suffers from the curse of dimensionality because the state space grows exponentially with the number of resources m. Therefore, it is difficult to solve the model even for moderately sized problems. The primary focus of the existing research is to find tractable approximations that are easily solvable. In the following, we briefly review the choice-based deterministic linear programming (CDLP) model and the classical dynamic programming decomposition approach introduced in Liu and van Ryzin (2008) .
The Choice-Based Linear Program
The (CDLP) model can be viewed as an extension of the deterministic linear program (see, e.g., Talluri and van Ryzin 1998, Cooper 2002) for network RM to the setting with customer choice. The basic idea is to approximate random discrete quantities with deterministic continuous quantities. In the formulation, both resources (seats) and demands are viewed as continuous.
Let S denote the firm's offer set. Customer demand flows in at rate . When product set S is offered, product j is sold at rate P j S (i.e., a proportion P j S of the demand chooses product j). Let R S denote the revenue from one unit of customer demand when the set S is offered. Then, R S = j∈S f j P j S . Note that R S is a scalar. Similarly, let Q i S denote the resource consumption rate on flight i, i = 1 m, given that the set S is offered. Let Q S = Q 1 S Q m S T . (The superscript T is used to denote vector transpose.) The vector Q S satisfies Q S = AP S , where P S = P 1 S P n S T is the vector of purchase probabilities.
Let h S be the total time that the set S is offered. Because the demand is deterministic and the choice probabilities are time homogeneous, the order in which different offer sets are used does not matter. Consequently, only the total time that each product set is offered matters. The objective is to determine the total time h S during which each set S should be offered to maximize the firm's revenue. The choice-based deterministic linear program can be written as follows:
In the above, the constraint (2) is a resource constraint.
(All vector inequalities should be interpreted componentwise.) The constraint (3) stipulates that the total time of all product offerings cannot exceed the available time .
The dual values associated with the constraint (2) can be interpreted as the value of an additional unit of each resource, which can be used as a bid-price for the resource or used to construct other types of heuristics, such as the dynamic programming decomposition that we introduce next. Liu and van Ryzin (2008) show that the objective value of CDLP, z CDLP , provides an upper bound on the optimal expected revenue; i.e., z CDLP ≥ v 1 c . As suggested in Liu and van Ryzin (2008) , the formulation CDLP can be extended to consider timedependent arrival rates and choice probabilities by dividing the booking horizon into intervals, each with constant arrival rates and choice probabilities and defining the decision variables for each interval separately. We restrict ourselves to stationary problem parameters for convenience of presentation.
The Classical Dynamic Programming
Decomposition Liu and van Ryzin (2008) introduce a dynamic programming decomposition scheme that uses the dual values * on constraint (2) in CDLP. The main idea is to decompose the network problem that involves many resources into single-resource problems that are much easier to solve. Let * be the vector of dual values of the resource constraint in CDLP. Consider the following approximation for any fixed leg i:
In (4), the value of having x i seats in period t on leg i is approximated by the nonlinear term v t i x i , whereas the value of each seat on leg k is approximated by * k for resources k = i. Using (4) in DP leads to the following dynamic program for each leg i:
Here, the vector x i c −i refers to the vector c with the ith component replaced by x i . The boundary conditions are v +1 i x i = 0 for all x i . Note that the term INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
k can be interpreted as prorated fare for leg i, because it reduced the fare f j by the "value" of seats on other resources.
The dynamic program (DP i ) has a one dimensional state space and therefore dispels the curse of dimensionality faced by (DP). After v t i · is computed for each i, the value function v t x of (DP) can be approximated by v t x ≈ m i=1 v t i x i , which can be plugged back in the recursion in (DP) to compute an approximate control policy. Therefore, as long as (CDLP) and (DP i ) are efficiently solvable, the above dynamic programming decomposition can be used to generate a control policy. Recently, Zhang and Adelman (2009) show that the approximation (4) leads to an upper bound, which is tighter than the upper bound from (CDLP).
Proposition 1 (Zhang and Adelman 2009). The following relationships hold
Part (i) in Proposition 1 shows that the dynamic programming decomposition produces a statewise bound for each time period. Part (ii) shows that it produces a tighter upper bound than (CDLP). According to (4), the value v t x is approximated by the value from leg i and the values from the other legs. The network effect is captured purely by the fare proration in (DP i ), and the approximate values v t i · are calculated independent of all other legs. Hence, in general, the right-hand side of (4) is not the same for different resources.
A New Dynamic Programming Decomposition Scheme
In this section, we introduce a novel dynamic programming decomposition scheme from a strong functional approximation motivated by the decomposition bound in Proposition 1. The new functional approximation leads to a constrained nonlinear optimization problem that is, in general, very hard to solve. We show that a restricted version of the problem can be efficiently solved via a simultaneous dynamic programming algorithm. Furthermore, this restricted version of the problem produces a tighter upper bound than the bounds introduced in Proposition 1.
A Strong Functional Approximation
We first note that (DP) can be written as a linear program as follows (see Zhang and Adelman 2009 ):
LP min
where we take v +1 x = 0 for all x. Note that, in (LP), the decision variables are the dynamic programming value functions v t · for all t. The formulation (LP) is equivalent to (DP) in the sense that it gives exactly the same value function when solved to optimality. This should be contrasted with (CDLP), which results from a deterministic approximation. Clearly, (LP) involves many decision variables and constraints, and therefore is as difficult to solve as the original formulation (DP). It can be shown by induction that any feasible solution to (LP) gives an upper bound for the value function in (DP). One strategy to reduce the number of decision variables is to use a functional approximation for v t · . This approach was taken by Zhang and Adelman (2009) , who use a linear functional approximation of the form
The set of values V t i ∀ t i can be interpreted as dynamic bid-prices because V t i represents the estimated value of a seat on leg i in period t. The t s are adjusting constants. The authors develop a solution strategy for the resulting linear program with decision variables V t i and t . The classical dynamic programming decomposition approach can be viewed as a functional approximation approach with the approximation scheme (4), where the decision variables are v t i · ∀ t i . Note that the approximation (5) is linear separable, and the approximation (4) is separable.
We introduce another functional approximation scheme motivated by the decomposition bound in Proposition 1. Given a vector * of resource dual prices and a collection of single-dimensional value functions v t i · ∀ t i , we consider the functional approximation
In the above,v t i x i is a nonlinear term representing the value of x i seats on leg i. Observe that the approximation (6) is nonlinear and nonseparable in x due to the minimization. The approximation (6) is able to better capture the network effect, because after v t i · s are determined for each leg i, the value v t x is approximated by a single minimum across the legs, whereas in the decomposition in §3.3, the network effect is only captured through fare proration. Plugging (6) into (LP), we have
Being a nonlinear program with, potentially, a huge number of nonlinear constraints, the problem (NLP) is in general extremely difficult to solve. The primary difficulty in using strong functional approximations in approximate dynamic programming is precisely the difficulty associated with solving the resulting problem. In the remainder of this section, we focus on developing an approximate solution procedure for (NLP). We will show that this solution procedure leads to tighter bounds and approximations than the solution in §3.3. First, observe that the minimization on the lefthand side of (7) can be removed by writing each constraint as m equivalent constraintŝ
The constraint (8) is still difficult to handle. In the following, we consider a restriction of (8) that renders the resulting problem efficiently solvable via a simultaneous dynamic programming approach.
By moving the second term on the left-hand side to the right-hand side, the constraint (8) can be written aŝ
Simplifying the above leads tô
Breaking up the minimization terms on the righthand side leads tô
Next, we restrict the constraint such that, for each fixed i, the constraint only involves x i , which can be achieved by taking the maximum over x k for all k = i for each fixed i. With a little more algebra, this leads tô
Recognizing that N x ⊆ N x i c −i with c −i being the vector c without the ith component, the above constraint can be further restricted by taking S ⊆ N x i c −i instead of S ⊆ N x . Note that this is a constraint restriction because for each fixed i, t, x, replacing N x with N x i c −i adds constraints for all S ⊆ N x i c −i \N x . After this step, we can remove redundant constraints by replacing x with x i for each i, because the constraints for each i do not involve other components of x except x i . For convenience of reference, we rewrite (NLP) with the restricted constraint as
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From the construction of the restricted constraints, all feasible solutions to ( NLP) are also feasible for (NLP). The following proposition is a direct consequence of this observation.
In the next subsection, we introduce a simultaneous dynamic programming approach to solve ( NLP). We will show that the approach leads to an efficient solution algorithm for the problem ( NLP). Furthermore, the approach also leads to simple inductive proof of the relationships among different bounds.
A Simultaneous Dynamic
Programming Approach The formulation ( NLP) is still a nonlinear optimization problem with a large number of nonlinear constraints. Therefore, a brute-force solution of the problem is very computationally intensive, if possible at all. We introduce, in this section, a simultaneous dynamic programming approach to solve the problem by exploiting the special structure of the constraints. We first show the following proposition. 
Proof. Let v t i ∀ t i be a feasible solution to ( NLP).
Supposev t i x i is strictly greater than the right-hand side of (9) for all S ⊆ N x i c −i for fixed t, i, x i . Then, the solution v t i ∀ t i can be modified by replacinĝ
It is easy to check that the new solution is still feasible.
Repeating this procedure for all values in the solution such that strict inequality holds in (9) yields the result.
An immediate corollary for Proposition 3 is the following.
Corollary 1. There exists an optimal solution v t i · ∀ t i to ( NLP) such that equality holds for some
Observe that, by construction, each constraint in ( NLP) only involves x i for one resource i, but not all other resources. Define a set of value functions ṽ t i · for all t and i as follows:
with boundary conditionsṽ +1 i x i = 0 for all i x i . Next, we establish the equivalence between ( NLP) and ( DP). We have the following result: Proof. From Corollary 1, it is without loss of optimality to restrict our attention in ( NLP) to optimal solutions such that equalities hold in the constraint (9). Let v * t i x i ∀ t i denotes such an optimal solution to ( NLP). Then,
Comparing (10) with ( DP) yields the result.
Because of the equivalence ofṽ t i x i in ( DP) and v * t i x i , we will only usev * t i x i in the remainder INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
of the paper. Proposition 4 shows that it suffices to solve ( DP) instead of ( NLP). The formulation ( DP) involves m single-resource dynamic programs that need to be solved simultaneously because the optimality equation forv * t i x i involvesv * t+1 k x k for all x and k = 1 m. Even though ( DP) is considerably simpler to solve than ( NLP), it is potentially much more computationally intensive than the dynamic programming decomposition presented in §3.3. In particular, ( DP) involves many inner minimization and maximization operations that could potentially expend heavy computational effort. However, this computational effort can be substantially reduced by precomputing in each period G * t i and G † t i where
Note that
which can be used to further reduce the computational cost. Our numerical study shows that this simplification can reduce computational time by 20 times compared with a naive implementation, and therefore is key to any practical implementation.
Comparison of Bounds
Recall that v t i · ∀ t i are the value functions from the dynamic programming decomposition in §3.3. We show that the bounds from ( NLP) are tighter than the decomposition bound in Proposition 1 originally shown in Zhang and Adelman (2009) .
Proposition 5. The following results hold:
The proof follows by induction on time t for each state x. Fix i. Becausev * +1 i x i = v +1 i x i = 0 for each x i , the inequality holds trivially for time +1. Now, suppose that the inequality holds for t + 1, i.e.,
For each state x i , we havê
In the above, the first inequality follows from the formulation ( DP) and the inductive assumption; the second inequality follows by taking the first term in each minimization on the right-hand side, and the last equality follows from (DP i ).
(ii) The first inequality follows because an optimal solution to (NLP) is a feasible solution to (LP); the second inequality is from Proposition 2; the equality is from Proposition 4, and the third inequality follows from Part (i). The last inequality is from Proposition 1.
Part (i) in Proposition 5 implies that the separable approximation iv * t i x i is tighter than the separable approximation i v t i x i . Even though we are unable to establish analytically such separable approximations as either upper bounds or lower bounds on v t x , we do observe in all our numerical examples
Therefore, for practical purposes, iv * 1 i c i can be viewed as a tighter approximation than i v 1 i c i for the total expected revenue v 1 c .
Before we move on, we would like to make some comments on the use of the nonlinear nonseparable approximation (6). Note that all our results carry over for time-dependent bid-price vectors. Although we propose the use of * from (CDLP) in (6), we can also use dynamic bid-prices V * t i from Zhang and Adelman (2009) . The main disadvantage is that the computation of V * t i , as shown in Zhang and Adelman (2009) , can be quite computationally intensive.
It is also possible to consider more general functional approximations. Meissner and Strauss (2009) consider inventory-sensitive bid-prices where the inventory level x i for each resource can be divided into several ranges and a different bid-price value is used for each inventory range. In the most general case, each unit of inventory is associated with a different bid-price value, which is equivalent to the separable functional approximation v t x = m i=1 w t i x i , ∀ t i x, for a set of value functions w t i · ∀ t i . This INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
approximation is very appealing because it directly corresponds to the separable approximation used to generate control policies. The main disadvantage of the approach is its computational cost, which is at least as expensive as the linear functional approximation approach in Zhang and Adelman (2009) . Meissner and Strauss (2009) consider inventory aggregation where inventory levels are divided into ranges and one value is used for each range. They further point out that it is possible to combine inventory aggregation and time aggregation to achieve additional reduction in computational cost, which is a potentially interesting topic for future research.
The main advantage of our approach in this paper lies in its relatively low computational cost. In fact, its computational time requirement is only slightly higher than that of the decomposition approach in §3.3, as will be shown in our numerical study.
Heuristic Policies
In this section, we introduce heuristic policies from ( NLP) (or equivalently ( DP)). For comparison purposes, we also consider policies from (CDLP) and the classical dynamic programming decomposition in §3.3. For our computational study, we consider the MNLD choice model (Liu and van Ryzin 2008) .
MNLD Choice Model
In MNLD, each customer is interested in a subset of the products. Let L = 1 l be the set of customer segments. We assume that customer segment l ∈ L has consideration set N l ⊆ N . We assume ∀ l 1 = l 2 , N l 1 ∩ N l 2 = ; i.e., different customer segments have disjoint consideration sets.
Within each segment, customer choice follows a multinomial logit (MNL) model. Under MNL, the choice probability can be defined by a vector of weights, which are also referred to as preference values. To completely specify the choice probabilities, we need to specify the preference value v lj for l ∈ L, j ∈ N l , and the no-purchase value v l0 for l ∈ L. In general, a choice set S can also be represented by an availability vector. Given a choice set S, we use a binary vector u l S to denote the product availability for segment l such that u lk S = 1 k ∈ S for all k ∈ N l . For convenience, we use vector and set notations interchangeably. Then, the probability a segment l customer purchases product j ∈ N l is P lj S = u lj S v lj / k∈N l u lk S v lk + v l0 .
To accommodate the MNLD choice model in the framework of §3, we assume that an arriving customer first chooses his relevant segment, and then chooses products within the given segment. In particular, we assume the probability that an arriving customer belongs to segment l is l / , where l l = . It then follows that, for j ∈ N l , P j S = l P lj S / . Liu and van Ryzin (2008) show that, for each fixed time t and state x, the maximization in (DP) is efficiently solvable. Furthermore, (CDLP) can be efficiently solved using a column generation procedure. Their work builds on the earlier work of Talluri and van Ryzin (2004a) and Gallego et al. (2004) . Because the maximization for each fixed t and state x in ( DP) has the same structure as in (DP), the maximization in ( DP) is also efficiently solvable for the MNLD choice model.
DCOMP1
In this subsection, we introduce a heuristic policy from the solution of ( DP). Recall that the solution is denoted by v * t i · ∀ i t . Consider the separable approximation v t x ≈ iv * t i x i , ∀ t x. Then, the opportunity cost of selling product j in period t for x ≥ A j is given by
By replacing j v t+1 x in (DP) with˜ j v t+1 x for all j, an offer set in period t can be computed by takinĝ
A heuristic policy that offers the product setŜ * t x in period t and state x is called DCOMP1 in our numerical study. Note again that the maximization above can be solved efficiently for the MNLD choice model by a ranking procedure (see Liu and van Ryzin 2008, Proposition 6 ).
CDLP Let
* be the vector of dual values corresponding to the resource constraints in (CDLP). In our numerical study We call the policy that approximates j v t x with i * i a ij for each j for all t and x ≥ A j CDLP. Note that product j will not be offered when x i < a ij for some i. Unlike bid-price policies for independent demand models (Talluri and van Ryzin 1998) , the offer set from CDLP in general depends on the vector * , and it is possible that a product j with p j > i a ij * i may not be offered. CDLP has the lowest computational cost in the policies we test in this paper because, unlike the decomposition-based approaches, it does not involve the computation of dynamic programming value functions. One way to improve the performance of policies from static approximations such as CDLP is to resolve the static model, taking into account changes in the capacity and remaining time. In our numerical study, we also consider versions of CDLP where the bid-prices are updated multiple times by resolving throughout the time horizon. We note that, in general, resolving does not necessarily improve the performance of the policy (Cooper 2002 , Secomandi 2008 .
DCOMP
Alternatively, the dual values * can be used in the dynamic programming decomposition approach outlined in §3.3. The resulting solution v t i · ∀ t i can be used in place of v * t i · ∀ t i in an approximation approach as in §5.2. This approach is the decomposition heuristic proposed in Liu and van Ryzin (2008) and is called DCOMP in our numerical study.
Numerical Study
In this section, we report results from a numerical study that investigates the revenue and computational performance of the policy DCOMP1 introduced in §5.2. The performance of DCOMP1 is compared to three other policies:
• DCOMP: The classical dynamic programming decomposition ( § §3.3 and 5.4);
• CDLP: The policy based on the dual values of resource constraints in the choice-based deterministic linear program ( §5.3);
• CDLP10: A version of CDLP that resolves 10 times with equally spaced resolving intervals.
6.1. Computational and Bound Performance 6.1.1. Description of Test Instances. To study the computational and bound performance, we randomly generate 16 hub-and-spoke network instances. The instances are labeled A1 to A16. We vary the number of periods in the set {100, 200, 400, 800}. We consider networks with 4, 8, 16, and 24 nonhub locations. See Figure 1 for a hub-and-spoke network with 4 nonhub locations. Half of the nonhub locations each have one flight to the hub and the other half each have one flight from the hub. Local itineraries are trips to or from the hub. Customers can also travel between nonhub locations with flights to the hub and nonhub locations with flights from the hub. Itineraries between nonhub locations are called through itineraries. For each itinerary (local or through itinerary), there are two fare products with different fares. The largest problem instance we consider has 24 nonhub locations and 336 fare products, representing a fairly large network.
Next, we briefly describe the method used to generate fares and choice parameters. The fares for local Hub-and-Spoke Network with Four Locations itineraries to the hub are generated by adding 100 to a truncated normal random variable with mean 800 and standard deviation 400, whereas the fares for local itineraries from the hub are generated by adding 50 to a truncated normal random variable with mean 400 and standard deviation 200. Each through itinerary fare is 0.95 times the sum of the fares of the two local itineraries it covers. The choice weight for each product is generated from uniform 1 6 . The choice weights for no-purchase is chosen such that no-purchase probability is 1/3 when all products are available for purchase. The parameter
U k , where U k s are independent uniform 0 1 random variables. Table 1 shows more details of the test instances A1 to A16. The parameters column shows the number of periods, the number of nonhub locations, the number of flights, and the number of fare products. For example, for the test instance A16, there are 800 periods, 24 nonhub locations, 24 flights, and 336 fare products. Capacity per leg shows the number of seats available for each flight. The load factor column shows the load factor as defined by
with S * ∈ arg max S⊆N j∈S P j S f j being the revenuemaximizing set of open products when there is ample capacity of each resource. The definition of load factor in (11) follows Zhang and Adelman (2009) . Note that in the no-choice setting S * is the set of all products and the load factor defined in (11) is the same as the one commonly used in the literature. 6.1.2. Computational Time. Table 1 shows the CPU seconds for problem instances A1 to A20. The code is implemented in MATLAB version R2009a and runs on a desktop with Intel Core Quad CPU Q6600 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Note. The Parameters column shows the number of periods, the number of nonhub locations, the number of flights, and the number of fare products.
2.4 GHz and 8 GB memory. The operating system is Windows XP Professional 64 bit. We report the computational time for CDLP, DCOMP, and DCOMP1. Note that for this set of problems, CDLP can be solved to optimality very quickly, in less than five seconds for all instances. From a computational perspective, this is very appealing compared with the other two methods, DCOMP and DCOMP1. We are primarily interested in the comparison between DCOMP and DCOMP1. The last column in Table 1 reports the time increase of DCOMP1 compared with DCOMP. On average, DCOMP1 takes 30% more time to solved than DCOMP. The added computational cost is mainly from finding the values of G * t and G † t . Although DCOMP1 is more computationally intensive, it is still feasible for reasonably large problems. Among the instances we considered, the largest instance A16 with 24 locations and 336 products takes about 43 minutes to solve using DCOMP1. Note that we do not claim the most efficient implementation, but are mainly interested in the comparison of the two methods. More efficient implementation of the methods are possible with a lower-level programming language and through parallel computing. Note that because the subproblems in DCOMP are independent from each other, it can be easily implemented through parallel computing, whereas the implementation of DCOMP1 can be more involved because the subproblems need to exchange information in the solution process.
6.1.3. Bounds. Table 2 reports the bounds for problem instances A1 to A16. We report three bounds: the CDLP objective value, the decomposition bound INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
from DCOMP, and the decomposition bound from DCOMP1. The bound improvement column shows the percentage difference between DCOMP1 bound and the other two bounds. First note that both decomposition bounds are better than the CDLP bound. In particular, the DCOMP1 bound can be 25% smaller than the CDLP bound for problem instance A13 with capacity per leg of 1. Furthermore, the DCOMP1 bound is tighter than the DCOMP bound, confirming our theoretical results. Although DCOMP bound and DCOMP1 bound are fairly close in most problem instances, the DCOMP1 bound can be 14% smaller than the DCOMP bound for problem instance A13 with capacity per leg of 1. On average, DCOMP1 bounds are 4.69% and 1.76% tighter than the CDLP and DCOMP bounds in this set of problem instances. This suggests that the DCOMP1 bound is a better benchmark in computational studies. Note that the load factors are similar for this set of problem instances. Therefore, load factor alone cannot explain the difference among the different bounds.
Because both the DCOMP bound and DCOMP1 bounds are taken to be minimum across all legs for each problem, the valuev * 1 i c i + k =i * k c k is also an upper bound for each leg i. In general, the values from different legs are different. To measure the variability of the values across legs, we report the maximum percentage difference across legs for DCOMP and DCOMP1 in the last column of Table 2 . For example, the maximum percentage difference across legs for DCOMP1 is given by
Observe that the values from different legs can be substantially different for DCOMP, with the average relative difference of 2.96%. On the other hand, DCOMP1 values from different legs are much closer, with an average relative difference of 0.04% across legs. In this sense, DCOMP1 values are more homogeneous, which is a nice property to have.
Policy Performance
The performance of different policies are evaluated through simulation. In our computer implementation, arrival and choice processes in each period are constructed from a uniform 0 1 random variable U . Given an offer set S ⊆ N , a unit of product j is sold in the given period if
There are no sales in a period if U ≥ n k=1 P k S . We randomly generated 20,000 demand streams where each demand stream contains a random variable for each period. These 20,000 demand streams are used in the simulation for all problem instances we consider.
6.2.1. Hub-and-Spoke Network with Two Nonhub Locations. We first consider a hub-and-spoke network with two nonhub locations. There are two fare products for each local itinerary and two fare products for the through itinerary. So, in total there are six products. The definition of segments and products are described in Tables 3 and 4 . We then vary the number of periods in the set {100, 200, 400, 800}. We also vary the capacity per leg to generate cases with different load factors. In all, we consider 20 cases with different time horizons and load factors, which are labeled B1 to B20. Table 5 reports the results for the 20 cases considered in our simulation. The revenues reported are averages over 20,000 simulations. With very few exceptions, the relative error (measured by half width of 95% confidence interval divided by the mean) is less than 0.3%, with a maximum relative error of 0.8%. This shows that the simulation is accurate enough for our purpose because the magnitude of the error is far less than the relative performance gap reported for the different policies we consider in the study. The DCOMP1 bound column reports the revenue bounds from Proposition 5, which is used as the benchmark in our study. The OPT-GAP column in the table reports the optimality gap of the policy DCOMP1, which is calculated as (DCOMP1 REV − DCOMP1 Bound)/(DCOMP1 Bound) × 100%. The results show that DCOMP1 performs quite well with an optimality gap of less than 5% in the majority of problem instances. There are a few cases where the optimality gap is more than 5%. However, we note that the gap is measured against a theoretical upper bound. The last three columns measure the revenue gains of DCOMP1 against CDLP, CDLP10, and DCOMP. In our numerical study, we also tried more frequent resolving of CDLP, but did not find significant revenue improvement. The results show that DCOMP1 outperforms CDLP10 and DCOMP in the majority of test cases; it generates revenue gains as high as 8% compared with both CDLP10 and DCOMP. The performance of DCOMP1 is remarkable considering the fact that DCOMP is often viewed as one of the strongest heuristics available for network RM. A comparison with CDLP10 shows that DCOMP1, even without resolving, beats a frequently resolved version of CDLP policies from the choice-based deterministic linear program. Because resolving is not always desirable in practice, this property makes DCOMP1 particularly appealing. The revenue gains of DCOMP1 tend to be larger in cases where the load factors are medium or high. This is, to some extent, not surprising because when the load factors are low, using revenue-maximizing sets would tend to work well and the value of more accurate dynamic control diminishes. It is also noteworthy that the performance lifts against DCOMP are achieved in several cases with relatively long time horizon. This suggests the potential of DCOMP1 in relatively large realisticsized problems. Table 6 reports the empirical load factors, which are calculated as (average capacity units sold/total network capacity) over the 20,000 simulation runs. It is interesting to note that DCOMP1 has higher empirical load factors than DCOMP and CDLP10 in almost all test cases. Table 7 shows the performance of various bounds for the test cases B1-B20. DCOMP1 bound can be substantially tighter than CDLP bound, with a maximum difference of 8.57%. The difference between the DCOMP1 bound and DCOMP bound is relatively small, with a maximum difference of 0.91%. Therefore, even when the bounds are close, there can be substantial performance difference in policies between DCOMP and DCOMP1. We conjecture that this is due to the fact that DCOMP1 generates Table 6 Empirical Load Factors for Simulated Test Instances INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Table 7 Bounds for Hub-and-Spoke Network with Two Nonhub Locations rather robust. In fact, resolving does not improve revenue in all problem instances. In cases where resolving helped, the revenue gain is minimal. In addition, DCOMP1 with resolving beats DCOMP with resolving.
6.2.3. Hub-and-Spoke Network with Four Nonhub Locations. We next consider a larger hub-andspoke network with four nonhub locations. The instance is generated similar to instance A1-A16. There are four local itineraries and four through itineraries. There are two fare products for each itinerary. So, in total there are 16 fare products. The definition of segments and products are described in Tables 9 and 10 . We then vary the number of periods in the set {100, 200, 400, 800}. We also vary the capacity per leg to generate cases with different load factors. In all, we consider 20 cases with different time horizons and load factors, which are labeled C1 to C20. Table 11 reports the results for the 20 cases considered in our simulation. The revenues reported are averages over 20,000 simulations. For all statistics reported, the relative error (measured by half width of 95% confidence interval divided by the mean) is less than 0.3%.
The results show that DCOMP1 outperforms CDLP10 and DCOMP in the majority of test cases. The performance gains compared with both CDLP10 and DCOMP are smaller than for case B1-B20, but are still quite significant. Averaged over the 20 cases, it generates revenue gains of 0.63% compared with CDLP10 and 1.07% compared with DCOMP. We note that in cases with low load factors, the performance gaps are quite small, which is consistent with our expectation. For cases with medium load factors (C5 to C12), the performance gains are quite substantial. Overall, the results for C1-C20 are consistent with our earlier observations. Table 6 shows that with very few exceptions the empirical load factors for DCOMP1 are higher than DCOMP and CDLP10. Table 12 shows the performance of various bounds for the test cases C1-C20. Overall, the bound performance for these cases are quite consistent to that of cases B1-B20.
Summary
We introduce a new dynamic programming decomposition approach to network RM based on a nonlinear nonseparable functional approximation, which leads to a better upper bound on the optimal expected revenue and better heuristic policies than the classical dynamic programming decomposition introduced in the literature. Policy performance from the new approach is tested in an extensive numerical study that shows the strength of the proposed approach. To the extent that the computational cost of the new approach is only slightly higher than the classical version, it is more appealing than several other approaches recently introduced in the literature. We believe the approach has potential for practical implementation. Functional approximation approaches for dynamic programs are relatively new in the RM literature. Our work confirms, once again, the usefulness of such an approach. We believe that this approach lends itself well to other applications, such as supply chain management, and multiproduct multiperiod inventory allocation problems with substitution (Shumsky and Zhang 2009 ).
