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Resumo
Infereˆncia Bayesiana na ana´lise de dados de experimentos planejados
Em estudos de experimentos planejados a Estat´ıstica Cla´ssica e´ a base para ana´lise
dos experimentos, pore´m, existem trabalhos publicados no Brasil que ja´ utilizaram
me´todos Bayesianos. Neste trabalho foi utilizado as duas abordagem para ana´lise
de um experimento real fornecido pela Embrapa Recursos Gene´ticos e Biotecnolo-
gia. A vantagem da infereˆncia Bayesiana consiste em obter uma func¸a˜o de densidade
contendo toda a informac¸a˜o probabil´ıstica a respeito dos paraˆmetros de interesse.
O trabalho, na primeira parte, revisa a literatura Bayesiana, simulac¸a˜o estoca´stica,
me´todo de Monte Carlo via Cadeia de Markov, algoritmos de Metropolis-Hastings,
amostrador de Gibbs, introduc¸a˜o aos modelos lineares generalizados e diagno´sticos
de convergeˆncia da cadeias, como Geweke, Raftery-Lewis e Heidelberger-Welch. Em
segunda etapa realizou-se um estudo de caso tratado pelas abordagens Cla´ssica e
Bayesiana. Os resultados obtidos em ambos os me´todos foram comparados e obtive-
ram os valores estimados dos paraˆmetros e os intervalos de confianc¸a e credibilidade
aproximados. A abordagem Bayesiana mostrou-se eficiente e satisfato´ria mesmo uti-
lizando distribuic¸o˜es a priori vagas. Os dados foram tratados utilizando o software
SAS, que se mostrou eficaz e robusto.
Palavras-chaves: Infereˆncia Bayesiana; MCMC; simulac¸a˜o estoca´stica; algoritmos
de Metropolis-Hastings e amostrador de Gibbs; modelos lineares generalizados; di-
agno´sticos de convergeˆncia; e Software SAS
v
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1 Introduc¸a˜o
Na estat´ıstica inferencial um dos interesses e´ estimar paraˆmetros, que sa˜o valores po-
pulacionais desconhecidos. A maneira que a incerteza sobre os paraˆmetros e´ tratada e´
uma das grandes diferenc¸as entre a infereˆncia Cla´ssica e a Bayesiana. A primeira trata
os paraˆmetros como valores fixos e desconhecidos e o estima de maneira anal´ıtica; ja´
a segunda, atribui distribuic¸o˜es probabil´ısticas a priori aos paraˆmetros, para a es-
timac¸a˜o. Essa e´ uma das vantagens da abordagem Bayesiana, pois o paraˆmetro e´
tratado como uma varia´vel aleato´ria e, consequentemente, e´ poss´ıvel calcular interva-
los de credibilidade e estimativas mais precisas com base na distribuic¸a˜o a posteriori.
A distribuic¸a˜o a priori e´ utilizada para incorporar informac¸o˜es pre´vias a respeito do
paraˆmetro. A origem dessas informac¸o˜es podem estar em dados de testes ja´ realiza-
dos, dados experimentais em diferentes ambientes, experieˆncias pessoais e resultados
em itens similares.
Na ana´lise de experimentos planejados e´ comum ter informac¸o˜es a priori, seja por
variedades similares, seja pelo conhecimento especializado do pesquisador. Existem
alguns trabalhos publicados no Brasil, em perio´dicos das cieˆncias agra´rias, que ja´ utili-
zaram me´todos Bayesianos, como [Barbosa(2005)], [Boligon and Alburquerque(2010)]
e [de Aquino(2008)], que utilizaram distribuic¸o˜es a priori vagas ou na˜o informativas.
Neste trabalho, o objetivo e´ realizar um estudo de caso e comparar a abordagem
Cla´ssica e Bayesiana.
Para isso sera˜o revisados os seguintes assuntos na literatura: infereˆncia Bayesiana,
simulac¸a˜o estoca´stica, me´todo de Monte Carlo via Cadeia de Markov, algoritmos de
Metropolis-Hastings, amostrador de Gibbs, diagno´sticos de convergeˆncia e introduc¸a˜o
aos modelos lineares generalizados. Como tambe´m um estudo de caso para compa-
rar a abordagem Cla´ssica e Bayesiana, com base em dados que foram selecionados
de um experimentos real, a respeito do resveratrol, desenvolvidos e fornecidos pela
EMBRAPA Recursos Gene´ticos e Biotecnologia.
1
2 Metodologia
2.1 Introduc¸a˜o a Infereˆncia Bayesiana
A seguir sera´ introduzido o Formula de Bayes, a Infereˆncia Bayesiana e o conceito de
distribuic¸o˜es a priori conjugadas.
2.1.1 Formula de Bayes
Seja A1, A2, ..., Ai varia´veis aleato´rias de uma partic¸a˜o do espac¸o amostral Ω. Seja B
um conjunto qualquer. Enta˜o para i = 1, 2, ..., n, tem-se
P (Ai|B) = P (B|Ai)P (Ai)
P (B)
=
P (B|Ai)P (Ai)∑n
i=1 P (B|Ai)P (Ai)
(2.1)
Dado “∝”como indicac¸a˜o de proporcionalidade, portanto
P (Ai|B) = P (B|Ai)P (Ai)
P (B)
∝ P (B|Ai)P (Ai) (2.2)
Essa equac¸a˜o acima e´ conhecida como regra de Bayes, introduzida por Pierre-
Simon de Laplace, para maiores detalhes ver [Ntzoufras(2009)].
2.1.2 Infereˆncia Bayesiana
A abordagem Bayesiana leva em considerac¸a˜o o fato de que o investigador tem algum
conhecimento sobre o paraˆmetro θ e que esse pode ser incorporado a` ana´lise. Ja´
um estat´ıstico cla´ssico na˜o admite essa informac¸a˜o, porque ela na˜o foi observada no
estudo, portanto, na˜o esta´ sujeita a verificac¸a˜o emp´ırica. A abordagem Bayesiana
incorpora esta informac¸a˜o na ana´lise por meio de uma func¸a˜o densidade f(θ). Ver
[Gamerman and Lopes(2006), p. 42].
Para ana´lise Bayesiana e´ necessa´rio conhecer a func¸a˜o de verossimilhanc¸a f(y|θ)
e a distribuic¸a˜o a priori do paraˆmetro, f(θ). A func¸a˜o de verossimilhanc¸a pode ser
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obtida de uma func¸a˜o de θ, e assim tem-se,
L(θ|y) = f(y|θ) = f(y1; θ)× ...× f(yn; θ) =
n∏
i=1
f(yi|θ) (2.3)
sendo que nesta verossimilhanc¸a assume-se independeˆncia entre as observac¸o˜es. f(θ)
e´ tambe´m chamada de densidade a priori por conter a distribuic¸a˜o de probabilidade
de θ antes de observar os valores da amostra.
distribuic¸a˜o a posteriori de θ e´ obtida pela formula de Bayes (2.2):
f(θ|y) = f(y|θ)f(θ)
f(y)
∝ f(y|θ)f(θ) (2.4)
onde, f(y) =
∫
f(y|θ)f(θ)dθ. Como f(θ) e´ uma densidade de θ, os valores obser-
vados de y sa˜o simplesmente uma constante, assim como f(y). A func¸a˜o f(θ|y) e´
denominada func¸a˜o densidade a posteriori de θ, apo´s o conhecimento da amostra.
2.1.3 Prioris Conjugadas
A informac¸a˜o a priori e´ o conhecimento que se tem sobre θ antes da realizac¸a˜o do
experimento. Na auseˆncia desse conhecimento adota-se uma priori na˜o informativa ou
se faz uma eliciac¸a˜o da priori. Para tal e´ necessa´rio que essa tenha uma distribuic¸a˜o
sobre o paraˆmetro θ.
Seja uma distribuic¸a˜o a priori D(α) pertence a` famı´lia de distribuic¸a˜o D com
paraˆmetro α e distribuic¸a˜o conjugada f(y|θ). Sabendo que a distribuic¸a˜o a posteriori
f(θ|y) e´ da mesma famı´lia de distribuic¸a˜o D, portanto
Se θ ∼ D(α) enta˜o θ|y ∼ D(α˜) (2.5)
Em que α e α˜ sa˜o os paraˆmetros da distribuic¸a˜o a priori e da posteriori de D,
respectivamente. A abordagem da distribuic¸a˜o a priori conjugada facilita a ana´lise
do ponto de vista anal´ıtico por ter a propriedade de resultar a posteriori na mesma
famı´lia de distribuic¸a˜o. Com essa propriedade, a atualizac¸a˜o do conhecimento que
se tem de θ envolve apenas a mudanc¸a dos novos paraˆmetros, tambe´m chamados de
hiperparaˆmetros. A tabela das prioris conjugadas encontra-se no anexo 7.5.
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Exemplo:[Ntzoufras(2009)] Gols marcados pela selec¸a˜o de futebol da Gre´cia na
Euro 2004 (dados Poisson).
A distribuic¸a˜o de Poisson e´ amplamente utilizada para modelar esses dados, apesar
de um ligeira sobredispersa˜o ser observada em [Karlis and Ntzoufras(2000)]. Neste
exemplo, considere a pontuac¸a˜o final da selec¸a˜o da Gre´cia na Euro 2004, onde a Gre´cia
surpreendentemente venceu a competic¸a˜o, ver tabela 7.5. O objetivo e´ estimar a
distribuic¸a˜o a posteriori do nu´mero esperado de gols marcados e sofridos pela Gre´cia,
bem como o nu´mero total de gols marcados pelas equipes oponentes e da Gre´cia (este
u´ltimo e´ frequentemente utilizado para fins de apostas).
Tabela 2.1: Jogos da Gre´cia na competic¸a˜o Euro 2004
Oponentes
Gols marcados
Total
A favor Contra
1 Portugal 2 1 3
2 Espanha 1 1 2
3 Ru´ssia 1 2 3
4 Franca 1 0 1
5 Repu´blica Checa 0 (1) 0 (0) 0 (1)*
6 Portugal 1 0 1
Soma 6 4 10
Media amostral x¯ 1 0,67 1,67
*tempo normal 0x0, apo´s tempo extra de 15m 1x0
Para modelar os gols marcados e sofridos pela Gre´cia (denotado por ymi e y
s
i ,
respectivamente) e o nu´mero total de gols (yti = y
m
i + y
s
i ), sera´ usado a distribuic¸a˜o
de Poisson. Assim, podemos escrever
yki ∼ Poisson(θk), para k ∈ {m, s, t} e i = 1, 2, ..., 6
Onde θm e θs sa˜o os nu´meros esperados de gols marcados e sofridos pela Gre´cia
respectivamente, e θt e´ o nu´mero total esperado de gols marcados em cada jogo.
Considerando uma distribuic¸a˜o a priori na˜o informativa, enta˜o e´ usado uma
gama(0, 001; 0, 001) a priori, com me´dia igual a um e variaˆncia igual a mil. Sa-
bendo que a distribuic¸a˜o a posteriori conjugada e´ dada por θ|y ∼ gama(ny¯+a, n+b)
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(Tabela 7.5). Enta˜o as distribuic¸o˜es a posteriori para gols marcados, contra e total
sa˜o expressos a seguir, com a me´dia e o erro padra˜o respectivos:
θm|y ∼ gama(6, 001; 6, 001)
θs|y ∼ gama(4, 001; 6, 001)
θt|y ∼ gama(10, 001; 6, 001)
E(θm|y) = 6, 001
6, 001
= 1, 000, SD(θm|y) = 6, 001
6, 0012
= 0, 166
E(θs|y) = 4, 001
6, 001
= 0, 667, SD(θs|y) =
4, 0012
= 0, 111
E(θt|y) = 10, 001
6, 001
= 1, 667, SD(θt|y) = 10, 001
6, 0012
= 0, 278
A representac¸a˜o gra´fica das distribuic¸o˜es a posteriori pode ser vista na figura a seguir
Figura 2.1: Distribuic¸o˜es posteriores do nu´mero me´dio de gols marcados e sofridos
pela Gre´cia no Euro 2004; Priori com baixa informac¸a˜o.
Agora, usando distribuic¸a˜o com a priori informativa. Antes da competic¸a˜o Euro
2004, informac¸o˜es a priori estavam dispon´ıvel a partir da fase de qualificac¸a˜o dos
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grupo da competic¸a˜o. Embora a qualidade dos adversa´rios na˜o fosse ta˜o alta quanto
na Euro 2004, pode-se extrair informac¸o˜es a partir desses jogos e especificar uma
distribuic¸a˜o a priori mais informativa do que o utilizada anteriormente.
Com bases nessas informac¸o˜es, a selec¸a˜o grega foi a primeira em seu grupo que
marcou oito gols e levou quatro em apenas oito jogos. A partir desta informac¸a˜o,
pode-se construir a distribuic¸a˜o a posteriori, apo´s a conclusa˜o da fase de qualificac¸a˜o.
Assim, de acordo com a posteriori conjugada dada por θ|y ∼ gama(ny¯ + a, n + b)
(Tabela 7.5), a nossa distribuic¸a˜o a posteriori, apo´s considerar estes jogos, e´ uma
gama(8, 8) para gols a favor e uma gama(4, 8) para gols contra a Gre´cia. Embora
essas distribuic¸o˜es a posteriori possam ser usadas diretamente como distribuic¸o˜es a
priori para a ana´lise dos dados no Euro 2004, propo˜em-se uma pequena modificac¸a˜o
da distribuic¸a˜o a priori, aumentando a variaˆncia, a fim de refletir a incerteza adicio-
nal, pois esta informac¸a˜o resultou em diferentes condic¸o˜es. As distribuic¸o˜es a priori
assumem as mesmas me´dias (1 e 0,5), mas a variaˆncia e´ multiplicada pelo tamanho
da amostra dos dados anteriores. Portanto, as distribuic¸o˜es a priori sa˜o, respecti-
vamente, gama(1, 1) e gama(1, 2) para gols marcados a favor e contra a Gre´cia. De
acordo com a posteriori conjugada, agora a distribuic¸a˜o posterior para os gols mar-
cados pela Gre´cia e´ θm|y ∼ gama(7, 7), com me´dia 1 e desvio padra˜o 0, 38 gols por
jogo. Enquanto o posterior para os gols sofridos pela Gre´cia e´ θs|y ∼ gama(5, 8)
com me´dia 0, 625 e desvio padra˜o 0, 078 por jogo. Estas distribuic¸o˜es posteriores sa˜o
dadas a seguir pela figura 2.2.
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Figura 2.2: Distribuic¸o˜es posteriores do nu´mero me´dio de gols marcados e sofridos
pela Gre´cia no Euro 2004, incluindo prioris informativas da qualificac¸a˜o dos jogos de
grupo.
Na ana´lise acima, foi exclu´ıdo o gol no tempo extra jogado no jogo contra a
Repu´blica Checa. Isto pode ser facilmente incorporado, considerando o fator de
tempo. Neste caso, podemos supor que yi ∼ Poisson(tiθ), onde ti e´ igual a um jogo
normal de 90 minutos, ti = 1+
15
90
= 1, 167 para jogos com 15 minutos de tempo extra
e ti = 1 +
30
90
= 1, 33 para jogos com 30 minutos de tempo extra. Apo´s a inclusa˜o do
tempo extra adicional, a distribuic¸a˜o a posteriori e´
θ|y ∼ gama
(
n∑
i=1
tiyi + a,
n∑
i=1
ti + b
)
Utilizando os dados do nosso exemplo, as distribuic¸o˜es posteriores sa˜o ligeiramente
alteradas para
θm|y ∼ gama(7, 168; 6, 618) e θs|y ∼ gama(4, 001; 6, 618)
no caso na˜o informativo. No caso com distribuic¸o˜es a priori informativas, tem-se
θm|y ∼ gama(8, 168; 7, 618) e θs|y ∼ gama(5, 001; 8, 618)
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2.1.4 Intervalos Bayesianos
Diferentemente do que ocorre no intervalo de confianc¸a cla´ssico onde o paraˆmetro e´
considerado um valor fixo e desconhecido e o intervalo e´ considerado aleato´rio, na
abordagem Bayesiana ocorre o contra´rio, o paraˆmetro e´ considerado aleato´rio (tem
uma distribuic¸a˜o de valores poss´ıveis) e o intervalo fixo (na˜o depende de uma amostra
aleato´ria).
A interpretac¸a˜o na abordagem Bayesiana de um intervalo de credibilidade de
100(1− α)% significa que a probabilidade a posteriori de que o paraˆmetro esteja no
intervalo e´ de 100(1− α)%. Ja´ na abordagem Cla´ssica, um intervalo de confianc¸a de
100(1 − α)% significa dizer que 100(1 − α)% dos intervalos de confianc¸a calculados
incluira˜o o verdadeiro valor do paraˆmetro, visto que ele e´ fixo e desconhecido. Mas
ambas as abordagens sa˜o usados para fins similiares.
Seja f(θ|y) a func¸a˜o a posteriori marginal da distribuic¸a˜o θ e 100(1 − α)% o
intervalo de credibilidade, para bicaudal f(θ
α
2 |y) = α
2
e f(θ1−
α
2 |y) = 1 − α
2
. O
intervalo e´ obtido calculando os percentis emp´ıricos de α
2
e 1 − α
2
da distribuic¸a˜o a
posteriori.
Outro intervalo de credibilidade frequentemente usado na abordagem Bayesiana e´
o intervalo HPD (Highest posterior density). O intervalo HPD e´ necessa´rio satisfazer
duas condic¸o˜es: a probabilidade da distribuic¸a˜o a posteriori pertence a regia˜o 100(1−
α)% e a densidade para todo ponto dentro do intervalo e´ igual ou maior do que para
todo ponto na˜o pertencente a ela, considerando o menor intervalo poss´ıvel. para mais
detalhes veja [Box and Tiao(1992)].
2.2 Me´todos Monte Carlo via Cadeia de Markov
na abordagem Bayesiana
Nesta sec¸a˜o, sera´ introduzido o conceito ba´sico de simulac¸a˜o, cadeia de Markov,
gerac¸a˜o de varia´veis aleato´rias discretas e cont´ınuas e o me´todo de Monte Carlo via
Cadeia de Markov.
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2.2.1 Simulac¸a˜o
O estudo de simulac¸a˜o surgiu para resolver problemas envolvendo modelos proba-
bil´ısticos que na˜o podem ser resolvidos analiticamente. O princ´ıpio e´ gerar amostras
de varia´veis aleato´rias para representar o comportamento de fenoˆmenos na˜o deter-
min´ısticos.
Simulac¸a˜o de varia´veis aleato´rias discretas
Existem va´rias te´cnicas para se gerar nu´meros aleato´rios, antigamente eles eram ge-
rados manualmente ou por meios mecaˆnicos como roletas e dados. Atualmente sa˜o
usados computadores para gerar nu´meros pseudo-aleato´rios. Os nu´meros pseudo-
aleato´rios teˆm esse nome porque sa˜o gerados por mecanismos determin´ısticos que
simulam nu´meros gerados de alguma distribuic¸a˜o de probabilidade.
Para gerar varia´veis aleato´rias discretas, independente da distribuic¸a˜o, e´ usada
como base a distribuic¸a˜o uniforme com os paraˆmetros [0,1] e sera´ denotada por u ∼
U(0, 1).
Seja X uma varia´vel aleato´ria com a seguinte distribuic¸a˜o de probabilidades:
P (X 6 x(i)) = P (X = x(1)) + P (X = x(2)) + ...+ P (X = x(k))
pi = p1 + p2 + ...+ pk
Em que
∑
i pi = 1 e o intervalo [0, 1] e´ dividido em k intervalos I1, ..., Ik com Ii =
(Fi−1, Fi] onde F0 = 0 e Fi = p1 + ...+ pi, i = 1, ..., k.
Gera-se o nu´mero aleato´rio u e verifica-se em qual intervalo Ii pertence u. O
me´todo gera valores da distribuic¸a˜o de X, ja´ que
P (X = xi) = P (u ∈ Ii) = Fi − Fi−1 = pi
Para a distribuic¸a˜o uniforme discreta, basta dividir as unidades de intervalo em
subintervalos k de largura igual a 1/k e Fi = i/k. A func¸a˜o de distribuic¸a˜o acumulada
(f.d.a) de X e´ dada por:
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X =

x1, u < p1
x2, p1 6 u < p1 + p2
...
...
xk, p1 + ...+ pk−1 6 u < p1 + ...+ pk
Distribuic¸a˜o Bernoulli
Se X segue uma distribuic¸a˜o de Bernoulli X ∼ bern(p), com probabilidade de sucesso
dada por p. As probabilidades P (X = 1) = p e P (X = 0) = 1− p. 0 < p < 1. Com
func¸a˜o de probabilidade dada por:
f(i) = P (X = i) = p(1− p)1−x (2.6)
Neste caso k = 2, x1 = 1, x2 = 0 e F1 = p. Para gerar valores dessa distribuic¸a˜o o
intervalo sera´ divido em duas partes:
Se u 6 p, enta˜o x recebera´ o valor 1;
Se u > p, enta˜o x recebera´ o valor 0.
Distribuic¸a˜o Binomial
Seja Y uma varia´vel aleato´ria com distribuic¸a˜o Binomial, denotada por bin(n, p).
Com func¸a˜o de probabilidade dada por:
f(i) = P (Y = i) =
(
n
i
)
pi(1− p)n−i, i = 0, 1, ..., n (2.7)
Enta˜o Y e´ a soma do nu´mero n de sucessos em um experimento de Bernoulli, com
probabilidade de sucesso P (X = 1) = p. Assim, e´ mais fa´cil fazer uma amostra X da
distribuic¸a˜o de Bernoulli, pois X1, ..., Xn sa˜o independe e identicamente distribu´ıdos,
portanto
Y =
∑
i
Xi ∼ bin(n, p) (2.8)
Os valores de x da binomial sa˜o obtidos por uma amostra u1, ..., un de uma distribuic¸a˜o
U(0, 1) contando o nu´mero de x destes n valores gerados, em que x 6 p.
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Simulac¸a˜o de varia´veis aleato´rias continuas
Pode-se gerar algumas varia´veis aleato´rias cont´ınuas a partir de um gerador de nu´meros
aleato´rios e, a da func¸a˜o inversa da distribuic¸a˜o acumulada.
Seja a v.a. cont´ınua X, com f.d.a. F (X) e o nu´mero aleato´rio u produzido pelo
gerador. Enta˜o a varia´vel aleato´ria X sera´ a F−1(u).
Deste modo pode-se gerar varia´veis aleato´rias de func¸o˜es de densidade f(x) apenas
achando sua F−1(X).
Se X for uma v.a. com f.d.a. F , enta˜o a v.a. U = F (X) tem distribuic¸a˜o uniforme
no intervalo [0,1]. Enta˜o para uma distribuic¸a˜o G(u) tem-se,
G(u) = P (U 6 u) = P (F (X) 6 u) = P (X 6 F−1(u)) = F (F−1(u)) = u (2.9)
Distribuic¸a˜o Normal
Se X segue uma distribuic¸a˜o Normal, denotada por X ∼ N(µ, σ2), com func¸a˜o de
densidade dada por
f(x;µ, σ2) =
1√
2piσ2
e{− 12σ2 (x−µ)2} (2.10)
Para gerar qualquer varia´vel aleato´ria com distribuic¸a˜o normal e´ preciso apenas gerar
uma v.a. normal padra˜o N(0, 1) e padroniza´-la, utilizando:
y =
x− µ
σ
(2.11)
Enta˜o se e´ gerado um nu´mero aleato´rio y1 de Y ∼ N(0, 1) e queremos uma varia´vel
aleato´ria de X ∼ N(µ, σ2), basta usar a relac¸a˜o x1 = µ+ σy1.
Para se gerar uma N(0, 1) a partir de uma amostra u1, ..., un, da distribuic¸a˜o
uniforme U(0, 1) utiliza-se
X =
√
n
(
u¯˜− 121√
2
)
∼ N(0, 1) (2.12)
Onde u¯ = 1
n
∑n
i=1 u1. Para maiores detalhes veja [Bussab and Moretin(2004)].
Outra forma mais eficiente para algoritmos computacionais foi apresenta por
[Box and Muller(1958)] em que se gera duas varia´veis aleato´rias com distribuic¸a˜o
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N(0, 1) e independentes por meio de transformac¸o˜es
x1 =
√
−2log(u1)cos(2piu2)
x2 =
√
−2log(u1)sen(2piu2)
Onde u1 e u2 sa˜o v.a.’s com distribuic¸a˜o uniforme em [0,1].
Distribuic¸a˜o Gama
Seja X uma varia´vel aleato´ria com distribuic¸a˜o gama X ∼ G(α, β). Com func¸a˜o de
densidade dada por:
f(x;α, β) =
βα
Γ(α)
xα−1e−βx, x > 0 (2.13)
Para gerar varia´veis aleato´rias da gama pode-se fazer algumas transformac¸o˜es
para outros modelos que tornam os ca´lculos mais fa´ceis. Pode-se gerar varia´veis
aleato´rias da distribuic¸a˜o gama extraindo amostras de uma distribuic¸a˜o exponencial,
Z ∼ Exp(λ), de tamanho n, onde n = α inteiros e somando os valores da amostra.
Logo,
X =
n∑
i=1
Zi = z1 + ...+ zn ∼ G(n, λ)
Se Y1, ..., Yn sa˜o amostras de uma distribuic¸a˜o normal, N(µ, σ
2), existe a seguinte
relac¸a˜o
X = Y 21 + ...+ Y
2
n ∼ χ2n (2.14)
E, consequentemente, a soma de Y 21 , ..., Y
2
n tende para uma distribuic¸a˜o qui-
quadrado (χ2n) com n graus de liberdade, e´ uma gama com os paraˆmetros α =
n
2
e β =
1
2
, isto e´, χ2n ∼ G
(
n
2
,
1
2
)
. Assim, para gerar varia´veis aleato´rias da distri-
buic¸a˜o gama e´ necessa´rio apenas gerar nu´meros aleato´rios de uma distribuic¸a˜o normal
padra˜o com amostra de tamanho n e fazer o
∑n
i=1X
2, enta˜o tem-se
X =
n∑
i=1
Y 2 ∼ G
(
n
2
,
1
2
)
(2.15)
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2.2.2 Cadeia de Markov
Uma cadeia de Markov e´ um processo estoca´stico {Xt : t ∈ T} tal que a distribuic¸a˜o
de Xt para todos os valores anteriores Xt−1, Xt−2, ..., X0 depende unicamente do seu
anterior Xt−1. Isto e´, para qualquer subconjunto A, tem-se
P (Xt ∈ A|X0, ..., Xt−1) = P (Xt ∈ A|Xt−1) (2.16)
Se t→∞ a distribuic¸a˜o Xt converge para uma distribuic¸a˜o de equil´ıbrio, no qual os
valores finais sa˜o independentes do valores iniciais da cadeia.
Monte Carlo via Cadeias de Markov (MCMC) sa˜o me´todos de simulac¸a˜o base-
ados em Cadeias de Markov ergo´dicas, cuja a distribuic¸a˜o estaciona´ria do processo
estoca´stico e´ a distribuic¸a˜o a posteriori de interesse. Maiores detalhes sera˜o vistos na
subsec¸a˜o 2.2.6.
Os me´todos MCMC requerem ainda que a cadeia seja irredut´ıvel, aperio´dica e
na˜o recorrente. Isto e´, cada estado da cadeia pode ser atingido a partir de qualquer
outro em um nu´mero finito de iterac¸o˜es, as probabilidades de transic¸a˜o de um estado
para outro sa˜o invariantes e na˜o existe estados absorventes. Os algoritmos que sera˜o
vistos aqui satisfazem a estas condic¸o˜es.
2.2.3 Integrac¸a˜o de Monte Carlo
O nome Monte Carlo foi sugerido por Nicholas Metropolis inspirado em um tio de
Ulam [Metropolis and Ulam(1949)], que sempre pegava dinheiro emprestado com pa-
rentes para ir ate´ Monte Carlo jogar. Monte Carlo e´ uma cidade no Principado de
Moˆnaco. A contribuic¸a˜o de Ulam foi a de reconhecer o potencial dos computadores
eletroˆnicos rece´m inventados para automatizar as amostragens.
Existem va´rios me´todos na literatura para resolver integrais, muitos baseados em
aproximac¸o˜es e me´todos computacionais intensivos. Um me´todo de aproximac¸a˜o e´ o
me´todo de Monte Carlo, que sera´ explicado a seguir. Seja uma integral
I =
∫
D
g(x)dx
Sabe-se que a esperanc¸a de uma func¸a˜o aleato´ria g(x) e´ o valor me´dio dessa func¸a˜o,
isto e´, o conjunto de amostras pertencentes ao domı´nio da func¸a˜o e distribu´ıdos com
probabilidade f(x). Portanto,
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E(g(x)) =
∫
D
g(x)f(x)dx (2.17)
Pela lei dos grandes nu´meros a esperanc¸a de uma func¸a˜o e´ aproximado pela me´dia de
um nu´mero de amostras aleato´rias, pois ela converge quando tende ao infinito. Ou
seja,
E(g(x)) ≈ 1
T
T∑
t=1
g(xi), T →∞ (2.18)
Igualando as expresso˜es 2.17 com a 2.18 tem-se
∫
D
g(x)f(x)dx ≈ 1
T
T∑
t=1
g(xt)
∫
D
g(x)f(x)
f(x)
dx ≈ 1
T
T∑
t=1
g(xt)
f(xt)∫
D
g(x)dx ≈ 1
T
T∑
t=1
g(xt)
f(xt)
(2.19)
Percebe-se que para integrar g(x) em um domı´nio D basta gerar varia´veis aleato´rias
X1, X2, ..., Xt da func¸a˜o de densidade f(x) e calcular a me´dia da amostra. Assim, a
integrac¸a˜o de Monte Carlo consiste em estimar Iˆ da seguinte maneira:
Iˆ =
1
T
T∑
t=1
g(xt)
f(xt)
(2.20)
Esse me´todo e´ aplicado para va´rios problemas em Infereˆncia Bayesiana, pois a
posteriori pode ser complicada e a u´nica forma de amostrar valores dela e´ usando
me´todos estoca´sticos como MCMC. A gerac¸a˜o de valores para a distribuic¸a˜o a pos-
teriori e´ importante porque o u´nico ”estimador Bayesiano”e´ a posteriori, ou seja,
toda infereˆncia e´ feita observando os valores de tal distribuic¸a˜o. Assim se o interesse
for calcular a me´dia e variaˆncia da distribuic¸a˜o a posteriori, basta gerar amostras
aleato´rias da distribuic¸a˜o a posteriori f(θ|y) e calcular a me´dia amostral de G(θ).
Para uma abordagem mais precisa [Gamerman and Lopes(2006), p. 95].
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2.2.4 Me´todos Monte Carlo via Cadeia de Markov
Atualmente, usar Estat´ıstica Bayesiana sem usar me´todos de Monte Carlo via Ca-
deias de Markov (MCMC) e´ muito dif´ıcil. Isso ocorre devido a` complexidade dos
modelos que os dados reais exigem. Na abordagem Bayesiana, quando na˜o se sabe
a famı´lia conjugada de distribuic¸o˜es a priori e´ necessa´ria a utilizac¸a˜o do me´todo
MCMC. O me´todo de Monte Carlo via Cadeias de Markov e´ baseado em simulac¸o˜es
iterativas, que por sua vez sa˜o ancoradas nas Cadeias de Markov, tendo como ob-
jetivo obter uma amostra da distribuic¸a˜o conjunta dos paraˆmetros de interesse, ou
seja, gerar uma amostra da distribuic¸a˜o a posteriori e calcular estimativas amostrais
desta distribuic¸a˜o ou ate´ mesmo intervalos emp´ıricos de credibilidade.
Os algoritmos desenvolvidos nestes trabalho sa˜o determin´ısticos baseados em itera-
c¸o˜es de cadeias de Markov, mas com passos que dependem de nu´meros pseudo-
aleato´rio. A escolha do algoritmo eficiente esta´ relacionada com o tempo em que
a cadeia demora para esquecer os valores anteriores, buscando atingir a estaciona-
riedade. Dois pontos importantes em MCMC e´ o burn-in e o thin. O burn-in e´ o
espac¸o que a cadeia de Markov necessita para chegar a` distribuic¸a˜o estaciona´ria, ele
e´ considerado o per´ıodo de aquecimento da cadeia, esse per´ıodo sofre influeˆncia do
estado inicial e por isso deve ser descartado. O thin e´ o lag que, se houver autocor-
relac¸a˜o positiva, e´ necessa´rio para que a observac¸o˜es sucessivas sejam independentes,
ele serve para diminuir a dependeˆncia entre as observac¸o˜es subsequentes ao longo da
cadeia, diminuindo a autocorrelac¸a˜o e armazenando valores a cada k iterac¸o˜es.
Segundo [Ntzoufras(2009)], para gerar uma amostra de f(θ|y) e´ necessa´rio satis-
fazer duas propriedades: Primeiro que a cadeia de Markov satisfac¸a (f(θ(t+1)|θ(t)));
e segundo que a distribuic¸a˜o de equil´ıbrio da cadeia de Markov seja a distribuic¸a˜o a
posteriori de interesse f(θ|y).
A generalizac¸a˜o do processo MCMC:
1. Selecione um valor inicial θ(0) do vetor θ˜(t)
2. Gere {T : t = 1, ..., T} iterac¸o˜es ate´ a distribuic¸a˜o de equil´ıbrio ser atingida
3. Monitore a convergeˆncia do algoritmo usando diagno´sticos de convergeˆncia. Se
no diagno´stico a convergeˆncia falhar, e´ preciso gerar mais observac¸o˜es.
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4. Realize o burn-in, corte as primeiras observac¸o˜es, θ˜(t) = {θB+1, θB+2, ..., θT},
onde B e´ o tamanho do burn-in
5. Realize o thin e conside θ˜(t) = {θB+1k, θB+2k, ..., θT} como a amostra para ana´lise
posterior
6. Trace a distribuic¸a˜o posterior (Geralmente, o foco esta´ sobre as distribuic¸o˜es
marginais univariadas)
7. Finalmente, obtenha estat´ısticas da distribuic¸a˜o posterior (me´dia, mediana, des-
vio padra˜o, quantis, correlac¸o˜es)
2.3 Algoritmos populares dos MCMC
Entre os Me´todos de Monte Carlo via Cadeia de Markov, os dois mais utilizados sa˜o
o algoritmo de Metropolis-Hasting [Metropolis et al. (1953)] e [Hastings(1970)] e o
Amostrador de Gibbs [Geman and Geman(1984)] detalhados nesta sec¸a˜o.
2.3.1 Amostrador de Gibbs
O amostrador de Gibbs foi apresentado inicialmente por [Geman and Geman(1984)],
logo depois [Gelfand and Smith(1990)] foram os primeiros autores a mostrar que o
Amostrador de Gibbs poderia ser usado para uma se´rie de outras distribuic¸o˜es pos-
teriores.
A vantagem do Amostrador de Gibbs e´ tornar um problema multivariado numa
sequeˆncia de problemas univariados, para o qual existe uma grande variedade de
ferramentas computacionais.
Se a distribuic¸a˜o conjunta existir, e´ poss´ıvel determina´-la apenas conhecendo suas
distribuic¸o˜es condicionais utilizando o Amostrador de Gibbs. A func¸a˜o a posteriori
condicional e´ dada por f(θj|θ\j, y), onde θ\j = (θ1, ..., θj−1, θj+1, ..., θd)T .
No passo (2) do caso geral, na sec¸a˜o 2.2.4, sa˜o gerados {T : t = 1, ..., T} iterac¸o˜es
ate´ a distribuic¸a˜o de equil´ıbrio ser atingida. Para isso e´ necessa´rio resolver o seguinte
algoritmo:
1. Defina os valores iniciais θ(0) = (θ
(0)
1 , ..., θ
(0)
d )
′
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2. Inicie o contador de iterac¸a˜o da cadeia com t = 1, onde t = 1, ..., T
3. Obtenha um novo valor θj de θj ∼ f(θj|θ\j, y) atrave´s de valores sucessivos da
gerac¸a˜o de
θ
(t)
1 ∼ f(θ1|θ(t−1)2 , θ(t−1)3 , ..., θ(t−1)p , y)
θ
(t)
2 ∼ f(θ2|θ(t)1 , θ(t−1)3 , ..., θ(t−1)p , y)
...
...
...
θ
(t)
j ∼ f(θj|θ(t)1 , θ(t)2 , ..., θ(t)j−1, θ(t−1)j+1 , ..., θ(t−1)p , y)
...
...
...
θ
(t)
p ∼ f(θp|θ(t)1 , θ(t)2 , ..., θ(t)p−1, y)
4. Troque o contador de t para t+ 1 e retorne ao passo 3 ate´ t = T
Gerac¸a˜o de valores de f(θj|θ\j, y) = (θj|θ(t)1 , θ(t)2 , ..., θ(t)j−1, θ(t−1)j+1 , ..., θ(t−1)p , y) e´ re-
lativamente fa´cil, uma vez que uma distribuic¸a˜o univariada pode ser escrita como
f(θj|θ\j, y) ∝ f(θ|y), onde todas as varia´veis, exceto θj, sa˜o mantidas constantes nos
seus dados valores. [Ntzoufras(2009), p. 72]. O conjunto de t valores amostrais ar-
mazenados em θ˜(t) representa a distribuic¸a˜o conjunta a posteriori. Com os valores
amostrais de θ(t) pode-se obter estimativas como me´dia, mediana e intervalo de cre-
dibilidade. Uma descric¸a˜o mais detalhada do Amostrador de Gibbs e´ encontrada em
[Casella and George(1992)].
2.3.2 Metropolis-Hastings
Os algoritmos de Metropolis-Hastings sa˜o de grande importaˆncia para a Infereˆncia
Bayesiana, pois, resumidamente, garantem a convergeˆncia da cadeia para a distri-
buic¸a˜o de equil´ıbrio, que e´ a distribuic¸a˜o a posteriori. Esse poderoso MCMC e´ de
extrema importaˆncia na resoluc¸a˜o de problemas multidimensionais.
Seja θ o paraˆmetro de interesse da distribuic¸a˜o f(x), f(θ|y) a distribuic¸a˜o a pos-
teriori e θ˜(t) e´ um vetor que armazena os valores gerados da interac¸a˜o do algoritmo.
No passo (2) do caso geral, sec¸a˜o 2.2.6, sa˜o gerados {T : t = 1, ..., T} iterac¸o˜es ate´
a distribuic¸a˜o de equil´ıbrio ser atingida. Para isso e´ necessa´rio resolver o seguinte
algoritmo:
1. Escolha um valor inicial do vetor θ˜(t) = θ(0)
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2. Gere um novo valor θ′ da distribuic¸a˜o q(θ′|θ)
3. Calcule a probabilidade de aceitac¸a˜o α
α = min
(
1,
f(θ′|y)q(θ|θ′)
f(θ|y)q(θ′|θ)
)
(2.21)
4. Gere u ∼ U(0, 1) de ui com tamanho igual a T
5. Compare α com os nu´meros aleato´rios µ. Se u 6 α enta˜o θ(t) = θ′, caso
contra´rio, θ(t) recebera´ θ
6. Fac¸a a comparac¸a˜o ate´ T iterac¸o˜es.
A vantagem desse algoritmo e´ poder usar uma outra densidade mais simples q(θ)
para gerar uma amostra de f(θ), pois a probabilidade (2.21) na˜o se altera.
O algoritmo de Metropolis-Hastings converge para a sua distribuic¸a˜o de equil´ıbrio
independentemente de qualquer distribuic¸a˜o proposta q. Entretanto, na pra´tica, a
escolha de uma distribuic¸a˜o q e´ de suma importaˆncia, uma escolha ruim pode atrasar
consideravelmente a convergeˆncia para a distribuic¸a˜o de equil´ıbrio. O Amostrador de
Gibbs, visto na sec¸a˜o anterior, e´ um caso especial do Metropolis-Hastings quando a
densidade proposta e´ q(θ′|θ(t)).
2.4 Diagno´sticos de convergeˆncia
Existem me´todos formais e informais de diagnosticar a convergeˆncia de uma cadeia.
Os me´todos formais sa˜o contemplados com te´cnicas gra´ficas e uma combinac¸a˜o de
crite´rios univariados e multivariados de avaliac¸o˜es das cadeias de Markov. Existem
diversos crite´rios de verificar a convergeˆncia pelo me´todo formal, os crite´rios aborda-
dos nessa sec¸a˜o sa˜o os de [Gelman and Rubin(1992)], [Heidelberger and Welch(1983)],
[Geweke(1992)] e [Raftery and Lewis(1992)].
Os me´todos informais foram introduzidos por [Gelfand and Smith(1990)] e con-
sistem em te´cnicas gra´ficas para verificar a convergeˆncia: gra´ficos de me´dia ergo´tica,
se´rie temporal, func¸a˜o de autocorrelac¸a˜o (FAC) e func¸a˜o de autocovariaˆncia (FACV).
Os me´todos informais sa˜o tratados na subsec¸a˜o 2.4.5.
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2.4.1 Crite´rio de Gelman-Rubin
O diagno´stico de [Gelman and Rubin(1992)] e´ baseado na ana´lise de mu´ltiplas ca-
deias. Apo´s a convergeˆncia para a distribuic¸a˜o de interesse, as amostras obtidas
em cada cadeia na˜o apresentam diferenc¸as significativas. A ana´lise consiste na com-
parac¸a˜o dos desvios de cada cadeia e entre as cadeias. Desvios grandes entre as duas
cadeias indicam a na˜o convergeˆncia.
Seja
{
θ˜(t)} as amostras de uma u´nica cadeia e M a quantidade de cadeias simu-
ladas, resultando em uma sequeˆncia de amostras
{
θ
(t)
m
}
t=1,...,M
, t = 1, ..., n e m =
1, ...,M . Enta˜o a variaˆncia entre as cadeias e´ dada por
B =
n
M − 1
M∑
m=1
(θ¯.m − θ¯..)2 (2.22)
Onde θ¯.m e´ a me´dia amostral dos elementos da cadeia m e θ¯
.
. e´ a me´dia amostral
de todos os valores amostrados.
E a variaˆncia amostral das cadeias e´ dada por
W =
1
M
M∑
m=1
s2m (2.23)
Onde s2m e´ a variaˆncia das amostras de cada cadeia, ou seja
s2m =
1
n− 1
n∑
t=1
(θtm − θ¯.m)2
A variaˆncia marginal da distribuic¸a˜o posterior, var(θ|y), e´ a me´dia ponderada de
W e B e sua estimativa e´ dada por
Vˆ =
n− 1
n
W +
M + 1
nM
B (2.24)
Se todas as M cadeias tiverem convergido, a estimativa Vˆ sera´ muito pro´ximo da
variaˆncia amostral das cadeias W . Portanto, a raza˜o
Vˆ
W
estara´ pro´ximo de 1. Pore´m,
se isso na˜o ocorre, Vˆ ficara´ superestimado. Para detectar esse problema e´ calculado a
raiz quadrada dessa raza˜o, conhecida como potential scale reduction factor (PSRF).
Enta˜o, um PSFR grande indica que a variaˆncia entre as cadeias e´ essencialmente maior
que a variac¸a˜o dentro das cadeias, sendo necessa´rio aumentar o nu´mero de simulac¸o˜es.
E, se, o PSRF estiver pro´ximo de 1, pode-se concluir que as M cadeias convergiram
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e, consequentemente, foi encontrada a distribuic¸a˜o de interesse. O calculo do PSRF
e´ dado por
Rˆc =
√
dˆ+ 3
dˆ+ 1
Vˆ
W
, onde dˆ =
2Vˆ 2
V̂ ar(Vˆ )
(2.25)
Rˆ sempre sera´ maior que 1 e tende para 1 a medida que M −→ ∞. Os autores
sugerem que valores de Rˆ a baixo de 1, 2 indicam convergeˆncia.
2.4.2 Crite´rio de Geweke
O crite´rio de [Geweke(1992)] consiste em dividir a cadeia de Markov em duas partes
e testar se os valores da primeira parte da cadeia sa˜o iguais em me´dia aos valores da
segunda parte. Se a distribuic¸a˜o e´ estaciona´ria, espera-se que a me´dia da primeira
parte seja igual a segunda. Geralmente, a primeira parte corresponde aos primeiros
10% das iterac¸o˜es apo´s o per´ıodo de burn in e a segunda, parte os u´ltimos 50% das
iterac¸o˜es da cadeia. A estat´ıstica do teste possui distribuic¸a˜o assinto´tica normal.
Seja a cadeia de Markov {θt}, duas subsequenciais sa˜o extra´ıdas {θt1 : t = 1, ..., n1}
e {θt2 : t = na, ..., n}, onde 1 < n1 < na < n e n2 = n− na + 1. Enta˜o, as me´dias das
subsequencias sa˜o
θ¯1 =
n1∑
t=1
θt
n1
e θ¯2 =
n∑
t=na
θt
n2
E com respectivas variaˆncias estimadas, S21 e S
2
2 . A estat´ıstica do teste e´ dada por
Zn=
θ¯1 − θ¯2√
S21
n1
+
S22
n2
(2.26)
Admitindo-se que
n1
N
e
n2
N
sa˜o fixos, a distribuic¸a˜o da estat´ıstica converge para uma
N(0, 1) quando N −→ ∞. Se o valor p obtido for maior que o n´ıvel de significaˆncia
pre´-fixado, enta˜o na˜o existe evideˆncias contra a convergeˆncia dos paraˆmetros.
2.4.3 Crite´rio de Heidelberger-Welch
O diagno´stico de [Heidelberger and Welch(1983)] avalia a estacionariedade da cadeia
e se o tamanho da amostra e´ adequado para estimar a me´dia com precisa˜o. Se a
cadeia na˜o chegar a estacionariedade, descarta-se 10% das iterac¸o˜es iniciais e o teste
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e´ repetido. Se na˜o chegar na estacionariedade novamente, descarta-se mais 10% das
iterac¸o˜es iniciais. Esse processo e´ repetido, no ma´ximo, 5 vezes, a partir da sexta
rejeic¸a˜o e´ considerado falha de estacionariedade e indica que e´ necessa´rio aumentar
o nu´mero de iterac¸o˜es. Se o teste chegar a estacionariedade, a parte descartada e´
considerada o tamanho do burn in.
Para verificar se a me´dia foi calculada com precisa˜o, calcula-se o intervalo de
confianc¸a utilizando o desvio padra˜o assinto´tico. Faz-se o seguinte teste da raza˜o
(limite superior - limite inferior)
2
Se o resultado for menor do que 0, 1 e´ considerado adequado para um n´ıvel de con-
fianc¸a de 95%, ou seja, a me´dia foi calculada com acura´cia. Caso contra´rio, conclu´ı-se
que na˜o ha´ dados suficientes para estimar com precisa˜o a me´dia da cadeia.
2.4.4 Crite´rio de Raftery-Lewis
O crite´rio proposto por [Raftery and Lewis(1992)] determina o per´ıodo de burn-in
e a distaˆncia mı´nima (k) de uma interac¸a˜o a` outra para diminuir a autocorrelac¸a˜o
amostral thin. Segundo os autores, o fator de convergeˆncia e´ responsa´vel pelo valor
multiplicativo ao nu´mero de iterac¸o˜es necessa´rias para chegar a convergeˆncia, se esse
valor for menor do que 5 a convergeˆncia e´ obtida.
2.4.5 Outros crite´rios
Quando o algoritmo converge, a distribuic¸a˜o de interesse e´ atingida, isto e´, a dis-
tribuic¸a˜o a posteriori alcanc¸ou, aproximadamente, sua distribuic¸a˜o estaciona´ria. A
escolha do algoritmo eficiente esta´ relacionada com o tempo em que a cadeia demora
para esquecer os valores anteriores, ou seja, as interac¸o˜es de aquecimento da cadeia.
A seguir sera˜o apresentados alguns me´todos de monitoramento de convergeˆncia.
Gra´fica de se´rie temporal
Uma forma emp´ırica de monitorar a cadeia e´ desenhar gra´ficos de se´rie temporal. A
figura a seguir mostra um exemplo de gra´fico de se´rie temporal.
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Figura 2.3: Gra´fico de se´rie temporal
Pode-se notar que ha´ ind´ıcios de que a cadeia converge, os valores parecem oscilar
em torno de uma me´dia, sem aspectos de tendeˆncia.
Gra´fico de me´dia ergo´dica
Outra gra´fico importante e´ o de me´dia ergo´dica. A me´dia ergo´dica (Meg) e´ a me´dia
ate´ o instante atual da cadeia. Se a me´dia ergo´dica estabilizar apo´s algumas iterac¸o˜es,
enta˜o ha´ indicativos de convergeˆncia do algoritmo.
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Figura 2.4: Gra´fico de me´dia ergo´dica
A linha pontilhada mostra o per´ıodo de aquecimento da cadeia. A figura a baixo
mostra a me´dia ergo´dica antes e depois do per´ıodo de aquecimento do algoritmo.
Figura 2.5: Gra´fico de me´dia ergo´dica antes e depois do per´ıodo de aquecimento
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Func¸a˜o de autocorrelac¸a˜o e autocovariaˆncia
Na definic¸a˜o de cadeia de Markov, os valores gerados sa˜o correlacionados ao valor
anterior ao longo das iterac¸o˜es. Por esta raza˜o, e´ preciso monitorar as autocorrelac¸o˜es
dos valores gerados. Quanto maior a correlac¸a˜o, menor sera´ o ganho de informac¸a˜o dos
valores armazenados da cadeia, o que acarreta em uma amostra na˜o representativa
e um desperd´ıcio de espac¸o em disco, assim sendo, para a cadeia convergir para a
distribuic¸a˜o estaciona´ria o nu´mero de iterac¸o˜es tem que ser muito grande. A func¸a˜o
de autocorrelac¸a˜o (FAC) e´ utilizada para verificar a velocidade de convergeˆncia do
algoritmo e a func¸a˜o de autocovariaˆncia (FACV) para verificar a estacionariedade.
Para maiores detalhes de como calcular a FAC e a FACV veja [Ehlers(2003), p. 14].
Figura 2.6: Func¸o˜es de autocorrelac¸a˜o do algoritmo, na figura a esquerda os dados
esta˜o poucos correlacionados e na figura da direita os dados esta˜o muito correlacio-
nados. Quanto menos correlacionados esta˜o os dados mais ra´pido o algoritmo tende
a estacionariedade.
Na figura acima sa˜o apresentados gra´ficos de autocorrelac¸a˜o da cadeia para os pri-
meiros 100 lags. No primeiro caso, percebe-se que a func¸a˜o de autocorrelac¸a˜o chega
a estacionariedade rapidamente, ja´ no segundo caso, os valores esta˜o muito correlaci-
onados, todavia, com tendeˆncia de estacionariedade, necessitando de um aumento na
24
quantidade de iterac¸o˜es.
Uma outra abordagem, conhecida como thin, consiste em guardar os valores si-
mulados a cada k iterac¸o˜es apo´s o per´ıodo de aquecimento. Enta˜o, a amostra para a
ana´lise posterior consiste em {θB+k, θB+2k, ..., θB+Tk}, onde o tamanho do vetor θ sera´
igual a T . Em problemas de maior dimensa˜o essa abordagem e´ usada para economizar
espac¸o de armazenamento ou velocidade computacional.
Um exemplo esta´ na figura a seguir, foram feitas 25 mil simulac¸o˜es. Apo´s o per´ıodo
de aquecimento utilizou-se o thin de k = 20. O corte foi feito para os primeiros 5 mil
valores, enta˜o o vetor da amostra θ e´ igual a {θ5020, θ5040, ..., θ25000} e tem o tamanho de
1000 iterac¸o˜es. No primeiro gra´fico a func¸a˜o de autocorrelac¸a˜o com todas as iterac¸o˜es
e no segundo gra´fico, a FAC da amostra de 1000.
Figura 2.7: Func¸o˜es de autocorrelac¸a˜o do algoritmo, a esquerda tem-se a FAC antes
e a direita, a FAC da amostra
Percebe-se que no gra´fico da esquerda os valores sa˜o correlacionados e decrescem
rapidamente, ja´ os valores da direita sa˜o estaciona´rios, o que representa melhor a
distribuic¸a˜o de interesse. Esse crite´rio e´ importante quando na˜o e´ poss´ıvel eliminar a
correlac¸a˜o entre os elementos da amostra obtida.
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2.5 Introduc¸a˜o aos Modelos Lineares Generaliza-
dos
O estudo da modelagem iniciou-se antes na de´cada de 70, pore´m ela so´ foi unificada
por [Nelder and Wedderburn(1972)] em seu artigo de nome Generalized linear mo-
dels. Os autores definiram que os Modelos Lineares Generalizados (MLG) consistem
basicamente em treˆs componentes: a varia´vel resposta Y , as varia´veis explicativas
X1, X2, ..., Xp e os mecanismos de ligac¸a˜o entre o conjuntos dessas duas varia´veis.
A varia´vel resposta Yi, i = 1, ..., n e´ a varia´vel aleato´ria independente e tem
distribuic¸a˜o pertencente a` famı´lia exponencial em sua forma canoˆnica, com me´dia ui
e paraˆmetro de dispersa˜o constante φ > 0. Por isso ela e´ conhecida como a parte
aleato´ria.
As varia´veis explicativas X ti = (X1, X2, ..., Xqi), i = 1, ..., n sa˜o chamadas de parte
sistema´tica, pois associam-se ao modelo junto ao vetor de preditores lineares dado
por
ηi = x
T
i β (2.27)
O terceiro componente e´ a func¸a˜o de ligac¸a˜o, que associa a parte aleato´ria com
a parte sistema´tica, e, portanto,
g(µi) = x
T
i β ⇒ µi = g−1(xTi β) (2.28)
Se a func¸a˜o de probabilidade da varia´vel aleato´ria Yi puder ser escrita por
f(yi; θi, φ) = exp
{
1
a(φ)
[yiθi − b(θi)] + c(yi, φ)
}
(2.29)
Com me´dia
E(Yi) = µi = b
′(θi) (2.30)
E variaˆncia
V ar(Yi) = ai(φ)b
′′(θi) = ai(φ)V (µi) = ai(φ)Vi (2.31)
Enta˜o Yi tem distribuic¸a˜o pertencente a` famı´lia exponencial na forma canoˆnica, em
que a(.), b(.) e c(.) sa˜o func¸o˜es espec´ıficas e θi e´ um paraˆmetro canoˆnico. Geralmente
e´ utilizado ai(φ) =
φ
wi
em que φ e´ o paraˆmetro de dispersa˜o ou escala, wi um peso a
priori e Vi =
dµi
dθi
.
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Seja yT = (y1, y2, ..., yn) observac¸o˜es da varia´vel aleato´ria Yi pertencente a` famı´lia
exponencial, enta˜o a func¸a˜o de verossimilhanc¸a e´ dada por
L(θ, φ; y) =
n∏
i=1
f(yi; θi, φ)
= exp
{
n∑
i=1
[
yiθi − b(θi)
a(φ)
+ c(yi, φ)
]}
= exp
{
ny¯θ − nb(θ)
a(φ)
+
n∑
i=1
c(yi, φ)
}
(2.32)
Se a distribuic¸a˜o a priori for do tipo
f(θ|θ0, τ0, φ) ∝ exp
(
θθ0 − τ0b(θ)
a(φ)
)
(2.33)
Se ambas as distribuic¸o˜es sa˜o da famı´lia exponencial, enta˜o a distribuic¸a˜o a poste-
riori tera´ a priori conjugada, sendo necessa´ria apenas a atualizac¸a˜o dos paraˆmetros
θ˜ = ny¯ + θ0 e τ˜ = n+ τ0 (7.5). E com a distribuic¸a˜o a posteriori dada por
f(θ|y, φ) ∝ exp
(
(ny¯ + θ0)θ − (n+ τ0)b(θ)
a(φ)
+
n∑
i=1
c(yi, φ)
)
(2.34)
Assumindo que o paraˆmetro de dispersa˜o φ e´ conhecido e fixo. Nas pro´ximas subsec¸o˜es,
sera˜o revisados algumas distribuic¸o˜es que fazem parte da famı´lia exponencial.
2.5.1 Distribuic¸a˜o Normal
Seja Y ∼ N(µ, σ2), com me´dia µ, variaˆncia σ2 e com func¸a˜o densidade de probabili-
dade dada por
f(y|µ, σ2) = 1
σ
√
2pi
exp
{
−1
2
(y − µ)2
σ2
}
= exp
{
1
σ2
(
yµ− µ
2
2
)
− 1
2
(
y2
σ2
+ ln(2piσ2)
)}
(2.35)
Sendo σ > 0 e µ ∈ R. Utilizando a notac¸a˜o da famı´lia exponencial tem-se
θ = µ, b(θ) =
µ2
2
a(φ) = σ2, b′(θ) = µ
c(y, φ) = −1
2
(
y2
σ2
+ ln(2piσ2)
)
b′′(θ) = 1
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Portanto, a distribuic¸a˜o normal pertence a famı´lia exponencial com me´dia dadas
por (2.30) e variaˆncia (2.31), ou seja,
E(Yi) = b
′(θi) = µ
V ar(Yi) = ai(φ)b
′′(θi) = σ2
Em modelos de regressa˜o normais, a varia´vel Y e´ considerada uma varia´vel aleato´ria
cont´ınua pertencente ao conjunto dos reais que segue a distribuic¸a˜o normal. Portanto,
tem-se a seguinte equac¸a˜o
Y |X1, ..., Xp ∼ N(µ(β,X1, ..., Xp), σ2) (2.36)
Onde
µ(β,X1, ..., Xp) = β0 + β1X1 + ...+ βpXp
= β0 +
p∑
j=1
βjXij
O modelo tambe´m pode ser escrito por
Yi = β0 +
p∑
j=1
βjXij + εi, εi ∼ N(0, σ2) i = 1, 2, ..., n (2.37)
Yi ∼ N(µi, σ2) (2.38)
µi = β0 + β1xi1 + ...+ βpxip, i = 1, ..., n
A maneira mais simples e´ supor que os paraˆmetros tem distribuic¸a˜o a priori in-
depende e dadas por
f(β, σ2) = f(σ2)
p∏
j=0
f(βj)
βj ∼ N(µbj , c2j), j = 0, ..., p
σ2 ∼ GI(a, b)
2.5.2 Distribuic¸a˜o Poisson
Seja Y ∼ Poisson(λ), com paraˆmetro λ > 0 e func¸a˜o densidade de probabilidade
dada por
f(y|λ) = e
−λλy
y!
, para y = 0, 1, 2, ...
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Desenvolvendo tem-se
f(y|λ) = exp [ylogλ− λ− log(y!)] (2.39)
Portanto, para a notac¸a˜o da famı´lia exponencial tem-se
θ = log(λ), λ = eθ,
φ = 1 b(θ) = λ = eθ
a(φ) = 1 b′(θ) = eθ
c(y, φ) = −log(y!) b′′(θ) = eθ
Portanto, a distribuic¸a˜o de poisson pertence a famı´lia exponencial com me´dia e
variaˆncias dadas por (2.30) e (2.31), respectivamente, ou seja,
E(Yi) = b
′(θi) = eθ
V ar(Yi) = ai(φ)b
′′(θi) = eθ
O modelo de poisson e´ dado por
Yi ∼ Poisson(λi) (2.40)
logλi = β0 +
p∑
j=1
βjxij
2.5.3 Distribuic¸a˜o Gama
Seja Y ∼ gama
(
v,
v
µ
)
, func¸a˜o densidade de probabilidade dada por
f(y|µ, v) = 1
Γ(v)
(v
u
)v
yv−1exp
(−yv
µ
)
, y > 0
Desenvolvendo tem-se
f(y|µ, v) = exp
{
log
(v
u
)v
− logΓ(v) + (v − 1)log(y)− yv
µ
}
= exp
{
v
[
y
(
− 1
µ
)
− log(µ)
]
+ vlog(vy)− logΓ(v)− log(y)
}
Portanto, para a notac¸a˜o da famı´lia exponencial tem-se
29
θ = − 1
µ
, µ = −1
θ
,
φ =
1
v
b(θ) = log(µ) = −log(−θ)
a(φ) =
1
v
b′(θ) = −1
θ
c(y, φ) = vlog(vy)− logΓ(v)− log(y) b′′(θ) = 1
θ2
= µ2
Portanto, a distribuic¸a˜o gama pertence a famı´lia exponencial com me´dia e variaˆncias
dadas por (2.30) e (2.31), respectivamente, ou seja,
E(Yi) = b
′(θi) = −1
θ
= µ
V ar(Yi) = ai(φ)b
′′(θi) =
1
v
µ2 =
µ2
v
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3 Material e me´todos
Os dados utilizados neste trabalho sa˜o relativos ao resveratrol, baseados no trabalho
de dissertac¸a˜o de mestrado de [Carvalho(2013)]. Os experimentos foram conduzidos
na Embrapa Recursos Gene´ticos e Biotecnologia, Bras´ılia – DF. Nesta sec¸a˜o sa˜o
feitos esclarecimentos sobre o resveratrol e sua importaˆncia, bem como a realizac¸a˜o
do experimento e seus objetivos
3.1 Resveratrol e sua importaˆncia
Uma das defesas naturais da planta mediante estresses bio´ticos e abio´ticos consiste
na produc¸a˜o de fitoalexinas, que sa˜o caracterizadas como compostos de baixo peso
molecular, muitos da classe dos estilbenos, com atividade antifu´ngica e antibacteriana
(Ingham et al., 1976; Paxton et al., 1991; Sobolev et al., 1995 apud [Carvalho(2013)]).
Um dos principais estilbenos produzido em va´rios tecidos da planta do amendoim e´
o resveratrol (Sobolev et al., 1995 apud [Carvalho(2013)]).
O resveratrol e´ uma fitoalexina envolvida na resposta da planta a estresses bio´ticos
e abio´ticos (Chung et al., 2003 apud [Carvalho(2013)]). A ana´lise de algumas culti-
vares de A. hypogaea demonstrou relac¸a˜o entre maiores teores de resisteˆncia e mai-
ores teores de resveratrol (Sobolev et al., 2007 apud [Carvalho(2013)]). Portanto, o
aumento dos teores de resveratrol no amendoim pode resultar em aumento de re-
sisteˆncia, ale´m do aumento de seu valor nutraceˆutico. Estudos anteriores mostram
que o resveratrol
 Inibe o desenvolvimento de tumores;
 Protege contra doenc¸as card´ıacas;
 Protege contra danos cerebrais (isquemias); e
 Pode ser usado no tratamento contra diabetes.
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3.2 Objetivos
Os objetivos sa˜o analisar e avaliar a variabilidade das espe´cies para a produc¸a˜o de
resveratrol e a expressa˜o de resveratrol sintase em func¸a˜o da produc¸a˜o de resveratrol
apo´s tratamento com ultravioleta (UV) sob a abordagem Cla´ssica e a Bayesiana.
3.3 Experimento
Foram realizados dois tipos de experimentos, o de concentrac¸a˜o de resveratrol (micro-
grama/grama de folha) e o de expressa˜o relativa do resveratrol sintase (quatitativo
de gene). Os experimentos consistem em amostras de quatro especies, sendo estas:
 A. hypogaea (cultivar runner, genoma AB);
 A. ipae¨nsis (acesso KGPScS 30076, genoma B);
 A. duranensis (acesso VNvEv 14167, genoma A); e
 Anfidiploide sinte´tico (originado pelo cruzamento artificial de A. ipae¨nsis e de
A. duranensis , genoma AB).
As sementes foram obtidas do Banco Ativo de Germoplasma de Arachis da Em-
brapa Recursos Gene´ticos e Biotecnologia, Bras´ılia – DF, e foram cultivadas durante
o per´ıodo de dezembro de 2011 a marc¸o de 2012. Para os experimentos utilizou-
se tecido foliar, pois este e´ produzido em abundaˆncia pela planta e e´ o tecido mais
sucept´ıvel as doenc¸as fu´ngicas, fator limitante para o aumento do cultivo no Brasil
(Freitas et al., 2005 apud [Carvalho(2013)]).
O tempo de induc¸a˜o, tempo de coleta po´s-induc¸a˜o e o tratamento utilizado para
induc¸a˜o da produc¸a˜o de resveratrol foram escolhidos baseando-se em dados da litera-
tura que comparam va´rias formas de induc¸a˜o e demonstram que a forma de induc¸a˜o
mais eficiente na produc¸a˜o de resveratrol e´ por meio de tratamento com UV.
As folhas foram coletadas em casa de vegetac¸a˜o durante os meses de janeiro e
fevereiro de 2012, com intervalo de vinte dias entre as repetic¸o˜es biolo´gicas do expe-
rimento. Depois de coletadas, foram colocadas em sacos pla´sticos e umedecidas e no
laborato´rio foram dispostas em duas bandejas que foram revestidas com uma camada
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de algoda˜o umedecida com 500 ml de agua, sob a qual foi colocada uma camada de
folhas de papel germitest.
Uma bandeja foi colocada 50 cm abaixo da luz ultravioleta (UV-C) (Fluxo La-
minar: Trox Modelo FLV se´rie: 235-81, com Laˆmpada Philips TUV 30W/ 630 TB
LONGLIFE), por duas horas e trinta minutos, enquanto a outra (grupo controle)
ficou em uma sala ao lado, livre da radiac¸a˜o. Apo´s o per´ıodo indicado, as duas ban-
dejas foram reunidas em uma mesma sala, onde permaneceram por quinze horas a`
temperatura ambiente e protegidas da luz. As folhas tratadas com UV de cada espe´cie
foram divididas em seis tubos falcon de 50 ml, sendo treˆs destinados para a ana´lise de
conteu´do de resveratrol, contendo 1 g de folha cada, e treˆs para ana´lise da expressa˜o
do gene da resveratrol sintase, esses u´ltimos contendo 300 mg de folhas. A mesma
divisa˜o foi feita para o grupo controle.
Todas as espe´cies foram induzidas simultaneamente e o experimento foi repetido
treˆs vezes (repetic¸o˜es biolo´gicas). A cada nova induc¸a˜o, a disposic¸a˜o das folhas de cada
espe´cie na bandeja foi diferente, certificando que o local na bandeja na˜o influenciaria
na intensidade da induc¸a˜o por UV e, consequentemente, nos resultados. Todas as
amostras foram congeladas em nitrogeˆnio l´ıquido e depois guardadas em congelador
−80 ate´ o momento das ana´lises laboratoriais.
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4 Resultados
Os resultados sa˜o apresentados nesta sec¸a˜o. Para as varia´veis produc¸a˜o de resvera-
trol (sec¸a˜o 4.1) e expressa˜o de resveratrol sintase (sec¸a˜o 4.2), os ajustes sera˜o feitos
tanto pela metodologia Bayesiana tanto pela a Cla´ssica, ale´m de uma breve ana´lise
descritiva dos dados. Os dados coletados no experimento esta˜o no anexo (7) e a
programac¸a˜o no apeˆndice (6.1)
4.1 Produc¸a˜o de resveratrol
A seguir e´ apresentado a ana´lise descritiva da produc¸a˜o de resveratrol. Percebe-
se, pela tabela 4.1, que a espe´cie A. duranensis tem a maior me´dia, com 371,97, e
a maior mediana, com 394,20 micrograma por grama de folha. Pore´m, a espe´cie
Anfidiplo´ide apresentou a menor media e mediana, com valores de 193,66 e 204,52,
respectivamente.
Tabela 4.1: Resumo da varia´vel resveratrol
Espe´cies Me´dia Desvio Padra˜o 1º Quartil Mediana 3º Quartil
A. hypogaea 241,99 70,20 218,96 225,34 244,07
A. duranensis 371,97 64,60 308,37 394,20 408,24
Anfidiplo´ide 193,66 28,95 177,60 204,52 217,53
A. ipaensis 226,04 12,60 223,00 228,78 230,72
Total 262,47 88,60 214,52 227,06 288,12
A Figura a seguir apresenta o boxplot da varia´vel resveratrol por espe´cie.
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Figura 4.1: Boxplot por tratamento
Pode-se notar, pela figura 4.1, que a espe´cie A. Duranensis tem me´dia e mediana
bem maiores que as demais espe´cies, assim como o desvio interquart´ılico. A espe´cie
A. Ipaensis ficou prejudicada na ana´lise por ter 4 dados perdidos entre os 9 coletados.
4.1.1 Ana´lise Cla´ssica
Baseado na maneira que o experimento foi realizado, ver 3.3, em que as folhas foram
coletadas com intervalo de vinte dias entre os experimentos, foi escolhido o modelo
misto, com efeito aleato´rio para experimentos, para testar se existe variabilidade entre
os experimentos. O modelo e´ apresentado a seguir:
yijk = µ+ αi + γj + eijk (4.1)
Onde:
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yijk e´ o valor observado do resveratrol
µ e´ uma constante inerente a todas as observac¸o˜es
αi e´ o efeito do i-e´simo tratamento, considerado fixo
γj e´ o efeito do j-e´simo experimento, γj ∼ N(0, σ2exp)
eijk e´ o erro aleato´rio associado a` abservac¸a˜o yijk e eijk ∼ N(0, σ2)
Os dados coletados da produc¸a˜o de resveratrol sa˜o apresentados na tabela 7.1.
Foram utilizados 32 observac¸o˜es do total de 36, dessas, 4 valores na˜o foram usados
por apresentarem problemas na coleta. As quatro espe´cies sa˜o os tratamentos, cada
um com 3 repetic¸o˜es biolo´gicas e cada repetic¸a˜o com uma tre´plica.
A figura a seguir mostra a ana´lise residual do experimento.
Figura 4.2: Res´ıduo Studentizado condicional
Observa-se, pela figura 4.2, que os pontos se manteˆm pro´ximos a reta no gra´fico
de normalidade, sugerindo que os res´ıduos seguem uma distribuic¸a˜o normal. Pode-se
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notar tambe´m, que existem 2 outliers que ulltrapassam o intervalo −2 ≤ −ri ≤ 2 no
primeiro gra´fico acima.
O teste-z de Wald foi utilizado para avaliar a significaˆncia dos efeitos aleato´rios do
modelo. O teste e´ baseado nos paraˆmetros de covariaˆncia e nas suas estimativas e nos
erros padro˜es dessas estimativas, para maiores detalhes veja [West et al. (2007)]. Para
o paraˆmetro σ2 o teste de Wald resultou em valor de Z de 3, 61 e valor p igual a 0, 0002,
o que indica que a hipo´tese nula, σ2 = 0, pode ser rejeitada e σ2 e´ significativo. Por
outro lado, σ2exp resultou em Z de 0,61 e valor p de 0,2723, sendo assim, na˜o existe
evideˆncias de que σ2exp seja significativo. Isso mostra que a variabilidade entre os
experimentos e´ irrelevante.
Analisando a ANOVA (ana´lise de variaˆncia), o teste F para os tratamentos teve
valor de 18,39 e o valor p < 0, 001. Existe evideˆncias de que as espe´cies sa˜o diferentes
em relac¸a˜o a produc¸a˜o de resveratrol, como ja´ suspeitado na estat´ıstica descritiva dos
dados.
Para a comparac¸a˜o mu´ltipla das me´dias foi escolhido o teste de Tukey-Kramer,
para maiores detalhes sobre o teste veja [Abdi and Williams(2010)]. O teste e´ apre-
sentado na tabela 4.2.
Tabela 4.2: Diferenc¸a de me´dias das espe´cies - resveratrol com efeito aleato´rio
Espe´cies Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
A. duranensis A. hypogaea 129,98 25,393 26 5,12 0,0001
A. duranensis A. ipaensis 143,82 30,225 26,2 4,76 0,0003
A. duranensis Anfidiploide 178,31 25,393 26 7,02 <0,0001
A. hypogaea A. ipaensis 13,838 30,225 26,2 0,46 0,9675
A. hypogaea Anfidiploide 48,332 25,393 26 1,90 0,2512
A. ipaensis Anfidiploide 34,494 30,225 26,2 1,14 0,6680
Percebe-se, pelo tabela 4.2, que apenas a espe´cie A. duranensis se difere das outras,
para um n´ıvel de significaˆncia de 5%.
As estimativas para os paraˆmetros sa˜o apresentados na tabela a seguir
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Tabela 4.3: Estimativas dos paraˆmetros - reveratrol efeito aleato´rio
Efeito Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
Espe´cies A. duranensis 178,31 25,3930 26 7,02 <0,0001
Espe´cies hypogaea 48,3318 25,3930 26 1,9 0,0681
Espe´cies A. ipaensis 34,4938 30,2253 26,2 1,14 0,2614
Espe´cies Anfidiploide 0 – – – –
Intercepto – 193,66 21,5154 7,47 9 <0,0001
Intercepto Experimento 421,53 695,60 – 0,61 0,2723
Res´ıduo – 2901,61 804,46 – 3,61 0,0002
Apo´s o ajuste do modelo, e´ indicado refazer a ana´lise sem o efeito aleato´rio dos
blocos, visto que a hipo´tese nula, σ2exp = 0, na˜o foi rejeitada para um n´ıvel de signi-
ficaˆncia de 5%.
Modelo sem efeito aleato´rio
O modelo proposto para a ana´lise sem efeito aleato´rio e´ dado por
yijk = µ+ αi + eijk (4.2)
Onde:
yijk e´ o valor observado do resveratrol
µ e´ uma constante inerente a todas as observac¸o˜es
αi e´ o efeito do i-e´simo tratamento, considerado fixo
eijk e´ o erro aleato´rio associado a` abservac¸a˜o yijk e eijk ∼ N(0, σ2)
A figura a seguir mostra a ana´lise residual do experimento.
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Figura 4.3: Res´ıduo Studentizado condicional
Percebe-se, pela figura 4.3, que assim como no modelo com efeito aleato´rio, os
pontos se manteˆm pro´ximos da reta, o que sugere que os res´ıduos seguem, aproxima-
damente, uma distribuic¸a˜o normal e que existe um valor que ultrapassa o intervalo
−2 ≤ −ri ≤ 2 no u´ltimo gra´fico da figura.
Tabela 4.4: Crite´rios de selec¸a˜o de modelos - resveratrol sem efeito aleato´rio
Modelo AIC BIC
Com efeito aleato´rio 316,77 314,97
Sem efeito aleato´rio 315,85 317,18
Pelos crite´rios de selec¸a˜o de modelos AIC (crite´rio de informac¸a˜o de Akaike) e
BIC (crite´rio de informac¸a˜o Bayesiano), na tabela 4.4, pode-se notar que para AIC
o modelo mais parcimonioso e´ o modelo sem efeito aleato´rio e para BIC e´ o modelo
com efeito aleato´rio.
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O teste-z de Wald para σ2 resultou em valor de Z igual a 3, 74 e valor p <0,0001,
o que indica que a hipo´tese nula, σ2 = 0, pode ser rejeitada e σ2 e´ significativo.
A ANOVA teve o valor F de 16,64 para os tratamentos, e o valor p de < 0, 001.
Rejeita-se a hipo´tese nula de que as espe´cies sa˜o iguais. Portanto, existem evideˆncias
de que pelo menos uma espe´cie e´ diferente de outra, como ja´ suspeitado na estat´ıstica
descritiva dos dados.
A tabela a seguir, apresenta o teste de Tukey-Kramer pareado.
Tabela 4.5: Comparac¸a˜o de me´dias das espe´cies
Espe´cies Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
A. duranensis A. hypogaea 129,98 26,76 28 4,86 0,0002
A. duranensis A. ipaensis 145,93 31,67 28 4,61 0,0004
A. duranensis Anfidiploide 178,31 26,76 28 6,66 <0,0001
A. hypogaea A. ipaensis 15,95 31,67 28 0,50 0,9575
A. hypogaea Anfidiploide 48,33 26,76 28 1,81 0,2918
A. ipaensis Anfidiploide 32,38 31,67 28 1,02 0,7378
Percebe-se, pelo teste de Tukey-Kramer, que apenas a espe´cie A. duranensis se
difere das outras espe´cies para um n´ıvel de significaˆncia de 5%, assim como constatado
no modelo com efeito aleato´rio.
As estimativas dos paraˆmetros sa˜o apresentados na tabela a seguir
Tabela 4.6: Estimativas dos paraˆmetros - resveratrol sem efeito aleato´rio
Efeito Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
Espe´cies A. duranensis 178,31 26,7638 28 6,66 <0,0001
Espe´cies hypogaea 48,3318 26,7638 28 1,81 0,0817
Espe´cies A. ipaensis 32,3808 31,6674 28 1,02 0,3153
Espe´cies Anfidiploide 0 – – – –
Intercepto – 193,66 18,9249 28 10,23 <0,0001
Res´ıduo – 3223,36 861,48 – 3,74 <0,0001
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4.1.2 Ana´lise Bayesiana
Dados os resultados obtidos na metodologia Cla´ssica, utilizou-se, primeiramente, o
modelo com efeito aleato´rio para desenvolver o ajuste Bayesiano. O modelo normal
foi ajustado por meio do algoritmo Metropolis-Hasting, com 1.000.000 de iterac¸o˜es,
com burn-in de 1.000.000 e o thin de 25 unidades.
Y ∼ N(µ, σ2)
µ = β0 + βixi + γj (4.3)
Onde:
xi i = 1, 2, 3 as espe´cies: A. duranensis, A, hypogaea e A. ipaensis
µ e´ o preditor linear
βi i = 1, 2, 3 e βi ∼ N(0, 106)
σ2exp ∼ GI(0, 01; 0, 01)
γj e´ o efeito aleato´rio do j-e´simo experimento j = 1, 2, 3. γj ∼ N(0, σ2exp)
σ2 ∼ GI(0, 001; 0, 001)
A convergeˆncia da cadeia foi monitorada para cada um dos paraˆmetros atrave´s dos
me´todos informais (2.4.5): gra´fico de trac¸o, func¸a˜o de autocorrelac¸a˜o (FAC) e gra´fico
da densidade posteriori. Ale´m dos crite´rios propostos por Geweke 2.4.2, Raftery-Lewis
2.4.4 e Heidelberger-Welch 2.4.3.
A tabela 4.7 a seguir apresenta os resultados para os crite´rios de convergeˆncia das
cadeias. Pelo crite´rio de Geweke, como o valor p foi sempre maior que o n´ıvel de
significaˆncia escolhido, de 0,05, enta˜o na˜o existem evideˆncias contra a convergeˆncia
dos paraˆmetros. Pelo crite´rio de Raftery-Lewis, os valores devem ser menores que
cinco para garantir a convergeˆncia. Como na cadeia, σ2exp foi maior do que cinco, a
cadeia na˜o atingiu a convergeˆncia.
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Tabela 4.7: Crite´rio de Geweke (valor p) e Raftery-Lewis (fator de dependeˆncia - FD)
- resveratrol com efeito aleato´rio
Paraˆmetro Geweke (valor p) Raftery-Lewis (FD)
β0 0,6809 4,7952
β1 0,2956 1,0360
β2 0,9581 1,0192
β3 0,1775 1,0598
σ2 0,2792 1,0037
σ2exp 0,3311 15,7718
Para verificar a convergeˆncia dos paraˆmetros foram utilizados tambe´m o crite´rio de
Heidelberger-Welch e o teste de Half-Width, apresentados na tabela 4.8. Percebe-se
que para o teste de estacionariedade de Heidelberger-Welch, todas as cadeias conver-
giram, entretanto, para o teste de Half-Width na cadeia, σ2exp na˜o convergiu.
Tabela 4.8: Crite´rio de Heidelberger-Welch e Half-Width - resveratrol com efeito
aleato´rio
Paraˆmetro
Teste de estacionariedade Teste de Half-width
Cramer-von p Resultado Half-width Me´dia Resultado
β0 0,0524 0,8617 Passou 0,4836 193,9 Passou
β1 0,2824 0,1516 Passou 0,3211 178 Passou
β2 0,1561 0,3715 Passou 0,2520 48,1903 Passou
β3 0,4423 0,0560 Passou 0,3219 33,2418 Passou
σ2 0,0591 0,8194 Passou 8,6769 3335,2 Passou
σ2exp 0,1437 0,4093 Passou 139,3 988,8 Falhou
Os resultados das tabelas 4.7 e 4.8 podem ser confirmados pelos gra´ficos apresen-
tados a seguir para cada paraˆmetro.
Percebe-se, pelos gra´ficos dos paraˆmetros, ver anexo: paraˆmetro β0 figura 7.1;
β1 figura 7.2; β2 figura 7.3; e β3 figura 7.4, que os gra´ficos de trac¸o permanecem
constantes em torno de um valor fixo me´dio. O gra´fico de autocorrelac¸a˜o decresce, o
que indica estacionariedade da cadeia. E, ainda, e´ poss´ıvel perceber que ha´ simetria
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na distribuic¸a˜o dos paraˆmetros, o que indica que a distribuic¸a˜o normal foi uma boa
escolha como distribuic¸a˜o a priori para os paraˆmetros.
No que tange o paraˆmetro da variaˆncia residual, σ2, figura 7.5, pode-se notar
que o gra´fico de trac¸o permanece constante em torno de um valor fixo me´dio. O
gra´fico de autocorrelac¸a˜o decresce, o que indica estacionariedade da cadeia. E, ainda,
e´ poss´ıvel perceber que ha´ assimetria na distribuic¸a˜o a posteriori do paraˆmetro, o
que confirma que a distribuic¸a˜o gama inversa e´ adequada. Todavia, para o paraˆmetro
σ2exp, figura 7.6, observa-se que o gra´fico de trac¸o fica aproximadamente em zero e a
distribuic¸a˜o a posteriori fica distorcida para aproximadamente zero. Isso indica que,
ou esse paraˆmetro na˜o esta´ bem ajustado, ou ele na˜o e´ necessa´rio.
A tabela a seguir apresenta a autocorrelac¸a˜o das distribuic¸o˜es a posteriori dos
paraˆmetros. Constata-se que os paraˆmetros β0, σ
2 e σ2exp demoram mais que os
outros para convergir, entretanto, aparentemente, todos os paraˆmetros convergem.
Tabela 4.9: Histo´rico de autocorrelac¸a˜o conforme paraˆmetro - resveratrol com efeito
aleato´rio
Paraˆmetro Lag 1 Lag 5 Lag 10 Lag 50
β0 0,3125 0,1163 0,0541 -0,0033
β1 0,0694 0,0005 0,0029 0,0153
β2 0,0325 -0,0031 0,0041 0,0006
β3 0,0941 -0,0020 -0,0009 0,0031
σ2 0,0267 0,0138 0,0107 0,0092
σ2exp 0,0267 0,0344 0,0185 -0,0007
E´ apresentado na tabela a seguir, o resumo dos paraˆmetro acerca das estimativas,
desvios e quartis.
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Tabela 4.10: Estimativas das cadeias a posteriori dos paraˆmetros - resveratrol com
efeito aleato´rio
Paraˆmetro Me´dia Desvio 1º Quartil Mediana 3º Quartil
(β0) Intercepto 193,9 24,1508 179,4 193,7 208,0
(β1) A. duranensis 178,0 27,2102 160,0 178,1 196,0
(β2) A. hypogaea 48,1903 27,3305 30,1383 48,1938 66,1832
(β3) A. ipaensis 33,2418 32,2090 11,9111 33,1604 54,4842
(σ2) Res´ıduo 3335,2 989,30 2640,7 3165,0 3844,6
(σ2exp) Experimento 988,8 9849,9 0,5048 20,6439 338,5
Os intervalos de credibilidade e de HPD (Highest Posterior Density) sa˜o apresen-
tados na tabela 4.11
Tabela 4.11: Intervalos a posteriori dos paraˆmetros - resveratrol com efeito aleato´rio
Paraˆmetro Intervalo de credibilidade Intervalo HPD
(β0) Intercepto 147,6 241,4 147,4 241,2
(β1) A. duranensis 124,2 231,7 122,7 230,2
(β2) A. hypogaea -5,7819 102,5 -5,7789 102,6
(β3) A. ipaensis -30,0731 96,6562 -30,2632 96,3308
(σ2) Res´ıduo 1907,0 5720,7 1657,5 5267,9
(σ2exp) Experimento 0,0122 6346,2 0,00147 3233,8
Modelo sem efeito aleato´rio
Para melhor ana´lise de convergeˆncia, foi testado o modelo sem efeito aleato´rio. O
modelo normal foi ajustado por meio do algoritmo Metropolis-Hasting, com 1.000.000
de iterac¸o˜es, com burn-in de 1.000.000 e o thin de 25 unidades.
Y ∼ N(µ, σ2)
µ = β0 + βixi (4.4)
Assim como no modelo Bayesiano anterior, equac¸a˜o 4.3, so´ que agora sem o efeito
aleato´rio γj, onde:
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xi i = 1, 2, 3 as espe´cies: A. duranensis, A, hypogaea e A. ipaensis
µ e´ o preditor linear
βi i = 1, 2, 3 e βi ∼ N(0, 106)
σ2 ∼ GI(0, 001; 0, 001)
A convergeˆncia da cadeia foi monitorada para cada um dos paraˆmetros atrave´s dos
me´todos informais (2.4.5): gra´fico de trac¸o, func¸a˜o de autocorrelac¸a˜o (FAC) e gra´fico
da densidade posteriori. Ale´m dos crite´rios propostos por Geweke 2.4.2, Raftery-Lewis
2.4.4 e Heidelberger-Welch 2.4.3.
A tabela 4.12 a seguir apresenta os resultados para os crite´rios de convergeˆncia
das cadeias. Pelo crite´rio de Geweke, como o valor p na˜o foi menor que o n´ıvel de sig-
nificaˆncia escolhido, de 0,05, enta˜o na˜o existem evideˆncias contra a convergeˆncia para
os paraˆmetros. Pelo crite´rio de Raftery-Lewis, como o fator de dependeˆncia na˜o foi
maior que 5 para nenhum paraˆmetro, conclui-se que a cadeia atingiu a convergeˆncia.
Tabela 4.12: Crite´rio de Geweke (valor p) e Raftery-Lewis (fator de dependeˆncia -
FD) - resveratrol sem efeito aleato´rio
Paraˆmetro Geweke (valor p) Raftery-Lewis (FD)
β0 0,8048 1,0235
β1 0,2877 1,0339
β2 0,3504 1,0235
β3 0,0686 1,0403
σ2 0,1049 1,0149
Para verificar a convergeˆncia dos paraˆmetros foram utilizados tambe´m o crite´rio
de Heidelberger-Welch e teste de Half-Width, apresentado na tabela 4.13. Esses
resultados confirmam que as cadeias de todos os paraˆmetros sa˜o estaciona´rias e que
a convergeˆncia foi alcanc¸ada.
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Tabela 4.13: Crite´rio de Heidelberger-Welch e Half-Width - resveratrol sem efeito
aleato´rio
Paraˆmetro
Teste de estacionariedade Teste de Half-width
Cramer-von p Resultado Half-width Me´dia Resultado
β0 0,0784 0,7014 Passou 0,1821 193,7 Passou
β1 0,0707 0,7471 Passou 0,2524 178,3 Passou
β2 0,1787 0,3128 Passou 0,2502 48,1597 Passou
β3 0,1484 0,3945 Passou 0,4069 32,5662 Passou
σ2 0,2366 0,2065 Passou 9,5588 3470,5 Passou
Os resultados apresentados nas tabelas 4.12 e 4.13 podem ser confirmados pelos
gra´ficos apresentados a seguir para cada paraˆmetro.
Observa-se, pelos gra´ficos dos paraˆmetros, ver anexo; paraˆmetro β0 figura 7.7;
β1 figura 7.8; β2 figura 7.9; e β3 figura 7.10, que os gra´ficos de trac¸o permanecem
constantes em torno de um valor fixo me´dio. O gra´fico de autocorrelac¸a˜o decresce, o
que indica estacionariedade da cadeia. E, ainda, e´ poss´ıvel perceber que ha´ simetria
na distribuic¸a˜o do paraˆmetro, o que indica que a distribuic¸a˜o normal foi uma boa
escolha a priori para os paraˆmetros.
No que refere-se ao paraˆmetro da variaˆncia residual, σ2, figura 7.11, pode-se notar
que o gra´fico de trac¸o permanece constante em torno de um valor fixo me´dio. O
gra´fico de autocorrelac¸a˜o decresce, o que indica estacionariedade da cadeia. E, ainda,
e´ poss´ıvel perceber que ha´ assimetria na distribuic¸a˜o a posteriori do paraˆmetro, o que
confirma que a distribuic¸a˜o gama inversa e´ adequada.
A tabela a seguir apresenta a autocorrelac¸a˜o das distribuic¸o˜es a posteriori dos
paraˆmetros. Constata-se, que a partir do quinto lag todas as cadeias ja´ estavam com
valores menores que 0,01, o que indica convergeˆncia dos paraˆmetros, afirmando os
gra´ficos de autocorrelac¸a˜o.
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Tabela 4.14: Histo´rico de autocorrelac¸a˜o conforme paraˆmetro - resveratrol sem efeito
aleato´rio
Paraˆmetro Lag 1 Lag 5 Lag 10 Lag 50
β0 0,0366 -0,0019 0,0071 0,0085
β1 0,0305 0,0004 0,0052 0,0163
β2 0,0595 0,0038 0,0012 0,0108
β3 0,0178 -0,0017 -0,0028 0,0116
σ2 0,0178 0,0030 -0,0001 -0,0063
Sa˜o apresentados na tabela a seguir, o resumo dos paraˆmetros acerca das estima-
tivas, desvios e quartis.
Tabela 4.15: Estimativas das cadeias a posteriori dos paraˆmetros - resveratrol sem
efeito aleato´rio
Paraˆmetro Me´dia Desvio 1º Quartil Mediana 3º Quartil
(β0) Intercepto 193,7 19,5375 180,7 193,7 206,5
(β1) A. duranensis 178,3 27,8143 159,9 178,4 196,8
(β2) A. hypogaea 48,1597 27,7927 29,7492 48,2941 66,4257
(β3) A. ipaensis 32,5662 32,7001 11,1118 32,7088 54,1899
(σ2) Res´ıduo 3470,5 1012,1 2761,1 3296 3977,8
Os intervalos de credibilidade e de HPD (Highest Posterior Density) sa˜o apresen-
tados na tabela 4.16
Tabela 4.16: Intervalos a posteriori dos paraˆmetros - resveratrol sem efeito aleato´rio
Paraˆmetro Intervalo de credibilidade Intervalo HPD
(β0) Intercepto 155,6 232,5 155,2 232
(β1) A. duranensis 123,1 233 122,7 232,4
(β2) A. hypogaea -6,3257 102,9 -7,5922 101,5
(β3) A. ipaensis -32,1375 96,9988 -33,7706 95,0967
(σ2) Res´ıduo 2022,5 5948,8 1831 5483,5
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4.2 Gene resveratrol sintase
A seguir e´ apresentada a ana´lise descritiva da produc¸a˜o da expressa˜o do gene resve-
ratrol sintase. Percebe-se, pela tabela 4.17, que a espe´cie A. ipaensis tem as maiores
me´dia e medianas, com valores de 58,6 e 58,95, nesta ordem. Pore´m, a espe´cie A.
hypogaea apresentou as menores me´dia e mediana quantificadas em 8,3 e 7,65, res-
pectivamente.
Tabela 4.17: Resumo da varia´vel expressa˜o de resveratrol sintase
Espe´cies Me´dia Desvio Padra˜o 1º Quartil Mediana 3º Quartil
A. hypogaea 8,30 2,56 7,21 7,68 7,84
A. duranensis 29,86 0,84 29,60 30,20 30,43
Anfidiplo´ide 14,48 0,81 13,87 14,87 15,00
A. ipaensis 58,60 0,99 58,75 58,95 59,11
Total 28,14 19,92 13,10 21,96 50,21
A Figura a seguir apresenta o boxplot da varia´vel gene por espe´cie.
48
Figura 4.4: Boxplot por tratamento
Pode-se notar, pela figura 4.4, a baixa variabilidade intra espe´cies. A espe´cie A.
ipaensis tem me´dia e mediana bem maiores que as demais espe´cies.
4.2.1 Ana´lise Cla´ssica
Baseado na maneira que o experimento foi realizado, ver sec¸a˜o 3.3, em que as folhas
foram coletadas com intervalo de vinte dias entre os experimentos, foi escolhido o mo-
delo misto, com efeito aleato´rio para experimentos para testar se existe variabilidade
entre os experimentos. O modelo e´ apresentado a seguir:
yijk = µ+ αi + γj + eijk (4.5)
Onde:
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yijk e´ o valor observado do gene resveratrol sintase
µ e´ uma constante inerente a todas as observac¸o˜es
αi e´ o efeito do i-e´simo tratamento, considerado fixo
γj e´ o efeito do j-e´simo experimento, γj ∼ N(0, σ2exp)
eijk e´ o erro aleato´rio associado a` abservac¸a˜o yijk e eijk ∼ N(0, σ2)
Os dados coletados do gene resveratrol sintase sa˜o apresentados na tabela 7.3.
Foram utilizados 34 observac¸o˜es do total de 36, dessas, 2 valores na˜o foram usados
por apresentarem problemas na coleta. Os tratamentos sa˜o as espe´cies, cada uma
com 3 repetic¸o˜es biolo´gicas e cada repetic¸a˜o com uma tre´plica.
A figura a seguir mostra a ana´lise residual do experimento.
Figura 4.5: Res´ıduo Studentizado condicional
Observa-se, pela figura 4.5, que os pontos se manteˆm pro´ximos a reta no gra´fico
de normalidade, sugerindo que os res´ıduos seguem uma distribuic¸a˜o normal. Pode-se
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notar tambe´m, que existe um outlier que ulltrapassam o intervalo −2 ≤ −ri ≤ 2 no
primeiro gra´fico da figura.
O teste-z de Wald para σ2 resultou em valor de Z de 3, 74 e valor p <0,0001, o que
indica que a hipo´tese nula σ2 = 0, pode ser rejeitada e σ2 e´ significativo. Todavia,
σ2exp resultou em Z de 0,76 e valor p de 0,2245, sendo assim, na˜o existe evideˆncias
de que σ2exp seja significativo. Isso mostra que a variabilidade entre os experimentos
e´ irrelevante.
Analisando a ANOVA (ana´lise de variaˆncia), o teste F para os tratamentos teve
valor de 2054,15 e valor p < 0, 001. Portanto, existem evideˆncias de que as espe´cies sa˜o
diferentes em relac¸a˜o a expressa˜o de gene, como ja´ suspeitado na estat´ıstica descritiva
dos dados.
A tabela a seguir, apresenta o teste de Tukey-Kramer pareado.
Tabela 4.18: Diferenc¸a de me´dias das espe´cies - gene com efeito aleato´rio
Espe´cies Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
A. duranensis A. hypogaea 21,5383 0,7177 28,1 30,01 <0,0001
A. duranensis A. ipaensis -28,7617 0,7177 28,1 -40,08 <0,0001
A. duranensis Anfidiploide 15,2728 0,7420 28,2 20,58 <0,0001
A. hypogaea A. ipaensis -50,3000 0,6945 28 -72,43 <0,0001
A. hypogaea Anfidiploide -6,2655 0,7177 28,1 -8,73 <0,0001
A. ipaensis Anfidiploide 44,0345 0,7177 28,1 61,36 <0,0001
Percebe-se, pelo tabela 4.18, que todas as espe´cies se diferem uma das outras, para
um n´ıvel de significaˆncia de 5%.
As estimativas para os paraˆmetros sa˜o apresentadas na tabela 4.26
51
Tabela 4.19: Estimativa dos paraˆmetros - gene com efeito aleato´rio
Efeito Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
Espe´cies A. duranensis 15,2728 0,7420 28,2 20,58 <0,0001
Espe´cies hypogaea -6,2655 0,7177 28,1 -8,73 <0,0001
Espe´cies A. ipaensis 44,0345 0,7177 28,1 61,36 <0,0001
Espe´cies Anfidiploide 0 – – – –
Intercepto – 14,5694 21,5154 6,07 21,12 <0,0001
Intercepto Experimento 0,6062 0,8005 – 0,76 0,2245
Res´ıduo – 2,1703 0,5800 – 3,74 <0,0001
Apo´s o ajuste do modelo, e´ indicado refazer a ana´lise sem o efeito aleato´rio dos
blocos, visto que a hipo´tese nula, σ2exp = 0, na˜o foi rejeitada para um n´ıvel de signi-
ficaˆncia de 5%.
Modelo sem efeito aleato´rio
O modelo proposto para a ana´lise sem efeito aleato´rio e´ dado por
yijk = µ+ αi + eijk (4.6)
Onde:
yijk e´ o valor observado do gene resveratrol sintase
µ e´ uma constante inerente a todas as observac¸o˜es
αi e´ o efeito do i-e´simo tratamento, considerado fixo
eijk e´ o erro aleato´rio associado a` abservac¸a˜o yijk e eijk ∼ N(0, σ2)
A figura a seguir mostra a ana´lise residual do experimento.
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Figura 4.6: Res´ıduo Studentizado condicional
Percebe-se, pela figura 4.6, que assim como no modelo com efeito aleato´rio, os
pontos se manteˆm pro´ximos da reta, o que sugere que os res´ıduos seguem, aproxima-
damente, uma distribuic¸a˜o normal e que existe um valor que ultrapassa o intervalo
−2 ≤ −ri ≤ 2 no u´ltimo gra´fico da figura.
Tabela 4.20: Crite´rios de selec¸a˜o de modelos - gene resveratrol sintase sem efeito
aleato´rio
Modelo AIC BIC
Com efeito aleato´rio 123,78 121,97
Sem efeito aleato´rio 124,65 126,05
Pelos crite´rios de selec¸a˜o de modelos AIC (crite´rio de informac¸a˜o de Akaike) e
BIC (crite´rio de informac¸a˜o Bayesiano), tabela 4.20, pode-se notar que para AIC o
modelo mais parcimonioso e´ o modelo com efeito aleato´rio e para BIC e´ o modelo
sem efeito aleato´rio.
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O teste-z de Wald, para σ2 resultou em valor de Z igual a 3, 87 e valor p <0,0001,
o que indica que a hipo´tese nula, σ2 = 0, pode ser rejeitada e σ2 e´ significativo.
Na ANOVA o valor do teste F obtido foi de 1702,70 para os tratamentos, e o
valor p de <0,0001. Sendo assim, rejeita-se a hipo´tese nula de que as espe´cies sa˜o
iguais. Existem evideˆncias de que pelo menos uma espe´cie e´ diferente de outra, como
ja´ suspeitado na estat´ıstica descritiva dos dados.
A tabela a seguir, apresenta o teste de Tukey-Kramer pareado.
Tabela 4.21: Comparac¸a˜o de me´dias das espe´cies
Espe´cies Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
A. duranensis A. hypogaea 21,56 0,7873 30 27,38 <0,0001
A. duranensis A. ipaensis -28,74 0,7873 30 -36,5 <0,0001
A. duranensis Anfidiploide 15,39 0,8102 30 18,99 <0,0001
A. hypogaea A. ipaensis -50,3 0,7638 30 -65,85 <0,0001
A. hypogaea Anfidiploide -6,17 0,7873 30 -7,84 <0,0001
A. ipaensis Anfidiploide 44,13 0,7873 30 56,05 <0,0001
Percebe-se, pelo teste de Tukey-Kramer, que todas as espe´cies se diferem uma
das outras, considerando um n´ıvel de significaˆncia de 5%, assim como constatado no
modelo com efeito aleato´rio.
As estimativas dos paraˆmetros sa˜o apresentados na tabela 4.22 a seguir
Tabela 4.22: Estimativa dos paraˆmetros - gene resveratrol sintase sem efeito aleato´rio
Efeito Espe´cies Estimativa Erro padra˜o G.l. valor T P-valor
Espe´cies A. duranensis 15,389 0,8102 30 18,99 <0,0001
Espe´cies hypogaea -6,1718 0,7873 30 -7,84 <0,0001
Espe´cies A. ipaensis 44,1282 0,7873 30 56,05 <0,0001
Espe´cies Anfidiploide 0 – – – –
Intercepto – 14,4757 0,5729 30 25,27 <0,0001
Res´ıduo – 2,6255 0,6779 – 3,87 <0,0001
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4.2.2 Ana´lise Bayesiana
Dados os resultados obtidos na metodologia Cla´ssica, utilizou-se, primeiramente, o
modelo com efeito aleato´rio para desenvolver o ajuste Bayesiano. O modelo normal
foi ajustado por meio do algoritmo Metropolis-Hasting, com 1.000.000 de iterac¸o˜es,
com burn-in de 1.000.000 e o thin de 25 unidades.
Y ∼ N(µ, σ2)
µ = β0 + βixi + γj (4.7)
Onde:
xi i = 1, 2, 3 as espe´cies: A. duranensis, A, hypogaea e A. ipaensis
µ e´ o preditor linear
βi i = 1, 2, 3 e βi ∼ N(0, 106)
σ2exp ∼ GI(0, 01; 0, 01)
γj e´ o efeito aleato´rio do j-e´simo experimento j = 1, 2, 3. γj ∼ N(0, σ2exp)
σ2 ∼ GI(0, 001; 0, 001)
A convergeˆncia da cadeia foi monitorada para cada um dos paraˆmetros atrave´s dos
me´todos informais (2.4.5): gra´fico de trac¸o, func¸a˜o de autocorrelac¸a˜o (FAC) e gra´fico
da densidade posteriori. Ale´m dos crite´rios propostos por Geweke 2.4.2, Raftery-Lewis
2.4.4 e Heidelberger-Welch 2.4.3.
A seguir, na tabela 4.23, apresenta os resultados para os crite´rios de convergeˆncia
das cadeias. Pelo crite´rio de Geweke, como o valor p foi sempre maior que o n´ıvel de
significaˆncia escolhido, de 0,05, enta˜o na˜o existem evideˆncias contra a convergeˆncia
dos paraˆmetros. Pelo crite´rio de Raftery-Lewis, os valores devem ser menores que
cinco para garantir a convergeˆncia. Como a cadeia β0 foi maior do que cinco, a cadeia
na˜o atingiu a convergeˆncia.
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Tabela 4.23: Crite´rio de Geweke (valor p) e Raftery-Lewis (fator de dependeˆncia -
FD) - gene resveratrol sintase com efeito aleato´rio
Paraˆmetro Geweke (valor p) Raftery-Lewis (FD)
β0 0,6772 7,5809
β1 0,8948 1,1343
β2 0,7587 1,0619
β3 0,1675 1,0774
σ2 0,8880 1,0149
σ2exp 0,4665 1,1556
Para verificar a convergeˆncia dos paraˆmetros foram utilizados tambe´m o crite´rio de
Heidelberger-Welch e o teste de Half-Width, apresentados na tabela 4.24. Percebe-se
que para o teste de estacionariedade de Heidelberger-Welch todas as cadeias conver-
giram, entretanto, para o teste de Half-Width a cadeia σ2exp na˜o convergiu.
Tabela 4.24: Crite´rio de Heidelberger-Welch e Half-Width - gene resveratrol sintase
com efeito aleato´rio
Paraˆmetro
Teste de estacionariedade Teste de Half-width
Cramer-von p Resultado Half-width Me´dia Resultado
β0 0,2038 0,2602 Passou 0,0745 14,643 Passou
β1 0,1293 0,4591 Passou 0,0099 15,285 Passou
β2 0,0430 0,9173 Passou 0,0085 -6,257 Passou
β3 0,4052 0,0700 Passou 0,0083 44,046 Passou
σ2 0,1300 0,4566 Passou 0,0069 2,402 Passou
σ2exp 0,2260 0,2223 Passou 1,5409 3,827 Falhou
Os resultados das tabelas 4.23 e 4.24 podem ser confirmados pelos gra´ficos apre-
sentados a seguir para cada paraˆmetro.
Percebe-se, pelas gra´ficos dos paraˆmetros, ver anexo: paraˆmetro β0 figura 7.12;
β1 figura 7.13; β2 figura 7.14; e β3 figura 7.15, que os gra´ficos de trac¸o permanecem
constantes em torno de um valor fixo me´dio. O gra´fico de autocorrelac¸a˜o decresce, o
que indica estacionariedade da cadeia, exceto para β0 que na˜o convergiu apo´s 50 lags,
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o que indica falta de estacionariedade da cadeia. E, ainda, e´ poss´ıvel perceber que
ha´ simetria na distribuic¸a˜o do paraˆmetro, o que indica que a distribuic¸a˜o normal foi
uma boa escolha a priori para os paraˆmetros.
Se tratando do paraˆmetro da variaˆncia residual, σ2, figura 7.16, pode-se notar que
o gra´fico de trac¸o permanece constante em torno de um valor fixo me´dio O gra´fico
de autocorrelac¸a˜o decresce, o que indica estacionariedade da cadeia. E, ainda, e´
poss´ıvel perceber que ha´ assimetria na distribuic¸a˜o a posteriori do paraˆmetro, o que
confirma que a distribuic¸a˜o gama inversa e´ adequada. Todavia, para o paraˆmetro
σ2exp, presentes figura 7.17, observa-se que o gra´fico de trac¸o fica aproximadamente
em zero e a distribuic¸a˜o a posteriori fica distorcida para aproximadamente zero. Isso
indica que, ou esse paraˆmetro na˜o esta´ bem ajustado, ou ele na˜o e´ necessa´rio.
A tabela a seguir apresenta a autocorrelac¸a˜o das distribuic¸o˜es a posteriori dos
paraˆmetros. Constata-se que os paraˆmetros β0 e σ
2
exp na˜o convergiram apo´s 50 lags.
Tabela 4.25: Histo´rico de autocorrelac¸a˜o conforme paraˆmetro - gene resveratrol sin-
tase com efeito aleato´rio
Paraˆmetro Lag 1 Lag 5 Lag 10 Lag 50
β0 0,7148 0,4802 0,3743 0,1075
β1 0,1674 0,0031 0,0014 -0,0006
β2 0,1120 0,0025 -0,0019 0,0083
β3 0,1148 0,0003 -0,0039 0,0043
σ2 0,0255 0,0021 0,0108 -0,0093
σ2exp 0,1719 0,1732 0,0959 0,0545
E´ apresentado na tabela a seguir, o resumo dos paraˆmetros acerca das estimativas,
desvios e quartis.
57
Tabela 4.26: Estimativas das cadeias a posteriori dos paraˆmetros - gene resveratrol
sintase com efeito aleato´rio
Paraˆmetro Me´dia Desvio 1º Quartil Mediana 3º Quartil
(β0) Intercepto 14,643 1,1400 14,0607 14,5716 15,0902
(β1) A. duranensis 14,285 0,7880 14,7706 15,2810 15,8025
(β2) A. hypogaea -6,257 0,7629 -6,7550 -6,2624 -5,8025
(β3) A. ipaensis 44,046 0,7576 43,5470 44,0528 44,5423
(σ2) Res´ıduo 2,402 0,6994 1,9067 2,2879 2,7641
(σ2exp) Experimento 3,827 37,2330 0,1817 0,5611 1,6121
Os intervalos de credibilidade e de HPD (Highest Posterior Density) sa˜o dado na
tabela a seguir
Tabela 4.27: Intervalos a posteriori dos paraˆmetros - gene resveratrol sintase com
efeito aleato´rio
Paraˆmetro Intervalo de credibilidade Intervalo HPD
(β0) Intercepto 12,8119 16,8209 12,6996 16,6153
(β1) A. duranensis 13,7330 16,8404 13,7007 16,8019
(β2) A. hypogaea -7,7539 -4,7336 -7,7634 -4,7484
(β3) A. ipaensis 42,5352 45,5327 42,5553 45,5466
(σ2) Res´ıduo 1,3911 4,0843 1,2350 3,7827
(σ2exp) Experimento 0,0145 20,3920 0,00123 9,9627
Modelo sem efeito aleato´rio
Para aprimoramento da ana´lise de convergeˆncia, foi testado o modelo sem efeito
aleato´rio. O modelo normal foi ajustado por meio do algoritmo Metropolis-Hasting,
com 1.000.000 de iterac¸o˜es, com burn-in de 1.000.000 e o thin de 25 unidades.
Y ∼ N(µ, σ2)
µ = β0 + βixi (4.8)
Assim como no modelo Bayesiano anterior, equac¸a˜o 4.7, so´ que agora sem o efeito
aleato´rio γj, onde:
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xi i = 1, 2, 3 as espe´cies: A. duranensis, A, hypogaea e A. ipaensis
µ e´ o preditor linear
βi i = 1, 2, 3 e βi ∼ N(0, 106)
σ2 ∼ GI(0, 001; 0, 001)
A convergeˆncia da cadeia foi monitorada para cada um dos paraˆmetros atrave´s dos
me´todos informais (2.4.5): gra´fico de trac¸o, func¸a˜o de autocorrelac¸a˜o (FAC), gra´fico
da densidade posteriori. Ale´m dos crite´rios propostos por Geweke 2.4.2, Raftery-Lewis
2.4.4 e Heidelberger-Welch 2.4.3.
A seguir, na tabela 4.28, apresenta os resultados para os crite´rios de convergeˆncia
das cadeias. Pelo crite´rio de Geweke, destaca-se o valor de σ2 que ficou menor do que
0,05, o que indica atenc¸a˜o na convergeˆncia do paraˆmetro. Pelo crite´rio de Raftery-
Lewis, como o fator de dependeˆncia na˜o foi maior que 5 para nenhum paraˆmetro,
conclui-se que a cadeia atingiu a convergeˆncia.
Tabela 4.28: Crite´rio de Geweke (valor p) e Raftery-Lewis (fator de dependeˆncia -
FD) - gene resveratrol sintase sem efeito aleato´rio
Paraˆmetro Geweke (valor p) Raftery-Lewis (FD)
β0 0,6570 1,0598
β1 0,8684 1,0192
β2 0,6795 1,0574
β3 0,8669 1,0128
σ2 0,0165 1,0275
Para verificar a convergeˆncia dos paraˆmetros foram utilizados tambe´m o crite´rio
de Heidelberger-Welch e teste de Half-Width, apresentado na tabela 4.29. Esses
resultados confirmam que as cadeias de todos os paraˆmetros sa˜o estaciona´rias e que
a convergeˆncia foi alcanc¸ada.
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Tabela 4.29: Crite´rio de Heidelberger-Welch e Half-Width - gene resveratrol sintase
sem efeito aleato´rio
Paraˆmetro
Teste de estacionariedade Teste de Half-width
Cramer-von p Resultado Half-width Me´dia Resultado
β0 0,1425 0,4132 Passou 0,00542 14,4763 Passou
β1 0,1567 0,3697 Passou 0,00706 15,3906 Passou
β2 0,0620 0,8016 Passou 0,00797 -6,1705 Passou
β3 0,2238 0,2257 Passou 0,00746 44,1229 Passou
σ2 0,4335 0,0590 Passou 0,00901 3470,5 Passou
Os resultados das tabelas 4.28 e 4.29 podem ser confirmados pelos gra´ficos apre-
sentados a seguir para cada paraˆmetro.
Percebe-se, pelas gra´ficos dos paraˆmetros, ver anexo: paraˆmetro β0 figura 7.18;
β1 figura 7.19; β2 figura 7.20; e β3 figura 7.21, que os gra´ficos de trac¸o permanecem
constantes em torno de um valor fixo me´dio. O gra´fico de autocorrelac¸a˜o decresce, o
que indica estacionariedade da cadeia. E, ainda, e´ poss´ıvel perceber que ha´ simetria
na distribuic¸a˜o do paraˆmetro, o que indica que a distribuic¸a˜o normal foi uma boa
escolha como distribuic¸a˜o a priori para os paraˆmetros.
No que tange o paraˆmetro da variaˆncia residual, σ2, figura 7.22, pode-se notar que
o gra´fico de trac¸o permanece constante em torno de um valor fixo me´dio. O gra´fico de
autocorrelac¸a˜o decresce, o que indica estacionariedade da cadeia. E, ainda, e´ poss´ıvel
perceber que ha´ assimetria na distribuic¸a˜o a posteriori do paraˆmetro, o que confirma
que a distribuic¸a˜o gama inversa e´ adequada.
A tabela a seguir apresenta a autocorrelac¸a˜o das distribuic¸o˜es a posteriori dos
paraˆmetros. Constata-se que a partir do quinto lag todas as cadeias ja´ estavam com
valores de autocorrelac¸a˜o menores que 0,01, o que indica convergeˆncia dos paraˆmetros,
afirmando os gra´ficos de autocorrelac¸a˜o.
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Tabela 4.30: Histo´rico de autocorrelac¸a˜o conforme paraˆmetro - gene resveratrol sin-
tase sem efeito aleato´rio
Paraˆmetro Lag 1 Lag 5 Lag 10 Lag 50
β0 0,0443 -0,0046 -0,0020 0,0006
β1 0,0432 -0,0079 -0,0103 0,0008
β2 0,0477 0,0073 -0,0098 0,0084
β3 0,0301 -0,0039 0,0029 0,0012
σ2 0,0152 0,0023 0,0080 0,0013
Sa˜o apresentados na tabela a seguir, o resumo dos paraˆmetros acerca das estima-
tivas, desvios e quartis.
Tabela 4.31: Estimativas das cadeias a posteriori dos paraˆmetros - gene resveratrol
sintase sem efeito aleato´rio
Paraˆmetro Me´dia Desvio 1º Quartil Mediana 3º Quartil
(β0) Intercepto 14,4763 0,5925 14,0851 14,4732 14,8675
(β1) A. duranensis 15,3906 0,8359 14,8419 15,3895 15,9361
(β2) A. hypogaea -6,1705 0,8140 -6,7091 -6,1701 -5,6318
(β3) A. ipaensis 44,1229 0,8145 43,5877 44,1220 44,6643
(σ2) Res´ıduo 2,8126 0,7861 2,2610 2,6784 3,2204
Os intervalos de credibilidade e de HPD (Highest Posterior Density) sa˜o dado na
tabela 4.32
Tabela 4.32: Intervalos a posteriori dos paraˆmetros - gene resveratrol sintase sem
efeito aleato´rio
Paraˆmetro Intervalo de credibilidade Intervalo HPD
(β0) Intercepto 13,3187 15,6423 13,3083 15,6302
(β1) A. duranensis 13,7340 17,0385 13,7074 17,0104
(β2) A. hypogaea -7,7808 -4,5661 -7,7689 -4,5582
(β3) A. ipaensis 42,5261 45,7378 42,5376 45,7471
(σ2) Res´ıduo 1,6796 4,7064 1,5438 4,3951
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4.3 Discussa˜o
Os modelos com efeito aleato´rio na˜o sera˜o comparados, visto que as cadeias dos
paraˆmetros tiveram problemas para atingir a convergeˆncia. As comparac¸o˜es foram
feitas apenas entre os modelos fixos e sera˜o apresentados na subsec¸o˜es a seguir.
4.3.1 Produc¸a˜o de resveratrol
Na tabela 4.33, e´ poss´ıvel verificar que as estimativas para os paraˆmetros das abor-
dagens Cla´ssicas e Bayesianas esta˜o pro´ximas, com excec¸a˜o da variaˆncia residual, em
que a abordagem Bayesiana apresentou um valor de 3470,5, contra 3223,36 alcanc¸ado
pela abordagem Cla´ssica. Possivelmente seja melhor o uso da mediana para estimar
σ2, valor de 3296, que pode ser verificado na tabela 4.15, sabendo-se que a distribuic¸a˜o
gama inversa e´ assime´trica.
Tabela 4.33: Comparac¸a˜o dos paraˆmetros - resveratrol sem efeito aleato´rio
Paraˆmetro
Cla´ssica Bayesiana
Estimativa Erro padra˜o EAP Desvio padra˜o
(β0) Intercepto 193,66 18,9249 193,7 19,5375
(β1) A. duranensis 178,31 26,7638 178,3 27,8143
(β2) A. hypogaea 48,3318 26,7638 48,1597 27,7927
(β3) A. ipaensis 32,3808 31,6674 32,5662 32,7001
(σ2) Res´ıduo 3223,36 861,48 3470,5 1012,1
A diferenc¸a entre paraˆmetros esta´ apenas nas casas decimais, o que ja era espe-
rado, visto que as informac¸o˜es utilizadas na metodologia Bayesiana para as distri-
buic¸o˜es a priori derivam dos resultados obtidos na metodologia Cla´ssica. Em relac¸a˜o
o erro padra˜o, a abordagem Bayesiana apresentou valores maiores do que a abordagem
Cla´ssica para todos os paraˆmetros.
Os intervalos de confianc¸a, credibilidade e HPD sa˜o dados na tabela a seguir
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Tabela 4.34: Comparac¸a˜o do Intervalos de confianc¸a, credibilidade e HPD dos
paraˆmetros - resveratrol sem efeito aleato´rio
Paraˆmetro
Intervalos 95%
Confianc¸a Credibilidade HPD
(β0) Intercepto 154,90 232,43 155,6 232,5 155,2 232
(β1) A. duranensis 123,49 233,13 123,1 233 122,7 232,4
(β2) A. hypogaea -6,4914 103,15 -6,3257 102,9 -7,5922 101,5
(β3) A. ipaensis -32,4869 97,2485 -32,1375 96,9988 -33,7706 95,0967
(σ2) Res´ıduo 2029,97 5895,93 2022,5 5948,8 1831 5483,5
Constata-se, pela tabela 4.34, que o intervalo de credibilidade ficou muito pro´ximo
do intervalo de confianc¸a, e o intervalo HPD teve a menor amplitude. Uma das
vantagens da abordagem Bayesiana e´ que os intervalos de credibilidade tendem a ter
menores amplitudes que os de confianc¸a, obtidos na infereˆncia Cla´ssica.
4.3.2 Gene resveratrol sintase
Na tabela 4.35, e´ poss´ıvel verificar que as estimativas para os paraˆmetros das aborda-
gens Cla´ssicas e Bayesianas sa˜o praticamente iguais. Se utilizado a mediana no lugar
da me´dia para estimar a variaˆncia residual, o valor ficara´ ainda mais pro´ximo da
estimativa da abordagem Cla´ssica, isto e´, de 2,8126 (me´dia) para 2,6784 (mediana),
contra 2,6255 estimativa abordagem Cla´ssica.
Tabela 4.35: Comparac¸a˜o dos paraˆmetros - gene resveratrol sintase sem efeito
aleato´rio
Paraˆmetro
Cla´ssica Bayesiana
Estimativa Erro padra˜o EAP Desvio padra˜o
(β0) Intercepto 14,4757 0,5729 14,4763 0,5925
(β1) A. duranensis 15,3890 0,8102 15,3906 0,8359
(β2) A. hypogaea -6,1718 0,7873 -6,1705 0,8140
(β3) A. ipaensis 44,1282 0,7873 44,1229 0,8145
(σ2) Res´ıduo 2,6255 0,6779 2,8126 0,7861
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Em relac¸a˜o o erro padra˜o, a abordagem Bayesiana apresentou valores maiores do
que a abordagem Cla´ssica para todos os paraˆmetros, assim como para a produc¸a˜o de
resveratrol, visto anteriormente.
Os intervalos de confianc¸a, credibilidade e HPD sa˜o apresentados na tabela 4.36
Tabela 4.36: Intervalos a posteriori dos paraˆmetros - gene resveratrol sintase sem
efeito aleato´rio
Paraˆmetro
Intervalos 95%
Confianc¸a Credibilidade HPD
(β0) Intercepto 13,3057 15,6457 13,3187 15,6423 13,3083 15,6302
(β1) A. duranensis 13,7344 17,0436 13,7340 17,0385 13,7074 17,0104
(β2) A. hypogaea -7,7789 -4,5638 -7,7808 -4,5661 -7,7689 -4,5582
(β3) A. ipaensis 42,5202 45,7362 42,5261 45,7378 42,5376 45,7471
(σ2) Res´ıduo 1,6766 4,6909 1,6796 4,7064 1,5438 4,3951
Constata-se, pela tabela 4.36, que o intervalo de credibilidade ficou muito pro´ximo
do intervalo de confianc¸a e o intervalo HPD teve a menor amplitude.
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5 Conclusa˜o
O presente trabalho, teve como objetivos avaliar a variabilidade das espe´cies para
a produc¸a˜o de resveratrol e a expressa˜o de gene resveratrol sintase em func¸a˜o da
produc¸a˜o de resveratrol apo´s tratamento com UV sobe a abordagem Cla´ssica e a
Bayesiana e realizar uma comparac¸a˜o entre os me´todos.
Para a produc¸a˜o de resveratrol e expressa˜o de gene, a abordagem Cla´ssica rejeitou
o modelo com efeito aleato´rio para os experimentos; ja´ na abordagem Bayesiana,
foram encontrados problemas para a convergeˆncia do paraˆmetro σ2exp. O modelo sem
efeito aleato´rio foi o mais parcimonioso e apresentou a melhor qualidade de ajuste
segundo os me´todos utilizados.
Para a produc¸a˜o de resveratrol, afim de testar a diferenc¸a das me´dias, foi utilizado
o teste de Tukey-Kramer. Apenas a espe´cie A. duranensis se difere das outras, tendo
a maior concentrac¸a˜o de resveratrol que as demais. E para a expressa˜o de gene
resveratrol sintase, todas as espe´cies se diferem, sendo A.ipaensis a que apresenta
a maior quantidade da expressa˜o de gene, seguida da A. duranensis, a Anfidiploide
sinte´tico e por fim a A. hypogaea com a menor quantidade.
As metodologias Cla´ssica e Bayesiana foram igualmente via´veis e eficientes para a
ana´lise de dados, os valores estimados em ambos os me´todos foram muito pro´ximos,
assim como os intervalos de confianc¸a, credibilidade e HPD.
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6 Apeˆndice
6.1 Programac¸a˜o
data dados;
input especies $ 12. experimento amostra resveratrol gene;
datalines;
A.hypogaea 1 1 416.4927183 15.37
A.hypogaea 1 1 218.9641406 7.762
A.hypogaea 1 1 219.8188994 8.129
A.hypogaea 2 2 243.39 7.841
A.hypogaea 2 2 258.26 7.684
A.hypogaea 2 2 133.55 7.684
A.hypogaea 3 3 244.0690671 6.904
A.hypogaea 3 3 218.070385 7.208
A.hypogaea 3 3 225.3358736 6.153
Anfidiploide 1 4 204.5181386 14.985
Anfidiploide 1 4 177.6047521 .
Anfidiploide 1 4 147.4253977 15.448
Anfidiploide 2 5 220.4484853 13.8580375
Anfidiploide 2 5 217.5322102 13.8676625
Anfidiploide 2 5 223.3647604 12.8418
Anfidiploide 3 6 204.0673562 14.91
Anfidiploide 3 6 205.4638827 14.834
Anfidiploide 3 6 142.5397435 15.061
A.duranensis 1 7 380.1714765 29.973
A.duranensis 1 7 394.2 29.973
A.duranensis 1 7 408.2399117 30.432
A.duranensis 2 8 463.3947775 .
A.duranensis 2 8 439.789419 30.432
A.duranensis 2 8 398.9778261 30.741
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A.duranensis 3 9 281.37 28.4711875
A.duranensis 3 9 273.25 28.4634375
A.duranensis 3 9 308.3669074 30.432
A.ipaensis 1 10 222.9988167 59.793
A.ipaensis 1 10 228.7758124 59.111
A.ipaensis 1 10 . 59.346
A.ipaensis 2 11 . 58.748
A.ipaensis 2 11 . 58.748
A.ipaensis 2 11 230.7163654 59.047
A.ipaensis 3 12 243.1694113 58.948
A.ipaensis 3 12 204.5573392 56.991
A.ipaensis 3 12 . 56.703
;
ods html;
ODS GRAPHICS ON;
***RESVERATROL***;
***EFEITO ALEATO´RIO***;
proc print data=dados;
run;
proc univariate data=dados;
var resveratrol;
class especies;
run;
proc sgplot data=dados;
title ”boxplot resveratrol”;
hbox resveratrol / category=especies;
run;
TITLE1 H=1.2 ’MIXED COM EFEITO ALEATORIO - RESVERATROL’;
proc mixed data=dados method=REML plot=all covtest cl;
class especies experimento amostra;
model resveratrol = especies / DDFM=KR solution cl;
random intercept / subject=experimento type=VC;
lsmeans especies / adjust=tukey;
run;
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options cpucount=4 threads;
TITLE1 H=1.2 ’MCMC COM EFEITO ALEATORIO - RESVERATROL’;
PROC MCMC DATA=dados outpost=cassout nbi=1000000 nmc=100000 diag=all
thin=25 seed=6534 mchistory=detailed;
parms beta0-beta3 0 s2 1 s2g 1;
prior beta: normal(0,var=1e6);
prior s2 igama(shape=0.001,scale=0.001);
prior s2g igama(shape=0.01,scale=0.01);
random gama normal(0, var=s2g) subject=amostra;
mu= beta0 + beta1*(especies=’A.duranensis’)
+ beta2*(especies=’A.hypogaea’)
+ beta3*(especies=’A.ipaensis’)
+ gama;
model resveratrol normal(mu, var=s2);
run;
***EFEITO FIXO***;
TITLE1 H=1.2 ’MIXED COM EFEITO FIXO - RESVERATROL’;
proc mixed data=dados method=REML plot=all covtest cl;
class especies experimento amostra;
model resveratrol = especies / DDFM=KR solution cl;
lsmeans especies / adjust=tukey;
run;
TITLE1 H=1.2 ’MCMC COM EFEITO FIXO - RESVERATROL’;
PROC MCMC DATA=dados outpost=cassout nbi=1000000 nmc=1000000 diag=all
thin=25 seed=578 mchistory=detailed;
parms beta0-beta3 0 sigma2 1;
prior beta: normal(0,var=1e6);
prior sigma2 igama(shape=0.001,scale=0.001);
mu= beta0 + beta1*(especies=’A.duranensis’)
+ beta2*(especies=’A.hypogaea’)
+ beta3*(especies=’A.ipaensis’);
model resveratrol normal(mu, var=sigma2);
run;
***GENE***;
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***EFEITO ALEATO´RIO***;
proc print data=dados;
run;
proc univariate data=dados;
var resveratrol;
class especies;
run;
proc sgplot data=dados;
title ”boxplot gene”;
hbox gene / category=especies;
run;
TITLE1 H=1.2 ’MIXED COM EFEITO ALEATORIO - GENE’;
proc mixed data=dados method=REML plot=all covtest cl;
title ’Modelo para gene’;
title2 ’gene micrograma por grama de folha’;
class especies experimento amostra;
model gene = especies / DDFM=KR solution cl;
random intercept / subject=experimento type=VC;
lsmeans especies / adjust=tukey;
run;
TITLE1 H=1.2 ’MCMC COM EFEITO ALEATORIO - GENE’;
PROC MCMC DATA=dados outpost=cassout nbi=1000000 nmc=1000000 diag=all
thin=25 seed=432 mchistory=detailed;
parms beta0-beta3 0 s2 1 s2g 1;
prior beta: normal(0,var=1e6);
prior s2 igama(shape=0.001,scale=0.001);
prior s2g igama(shape=0.01,scale=0.01);
random gama normal(0, var=s2g) subject=amostra;
mu= beta0 + beta1*(especies=’A.duranensis’)
+ beta2*(especies=’A.hypogaea’)
+ beta3*(especies=’A.ipaensis’)
+ gama;
model gene normal(mu, var=s2);
run;
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***EFEITO FIXO***;
TITLE1 H=1.2 ’MIXED COM EFEITO FIXO - GENE’;
proc mixed data=dados method=REML plot=all covtest cl;
class especies experimento amostra;
model GENE = especies / DDFM=KR solution cl;
lsmeans especies / adjust=tukey;
run;
TITLE1 H=1.2 ’MCMC COM EFEITO FIXO - GENE’;
PROC MCMC DATA=dados outpost=cassout nbi=1000000 nmc=1000000 diag=all
thin=25 seed=4383 mchistory=detailed;
parms beta0-beta3 0 sigma2 1;
prior beta: normal(0,var=1e6);
prior sigma2 igama(shape=0.001,scale=0.001);
mu= beta0 + beta1*(especies=’A.duranensis’)
+ beta2*(especies=’A.hypogaea’)
+ beta3*(especies=’A.ipaensis’);
model gene normal(mu, var=sigma2);
run;
ODS GRAPHICS OFF;
ods html CLOSE;
QUIT;
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7 Anexo
7.1 Banco de dados
Tabela 7.1: Concentrac¸a˜o de resveratrol por grama de folha
Espe´cie Genoma Experimento Amostras Resveratrol(mg/g)
A. hypogaea AABB
1 1 416,49
1 2 218,96
1 3 219,82
Anfidiplo´ide AABB (Sint.)
1 1 204,52
1 2 177,60
1 3 147,43
A. duranensis AA
1 1 380,17
1 2 394,20
1 3 408,24
A. ipaensis BB
1 1 223,00
1 2 228,78
1 3 –
A. hypogaea AABB
2 1 243,39
2 2 258,26
2 3 133,55
Anfidiplo´ide AABB (Sint.)
2 1 220,45
2 2 217,53
2 3 223,36
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Tabela 7.2: Concentrac¸a˜o de resveratrol por grama de folha (continuac¸a˜o)
Espe´cie Genoma Experimento Amostras Resveratrol(mg/g)
A. duranensis AA
2 1 463,39
2 2 439,79
2 3 398,98
A. ipaensis BB
2 1 –
2 2 –
2 3 230,72
A. hypogaea AABB
3 1 244,07
3 2 218,07
3 3 225,34
Anfidiplo´ide AABB (Sint.)
3 1 204,07
3 2 205,46
3 3 142,54
A. duranensis AA
3 1 281,37
3 2 273,25
3 3 308,37
A. ipaensis BB
3 1 243,17
3 2 204,56
3 3 –
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Tabela 7.3: Concentrac¸a˜o da expressa˜o do gene resveratrol sintase
Espe´cie Genoma Experimento Amostras Gene
A. hypogaea AABB
1 1 15,37
1 2 7,76
1 3 8,13
Anfidiplo´ide AABB (Sint.)
1 1 14,99
1 2 –
1 3 15,45
A. duranensis AA
1 1 29,97
1 2 29,97
1 3 30,43
A. ipaensis BB
1 1 59,79
1 2 59,11
1 3 59,35
A. hypogaea AABB
2 1 7,84
2 2 7,68
2 3 7,68
Anfidiplo´ide AABB (Sint.)
2 1 13,86
2 2 13,87
2 3 12,84
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Tabela 7.4: Concentrac¸a˜o da expressa˜o do gene resveratrol sintase (continuac¸a˜o)
Espe´cie Genoma Experimento Amostras Gene
A. duranensis AA
2 1 –
2 2 30,43
2 3 30,74
A. ipaensis BB
2 1 58,75
2 2 58,75
2 3 59,05
A. hypogaea AABB
3 1 6,90
3 2 7,21
3 3 6,15
Anfidiplo´ide AABB (Sint.)
3 1 14,91
3 2 14,83
3 3 15,06
A. duranensis AA
3 1 28,47
3 2 28,46
3 3 30,43
A. ipaensis BB
3 1 58,95
3 2 56,99
3 3 56,70
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7.2 Gra´ficos
7.2.1 Produc¸a˜o de resveratrol
Figura 7.1: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β0 - resveratrol com
efeito aleato´rio
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Figura 7.2: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β1 - resveratrol com
efeito aleato´rio
Figura 7.3: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β2 - resveratrol com
efeito aleato´rio
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Figura 7.4: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β3 - resveratrol com
efeito aleato´rio
Figura 7.5: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2 - resveratrol com
efeito aleato´rio
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Figura 7.6: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2exp - resveratrol com
efeito aleato´rio
Figura 7.7: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β0 - resveratrol sem
efeito aleato´rio
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Figura 7.8: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β1 - resveratrol sem
efeito aleato´rio
Figura 7.9: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β2 - resveratrol sem
efeito aleato´rio
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Figura 7.10: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β3 - resveratrol sem
efeito aleato´rio
Figura 7.11: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2 - resveratrol sem
efeito aleato´rio
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7.2.2 Gene resveratrol sintase
Figura 7.12: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β0 - gene resveratrol
sintase com efeito aleato´rio
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Figura 7.13: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β1 - gene resveratrol
sintase com efeito aleato´rio
Figura 7.14: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β2 - gene resveratrol
sintase com efeito aleato´rio
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Figura 7.15: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β3 - gene resveratrol
sintase com efeito aleato´rio
Figura 7.16: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2 - gene resveratrol
sintase com efeito aleato´rio
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Figura 7.17: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2exp - gene resveratrol
sintase com efeito aleato´rio
Figura 7.18: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β0 - gene resveratrol
sintase sem efeito aleato´rio
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Figura 7.19: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β1 - gene resveratrol
sintase sem efeito aleato´rio
Figura 7.20: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β2 - gene resveratrol
sintase sem efeito aleato´rio
89
Figura 7.21: Diagno´stico gra´fico de convergeˆncia do paraˆmetro β3 - gene resveratrol
sintase sem efeito aleato´rio
Figura 7.22: Diagno´stico gra´fico de convergeˆncia do paraˆmetro σ2 - gene resveratrol
sintase sem efeito aleato´rio
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