Problems and Algorithms for Sequence Segmentations by Terzi, Evimaria
Department of Computer Science
Series of Publications A
Report A-2006-5
Problems and Algorithms for Sequence
Segmentations
Evimaria Terzi
Academic Dissertation
To be presented, with the permission of the Faculty of
Science of the University of Helsinki, for public criti-
cism in Auditorium XII, University Main Building, on
December 18th, 2006, at 12 o’clock noon.
University of Helsinki
Finland
Copyright c© 2006 Evimaria Terzi
ISSN 1238-8645
ISBN 952-10-3519-6 (paperback)
ISBN 952-10-3520-X (PDF)
http://ethesis.helsinki.fi/
Computing Reviews (1998) Classification: E.4, H.2.8
Helsinki University Printing House
Helsinki, November 2006 (140 pages)
Problems and Algorithms for Sequence
Segmentations
Evimaria Terzi
Department of Computer Science
P.O. Box 68, FI-00014 University of Helsinki, Finland
Evimaria.Terzi@cs.helsinki.fi
http://www.cs.helsinki.fi/u/terzi
Abstract
The analysis of sequential data is required in many diverse areas
such as telecommunications, stock market analysis, and bioinfor-
matics. A basic problem related to the analysis of sequential data
is the sequence segmentation problem. A sequence segmentation
is a partition of the sequence into a number of non-overlapping
segments that cover all data points, such that each segment is as
homogeneous as possible. This problem can be solved optimally
using a standard dynamic programming algorithm.
In the first part of the thesis, we present a new approximation al-
gorithm for the sequence segmentation problem. This algorithm has
smaller running time than the optimal dynamic programming algo-
rithm, while it has bounded approximation ratio. The basic idea is
to divide the input sequence into subsequences, solve the problem
optimally in each subsequence, and then appropriately combine the
solutions to the subproblems into one final solution.
In the second part of the thesis, we study alternative segmenta-
tion models that are devised to better fit the data. More specifically,
we focus on clustered segmentations and segmentations with rear-
rangements. While in the standard segmentation of a multidimen-
sional sequence all dimensions share the same segment boundaries,
in a clustered segmentation the multidimensional sequence is seg-
mented in such a way that dimensions are allowed to form clusters.
Each cluster of dimensions is then segmented separately. We for-
mally define the problem of clustered segmentations and we exper-
imentally show that segmenting sequences using this segmentation
model, leads to solutions with smaller error for the same model
cost. Segmentation with rearrangements is a novel variation to the
iii
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segmentation problem: in addition to partitioning the sequence we
also seek to apply a limited amount of reordering, so that the overall
representation error is minimized. We formulate the problem of seg-
mentation with rearrangements and we show that it is an NP-hard
problem to solve or even to approximate. We devise effective al-
gorithms for the proposed problem, combining ideas from dynamic
programming and outlier detection algorithms in sequences.
In the final part of the thesis, we discuss the problem of aggre-
gating results of segmentation algorithms on the same set of data
points. In this case, we are interested in producing a partitioning of
the data that agrees as much as possible with the input partitions.
We show that this problem can be solved optimally in polynomial
time using dynamic programming. Furthermore, we show that not
all data points are candidates for segment boundaries in the optimal
solution.
Computing Reviews (1998) Categories and Subject Descriptors:
E.4 Coding and Information Theory: Data Compaction
and Compression
H.2.8 Database Applications: Data mining
General Terms: Algorithms, Experimentation
Additional Key Words and Phrases: Segmentation, Dynamic
programming, Approximation algorithms
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CHAPTER 1
Introduction
The abundance of sequential datasets that are available comes along
with the need of techniques suitable for their analysis. Such datasets
appear in a large range of diverse applications like telecommunica-
tions, stock market analysis, bioinformatics, text processing, click-
stream mining and many more. The nature of these datasets has
intrigued the data mining community to develop methodologies that
can handle sequential data with large number of data points.
The work we present in this thesis is motivated by a specific type
of sequential data analysis, namely, sequence segmentation. Given
an input sequence a segmentation divides the sequence into k non-
overlapping and contiguous pieces that are called segments. Each
segment is usually represented by a model that concisely describes
the data points appearing in the segment. Many different models of
varying complexity can be used for this. We focus on the simplest
model, namely the piecewise constant approximation. In this model
each segment is represented by a single point, e.g., the mean of the
points in the segment. We call this point the representative of the
segment, since it represents the points in the segment. The error
of this approximate representation is measured using some error
function, e.g. the sum of squares. Different error functions are suit-
able for different applications. For a given error function, the goal
is to find the segmentation of the sequence and the corresponding
representatives that minimize the error in the representation of the
underlying data. We call this problem the sequence segmentation
problem.
Sequence segmentation gives a precise though coarse represen-
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tation of the input data. Thus, segmentation can be perceived
as a data compression technique. That is, a segmentation of a
long sequence, reduces its representation to just k representatives
along with the boundaries that define the segments. Furthermore,
these representatives are picked in such a way that they provide a
good approximation of the points appearing in the segment. From
the point of view of structure discovery, segmentation allows for
a high-level view of the sequence’s structure. Moreover, it pro-
vides useful information, directing more detailed studies to focus
on homogeneous regions, namely the segments. Finally, there are
many sequences that appear to have an inherent segmental struc-
ture e.g., haplotypes or other genetic sequences, sensor data, etc.
The analysis of these data using segmentation techniques is a nat-
ural choice. Examples of segmentation-based analysis of such data
appear in [BLS00, KPV+03, Li01, RMRT00, SKM02, HKM+01].
The focus of this thesis is the segmentation problem and some
of its variants. We do not narrow our attention on a specific data
analysis task, but rather on a few general themes related to the
basic segmentation problem. We start in Chapter 2 by giving a
formal description of the basic segmentation problem and describing
the optimal dynamic programming algorithm for solving it. We
also give an overview of related work in the context of sequence
segmentation. The related research efforts follow usually one of the
following two trends.
• Propose algorithms for the basic segmentation problem that
are faster than the optimal dynamic programming algorithm.
Usually, these algorithms are fast and give high quality re-
sults.
• Propose new variants of the basic segmentation problem. These
variants usually impose some constraints on the structure of
the representatives of the segments.
In most of the applications that require the analysis of sequential
data, the datasets are massive. Therefore, segmenting them using
the optimal dynamic programming algorithm that has complexity
quadratic in the number of data points is prohibitive. The need
for more efficient segmentation algorithms motivates the work of
Chapter 3. In this chapter we present an efficient approximation
3algorithm for the basic segmentation problem. The algorithm is
based on the idea of dividing the problem into smaller subprob-
lems, solving these subproblems optimally, and then combining the
optimal subsolutions to form the solution of the original problem.
Parts of this chapter have also appeared in [TT06].
The study of the properties of sequential data reveals that their
structure is more complex than the one captured by the simple
segmentation model. Although the basic k-segmentation model is
adequate for simple data analysis tasks, it seems reasonable to ex-
tend it in order to describe and discover the complex structure of
the underlying data. This observation motivates Chapters 4 and 5,
which study two variants of the basic segmentation problem. In
Chapter 4 we introduce the clustered segmentation problem, which
only applies to multidimensional sequences. In a clustered segmen-
tation, which we have initially introduced in [GMT04], we allow
the dimensions of the sequence to form clusters, and segmentation
is applied independently to each such cluster. Intuition and exper-
imental evidence shows that this segmentation model is better for
certain data mining applications. That is, for the same model cost,
it provides a more accurate representation of the underlying data.
In Chapter 5, we study another variant that we call segmentation
with rearrangements. In many datasets, there are data points that
appear to be significantly different from their temporal neighbors.
The existence of such points inevitably increases the segmentation
error. The main trend so far, has been towards removing these
points from the dataset and characterizing them as outliers. When
allowing rearrangements we assume that these points are valid data
points that they just came out of order. The goal is to find the right
position of such misplaced points and then segment the rearranged
sequence. We study this problem for different rearrangement strate-
gies and propose some algorithms for dealing with it.
The plethora of segmentation algorithms and of sequences that
exhibit an inherent segmental structure, motivates the segmentation
aggregation problem that we study in Chapter 6. A preliminary ver-
sion of this study has appeared in [MTT06]. This problem takes
as input many different partitions of the same sequence. For exam-
ple, different segmentation algorithms produce different partitions
of the same underlying data points. In such cases, we are interested
in producing an aggregate partition, i.e., a segmentation that agrees
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as much as possible with the input segmentations. We show that
this problem can be solved optimally using dynamic programming
for two different (and widely used) distance functions.
We summarize the results of the thesis in Chapter 7, where we
also discuss some open problems.
CHAPTER 2
Preliminaries
In the first part of this chapter we define the sequence segmenta-
tion problem, and establish the notational conventions that we will
(mostly) follow throughout the thesis. In the second part, we give
an overview of the related work on problems and algorithms for
sequence segmentations.
2.1 The sequence segmentation problem
The input to a segmentation problem is a sequence T = {t1, . . . , tn},
of finite length n. In principle, the points of the sequence can belong
to any domain. We focus our discussion on real multidimensional
sequences. In this case, a sequence T consists of n d-dimensional
points, that is, ti ∈ Rd. We denote by Tn all such sequences of
length n.
Given an integer k, a segmentation partitions T into k contigu-
ous and non-overlapping parts that we call segments. The partition
is called a k-segmentation (or simply a segmentation). The par-
titioning is usually done in such a way that each segment is as
homogeneous as possible. Homogeneity can be defined in different
ways. A segment is considered homogeneous if, for example, it is
simple to describe, or if it can be generated by a simple generative
model.
Given a sequence T , a k-segmentation S of T can be defined
using (k + 1) segment boundaries (or breakpoints). That is, S =
{s0, . . . , sk}, where si ∈ T , si < si+1 for every i, and s0 = 0 and
5
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sk = n. We define the i-th segment s¯i of S to be the interval
s¯i = (si−1, si]. Note that there is an one-to-one mapping between
the end boundaries of each segment and the segments themselves.
Each segment consists of |s¯i| points. We use Sn to denote the family
of all possible segmentations of sequences of length n, and Sn,k to
denote all possible segmentations of sequences of length n into k
segments.
All the points within each segment, s¯, are assumed to be gen-
erated by the same generative model Ms¯. The model Ms¯ is used
for describing the points in s¯. Usually, models from the same class
are picked for describing all the segments of a segmentation. Dif-
ferent choices of models lead to different segmentation paradigms.
We focus on a very simple model that represents all the points in
a segment by a constant d-dimensional vector that we call the rep-
resentative, µs¯. In this way, each point t ∈ s¯ is replaced by µs¯.
The representative collapses the values of the sequence within each
segment s¯ into a single value µs¯ (e.g., the mean value of the points
appearing in the segment). Collapsing points into representatives
results in a less accurate though more compact representation of
the sequence. We measure this loss in accuracy using an error func-
tion E. The error function is a means for assessing the quality of a
segmentation of a sequence, and it measures of the homogeneity of
each segment. The error function is a mapping Tn × Sn → R. For
a given input sequence, we sometimes abuse notation and omit the
first argument of the error function.
For a sequence T ∈ Tn, and an error function E, we define the
optimal k-segmentation of T as
Sopt(T, k) = arg min
S∈Sn,k
E(T, S) .
That is, Sopt is the k-segmentation S that minimizes the function
E(T, S).
For a given sequence T of length n the definition of the generic
k-segmentation problem is as follows.
Problem 2.1 (The Segmentation problem) Given a sequence T
of length n, an integer value k, and the error function E, find
Sopt(T, k).
Given a segment s¯i with boundaries si−1, si, the error for the
segment s¯i, σ(si−1, si), captures how well the model µs¯i fits the
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data. For example, the error of a segment can be the sum of the
distances of the points to the representatives, or the likelihood of
the model used for the segment’s description. For sequence T and
error function E, the optimal k-segmentation of the sequence is the
one that minimizes the total representation error
E(T, S) =
⊕
s¯∈S
σ(si−1, si), (2.1)
where
⊕ ∈ {∑,∏,min,max}. The most important observation is
that Equation (2.1) defines a decomposable error function. That is,
the error of the segmentation is decomposed to the error of each seg-
ment. This observation is a key property for proving the optimality
of the algorithmic techniques used for solving the Segmentation
problem.
One straightforward instantiation of 2.1 is the sum of squares
error, that is,
E(T, S) =
∑
s¯∈S
∑
t∈s¯
|t− µs¯|2.
In this case, the error of the segmentation is measured as the
squared Euclidean distance of each point from the corresponding
representative.
We now turn our attention to error function σ, namely the error
of each segment. This error is usually measured using the Lp metric.
Given a vector v = (v1, . . . , vm) the Lp norm of the vector is
||v||p =
(
m∑
i=1
|vi|p
) 1
p
.
The dp (or Lp) distance between two points x, y ∈ Rd is then
defined as dp(x, y) = ||x−y||p. For p = 2, the the dp distance corre-
sponds to the Euclidean metric, for p = 1 to the Manhattan metric
and for p → ∞ to the maximum metric. For ease of exposition
we will usually use the dpp distance instead of dp. Given a segment
s¯i with representative µs¯i, the error of a segment using distance
function dpp is
σp(si−1, si) =
∑
t∈s¯i
dp(t, µs¯i)
p =
∑
t∈s¯i
|t− µs¯i |p .
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The error of the corresponding segmentation S when applied to
sequence T is
Ep(T, S)
p =
k∑
i=1
σp(si−1, si). (2.2)
We mainly concentrate on p = 1 and p = 2. For segment s¯i
and p = 1, the representative µs¯i that minimizes σ1(si−1, si) is the
median value of the points in s¯i. For p = 2 the representative that
minimizes σ2(si−1, si) is the mean value of the points in s¯i.
2.2 Optimal algorithm for sequence
segmentation
Problem 2.1 can be solved optimally using dynamic programming
(DP) for a wide range of decomposable and polynomially com-
putable error functionsE. This has been initially observed in [Bel61].
Let T be the input sequence of length n and k the desired number
of segments. If we denote by T [i, j] the part of the sequence that
starts at position i and ends at position j (with i < j), then the
main recurrence of the dynamic programming algorithm is
E (Sopt (T [1, n] , k)) = (2.3)
minj<n
⊕
{E (Sopt(T [1, j] , k − 1)) , σ(j + 1, n)} .
Recursion (2.3) says that the optimal segmentation of the whole
sequence T into k segments, consists of an optimal segmentation of
the subsequence T [1, j] into k−1 segments and a single segment that
spans the subsequence T [j + 1, n]. The optimality of the resulting
segmentation can be proved for many different
⊕
operators and
error functions. We focus the rest of the discussion on the cases
where
⊕
is
∑
and E is either E1 or E2. For the rest of the thesis
we abuse our terminology and call this instance the Segmentation
problem. The specific error function used in every occasion will
usually become clear from the context.
For an input sequence of length n, and a k-segmentation of this
sequence, the dynamic programming table consists of n× k entries.
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Therefore, the complexity of the dynamic programming algorithm
is at least O(nk). Consider now the evaluation of a single entry of
the dynamic programming table. This would require checking O(n)
entries of the previous row plus one evaluation of the σ function for
the last segment. Assume that we need time Tσ to evaluate σ for
a single segment. Then, the total time required for evaluating a
single entry is O(nTσ), and the overall complexity of the dynamic
programming recursion is O(n2kTσ). Consider segment s¯i and error
function
σ2(si−1, si) =
∑
t∈s¯i
d2(t, µs¯i)
2 =
∑
t∈s¯i
|t− µs¯i |2.
Then, Tσ needs O(n) time and therefore the overall complexity
is O(n3k).
This cubic complexity makes the dynamic programming algo-
rithm prohibitive to use in practice. However, Equation (2.3) can
be evaluated in O(n2k) total time using the following simple obser-
vation. For any segment s¯i we have that
σ2(si−1, si) =
∑
t∈s¯i
d2(t, µs¯i)
2
=
∑
t∈s¯i
|t− µs¯i |2
=
∑
t∈s¯i
t2 − 2µs¯i
∑
t
t+ |s¯i|µ2s¯i
=
∑
t∈s¯i
t2 − 1|s¯i|
(∑
t∈s¯i
t
)2
.
At each point i ∈ {1, . . . , n} we can keep the cumulative sum (cs)
and the cumulative sum of squares (css) for all the points from 1 up
to i. That is, for each i we have cs[i] =
∑i
j=1 ti and css[i] =
∑i
j=1 t
2
i .
Then, it is straightforward that for any segment T [i, j] function
σ2(i, j) can be computed in constant time using
σ2(i, j) = (css[j]− css[i− 1])− 1
j − i+ 1 (cs[j] − cs[i− 1])
2 .
This results in total time complexity O(n + n2k). The addition of
O(n) time comes from the evaluation of cs and css tables.
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We now turn our attention to E1 error function. In this case, for
the evaluation of σ1, we need to precompute the medians of each
possible segment T [i, j]. This can be done in total O(n2 log n) time.
Consider an 1-dimensional sequence and a segment T [i, j] for which
we have already evaluated its median. Additionally, assume that
the points in T [i, j] are already sorted according to their values.
Then, finding the median of the segment T [i, j + 1] can be done in
O(log n) time by performing a binary search on the already sorted
points in T [i, j]. This binary search is necessary for finding the
position of the (j + 1)-st point in this larger set of sorted points.
Then, finding the median of the sorted set of points can be done in
constant time. Therefore, the total time required for evaluating 2.3
for the E1 error function is O(n
2 log n+n2k). However, for the rest
of the discussion we assume that computing the medians is a pre-
processing step and therefore the dynamic programming algorithm
for the E1 error function requires just O(n
2k) time.
In the Segmentation problem (Problem 2.1), the number of seg-
ments k is given in advance. If k is not restricted, the trivial n-
segmentation achieves zero cost. A popular way for dealing with
variable k is to add a penalization factor for choosing large values
of k. For example, we can define the optimal segmentation to be
Sopt(T ) = arg min
k∈N,S∈Sn,k
E(T, S) + kγ,
where γ is the penalty for every additional segment being used. A
Bayesian approach for selecting the penalty value would make it
proportional to the description length [Ris78] of the segmentation
model. For instance, assuming that for each segment we need to
specify one boundary point and d values (one per dimension), we
can choose γ = (d + 1) log(dn). An important observation is that
the same dynamic programming algorithm with no additional time
overhead can be used to compute the optimal segmentation for the
variable-k version of the problem. For the rest of this thesis (and
mainly for clarity of exposition) we will assume that the number of
segments, k, is given as part of the input.
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2.3 Related work
In this section we present a review of the related work on sequence
segmentation algorithms and their applications. Furthermore, we
briefly discuss some variants of the Segmentation problem that
have appeared in the literature. These variants mainly focus on
providing more accurate models for existing data.
2.3.1 Algorithms and applications of sequence segmentation
Although the dynamic programming algorithm that uses Recur-
sion (2.3) solves the Segmentation problem optimally, its quadratic
running time makes it prohibitive for long sequences that usually
appear in practice. Several faster algorithms have been proposed in
the literature. These algorithms give high-quality segmentations,
and have proved to be very useful in practice. The attempts for
speedup include both heuristic as well as approximation algorithms.
A top-down greedy algorithm is proposed in [DP73, SZ96]. The
algorithm starts with an unsegmented sequence and introduces one
segment boundary at each step. The new boundary is the one
that reduces the most the error of the segmentation at the current
step. The running time of the algorithm is O(nk). Similarly, [KS97,
KP98] propose a bottom-up greedy algorithm, which starts with
all points being at different segments. At each step the algorithm
greedily merges segments until a segmentation with k segments is
obtained. The running time of the algorithm is O(n log n).
Local search techniques for the Segmentation problem are pro-
posed in [HKM+01]. The core of these algorithms is the idea of
starting with an arbitrary segmentation and then moving segment
boundaries in order to provide better-quality segmentations. If
there is no movement that can improve the quality of the segmen-
tation the algorithms stop and output the best solution found.
In [GKS01] an approximation algorithm for the Segmentation
problem and for the E2 error function is provided. The idea is to
suppress the entries of the optimal dynamic programming table so
that each row is approximately represented. The algorithm gives so-
lutions with error at most (1+ǫ) times that of the optimal solution,
and runs in time O(nk kǫ log n). For the segmentation problem with⊕
= max and E∞ error function, [OM95] presents an O (k (n− k))
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algorithm. The algorithm is tailored to this specific error function
and does not generalize easily to other choices of error measures.
A variant of the basic segmentation problem takes as input the
sequence and a threshold value t and asks for a segmentation of the
sequence such that the error of each segment is at most t. There
exists a simple algorithm for dealing with this variation of the prob-
lem that is called the sliding-window (SW) algorithm. The main
idea in SW is to fix the left boundary of a segment and then try to
place the right boundary as far as possible. When the error of the
current segment exceeds the given threshold value, then the current
segment is fixed and the algorithm proceeds by introducing a new
segment. The process is repeated until the end of the sequence is
reached. Note that the number of segments in the resulting seg-
mentation is not fixed in this case. Several variants of the basic SW
algorithm have been proposed [KCHP01, KJM95, SZ96].
Segmentation of event sequences rather than real time series has
been considered in [MS01] and [Kle02]. In event sequences each
event appearing in the sequence is associated with a timestamp.
The segments correspond to event intervals with homogeneous event
density. In [MS01] segmentation of event sequences is found using
an MCMC (Markov Chain Monte Carlo) algorithm. The algorithm
tries to find the segmentation model that best represents the given
data by sampling the space of all segmentation models. The work
of [Kle02] assumes that the events in each interval are generated
with an exponential probability distribution function. The objec-
tive function is the likelihood to fit the model plus a penalty of
changing intensity intervals. Given this model, a dynamic program-
ming algorithm is used to find the best sequence of intervals.
Several application domains have benefited from sequence seg-
mentation algorithms or even called for new algorithmic ideas re-
lated to segmentations. For example, segmentation of genomic
sequences [ARLR02, BGGC+00, BGRO96, KPV+03, LBGHG02,
SKM02] is an active research area. Segmentation of timeseries
data has proved useful for performing clustering and classification
tasks [KP98], prediction [LM03], or for computing timeseries sim-
ilarity [LKLcC03]. Finally, segmentation has been a useful tool
for the analysis of sensor data streams [PVK+04] as well as data
coming from context-aware devices [HKM+01].
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2.3.2 Variants of the Segmentation problem
In this section we summarize related work that focuses on study-
ing variants of the basic segmentation problem. The goal of such
variants is to find a segmentation model that gives a better rep-
resentation of the data. For example, in the (k, h)-segmentation
problem the goal is to find a segmentation of the input sequence
into k segments such that there are at most h distinct segment rep-
resentatives, with h < k. The problem is introduced in [GM03].
Conceptually, it is a special case of the Hidden Markov Model
(HMM) discovery [RJ86]. The problem is shown to be NP-hard
and constant-factor approximation algorithms for the L1 and L2
distance metrics are provided. The core of the algorithmic tech-
niques used is a mixture of dynamic programming and clustering
algorithms.
The unimodal segmentation problem ([HG04]) asks for a parti-
tion of the input sequence in k segments so that the segment rep-
resentatives satisfy monotonicity or unimodality constraints. The
problem is shown to be solvable in polynomial time. The algorith-
mic solution is a combination of a well-known unimodal regression
algorithm [Fri80], with simple dynamic programming.
Finally, the basis segmentation problem has been introduced
and studied in [BGH+06]. Given a multidimensional time series,
the basis segmentation problem asks for a small set of latent vari-
ables and a segmentation of the series such that the segment rep-
resentatives can be expressed as a linear combination of the latent
variables. The set of these latent variables are called the basis.
The work in [BGH+06] presents constant-factor approximation al-
gorithms for E2 error measure. These algorithms combine segmen-
tation (dynamic programming) and dimensionality-reduction tech-
niques (Principal Component Analysis or PCA).
In [JKM99, MSV04] the authors deal formally with the prob-
lem of segmentation with outliers. Their objective is to find a k-
segmentation of the sequence that represents well the majority of
the data points and ignores the points that behave as outliers (or
deviants). The problem can be solved using a dynamic program-
ming algorithm for one-dimensional sequences and E2 error func-
tion. The complexity of this problem for higher dimensions remains
unknown.
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CHAPTER 3
Approximate algorithms for
sequence segmentation
In Chapter 2 we showed that the Segmentation problem can be
solved optimally inO(n2k) time using dynamic programming, where
n is the number of points of the input sequence. In this chapter,
we present a new Divide&Segment (DnS) algorithm for the Seg-
mentation problem. The DnS algorithm has subquadratic running
time, O(n4/3k5/3), and it is a 3-approximation algorithm for E1
and E2 error functions. That is, the error of the segmentation it
produces is provably no more than 3 times that of the optimal seg-
mentation. Additionally, we explore several more efficient variants
of the algorithm and we quantify the accuracy/efficiency tradeoff.
More specifically, we define a variant that runs in timeO(n log log n)
and has approximation ratio O(log n). All these algorithms have
sublinear space complexity, which makes them applicable to prob-
lems where the data needs to be processed in an streaming fashion.
We also propose an algorithm that requires logarithmic space and
linear time, albeit, with no approximation guarantees. Parts of this
chapter have already been presented in [TT06].
Experiments on both real and synthetic datasets demonstrate
that in practice our algorithms perform significantly better than
their worst case theoretical upper bounds. In many cases our al-
gorithms give results equivalent to the optimal algorithm. We also
compare the proposed algorithms against popular heuristics that
are known to work well in practice. Finally, we show that the pro-
posed algorithms can be applied to variants of the basic segmenta-
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tion problem, like for example the one defined in [GM03]. We show
that for this problem we achieve similar speedups for the existing
approximation algorithms, while maintaining constant approxima-
tion factors.
In this chapter, we mainly focus on the Segmentation problem
for E1 and E2 error functions. The input is assumed to be a discrete,
real-valued sequence of length n. That is, we mainly focus on the
following problem.
Problem 3.1 (The Segmentation problem) Given a sequence T ∈
Tn, find segmentation S ∈ Sn,k that minimizes the error
Ep(T, S) =
(∑
s¯∈S
∑
t∈s¯
|t− µs¯|p
) 1
p
,
with p = 1 or p = 2.
3.1 The Divide&Segment algorithm
In this section we describe the Divide&Segment (DnS) algorithm
for Problem 3.1. The algorithm is faster than the standard dynamic
programming algorithm and its approximation factor is constant.
The main idea of the algorithm is to divide the problem into smaller
subproblems, solve the subproblems optimally and combine their
solutions to form the final solution. Recurrence (2.3) is a building
component ofDnS. The output of the algorithm is a k-segmentation
of the input sequence. Algorithm 1 outlines DnS. In step 1, the in-
put sequence T is partitioned into χ disjoint subsequences. Each
subsequence is segmented optimally using dynamic programming.
For subsequence Ti, the output of this step is a segmentation Si
of Ti and a set Mi of k weighted points. These are the represen-
tatives of the segments of segmentation Si, weighted by the length
of the segment they represent. All the χk representatives of the χ
subsequences are concatenated to form the (weighted) sequence T ′.
Then, the dynamic programming algorithm is applied on T ′. The
k-segmentation of T ′ is output as the final segmentation.
The following example illustrates the execution of DnS.
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Solve k-segmentation on T ′ (k=2)
Figure 3.1: Illustration of the DnS algorithm.
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Algorithm 1 The DnS algorithm
Input: Sequence T of n points, number of segments k, value χ.
Ouput: A segmentation of T into k segments.
1: Partition T arbitrarily into χ disjoint intervals T1, . . . , Tχ.
2: for all i ∈ {1, . . . , χ} do
3: (Si,Mi) = DP(Ti, k)
4: end for
5: Let T ′ = M1 ⊕M2 ⊕ · · · ⊕Mχ be the sequence defined by the
concatenation of the representatives, weighted by the length of
the interval they represent.
6: Return the optimal segmentation of (S,M) of T ′ using the dy-
namic programming algorithm.
Example 3.1 Consider the time series of length n = 20 that is
shown in Figure 3.1. We show the execution of the DnS algorithm
for k = 2, using χ = 3. In step 1 the sequence is divided into
three disjoint and contiguous intervals T1, T2 and T3. Subsequently,
the dynamic programming algorithm is applied to each one of those
intervals. The result of this are the six weighted points on which
dynamic programming is applied again. For this input sequence,
the output 2-segmentation found by the DnS algorithm is the same
as the optimal segmentation.
The running time of the algorithm is easy to analyze.
Theorem 3.1 The running time of the DnS algorithm is O(n4/3k5/3)
for χ = (nk )
2/3.
Proof. Assume that DnS partitions T into χ equal-length inter-
vals. The running time of the DnS algorithm as a function of χ
is
R(χ) = χ
(
n
χ
)2
k + (χk)2k
=
n2
χ
k + χ2k3.
The minimum of function R(χ) is achieved when χ0 =
(
n
k
) 2
3 and
this gives R(χ0) = 2n
4/3k5/3. 
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We note that the DnS algorithm can also be used in the case
where the data must be processed in a streaming fashion. Assuming
that we have an estimate of the size of the sequence n, then the
algorithm processes the points in batches of size n/χ. For each
such batch it computes the optimal k-segmentation, and stores the
representatives. The space required is M(χ) = n/χ + χk. This is
minimized for χ =
√
n/k, resulting in space M = 2
√
nk.
3.1.1 Analysis of the DnS algorithm.
For the proof of the approximation factor of the DnS algorithm we
first show the following lemma.
Lemma 3.1 Let Si = Sopt(Ti, k), for i = 1, . . . , χ, and Sopt =
Sopt(T, k). If t is the representative assigned to point t ∈ T by
segmentation Si after the completion of the for loop (Step 2) of the
DnS algorithm, then we have
∑
t∈T
dp(t, t)
p =
χ∑
i=1
Ep (Ti, Si)
p ≤ Ep (T, Sopt)p .
Proof. For each interval Ti consider the segmentation points of
Sopt that lie within Ti. These points together with the starting
and ending points of interval Ti define a segmentation of Ti into k
′
i
segments with k′i ≤ k. Denote this segmentation by S′i. Then, for
every interval Ti and its corresponding segmentation S
′
i defined as
above we have Ep(Ti, Si) ≤ Ep(Ti, S′i). This is true since Si is the
optimal k-segmentation for subsequence Ti and k
′
i ≤ k. Thus we
have
Ep (Ti, Si)
p ≤ Ep
(
Ti, S
′
i
)p
.
Summing over all Ti’s we get
∑
t∈T
dp(t, t)
p =
χ∑
i=1
Ep (Ti, Si)
p
≤
χ∑
i=1
Ep
(
Ti, S
′
i
)p
= Ep (T, Sopt)
p .
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
We are now ready to prove the approximation factors for E1 and
E2 error measures.
Theorem 3.2 For a sequence T and error measure E1 let Opt1 =
E1(Sopt(T, k)) be the E1-error for the optimal k-segmentation. Also
let DnS1 be the E1-error for the k-segmentation output by the DnS
algorithm. We have that DnS1 ≤ 3Opt1.
Proof. Let S be the segmentation of sequence T output by the
DnS(T, k, χ) algorithm, and let µt be the representative assigned to
some point t ∈ T in S. Also, let λt denote the representative of t in
the optimal segmentation Sopt(T, k). The E1-error of the optimal
segmentation is
Opt1 = E1(Sopt(T, k)) =
∑
t∈T
d1(t, λt) .
The E1 error of the DnS algorithm is given by
DnS1 = E1(T, S) =
∑
t∈T
d1(t, µt).
Now let t be the representative of the segment to which point t is
assigned after the completion of the for loop in Step 2 of the DnS
algorithm. Due to the optimality of the dynamic programming
algorithm in Step 4 we have∑
t∈T
d1(t, µt) ≤
∑
t∈T
d1(t, λt) . (3.1)
We can now obtain the desired result as follows
DnS1 =
∑
t∈T
d1(t, µt)
≤
∑
t∈T
(
d1(t, t) + d1(t, µt)
)
(3.2)
≤
∑
t∈T
(
d1(t, t) + d1(t, λt)
)
(3.3)
≤
∑
t∈T
(
d1(t, t) + d1(t, t) + d1(t, λt)
)
(3.4)
≤ 2
∑
t∈T
d1(t, λt) +
∑
t∈T
d1(t, λt) (3.5)
= 3Opt1 .
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Inequalities (3.2) and (3.4) follow from the triangular inequality,
inequality (3.3) follows from Equation (3.1), and inequality (3.5)
follows from Lemma 3.1. 
Next we prove the 3-approximation result for E2. For this, we
need the following simple fact.
Fact 3.1 (Double Triangular Inequality) Let d be a distance
metric. Then for points x, y and z and p ∈ N+ we have
d(x, y)2 ≤ 2 d(x, z)2 + 2 d(z, y)2 .
Theorem 3.3 For a sequence T and error measure E2, let Opt2 =
E2(Sopt(T, k)) be the E2-error for the optimal k-segmentation. Also
let DnS2 be the E2-error for the k-segmentation output by the DnS
algorithm. We have DnS2 ≤ 3Opt2.
Proof. Consider the same notation as in Theorem 3.2. The E2
error of the optimal dynamic programming algorithm is
Opt2 = E2(Sopt(T, k)) =
√∑
t∈T
d2(t, λt)2 .
Let S be the output of the DnS(T, k, χ) algorithm. The error of
the DnS algorithm is given by
DnS2 = E2(T, S) =
√∑
t∈T
d2(t, µt)2 .
The proof continues along the same lines as the proof of Theorem
3.2 but uses Fact 3.1 and Cauchy-Schwarz inequality. Using the
triangular inequality of d2 we get
DnS22 =
∑
t∈T
d2(t, µt)
2
≤
∑
t∈T
(
d2(t, t) + d2(t, µt)
)2
=
∑
t∈T
d2(t, t)
2 +
∑
t∈T
d2(t, µt)
2
+2
∑
t∈T
d2(t, t) d2(t, µt) .
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From Lemma 3.1 we have that∑
t∈T
d2(t, t)
2 ≤
∑
t∈T
d2(t, λt)
2 = Opt22 .
Using the above inequality, the optimality of dynamic programming
in Step 4 of the algorithm, and Fact 3.1 we have∑
t∈T
d2(t, µt)
2 ≤
∑
t∈T
d2(t, λt)
2
≤ 2
∑
t∈T
(
d2(t, t)
2 + d2(t, λt)
2
)
≤ 4
∑
t∈T
d2(t, λt)
2
= 4Opt22 .
Finally using the Cauchy-Schwarz inequality we get
2
∑
t∈T
d2(t, t) d2(t, µt) ≤ 2
√∑
t∈T
d2(t, t)2
√∑
t∈T
d2(t, µt)2
≤ 2
√
Opt22
√
4Opt22
= 4Opt22 .
Combining all the above we conclude that
DnS22 ≤ 9Opt22 .

3.2 Recursive DnS algorithm
The DnS algorithm applies the “divide-and-segment” idea once,
splitting the sequence into subsequences, partitioning each of sub-
sequence optimally, and then merging the results. We now consider
the recursive DnS algorithm (RDnS) which recursively splits each
of the subsequences, until no further splits are possible. Algorithm 2
shows the outline of the RDnS algorithm.
The value B is a constant that defines the base case for the re-
cursion. Alternatively, one could directly determine the depth ℓ of
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Algorithm 2 The RDnS algorithm
Input: Sequence T of n points, number of segments k, value χ.
Ouput: A segmentation of T into k segments.
1: if |T | ≤ B then
2: Return the optimal partition (S,M) of T using the dynamic
programming algorithm.
3: end if
4: Partition T into χ intervals T1, . . . , Tχ.
5: for all i ∈ {1, . . . , χ} do
6: (Si,Mi) = RDnS(Ti, k, χ)
7: end for
8: Let T ′ = M1 ⊕M2 ⊕ · · · ⊕Mχ be the sequence defined by the
concatenation of the representatives, weighted by the length of
the interval they represent.
9: Return the optimal partition (S,M) of T ′ using the dynamic
programming algorithm.
the recursive calls to RDnS. We will refer to such an algorithm,
as the ℓ-RDnS algorithm. For example, the simple DnS algorithm
is 1-RDnS. We also note that at every recursive call of the RDnS
algorithm the number χ of intervals into which we partition the
sequence may be a function of sequence length. However, for sim-
plicity we use χ instead of χ(n).
As a first step in the analysis of the RDnS we consider the
approximation ratio of the ℓ-RDnS algorithm. We can prove the
following theorem.
Theorem 3.4 The ℓ-RDnS algorithm is an O(2ℓ) approximation
algorithm for the E1-error function for Problem 2.1.
Proof. The proof follows by induction on the value of ℓ. The
exact approximation ratio is 2ℓ+1 − 1 for E1 and the proof goes as
follows.
From Theorem 3.2, we have that the theorem is true for ℓ = 1.
Assume now that it is true for some ℓ ≥ 1. We will prove it for
ℓ + 1. At the first level of recursion the (ℓ + 1)-RDnS algorithm,
breaks the sequence T into χ subsequences T1, . . . , Tχ. For each
one of these we call the ℓ-RDnS algorithm, producing a set R of
χk representatives. Similar to the proof of Theorem 3.2, let t¯ ∈ R
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denote the representative in R that corresponds to point t. Consider
also the optimal segmentation of each of these intervals, and let
O denote the set of χk representatives. Let t˜ ∈ O denote the
representative of point t in O. From the inductive hypothesis we
have that ∑
t∈T
d1(t, t¯) ≤
(
2ℓ+1 − 1
)∑
t∈T
d1(t, t˜).
Now let µt be the representative of point t in the segmentation
output by the (ℓ+1)-RDnS algorithm. Also let λt denote the repre-
sentative of point t in the optimal segmentation. Let RDnS1 denote
the E1-error of the (ℓ+ 1)-RDnS algorithm, and Opt1 denote the
E1-error of the optimal segmentation. We have that
RDnS1 =
∑
t∈T
d1(t, µt) and Opt1 =
∑
t∈T
d1(t, λt).
From the triangular inequality we have that
∑
t∈T
d1(t, µt) ≤
∑
t∈T
d1(t, t¯) +
∑
t∈T
d1(t¯, µt)
≤
(
2ℓ+1 − 1
)∑
t∈T
d1(t, t˜) +
∑
t∈T
d1(t¯, µt).
From Lemma 3.1, and Equation (3.1), we have that
∑
t∈T
d1(t, t˜) ≤
∑
t∈T
d1(t, λt)
and ∑
t∈T
d1(t¯, µt) ≤
∑
t∈T
d1(t¯, λt).
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Using the above inequalities and the triangular inequality we obtain
RDnS1 =
∑
t∈T
d1(t, µt)
≤
(
2ℓ+1 − 1
)∑
t∈T
d1(t, λt) +
∑
t∈T
d1(t¯, λt)
≤
(
2ℓ+1 − 1
)∑
t∈T
d1(t, λt)
+
∑
t∈T
d1(t, t¯) +
∑
t∈T
d1(t, λt)
≤ 2ℓ+1
∑
t∈T
d1(t, λt) +
(
2ℓ+1 − 1
)∑
t∈T
d1(t, t˜)
≤
(
2ℓ+2 − 1
)∑
t∈T
d1(t, λt)
=
(
2ℓ+2 − 1
)
Opt1

The corresponding result for the E2 follows similarly (see Theo-
rem 3.5). Instead of using the binomial identity as in the proof of
Theorem 3.3, we obtain a simpler recursive formula for the approx-
imation error by applying the double triangular inequality.
Theorem 3.5 The ℓ-RDnS algorithm is an O(6ℓ/2) approximation
algorithm for the E2-error function for Problem 2.1.
Proof. The exact approximation ratio of the ℓ-RDnS algorithm
for E2-error function is
√
9
56
ℓ − 45 . We prove the theorem by induc-
tion on the levels of recursion ℓ. From Theorem 3.3 the claim holds
for ℓ = 1. Assume now that the claim is true for ℓ ≥ 1. We will
prove it for ℓ+ 1. At the first level of recursion, the (ℓ+ 1)-RDnS
algorithm breaks sequence T into χ subsequences T1, . . . , Tχ. For
each one of these we recursively call the ℓ-RDnS algorithm that
produces a set R of χk representatives. Let t¯ ∈ R denote the rep-
resentative of point t in R. Consider also the optimal segmentation
of these intervals and denote by O the set of the χk optimal rep-
resentatives. As before we denote by t˜ ∈ O the representative of
point t in O. From the inductive hypothesis we have that∑
t∈T
d2(t, t¯)
2 ≤
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, t˜)
2.
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Now let µt be the representative of point t in the segmentation
output by the (ℓ+1)-RDnS algorithm and λt the representative of
point t in the optimal segmentation. If RDnS2 denotes the E2-error
of the (ℓ + 1)-RDnS algorithm, and Opt2 denote the E2-error of
the optimal segmentation. We have that
RDnS22 =
∑
t∈T
d2(t, µt)
2 and Opt22 =
∑
t∈T
d2(t, λt)
2.
From the double triangular inequality (Fact 3.1) we have that
∑
t∈T
d2(t, µt)
2 ≤ 2
∑
t∈T
d2(t, t¯)
2 + 2
∑
t∈T
d2(t¯, µt)
2
≤ 2
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, t˜)
2 + 2
∑
t∈T
d2(t¯, µt)
2.
From Lemma 3.1 we have that
∑
t∈T
d2(t, t˜)
2 ≤
∑
t∈T
d2(t, λt)
2,
and from the optimality of the last step of the algorithm we have
∑
t∈T
d2(t¯, µt)
2 ≤
∑
t∈T
d2(t¯, λt)
2.
Using the above inequalities and the double triangular inequality
we obtain
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RDnS22 =
∑
t∈T
d2(t, µt)
2
≤ 2
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, λt)
2 + 2
∑
t∈T
d2(t¯, λt)
2
≤ 2
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, λt)
2
+2
(
2
∑
t∈T
d2(t, t¯)
2 + 2
∑
t∈T
d2(t, λt)
2
)
≤ 2
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, λt)
2
+4
(
9
5
6ℓ − 4
5
)∑
t∈T
d2(t, t˜)
2 + 4
∑
t∈T
d2(t, λt)
2
≤
(
9
5
6ℓ+1 − 4
5
)∑
t∈T
d2(t, λt)
2
=
(
9
5
6ℓ+1 − 4
5
)
Opt22.

We now consider possible values for χ. First, we set χ to be a
constant. We can prove the following theorem.
Theorem 3.6 For any constant χ the running time of the RDnS
algorithm is O(n), where n is the length of the input sequence. The
algorithm can operate on data that arrive in streaming fashion using
O(log n) space.
Proof. The running time of the RDnS algorithm is given by the
recursion
R(n) = χR
(
n
χ
)
+ (χk)2k.
Solving the recursion gives R(n) = O(n).
When the data arrive in a stream, the algorithm can build the
recursion tree online, in a bottom-up fashion. We only need to
maintain at most χk representatives at every level of the recursion
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tree. The depth of the recursion is O(log n), resulting in O(log n)
space overall. 
Therefore, for constant χ, we obtain an efficient algorithm, both
in time and space. Unfortunately, we do not have any approxima-
tion guarantees, since the best approximation bound we can prove
using Theorems 3.4 and 3.5 is O(n). We can however obtain signifi-
cantly better approximation guarantees if we are willing to tolerate
a small increase in the running time. We set χ =
√
n, where n is the
length of the input sequence at each specific recursive call. That is,
at each recursive call we split the sequence into
√
n pieces of size√
n.
Theorem 3.7 For χ =
√
n the RDnS algorithm is an O(log n)
approximation algorithm for Problem 2.1 for both E1 and E2 er-
ror functions. The running time of the algorithm is O(n log log n),
using O(
√
n) space, when operating in a streaming fashion.
Proof. It is not hard to see that after ℓ recursive calls the size
of the input segmentation is O(n1/2
ℓ
). Therefore, the depth of the
recursion is O(log log n). From Theorems 3.4 and 3.5 we have that
the approximation ratio of the algorithm is O(log n). The running
time of the algorithm is given by the recurrence
R(n) =
√
nR
(√
n
)
+ nk3.
Solving the recurrence we obtain running time O(n log log n). The
space required is bounded by the size of the top level of the recur-
sion, and it is O(
√
n). 
The following corollary is an immediate consequence of the proof
of Theorem 3.7 and it provides an accuracy/efficiency tradeoff.
Corollary 3.1 For χ =
√
n, the ℓ-RDnS algorithm is an O(2ℓ)
approximation algorithm for the E1-error function, and an O(6
ℓ/2)
approximation algorithm for the E2-error function, with respect to
Problem 2.1. The running time of the algorithm is O(n1+1/2
ℓ
+nℓ).
3.3 Experiments
In this section we compare experimentally the different ”divide-and-
segment” algorithms with other segmentation algorithms proposed
in the literature.
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3.3.1 Segmentation heuristics
Since sequence segmentation is a basic problem particularly in time-
series analysis, several algorithms have been proposed in the litera-
ture with the intention to improve the running time of the optimal
dynamic programming algorithm. These algorithms have proved to
be very useful in practice. However, no approximation bounds are
known for them. For completeness we briefly describe them here.
The Top-Down greedy algorithm (TD) starts with the unseg-
mented sequence (initially there is just a single segment) and it
introduces a new boundary at every greedy step. That is, in the
i-th step it introduces the i-th segment boundary by splitting one
of the existing i segments into two. The new boundary is selected
in such a way that it minimizes the overall error. No change is
made to the existing i−1 boundary points. The splitting process is
repeated until the number of segments of the output segmentation
reaches k. This algorithm, or variations of it with different stop-
ping conditions are used in [BGRO96, DP73, LSL+00, SZ96]. The
running time of the algorithm is O(nk).
In the Bottom-Up greedy algorithm (BU) initially each point
forms a segment on its own. At each step, two consecutive seg-
ments that cause the smallest increase in the error are merged.
The algorithm stops when k segments are formed. The complex-
ity of the bottom-up algorithm is O(n log n). BU performs well in
terms of error and it has been used widely in timeseries segmenta-
tion [HG04, PVK+04].
The Local Iterative Replacement (LiR) and Global It-
erative Replacement (GiR) are randomized algorithms for se-
quence segmentations proposed in [HKM+01]. Both algorithms
start with a random k-segmentation. At each step they pick one
segment boundary (randomly or in some order) and search for the
best position to put it back. The algorithms repeat these steps until
they converge, i.e., they cannot improve the error of the output seg-
mentation. The two algorithms differ in the types of replacements
of the segmentation boundaries they are allowed to do. Consider a
segmentation s1, s2, . . . , sk. Now assume that both LiR and GiR
pick segment boundary si for replacement. LiR is only allowed to
put a new boundary between points si−1 and si+1. GiR is allowed
to put a new segment boundary anywhere on the sequence. Both
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algorithms run in time O(In), where I is the number of iterations
necessary for convergence.
Although extensive experimental evidence shows that these al-
gorithms perform well in practice, there is no known guarantee of
their worst-case error ratio.
3.3.2 Experimental setup
For the experimental study we compare the family of “divide-and-
segment”algorithms with all the heuristics described in the previous
section. We also explore the quality of the results given by RDnS
compared to DnS for different parameters of the recursion (i.e.,
number of recursion levels, value of χ).
For the study we use two types of datasets: (a) synthetic and (b)
real data. The synthetic data are generated as follows: First we fix
the dimensionality d of the data. Then we select k segment bound-
aries, which are common for all the d dimensions. For the j-th
segment of the i-th dimension we select a mean value µij, which is
uniformly distributed in [0, 1]. Points are then generated by adding
a noise value sampled from the normal distribution N (µij, σ2). For
the experiments we present here we have fixed the number of seg-
ments k = 10. We have generated datasets with d = 1, 5, 10, and
variance varying from 0.05 to 0.9.
The real datasets were downloaded from the UCR timeseries
data mining archive [KF02]1.
3.3.3 Performance of the DnS algorithm
Figure 3.2 shows the performance of different algorithms for the
synthetic datasets. In particular, we plot the error ratio A
Opt
for A
being the error of the solutions found by the algorithms DnS, BU,
TD, LiR and GiR. With Opt we denote the error of the optimal
solution. The error ratio is shown as a function of the number of
segments. In all cases, the DnS algorithm consistently outperforms
all other heuristics, and the error it achieves is very close to that of
the optimal algorithm. Note that in contrast to the steady behavior
1The interested reader can find the datasets at
http://www.cs.ucr.edu/∼eamonn/TSDMA/.
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Figure 3.2: Synthetic datasets: error ratio of DnS, BU, TD, LiR
and GiR algorithms with respect to Opt as a function of the num-
ber of segments.
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Figure 3.3: Real datasets: error ratio of DnS, BU, TD, LiR and
GiR algorithms with respect to Opt as a function of the number
of segments.
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Figure 3.4: Synthetic datasets: error ratio of DnS and RDnS algo-
rithms with respect to Opt as a function of the number of segments.
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Figure 3.5: Real datasets: error ratio of DnS and RDnS algorithms
with respect to Opt as a function of the number of segments.
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of DnS the quality of the results of the other heuristics varies for
the different parameters and no conclusions on their behavior on
arbitrary datasets can be drawn.
This phenomenon is even more pronounced when we experiment
with real data. Figure 3.3 is a sample of similar experimental results
obtained using the datasets balloon, darwin, winding, xrates and
phone from the UCR repository. The DnS performs extremely well
in terms of accuracy, and it is again very robust across different
datasets for different values of k. Mostly, GiR performs the best
among the rest of the heuristics. However, there are cases (e.g., the
balloon dataset) where GiR is severely outperformed.
3.3.4 Exploring the benefits of the recursion
We additionally compare the basic DnS algorithm with different
versions of RDnS. The first one, Full-RDnS (full recursion), is
the RDnS algorithm when we set the value of χ to be a constant.
This algorithm runs in linear time (see Theorem 3.6). However, we
have not derived any approximation bound for it (other than O(n)).
The second one, Sqrt-RDnS, is the RDnS algorithm when we set
χ to be
√
n. At every recursive call of this algorithm the parental
segment of size s is split into O(
√
s) subsegments of the same size.
This variation of the recursive algorithm runs in time O(n log log n)
and has approximation ratio O(log n) (see Theorem 3.7). We study
experimentally the tradeoffs between the running time and the qual-
ity of the results obtained using the three different alternatives of
“divide-and-segment” methods on synthetic and real datasets. We
also compare the quality of those results with the results obtained
using GiR algorithm. We choose this algorithm for comparison
since it has proved to be the best among all the other heuristics. In
Figure 3.4 we plot the error ratio of the algorithms as a function of
the number of segments and the variance for the synthetic datasets.
Figure 3.5 shows the experiments on real datasets.
From the results we can make the following observations. First,
all the algorithms of the divide-and-segment family perform ex-
tremely well, giving results close to the optimal segmentation and
usually better than the results obtained by GiR. The full recur-
sion (Full-RDnS) can harm the quality of the results. However,
we note that in order to study the full effect of recursion on the
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Figure 3.6: Real datasets: error ratio of ℓ-RDnS algorithm with
respect to Opt as a function of the number recursion calls.
performance of the algorithm we set χ = 2, the smallest possi-
ble value. We believe that for larger values of χ the performance
of Full-RDnS will be closer to that of DnS (for which we have
χ = (n/k)2/3). Finally, there are cases where Sqrt-RDnS (and in
some settings Full-RDnS) performs even better than simple DnS.
This phenomenon is due to the difference in the number and the
positions of the splitting points the two algorithms pick for the divi-
sion step. It appears that, in some cases, performing more levels of
recursion helps the algorithm to identify better segment boundaries,
and thus produce segmentations of lower cost.
Figure 3.6 shows how the error of the segmentation output by ℓ-
RDnS changes for different number of recursion levels, for four real
datasets (balloon, darwing, phone and winding). Note that even for
5 levels of recursion the ratio never exceeds 1.008.
3.4 Applications to the (k, h)-segmentation
problem
Here, we discuss the application of the simple DnS algorithm for a
variant of the Segmentation problem, namely the problem of find-
ing the optimal (k, h)-segmentation introduced in [GM03]. Given a
sequence, the (k, h)-segmentation of the sequence is a k-segmentation
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that uses only h < k distinct representatives. We have picked this
problem to demonstrate the usefulness of the DnS algorithm be-
cause of the applicability of (k, h)-segmentation to the analysis of
long genetic sequences. For that kind of analysis, efficient algo-
rithms for the (k, h)-segmentation problem are necessary.
Let S be a (k, h)-segmentation of the sequence T . For each
segment s¯ of the segmentation S, let ℓs be the representative for
this segment (there are at most h representatives). The error Ep of
the (k, h)-segmentation is defined as follows
Ep (T, S) =
(∑
s∈S
∑
t∈s
|t− ℓs|p
) 1
p
.
Let Sn,k,h denote the family of all segmentations of sequences
of length n into k segments using h representatives. In a similar
way to the k-segmentation, for a given sequence T of length n and
error measure Ep, and for given k, h ∈ N with h < k, the optimal
(k, h)-segmentation is defined as
Sopt(T, k, h) = arg min
S∈Sn,k,h
Ep (T, S) . (3.6)
Problem 3.2 (The (k, h)-segmentation problem) Given a se-
quence T of length n, integer values k and h with h < k ≤ n and
error function Ep, find Sopt(T, k, h).
Lets denote by Optp(k) the cost of the optimal solution of the
Segmentation problem on a sequence T using error function Ep
and by Optp(k, h) the cost of the optimal solution of the (k, h)-
segmentation problem on the same sequence for the same error func-
tion. The following two observations are immediate consequences
of the definition of Problem 3.2.
Observation 3.1 For sequence T the error Ep (p = 1, 2) of the
optimal solution to the Segmentation problem is no more than the
error of the optimal solution to the (k, h)-segmentation problem if
h ≤ k. Thus
Optp(k) ≤ Optp(k, h).
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Observation 3.2 For sequence T the error Ep (p = 1, 2) of the
optimal clustering of the points in T into h clusters is no more than
the error of the optimal solution to the (k, h)-segmentation problem
given that h ≤ k. Thus,
Optp(n, h) ≤ Optp(k, h).
3.4.1 Algorithms for the (k, h)-segmentation problem
The (k, h)-segmentation problem is known to be NP-hard for d ≥ 2
and h < k, since it contains clustering as its special case [GM03].
Approximation algorithms, with provable approximation guaran-
tees are presented in [GM03] and their running time is O(n2(k+h)).
We now discuss two of the algorithms presented in [GM03]. We
subsequently modify these algorithms, so that they use the DnS
algorithm as their subroutine.
Algorithm 3 The Segments2Levels algorithm.
Input: Sequence T of n points, number of segments k, number of
levels h.
Ouput: A (k, h) segmentation of T into k segments using h levels.
1: Find segmentation S, solution to the Segmentation problem on
T . Associate each segment s¯ of S with its corresponding level
µs¯.
2: Find a set of h levels, L, by solving (n, h) segmentation problem
on T .
3: Assign each segment representative µs¯ to its closest level in L.
4: Return segmentation S and the assignment of representatives
to levels in L.
Algorithm Segments2Levels: The algorithm (described in pseu-
docode in Algorithm 3) initially solves the k-segmentation problem
obtaining a segmentation S. Then it solves the (n, h)-segmentation
problem obtaining a set L of h levels. Finally, the representative
µs of each segment s ∈ S is assigned to the level in L that is the
closest to µs.
Algorithm ClusterSegments: The pseudocode is given in Algo-
rithm 4. As before, the algorithm initially solves the k-segmentation
problem obtaining a segmentation S. Each segment s ∈ S is rep-
resented by its representative µs weighted by the length of the seg-
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ment |s|. Finally, a set L of h levels is produced by clustering the
k weighted points into h clusters.
Algorithm 4 The ClusterSegments algorithm.
Input: Sequence T of n points, number of segments k, number of
levels h.
Ouput: A (k, h) segmentation of T into k segments using h levels.
1: Find segmentation S, solution to the k-segmentation problem
on T . Associate each segment s¯ of S with its corresponding
level µs¯.
2: Cluster the k weighted representatives in h clusters. Use the h
cluster representatives (forming the set L) as the labels for the
segment representatives.
3: Return segmentation S and the assignment of representatives
to levels in L.
3.4.2 Applying DnS to the (k, h)-segmentation problem
Step 1 of both Segments2Levels and ClusterSegments algo-
rithms uses the optimal dynamic programming algorithm for solving
the k-segmentation problem. Using DnS instead we can achieve the
a set of approximation results that are stated and proved in Theo-
rems 3.8, 3.9.
Theorem 3.8 If algorithm Segments2Levels uses DnS for ob-
taining the k-segmentation, and the clustering step is done using an
α-approximation algorithm, then the overall approximation factor of
Segments2Levels is (6 + α) for both E1 and E2-error measures.
Proof. We prove the statement for E2. The proof for E1 is similar.
Denote by S2L2 the E2-error for the (k, h)-segmentation output
by the Segments2Levels algorithm that uses DnS for producing
the k-segmentation. Also let Opt2(k, h) the E2 cost of the optimal
(k, h) segmentation.
For every point t ∈ T , let µt, ct and ℓt denote the representative
assigned to it after steps 1, 2 and 3 of the algorithm respectively.
For each point t ∈ T using the triangle inequality we have that
d2(t, ℓt)
2 ≤ (d2(t, µt) + d2(µt, ℓt))2
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From the triangular inequality and due to the optimality of the
assignment of levels to segments in Step 3 of the algorithm, we have
S2L22 =
∑
t∈T
d2(t, ℓt)
2 ≤
∑
t∈T
(d2(t, µt) + d2(µt, ℓt))
2
≤
∑
t∈T
(d2(t, µt) + d2(µt, ct))
2 .
Applying triangle inequality again we get∑
t∈T
(d2(t, µt) + d2(µt, ct))
2 ≤
∑
t∈T
(d2(t, µt) + d2(µt, t) + d2(t, ct))
2
=
∑
t∈T
(2 d2(t, µt) + d2(t, ct))
2
= 4
∑
t∈T
d2(t, µt)
2 +
∑
t∈T
d2(t, ct)
2
+4
∑
t∈T
d2(t, µt)d2(t, ct)
≤ 4× 9 [Opt2(k)]2 + α2 [Opt2(n, h)]2
+4
√∑
t∈T
d2(t, µt)2
√∑
t∈T
d2(t, ct)2
≤ 36 [Opt2(k)]2 + α2 [Opt2(n, h)]2
+12αOpt2(k)Opt2(n, h)
= (6Opt(k) + αOpt(n, h))2
≤ [(6 + α)Opt2]2 .

When the data points are of dimension 1 (d = 1) then clustering
can be solved optimally using dynamic programming and thus the
approximation factor is 7 for both E1 and E2 error measures. For
d > 1 and for both E1 and E2 error measures the best α is (1 + ǫ)
using the algorithms proposed in [ARR98] and [KSS04] respectively.
Theorem 3.9 Algorithm ClusterSegments that uses DnS for
obtaining the k-segmentation, has approximation factor 11 for E1-
error and
√
29 for E2-error measure.
3.5 Conclusions 41
The proof of Theorem 3.9 is almost identical to the approxima-
tion proof of ClusterSegments algorithm presented in [GM03]
and thus is omitted.
Notice that the clustering step of the ClusterSegments algo-
rithm does not depend on n and thus one can assume that cluster-
ing can be solved optimally in constant time, since usually k << n.
However, if this step is solved approximately using the clustering
algorithms of [ARR98] and [KSS04], the approximation ratios of
the ClusterSegments algorithm that uses DnS for segmenting,
becomes 11 + ǫ for E1 and
√
29 + ǫ for E2.
Given Theorem 3.1 and using the linear time clustering algo-
rithm for E2 proposed in [KSS04] and the linear time version of the
algorithm proposed in [AGK+01] for E1 we get the following result:
Corollary 3.2 Algorithms Segments2Levels and ClusterSeg-
ments when using DnS in their first step run in time O(n4/3k5/3)
for both E1 and E2 error measure.
3.5 Conclusions
In this chapter we described a family of approximation algorithms
for the Segmentation problem. The most basic of those algorithms
(DnS) works in time O(n4/3k5/3) and is a 3-approximation algo-
rithm. We have described and analyzed several variants of this ba-
sic algorithm that are faster, but have worse approximation bounds.
Furthermore, we quantified the accuracy versus speed tradeoff. Our
experimental results on both synthetic and real datasets show that
the proposed algorithms outperform other heuristics proposed in
the literature and that the approximation achieved in practice is
far below the bounds we obtained analytically. Finally, we have
applied the DnS algorithm to other segmentation problems and
obtained fast algorithms with constant approximation bounds.
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CHAPTER 4
Clustered segmentations
In this chapter we study an alternative formulation of the Seg-
mentation problem tailored for multidimensional sequences. More
specifically, when segmenting a multidimensional signal, we allow
different dimensions to form clusters such that: (a) the dimensions
within the same cluster share the same segment boundaries and
(b) the different clusters are segmented independently. Such a seg-
mentation is different from the traditional segmentation approaches
where all dimensions of a multidimensional signal are forced to share
the same segment boundaries. We believe that in many settings, it
is reasonable to assume that some dimensions are more correlated
than others, and that concrete and meaningful states are associated
with only small subsets of the dimensions.
An illustrating example of the above assumption is shown in
Figure 4.1. The input sequence is the four-dimensional time series,
shown in the top box. In the middle box, we show the globally
optimal segmentation for the input time series when all dimensions
share common segment boundaries. In this example, one can see
that the global segmentation provides a good description of the
sequence—in all dimensions most of the segments can be described
fairly well using a constant value. In this segmentation some of
the segments are not quite uniform. Furthermore, there are some
segment boundaries introduced in relatively constant pieces of the
sequence. The above representation problems can be alleviated if
one allows different segment boundaries among subsets of dimen-
sions, as shown in the lower box of Figure 4.1. We see that the seg-
mentation after clustering the dimensions in pairs {1, 2} and {3, 4}
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Figure 4.1: Example illustrating the usefulness of clustered segmen-
tations.
gives a tighter fit and a more intuitive description of the sequence,
even though the number of segments used for each cluster is smaller
than the number of segments used in the global segmentation.
In our setting, we are looking for a segmentation of a multidi-
mensional sequence when subsets of dimensions are allowed to be
clustered and segmented separately from other subsets. We call
this segmentation model clustered segmentation, and the problem
of finding the best clustered segmentation of a multidimensional
sequence the Clustered Segmentation problem.
Clustered segmentation can be used to extend and improve the
quality of results in many application domains. For example, con-
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sider the problem of “context awareness” as it arises in the area of
mobile communications. The notion of context awareness can prove
a powerful cue for improving the friendliness of mobile devices. In
such a setting, certain context states might be independent of some
sensor readings, therefore, a segmentation based on all sensors si-
multaneously would be a bad predictor.
The haplotype block structure discovery, is another problem from
the biology domain, where the clustered segmentation model can be
useful. One of the most important discoveries that came out of the
analysis of genomic sequences is the haplotype block structure. To
explain this notion, consider a collection of DNA sequences over
n marker sites for a population of p individuals. The “haplotype
block structure hypothesis” states that the sequence of markers can
be segmented in blocks, such that in each block most of the hap-
lotypes of the population fall into a small number of classes. The
description of these haplotype blocks can be further used, for ex-
ample, in the association of specific blocks with genetic-influenced
diseases [Gus02]. From the computational point of view, the prob-
lem of discovering haplotype blocks can be viewed as a partitioning
of a long multidimensional sequence into segments, such that, each
segment demonstrates low diversity among the different dimensions
(the individuals). Naturally, segmentation algorithms have been ap-
plied to this problem [DRS+01, KPV+03, PBH+01]. Since in this
setting the different dimensions correspond to different individuals,
applying the clustered segmentation model would allow for a clus-
tering of the population into groups. Each such group is expected
to have a distinct haplotype block structure. The existence of such
subpopulations gives rise to a mosaic structure of haplotype blocks,
which is a viable biological hypothesis [SHB+03, WP03].
In this chapter, we focus on formally defining the Clustered
Segmentation problem and devising algorithms for solving it in
practice. The results presented here have already appeared in [GMT04].
Note, that throughout this chapter we keep the problem definition
rather generic. That is, we discuss the Clustered Segmentation
problem and the corresponding algorithms for arbitrary (but easily
computable) error functions E. Only when a concrete error function
is necessary, we use the Ep error function for p = 1, 2.
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4.1 Problem definition
Let T = {T1, . . . , Td} be a d-dimensional sequence, where Ti is the
i-th dimension (signal, attribute, individual, etc.). We assume that
each dimension is a sequence of n values. The positions on each
dimension are naturally ordered, for example, in timeseries data the
order is induced by the time attribute, while in genomic data the
order comes from the position of each base in the DNA sequence.
In addition, we assume that the dimensions of the sequence are
aligned, that is, the values at the u-th position of all dimensions are
semantically associated (e.g., they correspond to the same time).
The clustered version of segmentation problem is defined as fol-
lows.
Problem 4.1 (The Clustered Segmentation problem) Given a
d-dimensional sequence T with n values in each dimension, error
function E defined on all subsequences and all dimensions of T ,
and integers k and c, find c k-segmentations S1, . . . , Sc, and an
assignment of the d dimensions to these segmentations such that
d∑
i=1
min
1≤j≤c
E(Ti, Sj)
is minimized.
In other words, we seek to partition the sequence dimensions into
c clusters, and to compute the optimal segmentation in each one
of these clusters in a way that the total error is minimized. Alter-
natively, we can use the Bayesian approach to define the variable-c
version of the problem, where the optimal value for c is sought, but
we assume that the value of c is given.
4.1.1 Connections to related work
The clustered segmentation problem, as stated above, is a form of
timeseries clustering. We want to put in the same cluster time series
that segment well together. The only difference is that in our case
we assume that the different time series correspond to the different
dimensions of the same sequence. There is abundance of work in
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timeseries clustering like for example in [VLKG03, KGP01]. Sev-
eral definitions for timeseries similarity have also been discussed
in the literature, for example, see [BDGM97, FRM94, ALSS95].
A key difference, however, is that in our formulation different di-
mensions are assigned to the same cluster if they can be segmented
well together, while most timeseries clustering algorithms base their
grouping criteria in a more geometric notion of similarity.
The formulation of Problem 4.1 suggests that one can consider
clustered segmentation as a k-median type of problem (e.g., see [LV92]),
where k = c. However, the main difficulty with trying to apply
k-median algorithms in our setting, is that the search space is ex-
tremely large. Furthermore, for k-median algorithms it is often the
case that a“discretization”of the solution space can be applied (seek
for solutions only among the input points). Assuming the triangle
inequality, this discretization degrades the quality of the solution
by a factor of at most 2. In our setting, however, the solution
space (segmentations) is different from the input space (sequence),
and also many natural distance functions between sequences and
segmentations do not form a metric.
Finally, our problem is also related with the notion of segmenta-
tion problems as introduced by Kleinberg et al. [KPR98]. In [KPR98],
starting from an optimization problem, the “segmented” version of
that problem is defined by allowing the input to be partitioned in
clusters, and considering the best solution for each cluster sepa-
rately. To be precise, in the terminology of [KPR98] our problem
should be called “Segmented Segmentation”, since in our case the
optimization problem is the standard segmentation problem. Even
when starting from very simple optimization problems, their corre-
sponding segmented versions turn out to be hard.
4.1.2 Problem complexity
In this section we demonstrate the computational hardness of the
clustered segmentation problem. In our case, the optimization prob-
lem we start with is the SEGSUM problem. As usual we focus on
the cases where the error function is Ep with p = 1, 2. We al-
ready know that in these cases the SEGSUM problem is solvable in
O(n2k) time. Not surprisingly the corresponding Clustered Seg-
mentation problem is NP-hard problem.
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Figure 4.2: The construction used for transforming an instance of
the Set Cover problem to an instance of the Clustered Segmen-
tation problem in the proof of Theorem 4.1.
Theorem 4.1 The Clustered Segmentation problem (Problem 4.1),
with real-valued sequences, and cost function Ep, is NP-hard.
Proof.
We give here the proof for error function E1. The proof for error
function E2 is identical. The problem from which we obtain the
reduction is the Set Cover, a well-known NP-hard problem [GJ79].
An instance of the Set Cover specifies a ground set U of n elements,
a collection C of m subsets of U , and a number c. The question is
whether there are c sets in the collection C whose union is the ground
set U .
Given an instance of the Set Cover, we create an instance of the
Clustered Segmentation as follows: we form a sequence with n
dimensions. In each dimension there are 2m+1 “runs”, all of equal
number of points. There are two types of runs; High and Low, and
these two types are alternating across the sequence. All High runs
have all their values equal to 1. The Low runs are indexed from 1
to m and they in turn can be of two types: Z and E. Z-Low runs
have all their values equal to 0. E-Low runs are split in two pieces,
so that the E function on such a run incurs cost exactly ǫ. The
construction can be seen schematically in Figure 4.2.
The instance of the Set Cover is encoded in the Low runs. If
the j-th set of C contains the i-th element of U , then the j-th Low
run of the i-th dimension is set to type E, otherwise it is set to
type Z. Assume that in total there are L Low runs of type E. We
would ask for clustered segmentation, in which each cluster has a
k-segmentation with k = 2m+ 2 segments. By setting ǫ to be very
small, the 2m+ 1 segments would be separating the High from the
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Low runs, and there would be the freedom to segment one more E-
Low-type run in order to save an additional cost of ǫ per dimension.
The question to ask is whether there is a clustered segmentation
with c clusters that has cost at most (L − n)ǫ. This is possible if
and only if there is a solution to the original Set Cover problem.
For the one direction we need to show that if there exists a set
cover of size c, then there exists a clustered segmentation with c
clusters, 2m+ 2 segments, and error less than (L− n)ǫ. Given the
set cover we can construct the clusters of the dimensions in such a
way that dimensions i and j are put in the same cluster if there is a
set in the set cover that contains elements i and j (ties are broken
arbitrarily). It is apparent that this grouping of dimensions into
c groups returns a clustered segmentation that has error at most
(L− n)ǫ.
For the reverse direction we have to show that if there is a clus-
tered segmentation with c clusters, 2m + 2 segments per cluster,
and error less than (L − n)ǫ, then there is a set cover of size c.
Since the error of the clustered segmentation is at most (L−n)ǫ, at
least n E-Low runs have been broken into two segments. Since we
ask for (2m+ 2)-segmentation per cluster only one such break can
be done in each dimension, segmenting one E-Low run into two.
For this to happen, the clustering of dimensions has been done in
such a way, that all the dimensions in the same cluster have the
same E-Low segment been segmented. Given the solution of the
Clustered Segmentation problem with c clusters we can obtain
a solution of size c to the Set Cover problem as follows. Let Ti a
set of dimensions grouped together in one of the c clusters of the
clustered segmentation. For each such group pick a set Ci′ from the
original Set Cover problem such that Ti ⊆ Ci′ . By construction,
such a set always exists for every cluster of the solution.
4.2 Algorithms
In this section we describe four algorithms for solving the Clus-
tered Segmentation problem. The first two are based on the def-
inition of two different distance measures between sequence seg-
mentations. Then they use a standard clustering algorithm (e.g.,
K-means) on the pairwise distance matrix. The K-means is a hill
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climbing algorithm that is not guaranteed to converge to a global
optimum. However, it is widely used because it is efficient and
it works very well in practice. Variations of the K-means algo-
rithm have been proposed for timeseries clustering, as for example
in [VLKG03].
The main idea of the K-means algorithm is the following: Given
N points to be clustered and a distance function dist between them,
the algorithm starts by selecting K random points as cluster centers
and assigning the rest of the N − K points to the closest cluster
center, according to dist. In that wayK clusters are formed. Within
each cluster the cluster representative is selected and the process
continues iteratively with these means as the new cluster centers,
until convergence.
The two distance functions we define here are rather intuitive
and simple. The first one, DE , is based on the mutual exchange of
optimal segmentations of the two sequences and the evaluation of
the additional error such an exchange introduces. Therefore, two
sequences are similar if the optimal segmentation of the one de-
scribes well the second, and vice versa. The second distance func-
tion, DP evaluates the distance between two sequences by com-
paring the probabilities of each position in the sequence being a
segment boundary.
The other two algorithms are randomized methods that cluster
sequences using segmentations as “centroids”. In particular, we use
the notion of a distance between a segmentation and a sequence,
which is the error induced to the sequence when the segmentation is
applied to it. These algorithms treat the Clustered Segmentation
problem as a model selection problem and they try to find the best
such clustered segmentation model that describes the data. The
first algorithm, SamplSegm, is a sampling algorithm and it is moti-
vated by the theoretical work presented in [KPR98, Ind99, COP03].
The second, IterClustSegm, is an adaptation of the popular K-
means algorithm. Both algorithms are simple and intuitive and
they perform well in practice.
The optimal dynamic programming algorithm that uses Recur-
sion (2.3) is used as a subroutine by all our methods. That is,
whenever we decide upon a good grouping of the dimensions, we
use this optimal dynamic programming algorithm to determine the
optimal segmentation of this group.
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4.2.1 The DE distance function between segmentations
The goal of our clustering is to cluster together dimensions in such
a way that similarly segmented dimensions are put in the same
cluster, while the overall cost of the clustered segmentation is min-
imized. Intuitively this means that a distance function is appro-
priate if it quantifies how well the optimal segmentation of the one
sequence describes the other one and vice versa. Based on exactly
this notion of “exchange” of optimal segmentations of sequences, we
define the distance function DE in the following way.
Given two dimensions Ti, Tj and their corresponding optimal k-
segmentations S∗i , S
∗
j ∈ Sn,k, we define the distance of Ti from S∗j
denoted by DE(Ti, S
∗
i |S∗j ) as
DE(Ti, S
∗
i |S∗j ) = E(Ti, S∗j )−E(Ti, S∗i ).
However, in order for the distance to be symmetric we alternatively
use the following definition of DE .
DE(Ti, S
∗
i , Tj , S
∗
j ) = DE(Ti, S
∗
i |S∗j ) +DE(Tj , S∗j |S∗i ).
4.2.2 The DP distance function between segmentations
Distance function DP is based on comparing two dimensions (or in
general two time series of the same length) via comparing the proba-
bility distributions of their points being segment boundaries. A sim-
ilar approach to compute these probabilities is presented in [KPV+03].
The basic idea for DP comes from the fact that we can associate
with each dimension Ti (with 1 ≤ i ≤ d), a probability distribution
Pi. For a given point t ∈ {1, . . . , n} the value of Pi(t) is defined to
be the probability of the t-th point being a segment boundary in a
k-segmentation of sequence Ti. The details of how this probability
distribution is evaluated will be given shortly. Once every dimension
Ti is associated with the probability distribution Pi, we can define
the distance between two dimensions Ti and Tj as the variational
distance between the corresponding probability distributions Pi and
Pj
1. Therefore, we define the distance function DP (Ti, Tj) between
the dimensions Ti and Tj as
1Other measures for comparing distributions, for example the KL-divergence,
could also be used for that.
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DP (Ti, Tj) = VarD(Pi, Pj) =
∑
1≤t≤n
|Pi(t)− Pj(t)| . (4.1)
We devote the rest of this paragraph to describe how we can eval-
uate the probability distributions Pi for every dimension Ti. We also
discuss the intuition behind these calculations. In order to proceed
we need to extend our notation, so that it handles segmentations
of subsequences and “subsegmentations”. Given a sequence T , we
have already used T [i, j], with i < j, to denote the subsequence
of T that contains all points between positions i and j. Similarly
for a segmentation S with boundaries {s0, . . . , sk} we use S[i, j] to
denote the set of boundaries {i, j} ∪ {b ∈ S | i ≤ b ≤ j}. That is,
S[i, j] contains all the boundaries of S in positions between points
i and j, as well as the boundaries i and j themselves. Finally, we
denote by S[i, j] the family of all segmentations that can be defined
on the interval between positions i and j.
Denote by PT (t) the probability that point t is a segment bound-
ary in a k-segmentation of sequence T and by S(t)k the set of all
k-segmentations of T that have a boundary at point t. Then, for a
given sequence T , we are interested in computing
PT (t) = Pr(S(t)k |T ), (4.2)
for every point t ∈ T .
Equation (4.2) uses conditional probabilities of segmentations
given a specific sequence. By the definition of probability, Equa-
tion (4.2) can be rewritten as
Pr(S(t)k |T ) =
Pr(S(t)k , T )
Pr(Sk, T )
=
∑
S′∈S
(t)
k
Pr(S′, T )∑
S∈Sk
Pr(S, T )
. (4.3)
For the joint probabilities of segmentation and sequence, Pr(S, T ),
it holds that
Pr(S, T ) =
1
Z
e−
P
s¯∈S E(T [s¯],s¯), (4.4)
where s¯ is a segment of segmentation S and T [s¯] is the subsequence
of T defined by the boundaries of segment s¯. Also Z is a normalizing
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constant that cancels out when substituting the joint probabilities
into Equation (4.3). Equation (4.4) assigns a probability for every
segmentation S when applied to sequence T . For every segmenta-
tion S it considers every segment s¯ ∈ S. The existence of each such
segment introduces some error in the representation of the sequence
T . The points of the sequence that are affected by the existence
of s¯ are the points in T [s¯]. For error function E, this error valu-
ates to E(T [s¯], s¯). Giving to this error a likelihood interpretation,
we can say that when segment s¯ causes large error in T [s¯], then a
model (aka segmentation) that contains s¯ is not a good model for
sequence T , and thus it should be picked with small probability.
Equation (4.4) suggests that the probability of a segment s¯ existing
in the picked segmentation is proportional to e−E(T [s¯],s¯). That is,
segmentations that consist of segments that cause large errors in
the representation of the sequence T should also have small prob-
ability of being picked. The probability of a segmentation S is the
product of the probabilities of the segments appearing to them and
thus proportional to e−
P
s¯∈S E(T [s¯],s¯). Substituting Equation (4.4)
in (4.3) allows us to compute the probability of point t being a
segment boundary.
Now we discuss how to evaluate Equation (4.3) algorithmically
using dynamic programming. First, for a given segmentation S and
segment s¯i with boundaries si−1 and si we define
q(si−1, si) = e
−E(T [s¯],s¯).
For any interval [t, t′] ∈ T and for segmentations that have ex-
actly i-segments (where 1 ≤ i ≤ k) we also define
Qi(t, t
′) =
∑
S∈Si[t,t′]
∏
s¯i∈S
q(si−1, si).
Since S(t)k contains all segmentations in the Cartesian product Si[1, t]×
Sk−i[t+ 1, n], for 1 ≤ i ≤ k, we have that
Pr(S(t)k |T ) =
∑
1≤i<k
Qi(1, t)Qk−i(t+ 1, n)
Qk(1, n)
.
Overall, the dynamic programming recursions that allow us to
compute the probabilities of points being segment boundaries when
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considering segmentations with fixed number of segments i (with
1 ≤ i ≤ k) are
Qi(1, b) =
∑
1≤a≤b
Qi−1(1, a− 1)q(a, b) (4.5)
and
Qi(a, n) =
∑
a≤b≤n
q(a, b)Qi−1(b+ 1, n). (4.6)
The above recursions give the following corollary.
Corollary 4.1 For a given sequence T of length n, computing the
probability of each point t ∈ {1, . . . , n} being a segment boundary
can be done in time O(n2k) using the dynamic programming recur-
sions defined in Equations (4.5) and (4.6).
Once the probability distributions Pi are computed for every
dimension Ti, the pairwise probabilistic distances between pairs of
dimensions are evaluated using Equation (4.1).
4.2.3 The SamplSegm algorithm
The basic idea behind the SamplSegm approach is that if the data
exhibit clustered structure, then a small sample of the data would
exhibit the same structure. The reason is that for large clusters in
the dataset one would expect that it is adequate to sample enough
data, so that these clusters appear in the sample. At the same time,
one can possibly afford to miss data from small clusters in the sam-
pling process, because small clusters do not contribute much in the
overall error. Our algorithm is motivated by the work of [KPR98],
where the authors propose a sampling algorithm in order to solve
the segmented version of the catalog problem. Similar ideas have
been used successfully in [Ind99] for the problem of clustering in
metric spaces.
For the Clustered Segmentation problem we adopt a natural
sampling-based technique. We first sample uniformly at random a
small set A of r log d dimensions, where r is a small constant. Then,
we search exhaustively all possible partitions of A into c clusters
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C1, . . . , Cc. For each cluster Cj we find the optimal segmentation
Sj ∈ Sk for the set of dimensions in Cj . Each one of the remaining
dimensions Ti /∈ A, are assigned to cluster Cj that minimizes the
error E(Ti, Sj). The partitioning of the sample set A that causes
the least total error is considered to be the solution found for the
set A. The sampling process is repeated with different sample sets
A for a certain number of times and the best result is reported as
the output of the sampling algorithm.
When the size of the sample set is logarithmic in the number of
dimensions, the overall running time of the algorithm is polynomial.
In our experiments, we found that the method is accurate for data
sets of moderate size, but it does not scale well for larger data sets.
4.2.4 The IterClustSegm algorithm
The IterClustSegm algorithm is an adaptation of the widely used
K-means algorithm. The only difference here is that the cluster
centers are replaced by the common segmentation of the dimensions
in the cluster and the distance of a sequence from the cluster center
is the error induced when the cluster’s segmentation is applied to
the sequence.
Therefore, in our case, the c centers correspond to c different seg-
mentations. The algorithm is iterative and at the t-th iteration step
it keeps an estimate for the solution segmentations St1, . . . , S
t
c, which
is to be refined in the consecutive steps. The algorithm starts with a
random clustering of the dimensions, and it computes the optimal
k-segmentation for each cluster. At the (t + 1)-th iteration step,
each dimension Ti is assigned to the segmentation S
t
j for which the
error E(Ti, S
t
j) is minimized. Based on the newly obtained clusters
of dimensions, new segmentations St+11 , . . . , S
t+1
c are computed, and
the process continues until there is no more improvement in the re-
sult. The complexity of the algorithm is O(I(cd+cP (n, d))), where
I is the number of iterations until convergence, and P (n, d) is the
complexity of segmenting a sequence of length n and d dimensions.
For error function Ep with p = 1, 2, P (n, d) = O(n
2kd).
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4.3 Experiments
In this section we describe the experiments we performed in order
to evaluate the validity of the clustered segmentation model and
the behavior of the suggested algorithms. For our experiments we
used both synthetically generated data, as well as real timeseries
data. For all cases of synthetic data, the algorithms find the true
underlying model that was used to generate the data. For the real
data we found that in all cases clustered segmentations, output by
the proposed algorithms, introduce less error in the representation
of the data than the non-clustered segmentations.
4.3.1 Ensuring fairness in model comparisons
In the experimental results shown in this section we report the ac-
curacy in terms of error. Our intention is to consider the error as
a measure of comparing models; a smaller error indicates a better
model. Note though that this can only be the case when the com-
pared models have the same number of parameters. It would be
unfair to compare the error induced by two models with different
number of parameters, because the trivial model of each point de-
scribed by itself would induce the the least error and would be the
best.
For this reason when comparing the error of two representations
we make sure that the underlying models have the same number
of parameters. We guarantee this fairness in the comparison as
follows. Consider a k-segmentation for a d-dimensional sequence
T ∈ Tn. If no clustering of dimensions is considered, the number
of parameters that are necessary to describe this k-segmentation
model is k(d + 1). This number comes from the fact that we have
k segments and for each segment we need to specify its starting
point and its mean, which is a d-dimensional point. Consider now
a clustered segmentation of the sequence with c clusters and k′
segments per cluster. The number of parameters for this model is
d+
∑c
i=1 k
′(di + 1) = d+ k
′(d+ c), since, in addition to specifying
the starting points and the representative points for each cluster, we
also need d parameters to indicate the cluster that each dimension
belongs to. In our experiments, in order to compare the errors
induced by the two models we select parameters so that k(d+1) =
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d+ k′(d+ c). This ensures fairness in our comparisons.
4.3.2 Experiments on synthetic data
We first describe our experiments on synthetic data. For the pur-
pose of this experiment, we have generated sequence data from a
known model, and the task is to test if the suggested algorithms
are able to discover that model.
The synthetic datasets were generated as follows: the d dimen-
sions of the generated sequence were divided in advance into c clus-
ters. For each cluster we select k segment boundaries, which are
common for all the dimensions in that cluster, and for the j-th seg-
ment of the i-th dimension we select a mean value µij, which is
uniformly distributed in [0, 1]. Points are then generated by adding
a noise value sampled from the normal distribution N (µij, σ2). An
example of a small data set generated by this method is shown
in Figure 4.1. For our experiments we fixed the values n = 1000
points, k = 10 segments, and d = 200 dimensions. We created
different data sets using c = 2, ..., 6 clusters and with standard de-
viations varying from 0.005 to 0.16.
The results for the synthetically generated data are shown in
Figure 4.3. One can see that the errors of the reported clustered
segmentation models are typically very low for all of our algorithms.
In most of the cases all proposed methods approach the true error
value. Since our algorithms are randomized we repeat each one of
them for 5 times and report the best found solution. Apart from
the errors induced by the proposed algorithms, the figures include
also two additional errors. The error induced by the non-clustered
segmentation model with the same number of parameters and the
error induced by the true model that has been used for generating
the data (“ground-truth”). The first one is always much larger than
the error induced by the models reported by our algorithms. In all
the comparisons between the different segmentation models we take
into consideration the fairness criterion discussed in the previous
section.
As indicated in Figure 4.3(a) the difference in errors becomes
smaller as the standard deviation of the dataset increases. This is
natural since as standard deviation increases all dimensions tend to
become uniform and the segmental structure disappears. The error
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Figure 4.3: Error of segmentations on synthetic data sets.
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of the clustered segmentation model as a function of the true un-
derlying number of clusters is shown in Figure 4.3(b). The better
performance of the clustered model is apparent. Notice that the
error caused by the non-clustered segmentation is an order of mag-
nitude larger than the corresponding clustered segmentation results
and thus omitted from the plot.
4.3.3 Experiments on timeseries data
Next, we tested the behavior of the clustered segmentation model
on real timeseries data sets obtained by the UCR timeseries data
mining archive [KF02]. We used the phone and the spot exrates
data sets of the archive. The phone data set consists of 8 dimen-
sions each one corresponding to the value of a sensor attached to a
mobile phone. For the clustered segmentation we used number of
segments k = 8 and number of clusters c = 2, 3 and 4. For the non-
clustered segmentation we used k = 10, 11, and 11, respectively
so that we again guarantee a fair comparison. Figure 4.4(a) shows
the error induced by the clustered and the non-clustered segmen-
tations for different number of clusters. Apparently, the clustered
segmentation model reduces by far the induced error. SamplSegm,
IterClustSegm and clustering using DE are all giving the same
level of error, with clustering using DP performing almost equally
well, and in all cases better than the non-clustered segmentation.
Analogous results are obtained for the spot exrates data set as
illustrated in Figure 4.4(b). This data set contains the spot prices
(foreign currency in dollars) and the returns for daily exchange rates
of the 12 different currencies relative to the US dollar. There are
2566 daily returns for each of these 12 currencies, over a period of
about 10 years (10/9/86 to 8/9/96). For our experiments we used
number of segments k = 10 and number of clusters c = 2, 3, and 4
for the clustered segmentations. For the non-clustered segmentation
we used k = 12, 12 and 13, respectively.
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Figure 4.4: Real timeseries data: error of the segmentations as a
function of the number of clusters used in the clustered segmenta-
tion model.
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4.3.4 Experiments on mobile sensor data
Finally, we tested the behavior of the proposed methods on the
benchmark dataset for context recognition described in [MHK+04].2
The data were recorded using microphones and a sensor box, at-
tached to a mobile phone. The combination was carried by the
users during the experiments and the data were logged. The sig-
nals collected were transformed into 29 variables (dimensions) the
values of which have been recorded for some periods of time.
The dataset basically contains 5 scenarios each one repeated for
a certain number of times. The 29 variables recorded correspond
to 29 dimensions and are related to device position, device stability,
device placement, light, temperature, humidity, sound level and user
movement.
The results of the clustered segmentations algorithms for sce-
nario 1 and 2 are shown in Figures 4.5(a) and 4.5(b). For the rest
of the scenarios the results are similar and thus omitted. Since some
dimensions in the different scenarios are all constant we have de-
cided to ignore them. Therefore, from a total of 29 dimensions we
have considered 20 for scenario 1, 19 for scenario 2, 16 for scenario
3, 14 for scenario 4 and 15 for scenario 5.
For the case of clustered segmentations we set k = 5 and c =
2, 3, 4, 5 for all the scenarios, while the corresponding values of k
for the non-clustered segmentation that could guarantee fairness of
comparison of the results was evaluated to be k = 6, 7 depending on
the value of c and the number of dimensions in the scenario. The
error levels using the different segmentation models are shown in
Figures 4.5(a) and 4.5(b). In all cases, the clustered segmentation
model found by any of our four methods has much lower error level
than the corresponding non-clustered one. Some indicative cluster-
ings of the dimensions of scenario 1 using the proposed methods
are shown in Table 4.1. Notice that the clustering shown in Table
4.1 reflects an intuitive clustering of dimensions. The first cluster
contains only dimensions related to the “Position” , the “Stability”
and the “Placement” of the device. The second cluster puts to-
gether all time series related to the “Humidity” of the environment.
The third cluster consists of dimensions related to the “Light” and
2The dataset is available at http://www.cis.hut.fi/jhimberg/contextdata/index.shtml
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the “Sound Pressure” of the environment as well as the user move-
ment. Finally, the last cluster contains all the dimensions related
to the “Temperature” of the environment as well as the dimensions
that corresponds to the “Running” dimensions that characterizes
the user movement. This last result raises some suspicions, since
running is the only user action related dimension that is clustered
separately from the other two. However, this can be quite easily
explained by observing Figure 4.6. It is obvious that segmentation-
wise, dimensions “UserAction: Movement: Walking” and “‘UserAc-
tion: Movement: WalkingFast” are much closer to each other than
they are with “UserAction: Movement: Running”. On the other
hand, the latter dimension can be easily segmented using segmen-
tation boundaries of dimensions“Environment:Temperature:Warm”
and “Environment:Temperature:Cool”. Similar observations can be
made also for the rest of the clusterings obtained using the other
three proposed methods. Indicatively we show in Table 4.2 the
clustering obtained using K-means algorithm for the same number
of clusters and using L1 as the distance metric between the differ-
ent dimensions. There is no obvious correspondence between the
clustering found using this method and the clustering of dimensions
induced by their categorization.
4.3.5 Discussion
The experimental evaluation performed on both synthetic and real
data indicates that the clustered segmentation model is a more pre-
cise alternative for describing the data at hand, and all the proposed
methods find models that show much smaller error than the error of
the equivalent non-clustered segmentation model, in all the consid-
ered cases. Overall, in the case of synthetic data the true underlying
model, used for the data generation, is always found. For the real
data, the true model is unknown and thus we base our conclusions
on the errors induced by the two alternative models when the same
number of parameters is used. The proposed algorithms are intu-
itive and they perform well in practice. For most of the cases they
give equivalent results and they find almost the same models.
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Figure 4.5: Context-recognition dataset: error of the segmentations
as a function of the number of clusters used in the clustered seg-
mentation model.
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Device:Placement:AtHand
Environment:Humidity:Humid,
Environment:Humidity:Normal,
Environment:Humidity:Dry
Environment:Light:EU,
Environment:Light:Bright,
Environment:Light:Normal,
Environment:Light:Dark,
Environment:Light:Natural,
Environment:SoundPressure:Silent,
Environment:SoundPressure:Modest,
UserAction:Movement:Walking,
UserAction:Movement:WalkingFast
Environment:Temperature:Warm,
Environment:Temperature:Cool,
UserAction:Movement:Running
Table 4.1: The clustering of the dimensions of Scenario 1 into 4
clusters using IterClustSegm algorithm.
Environment:Humidity:Dry
Environment:Light:Bright,
Environment:Light:Natural,
UserAction:Movement:WalkingFast
Device:Position:AntennaUp,
Device:Stability:Unstable,
Environment:Light:EU,
Environment:Light:Normal,
Environment:Temperature:Warm,
Environment:Humidity:Humid,
Environment:SoundPressure:Silent,
UserAction:Movement:Walking
Device:Position:DisplayDown,
Device:Stability:Stable,
Device:Placement:AtHand,
Environment:Light:Dark,
Environment:Temperature:Cool,
Environment:Humidity:Normal,
Environment:SoundPressure:Modest,
UserAction:Movement:Running’
Table 4.2: Clustering of the dimensions of Scenario 1 into 4 clusters
using L1 distance K-means.
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Figure 4.6: Subset of dimensions of Scenario 1 dataset; Visual
inspection shows that UserAction:Movement:Running can be seg-
mented well together with the “Environment”variables rather than
the other “UserAction” variables.
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4.4 Conclusions
In this chapter we have introduced the clustered segmentation prob-
lem where the task is to cluster the dimensions of a multidimen-
sional sequence into c clusters so that the dimensions grouped in
the same cluster share the same segmentation points. The prob-
lem when considered for real-valued sequences and cost function
Ep is NP-hard. We described simple algorithms for solving the
problem. All proposed methods perform well for both synthetic
and real data sets consisting of timeseries data. In all the cases
we experimented with, the clustered segmentation model seems to
describe the datasets better than the corresponding non-clustered
segmentation model with the same number of parameters.
CHAPTER 5
Segmentation with
rearrangements
So far we have assumed as input a sequence T consisting of n points
{t1, . . . , tn}, with ti ∈ Rd. We have primarily focused on finding a
segmentation S of T taking for granted the order of the points in
T . That is, we have assumed that the correct order of the points
coincides with the input order. In this chapter we assume that the
order of the points in T is only approximately correct. That is,
we consider the case where the points need a “gentle” rearrange-
ment (reordering). This reordering will result in another sequence
T ′, which consists of the same points as T . Our focus is to find
the rearrangement of the points such that the segmentation error
of the reordered sequence T ′ is minimized. We call this alterna-
tive formulation of the segmentation problem Segmentation with
Rearrangements.
Motivating example: Consider the real-life example where there
are many sensors, located at different places, reporting their mea-
surements to a central server. Assume that at all time points the
sensors are functioning properly and they send correct and useful
data to the server. However, due to communication delays or mal-
functions in the network, the data points do not arrive to the server
in the right order. In that case segmenting, or in general analyzing,
the data taking for granted the order in which the points arrive
may result in misleading results. On the other hand, choosing to
ignore data points that seem to be incompatible with their tempo-
ral neighbors leads to omitting possibly valuable information. In
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such cases, it seems sensible to try to somehow “correct” the data
before analyzing them. Omitting some data points is, of course, a
type of correction. However, in this chapter we argue that there are
cases where it makes more sense to attempt more gentle correction
methodologies.
Related work: This chapter is closely related to the literature on
segmentation algorithms. A thorough review of these algorithms
can be found in Chapter 2. The Segmentation with Rearrange-
ments problem is a classical Segmentation problem, where all the
points appearing in the sequence are assumed to have correct val-
ues. However the structure of the sequence itself may be erroneous.
Thus, in this problem we are given the additional freedom to move
points around in order to improve the segmentation error. To the
best of our knowledge, the problem of Segmentation with Rear-
rangements has not been studied in the literature. Reordering tech-
niques over the dimensions of multidimensional data have been pro-
posed in [VPVY06]. The goal of this technique is mainly to improve
the performance of indexing structures that allow for more efficient
answering of similarity (e.g., k-NN queries). Slightly related is the
work on identifying “unexpected”or surprising behavior of the data
used for various data mining tasks. The mainstream approaches for
such problems find the data points that exhibit surprising or unex-
pected behavior and remove them from the dataset. These points
are usually called outliers, and their removal from the dataset allows
for a cheapest (in terms of model cost) and more concise representa-
tion of the data. For example, [JKM99, MSV04] study the problem
of finding outliers (or deviants as they are called) in timeseries data.
More specifically, their goal is to find the best set of deviants that
if removed from the dataset, the histogram built using the rest of
the points has the smallest possible error. Although our problem
definition is different from the one presented in [JKM99, MSV04]
we use some of their techniques in our methodology. Similarly, the
problem of finding outliers in order to improve the results of clus-
tering algorithms has been studied in [CKMN01]. Finally, the task
of detecting outliers itself has motivated lots of interesting research.
The main idea there is again to find points or patterns that exhibit
different behavior from the normal. Examples of such research ef-
forts are presented in [CSD98, KNT00, PKGF03, ZKPF04].
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5.1 Problem formulation
In this section we formally define the Segmentation with Rear-
rangements problem. Assume an input sequence T = {t1, . . . , tn}.
We associate the input sequence with the identity permutation τ
i.e., the i-th observation is positioned in the i-th position in the
sequence. Our goal is to find another permutation π of the data
points in T . There are many possible ways to permute the points
of the initial sequence T . Here we allow two types of rearrange-
ments of the points, namely, bubble-sort swaps (or simply swaps)
and moves.
• Bubble-Sort Swaps: A bubble-sort swap B(i, i + 1) when ap-
plied to sequence T = {t1, . . . , tn} causes the following rear-
rangement of the elements of T : B(i, i+1)◦T = {t1, . . ., ti+1,
ti, ti+2, . . ., tn}.
• Moves: A move corresponds to a single-element transposi-
tion [HS05]. That is, a move M(i → j) (with i < j) when
applied to sequence T = {t1, . . . , tn} causes the following re-
arrangement of the elements in T : M(i → j) ◦ T = {t1, . . .,
ti−1, ti+1, . . ., tj−1, ti, tj, tj+1, . . ., tn}.
We usually apply a series of swaps or moves to the initial se-
quence. We denote by B such a sequence of bubble-sort swaps and
byM a sequence of single-element transpositions. When a sequence
of swaps (or moves) is applied to the input sequence T we obtain a
new sequence TB ≡ B ◦ T (or TM ≡M◦ T ). Finally we denote by
|B| (or |M|) the number of bubble-sort swaps (or moves) included
in the sequence B (or M).
We use the generic term operation to refer to either swaps or
moves. The transformation of the input sequence T using a series
of operations O (all of the same type) is denoted by O ◦ T ≡ TO.
Given the above notational conventions, we are now ready to define
the generic Segmentation with Rearrangements problem.
Problem 5.1 (Segmentation with Rearrangements) Given sequence
T of length n, integer values C and k, and error function E, find a
sequence of operations O such that
O = argmin
O
′
E
(
Sopt
(
T
O
′ , k
))
,
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with the restriction that |O| ≤ C.
When the operations are restricted to bubble-sort swaps the
corresponding segmentation problem is called Segmentation with
Swaps, while when the operations are restricted to moves, we call
the corresponding segmentation problem Segmentation with Moves.
As in all the previous chapters we mainly focus on the Ep error
measure, and particularly we are interested in the cases where p =
1, 2 (see Equation (2.2)).
5.2 Problem complexity
Although the basic k-segmentation problem (Problem 2.1) is solv-
able in polynomial time the alternative formulations we study in
this chapter are NP-hard.
We first argue the NP-hardness of the Segmentation with Swaps
and Segmentation with Moves for the case of error function Ep
with p = 1, 2 and for sequence T = {t1, . . . , tn} with ti ∈ Rd and
d ≥ 2. Consider for example, the Segmentation with Swaps prob-
lem with C = n2. This value for C allows us to move any point
freely to arbitrary position, irrespective to its initial location. Thus
the Segmentation with Swaps problem with C = n2 is the well-
studied clustering problem. For p = 1 it is the Euclidean k-
median problem, and for p = 2 it is the k-means problem of finding
k points such that the sum of distances to the closest point is min-
imized. Both these problems can be solved in polynomial time for
1-dimensional data [MZH83], and both are NP-hard for dimensions
d ≥ 2 [GJ79]. Similar observation holds for the Segmentation with
Moves problem when setting C = n. In this case again the Segmen-
tation with Moves problem becomes equivalent to the k-median
(for p = 1) and the k-means (for p = 2) clustering problems.
Lemma 5.1 The Segmentation with Swaps and the Segmenta-
tion with Moves problems are NP-hard, for p = 1, 2 and dimen-
sionality d ≥ 2.
Proof. Assume the Segmentation with Swaps problem with
C ≥ n2. In this case, the budget C on the number of swaps allows
us to move every point at any position in the sequence. That is,
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the initial ordering of the points is indifferent. Then, the Segmen-
tation with Swaps problem becomes equivalent to clustering into
k clusters. Thus, for C ≥ n2 and p = 1, solving Segmentation
with Swaps would be equivalent to solving the k-median clustering
problem. Similarly, for p = 2 the problem of Segmentation with
Swaps becomes equivalent to k-means clustering.
The NP-hardness proof of the Segmentation with Moves prob-
lem is identical. The only difference is that Segmentation with
Moves becomes equivalent to clustering when our budget is C ≥ n.

We now further focus our attention on the Segmentation with
Swaps problem and we study its complexity for d = 1. We have the
following lemma.
Lemma 5.2 For error function Ep, with p = 1, 2, the Segmenta-
tion with Swaps problem is NP-hard even for dimension d = 1.
Proof. The result is by reduction from the Grouping by Swap-
ping problem [GJ79], which is stated as follows:
Instance: Finite alphabet Σ, string x ∈ Σ∗, and a positive integer
K.
Question: Is there a sequence of K or fewer adjacent symbol in-
terchanges that converts x into a string y in which all occur-
rences of each symbol a ∈ Σ are in a single block, i.e., y has
no subsequences of the form aba for a, b ∈ Σ and a 6= b?
Now, if we can solve Segmentation with Swaps in polynomial
time, then we can solve Grouping by Swapping in polynomial time
as well. Assume string x input to the Grouping by Swapping prob-
lem. Create an one-to-one mapping f between the letters in Σ and
a set of integers, such that each letter a ∈ Σ is mapped to f(a) ∈ N.
In this way, the input string x = {x1, . . . , xn} is transformed to an
1-dimensional integer sequence f(x) = {f(x1), . . ., f(xn)}, such
that each f(xi) is an 1-dimensional point. The question we ask is
whether the algorithm for the Segmentation with Swaps can find
a segmentation with error Ep = 0 by doing at most K swaps. If
the answer is “yes”, then the answer to the Grouping by Swapping
problem is also “yes” and vice versa. 
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A corollary of the above lemma is that we cannot hope for an ap-
proximation algorithm for the Segmentation with Swaps problem
with bounded approximation ratio. Lets denote by EA the error
induced by an approximation algorithm A of the Segmentation
with Swaps problem and by E∗ the error of the optimal solution to
the same problem. The following corollary shows that there does
not exist an approximation algorithm for the Segmentation with
Swaps problem such that EA ≤ α·E∗ for any α > 1, unless P = NP.
Corollary 5.1 There is no approximation algorithm A for the Seg-
mentation with Swaps problem such that EAp ≤ α·E∗p , for p = 1, 2
and α > 1, unless P = NP.
Proof. We will prove the corollary by contradiction. Assume that
an approximation algorithm A with approximation factor α > 1 ex-
ists for the Segmentation with Swaps problem. This would mean
that for every instance of the Segmentation with Swaps problem
it holds that
EAp ≤ α · E∗p .
Now consider again the proof of Lemma 5.2 and the Grouping
by Swapping problem. Assume the string x ∈ Σ∗ the input to
the Grouping by Swapping problem and let f be the one-to-one
transformation of sequence x to the sequence of integers f(x). The
instance of the Grouping by Swapping problem with parameter K
has an affirmative answer if and only if the Segmentation with
Swaps problem has an affirmative answer for error Ep = 0 and
C = K. This instance of the Segmentation with Swaps has error
E∗p = 0. Therefore, if we feed this instance to the approximation
algorithm A it would output a solution with EAp = 0 and thus using
algorithm A we could decide the Grouping by Swapping problem.
However, since Grouping by Swapping is NP-hard, the assumption
of the existence of the polynomial time approximation algorithm A
is contradicted. 
5.3 Algorithms
In this section we give a description for our algorithmic approaches
for the generic Segmentation with Rearrangements problem. Only
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when necessary, we focus our discussion to the specific rearrange-
ment operations that we are considering, namely the moves and the
swaps.
5.3.1 The Segment&Rearrange algorithm
Since our problem is NP-hard, we propose algorithms that are sub-
optimal. The general algorithmic idea, which we will describe in this
section and expand in the sequel, is summarized in Algorithm 5. We
call this algorithm Segment&Rearrange and it consists of two
steps. In the first step it fixes a segmentation of the sequence. This
segmentation is the optimal segmentation of the input sequence T .
Any segmentation algorithm can be used in this step including the
optimal dynamic programming algorithm (see Recursion (2.3)), or
any of the faster segmentation heuristics proposed in the literature.
Once the segmentation S of T into k segments is fixed, the algo-
rithm proceeds to the second step called the rearrangement step.
Given input sequence T and its segmentation S, the goal of this
step is to find a good set of rearrangements of points, so that the
total segmentation error of the rearranged sequence is minimized.
We call this subproblem the Rearrangement problem. Note that
the Rearrangement problem assumes a fixed segmentation. Once
the algorithm has decided upon the rearrangements that need to
be made, it segments the rearranged sequence and outputs the ob-
tained segmentation.
Algorithm 5 The Segment&Rearrange algorithm.
Input: Sequence T of n points, number of segments k, number of
operations C.
Ouput: A rearrangement of the points in T and a segmentation of
the new sequence into k segments.
1: Segment: S = Sopt(T, k)
2: Rearrange: O = rearrange(T, S,C)
3: Segment: S′ = Sopt(TO, k)
In the rest of our discussion we focus in developing a method-
ology for the Rearrangement problem. Consider all segments of
segmentation S = {s¯1, . . . , s¯k} as possible new locations for every
point in T . Each point tj ∈ T is associated with a gain (or loss)
74 5 Segmentation with rearrangements
s¯1 s¯2 . . . s¯k
t1 〈w11, p11〉 〈w21, p21〉 . . . 〈wk1, pk1〉
t2 〈w12, p12〉 〈w22, p22〉 . . . 〈wk2, pk2〉
... . . . . . . . . . . . .
tn 〈w1n, p1n〉 〈w2n, p2n〉 . . . 〈wkn, pkn〉
Table 5.1: The rearrangement table for fixed segmentation S =
{s¯1, . . . , s¯k}.
pij that is incurred to the segmentation error if we move tj from
its current position pos(tj, T ) to segment s¯i. Note that the exact
position within the segment in which point tj is moved does not
affect the gain (loss) in the segmentation error. Let λj be the rep-
resentative of the segment of S where tj is initially located and µi
the representative of segment s¯i. Then, for a fixed segmentation S
the gain pij is
pij = |tj − µi|p − |tj − λj |p.
Moreover, point tj is associated with cost (weight) wij, which is the
operational cost of moving point tj to segment s¯i. If we use ai, bi
to denote the start and the end points of the segment s¯i, then the
operational cost in the case of a move operation is
wij =
{
1, if tj 6∈ s¯i,
0, otherwise.
For the case of swaps the operational cost is
wij =

min{|ai − pos(tj , T )|,
|bi − pos(tj , T )|}, if tj 6∈ s¯i,
0, otherwise.
Note that since the segmentation is fixed, when repositioning the
point tj to the segment s¯i (if tj 6∈ s¯i) it is enough to make as many
swaps as are necessary to put the point in the beginning or ending
positions of the segment (whichever is closer).
Given the above definitions the Rearrangement problem can be
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easily formulated with the following integer program.
maximize z =
∑k
i=1
∑
tj∈T
pijxij
subject to:
∑k
i=1
∑
tj∈T
wijxij ≤ C (constraint 1)∑k
i=1 xij ≤ 1 (constraint 2)
xij ∈ {0, 1}, i = {1, . . . , k}, j ∈ {1, . . . , n}.
That is, the objective is to maximize the gain in terms of error by
moving the points into new segments. At the same time we have to
make sure that at most C operations are made (constraint 1), and
each point tj is transferred to at most one new location (constraint
2). Table 5.1 gives a tabular representation of the input to the Re-
arrangement problem. We call this table the rearrangement table.
The table has n rows and k columns and each cell is associated
with a pair of values 〈wij , pij〉, where wij is the operational cost of
rearranging point tj to segment s¯i and pij corresponds to the gain
in terms of segmentation error that will be achieved by such a re-
arrangement. The integer program above implies that the solution
to the Rearrangement problem contains at most one element from
each row of the rearrangement table.
One can observe that the Rearrangement problem is a general-
ization of the Knapsack. In Knapsack we are given a set of n items
{α1, . . . , αn} and each item αj is associated with a weight wj and
a profit pj . The knapsack capacity B is also given as part of the
input. The goal in the Knapsack problem is to find a subset of the
input items with total weight bounded by B, such that the total
profit is maximized. We can express this with the following integer
program.
maximize z =
∑n
i=1 pixi
subject to:
∑n
i=1 wixi ≤ B
xi ∈ {0, 1}, i = 1, 2, . . . , k.
The tabular representation of the Knapsack is shown in Table 5.2.
Note that this table, unlike the rearrangement table, has just a
single column. Each element is again associated with a weight and
a profit and is either selected to be in the knapsack or not. It is
known that the Knapsack problem is NP-hard [GJ79]. However,
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Knapsack
α1 〈w1, p1〉
α2 〈w2, p2〉
... . . .
αn 〈wn, pn〉
Table 5.2: The tabular formulation of the Knapsack problem.
it does admit a pseudopolynomial time algorithm that is based on
dynamic programming [Vaz03].
The similarity between Rearrangement and Knapsack encour-
ages us to apply algorithmic techniques similar to those applied for
Knapsack. Observe that, in our case, the bound C on the number
of operations that we can afford is an integer number. Moreover,
for all i, j, we have that wij ∈ Z+ and pij ∈ R. Denote now by
A[i, c] the maximum gain in terms of error that we can achieve if
we consider points t1 up to ti and afford a total cost(weight) up to
c ≤ C. Then, the following recursion allows us to compute all the
values A[i, c]
A[i, c] = (5.1)
max {A[i − 1, c],
max
1≤k′≤k
(A[i− 1, c −wk′i] + pk′i)}.
The first term of the outer max corresponds to the gain we would
obtain by not rearranging the i-th element, while the second term
corresponds to the gain we would have by rearranging it.
Lemma 5.3 Recurrence (5.1) finds the optimal solution to the Re-
arrangement problem.
Proof. First observe that by construction the recursion produces
a solution that has cost at most C. For proving the optimality of
the solution we have to show that the output solution is the one
that has the maximum profit. The key claim is the following. For
every i ∈ {1, . . . , n}, the optimal solution of weight at most c is a
superset of the optimal solution of weight at most c−wk′i, for any
k′ ∈ {1, . . . , k}. We prove this claim by contradiction. Let A[i, c] be
the gain of the optimal solution that considers points from t1 up to
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ti and let A[i− c, c−wk′i] be the gain of the subset of this solution
with weight at most c−wk′i. Note that A[i−1, c−wk′i] is associated
with a set of rearrangements of points t1 to ti−1. Now assume that
A[i−1, c−wk′i] is not the maximum profit of weight c−wk′i. That
is, assume that there exists another rearrangements of points from
{t1, . . . , ti−1}, that gives gain A′ > A[i−1, c−wk′i] with weight still
less than c−wk′i. However, if such set of rearrangements exist then
the profit of A[i, c] cannot be optimal, which is a contradiction. 
The following theorem gives the running time of the dynamic
programming algorithm that evaluates Recursion (5.1).
Theorem 5.1 For arbitrary gains pij, costs wij and integer C, Re-
cursion (5.1) defines an O(nkC2) time algorithm. This is a pseu-
dopolynomial algorithm for the Rearrangement problem.
Proof. The dynamic programming table A is of size O(nC) and
each step requires kC operations. Thus, the total cost is O(nkC2).
Since C is an integer provided as input, the algorithm runs in pseu-
dopolynomial time. 
An immediate corollary of Theorem 5.1 is the following.
Corollary 5.2 For the special case of the Rearrangement problem
where we consider only moves (or only bubble-sort swaps), Recur-
rence (5.1) computes the optimal solution in polynomial time.
Proof. In the special cases in question, the weights wij are integers
and bounded by n. Similarly, C is also polynomially bounded by n.
This is because we do not need more than n moves (or n2 swaps).
Therefore, for the special case of moves and swaps the dynamic
programming algorithm runs in time polynomial in n. 
In the case of move operations the Rearrangement problem is
even simpler. Recall that in the case of moves we have wij ∈ {0, 1}
for all i, j. This is because wij = 1 for every tj 6∈ s¯i and wij = 0
if tj ∈ s¯i. Therefore, the Rearrangement problem can be handled
efficiently in terms of the rearrangement table (Table 5.1). Let pi be
the largest profit obtained by moving point ti and let k
′ be the cell of
the i-th row that indeed gives this maximum profit. Furthermore,
let wi = wk′i. The rearrangement requires the movement of the
C points with the highest piwi values to the indicated segment.
This can be done simply by sorting the n points of T with respect
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to their piwi values in time O(n log n). Alternatively, we can do
it simply in two passes (O(n) time) by finding the point with the
C-th largest piwi value (this can be done in linear time [CLR90])
and then moving all the points with values higher or equal to this.
Therefore, the overall complexity of the Segment&Rearrange
algorithm for the case of moves is O(2n2k + 2n). For the case of
swaps the complexity is O(2n2k + nkC2), which is still quadratic
to the number of input points when C is a constant.
5.3.2 Pruning the candidates for rearrangement
In the previous section we have considered all points in T as can-
didate points for rearrangement. Here we restrict this set of can-
didates. Algorithm 6 is an enhancement of Algorithm 5. The first
step of the two algorithms are the same. The second step of the
TruncatedSegment&Rearrange algorithm finds a set of points
D ⊆ T to be considered as candidates for rearrangement. Note that
the cardinality of this set is bounded by C, the total number of op-
erations allowed. In that way, we can reduce the complexity of the
actual rearrangement step, since we are focusing on the relocation
of a smaller set of points.
Algorithm 6 The TruncatedSegment&Rearrange algo-
rithm.
Input: Sequence T of n points, number of segments k, number of
operations C.
Ouput: A rearrangement of the points in T and a segmentation of
the new sequence into k segments.
1: Prune: D = prune(T )
2: Segment: S = Sopt(T −D, k)
3: Rearrange: O = rearrange(D,S,C)
4: Segment: S′ = Sopt(TO, k)
We argue that it is rational to assume that the points to be
rearranged are most probably the points that have values different
from their neighbors in the input sequence T . Notice that we use
the term “neighborhood” here to denote the closeness of points in
the sequence T rather than the Euclidean space.
Example 5.1 Consider the 1-dimensional sequence T = {10, 9,
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10, 10, 1, 1, 10, 1, 1, 1}. It is apparent that this sequence consists
of two rather distinct segments. Notice that if we indeed segment T
into two segments we obtain segmentation with segments s¯1 = {10,
9, 10, 10} and s¯2 = {1, 1, 10, 1, 1, 1} with error E1(T, 2) = 10.
One can also observe that the seventh point with value 10 is an
outlier w.r.t. its neighborhood (all the points close to it have value
1, while this point has value 10). Intuitively, it seems the the seventh
point has arrived early. Therefore, moving this point to its “correct”
position, is expected to be beneficial for the error of the optimal
segmentation on the new sequence T ′. Consider the move operation
M(7 → 4), then T ′ = M(7 → 4) ◦ T = {10, 9, 10, 10, 10, 1, 1,
1, 1, 1}. The two-segment structure is even more pronounced in
sequence T ′. The segmentation of T ′ into two segments would give
the segments s¯′1 = {10, 9, 10, 10, 10} and s¯′2 = {1, 1, 1, 1, 1} and
total error E′1 = 1.
We use the outliers of the sequence T as candidate points to
be moved in new locations. For this we should first clearly de-
fine the concept of an outlier by adopting the definitions provided
in [JKM99, MSV04].
Following the work of [MSV04] we differentiate between two
types of outliers, namely the deviants and the pseudodeviants (a.k.a.
pdeviants). Consider sequence T , integers k and ℓ and error func-
tion Ep. The optimal set of ℓ deviants for the sequence T and error
Ep is the set of points D such that
D = arg min
D′⊆T,|D′|=ℓ
Ep (T −D, k) .
In order to build intuition about deviants, we turn our attention
to a single segment s¯i. The total error that this segment contributes
to the whole segmentation, before any deviants are removed from it,
is Ep(s¯i, 1). For point t and set of points P we use dp(t, P ) to denote
the distance of the point t to the set of points in P . For p = 1 this
is d1(t, P ) = |t−median(P )|, where median(P ) is the median value
of the points in P . Similarly, for p = 2, d2(t, P ) = |t−mean(P )|2,
where mean(P ) is the mean value of the points in P . The optimal
set of ℓi deviants of s¯i are the set of points Di ∈ s¯i with |Di| = ℓi
such that
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Di = argmax
D′i
∑
t∈D′i
dp(t, s¯i −Di). (5.2)
Example 5.2 Consider segment s = {20, 10, 21, 9, 21, 9, 20,
9} and let ℓ = 4. Then, the optimal set of 4 deviants is D =
{20, 21, 21, 20}, and E2(s¯−D, 1) = 0.75.
A slightly different notion of outliers is the so-called pseudo-
deviants. Pseudodeviants are faster to compute but have slightly
different notion of optimality than deviants. The differences be-
tween the two notions of outliers becomes apparent when we focus
our attention to the deviants of a single segment s¯i, where the rep-
resentative µi of the segment is computed before the removal of
any deviant points. Then the optimal set of ℓi pseudodeviants of
segment s¯i is
Dˆi = argmax
D′i
∑
t∈D′i
dp(t, s¯i). (5.3)
Example 5.3 Consider again the segment s¯ = {20, 10, 21, 9, 21,
9, 20, 9} and let ℓ = 4, as in the previous example. The set of
pseudodeviants in this case is Dˆ = {21, 9, 9, 9}, with error E2(s¯ −
Dˆ, 1) = 80.75.
From the previous two examples it is obvious that there are
cases where the set of deviants and the set of pseudodeviants of a
single segment (and thus of the whole sequence) may be completely
different. However, finding the optimal set of pseudodeviants is a
much more easy algorithmic task.
In order to present a generic algorithm for finding deviants and
pseudodevians we have to slightly augment our notation. So far the
error function E was defined over the set of possible input sequences
of length n, Tn, and integers N that represented the possible number
of segments. Therefore, for T ∈ Tn and k ∈ N, E(T, k) was used
to represent the error of the optimal segmentation of sequence T
into k segments. We now augment the definition of function E
with one more argument, the number of outliers. Now we write
E(T, k, ℓ) to denote the minimum error of the segmentation of a
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sequence T −D, where D is the set of outliers of T with cardinality
|D| = ℓ. Finally, when necessary, we overload the notation so that
for segmentation S with segments {s¯1, . . . , s¯k} we use s¯i to represent
the points included in segment s¯i.
The generic dynamic programming recursion that finds the op-
timal set D of ℓ deviants (or pseudodeviants) of sequence T is
Ep (T [1, n] , k, ℓ) = (5.4)
min1≤i≤n
0≤j≤ℓ
{Ep (T [1, i] , k − 1, j)
+Ep (T [i+ 1, n] , 1, ℓ− j)}.
The recursive formula (5.4) finds the best allocation of outliers
between the subsequences T [1, i] and T [i + 1, n]. Note that the
recursion can be computed in polynomial time if both the terms
of the sum can be computed in polynomial time. Let C1 be the
cost of computing the first term of the sum and C2 the computa-
tional cost of the second term. Then, evaluating (5.4) takes time
O
(
n2ℓ (C1 + C2)
)
. Time C1 is constant since it is just a table
lookup. Time C2 is the time required to evaluate Equations (5.2)
and (5.3) for deviants and pseudodeviants respectively. From our
previous discussion on the complexity of Equations (5.2) and (5.3)
we can conclude that Recursion (5.4) can compute in polynomial
time the pseudodeviants of a sequence, irrespective of the dimen-
sionality of the input data. For the case of deviants and one-
dimensional data Recurrence (5.4) can compute the optimal set
of deviants in time O(n2ℓ2), using the data structures proposed
in [MSV04]. For higher dimensions the complexity of evaluating
Recursion (5.2) is unknown. In the case of pseudodeviants and
arbitrary dimensionality, the time required for evaluating Recur-
sion (5.4) is O(n3ℓ).
Therefore, the pruning step makes the complexity of Truncat-
edSegment&Rearrange algorithm cubic, in the case of pseudo-
deviants. This time requirement may be prohibitive for sequences
of large of even medium size. Notice, however, that the expensive
step of outlier detection is independent on the rearrangement step,
so in practice one can use a faster and less accurate algorithm for
finding the outliers. Once the set of outliers is extracted, finding the
set of rearrangements can be done as before (or using the Greedy
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algorithm described in the next section). We defer the discussion
of whether the quality of the results compensates the increase in
the computational cost in arbitrary datasets, for the experimental
section. Here we just give an indicative (maybe contrived) example
(see Figure 5.1) of a case where the extraction of outliers before
proceeding in the rearrangement step proves useful.
Example 5.4 Consider the input sequence shown in Figure 5.1(a).
The arrangement of the input points is such that the optimal seg-
mentation of the sequence assigns the 66-th point, say p66, of the se-
quence alone in one small segment (Figure 5.1(b)). Given the opti-
mal segmentation of the input sequence, the Segment&Rearrange
algorithm does not consider moving p66. This is because there can-
not exist another segment whose representative would be closer to
the p66 than the point itself. As a result, the segmentation with rear-
rangements we obtain using the Segment&Rearrange algorithm
and allowing at most 2 moves is the one shown in Figure 5.1(c).
The error of this segmentation is 0.388 which is a 50% improve-
ment over the error of the optimal segmentation of the input se-
quence without rearrangements. However, the TruncatedSeg-
ment&Rearrange algorithm immediately identifies that points
p59 and p66 are the ones that differ from their neighbors and it
focuses on repositioning just these two points. Furthermore, the
segment representatives of the segmentation used for the rearrange-
ment are calculated by ignoring the outliers and therefore, the algo-
rithm produces the output shown in Figure 5.1(d). This output has
error 0.005 that is almost 100% improvement over the error of the
optimal segmentation (without rearrangements).
5.3.3 The Greedy algorithm
The Segment&Rearrange and theTruncatedSegment & Re-
arrange algorithms were focusing on finding a sequence of rear-
rangement operations of cost at most C, that could possibly improve
the error of the segmentation of the input sequence T . That is, the
algorithms were initially fixing a segmentation, and then they were
deciding on all the possible operations that could improve the er-
ror of this specific segmentation. In this section, we describe the
Greedy algorithm that (a) rearranges one point at a time and (b)
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(c) Segmentation with rearrangements using Seg-
ment&Rearrange.
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(d) Segmentation with rearrangements using TruncatedSeg-
ment&Rearrange.
Figure 5.1: Pathological example where the TruncatedSeg-
ment&Rearrange algorithm is useful.
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readjusts the segmentation that guides the rearrangement of the
points after every step. The pseudocode of the Greedy algorithm
is given in Algorithm 7.
Algorithm 7 The Greedy algorithm.
Input: Sequence T of n points, number of segments k, number of
operations C.
Ouput: A rearrangement of the points in T and a segmentation of
the new sequence into k segments.
1: c← 0
2: S ← Sopt(T, k)
3: E1 ← E (Sopt(T, k)), E0 ←∞
4: while c ≤ C and (E1 − E0) < 0 do
5: E0 ← E1
6: 〈O, p〉 ← LEP(T, S,C − c)
7: c← c+ |O|
8: T ← O ◦ T
9: S ← Sopt(T, k)
10: E1 ← E (Sopt(T, k))
11: end while
At each step the Greedy algorithm decides to rearrange point
p such that the largest reduction in the segmentation error of the
rearranged sequence is achieved. The decision upon which point to
rearrange and what is the sequence of rearrangements is made in the
LEP (Least Error Point) routine. The same routine ensures that
at every step the condition
(
c+ |O| ≤ C) is satisfied. Note that
the decision of the point to be moved is guided by the recomputed
segmentation of the rearranged sequence and it is a tradeoff between
the error gain due to the rearrangement and the operational cost of
the rearrangement itself. The algorithm terminates either when it
has made the maximum allowed number of operations, or when it
cannot improve the segmentation cost any further.
If CLEP is the time required by the LEP procedure and I the
number of iterations of the algorithm, then the Greedy algorithm
needs O
(
I
(
CLEP + n
2k
))
time. The LEP procedure creates the
rearrange matrix of size n × k and among the entries with weight
less than the remaining allowed operations, it picks the one with
the highest profit. This can be done in O(nk) time and there-
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fore the overall computational cost of the Greedy algorithm is
O
(
I
(
nk + n2k
))
.
5.4 Experiments
In this section we compare experimentally the algorithms we de-
scribed in the previous sections. We use the error ratio as a measure
of the qualitative performance. That is, if an algorithm A produces
a k-segmentation with error EA and the optimal k-segmentation
(without rearrangements) has error E∗, then the error ratio is de-
fined to be r = EA/E∗. When the value of r is small even for small
number of rearrangements, then we can conclude that segmenting
with rearrangements is meaningful for a given dataset.
We study the quality of the results for the different algorithms
and rearrangement types. For the study we use both synthetic and
real datasets, and we explore the cases where segmentation with
rearrangements is meaningful.
5.4.1 Experiments with synthetic data
The synthetic data are generated as follows. First, we generate a
ground-truth dataset (Step 1). Then, we rearrange some of the
points of the dataset in order to produce the rearranged (or noisy)
dataset (Step 2). The output of Step 2 is used as input for our
experiments.
For Step 1 we first fix the dimensionality d of the data. Then
we select k segment boundaries, which are common for all the d
dimensions. For the j-th segment of the i-th dimension we select a
mean value µij, which is uniformly distributed in [0, 1]. Points are
then generated by adding a noise value sampled from the normal
distribution N (µij, σ2). For the experiments we present here we
have fixed the number of segments k = 10. We have generated
datasets with d = 1, 5, and standard deviations varying from 0.05
to 0.9.
Once the ground-truth dataset is generated we proceed with re-
arranging some of its points. There are two parameters that charac-
terize the rearrangements, np and l. Parameter np determines how
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Figure 5.2: Synthetic datasets: error ratio of the Seg-
ment&Rearrange and Greedy algorithms (with swaps and
moves) as a function of the variance used for the data generation.
The error ratio is evaluated using the error of the segmentation of
the rearranged sequence divided by the error of the segmentation
without rearrangements.
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Figure 5.3: Anecdotal evidence of algorithms’ qualitative perfor-
mance. The addition of noise in the input sequence results in the
existence of outliers (see for example positions 260, 510, 600 and
840 of the noisy sequence). Observe that Greedy moves alleviate
the effect of outliers completely, giving a perfect rearrangement. An
almost perfect rearrangement is obtained using Greedy algorithm
with swaps.
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Figure 5.4: Synthetic datasets: error ratio of the Seg-
ment&Rearrange and Greedy and TruncatedSeg-
ment&Rearrange algorithms (with moves) as a function
of the variance used for the data generation. The error ratio
is evaluated using the error of the segmentation of the rear-
ranged sequence divided by the error of the segmentation without
rearrangements.
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Figure 5.5: Real datasets: error ratio of the Seg-
ment&Rearrange and Greedy algorithms (with swaps and
moves) as a function of the variance used for the data generation.
The error ratio is evaluated using the error of the segmentation of
the rearranged sequence divided by the error of the segmentation
without rearrangements.
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many points are moved from their initial location, while l deter-
mines for every moved point its new position on the sequence. More
specifically, for every point ti (located at position i) that is moved,
its new position is uniformly distributed in the interval [i− l, i+ l].
Figure 5.2 shows the error ratio achieved by the different com-
binations of algorithms and rearrangement types. RS-Moves and
RS-Swaps correspond to the Segment&Rearrange algorithm for
moves and swaps respectively. Similarly, G-Moves and G-Swaps re-
fer to the Greedy algorithm with moves and swaps. The results are
shown for noisy datasets and for fixed np and l (np = 16, l = 20).
Similar results were obtained for other combinations of np and l
values. Notice that for segmenting with rearrangements we use the
number of swaps and moves that are implied for the data-generation
process. That is, when np = 16 and ℓ = 20, we allow at most 16
moves and 16 × 20 = 360 swaps. For the synthetic datasets there
are no significant differences in the quality of the results obtained
by Segment&Rearrange and Greedy algorithms. We observe
though, that swaps give usually worse results than an equivalent
number of moves. This effect is particularly pronounced in the 1-
dimensional data. This is because in low dimensions the algorithms
(both Segment&Rearrange and Greedy) are susceptible to err
and prefer swaps that are more promising locally but do not lead
to a good overall rearrangement.
Figure 5.3 shows the effect of rearrangements on a noisy input
sequence. There are four series shown in Figure 5.3. The first is
the generated ground-truth sequence. (This is the sequence output
by Step 1 of the data-generation process). The second sequence
is the rearranged (noisy) sequence (and thus the output of Step 2
of the data-generation process). In this sequence the existence of
rearranged points is evident. Notice, for example, intervals [250 −
350], [450−550], [580−610] and [800−850]. The sequence recovered
by the Greedy algorithm with moves is almost identical to the
input sequence before the addition of noise. However, the same
algorithm with swaps does not succeed in finding all the correct
rearrangements that need to be done.
Figure 5.4 shows the effect of pruning in the quality of the seg-
mentation results. In this case we compare the quality of four seg-
mentation outputs; the segmentation obtained by the Segment
& Rearrange algorithm (SR), the segmentation obtained by the
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Greedy algorithm (G) and the one obtained by the Truncat-
edSegment&Rearrange (TSR). We also show the error ratio
achieved by segmenting the ground-truth sequence using the con-
ventional optimal segmentation algorithm (GT). Observe first that
surprisingly our methods give better results than the segmentation
of the ground-truth sequence. This means that the methods find
rearrangements that needed to be done in the input sequence but
were not generated by our rearrangement step during data genera-
tion. Also note that focusing on rearrangement of pseudodeviants
does not have a considerably bad effect on the quality of the ob-
tained segmentation. However it does not lead to improvements
either, as we had expected when studying pathological cases.
5.4.2 Experiments with real data
Figure 5.5 shows the error ratio for different combinations of al-
gorithms and rearrangement types, for a set of real datasets. The
real datasets were downloaded from the UCR timeseries data min-
ing archive. 1 We plot the results as a function of the number of
allowed rearrangement operations. In this case, since we are igno-
rant of the data-generation process, we use in all experiments the
same number of moves and swaps. Under these conditions the ef-
fect of moves is expected to be larger, which indeed is observed in
all cases. Furthermore, for a specific type of rearrangements the
Segment&Rearrange and Greedy algorithms give results that
are always comparable. Finally, notice that there are cases where
moving just 128 points of the input sequence leads to a factor 0.5
error improvement. For example, this is the case in attas and soil-
temp datasets, where 128 points correspond to just 10% and 5% of
the data points respectively.
5.5 Conclusions
In this chapter we have introduced and studied the Segmentation
with Rearrangements problem. In particular we have considered
1The interested reader can find the datasets at
http://www.cs.ucr.edu/∼eamonn/TSDMA/.
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two types of rearrangement operations, namely moves and bubble-
sort swaps. We have shown that in most of the cases, the problem
is hard to solve with polynomial-time algorithms. For that reason
we discussed a set of heuristics that we experimentally evaluated
using a set of synthetic and real timeseries datasets. For each one
of those heuristics we considered their potentials and shortcomings
under different types of input data. Experimental evidence showed
that allowing a small number of rearrangements my significantly
reduce the error of the output segmentation.
CHAPTER 6
Segmention aggregation
So far we have focused on segmentation algorithms that derive a
good representation of the underlying sequential data. The plethora
of segmentation algorithms and error functions raises naturally the
question, given a specific dataset, what is the segmentation that
better captures the underlying structure of the data? In this chap-
ter, we try to answer this question by adopting an approach that
assumes that all segmentations found by different algorithms are
correct, each one in its own way. That is, each one of them re-
veals just one aspect of the underlying true segmentation. There-
fore, we aggregate the information hidden in the segmentations by
constructing a consensus output that reconciles optimally the differ-
ences among the given inputs. We call the problem of finding such a
segmentation, the Segmentation Aggregation problem. We have
initially introduced this problem in [MTT06].
This chapter discusses a different view on sequence segmenta-
tion. We segment a sequence via aggregation of already existing,
but probably contradicting segmentations. The input to our prob-
lem is m different segmentations S1, . . . , Sm. The objective is to
produce a single segmentation Sˆ that agrees as much as possible
with the given m segmentations. In the discrete case we define
a disagreement between two segmentations S and S′ as a pair of
points (x, y) such that S places points x and y in the same seg-
ment, while S′ places them in different segments, or vice versa. If
DA(S, S
′) denotes the total number of disagreements between S and
S′, then the segmentation aggregation asks for segmentation Sˆ that
minimizes C(Sˆ) =
∑m
i=1DA(Si, Sˆ). The continuous generalization
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Figure 6.1: Segmentation aggregation that takes into consideration
only the segment information.
considers unit intervals of the sequence instead of points.
Consider a sequence of length 6 and three segmentations of this
sequence: S1, S2 and S3 as shown in Figure 6.1. (The sequence
can be viewed as consisting of the unit intervals pi = (i, i + 1].
Hence, the segments consist of unions of pi’s.) Segmentation S1
has boundaries {0, 2, 4, 6}. That is, it places intervals p0 and p1
in the first segment, p2 and p3 in the second and p4 and p5 in the
third. Similarly, S2 places each unit interval in a different segment.
Segmentation S3 places p0, p1, p2 and p3 in different segments, while
p4 and p5 are assigned in the same last segment of the segmentation.
The segmentation Sˆ in the bottom of Figure 6.1 is the optimal
aggregate segmentation for S1, S2 and S3. The total cost of Sˆ is 3,
since Sˆ has two disagreements with S1 and one with S2.
In this chapter we formally define the Segmentation Aggrega-
tion problem and show that it can be solved optimally in poly-
nomial time using a dynamic programming algorithm. We then
apply the segmentation aggregation framework to several problem
domains and we illustrate its practical significance.
Related work: For a review of the related literature on segmenta-
tion algorithms see Chapter 2. Here, we additionally mention work
related to aggregation of data mining results, which has recently
emerged in several data mining tasks. The problem of aggregating
clusterings has been studied under the names of clustering aggrega-
tion [GMT05], consensus clustering [ACN05, LB05] and cluster en-
sembles [FJ05, SG02]. Ranking aggregation has been studied from
the viewpoints of algorithmics [ACN05], Web search [DKNS01],
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databases [FKM+04], and machine learning [FISS03]. A third im-
portant group of aggregating data mining results is formed by vot-
ing classifiers such as bagging [Bre96] and boosting [CSS02]. The
spirit of the work presented here is similar to those since we are
also trying to aggregate results of existing data mining algorithms.
Despite the fact that the segmentation problem has received con-
siderable attention by the data mining community, to the best of
our knowledge, the Segmentation Aggregation problem has not
been studied previously.
6.1 Application domains
Segmentation aggregation is useful in many scenarios. We list some
of them below.
Analysis of genomic sequences: A motivating problem of im-
portant practical value is the haplotype block structure problem.
The block structure discovery in haplotypes is considered one of
the most important discoveries for the search of structure in ge-
nomic sequences. To explain this notion, consider a collection of
DNA sequences over n marker sites for a population of p individu-
als. Consider a marker site to be a location on the DNA sequence
associated with some value. This value is indicative of the genetic
variation of individuals in this location. The“haplotype block struc-
ture” hypothesis states that the sequence of markers can be seg-
mented in blocks, so that, in each block most of the haplotypes of
the population fall into a small number of classes. The description
of these haplotypes can be used for further knowledge discovery,
e.g., for associating specific blocks with specific genetic influenced
diseases [Gus03].
As we have already mentioned in Chapter 4, the problem of dis-
covering haplotype blocks in genetic sequences can be viewed as that
of partitioning a multidimensional sequence into segments, such
that, each segment demonstrates low diversity along the different
dimensions. Different segmentation algorithms have been applied
to good effect on this problem. However, these algorithms either
assume different generative models for the haplotypes or optimize
different criteria. As a result, they output block structures that can
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be (slightly or completely) different. In this setting, the segmenta-
tion aggregation assumes that all models and optimization criteria
contain useful information about the underlying haplotype struc-
ture, and aggregates their results to obtain a single block structure
that is hopefully a better representation of the underlying truth.
Segmentation of multidimensional categorical data: The
segmentation aggregation framework gives a natural way of seg-
menting multidimensional categorical data. Although the prob-
lem of segmenting multidimensional numerical data is rather nat-
ural, the segmentation problem of multidimensional categorical se-
quences has not been considered widely, mainly because such data
are not easy to handle. Consider an 1-dimensional sequence of
points that take nominal values from a finite domain. In such data,
a segment is defined by consecutive points that take the same value.
For example, the sequence a a a b b b c c, has 3 segments (a a a, b b
b and c c). When the number of dimensions in such data increases
the corresponding segmentation problem starts getting more com-
plicated. Each dimension has its own clear segmental structure.
However, the segmentation of the sequence when all dimensions are
considered simultaneously is rather difficult to be found by conven-
tional segmentation algorithms. Similar difficulties in using stan-
dard segmentation algorithms appear when the multidimensional
data exhibit a mix of nominal and numerical dimensions.
Robust segmentation results: Segmentation aggregation pro-
vides a concrete methodology for improving segmentation robust-
ness by combining the results of different segmentation algorithms,
which may use different criteria for the segmentation, or different
initializations of the segmentation method. Note also that most
of the segmentation algorithms are sensitive to erroneous or noisy
data. However, such data are very common in practice. For exam-
ple, sensors reporting measurements over time may fail (e.g., run
out of battery), genomic data may have missing values (e.g., due
to insufficient wet-lab experiments). Traditional segmentation al-
gorithms show little robustness to such scenarios. However, when
their results are adequately combined, via aggregation, the effect of
missing or faulty data in the final segmentation is expected to be
alleviated.
Clustering segmentations: Segmentation aggregation gives a
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natural way to cluster segmentations. In such a clustering each
cluster is represented by the aggregated segmentation and the cost
of the clustering is the sum of the disagreements within the clus-
ters. Segmentation aggregation defines a natural representative of
a cluster of segmentations. Given a cluster of segmentations, its
representative is the aggregation of the segmentations of the clus-
ter. Furthermore, the disagreements distance is a metric. Hence,
various distance-based data mining techniques can readily be ap-
plied to segmentations, and the distance function being a metric
also provides approximation guarantees for many of them.
Summarization of event sequences: An important line of re-
search is focusing on mining event sequences [AS95, GAS05, Kle02,
MTV97]. An event sequence consists of a set of events of specific
types that occur at certain points on a given timeline. For exam-
ple, consider a user accessing a database at time points t1, t2, . . . , tk
within a day. Or a mobile phone user making phone calls, or trans-
ferring between different cells. Having the activity times of the spe-
cific user for a number of different days one could raise the question:
How does the user’s activity on an average day look like? One can
consider the time points at which events occur as segment bound-
aries. In that way, forming the profile of the user’s daily activity is
mapped naturally to a segmentation aggregation problem.
6.2 The Segmentation Aggregation problem
6.2.1 Problem definition
Let T be a timeline of bounded length. Unless otherwise stated,
we will assume that T is a continuous interval of length n. For
the purpose of exposition we will also often talk about discrete
timelines. A discrete timeline T of size n can be thought of as the
timeline T been discretized into n subintervals of unit length.
Here, we recall some of the notational conventions we have been
following, and which are important for the rest of the chapter. A
segmentation S is a partition of T into continuous intervals (seg-
ments). Formally, we define S = {s0, s1, . . . , sk}, where si ∈ T are
the breakpoints (or boundaries) of the segmentation and it holds
that si < si+1, for every i. We will always assume that s0 = 0
98 6 Segmention aggregation
and sk = n. We define the i-th segment s¯i of S to be the interval
s¯i = (si−1, si]. The length of S, denoted by |S| is the number of
segments in S. Note that there is an one to one mapping between
the end boundaries of the segments and the segments themselves.
We will often abuse the notation and define a segmentation as a set
of segments instead of a set of boundaries. In these cases we will
always assume that the segments define a partition of the timeline,
and thus they uniquely define a set of boundaries.
For a set of m segmentations S1, . . . , Sm over the same timeline
T we define their union segmentation to be the segmentation with
boundaries U =
⋃m
i=1 Si. Assume that function D takes as input
two segmentations (of the same timeline T ) and evaluates how dif-
ferently the two segmentations partition T . Given such a distance
function, we can define the Segmentation Aggregation problem
as follows.
Problem 6.1 (The Segmentation Aggregation problem) Given
a set of m segmentations S1, S2, ..., Sm of timeline T , and a distance
function D between them, find a segmentation Sˆ of T that minimizes
the sum of the distances from all the input segmentations. That is,
Sˆ = arg min
S∈Sn
m∑
i=1
D(S, Sm).
We define C(Sˆ) =
∑m
i=1D(S, Sm) to be the cost of the aggregate
segmentation.
Note that Problem 6.1 is defined independently of the distance
function D used between segmentations. We focus our attention
on the disagreement distance DA. However, alternative distance
functions are discussed in Sections 6.5 and 6.6.
6.2.2 The disagreement distance
In this section we formally define the notion of distance between
two segmentations. Our distance function is based on similar dis-
tance functions proposed for clustering [GMT05]. The intuition of
the distance function is drawn from the discrete case. Given two
discrete timeline segmentations, the disagreement distance is the
total number of pairs of points that are placed in the same segment
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in one segmentation, while placed in different segments in the other.
We now generalize the definition to the continuous case.
Let P = {p¯1, . . . , p¯ℓp} and Q = {q¯1, . . . , q¯ℓq} be two segmenta-
tions. Let U = P ∪ Q be their union segmentation with segments
{u¯1, . . . , u¯ℓu}. Note that by definition of the union segmentation,
for every u¯i there exist segments p¯k and q¯t such that u¯i ⊆ p¯k and
u¯i ⊆ q¯t. We define P (u¯i) = k and Q(u¯i) = t, to be the labeling of
interval u¯i ∈ U with respect to segmentations P and Q respectively.
Similar to the discrete case we now define a disagreement when two
segments u¯i, and u¯j receive the same label in one segmentation,
but different labels in the other. The disagreement is weighted by
the product of the segment lengths |u¯i||u¯j |. Intuitively, the length
captures the number of points contained in the interval, and the
product the number of disagreements between the intervals.
Formally, the disagreement distance of P and Q on segments u¯i,
and u¯j is defined as follows
dP,Q(u¯i, u¯j) =

|u¯i||u¯j |, if P (u¯i) = P (u¯j) and Q(u¯i) 6= Q(u¯j)
or Q(u¯i) = Q(u¯j) and P (u¯i) 6= P (u¯j)
0, otherwise.
The overall disagreement distance between two segmentations
can now be defined naturally as follows.
Definition 6.1 Let P and Q be two segmentations of timeline T
and let U their union segmentation with segments {u¯1, . . . , u¯t}. The
disagreement distance, DA, between P and Q is defined to be
DA(P,Q) =
∑
(u¯i,u¯j)∈U×U
dP,Q(u¯i, u¯j).
It is rather easy to prove that the distance function DA is a
metric. This property is significant for applications of the distance
function such as clustering, where good worst case approximation
bounds can be derived in metric spaces.
6.2.3 Computing the disagreement distance
For two segmentations P and Q with ℓp and ℓq number of segments
respectively, the distance DA(P,Q) can be computed trivially in
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time O
(
(ℓp + ℓq)
2
)
. Next we show that this can be done even faster
in time O (ℓp + ℓq). Furthermore, our analysis helps in building
intuition on the general aggregation problem. This intuition will be
useful in the following sections.
We first define the notion of potential energy.
Definition 6.2 Let v¯ ⊆ T be an interval of length |v¯| of timeline
T . We define the potential energy of the interval to be
E(v¯) =
|v¯|2
2
. (6.1)
Let P be a segmentation with segments P = {p¯1, . . ., p¯ℓp}. We
define the potential energy of segmentation P to be
E(P ) =
∑
p¯i∈P
E(p¯i).
The potential energy computes the potential disagreements that
the interval v¯ can create. To better understand the intuition behind
it we resort again to the discrete case. Let v¯ be an interval in the
discrete timeline, and let |v¯| be the number of points in v¯. There are
|v¯|(|v¯|−1)/2 distinct pairs of points in v¯, all of which can potentially
cause disagreements with other segmentations.
Each of the discrete points in the interval can be thought of as
a unit-length elementary subinterval and there are |v¯|(|v¯| − 1)/2
pairs of those in v¯, all of which are potential disagreements. Con-
sidering the continuous case is actually equivalent to focusing on
very small (instead of unit length) subintervals. Let the length of
these subintervals be ǫ with ǫ << 1. Then, the number of potential
disagreements caused by all the ǫ-length intervals in v¯ is
|v¯|/ǫ (|v¯|/ǫ− 1)
2
· ǫ2 = |v¯|
2 − ǫ|v¯|
2
→ |v¯|
2
2
when ǫ→ 0.1
The potential energy of a segmentation is the sum of the poten-
tial energies of the segments it contains. Given the above definition
we can show the following basic lemma.
1We can obtain the same result by integration. However, we feel that this
helps to better understand the intuition of the definition.
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Lemma 6.1 Let P and Q be two segmentations and let U be their
union segmentation. The distance DA(P,Q) can be computed by
the closed formula
DA(P,Q) = E(P ) + E(Q)− 2E(U). (6.2)
Proof. For simplicity of exposition we will present the proof in
the discrete case and talk in terms of points (rather than intervals),
though the extension to intervals is straightforward. Consider the
two segmentations P and Q and a pair of points x, y ∈ T . For
point x, let P (x) (respectively Q(x)) be the index of the segment
that contains x in P (respectively in Q). By definition, the pair
(x, y) introduces a disagreement if one of the following two cases is
true:
Case 1: P (x) = P (y) but Q(x) 6= Q(y), or
Case 2: Q(x) = Q(y) but P (x) 6= P (y).
The term E(P ) in Equation (6.2) gives all the pairs of points that
are in the same segments in segmentation P . Similarly, the term
E(U) stands for the pairs of points that are in the same segments in
the union segmentation U . Their difference is the number of pairs
that are in the same segment in P but not in the same segment in
U . However, if for two points x, y it holds that P (x) = P (y) and
U(x) 6= U(y), then Q(x) 6= Q(y), since U is the union segmentation
of P and Q. Therefore, the term E(X) − E(U) counts all the dis-
agreements due to Case 1. Similarly, the disagreements due to Case
2 are counted in the term E(Q)−E(U). Therefore, Equation (6.2)
gives the total number of disagreements between segmentations P
and Q. 
Lemma 6.1 allows us to state the following theorem.
Theorem 6.1 Given two segmentations P and Q with ℓp and ℓq
segments respectively, DA(P,Q) can be computed in time O(ℓp+ℓq).
6.3 Aggregation algorithms
In this section we give exact and heuristic algorithms for the Seg-
mentation Aggregation problem for distance function DA. First,
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we show that the optimal segmentation aggregation contains only
segment boundaries in the union segmentation. That is, no new
boundaries are introduced in the aggregate segmentation. Based
on this observation we can construct a dynamic programming al-
gorithm that solves the problem exactly even in the continuous
setting. If N is the number of boundaries in the union segmenta-
tion, and m the number of input segmentations, the dynamic pro-
gramming algorithm runs in time O(N2m). We also propose faster
greedy heuristic algorithms that run in time O (N(m+ logN)) and,
as shown in the experimental section, give high quality results in
practice.
6.3.1 Candidate segment boundaries
If U is the union segmentation of S1, . . . , Sm, then Theorem 6.2
establishes the fact that the boundaries of the optimal aggregation
are subset of the boundaries appearing in U .
The consequences of the theorem are twofold. For the discrete
version of the problem, where the input segmentations are defined
over discrete sequences of n points, Theorem 6.2 restricts the search
space of output aggregations. That is, only 2N (instead of 2n)
segmentations are valid candidate aggregations. More importantly
this pruning of the search space allows us to map the continuous
version of the problem to a discrete combinatorial search problem
and to apply standard algorithmic techniques for solving it.
Theorem 6.2 Let S1, S2, . . . , Sm be the m input segmentations to
the segmentation aggregation problem for DA distance. Addition-
ally, let U be their union segmentation. For the optimal aggregate
segmentation Sˆ, it holds that Sˆ ⊆ U , that is, all the segment bound-
aries in Sˆ belong in U .
Proof. The proof is by contradiction. Assume that the optimal
aggregate segmentation Sˆ has cost C(Sˆ) =
∑m
i=1DA(Sˆ, Si) and
that Sˆ contains a segment boundary j ∈ T such j 6∈ U . Assume that
we have the freedom to move boundary j to a new position xj . We
will show that this movement will reduce the cost of the aggregate
segmentation Sˆ, which will contradict the optimality assumption.
We first consider a single input segmentation S ∈ {S1, . . . , Sm}
and denote its union with the aggregate segmentation Sˆ by US .
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Sˆ
jxj
US
Pˆ Nˆ
PU NU
Figure 6.2: Boundary arrangement for the proof of Theorems 6.2
and 6.5.
Assume that we move boundary j to position xj in segmentation
Sˆ. However, this movement is restricted to be within the smallest
interval in US that contains j. (Similar arguments can be made
for any segment in US .) Consider the boundary point arrangement
shown in Figure 6.2. In this arrangement we denote by Pˆ (PU ) the
first boundary of Sˆ (US) that is to the left of xj and by Nˆ (NU )
the first boundary of Sˆ (US) that is to the right of xj. We know by
Lemma 6.1 that
DA(S, Sˆ) = E(S) + E(Sˆ)− 2E(US),
or simply
DA = ES + ESˆ − 2EUS .
Note that ESˆ and EUS both depend on the position of xj , while ES
does not since xj /∈ S. Thus, by writing DA as a function of xj we
have that
DA(xj) = ES + ESˆ(xj)− 2EUS(xj), (6.3)
where
ESˆ(xj) = cSˆ +
(xj − Pˆ )2
2
+
(Nˆ − xj)2
2
(6.4)
and
EUS(xj) = cU +
(xj − PU )2
2
+
(NU − xj)2
2
. (6.5)
In Equations (6.4) and (6.5) the terms cSˆ and cU correspond to
constant factors that are independent of xj . If we substitute Equa-
tions (6.4) and (6.5) into Equation (6.3) and take the first derivative
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of this with respect to xj we have that
dDA(xj)
dxj
= 0 +
2(xj − Pˆ )
2
− 2(Nˆ − xj)
2
−22(xj − PU )
2
+ 2
2(NU − xj)
2
.
Taking the second derivative we get that
d2DA(xj)
dx2j
= 1 + 1− 2− 2 = −2 < 0.
The second derivative being negative implies that the function is
convex in the interval [PU , NU ] and therefore it will exhibit its lo-
cal minima in the interval’s endpoints. That is, xj ∈ {PU ,NU}
which contradicts the initial optimality assumption. Note that the
above argument is true for all input segmentations in the particular
interval and therefore it is also true for their sum. 
6.3.2 Finding the optimal aggregation for DA
We now formulate the dynamic programming algorithm that solves
optimally the Segmentation Aggregation problem. We first need
to introduce some notation. Let S1, . . . , Sm be the input segmen-
tations, and let U = {u0, u1, . . . , uN} be the union segmentation.
Consider a candidate aggregate segmentation A ⊆ U , and let C(A)
denote the cost of A, that is, the sum of distances of A to all input
segmentations. We write C(A) =
∑
iCi(A), where Ci(A) is the
distance between A and segmentation Si. The optimal aggregate
segmentation is the segmentation Sˆ that minimizes the cost C(Sˆ).
Also, we define a j-restricted segmentation Aj to be a candidate
segmentation such that the next-to-last breakpoint is restricted to
be the point uj ∈ U . That is, the segmentation is of the form
Aj = {u0, . . . , uj , n}: it contains uj, and does not contain any
breakpoint ak > uj (except for the last point of the sequence).
We use Aj to denote the set of all j-restricted segmentations, and
Sˆj to denote the one with the smallest cost. As an extreme exam-
ple, for j = 0, Sˆ0 = {u0, n} consists of a single segment. Abusing
slightly the notation, for j = N , where the next-to-last and the last
segmentation breakpoint coincide to be uN , we have that Sˆ
N = Sˆ,
that is the optimal aggregate segmentation.
6.3 Aggregation algorithms 105
Now let A be a candidate segmentation, and let uk ∈ U be a
boundary point in the union that does not belong to A, uk /∈ A.
We define the impact of uk to A to be the change (increase or
decrease) in the cost that is caused by adding breakpoint uk to
the A, that is, I(A,uk) = C(A ∪ {uk}) − C(A). We have that
I(A,uk) =
∑
i Ii(A,uk), where Ii(A,uj) = Ci(A ∪ {uk})−Ci(A).
We can now prove the following theorem.
Theorem 6.3 The cost of the optimal solution for the Segmen-
tation Aggregation problem can be computed using a dynamic
programming algorithm with the recursion
C(Sˆj) = min
0≤k<j
{
C(Sˆk) + I(Sˆk, uj)
}
. (6.6)
Proof. For the proof of correctness it suffices to show that the
impact of adding breakpoint uj to a k-restricted segmentation is
the same for all Ak ∈ Ak. Then, Recursion (6.6) calculates the
minimum cost aggregation correctly, since the two terms appearing
in the summation are independent.
For proving the above claim pick any k-restricted segmentation
Ak with boundaries {u0, . . . , uk, n} and segments {a¯1, . . . , a¯k+1}.
Assume that we extend Ak to Aj = Ak ∪ {uj} by adding boundary
uj ∈ U . We focus first on a single input segmentation Si and we
denote by Uki the union of segmentation Si with the k-restricted
aggregation Ak. Then it is enough to show that Ii(A
k, uj) is inde-
pendent of the selected Ak. If this is true for Ii(A
k, uj) and any
i, then it will also be true for I(Ak, uj) =
∑m
i=1 Ii(A
k, uj). By
Lemma 6.1 we have that the impact of uj is
Ii(A
k, uj) = Ci(A
k ∪ {uj})− Ci(Ak) (6.7)
= E(Ak ∪ {uj}) + E(Si)− 2E(U ji )
−E(Ak)− E(Si) + 2E(Uki ).
Consider now the addition of boundary uj > uk. This addition
splits the last segment of Ak into two subsegments β¯1 and β¯2 such
that |β¯1| + |β¯2| = |a¯k+1|. Assume that uj ∈ Si. This means that
the addition of uj in the aggregation does not change segmentation
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Uki . That is, U
k
i = U
j
i . Substituting into Equation (6.7) we have
that
Ii(A
k, uj) = E(A
k)− E(a¯k+1) + E(β¯1) + E(β¯2)
+E(Si)− 2E(Uki )− E(Ak)− E(Si) + 2E(Uki )
= −E(a¯k+1) + E(β¯1) + E(β¯2)
= −|a¯k+1|
2
2
+
|β¯1|2
2
+
|β¯2|2
2
= −|β¯1||β¯2|. (6.8)
In the case where uj /∈ Si, the addition of uj in the aggregation
causes a change in segmentation Uki as well. Let segment u¯ of U
k
i
be split into segments γ¯1 and γ¯2 in segmentation U
j
i . The split is
such that |u¯| = |γ¯1|+ |γ¯2| The impact of boundary uj now becomes
Ii(A
k, uj) = E(A
k)− E(a¯k+1) + E(β¯1) + E(β¯2) + E(Si)
−2E(Uki ) + 2E(u¯)− 2E(γ¯1)− 2E(γ¯2)
−E(Ak)− E(Si) + 2E(Uki )
= −E(a¯k+1) + E(β¯1) + E(β¯2)
+2E(u¯)− 2E(γ¯1)− 2E(γ¯2)
= −|a¯k+1|
2
2
+
|β¯1|2
2
+
|β¯2|2
2
+ |u¯|2 − |γ¯1|2 − |γ¯2|2
= −|β¯1||β¯2|+ 2|γ¯1||γ¯2|. (6.9)
In the update rules (6.8) and (6.9), the terms that determine the
impact of boundary uj do not depend on the boundaries of A
k in
the interval [u0, uk]. They only depend on where the new boundary
uj is placed in the interval (uk, n]. Therefore, the impact term is
the same for all Ak ∈ Ak. 
Computing the impact of every point can be done in O(m) time
(constant time is needed for each Si) and therefore the total com-
putation needed for the evaluation of the dynamic programming
recursion is O(N2m).
6.3.3 Greedy algorithms
The dynamic programming algorithm produces an optimal solu-
tion with respect to the disagreements distance, but it runs in time
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quadratic in N , the size of the union segmentation. This makes it
impractical for large datasets. We therefore need to consider faster
heuristics.
The GreedyBU algorithm
In this paragraph we describe a greedy bottom-up (GreedyBU)
approach to segmentation aggregation. The algorithm starts with
the union segmentation U . Let A1 = U denote this initial aggre-
gate segmentation. At the t-th step of the algorithm we identify
the boundary b in At whose removal causes the maximum decrease
in the distance between the aggregate segmentation and the input
segmentations. By removing b we obtain the next aggregate seg-
mentation At+1. If no boundary that causes cost reduction exists,
the algorithm stops and it outputs the segmentation At.
At some step t of the algorithm, let C(At) denote the cost of the
aggregate segmentation At constructed so far, that is, the sum of
distances from At to all input sequences. We have that C(At) =∑
ℓCℓ(At), where Cℓ(At) = DA(At, Sℓ), the distance of At from the
input segmentation Sℓ. For each boundary point b ∈ At, we need
to store the impact of removing b from At, that is, the change in
C(At) that the removal of boundary b causes. This may be negative,
meaning that the cost decreases, or positive, meaning that the cost
increases. We denote this impact by G(b) and as before, it can be
written as G(b) =
∑
ℓGℓ(b).
We now show how to compute and maintain the impact in an
efficient manner. More specifically we show that at any step the
impact for a boundary point b can be computed by looking only
at local information; the segments adjacent to b. Furthermore, the
removal of b affects the impact only of the adjacent boundaries in
At, thus updates are also fast.
For the computation of G(b) we make use of Lemma 6.1. Let
At = {a0, a1, . . . , ab} be the aggregate segmentation at step t, and
let Sℓ = {s0, s1, . . . , sd} denote one of the input segmentations. Also
let Uℓ = {u0, u1, . . . , ue} denote the union segmentation of At and
Sℓ. Then the distance from At to Sℓ can be computed as
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Cℓ(At) = DA(At, Sℓ)
= E(Sℓ) + E(At)− 2E(Uℓ).
The potential E(Sℓ) does not depend on the aggregate segmen-
tation At. Therefore, when removing a boundary point b, E(Sℓ)
remains unaffected. We only need to consider the effect of b on the
potentials E(At) and E(Uℓ).
Assume that b = aj is the j-th boundary point of At. Remov-
ing aj causes segments a¯j and a¯j+1 to be merged, creating a new
segment of size |a¯j | + |a¯j+1| and diminishing two segments of size
|a¯j | and |a¯j+1|. Therefore, the potential energy of the resulting
segmentation At+1 is
E(At+1) = E(At) +
(|a¯j |+ |a¯j+1|)2
2
− |a¯j |
2
2
− |a¯j+1|
2
2
= E(At) + |a¯j ||a¯j+1|.
The boundary b, that is removed from At, is also a boundary
point of Uℓ. If b ∈ Sℓ, then the boundary remains in Uℓ even after
it is removed from At. Thus, the potential energy E(Uℓ) does not
change. Therefore, the impact is Gℓ(b) = |a¯j ||a¯j+1|
Consider now the case that b 6∈ Sℓ. Assume that b = ui is the i-th
boundary of U , that separates segments u¯i and u¯i+1. The potential
energy of Uℓ increases by |u¯i||u¯i+1|. Thus the total impact caused
by the removal of b is Gℓ(b) = |a¯j||a¯j+1| − 2|u¯i||u¯i+1|.
Therefore, the computation ofGℓ(b) can be done in constant time
with the appropriate data structure for obtaining the lengths of the
segments adjacent to b. Going through all input segmentations we
can compute G(b) in time O(m).
Computing the impact of all boundary points takes timeO(Nm).
Updating the costs in a naive way would result in an algorithm
with cost O(N2m). However, we do not need to update all bound-
ary points. Since the impact of a boundary point depends only on
the adjacent segments only the impact values of the neighboring
boundary points are affected. If b = aj , we only need to recompute
the impact for aj−1 and aj+1, which can be done in time O(m).
Therefore, using a simple heap to store the benefits of the break-
points we are able to compute the aggregate segmentation in time
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O (N(m+ logN)). A similar methodology can also be used for a
greedy top-down algorithm resulting in an algorithm with the same
complexity.
The GreedyTD algorithm
In this paragraph we describe a greedy top-down (GreedyTD)
algorithm for segmentation aggregation. Initially, the algorithm
starts with the empty segmentation (the segmentation that has no
other boundaries than the beginning and the end of the sequence).
Let A1 = {0, n} be the initial aggregate segmentation. Segment
boundaries are added to this empty segmentation one step at a
time. That is, in the t-th step of the algorithm the t-th boundary
is added. The boundaries are again picked from the union segmen-
tation of the inputs S1, . . . , Sm, which we denote by U . At the t-th
step of the algorithm we identify the boundary b in U whose ad-
dition causes the maximum decrease in the distance between the
aggregate segmentation and the input segmentations. By adding b
we obtain the next aggregate segmentation At+1. If no boundary
that causes cost reduction exists, the algorithm stops and it outputs
the segmentation At.
As before, we use C(At) to denote the cost of the aggregate seg-
mentation At, that is, the sum of distances from At to all input seg-
mentations. Thus C(At) =
∑
ℓCℓ(At), where Dℓ(At) = DA(At, Sℓ)
is the distance of At to segmentation Sℓ. In this case, the impact
of boundary b ∈ U is the change in C(At) that the addition of
boundary b can cause. We denote the impact of boundary b by
G(b) =
∑
ℓGℓ(b), where Gℓ(b) is the impact that the addition of
boundary b has on the cost induced by input segmentation Sℓ.
We now show how to compute and maintain the impact of each
candidate boundary point efficiently. Assume that we are at step t
of the execution of the algorithm. Denote by At = {a0, a1, . . . , ab}
the aggregate segmentation at this step, and let Sℓ = {s0, s1, . . . , sd}
denote one of the input segmentations. Also let Uℓ denote the union
segmentation of At and Sℓ. Then as in the previous paragraph, the
distance of At from Sℓ can be computed as
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Cℓ(At) = DA(At, Sℓ)
= E(Sℓ) + E(At)− 2E(Uℓ).
Again the potential energy E(Sℓ) does not depend on the aggre-
gate segmentation and therefore it remains constant in all steps of
the algorithm. We only need to consider the effect of adding b to the
potential energies E(At) and E(Uℓ). The change in E(At) is easy
to compute. This is because the addition of boundary b will cause
the split of a single segment in At. Let this segment be a¯j, with
length |a¯j|. Now assume that adding b splits a¯j into to segments
a¯j1 and a¯j2 such that |a¯j1 | + |a¯j2| = |a¯j|. Then potential energy of
segmentation At+1 will be
E(At+1) = E(At) +
|a¯j1 |2
2
+
|a¯j2 |2
2
− (|a¯j1 |+ |a¯j2 |)
2
2
= E(At)− |a¯j1 ||a¯j2 |.
The boundary point b that has been added in At is also a bound-
ary point in Uℓ. However, if b ∈ Sℓ, then b was in Uℓ already and
therefore the potential energy E(Uℓ) remains unchanged. If b 6∈ Sℓ,
then the addition of b splits a segment u¯i of Uℓ in two smaller seg-
ments u¯i1 and u¯i2 such that |u¯i1 | + |u¯i2 | = |u¯i|. Then it holds that
the new potential energy of Uℓ after the addition of boundary b will
be reduced by |u¯i1 ||u¯i2 |. Thus, the impact of boundary point b is
Gℓ(b) = 2|u¯i1 ||u¯i2 | − |a¯j1||a¯j2 |.
6.4 Experiments
In this section we experimentally evaluate our methodology. First,
on a set of generated data we show that both DP and Greedy
algorithms give results of high quality. Next, we show that how
segmentation aggregation can prove useful in analysis of genomic
sequences and particularly to the problem of haplotype blocks. In
Section 6.4.3 we demonstrate how segmentation aggregation pro-
vides a robust framework for segmenting timeseries data that have
erroneous or missing values. Finally, in Section 6.4.4 we analyze
mobile phone users’ data via the segmentation aggregation frame-
work.
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Figure 6.3: Synthetic datasets: disagreement ratio of Greedy
heuristics as a function of the variance used for data generation.
The probability p of altering a single segment boundary is fixed in
every experiment. The disagreement ratio is obtained by dividing
the disagreement cost of the Greedy algorithms with the disagree-
ment cost of the optimal aggregation.
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6.4.1 Comparing aggregation algorithms
For comparing aggregation algorithms we generate segmentation
datasets as follows: first we create a random segmentation of a se-
quence of length 1000 by picking a random set of boundary points.
We call the segmentation obtained in this way the basis segmen-
tation. We use this basis segmentation as a template to create a
dataset of 100 segmentations to be aggregated. Each such output
segmentation is generated from the basis as follows: each segment
boundary of the basis is kept identical in the output with proba-
bility (1− p), while it is altered with probability p. There are two
types of changes a boundary is subject to: deletion and transloca-
tion. In the case of translocation, the new location of the boundary
is determined by the variance level. For small variance levels the
boundary is placed close to its old location, while for large values
of v the boundary is placed further.
Figure 6.3 shows the ratio of the aggregation costs achieved by
GreedyTD and GreedyBU with respect to the optimal DP algo-
rithm. It is apparent that the greedy alternatives give in most of the
cases results with cost very close (almost identical) to the optimal.
We mainly show the results for p > 0.5, since for smaller values
of p the ratio is always equal to 1. These results verify that not
only the quality of the aggregation found by the greedy algorithms
is close to this of the optimal, but also that the structure of the
algorithms’ outputs are very similar. All the results are averages
over 10 independent runs.
6.4.2 Experiments with haplotype data
The basic intuition of the haplotype block problem as well as its
significance in biological sciences and medicine have already been
discussed in Section 6.1. Here we show how the segmentation aggre-
gation methodology can be applied in this setting. The main prob-
lem with the haplotype block structure is that although numerous
studies have confirmed its existence, the methodologies that have
been proposed for finding the blocks leave multiple uncertainties,
related to the number and the exact positions of their boundaries.
The main line of work related to haplotype block discovery con-
sists of a series of segmentation algorithms. These algorithms usu-
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Figure 6.4: Block structure of haplotype data. AGG corresponds
to the aggregate segmentation obtained by aggregating the block
structures output by MDyn, htSPN, DB, MDB and Daly et. al.
methods.
ally assume different optimization criteria for block quality and seg-
ment the data so that blocks of good quality are produced. Al-
though one can argue for or against each one of these optimization
functions, we again adopt the aggregation approach. That is, we
aggregate the results of the different algorithms used for discovering
haplotype blocks by doing segmentation aggregation.
For the experiments we use the published dataset of [DRS+01]
and we aggregate the segmentations produced by the following five
different methods:
1. Daly et al.: This is the original algorithm for finding blocks
used in [DRS+01].
2. htSNP: This is a dynamic programming algorithm proposed
in [ZCC+02]. The objective function uses the htSNP criterion
proposed in [PBH+01].
3. DB: This is again a dynamic programming algorithm, though
for a different optimization criterion. The algorithm is pro-
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posed in [ZCC+02], while the optimization measure is the
haplotype diversity proposed by [JKB97].
4. MDB: This is a Minimum Description Length (MDL) method
proposed in [AN03].
5. MDyn: This is another MDL-based method proposed by [KPV+03].
Figure 6.4 shows the block boundaries found by each one of the
methods. The solid line corresponds the block boundaries found
by doing segmentation aggregation on the results of the aforemen-
tioned five methods. The aggregate segmentation has 11 segment
boundaries, while the input segmentations have 12, 11, 6, 12 and 7
segment boundaries respectively, with 29 of them being unique. No-
tice that in the result of the aggregation, block boundaries that are
very close to each other in some segmentation methods (for exam-
ple htSNP) disappear and in most of the cases they are replaced
by a single boundary. Additionally, the algorithm does not always
find boundaries that are in the majority of the input segmentations.
For example, the eighth boundary of the aggregation appears only
in two input segmentations, namely the results of Daly et al. and
htSNP.
6.4.3 Robustness experiments
In this experiment we demonstrate the usefulness of the segmenta-
tion aggregation in producing robust segmentation results, insensi-
tive to the existence of outliers in the data. Consider the following
scenario, where multiple sensors are sending their measurements to
a central server. It can be the case that some of the sensors may fail
at certain points in time. For example, they may run out of battery
or report erroneous values due to communication delays in the net-
work. Such a scenario causes outliers (missing or erroneous data)
to appear. The classical segmentation algorithms are sensitive to
such values and usually produce“unintuitive”results. We here show
that the segmentation aggregation is insensitive to the existence of
missing or erroneous data via the following experiment: first, we
generate a multidimensional sequence of real numbers that has an
a priori known segmental structure. We fix the number of segments
appearing in the data to be k = 10, while all the dimensions have
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Figure 6.5: Disagreements of Sagg and Sblind with the true under-
lying segmentation Sbasis as a function of the number of erroneous
dimensions.
0 200 400 600 800 1000
S_AGG  
S_basis  
S_blind  
Figure 6.6: Anecdote illustrative of the insensitivity of the aggrega-
tion, S AGG, to the existence of outliers in the data. The aggregate
segmentation S AGG is much more similar to the desired segmenta-
tion, S basis, than the output of the “best” segmentation algorithm,
S blind.
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the same segment boundaries. All the points in a segment are nor-
mally distributed around some randomly picked mean µ ∈ [9, 11].
One can consider each dimension to correspond to data coming from
a different sensor. We report the results from a dataset that has
1000 data points, and 10 dimensions.
Standard segmentation methods segment all dimensions together.
We do the same using the variance of the segments to measure
the quality of the segmentation. We segment all the dimensions
together using the standard optimal dynamic programming algo-
rithm for sequence segmentation [Bel61]. Let us denote by Sbasis
the segmentation of this data obtained by this dynamic program-
ming algorithm.
We simulate the erroneous data as follows: first we pick a specific
subset of dimensions on which we insert erroneous blocks of data.
The cardinality of the subset varies from 1 to 10 (all dimensions).
An erroneous block is a set of consecutive outlier values. Outlier
values are represented by 0s in this example. We use small blocks of
length at most 4 and we insert 1− 10 such blocks. This means that
in the worst case we have at most 4% faulty data points. A stan-
dard segmentation algorithm would produce a segmentation of this
data by blindly segmenting all dimensions together. Let us denote
by Sblind the segmentation produced by the dynamic programming
segmentation algorithm in this modified dataset. Alternatively, we
segment each dimension separately in k = 10 segments and then we
aggregate the results. We denote by Sagg the resulting aggregate
segmentation.
Figure 6.5 reports the disagreementsDA(Sagg, Sbasis) andDA(Sblind,
Sbasis) obtained when we fix the number of erroneous blocks in-
serted in each dimension and vary the number of dimensions that
are faulty, and vice versa. That is, we try to compare the number
of disagreements between the segmentations produced by aggrega-
tion and by blindly segmenting all the dimensions together, to the
segmentation that would have been obtained if the erroneous data
were ignored. Our claim is that a “correct” segmentation should be
as close as possible to Sbasis. Figure 6.5 indeed demonstrates that
the aggregation result is much closer to the underlying true seg-
mentation, and thus the aggregation algorithm is less sensitive to
the existence of outliers. Figure 6.6 further verifies this intuition by
visualizing the segmentations Sbasis, Sagg and Sblind for the case of
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5 erroneous dimensions containing 5 blocks of consecutive outliers.
6.4.4 Experiments with reality-mining data
The reality-mining dataset 2contains usage information of about a
97 mobile phone users. Large percentage of these users are either
students, or faculty of the MIT Media Laboratory, while the rest
are incoming students at the MIT Sloan Business School, located
adjacent to the laboratory. The collected information includes call
logs, Bluetooth devices in proximity, cell tower IDs, application
usage, and phone status (such as charging and idle) etc. The data
spans a period from September 2004 to May 2005. We mainly focus
our analysis on the data related to the callspan of each user. The
callspan data has information related to the actual times each user
places a phonecall.
From this data we produce segmentation-looking inputs as fol-
lows: for each user, and each day during which he has been logged,
we take the starting times reported in the callspan and we consider
them as segment boundaries on the timeline of the day. Therefore,
a user recorded for say 30 days is expected to have 30 different such
segmentations associated with him.
Identifying single user’s patterns
In our first experiment, we cluster the days of a single user. Since
each day is represented as a segmentation of the 24-hour timeline,
clustering the days corresponds to clustering these segmentations.
We use distanceDA for comparing the different days. The definition
of segmentation aggregation allows naturally to define the “mean”
of a cluster to be the aggregation of the segmentations that are
grouped together in the cluster. With this tool, we can extend
classical k-means of Euclidean spaces to the space of segmentations.
Figure 6.7 shows the clustering of the days of a single user (who
is classified as a professor in the dataset) over a period of 213 days
starting from September 2004 to May 5th 2005 (not all days are
recorded). The plot on the top shows the clustering of the days. The
days are arranged sequentially and the different colors correspond
2The interested reader can find the datasets at http://reality.media.mit.edu/
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Figure 6.7: Clustering of a single user’s logged days into three clus-
ters and the corresponding cluster representatives.
to different clusters. It is apparent that at the beginning of the
recorded period the patterns of the user are quite different from the
patterns observed at later points in the study. More specifically, all
the initial days form a single rather homogeneous cluster.
During the period corresponding to the days of this cluster the
Media Lab subjects had been working towards the annual visit of
the laboratory’s sponsors [Eag05]. It had been previously observed
that this had affected the subjects’ schedules. We can thus conclude
that our methodology captures this pattern as well. The rest of
Figure 6.7 shows the representatives of each cluster. We observe
that the representatives are rather distinct consisting of profiles
where the users uses his phone either in morning hours, or in evening
hours or both.
Finding groups of similar users
In the second experiment we try to build clusters of users that show
similar patterns in their activities. For this, we build the profile
of each user, by aggregating all the days he has been logged for.
Next, we cluster the user profiles, using the k-means algorithm for
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Figure 6.8: The clustering structure of the reality-mining user data.
segmentations, as discussed in the previous paragraph. Figure 6.8
gives visual evidence of the existence of some clusters of users in
the dataset. The plot shows the distances between user profiles,
in terms of disagreement distance. The rows and the columns of
the distance matrix have been rearranged so that users clustered
together are put in consecutive rows (columns). The darker the
coloring of a cell at position (i, j) the more similar users i and j are.
There are some evident clusters in the dataset, like for example the
one consisting of users at positions 1− 10, 33− 38, 39− 54, 55− 68
and 69 − 77. Notice, that the cluster containing users 55 − 68
is not only characterized by strong similarity among its members
but additionally the members of this cluster are very dissimilar to
almost every other user in the dataset.
From those groups, the third one, consisting of rows 39 − 54,
seems to be very coherent. We further looked at the people consti-
tuting this group and found out that most of them are related (being
probably students) to the Sloan Business School. More specifically,
the positions of the people in the cluster, as reported in the dataset,
appear to be
sloan, mlUrop, sloan, sloan, sloan, 1styeargrad,
sloan, sloan, sloan, 1styeargrad, mlgrad,
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sloan, sloan, sloan, staff, sloan.
Similarly, the relatively large and homogeneous group formed by
lines 1− 10 consists mostly from staff and professors.
Another interesting group of users is the one consisting from
users 55 − 68. Those users are not only very similar within them-
selves but they are also are very dissimilar to almost every other
user in the dataset. This group though contains a rather diverse set
of people, at least with respect to their positions. However there
may be another link that makes their phone usage patterns similar.
6.5 Alternative distance functions: Entropy
distance
In this section we introduce the entropy distance as an alternative
measure for comparing segmentations.
6.5.1 The entropy distance
The entropy distance between two segmentations quantifies the in-
formation one segmentation reveals about the other. In general,
the entropy distance between two random variables X and Y that
take values in domains X and Y, respectively, is defined as
DH(X,Y ) = H(X|Y ) +H(Y |X),
where H(·|·) is the conditional entropy function and
H(X|Y ) = −
∑
x∈X
∑
y∈Y
Pr(x, y) log Pr(x|y). (6.10)
For segmentations this can be interpreted as follows. Consider
a segmentation P of timeline T with segments {p¯1, . . . , p¯ℓp}, on a
random experiment that picks a random segment x¯ ∈ {p¯1, . . . , p¯ℓp}.
Then the probability that the i-th segment was picked is
Pr(x¯ = p¯i) =
|p¯i|
|T | .
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In this way, every segmentation defines a sample space for a random
variable and therefore the entropy of segmentation P , with segments
is defined to be
H(P ) = −
ℓp∑
i=1
Pr(x¯ = p¯i) log Pr(x¯ = p¯i).
Note that by definition of probability it also holds that for every
segmentation P with ℓp segments,
∑ℓp
i=1 Pr(x¯ = p¯i) = 1. Further-
more, the entropy of a segmentation corresponds in some sense to
the potential energy of the segmentation for the entropy distance
function.
Now consider a pair of segmentations P and Q with segments
{p¯1, . . . , p¯ℓp} and {q¯1, . . . , q¯ℓq}, and define the conditional entropy of
the one segmentation given the other. We associate with segmenta-
tion P random variable x¯ that takes values in {p¯1, . . . , p¯ℓp} and with
segmentation Q random variable y¯ that takes values in {q¯1, . . . , q¯ℓq}
The conditional entropy of segmentation P given segmentation Q
can be computed as in Equation (6.10), that is,
H(P |Q) = (6.11)
−
ℓp∑
i=1
ℓq∑
j=1
Pr (x¯ = p¯i, y¯ = q¯j) log (Pr (x¯ = p¯i|y¯ = q¯j)) .
We can now define the entropy distance between two segmentations
P and Q.
Definition 6.3 Let P and Q be two segmentations of timeline T
with segments {p¯1, . . . , p¯ℓp} and {q¯1, . . . , q¯ℓq} respectively. The en-
tropy distance, DH , between P and Q is defined to be
DH(P,Q) = H(P |Q) +H(Q|P ), (6.12)
where H(P |Q) and H(Q|P ) are evaluated by Equation (6.11).
As the following lemma shows the entropy distance is also a
metric and therefore we can again take advantage of this property
for applications of DH in clustering.
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Lemma 6.2 The entropy distance DH is a metric.
Proof. By simple observation and due to the fact that the entropy
function is positive we can see that for any two segmentations P
and Q it holds that DH(P,Q) ≥ 0 and DH(P,Q) = DH(Q,P ). We
now show that DH also satisfies the triangular inequality. That is,
for three segmentations P,Q and S it holds that
DH(P,Q) +DH(Q,S) ≥ DH(P, S),
or alternatively,
H(P |Q) +H(Q|P ) +H(Q|S) +H(S|Q) ≥ H(P |S) +H(S|P ).
Due to the symmetry of the above equation, it is enough to prove
that
H(P |Q) +H(Q|S) ≥ H(P |S).
This can be proved easily as follows
H(P |Q) +H(Q|S) ≥ H(P |Q,S) +H(Q|S)
= H(P,Q|S)
= H(Q|P, S) +H(P |S)
≥ H(P |S).

6.5.2 Computing the entropy distance
For two segmentations P and Q with ℓp and ℓq number of segments
respectively, the distance DH(P,Q) can be computed trivially in
time O
(
(ℓp + ℓq)
2
)
. Next we show that this can be done faster
in time O (ℓp + ℓq). For showing this it is enough to establish the
following lemma.
Lemma 6.3 Let P and Q be two segmentations and U be their
union segmentation. The distance DH(P,Q) can be computed by
the following closed formula
DH(P,Q) = 2H(U)−H(P )−H(Q).
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Proof. Assume that segmentation P has ℓp segments {p¯1, . . . p¯ℓp}
and segmentation Q has ℓq segments {q¯1, . . . , q¯ℓq}. We again asso-
ciate with segmentation P random variable x¯ that takes values in
{p¯1, . . . p¯ℓp} and with segmentation Q random variable y¯ that takes
values in {q¯1, . . . , q¯ℓq}. From Equation (6.12) we know that
DH(P,Q) = H(P |Q) +H(Q|P ),
and by Equation (6.11) we have that
H(P |Q) = −
ℓp∑
i=1
ℓq∑
j=1
Pr (x¯ = p¯i, y¯ = q¯j) log (Pr (x¯ = p¯i|y¯ = q¯j))
= −
ℓp∑
i=1
ℓq∑
j=1
Pr (x¯ = p¯i, y¯ = q¯j) log (Pr (x¯ = p¯i, y¯ = q¯j))
+
ℓp∑
i=1
ℓq∑
j=1
Pr (x¯ = p¯i, y¯ = q¯j) log (Pr (y¯ = q¯j))
= H(U) +
ℓq∑
j=1
log (Pr (y¯ = q¯j))
ℓp∑
i=1
Pr (x¯ = p¯i, y¯ = q¯j)
= H(U) +
ℓq∑
j=1
log (Pr (y¯ = q¯j)) Pr (y¯ = q¯j)
= H(U)−H(Q).
Similarly, we can show that H(Q|P ) = H(U)−H(P ). This proves
the lemma. 
Lemma 6.3 allows us to state the following theorem.
Theorem 6.4 Given two segmentations P and Q with ℓp and ℓq
segments respectively, DH(P,Q) can be computed in time O(ℓp+ℓq).
6.5.3 Restricting the candidate boundaries for DH
Theorem 6.2 says that in the Segmentation Aggregation problem
with DA distance function the boundaries of the optimal aggrega-
tion are restricted to the already existing boundaries in the input
segmentations. A similar theorem can be proved for the entropy
distance function DH .
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Theorem 6.5 Let S1, S2 . . . Sm be the m input segmentations to
the Segmentation Aggregation problem for DH distance and let
U be their union segmentation. For the optimal aggregate segmen-
tation Sˆ, it holds that Sˆ ⊆ U , that is, all the segment boundaries in
Sˆ belong in U .
Proof. The proof is along the same lines as the proof of Theo-
rem 6.2. Assume that the optimal aggregate segmentation Sˆ has
cost C(Sˆ) =
∑m
i=1DH(Sˆ, Si) and that Sˆ contains segment bound-
ary j ∈ T such that j 6∈ U . For the proof we will assume that we
have the freedom to move boundary j to a new position xj. We
will show that this movement will reduce the cost of the aggregate
segmentation Sˆ, which will contradict the optimality assumption.
We first consider a single input segmentation S ∈ {S1, . . . , Sm}
and denote its union with the aggregate segmentation Sˆ by US .
Assume that we move boundary j to position xj in segmentation
Sˆ. However, this movement is restricted to be within the smallest
interval in US that contains j. (As before similar arguments can
be made for all segments in US .) Consider the boundary point
arrangement shown in Figure 6.2. In this arrangement we denote
by Pˆ (PU ) the first boundary of Sˆ (US) that is to the left of xj and
by Nˆ (NU ) the first boundary of Sˆ (US) that is to the right of xj .
We know by Lemma 6.3 that
DH(S, Sˆ) = 2H(US)−H(S)−H(Sˆ),
or simply
DH = 2HUS −HS −HSˆ.
Note that HSˆ and HUS both depend on the position of xj, while
HS does not since xj /∈ S. Thus, by writing DH as a function of xj
we have that
DH(xj) = 2HUS (xj)−HSˆ(xj)−HS, (6.13)
where
HSˆ(xj) = cSˆ −
(xj − Pˆ )
n
log
(
(xj − Pˆ )
n
)
−(Nˆ − xj)
n
log
(
(Nˆ − xj)
n
)
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and
HUS(xj) = cU −
(xj − PU )
n
log
(
(xj − PU )
n
)
+
(NU − xj)
n
log
(
(NU − xj)
n
)
.
In the above two equations cSˆ and cU are terms that are indepen-
dent of xj. If we substitute the latter two equations into Equa-
tion (6.13) and we take the first derivative of this with respect to
xj we have that
dDH(xj)
dxj
=
1
n
[
1 + log(xj − Pˆ )− 1− log(Nˆ − xj)
−2 log(xj − PU ) + 2 log(NU − xj)
]
+ 0.
Taking the second derivative we get that
d2DH(xj)
dx2j
=
1
n
[
1
xj − Pˆ
+
1
Nˆ − xj
− 2 2
xj − PU − 2
1
NU − xj
]
≤ − 1
xj − PU −
1
NU − xj ≤ 0.
The last inequality holds because xj − Pˆ ≥ x − PU which means
that 1
xj−Pˆ
≤ 1xj−PU . Similarly, we have that Nˆ − xj ≥ NU − xj
which means that 1
Nˆ−xj
≤ 1NU−xj .
The second derivative being negative implies that the function
is convex in the interval [PU , NU ] and therefore it will exhibit its
local minima in the interval’s endpoints. That is, xj ∈ {PU ,NU}
which contradicts the initial optimality assumption. Note that the
above argument is true for all input segmentations in the particular
interval and therefore it is also true for their sum. 
6.5.4 Finding the optimal aggregation for DH
In this section we show that the Segmentation Aggregation prob-
lem for distance function DH between segmentations can also be
solved optimally in polynomial time using a dynamic programming
algorithm. The notational conventions used in this section are iden-
tical to the ones we used in Section 6.3.2. In fact, Recursion (6.6)
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solves the Segmentation Aggregation problem for the DH dis-
tance function as well. The proof that the recursion evaluates the
aggregation with the minimum cost is very similar to the one given
for Theorem 6.3 and thus omitted. However, we give some details
of how the dynamic programming will be implemented for DH .
Consider a k-restricted segmentation Ak with boundaries {u0,
. . ., uk, n} and segments {a¯1, . . ., a¯k+1}. Assume that we extend
Ak to Aj = Ak ∪ {uj} by adding boundary uj ∈ U . We focus on
a single input segmentation Si and we denote by U
k
i the union of
segmentation Si with the k-restricted aggregation A
k. The calcula-
tion of the impact of point uj on the other input segmentations is
similar. By Lemma 6.3 we have that the impact of uj is
Ii(A
k, uj) = Ci(A
k ∪ {uj})− Ci(Ak) (6.14)
= 2H(U ji )−H(Aj)−H(Si)
−2H(Uki ) +H(Ak) +H(Si).
Consider now the addition of boundary uj > uk. This addition
splits the last segment of Ak into two subsegments β¯1 and β¯2 such
that |β¯1|+|β¯2| = |a¯k+1|. Now assume that uj ∈ Si. This means that
the addition of uj in the aggregation does not change segmentation
Uki . That is, U
k
i = U
j
i . Substituting into Equation (6.14) we have
that
Ii(A
k, uj) = −H(Aj) +H(Ak)
= −|a¯k+1|
n
log
( |a¯k+1|
n
)
+
|β¯1|
n
log
( |β¯1|
n
)
+
|β¯2|
n
log
( |β¯2|
n
)
.
In the case where uj /∈ Si, the addition of uj in the aggregation
causes a change in segmentation Uki . Let segment u¯ of U
k
i be split
into segments γ¯1 and γ¯2 in segmentation U
j
i . The split is such that
|u¯| = |γ¯1| + |γ¯2| This would mean that the impact of boundary uj
now becomes
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Ii(A
k, uj) = 2H(U
j
i )−H(Aj)− 2H(Uki ) +H(Ak)
= −|a¯k+1|
n
log
( |a¯k+1|
n
)
+
|β¯1|
n
log
( |β¯1|
n
)
+
|β¯2|
n
log
( |β¯2|
n
)
−2 |γ¯1|
n
log
( |γ¯1|
n
)
− 2 |γ¯2|
n
log
( |γ¯2|
n
)
+
|u¯|
n
log
( |u¯|
n
)
.
Note that computing the impact of every point can be done in O(m)
time and therefore the total computation needed for the evaluation
of the dynamic programming recursion is O(N2m).
6.6 Alternative distance function: Boundary
mover’s distance
The Boundary Mover’s Distance (DB)
3 compares two segmenta-
tions P and Q considering only the distances between their bound-
ary points. Let the boundary points of P and Q be {p0, . . . , pk} and
{q0, . . . , qℓ}. We define the Boundary Mover’s distance between of
P with respect to Q to be
DB(P | Q) =
∑
pi∈P
min
qj∈Q
|pi − pj|p .
Two natural choices for p are p = 1 and p = 2. For p = 1 the
Boundary Mover’s distance is the Manhattan distance between the
segment boundaries, while for p = 2 it is the sum-of-squares dis-
tance.
The Segmentation Aggregation problem for distance DB with
m input segmentations S1, . . . , Sm asks for an aggregate segmenta-
tion Sˆ of at most t boundaries such that
Sˆ = argmin
S∈S
DB(Si | S).
3The name is a variation of the known Earth Mover’s Distance [RTG00]
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Notice that in this alternative definition of the Segmentation
Aggregation problem we have to restrict the number of boundaries
that can appear in the aggregation. Otherwise, the optimal Sˆ will
contain the union of boundaries that appear in P and Q - such a
segmentation will have total cost equal to 0. One can easily see that
this alternative definition of the segmentation aggregation problem
can also be solved optimally in polynomial time. More specifically,
the problem of finding the best aggregation with at most t segment
boundaries can be reduced to one-dimensional clustering that can
be solved using dynamic programming. For the mapping, consider
that the boundaries of the input segmentations to be the points to
be clustered, and the boundaries of the aggregation to be the cluster
representatives. We also note that for p = 1 all the boundaries of
the aggregate segmentation appear in the union segmentation too.
6.7 Conclusions
We have presented a novel approach to sequence segmentation, that
is based on the idea of aggregating existing segmentations. The
utility of segmentation aggregation has been extensively discussed
via a set of useful potential applications. We have formally de-
fined the segmentation aggregation problem and showed some of
its interesting properties. From the algorithmic point of view, we
showed that we can solve it optimally in polynomial time using dy-
namic programming. Furthermore, we designed and experimented
with greedy algorithms for the problem, which in principle are not
exact, but in practice they are both fast and give results of high
quality (almost as good as the optimal). The practical utility of
the problem and the proposed algorithms has been illustrated via
a broad experimental evaluation that includes applications of the
framework on genomic sequences and users’ mobile phone data. We
additionally demonstrated that segmentation aggregation is a noise
and error-insensitive segmentation method that can be used to pro-
vide robust segmentation results.
CHAPTER 7
Discussion
In this thesis we presented a set of problems related to sequence
segmentations and discussed some algorithmic techniques for deal-
ing with them. Initially, we focused on the segmentation problem
in its simplest formulation. However, in the subsequent chapters
we presented different segmentation models that proved useful in
modeling real-life datasets.
More specifically, the contributions of the thesis include the fast
approximate algorithm for the basic segmentation problem that was
presented in Chapter 3. The algorithm’s simplicity makes it attrac-
tive to use in practice. The open question that remains of interest is
whether techniques similar to the DnS framework can be employed
to accelerate other standard dynamic programming algorithms.
Chapters 4 and 5 introduced new variants of the basic segmen-
tation problem. Experimental evidence showed that these new seg-
mentation models are useful for real datasets. The common char-
acteristic of these models is that they are rather simple and intu-
itive. The existence of approximation algorithms for finding clus-
tered segmentations is still an open problem. We have proved that
Segmentation with Swaps is not only NP-hard but also hard to
approximate. The question of whether this result carries over to
Segmentation with Moves remains open.
Aggregating results of data mining algorithms has attracted lots
of attention in recent years. A natural problem when dealing with
sequence segmentation algorithms is the one of aggregating their
results. The aggregation should be made in such a way that the
strengths of the different segmentation algorithms are exploited,
129
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while their weaknesses are suppressed. In Chapter 6 we intro-
duced the Segmentation Aggregation problem and showed that
it is solvable in polynomial time for three different definitions of
distance functions between segmentations. An interesting future
direction of this work is towards defining a class of distance func-
tions, such that the results presented in Chapter 6 carry over to
any function in this class.
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