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ABSTRACT 
Minimal subadditive inclusion sets for the eigenvalues of matrices are constructed 
as numerical ranges based on a relation called parallelism which generalizes Bauer’s 
dual vector pairs and Lumers semi-inner-product spaces. The corresponding sets of 
dissipative matrices are shown to be maximal convex cones of nonsingular matrices. 
The results are useful as a basis for an axiomatic definition of numerical ranges not 
restricted to normed algebras. The invariance of certain cones of dissipative matrices 
under the mapping of a matrix to its negative quasiinverse is stated, and some 
applications of this result are given. 
1. INTRODUCTION 
If the eigenvalues of two matrices, A and B, are known, very little can be 
said, in general, about the eigenvalues of A + B, if no additional information 
about A and B is available. For example, if all the eigenvalues of A and B are 
small, those of A + B can nevertheless be as large as desired. If the eigenval- 
ues of A and B are real (positive), those of A + B can nevertheless be 
complex (negative). 
On the other hand, one might wish to guarantee in applications that the 
eigenvalues of A + B lie near those of A, in case B is small in a certain sense. 
From what has already been said, it is clear that mere knowledge of the 
eigenvalues of A and B is not sufficient. Also, knowledge of the eigenvalues 
of A and of some norm for B is also insufficient. However, if the Gershgorin 
disks of A and B are known-it is well known that these contain the 
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eigenvalues-then the Gershgorin disks of A + B can immediately be esti- 
mated, and hence the eigenvalues of A + B can be estimated. 
The ith Gershgorin disks of A and B are defined by 
Ki(A)={+-+a}, K,(B)={+-bl< p}, 
where 
a = A,,, b = Bii, 
and it is clear that 
Moreover, the Gershgorin disks have the advantage that, in general, they are 
easier to compute than the eigenvalues. However, for us their chief advan- 
tage is that they make it possible to approximate the spectrum of A + B. 
In many cases, a much rougher approximation than that afforded by the 
Gershgorin disks is sufficient. So, e.g., the union of the Gershgorin disks is 
contained in the disk 
S(A)= {2:/z(<S(A)=m~~~IAi~I). 
(This disk is just the smallest circle, centered at the origin, which contains 
the Gershgorin disks.) Here, also, S (A + B) can again be estimated through 
the relation 
s(A+B)<s(A)+s(B). 
The function s is a subadditive bound for the spectral radius, whereas the 
spectral radius itself is not subadditive. S (A) is the special case of a disk with 
center at the origin and a special operator norm (induced by the maximum 
norm) as radius. 
It is immediately clear that the facts that S (A) is an eigenvalue inclusion 
domain and that s(A) is subadditive hold for other operator norms too. 
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The above examples show that there are many different set-valued 
functions G, defined on square matrices of a given order, with the properties 
(1) G(A) contains the spectrum of A, for all A, 
(2) G(A+B)cG(A)+G(B),l for all A and B. 
These set functions can be ordered in a very natural way: for a good 
approximation to the spectrum of A, it is desirable that G (A) be as small as 
possible for all A. Thus, we shall say G, is “better” than G, if for all A, 
G,(A) C G,(A). One can immediately ask whether there are minimal ele- 
ments relative to this ordering. These would be the best subadditive eigen- 
value-inclusion domains for all matrices relative to the given ordering. To do 
this one must say which sets should be allowed for the range of G, since, as 
we have already seen from the examples, it is often advantageous to limit 
oneself to easily described sets (e.g. disks). 
The investigation of the structure of these minimal elements represents 
the main theme of this work, in which we limit ourselves to convex inclusion 
domains for the eigenvalues. The main result will show that the convex hull 
of a numerical range relative to a norm (see [l]) represents a best convex, 
subadditive inclusion domain for the eigenvalues in the sense defined here. 
Examples of this are the convex hull of the Gershgorin disks and the 
so-called Toeplitz field of values: 
which, as Hausdorff has shown, is always convex. If one limits oneself to 
circles centered at the origin and with radius r(A), then these disks are 
minimal if T(A) is t!ne numerical radius belonging to a numerical range, 
among others. For example, the function s(A) defined above is the numerical 
radius belonging to the Gershgorin disks (the Gershgorin disks can indeed be 
interpreted as numerical range, as Bauer [2] has shown). An immediate 
consequence is that the numerical radius related to an arbitrary numerical 
range is a minimal-norm bound’ for the eigenvalues of matrices, whereas the 
operator norm, in general, is not minimal in this sense. 
In general it can be shown that certain hulls of the numerical range (in 
the examples above, the convex and circular hulls) provide the best inclusion 
domains for eigenvalues in our sense. Thus it is shown that a large number of 
‘Here the notation denotes the Minkowski sum: G (A) + G(B) = (a + b: a E G(A), b E 
G(B)]. 
2Here and also later C”” will be regarded as a vector space and not as an algebra. Thus a 
matrix norm need not be submultiplicative. 
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already well-known and also practically important inclusion domains cannot 
be improved in our sense. 
We now ask whether there are still other best inclusion domains which 
cannot be represented as hulls of numerical ranges. That is, in fact, the case. 
Under very natural restrictions it can be shown that these exceptions can be 
avoided if the concept of numerical range is broadened. The usual definition 
of a numerical range relative to a norm v can be written 
G(A)= (S :xp), 
where the relation r I( v is defined bys 
Y 
xllq, * v(x) *v”(qJ)=c+x)>O VXEX, VEX’, 
Y 
where vD, the dual of v, is defined on X’ by 
P(cp)= SUP 9 VrpEX’. 
X#O 
This definition will now be broadened by replacing the relation (1 with more 
general relations, which cannot be defined by a norm duality. 1: analogy to 
the geometric interpretation of the Toeplitz field of values, these more 
general relations will be called parallelisms. We shall investigate which 
properties of these relations are necessary for the minimality of the hulls of 
the numerical ranges and which are sufficient. Moreover, a criterion will be 
given which will make it possible to decide whether a parallelism can be 
produced through a norm duality in the manner described above. 
The questions discussed above are closely related to another circle of 
problems, which arise from the following one: 
Give conditions on the matrices A and B so that the system of equations 
(“4 + ,L3B)x= b can be solved for arbitrary b and arbitrary a,/3 > 0. 
The formulation of analogous questions is central to the theory of dissipative 
operators (in the case of linear operators A and B) and of monotone 
operators (in the case of nonlinear operators; see [5], for example). Here we 
are only interested in the case where A and B are matrices. The following is 
true: If A and B are dissipative relative to a norm (i.e., the corresponding 
?his definition differs very little from those used in other articles. 
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numerical ranges are contained in the open right half plane), then CLA + PB, 
for arbitrary LY, p > 0, are likewise dissipative and hence nonsingular. The set 
of all matrices which are dissipative relative to some (fixed) norm form an 
open, convex cone K, which contains no singular matrices. This cone defines 
an ordering. In [lo] Vogg studied the order-theoretical aspects of dissipativ- 
ity. We shall show that this cone is a maximal set having this property: if 
K’ 32 K is an open, convex set, then K’ contains singular matrices. This says 
that the class of dissipative matrices cannot be enlarged in our sense. It can 
be shown, as it was for the eigenvalue inclusion domains, that all maximal 
open convex sets of nonsingular matrices can be represented in a simple 
manner with the aid of parallel relations. 
It will be shown, for a large class of dissipative cones that if A is 
dissipative, then so is A (I - A)- ‘. [ - A (I - A) -i is the quasiinverse of A, 
which is important in ring theory. See, e.g., [El].] It turns out that this 
property of dissipative cones is closely related to a monotone property of 
parallelisms producing the dissipative cone. This monotone property is 
defined by 
This relation is always satisfied when the parallelism arises from a norm 
duality; however, not all monotone parallelisms are representable as norm 
dualities. 
The fact that A (I - A) - ’ is dissipative whenever A is, has some interest- 
ing applications. If one applies it to the dissipative cone produced by the 
maximum norm, one obtains theorems which are closely related to theorems 
of Varga on regular splittings of matrices [7]. 
The following work is limited to finite-dimensional spaces. A large part of 
the results may be extended to more general linear spaces without great 
difficulty. Aside from the applications, this is of interest because it is possible 
to carry over the concept of the numerical range to non-normed spaces with 
the aid of more general parallelisms. However, the formulation of the 
theorems and, above all, the proofs would become considerably more com- 
plicated, thereby making the work of understanding the basic methods only 
more difficult. Hence, this generalization will be relegated to a later article. 
Nevertheless, useful generalizations are encountered in finite-dimensional 
spaces: often one is not interested in the entire spectrum of a linear 
transformation, but only in the part of the spectrum whose eigenvectors lie 
in some given set. An example of this is the so-called Perron root of a 
positive linear transformation, whose eigenvector always lies in the positive 
cone. In connection with numerical ranges this type of question was first 
investigated by Bauer [2]. 
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2. PARALLELISMS 
In the following X is a finite-dimensional vector space over C, the field of 
complex numbers, and X’ is its dual. In many examples we let X = C”, the 
n-dimensional complex space. The ith component of a vector x EC” will be 
denoted by xi. Similarly, we shall denote the matrix elements of a linear 
transformation A E Hom(X, X) by Aik. The Hermitian conjugate of a vector x 
or a transformation A is denoted by xH or AH. 
DEFINITION 1. A relation 11 on X and X’ is called a parallelism on H C X 
if 
Different parallelisms will be denoted by indices (e.g., i, I?). 
DEFINITION 2. A parallelism is called 
(I) proper @ (41~ =+ v+O), 
(2) positive W (xflq * qx>O). 
A positive parallelism is called 
(3) regular cJ 
(4) monotone4 W 
‘?he concepts of monotone and cyclically monotone are used in analogy to the correspond- 
ing definitions of Minty [5] and Rockafellar [5]. 
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(5) absolutely monotone M 
(6) cyclically monotone (3 
It follows directly from these definitions that 
(1) a positive parallelism is proper, 
(2) an absolutely monotone parallelism is monotone, 
(3) a cyclically monotone parallelism is absolutely monotone. 
We give, in some detail, a few examples which will illustrate these 
concepts and which will prove useful later. 
EXAMPLE 2.1. Let v be a norm on X, vD its corresponding dual on X’. If 
(1 is defined by 
Y 
then /( is a regular, cyclically monotone parallelism on X. 
Tks concept of parallelism is closely related to G. Birkhoffs definition of 
orthogonality relative to a norm [3]. The standard definition of orthogonality 
says that x E X is orthogonal to pj E X’ (r_L q) if ‘px = 0. Birkhoff defines 
orthogonality between two elements x, u E X by 
ulx u Vv(x+hu) 2 v(x). 
(This relation is not symmetric!) It is easily shown that 
xllrp * Y 
,Fx [ cp I u (in the usual sense) 
+ u _L x (in Birkhoff’s sense) 1. 
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Thus it is shown that the concept of parallelism between two elements x E X, 
q,EX’ corresponds to Birkhoff’s concept of the orthogonality of two ele- 
ments x, u E X. This can be regarded as a further justification for calling the 
relationship )I a parallelism. 
EXAMPLE 2.2. Let v be a seminorm with kernel Qy, and ,u a norm on QY. 
Then the relation 
is a cyclically monotone parallelism on X which is not regular. 
EXAMPLE 2.3. Let X = C”, n > 1. Then the relation 
xllcp - cpx>OA (cp,=o whenever xi #O for some i > i) 
is a cyclically monotone, nonregular parallelism. 
EXAMPLE 2.4. Let X = C2. Then the relation 
where 
A= 
[ 
cos (Y sin (Y 
-sina I COSlI ’ 
cos2a > ;, 
is a regular, absolutely monotone parallelism. However, this relation is not 
cyclically monotone if a#O. These properties are not as obvious as in the 
other examples, and hence we offer a proof. 
Proof. 
(i) We first show that 11 is absolutely monotone. Let 8% = 1 = u%. We 
define 
w = x HAx.u HAu - rHAu.u HAx. 
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Then 
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w=det 
( 
rHAx ErI) =det[ (tE).A*(x u)] 
UHAX 
=det[ ( cr)*(x u)].detA=I-/xHujz. 
It follows that 
O<w<l. 
x HAx and uHAu are elements of the Toeplitz numerical range of A, which 
consists of the convex hull of the eigenvalues of A, since A is normal. It 
follows, therefore, that 
Rex HAxu HAu > co.s2a - sin’s - cos2a > i 
and hence 
Since 
ImxHAuuHAx=ImxHAx.uHAu, 
we have 
or 
1 
-XHAU* 
1 
XHAX 
-uHAx < 1, 
UHAU 
from which the absolute monotonicity follows directly, since the hypothesis 
xHx = u Hu = 1 does not limit the generality. 
(ii) It remains to show that (1 is not cyclically monotone if a#O. First, let 
a be a rational multiple of 2~~ i.e., a=(m/n)*2r, where m,n are integers. 
242 
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and define x,, recursively by 
%x,+1 =AHq for i=l,...,n. 
Then, 
and 
XiHXi = 1 for i=l,...,n 
x n+1= *1. 
If we let 
‘pi= l - xi"A , 
$A Xi 
then xil(‘pi. Moreover, 
Iq&+J= --&‘AAHx,‘~ = L- 
$A Xi 
for i=l,...,n+l. 
cos a 
1 I 
Therefore, we have 
but 
from which it follows that for rational CX/YI and c~f0, the relation (1 is not 
cyclically monotone. The claim follows for all (Y # 0 by continuity. 8 
In Example 2.1 we saw that parallelisms generated by norms are regular 
and cyclically monotone. The converse is also true. 
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THEOREM 1. Let 11 be a regular, cyclically monotone parallelism on X. 
Then there is a norm Y”on X, unique up to a positive multiple, such that 
Proof 
(i) If vr and vs are norms with vi # ovs for all LY > 0, then it is well known 
[ll] that there exists an x such that 
The uniqueness follows from this, and it only remains to show the existence. 
(ii) Let us fix x0 )I q,,. We define 
n 
v(x)= sup 
I’po%l’ Iw2l- * . I%4 sup 
nEN 4lw ‘po~o’%“l* * * %X” 
i=l,...,n 
We show that v is a norm. The homogeneity and subadditivity of v are 
obvious. It only remains to show that if x E X, then v(x) < cc and v(r) # 0 
unless 1c = 0. If x = Ax0 with A EC, then 
“(xx,)>- / 
lv&ol > (A, 
‘pox0 * 
On the other hand, cyclical monotonicity yields 
and hence it follows that 
which yields v (Ax,) = (A]. 
So we assume without loss of generality that r and x0 are linearly 
independent. Let L be the real-linear hull of x0 and r. Then x0 and x form a 
basis in L. Let 1) * 11 be the Euclidean norm relative to this basis. We shall 
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show that there is a number M with 
If this were not so, there would be sequences {xi} and {vi} with xi 11 vi, TV E L 
and 
Since x((~*wx(((l/w)g, we may assume without loss of generality that 
Then there exist xo~X and r~+,~X’such that ~Q+x,)-+oo and l~axt~-+~, i.e., 
in contradiction to the assumed regularity of )I . Now let U be a rotation of L 
such that tJ”x,= x. If n is chosen sufficiently kge, the angle of rotation of U 
will be so small that by (*), 
Then by the definition of v, 
with C&,/j &. On the other hand, cyclical monotonicity yields, for all m E N 
<I 
Q 1. 
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The second term does not vanish, since 
Hence, V(X) is finite. 
(iii) Let x (1~ be arbitrary. Then 
77 
< sup sup s”p bO”Il. . * lQ4Pl~lv4 
\ 
uzo n q/lq3i ‘POXO’ . . %Pn*~(u) 
1 
= T)XV(U). - = 
v(u) vx * xllv. Y n 
3. CONES OF REGULAR LINEAR TRANSFORMATIONS 
DEFINITION 3. A E Hom( X, X) is called regular on H C X-Ax # 0 for all 
x E H, x# 0. The set of all regular linear transformations on H will be 
denoted by R (H). 
DEFINITION 4. If 1) is a parallelism on H C X, then 
m 
K,=int( A:RecpAx<O Vx,,) 
is called its corresponding dissipative cone. 
It is clear that K, is a (possibly empty) open convex cone and that 
K, c R (H). We shall now prove the following basic theorem. 
THEOREM 2. Let K c R (H) be an open convex set. Then there is a 
parallelism 11 such that 
(1) K &, 
(2) ifK&i CR(H) and k is open and convex, then K, = I?. 
Proof, By Zom’s lemma, there exists a maximal open convex cone 
kCR(H)withk>K.ForfixedrEH,r#O,letk,={Ax:AEk}.kz is an 
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open convex set and o @ I?, since A E R (H) VA E Z?. By the Hahn-Banach 
theorem there exists a linear functional cp such that 
RerpAr<O VAEK. 
We now define wx~~(l/o)p, VW E C, w # 0. This can be done for each nonzero 
x E H, and thus we obtain a parallelism 1) . According to this construction, 
97 
ReqAx<O VA&, xl(cp. 
n 
This proves the theorem. n 
If I( is an arbitrary parallelism, then K, will not, in general, be maximal 
in the dense of Theorem 2. Nevertheless, one can prove the maximality of the 
cones corresponding to a large class of parallelisms. 
THEOREMS. Let 1) be a parallelism on H c X, where H is open and has 
the following propetiy? There are linear transformations B, C E R (X) such 
that the relation 1) defined by 
71 
BxlIcpC * xllcp 
ii * 
is a regular monotone parallelism on Be H. Then K, is a maximal convex open 
set in R (H). 
Proof. 
(i) Because of the regularity of B and C we have 
&=int(A:ReqAAx<OVr~q) 
=int( CAB:ReqCABx<O V,/jq) 
=int 
i 
CAB:ReqAr<O Vx(lcp 
i I 
={CAB:AEK,-}. 
It is clear that if M is a maximal convex open set in R (H), then %= 
{CAB : A E M } is also a maximal convex open set in R (B-H), since C and B 
are regular. So we may assume without loss of generality that (1 itself is a 
regular and monotone parallelism. 
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(ii) Now suppose KT is not maximal and Z? is a convex open set with 
K, C k C R (H) and K, # Z’?. Then by Theorem 2 we may assume without 
loss of generality that K = ZZ,, for a suitable parallelism I/ . We show first that 
)( is also regular: from the regularity of )I it folloks immediately that 
” Z E K, and hence that - Z E K,. Therefore: qr f0 for every x (1 q+-i.e., I( 
is proper. Now suppose I( is not regular. Then there exists u :X, 4~; 
P 
such that the set 
is not bounded. Hence it follows that (olZ+ u C3 4) 4 K, for all real (Y. 
However, since K, c Kp, we have (al + U 8 $) 4 ZZ,, for all real (Y, and so the 
set 
is also unbounded, contrary to the regularity of I/ . 
(iii) Now assume A, E K, but A,, B K,. Then tiere exists a pair x (14 such 
that Re+LA,r > 0. Since i-Z E g,, we may assume without loss of gkerality 
that $A,x is real-i.e., 
Now let Ed be sufficiently small that x + q,A,,x E H, and further, for all E, 
0 < E < .sO, let 
It follows by the monotonicity of (I that 
II 
Re cp -$-(cc@+)-Z 
[( 
rpu (0 1 VUllrp 
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Furthermore, 
The first term on the right-hand side is positive. We shall have a contradic- 
tion if we show that the remaining terms, in contrast to the first term, will 
become arbitrarily small as e+O. 
Let ‘pa be a linear functional such that 
‘pox = 1, V&OX = 0 
(x and A,x are linearly independent). Then for r= 1,2, 
and by the regularity of )I it follows that there is a C, such that 
n 
This proves the theorem. n 
The meaning of this theorem will be illustrated with two examples. 
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EXAMPLE 3.1. Let v[X be a norm. The dissipative cone corresponding to 
r, 
K,=int(A:ReqAr<OVripl) 
= (A:ReqAAr<OVrjjcp), 
is a maximal convex open set of regular linear transformations (the eigenval- 
ues of these transformations all lie in the open left half of the complex 
plane). This means that if A is a linear operator which does not lie in the 
closure of the hull of K,, then there is a B E K, such that A + B is singular. 
EXAMPLE 3.2. Let X = C”, with v the maximum norm: 
v(x) =maxlx,l. 
Let the parallelism (( be defined by 
n 
where ei is the ith unit vector. That the parallelism 11 is regular and 
5? 
cyclically monotone follows immediately from the relation 
Furthermore, if D is a regular diagonal matrix and the parallelism )I is 
defined by 
P 
Then K,, is a maximal convex open set of regular matrices, and 
A:ReDiiAii-IDjij x JA,I<OVi 
kfi 
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KP consists of all matrices having the property that for all i the ith 
Gershgorin disk lies in the open half plane 
H,= {z:ReD,,z<O}. 
If one applies the interpretation for Theorem 3 used in Example 3.1, it 
follows that: 
If A is a matrix such that for some i, 1< i < n, the ith Gershgorin disk 
does not lie in the closed hull of Hi, then there is a B E K,, such that A + B 
is singular. 
We remark that in Theorem 3 only the monotonicity and not the cyclical 
monotonicity of (( was assumed. On the other hand, Example 2.3 shows that 
there are monot&e parallelisms which are not cyclically monotone. This 
proves that for our purposes it is not necessary to limit oneself to dissipative 
cones arising from norm dualities. This could serve as a starting point for the 
extension of the theory of dissipative operators through the use of more 
general parallelisms on non-normed spaces. 
4. EIGENVALUE-INCLUSION DOMAINS 
DEFINITION 5.’ A mapping G:Hom(X,X)-+F, where FsP(C) [P(C) is 
the power set of C], is called a subadditive eigenvalue-inclusion mapping for 
the nonempty set H c X if 
(1) G(A+B)cG(A)+G(B) tlAEHom(X,X), 
(2) G(A)>A,(A)= X: x!HAx=Ax VAEHom(X,X). 
1 
X#O 
1 
The set of all such mappings will be denoted by E (H, F). 
DEFINITION 6. G E E (H, F) is called 
(1) positive homogeneous w G (hA) = XG (A) VX > 0 (we use the notation 
A.M={hx:xEM}), 
(2) homogeneous * G (;\A) = h-G (A) VA EC, 
(3) bounded w G(A) is bounded for all A ~Hom(X,x). 
If G is homogeneous, then in particular, it is positive homogeneous. It 
follows directly from Definition 5 that 
E(H,F)C_E(@) if H>H, FCF. 
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EXAMPLE 4.1. A simple example of a subadditive eigenvalue-inclusion 
mapping is the mapping mentioned in the introduction: 
G,(A)={z:&lub(A)) 
with the operator norm 
v (Ax) 
lub(A) = sup - 
r#O v(x) ’ 
where v is a norm on X. We have that G, C E (X, F), where 
EXAMPLE 4.2. Another example for X = C” is the ith Gershgorin disk 
Then G, E E (f&g), where 
Hj={x:xi> lx/J Vk=l,...,fl) 
and 
EXAMPLE 4.3. Another example for N=C” is the Toeplitz numerical 
range 
(more general numerical ranges will be introduced in Sec. 5). Here G,(A)E 
E (X, F’), where FC denotes (as it will later) the collection of compact, 
convex subsets of C. 
We next show two simple properties of bounded, positive homogeneous, 
subadditive eigenvalue-inclusion domains. 
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THEOREM 4. If G E E (H, F) is bounded and positive homogeneous and 
M ~Hom(X,x) is bounded, then uA EMG (A) is bounded. 
Proof. If M is bounded, then so is its closed convex hull co( M)-i.e., 
co(M) is contained in an m2-dimensional simplex with m2 + 1 corner points 
Bi E Hom(X, X), i = 1,. . . , m2 + 1. That is, 
co(M) Cco({B,:i=1,...,m2+1}), 
and so it follows by the positive homogeneity and subadditivity of G that 
U G(A)cco (T+fl) I , 
AEM 
and the claim follows immediately. n 
The following theorem generalizes a theorem of Nirschl and Schneider 
on the convex hull of the numerical range [6], which, as we shall see, is a 
special type of homogeneous, bounded, subadditive eigenvalue-inclusion 
domain. 
THEOREM 5. If G E E (H, F) is positive, homogeneous and bounded, H 
is open and A E A, is an eigenvalue of A belonging to a nonlinear elemen- 
tay divisor of A, then A is an interior point of co( G (A)). 
Proof. Choose a basis for X in which A has the following Jordan form: 
A= 
Define 
h 1 
. . O; 
. . I 
. . I 6 
0 
i :_- __-__------ 
1 A 
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Then for sufficiently small u, h+ 6 EA,(A + aB), since H is open. Next, 
let 
r= su 
,& z2L)‘t’. 
By Theorem 4, T is finite. Moreover, if X @Int(co(G (A))), then by the 
Hahn-Banach theorem 3 (Y E C with [a I= 1 such that 
ReLv(z-h) GO Vz~co(G (A)). 
Furthermore, by the subadditivity of G we have 
Recu(z-X) < 1al.r tlz~coG(A+B). 
Now choose u = E/ a2, E > 0. Then it follows from the fact that G (A + uB) 
contains all the eigenvalues of A + aB that 
which yields a contradiction for sufficiently small E. n 
In most of the examples given at the beginning of this paragraph, F had 
the following properties: 
(1) M,,M,EF +M,+M,EF. 
(2) M,EF, VrET and nTETMT#O =+ ~I,~~M,EF 
(3) If N c C is bounded, then 3 M > N. 
MEF 
If F has all these properties, we shall call F full. Relative to such an F we 
define the F-hull of a set M CC. 
DEFINITION 7. If F is full, then 
MF=n{N:N>M,NEF} 
is called the F-hull of M. The notation MF shall always imply in the 
following that F is full. 
It is clear from the definition that MF E F and MF 2 M. Thus, from one 
subadditive inclusion domain we can form a larger one: 
THEOREM 6. Let G GE(H,P(C)) and let F be full; then GFEE(H,F). 
Proof. Since GF(A) 2 G(A), G F is also an eigenvalue-inclusion domain. 
It only remains to show the subadditivity. From the monotone property of 
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hulls (M, 2 M, j MT > Ml) it follows that 
But since GF(A) + GF(B) E F, it follows that 
[ GF (A) + GF (B) IF= GF (A) + GF (B), 
and this proves the theorem. n 
In the applications one is interested in obtaining the smallest possible 
eigenvalue-inclusion domains. To make the formulation of this question more 
precise we introduce an ordering on E (H, F). 
DEFINITION 8. Let G,, G, E E (H, F). Then we define 
G, G G, w G, (A) cG, (A) VA EHom(XX). 
If v is the maximum norm in Example 4.1 then we have, e.g., G, < G, 
relative to E (Hi, 2). The minimal elements of this ordering are the “best” 
eigenvalue-inclusion domains and hence are of special interest. The collec- 
tion of minimal elements of E (H, F) will be denoted by E,,,J H, F). We shall 
show that in general E,,(H, F) consists of more than one element, that is, 
the ordering introduced above is not a lattice ordering. Furthermore it is 
clear that if F, c F,, then E (H, F,) C E (H, F,). In general, however, it need 
not be true that E,,,(H, F,) C E,,,(H, FJ. That is, the question of the 
minimal subadditive eigenvalue inclusion domains must be settled for each F 
by itself. 
The following theorems establish a connection between eigenvalue inclu- 
sion domains and the convex open cones of regular linear transformations 
studied in Sec. 3. Thus, the results of Sec. 3 will be used in the following 
paragraph in order to characterize and construct minimal eigenvalue-inclu- 
sion domains. 
THEOREM 7. 
(a) Let G E E (H, Fc) be homogeneous. Then 
KG= A: ?Re(z-y)<Ofo7aZZzEG(A+~I)) 
I 
is an open convex cone c R (H). 
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(b) Let 
G(A)= n {z:Recu(z+p)<O}. 
CY(A+PI)EK~ 
Then d E E (H,F’), d < G, and d is homogeneous. 
Proof. 
(a) Let A E KG. Then 3~ such that 
Re(z-p)<O VzEG(A+pZ) 
This implies for all X > 0 
Re( z - X/J.) < 0 
and by definition of K c we have hA EKE. Thus KG is a cone. 
To show the convexity of KG, let 
A=wA,+(l-o)A,, 
Then 3~~~ i=1,2, such that 
O<,<l, AiEKC, i=1,2. 
Re(z- pi) <0 VzEG(A,+piZ). 
With p = WZ+ + (1 - w) pclz this implies 
Re(z-p) <0 VzEwG(A,+p,Z)+(l-o)G(A,+pLZZ), 
and from the homogeneity and subadditivity of G we obtain 
Re(z-p) <0 VzEG(A+pZ). 
T~usAEK . c 
The openness of K c is a consequence of the fact that for every neighbor- 
hood U of 0 and every A, there exists ,E > 0 such that G (CA) c U. 
(b) We first show that hH(A)~G(A). Let cu(A+pZ)EKG. Then 3~ 
such that 
Re(z-p) <0 VzEG(a(A+/3Z)+pZ) 
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From G E E (H, FC) we obtain 
Re(z-y)<O Vz~il,(a(A+pZ)+pZ) 
From A,(a(A+ pI)+ pZ) = ah,(A)+ a/3+ p we have, with XER,(A), 
Rea(h+P)+p-p<O, 
or equivalently, 
hE{zlRea(z+/3)<0}. 
Because cy (A t PI) E K G and “, E AH were chosen arbitrarily, this implies by 
definition of G that AK(A) C G (A). 
The convexity of G (A) is immediate for every A. Moreover, G(A) is 
closed for every A because KG is open. From 
d&4)= n {xJRea(z+/?)<O} 
a(kA+PI)EKG 
= n (XzIReah(z+ f)<O) 
ah[A+(/3/h)Z]~K~ 
=hd (A), 
we have the homogeneity of d. 
To prove that G E E (H, Fc) it remains to show that d is subadditive. We 
first observe that 
G(A+~~z)=G(A)+{~~ VA and VP EC. 
Combining this result with the homogeneity, we get 
~(a.A+~Z)=a~(A)+{~} VA and V(u,p EC. 
This means that d is covariant with linear transformations of the complex 
plane. Suppose now 
d(A,+A,)$d(A,)+k(A,). 
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Then q, E c (A, + A,) exists which is separated from d (A,) + d (A,). By the 
covariance of d we may assume that 
Rez,>O 
and 
Re.z<O VzEG (A,)+ d (A,). 
By the covariance we may assume moreover without loss of generality that 
Re.zs<O V~EG (AJ, i=1,2, 
OE d (A$), i=1,2. 
We have to consider two cases: 
(1) 0 is not a corner point of 
A,E KG 
d (A,). Then 
(closure of K G ). 
(2) 0 is a corner point of 6 (A,). Then (or, (~a EC exist such that h,a, + 
&as=1 for some positive X,,h, a&cr,A,EK' for i=1,2. Because KG is a 
convex cone, we again have A, E K ‘. 
By the same argument we can show that A, EKE. This implies 
A,+A,E KG 
or 
d(A,+A,)C{z:Rez<O}, 
in contradiction to the above assumptions. 
Finally we have to prove that d < G. Suppose u 4 G(A). Then oEC 
exists such that 
Reau >Rez VzEG(uA). 
By definition of KG wehavea(A-uZ)EKG, and moreover u 4 { z : Re u (z - 
U)<O}. 
This implies u @ d (A) and the theorem is proved. I 
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THEOREM 8. Let G E E (H, Fc) be homogeneous. Then (in the notation 
of Theorem 7) Kc is a maximal open convex cone contained in R (H) if and 
only if d E E&H, FC). 
Proof. Let KG be maximal, and suppose 3G’ E E (H, Fc) with G’ Q d 
and G’#d. Then KG’> KG and hence KG’= KG by the maximality of KG. 
This implies d’ = d. By the inclusion G’ c G’ of Theorem 7 we have 
d C G’, in contradiction to the above assumption. The other implication is 
proved similarly. n 
5. NUMERICAL RANGES 
DEFINITION 9. Let 11 be a positive parallelism on H, A EHom(X,X). 
77 
Then 
v, (A) := WV(A) 
is its corresponding numerical range. 
THEOREM 9. 
(a) v,EE(H,P(C)). 
(b) V,(A) is bounded VAEHom(X,X) ++ (( is regular. 
n 
Proof. 
(4 
(i) Let ZE W,(A + B). Then 3x//q such that 
p(A+B)r 
a= 
TJx ’ 
and so 
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whence 
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W,(A+B)cW,(A)+W,(B). 
(ii) Let Ax = Ax, x # 0, x E H. Then 39 such that x/I cp and cpx # 0. Hence, 
A_*_ VAX - E V,(A). 
rf= PX 
M 
(i) Suppose 1) is not regular. Then VU E X, $ E X’ such that the set 
7r 
is not bounded. Since V, (u 63 I/J) = M, V, is not bounded. 
(ii) Suppose V,(A) is not bounded, and let v be an arbitrarily selected norm 
on X. Since V,,(A) is not bounded, there are sequences {z,}, { r~+} such that 
xi/lvj for i=l,2,... and (~~Ax,/r+~~x~[+oo. Since the unit spheres of v and of 
vD are compact, we may assume without loss of generality that the 
sequences 
converge and 3~ E X, 4 E X’ such that 
MA4 
-41 and 
‘piu 
'('i) 
-+l. 
'"(Vi) 
Thus ITiU4AxiI/cP, i x -+ co, and from this it follows that (1 cannot be regular. n 
W 
The following theorem shows that the “best” homogeneous and bounded 
subadditive eigenvalue-inclusion domains can be represented as the convex 
hulls of numerical ranges corresponding to a suitable parallelism. 
THEOREM 10. Suppose G E E (H,F) with F C FC, FfuZZ, and G hmge- 
TWOUS and bounded on Hom(X,X). l%en there exists a regular paralWsm rr 
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V. < G and V,” E Emin (H, F ). 
Proof. Let KG be defined as in Theorem 7. By Theorems 2 and 7, there 
exists a parallelism (/ such that K, > KG, and Kn is a maximal convex open 
7r 
cone CR(H). Also K,= K 
V,F" 
. Hence it follows by Theorem 7 that Vz” < 
G. It can easily be shown that VT” = V,““. Since G (A) E F for every A E N, 
we also have that V,” < G. Finally, it follows by Theorem 8 that V,” E 
E,i”(HaF)* n 
The following theorem shows that the minimal property in Theorem 10, 
in certain important cases, does not depend on the set F as long as F c Fe. 
THEOREM 11. Let VzOE E,,(X, F,), F, C FC. Then V,” E E,,(H,F) for 
every F C F ‘. 
Proof. 
(i) If dim(X) = 1, then G with G (A) = A,(A) A E H is the only element of 
Emi,( H, F’). In this case the claim is trivial. Hence we may assume without 
loss of generality that dim(X) > 2 in the following. 
(ii) We next show VccE E,,(H, F’). Suppose A,EHom(X,X) and 0 is 
an eigenvalue of A,, which belongs to a nonlinear elementary divisor. Then 
by Theorem 5, 0 EInt( V,“o (A,)). Let 
so= {z: (x( <r} 
be the largest open disk, centered at the origin, which is contained in 
Vzo(A,,). Then since Vzo(Aa) is convex, there exists, by the Hahn-Banach 
theorem, a complex number u with lcr( = 1 such that 
Reaz d r VZE V? (A,). 
Now let us assume that there exists a parallelism I( such that V.‘< V,“” and 
VZ”# v,“. Then an A, EHom(X,X) exists such “that ALE KG but A,@ K,. 
Hence, for sufficiently small E, 
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and hence for A2=(1/u)(sA1+ rl), 
V, (A,) C S,. 
On the other hand, because CA, 6! K, there is an element 
z,,EV,($(sA+rZ)) 
such that 
Re uz, > T, 
and hence V,(A,) $ Vz”(A,). Now since 
V, (A,) C V,? (A,) E F,, 
it follows that Vp(A,) c V?(A,) and hence 
V$’ (AZ)+ V? (A,), 
which contradicts the minimality of VFa because V?C VfO. 
(iii) Suppose G E E (H, F) and G & VF, and assume further that z, 4 
G (As), z, E Vc(As). By Theorem 10 we may assume without loss of general- 
ity that G = Vz for a suitale parallelism I( . Because of the minimality of V,“” 
and because Vzc# Vz”, an A, E Hom(X,TX) and a z, EC exist such that 
24 4 V:” (A4)r z, E VT” (A4). 
As in part (ii) of this proof, one can show that there are complex numbers 
cqj3 such that 
and 
VI” (dq+/3Z)cV:(AJ 
v:“(~4+P~)$Vf+%,)- 
From this it follows that 
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Thus v;lF $ v,“, contrary to the hypothesis. 
This concludes the proof of the theorem. 
By combining Theorems 8, 10 and 3 we obtain 
THEOREM 12. If (1 is regulm and monotone and H c X is open, then 
V;CEE,i,(H,FC). li 
Proof. In the proof of Theorem 3 it was shown that K, is a maximal 
convex open cone in R (H). Applying Theorem 8 after observing that 
K 
VJC 
= K,, yields the result. n 
This theorem together with Theorem 11 says, in particular, that the 
F-hull of the usual numerical range relative to a given vector norm is a best 
eigenvalue inclusion domain in the sense defined here. Nevertheless, we can 
see from Example 2.4 that there are best convex eigenvalue-inclusion 
domains which cannot be represented as numerical ranges corresponding to 
a norm, but only as the F-hull of a numerical range corresponding to a more 
general parallelism. 
6. MINIMAL-NORM BOUNDS FOR EIGENVALUES 
If y(A) is a (not necessarily submultiplicative) norm on Hom(X,X) with 
Y(A) > p(A) [p(A) is the spectral radius of A], then we call v an eigenvalue 
bounding norm. The class of all such norms will be denoted by B (X). We 
define a natural ordering on B (X) by writing 
vl<vz w v,(A) Q v,(A) VA EHom(X,X). 
B,,(X) is the class of minimal elements of B (X) relative to this ordering; 
is an eigenvalue inclusion domain whenever v EB (X), i.e., C, EE (X,F), 
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where 
. If we apply the theorems in Sec. 5, we obtain 
THEOREM 13. 
(a) Let VE B(X). Then a v”E B,,(X) exists such that 5 < v. Furthermore, 
a regular parallelism 71 exists such that 
Iww c(A)=r,,(A):=sup- 
r[Jg, IVXl . 
71 
(b) lf 1) is regular and monotone, then r, E B,,(X). 
n 
Proof. 
(a) After applying Theorems 10 and 11, it only remains to show that r,(A) 
is a norm. Suppose r,(A) = 0 for some A E Hom(X,X). Since r,(A) bounds 
the eigenvalues of A, the spectrum of A is 0. By Theorem 5, A cannot have 
any nonlinear elementary divisors, and hence A = 0. 
(b) Follows immediately from Theorem 12. n 
If PJX is a norm, and 1) is its corresponding parallelism, then rp is the 
so-called numerical radius. ‘“It is always true that rfi < lub, where lub, is the 
operator norm corresponding to CL, but in general r,#lub,. (Exceptions to 
this are e.g., the Chebycheff norm and the row-sum norm. Here we do have 
r,, = lub, [4].) From this it follows in particular that rP is not submultiplicative 
in general, since the operator norms are the minimal submultiplicative norms 
PI- 
The question of whether distinct r,, E E,,(X) with r,, < lub, can belong 
to a given lub, E B (X) is answered in the following: 
THEOREM 14. Zf Y E Bmi,( X) and v < lub,, then v = rp. 
Proof Suppose v = r, and x I( q. Then lub,(x @ ‘p) = 1, and hence 
r,,(x@ v) < 1. But then it follows th:t 
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and hence that rP(u 63 $) Q #u vu 1) 4. S ince $m is an eigenvalue of u @ 4, we 
get, finally, that rP(u@+)=]J/u].~ H ence, the eigenvalue +u lies on the 
boundary of the convex hull of the numerical range G,(u@G), and so it 
follows by [ 101 that u I] I+!J. Thus we have shown that u (I# * u ]I 4. But then , 
r, Q rP, and so r, = 7; b; the minimality of rP. 
B 
COROLLARY. Let YEB(X) and v<lub,. Then 
y(A) > +lubp(A) VA EHom(X,X). 
Proof. Apply the inequality [4] 
r,(A) > $ub,(A). 
This shows that in general the operator norms are not the best eigenvalue 
bounds. However, in applications they can usually be improved only by an 
inessential factor. 
7. QUASIINVERSES 
In the foregoing sections, monotone parallelisms have played a special 
role, because they were used to establish, under suitable additional condi- 
tions, the maximality of their coresponding dissipative cones or, respectively, 
the minimality of their numerical ranges. The monotone parallelisms are now 
singled out because of a special property of their corresponding dissipative 
cones, as the following theorem shows: 
THEOREM 15. Let 11 be a real parallelism on X, and assume that for the 
corresponding dissipatiu”e cone K,, 
AEK, * A(I-A)-%&, 
and that EC,, is maximal in the sense of Theorem 3. Then (1 is monotone. 
?I 
Proof. From the definition of monotonicity it follows that (1 is mono- 
n 
tone iff x8 9, - cpxI E ET v’r I] q. Now assume that xC3 cp - ~,3cl65 K, for some 
n 
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x119. Since K, is a maximal open convex cone of regular linear transforma- 
tions, there must be an A E K,, such that for suitable u we have 
[A+(x@,cp-pZ)]u=hu with h>O. 
Now ‘pu #O, for otherwise we would have that (A - cpxZ)u =hu, contrary to 
the hypothesis that A - ~1x1 is dissipative. Thus we have 
cp[A+(x@cp-rprZ)u]=Aq~ * cpAu=hqu 
CPAU 
* -=~XO. 
‘pu 
On the other hand, 
=+ [A-(h+cpx)Z]u= -cpu’r, 
and since A - (A + rp) I is regular because A is dissipative, we have 
u= -[A-(X+cpx)Z]-*x-p. 
In the relation proved above it follows that 
RecpA[A-(h+qz)Z]-‘x<O. 
Setting A = (X + cpx) - ‘A, we obtain 
Rer&(Z-A))‘z>O, 
contrary to hypothesis, since if A is dissipative, then so is A” and also 
A”(Z-i)-l by our hypothesis. a 
The converse of this theorem can be proved in a somewhat weaker form. 
16. Zf 11 is absolutely monotone, then 
77 
AEK, =+ A(Z-A)-‘EK,. 
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Proof. Let x I( cp, A E K,,. We must show that 
n 
‘ReqA(Z-A)-‘r<O. 
Therefore, let u = (I- A)- ‘x. Then (I- A)u = x. (A - Z is dissipative and 
hence regular.) Next let u I( 4. Since I( is absolutely monotone, /q@x( Q 
77 n 
cpx$u and hence 
It follows that Re#Au <O, since A is dissipative, and so 
Hence, /VU/ < (qz(, and in particular Rew < ~lx. The relation TX = p - ~JAU 
then yields immediately that ReqAu < 0, or explicitly 
RecpA(Z-A)-‘x<O. 
This proves the theorem. n 
This theorem will now be applied to two parallelisms on X=C”. We 
make the following definition: 
DEFINITION 10. A matrix A is said to be 
(1) positive diagonal dominant (p.d.d.) w 
Aii > 2 IAki( 
kfi 
(2) diagonal dominant (d.d.) w 
Aii > x (&I 
k#i 
vi. 
THEOREM 17. 
(a) If A is p.d.d., so is A(D+ A)-’ for evey diagonal matrix D which is 
p.d.d. 
(b) Zf A is d.d., then for every p.d.d. diagonal matrix D there exists a 
diagonal matrix 6 with Ifij= D such that A(fi+A)-1 is p.d.d. 
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Proof. 
(a) If A is p.d.d., then so is AD-l, and we have 
One can now easily show that relative to the maximum norm the p.d.d. 
matrices are just the dissipative matrices. Application of Theorem 16 yields 
the result. 
(b) There is a c with Ifi I= D such that AD -i is p.d.d. Application of (a) 
yields the result. n 
We remark that this theorem is closely related to theorems of Varga on 
regular splittings of matrices [7]. However, the author was not able to prove 
it with the methods used there. 
THEOREM 18. Let A be such that RexHAx>O for all x C”. Then 
RexHA(Z-A)-k>O for every ~EC”. 
Proof Apply Theorem 16 to the parallelism derived from the euclidean 
norm. 
The term A(Z - A)- ’ plays an important role in the theory of algebra. If 
one defines the product 0 on Hom(X,X) by 
AoB=A+B-AB. 
_?!as an inierse 
see [S]) then 0 is the corresponding identity element of this product. If 
A” , the so-called quasi-inverse, relative to this product, 
then one says tha; A is quasi-regular and it follows that A ’ = - A (I - A) - ‘. 
Thus, some of our theorems can be reformulated: 
THEOREM 19. 
- 
(a) Zf K, is a maximal open conoex cone of linear mapping, then K, is a 
maximal convex cone of qua&regular linear qerators. 
(b) Zf 11 is a real parallelism on X and if K, is a maximal convex cone of 
qua.sireg&r linear mappings with 
then I( is monotone. 
97 
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(c) Zf 1) is an absolutely monotone parallelism on X, then we have 
7? 
Proof. The proof follows directly from the definitions of quasiregularity 
and of the quasiinverse, and from the corresponding results of this paper. n 
The author is indebted to B. D. Saunders and H. Schneider for helpful 
m’ticisrn and to Yvonne Nagel fm translating an earlier version into English. 
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