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Introduction.
Let ; be a simple closed recti able contour which is the positively oriented boundary of a nitely connected region D + , and let D ; = C 1 n(D + ;). Let G and g be functions on ;. The Riemann problem consists in nding functions + and ; which are analytic in D + and D ; , respectively, and whose nontangential boundary limits satisfy equation (1.1) + (t) + G(t) ; (t) = g(t) : This problem is also called a Hilbert problem 6], or a barrier problem 2], in the literature. The name Hilbert problem originates in 7] , where the homogeneous version of the problem was considered under the assumptions that ; is a smooth contour which is a boundary of a simply connected region, G is twice di erentiable, and the scalar functions + and ; are continuous up to ;.
A classical solution of the Riemann problem in the case where ; is smooth and bounds a nitely connected region, G and g are H older continuous, and G does not vanish, is as follows. Assume ; = ; 0 ; 1 ; N where ; 0 encloses ; 1 ; N , and consider the homogeneous problem log G 0 (t) t ; z dt and (z) = (z) for z 2 D , + (t) ; ; (t) = log G 0 (t) . Hence e + (t) = e ; (t) G 0 (t), and (1.6) ' + (z) = 1 (z) e (z) and ' ; (z) = z ; e (z) are functions whose nontangential limits to ; are H older continuous and satisfy equation (1.2) . Functions ' + and ' ; can be used to obtain solution of the nonhomogeneous problem. Equation (1.4) shows that the Riemann problem can be approached through factorization of its coe cient. Suppose we can nd a factorization (1. 7) G(t) = G + (t) ( t) G ; (t) where G + (t) and 1=G + (t) are boundary values of functions analytic in D + and continuous up to ;, G ; (t) and 1=G ; (t) are boundary values of functions analytic in D ; and continuous up to ;, and (t) = (t ; t + ) =(t ; t ; ) for some points t + 2 D + and t ; 2 D ; and an integer . Then (1.1) is equivalent to (1.8) + (t) G + (t) + ( t) G ; (t) ; (t) = g(t) G + (t) : The decomposition g(t)=G + (t) = g + (t) + g ; (t), where g + (respectively g ; ) is a boundary value of a function analytic in D + (respectively D ; ) and continuous up to ;, immediately yields all solutions of equation (1.1). We note that factorization (1.7) exists e.g. when G is H older continuous and does not vanish on ; 2].
The factorization approach applies naturally to more general versions of the Riemann problem considered in the literature. The problem with G(t) a square nonsingular matrix valued function has been treated in 6]. Factorability of an essentially bounded nonsingular matrix function G and the Riemann problem in L p were considered in 12] . The case where G is a measurable nonsingular matrix function and + and ; are in L p (;) has been treated in 13] (see also 9]). Below, we extend some of the results presented in 9] to the case where G takes singular values. In particular, we relate the properties of the Riemann problem with a measurable singular matrix valued coe cient with existence of a factorization of the coe cient.
Let G be a continuous nonsingular matrix valued function on a simple closed recti able contour ;. A ( left) standard factorization of G relative to ; is a factorization G = G + G ; where G + (z) a n d G + (z) ; The de nition of a standard factorization relative to a contour has been extended to the singular case in 3] by requiring that G + have a left (respectively G ; a r i g h t) multiplicative i n verse which is analytic in D + (respectively in D ; ) and continuous up to the boundary, and that be a square nonsingular diagonal matrix function as in (1.9). If G is a rational matrix function, a necessary and su cient condition for existence of a canonical standard factorization ( 1 = = k = 0), together with realization formulas for the factors, has been obtained in 11]. Below, we apply this idea to factorization in L p of measurable singular matrix valued functions. In addition to allowing functions to take singular matrix values, we make only general assumptions on contours. We assume that the contour ; is simple, closed, and recti able. We do not require that ; be regular 4] or Smirnov. Thus, the operator of singular integration on the space L p (;) is in general unbounded.
The paper is organized as follows. In Section 2 we indicate basic properties of factorization in L p of singular matrix functions. In Section 3 we discuss the vector valued Riemann problem with singular matrix valued coe cient G. In Section 4 we relate the factorization of the coe cient G with the Riemann problem. (1) i ; (2) j H ; (i j) = H + (i j) :
Since L p+ \ L p; consists of constants, H + (i j) = 0 if (2) j > (1) i and H + (i j) is a polynomial of degree at most (1) i ; (2) j otherwise. Suppose (2) r > (1) where H + is a matrix polynomial whose determinant is not equal to zero identically and which satis es properties i)-iii). In particular, H + 2 L 1+ . Multiplying both sides of (2.9) by G 1+ we obtain (2.10)
Since G 1+ G L 1+ is a projection onto the column span of G 1+ , and the column spans of G 1+ and G 2+ coincide almost everywhere on ;, A meromorphic matrix function W has a poleat a point 2 C if it has a nonzero coe cient a t a negative p o wer of z ; in the Laurent expansion at . Equivalently, W has a pole at if at least one of its entries has a pole at . The function W has a zero at if each meromorphic multiplicative generalized inverse of W has a poleat . If the function W is analytic at , it has a zero at if the rank of W(z) drops at z = . Every rational matrix function without polesor zeros on ; admits a spectral factorization relative to ; with all the factors rational (see 2] for the discussion of the regular case, that is, the case where the function is square and takes nonsingular values at all but a nite number of points the argument in the nonregular case is similar). Later, we will need the following observation. Proposition 2.6. If G 2 L m n 1 admits a spectral factorization in L p relative to ; and F and H are rational M m and n N matrix functions analytic and with full column respectively row rank on ;, then the function F G H also admits a spectral factorization in L p relative to ;.
Proof. LetG +~ G ; bea spectral factorization in L p relative to ; of the function G. Since F is a rational matrix function, there is a nite set f 1 2 : : : g D + which contains all the poles and zeros of F in D + . Pick 2 f 1 2 : : : g. After multiplying FG + on the right by a unimodular matrix polynomial in z ; , w e can obtain a matrix func-tion whose columns have linearly independent leading coe cients in the Laurent expansion at . Indeed, suppose FG + = ( f 1 f 2 : : :f k ) and the leading coe cients in the Laurent expansions at of f i 's are linearly dependent. Then we can replace say f i by
with c j 's constants and j 's nonnegative integers such thatf i has a pole at of a smaller order, or vanishes at to a higher order, than f i . Since the columns of F are linearly independent over the eld of scalar rational functions, for every function analytic and nonzero at the order of the zero at of the product FG + is bounded by the largest partial multiplicity of the zero of F at . Hence the nite number of operations as in (2.13) can provide a matrix function whose columns have linearly independent leading coe cients in the Laurent expansions at . It follows that there exists a square rational matrix function R 1 whose determinant is not identically equal to zero and which has neither poles nor zeros on ; such that FG + R 1 = b We illustrate the concepts of this section with an example. Example 2.7 Let ; be the unit circle. Pick a branch of z 1=3 on C n (;1 0), and let G(t) = (t 1=3 ) 2 (t 1=3 ) 5 where the value of t 1=3 is determined almost everywhere by the selected branch. Let (z) be a branch of (z + 1 ) 2=3 which is analytic in C n (;1 ;1], and let (z) bea branch of (z=(z + 1 ) ) 2=3 which is analytic in C 1 n ;1 0], such that (2.14)
G(t) = (t) t (t) ( ( t) ) = : G + (t) G ; ( for all f(t) = P n j=1 f j (t)e j 2 L n p and all g(t) = P n j=1 g j (t)e j 2 L n q . If Proof. The space of \ + " components of elements in the kernel of the Riemann problem is isomorphic to the quotient space of \ ; " components of elements in the kernel of the problem modulo f ; 2 _ L n p; : G ; = 0 g. Hence It follows from Proposition 3.5 that if the coe cient G in a Riemann problem admits a spectral factorization in L p relative t o ; , t h e n R equals the sum of positive indices of the factorization, and D equals the absolute value of the sum of negative indices of the factorization. In fact, a stronger statement is true. Proof. We show that D is the sum of the positive indices the argument regarding R is similar. Since _ L n q; is contained in the image of the dual problem, the annihilator of the image of the dual problem is a subspace of _ L n p; . Let G = G + G ; with as in (2.3) bea spectral factorization in L p relative to ;, let j besuch that j > 0 j+1 , and let G 1 G 2 : : : G j bethe rst j columns of G R ; 2 L n k p; . We show that the elements of the set (3.10) ft ;i G l (t) : 1 l j 1 i l g form a basis for a space which complements the space (3.5) in the annihilator of the image of the dual problem. Since G R ; (1) has linearly independent columns, the elements of the set (3.10) are linearly independent. Using the factorization G = G + G ; , we can rewrite the space (3.5) as (3.11) f ; 2 _ L n p; : G ; ; = 0 g :
Since G l 's are the columns of a right multiplicative inverse of G ; , the span of the set (3.10) intersects trivially with the space (3.11). Now membersof the set (3.10) annihilate _ L n q; and
Hence the members of the set (3.10) annihilate the image of the dual problem. Finally, consider an arbitrary ; 2 _ L n p; that annihilates the image of the dual problem. Choose f ; in the linear span of (3.10) such that G ; ( ; ; f ; )(1) = ( 0 ) and let^ ; = ; ; f ; . Then^ ; 2 _ L n p; and L k 1; , it follows that G ;^ ; = 0 and ; = f ; +^ ; where f ; is in the span of (3.10) and^ ; is a memberofthe space (3.11).
Corollary 3.7. If the coe cient G of a Riemann problem admits a spectral factorization in L p relative to ;, then the index of the problem, and the opposite of the index of the dual problem, are both equal to the total index of the factorization.
In particular, if G admits a spectral factorization in L p , the indices of the Riemann problem and its dual are nite and opposite. 4 . Condition for existence of a spectral factorization.
We will need below the following lemma. If G is a meromorphic matrix function de ned on a connected domain D, its rank is constant at all but a countable number of points in D. This rank is usually called the normal rank of G. Proof. If k < min fm ng, let H(t) be any (k + 1 ) (k + 1 ) submatrix of G(t) and form H + from the corresponding entries of G + . Then det H + 0 implies det H(t) = 0 almost everywhere on ;. Thus, rank G(t) k for almost everywhere t 2 ;.
Choose a point z + 2 D + such that rank G + (z + ) = k, a n d p i c k matrices A 2 C k m and B 2 C n k such that rank (AG + (z + )B) = k. Then AG + (z)B is a meromorphic k k matrix function and det (AG + (z)B) 6 0. Hence det (AG(t)B) 6 = 0 and consequently rank G(t) k almost everywhere on ;. Thus, rank G = k almost everywhere on ;.
One can formulate the following necessary and su cient condition for existence of a canonical spectral factorization in L p of a function G relative to ; (cf. 14, Theorem 3.2] and 8]). Recall that if G admits a spectral factorization relative to ;, then the rank of G is constant almost everywhere on ;. ii) the function G admits a canonical spectral factorization in L p relative to ;. Moreover, if the equivalent conditions i) and ii) are satis ed, the image of either of the problems contains all rational vector functions in its closure.
Proof. Suppose rst i) holds. Pick j+ 2 E m p+ and j; 2 _ E n p; such that S(t) = T + (t)F(t) = H T (t)(t ; (t))
. Thus, S(t) = S is a constant. Also, det S 6 = 0. Indeed, by Lemma 4.1, F(t) has linearly independent columns for almost everywhere t 2 ;. Since rank G = k almost everywhere on ;, the column spans of F and G are equal almost everywhere on ;. Thus, to prove that S is nonsingular it su ces to show rank ( T + G) = k almost everywhere on ;. But this follows from Lemma 4.1 and the fact that
, and G R ; 2 L n k p; . By G(t) = G(t) t ; (t) S ;1 T + (t) G(t) = G + (t) G ; (t) almost everywhere on ; and it follows that G admits a canonical spectral factorization in L p relative to ;. Conversely, suppose ii) holds and let G = G + G ; be a canonical factorization. Let G R ; 2 L n k p; bea right multiplicative inverse of G ; . Then t ;1 G R ; (t) 2 _ L n k p; , and G(t) ( t ;1 G R ; (t)) = t ;1 G + (t) = t ;1 G + (0) + t ;1 (G + (t) ; G + (0) We may assume f ; has a single pole, located at 2 D + . Suppose the leading coe cient in the Laurent expansion of f ; at is contained in the image of G + ( ). Then after subtracting from f ; an element i n t h e set on the right hand side of (4.4), we obtain a strictly proper rational vector function analytic in C nf g with the pole at of smaller order. By induction, there exists a strictly proper rational vector function with the only pole at whose leading coe cient in the Laurent expansion at is not contained in the image of G + ( ). Call this function again f ; . Consider a problem In order to obtain a condition for existence of a spectral factorization of a function G in a non-canonical case, we will need the following lemma. In a similar way o n e c a n s h o w the following dual version of Lemma 4.3. We omit the details of the proof. We note that the part of condition i) in Theorem 4.5 involving rational vector functions cannot be in general omitted. Indeed, suppose ; is the unit circle, p = 3, and let G(t) = y The research of the second-named author was partially supported by the National Science Foundation Grant DMS-9401848.
