Abstract-A general, asymptotic (high signal-to-noise (SNR)) error analysis is introduced for quadratic receivers in frequency-flat and multipath Rayleigh-fading channels with multiple transmit and receive antennas. Asymptotically tight expressions for the pairwise error probabilities are obtained for coherent, noncoherent, and differentially coherent space-time receivers. Not only is our unified analysis applicable to more general modulation schemes and/or channel models than previously considered, but it also reveals a hitherto unrecognized eigenvalue structure that is common to all of these problems. In addition to providing an easy recipe for computing the asymptotic pairwise error rates, we make some conclusions regarding criteria for the design of signal constellations and codes such as a) the same design criteria apply for both correlated and independent and identically distributed (i.i.d.) fading processes and b) for noncoherent communications, unitary signals are optimal in the sense that they minimize the asymptotic union bound.
In this paper, we adopt the point of view and terminology of modulation theory in that we consider sequences of symbols over the multiple transmit antennas in a block over which the fading is constant as a supersymbol. Note that the physical transmission of a such a supersymbol requires sending a signal matrix. The individual symbols in these signal matrices may be drawn from a regular quadrature amplitude modulation (QAM)-like alphabet (in this case, the signal matrix is a space-time "codeword") or they may be arbitrary complex numbers that result from constellation designs that do not a priori restrict them to a predetermined alphabet. In either case, we choose to use the more general terms "modulation" and "detection" (with respect to the constellation of signal matrices and their reception) rather than the terms coding and decoding. The latter terminology is, of course, implied whenever the transmitted signal matrices can be regarded as codewords belonging to a codebook. This paper offers a unified approach to the asymptotic (high signal-to-noise ratio (SNR)) performance analysis of coherent, noncoherent, and differentially coherent quadratic receivers for Rayleigh-fading channels. 1 In particular, we obtain asymptotically tight expressions for pairwise error probabilities, and in the process, reveal a common eigenvalue structure in the analysis of such quadratic receivers for space-time modulation. In so doing, we also address more general modulation schemes and channel models than previously considered. For instance, our analysis applies to noncoherent modulation schemes that do not restrict the signal matrices to be of equal energy with orthonormal columns (referred to as unitary signals [9] ). Moreover, we do not restrict the signals to be unitary matrices (not to be confused with unitary signals [9] ) for differential modulation as do [10] , [11] . As for general channel models, we consider frequency-flat as well as multipath channels in which the fading processes corresponding to the various transmit/receive antenna pairs need not be independent of each other. Such correlations do indeed arise in many practical applications [17, Secs. 1.6 and 5.3] .
Since for correlated fading the noncoherent maximum-likelihood (ML) receiver requires the knowledge of the fading statistics and the average SNR, a generalized likelihood ratio test (GLRT) receiver is introduced and analyzed that does not require any knowledge of the fading processes.
As far as differentially coherent modulation is concerned, the asymptotic performance analysis is performed not only for constant fading over two symbol intervals (denoted as slow fading in this paper), but also for fast fading, when the fading coefficients change from one symbol interval to the next (but are still essentially constant over one symbol interval). An expression for the asymptotic error floor of the pairwise symbol error probability is obtained for the fast fading case.
The application of the general asymptotic analysis to coherent, noncoherent, and differentially coherent space-time modulation schemes underlines the commonalities in the analyses of these problems. Due to the general analysis, determining the asymptotic pairwise error probability reduces to determining the asymptotic eigenvalues of certain matrices, a slightly unusual, but by no means an overdemanding task.
As a result of our analysis, we arrive at several conclusions with regards to the problems of signal constellation design.
• Although the error probability depends on the fading correlation, the asymptotic performance criteria for designing constellations that achieve full order of diversity for the correlated fading channel are identical to those for independent and identically distributed (i.i.d.) fading. Hence, constellations that are designed for the latter will also perform well in the case of correlated fading. It is only for differentially coherent modulation and detection, that minor modifications are required in some cases.
• In the noncoherent case with a restriction to equal-energy constellations, the so-called unitary signals are shown to minimize the asymptotic union bound on the symbol error rate of the maximum-likelihood (ML) receiver.
• For noncoherent modulation, the GLRT and the ML receivers are equivalent for unitary signaling and i.i.d. fading. For unitary signaling and correlated fading, we show that the ML receiver asymptotically converges to the GLRT receiver, and consequently, that the GLRT receiver's performance asymptotically matches the ML receiver's performance. We conclude that unitary signals are also optimal for the GLRT receiver.
• For differential modulation and slow fading, the GLRT receiver is asymptotically optimum.
The paper is divided into five sections. A description of the multiple transmit and receive antenna communication system and Rayleigh-fading channel models is given in Section II; this description motivates the formulation of a general hypothesis testing problem. For this problem, an analysis of the pairwise symbol error probability is obtained in Section III, including the asymptotically tight analysis for a specific eigenvalue structure. This analysis is then seen to be applicable to the different space-time modulation schemes in Section IV. We conclude in Section V.
Throughout the paper, denotes transpose, complex conjugate, and complex conjugate transpose. The multivariate circularly symmetric, complex Gaussian distribution with mean vector (and covariance matrix ) is denoted by ( ). denotes the expected value of the expression in brackets. For any matrix we write its determinant as and its trace as . For any vector , we write its norm as . The logarithm to the base is denoted by , the natural logarithm by . The Kronecker product of two matrices is denoted by [18] . The -dimensional identity matrix (matrix of all zeros) is denoted by ( ); the matrix of all zeros by .
II. SYSTEM MODEL
In this section, we describe communication systems that employ space-dimension modulation (space-time modulation being one particular realization) and operate over frequency-flat or multipath Rayleigh-fading channels. We introduce the model by first assuming frequency flatness in Section II-A, and we show in Section II-B that a similar description applies for multipath fading.
Unlike previous works which start with a discrete-time model, we begin with a continuous-time description as this is necessary to develop the discrete-time model for the multipath channel. Moreover, our continuous-time description has greater generality in that it does not restrict us to a particular choice of basis functions used in the representation of the transmitted signals. In previous works on space-time modulation, it is implicitly assumed that time-translates of a single waveform are used as basis functions. Consequently, the number of dimensions is identified as the "length of the coherence interval" ( , , and , respectively, in [6] , [7] , [9] ). However, the choice of basis functions is dictated by bandwidth considerations and by the time and frequency selectivity of the channel and constraining it to be time-translates of one waveform is unnecessary and might be too restrictive. For instance, time selectivity imposes the restriction that the basis functions be time limited. Frequency selectivity has the effect of creating multiple paths when wide-band basis functions are used. Consequently, the choice of an appropriate basis is connected to the problem of time-frequency localization. In effect, our model description suggests the more general view of "space-dimension" modulation (coding), with "space-time" modulation as one possible manifestation. On the other extreme, one could use a basis of band-limited functions that are almost nonoverlapping in frequency, the so-called Chang pulses, as described in [19] , that satisfy the generalized Nyquist criterion. In this case, provided the fading is frequency flat over the whole bandwidth of the basis, the usual "space-time" codes can be applied but should be more accurately called "space-frequency" codes.
In both frequency-flat and multipath fading channels, one out of signals (a supersymbol) is sent from the transmit antennas. The th component of the th ( ) signal vector in the th supersymbol interval is sent from the th antenna and is a superposition of orthonormal basis functions , which satisfy the generalized Nyquist criterion [20] . Hence, the signal vector can be written as (1) where is the supersymbol interval and contains the expansion coefficients of the signals with respect to the basis functions .
A. Frequency-Flat Fading
In the case of frequency-flat fading, the received signal at the th-receiver antenna can be written as where is the average received SNR per supersymbol per receiver antenna. The additive noise is white and distributed.
is the fading coefficient from the th transmit to the th receive antenna, assumed to be distributed and constant during the (super)symbol interval . Stacking the fading coefficients of the transmit antennas yields . The sufficient statistics for the received signal of the th antenna are obtained by matched filtering with respect to the basis functions (2) Note that there is no inter-supersymbol interference (ISI), because the basis functions are assumed to satisfy the generalized Nyquist criterion. Stacking these receiver antenna observations yields the sufficient statistics of the th-symbol interval as
where and While the noise processes are white in space and time ( ), the model allows for correlation in the fading processes, i.e.,
is not required to be proportional to identity. Since this work is concerned with supersymbol detection and modulation (and not coding over multiple supersymbols), it will be convenient to drop the time index in most of what follows.
The energy of a signal is denoted by . The average energy in the signals is constrained to be unity, where the average is taken over the number of signals and transmit antennas, i.e., (4) Note that the normalization chosen in [7] , [3] , [9] would require the sum of the traces to be .
The fading processes are normalized so that represents the average received SNR per supersymbol and receiver antenna, where the average is taken over the fading and all signals, i.e., (5) For equiprobable symbols, this leads to the condition (6) Note that for unitary signals (where , for all ) and i.i.d. fading, this amounts to . With these normalizations the average SNR is independent of the number of transmit antennas. At this juncture, we do not require that all the signals have the same energy (as does [9] ), and moreover, the power in the transmit antennas is also allowed to be different within the signals.
B. Multipath Fading
In outdoor wireless communications, multiple signal paths from the transmitter to the receiver cannot be usually avoided, particularly for high-rate communications (which is the ultimate goal of space-time methods). We show in this section that the frequency-flat system description of the previous subsection can easily be extended to the multipath fading case by introducing the effective signal matrix. More specifically, we show the necessary changes to the system model when ISI masking is employed in cases where the system parameters allow us to do so. To avoid the issue of ISI, we could also consider a one-shot transmission of a supersymbol (signal), a case obviously included in our discussion but that is less general.
We assume in this section that the basis functions employed are strictly time-limited to supersymbol intervals . With this assumption, consider a channel with maximum delay spread and a -dimensional basis so that the signal bandwidth is roughly . Thus, the number of resolvable paths for the usual tapped-delay-line model (cf. [21, Sec. 14-5-1]) is equal to and the tap delay is . To avoid having to deal with ISI, we choose to mask-out the ISI resulting from the multiple paths (cf. [22] ). The incurred loss of optimality by this masking is small, if the total delay spread amounts only to a small fraction of the supersymbol interval . The requirement is equivalent to , which limits the application of the following to high-dimensionality cases: roughly, to limit the loss in energy efficiency due to ISI masking to about 10%, the number of dimensions should be ten times higher than the number of resolvable paths. Under the stated assumptions and with the notation introduced above, the received signal in the th supersymbol interval becomes where is the fading coefficient of the th path from the th transmit antenna to the th receive antenna, contains the fading coefficients of the th path at receiver antenna , and . We match filter with respect to and mask out the ISI by where (the delayed and truncated basis functions are not necessarily orthonormal to each other) and is a -dimensional distributed noise vector. Multiplying the sufficient statistics with yields the equivalent statistics as (7) where is now a zero-mean white noise vector. We note that (7) and (2) are essentially the same, with an increase in the number of observations from to and the replacement of of (2) by . We call this latter matrix the effective signal matrix for multipath fading. The remaining model description (stacking the per-receive antenna observations in one vector) and the analysis of the frequency-flat fading case are thus also valid for multipath fading, with the signal matrix replaced by . The order of diversity will consequently increase from to , if certain rank criteria are met. Multipath fading can thus be exploited to yield higher orders of diversity and must not be seen as an additional interference that has to be combated.
III. QUADRATIC RECEIVERS
Since and are distributed, so are the sufficient statistics . In detection problems involving such observations, the ML or the GLRT receivers are easily shown to yield decision rules that are based on quadratic forms in . In this section, we discuss very generally the pairwise symbol error probability of quadratic receivers in distributed random variables. A quadratic receiver is defined by (8) where is implicitly defined, is a Hermitian matrix, a real constant, and a vector of distributed random variables. Note that , , and depend on the transmitted signal .
Let be the event that the receiver decides for a wrong symbol. The evaluation of the conditional symbol error probability , the probability that a symbol other than is detected when is transmitted, would require the evaluation of the probability of the union of the events ( , ). Since the probability of the union is usually not computable, one has to resort to a union bound, and upper-bound it by the sum of the probabilities ; these probabilities are customarily called pairwise error probabilities, and we adopt this term. 2 The symbol error probability for equiprobable symbols is then bounded by
In the following sections, we find expressions for and analyze their asymptotic (high SNR) behavior. While the expressions for the pairwise error probability are known (cf.
[23]- [25] ), it is the asymptotic analysis for the pairwise error probabilities that is simplified (relative to [16] ) and made more accurate than the Chernoff-bound-based approaches (cf. [7] , [9] ). In particular, asymptotically tight expressions for are obtained. Due to the general analysis, the task of finding the asymptotic performance of quadratic receivers in Rayleigh-fading channels is reduced to determining the asymptotic eigenvalues of certain matrices.
A. Pairwise Symbol Error Probability
The pairwise probability of error is the probability that a Hermitian quadratic form in the distributed random vector is less than some real constant (9) where and . The cumulative distribution function of a Hermitian quadratic form in random variables is derived in Appendix A. Applying the result to yields the following proposition, also found in [23] , [24] , [13] . However, our derivation in Appendix A is different from [23] , [24] and is necessary for a rigorous asymptotic analysis that will follow.
Proposition 1 (Expression for
): Let be the distinct nonzero eigenvalues of with multiplicities , and let be negative and positive, respectively. Then for and for . 2 Note, however, that Prf < g is, in general, i.e., for S > 2, not the probability that 8 decides in favor of symbol S S S when S S S is transmitted.
The residue of a function in a pole of multiplicity can be calculated as For rational functions the limit is trivial, because the poles cancel with the terms. Since the residue at is unity, the last probability may also be written by including the pole at the origin in the sum over the residues and omitting the addend unity.
Note that the above expression of the pairwise error probability is not very well-suited for numerical evaluation, because the sum of the residues tends to be numerically unstable for high multiplicities of eigenvalues. When the latter is true, a saddlepoint integration technique (cf., for example, [26] ) for the inverse Laplace transform of (A6) can be used for numerical calculations.
B. Asymptotic Pairwise Error Probability
The expression for the pairwise error probability is not insightful in terms of its dependence on system parameters like the signals employed or the fading correlation. For finite SNR, an analysis of these dependencies seems to be analytically intractable. Therefore, the dependencies in the limit as SNR are of special interest. Since depends on and the eigenvalues of , the asymptotic expressions for these quantities need to be obtained. Interestingly, in [16] , [13] , [14] , and in the following sections on coherent and noncoherent space-time receivers, we find a similarity in the behavior of the eigenvalues of in the limit as SNR : half of the nonzero asymptotic eigenvalues are equal to minus unity, and the other half are positive and linearly proportional to the average SNR . 3 It turns out that such a structure in the eigenvalues is sufficient to ensure that the order of diversity of the receiver equals the number of asymptotic positive (negative) eigenvalues. After obtaining the asymptotic expressions for the eigenvalues, we address, in Proposition 2, the question as to how the pairwise error probability behaves. While [16] contains similar results for the asymptotic analysis of , the methods used here differ entirely and the results are more compact and more easily accessed. The derivation of the next proposition is given in Appendix B.
Proposition 2 (Asymptotics of the Pairwise Symbol Error Probability):
Assume that exists and that the (asymptotic) ( ) nonzero eigenvalues of are such that
• eigenvalues are of the form with multiplicity , where are distinct and positive, and such that
• occurs with multiplicity 3 Note that the receiver 8 can be scaled by a constant without changing it, leading to an equivalent scaling of the eigenvalues, so this implies a normalization of 8. Note that we use the conventions and . The proposition gives asymptotically tight approximations for the pairwise error probabilities so that resorting to a Chernoff bound becomes unnecessary. Furthermore, to evaluate these expressions, just the asymptotic eigenvalues of the given matrices have to be found.
IV. APPLICATION TO SPACE-TIME MODULATION
Applying the analytical tools developed in the previous section, we calculate asymptotic pairwise error probabilities for space-time modulation. While the final results show some similarities to those obtained previously, the unifying analysis includes correlation in the fading processes, offers a common approach to all of the problems, and yields asymptotically tight expressions for the pairwise error probabilities. The latter can subsequently be combined with the asymptotic union bound, yielding an accessible and tight performance criterion for signal constellation design.
A. Coherent Detection
For coherent detection, perfect knowledge of the fading coefficients is assumed. (However, it is conceptually not hard to account for imperfect estimates in our framework as long as the difference between the true fading coefficients and their estimates is distributed with known covariance.) The likelihood of the sufficient statistics given in (3) conditioned on the transmitted signal and the fading coefficients is then given by (10) Defining the new -dimensional decision statistic (11) and the matrix (12) the optimum ML receiver for coherent detection is then easily seen to be (13) where is implicitly defined. This representation of is different from, but equivalent to, the representations in [6] , [7] , [9] . However, the advantage of (13) is that it falls within the general framework to which our unified approach to asymptotic pairwise symbol error probability can be applied. Note that earlier only a Chernoff bound on the asymptotic pairwise error probability was obtained [7] , [9] . (After this paper was submitted for publication, we became aware of [41] , which contains an asymptotically tight bound for the coherent case similar to ours.) The bound in [9] is derived under the assumption of unitary signaling but is tighter by a factor of two when compared to [7] . Our analysis is more general in that it does not require this assumption and moreover, it is asymptotically tight.
Proposition 3 (Asymptotic Pairwise Error Probability for Coherent Detection):
The probability approaches asymptotically if has full rank . If does not have full rank, the diversity order gain will be smaller than .
Corollary 1 (Difference Between Coherent Asymptotic Error Probability and Chernoff Bound):
The asymptotic difference between the coherent asymptotic pairwise error probability and its Chernoff bound given in [9] is in decibels.
For , this amounts to 1.41 dB, for to 0.53 dB, and for the difference goes to zero. (To prove this limit, the duplication formula for the Gamma function [27] is useful.)
Proof: Note that the decision statistics for are the fading coefficients (assumed to be perfectly known in the coherent case) and the sufficient statistics from the received signal and are hence , distributed where (14) We study below the asymptotic eigenvalues of and find that half of them are equal to minus unity and the other half positive and linear in the SNR. Hence the results from Section III apply ( for this case). To find the asymptotic eigenvalues of we define the abbreviations (15) (16) (17) and note that (18) If we assume that has full rank, we can apply Theorem 2 of Appendix C, and find that the nonzero eigenvalues of are asymptotically equal to the eigenvalues of and . Let , so that by inserting the definitions for , , and , one easily finds that the nonzero eigenvalues of are the nonzero eigenvalues of with multiplicity , and since the latter is a negative projection matrix of rank , the determinant yields the eigenvalue minus unity with multiplicity . In case has rank the matrix has rank , and it is not hard to show that the number of positive eigenvalues linear in and the multiplicity of the eigenvalue minus one will be , leading to a diversity order gain . For the corollary note the identity (19) and take the limit in [9, eq. (20)] ( here corresponds to in [9] ).
To show the usefulness of the above analysis we include two simple examples.
Example 1: BPSK With
Receive Antennas: Consider binary phase-shift keying (BPSK) received by antennas with correlated fading with correlation matrix . Obviously, , , , , , and we obtain for the asymptotic error probability (20) The special case for i.i.d. fading reduces to [21, eq. (14-4-18) ].
Example 2: Alamouti Scheme With BPSK: Consider the Alamouti scheme [28] in which signal matrices of the form (21) are transmitted over antennas. The symbols and are drawn from some predetermined alphabet, like a QAM constellation. For the example, we choose the BPSK alphabet and consequently . For i.i.d. fading ( ) and corresponding to and to , one can find the eigenvalues of analytically. There are two distinct eigenvalues, , each of multiplicity two. Fig. 1 shows the behavior of the distinct eigenvalues for increasing SNR. As expected from the preceding analysis, the positive eigenvalue increases linearly with the SNR and the negative eigenvalue approaches . Due to the structure in the Alamouti scheme, it is easy for this case to obtain an asymptotic lower and upper bound on the bit error rate (BER) (in fact, for BPSK or QPSK and i.i.d. fading, the exact BER can be obtained [42] ). We assume i.i.d. fading, and the bounds become -
- Fig. 2 compares the Alamouti scheme for one receive antenna with the usual BPSK detected by two receive antennas in i.i.d. fading. From the asymptotic bounds, we conclude that, with the normalization that both systems radiate the same power per supersymbol, the case of receiver diversity has an asymptotic advantage of at least 4.5 dB (and at most 6.5 dB) over the transmitter diversity scheme. The gap can be shown to be exactly 6 dB using [42] (thus, the upper bound is 0.5 dB loose due to use of the union bound). To make the comparison fair, however, we switch to SNR per bit ( for the Alamouti scheme) and, consequently, the analytic gap is 3 dB in terms of SNR per bit. Note that for general space-time modulation schemes usually no analytic expressions for bit per symbol error rates are available. These general schemes can be analyzed using the presented asymptotically tight pairwise error probabilities.
B. Noncoherent Detection
For the noncoherent detection problem the knowledge of the fading coefficients is not available at the receiver. However, their statistics, the fading correlation matrix , and the average SNR are in general required by the noncoherent ML receiver -. If one wants to avoid the estimation of these statistics as well, a GLRT receiver can be employed, which turns out to be equivalent to the ML receiver for unitary signaling and i.i.d. fading.
We summarize the main results of this section in the following paragraphs.
Rather than assuming a specific signal structure, the error probability analyses of the two receivers are performed without any assumptions on the structure of the signals except for a rank requirement to guarantee full order of diversity. It is then shown that unitary signaling is optimal in the sense of minimizing the asymptotic union bound of the ML receiver for equal-energy signals.
The optimality of an equal-energy signal set in the sense of maximizing capacity was shown for i.i.d. fading for the case , , and the case , in [9] ; it was argued in [9] that equal-energy (across signals and transmit antennas) signaling is also optimal for more than one transmit and receive antennas. Consequently, for more than one transmit antenna, unitary signaling is argued to be optimal in the capacity sense, because the capacity-maximizing signal distribution is shown to be an isotropically distributed matrix with orthonormal columns multiplied by an diagonal matrix containing the powers for each antenna. The conjecture that equal-energy signaling maximizes capacity for high SNRs is proved in [29] , [4] . Interestingly, therefore, unitary signaling is optimal in both the information-theoretic sense as well as the symbol error probability sense.
Furthermore, it is found that the number of dimensions has to be necessarily at least twice as large as the number of transmit antennas ( ) to achieve full order of diversity . This requirement is also reported in [11] for unitary signaling by exploiting the observation of [9] that unity may not be a singular value of any pair to achieve full order of diversity; for the latter to hold [11] shows that the columns of and have to be linearly independent of each other and hence . But since the Chernoff-based analysis in [9] is not asymptotically tight, Hughes [11] cannot conclude that is necessary to achieve full order of diversity. In [29] and [4] , it is found that the capacity of the channel cannot be increased by increasing the number of transmit antennas if
. (Note that in [9] , Footnote 1 should read
.)
The error probability analysis for the GLRT receiver may also be interpreted as an analysis of the ML receiver derived for unitary signaling under the i.i.d. fading assumption when the fading experienced is actually correlated. While in the case of general signals the GLRT performs asymptotically worse than the ML receiver, for unitary signals it achieves asymptotically the same symbol error probability as the ML receiver. Consequently, unitary signals are also optimum for the GLRT receiver.
1) ML Receiver: Noting that the sufficient statistics are zero-mean -distributed with covariance (24) and defining (correspondingly, , ) and leads to the optimum noncoherent ML receiver -
- (26) where a formula for the matrix inverse of a small-rank adjustment ([30, Sec. 0.7.4], also known as Woodbury's identity) and a determinantal formula [30, Sec. 0.8.5] were applied. In the case of uncorrelated fading and unitary signals, -simplifies to the expressions presented in [9] .
The unified analysis tools of the previous section allow for a rather straightforward performance evaluation.
Proposition 4 (Asymptotic Pairwise Error Probability and Union Bound for Noncoherent ML Detection): Let
The probability --approaches asymptotically --for and --for , where we assumed that the matrix (27) has full rank to achieve the full order of diversity , and hence is necessary. The sum of the two probabilities -----can be written as -
for ; the signals can always be renumbered to ensure this condition. By this, the asymptotic union bound on symbol error probability becomes --
for .
Corollary 2 (Difference Between Noncoherent Asymptotic Error Probability and Asymptotic Chernoff Bound):
The difference between the asymptotic noncoherent pairwise error probability and the asymptotic Chernoff bound derived from [9] is in decibels. This is the same difference as in the coherent case (cf. Corollary 1). Note, however, that the Chernoff bound analysis in [9] depends critically on the assumption of unitary signaling. Our analysis does not require this assumption.
Proof Having obtained the pairwise symbol error probability, we now derive a result on the structure of the signals that will minimize the asymptotic union bound on the error probability. So far, we have made no assumptions concerning the structure or energy distribution of the signals, so the above analysis is completely general. However, in the following proposition, the signals are assumed to have equal energies. Proof: We will show that given any signal set with equal energies, there is a set with orthonormal columns that has lower pair probabilities -for all pairs . Hence the signal set that minimizes the asymptotic union bound must have signals with orthonormal columns. Let be given. Consider the eigendecomposition and define the signals of the new signal set by (31) It is easily verified that , and so the energies of the signals are not changed. After inserting and into (28) and some algebra, the pair probability -
Proposition 5 (Structure of the Equal-Energy Signals That
Since the arithmetic mean of the eigenvalues of is unity it follows by the arithmetic-geometric mean inequality that is equal or less than unity. Furthermore, and, consequently, the sum over nonnegative terms in (28) reduces to the first term (recall our convention ). Consequently, the pair probability between any pair of the new signals is equal to or less than the pair probability of the same pair of old signals.
In [31] , the results on the structure of the signals and the asymptotic union bound are used to propose a signal design algorithm for arbitrary numbers of antennas, dimensions, and signals. Since several numerical examples are given in [31] , we only explore the simplest possible example here.
Example 3: BFSK with
Receive Antennas: Consider the usual binary frequency-shift keying (BFSK) setup, i.e., , ,
, and . The asymptotic symbol per bit error probability for noncoherent ML detection by receive antennas with fading correlation matrix then becomes (33) displaying the expected 6-dB gap to coherent modulation. The special case for i.i.d. fading reduces to [21, eq. (14-4-33) ].
2) GLRT Receiver: Maximizing the likelihood of the received signal conditioned on the fading coefficients and the transmitted signal (cf. (10)) over the fading coefficients and subsequently over the transmitted signal yields the GLRT receiver as --
which is equivalent to the ML receiver in i.i.d. fading and unitary signaling (cf. (25) and [9] ). Since is the projection matrix onto the th signal's subspace, the detector compares the energy of the sufficient statistics in the signals' subspaces. The independence of the receiver on any kind of fading information makes it an interesting candidate for correlated fading when one does not want to estimate the correlation matrix and for nonstrictly Rayleigh fading channels.
Proposition 6 (Asymptotic Pairwise Error Probability for Noncoherent GLRT Detection):
The probability --approaches asymptotically --where we assumed that the matrix (35) has full rank to achieve the full order of diversity and hence is necessary. The sum of the two probabilities -----can be written as -
Corollary 3: For unitary signaling the GLRT receiver achieves asymptotically the same pair probability as the ML detector, i.e.,
--Moreover, the asymptotic symbol error rate of the GLRT and ML receiver coincide for unitary signaling. Proof: The analysis follows closely the one for the ML receiver and is even simplified by the fact that . By identical arguments to the ML case, one has to find the eigenvalues of the matrix as given in the first equation at the bottom of this page. By applying the results of Theorem 1 of Appendix C, the eigenvalues of are seen to be asymptotically the eigenvalues of and . The proposition follows by inserting the eigenvalues into the general expressions for the asymptotic pairwise error probability (cf. Proposition 2) and applying a determinantal formula for --. The first part of the corollary is obvious by the identity of (19) . Since the ML receiver (25) converges for to the GLRT receiver (34) for unitary signaling, the asymptotic symbol error rates of the two receivers also coincide. Consequently, the GLRT can also be interpreted as the asymptotic expansion of the ML receiver and is thus asymptotically optimum for unitary signaling and correlated fading.
C. Differentially Coherent Detection
Coherent detection requires the knowledge of the complex fading coefficients. In practice, these would have to be estimated, requiring estimates for a system employing transmit and receive antennas. This adds considerable complexity to the receiver and potential overhead for training sequences. Noncoherent modulation as presented in the previous section avoids these complications but pays a rather high price in terms of capacity, especially when the coherence time of the channel is short [3] , [4] . Moreover, in the latter situation of short coherence time, the estimation of the fading coefficients for coherent detection also becomes even more difficult. In single transmit antenna situations, differential modulation and detection is known to offer a resort to this dilemma [32] .
A differential detection scheme for two transmit antennas was introduced in [33] . The codes developed from orthogonal designs in (cf. [34] ), originally intended for coherent signaling, were also shown to be adaptable for differential modulation [12] . Another generalization of differential modulation and detection to several transmit antennas is proposed in [10] and [11] . In these papers, the information carrying signals are constrained to be unitary matrices. Optimal constellations under this paradigm with group constraints are presented in [35] . A general theory of group designs suitable for coherent and differentially coherent modulation is developed in [36] .
In this work, we consider the differential modulation scheme of [10] and [11] . By applying the analytic tools developed above, the assumption of i.i.d. fading processes can be relaxed and an analysis for both, slow and fast fading is performed. In the slowly fading case, the fading coefficients are assumed to be constant over the duration of two consecutive symbol intervals, whereas in the fast fading case, the fading coefficients vary from one symbol to the next (but still remain constant within a symbol interval).
For this section, we reintroduce a time index; since we consider differential modulation/detection it will be convenient to denote the signal matrix sent from the transmit antennas in the current symbol interval by , while the one transmitted in the previous symbol interval is denoted by . Both [10] and [11] generalize differential modulation such that the information for the current symbol interval is encoded into one out of unitary matrices of size . The signal sent in the previous symbol interval, , is multiplied with the information-carrying unitary matrix and transmitted, i.e., (37) References [10] , [11] , and [35] design constellations with (cyclic) group properties. For the purpose of this paper, the specific constellation employed is not relevant; we do not impose the restrictions that the signal matrices have orthonormal columns and/or (cf. [37] ), but require only that . At the receiver, the sufficient statistics for the previous and current symbol interval become (38) (39) where, similarly as above, and Letting the matrix correlation of the sufficient statistics conditioned on symbol being transmitted is and is given in the second equation at the bottom of the page. where we assumed wide-sense stationarity of the fading processes and consequently and To simplify notation we introduce the abbreviations and . Note that the correlation matrix does not only in general depend on the transmitted information (the unitary matrix ), but also on the previously transmitted signal . Thus, the ML, differentially coherent receiver -needs to maximize over both, , and all possible transmitted previous signals --Consequently, this detector has, in general, a complexity that is proportional to the product of the number of information symbols and the number of admissible previously sent signals, which might be infinity if no further structure is enforced on the signals. Fortunately, there are two ways of avoiding this complexity. First, if the fading correlation matrices and have certain structures, for example, if they are proportional to the identity matrix, then the correlation matrix (and hence -) does not depend on for and the right choice of signals. Some such fading correlation matrices and signals are explored in Appendix D.
Second, we consider the asymptotic expansion of the ML detector for slow fading, i.e., and hence (correspondingly, ). To this end, we apply the formula for the inverse of a partitioned matrix to and a determinantal formula to (cf. [30, Secs. 0.7.3 and 0.8.5]). After some algebra, including the application of Woodbury's identity, one finds and . Because of the latter limit, for SNR , the determinantal term is equal for all signals and can thus be neglected by the asymptotically optimum (AO) receiver. The AO, differentially coherent receiver for slow fading can then be written as ---
where -For noncoherent detection, we introduced a GLRT receiver and realized it was AO (for unitary signals). Since differentially coherent detection in slow fading can be viewed as noncoherent detection over two consecutive symbol intervals, we expect a similar result, i.e., -should be equivalent to the differentially coherent GLRT receiver -. For unitary the equivalence of -to the noncoherent GLRT receiver -can be seen by inserting into -, (34) . To show that -and -are also equivalent for nonunitary , consider the likelihood of the sufficient statistics , given the information symbol , the previously transmitted signal , and the fading coefficients Maximizing first over and subsequently over yields the GLRT receiver. The maximizing is found by a technique similar to completing the square and is We insert into , which, consequently, only depends on . Maximizing over yields the GLRT receiver as ---Obviously, --( --) and the GLRT detector equals the asymptotically optimum (AO) receiver.
Since we assumed slow fading for the GLRT/AO receiver, we will analyze them for slow fading only. The ML detector is, however, also applicable for fast fading, and we derive the pairwise error floor. For analytic simplicity, we will assume that (hence ), where is a fade rate with absolute value between zero and one. The fade rate can, for example, be connected to the normalized Doppler bandwidth by for fading with power spectrum density according to Jakes's model [17] 1) Slow Fading: For uncorrelated fading and differential detection, a 3-dB performance loss when compared to coherent detection was identified in [10] and [11] for optimal ML detection. We expect the result to hold also for correlated fading and find the exact asymptotic pairwise symbol error probability of the ML and GLRT/AO receivers.
Proposition 7 (Asymptotic Pairwise Error Probability for Differentially Coherent Detection in Slow Fading):
The probability --asymptotically approaches ----which in turn approaches , i.e., --if has full rank . If does not have full rank, the diversity order gain will be smaller than . As one might expect, for the total order of diversity is only , so that it is not advisable to use fewer dimensions than transmit antennas. Note that although the detectors (at least asymptotically) do not depend on the previously transmitted signal , the asymptotic error probability seemingly does. However, since for square matrices , we have , the probability really only depends on the first, unmodulated . For cases in which (as in i.i.d. fading and unitary , or fading and signal structure as presented in Appendix D) there is obviously the conjectured 3-dB gap between the coherent and differentially coherent detection of . Proof: We already showed that asymptotically the ML receiver is equivalent with the GLRT/AO receiver, so it is sufficient to analyze the latter by finding the asymptotic eigenvalues of -. This task is simplified by comparing it with the coherent case presented in Section IV-A. We replace and of that analysis with and of this section and see that the same analysis applies with only minor modifications. Notably, the abbreviations , , and are now defined as (41) (42 where we assumed that has full rank . The only nonzero eigenvalue of is with multiplicity , as is easily obtained from with (45) The asymptotic optimality of the GLRT receiver extends the results of [32] , because the one transmit antenna case considered therein is a special case of the result obtained here. However, to show the application of the results here, we show in an example the computation of the asymptotic error rate for a single transmit antenna.
Example 4: Differential Phase-Shift Keying (DPSK) with
Receive Antennas: Consider the usual DPSK setup, i.e., , , and , received by antennas suffering from correlated fading with correlation matrix . The BER then asymptotically approaches (46) as expected from [32] we see an asymptotic 3-dB gap between coherent BPSK detection and noncoherent DPSK detection, independent of the fading correlation. The reader is invited to obtain the more general result of [32] that includes waveform (for example, multipath) diversity with signal correlations by applying the effective signal matrix concept as presented in Section II-B.
Example 5: Binary Cyclic Group (BCG) Code:
Consider the BCG code presented in [11] (it can also be obtained from the results in [10] ) with and . The exact asymptotic symbol/bit error probability for i.i.d. fading ( ) becomes (47) While this is the exact bit error probability, the best Chernoff bound based asymptotic error probability (using [9, eq. (18) 
which is 2.13 dB off from the exact asymptote for . Also, for the transmit diversity scheme looses 3 dB in energy efficiency and 0.5 b/s/Hz in spectral efficiency when compared to the receiver diversity.
In [11] , it is pointed out that the differentially encoded version of Alamouti's scheme (presented in [33] ) is a group code for binary symbols . We leave it to the reader to verify the 1.5-to 3.5-dB penalty (in terms of SNR per bit) in comparison to receive antenna diversity.
2) Fast Fading:
For fast fading we consider only the ML receiver, which is asymptotically not equivalent in this case to the GLRT. For high SNR, the ML receiver reaches an error floor. For receiver antenna, a formula for the floor is given. For more receive antennas, the formula involves derivatives. [30] . Applying another similarity transformation with as diagonal blocks, we are finally left with the matrix (50) whose eigenvalues can be easily calculated as the as given in the proposition.
Proposition 8 (Error Floor for
Unfortunately, the formula for the asymptotic error floor --does not seem to lend itself to an easy interpretation in terms of signal design for the fast fading channel.
V. CONCLUSION
In this paper, we present a general asymptotic error rate analysis of quadratic receivers for Rayleigh-fading channels. This analysis permits a unified approach to the analysis of coherent, differentially coherent, and noncoherent space-time receivers for general multiantenna modulation schemes and/or fading channel models. Although we have confined our attention to space-time systems in this paper, we have found that our analysis methodology is also applicable for multiuser communications problems (cf. [16] , [13] , [14] ). While the same asymptotic eigenvalue structure also occurs in the latter problems, finding this structure requires a more delicate algebraic analysis in the multiuser setting. So far, we do not have an insight into why this eigenvalue structure arises in so many, seemingly different problems. However, it is clear that the number of positive asymptotic eigenvalues that are proportional to the SNR is always equal to the diversity order. It would be interesting to discover other applications in which similar problems arise. The calculation of the cumulative distribution function (cdf) in terms of residues seems to be originally performed in [23] . Reference [25] considers only the probability that the quadratic form is less or equal to zero. In [24] , details of the derivation are given, that were omitted in [23] . However, the derivation here differs in some steps from [24] in that it pays more attention to some issues. Furthermore, it sets the stage for the derivations in Appendix B.
APPENDIX
The residues arise from the calculation of complex contour integrals, which are shown to be equivalent to the integral of the inverse two-sided Laplace transform used to obtain the characteristic function of the quadratic form.
Consider a quadratic form
in linearly independent, distributed random variables ( , ). 4 The covariance matrix of the random vector is defined as (A2)
The resulting complex Gaussian probability density function (pdf) is (A3) Note that other authors may define differently from (A2), leading to changes in (A3) and in what follows.
If in (A1) is Hermitian, it is easily seen that is real. In this paper, we will always consider a Hermitian matrix , not necessarily positive or negative semidefinite. In [38, Appendix B] , the characteristic function of a Hermitian quadratic form in distributed random variables is derived by diagonalizing and . The simplified result for zero-mean is
where is the number of the distinct nonzero eigenvalues of with multiplicity . In what follows, it will be convenient to assume that the eigenvalues are negative and that the remaining eigenvalues are positive. The notation employed here differs from [38, Appendix B] , because is twice the complex conjugate of the correlation matrix used therein ( ) and the factor of in the characteristic function vanishes. Furthermore, we state the characteristic function only in the nonzero eigenvalues of and use a two-sided Laplace transform rather than the usual Fourier transform or one-sided Laplace transform for positive-definite as in [38, Appendix B] . Note that other authors prefer to call the Laplace transform of the pdf the moment-generating function, because the coefficients of its Taylor expansion around zero are proportional to the moments of the random variable [26] .
The pdf of is the inverse two-sided Laplace transform of and the cdf is easily obtained from it by integration. To use contour integration, the two cases and have to be distinguished and , the cdf of , becomes for for (A5) where is such that is within the regularity domain of the Laplace transform (a vertical strip including the imaginary axis). Details for the further derivation are given for the case , for only some particularities to this case are presented. The first crucial step in the derivation is the interchange of the integrals over and , which needs to be justified. In [24] , it only appears that this issue is circumvented by invoking an integration by parts. However, it is not clear that is always zero as stated in the derivation without constraints on or other justifications.
Consider the Case
: The interchange of integrals is justified by Fubini's theorem [39, Theorem 7.8] , because after a change of variable the absolute value of is easily seen to be integrable over and . Consequently, we can write
The last integral in (A6) will be solved using a complex contour integral. The path of integration in (A6) lies in the right half plane, parallel to the imaginary axis, from minus infinity to plus infinity. This integral can be replaced with the integral along the path according to Fig. 3 . If the radius of the half-circle goes to infinity, we obviously get the same path of integration as in (A6) plus an additional integral along the half-circle. As this latter integral gives zero as goes to infinity for as in (A4), we can replace the integral in (A6) by the complex contour integral for . A proof that the integral along the half-circle actually is zero for is not too hard and depends critically on . From the theory of complex contour integrals and residues it is well known that the value of a contour integral along the contour only depends on the poles of the integrand enclosed by the contour. For sufficiently large , all poles will be enclosed in the right half plane. In equations we can summarize for and sufficiently large to enclose all poles of the right half-plane. The integral along the contour can be solved using Cauchy's theorem [39] where denotes the th of the positive poles and a negative sign is necessary, because is oriented clockwise. All poles are real, because the eigenvalues of are always real (cf. [38] ); this is indicated in Fig. 3 by the circles on the real axis. Inserting and recalling that the eigenvalues are negative yields the negative sum over the residues of the positive poles as given in Proposition 1.
: For similar reasons as before
Inserting the definition of yields the expression of the proposition. Since the residue at the origin is by definition unity, we can write where the last equation will be of interest in Appendix B.
APPENDIX B PROPERTIES OF THE cdf
In this section, the behavior of for specific asymptotic eigenvalues of is examined. We are interested in expressions for where , selects the path of integration according to or and we added a subscript on the terms dependent on the SNR . The case has been studied in [24] in the context of asymptotic error floors. We generalize to . Naturally, should be such that the limit is neither zero nor infinity and hence captures the asymptotic behavior of . The dependence of on is indirect through the eigenvalues that depend on the average SNR . We assume that in the limit for eigenvalues are and eigenvalues are distinct, positive with multiplicity of the form , where is a positive constant and the average SNR. The multiplicities are assumed to be such that (often we find and for all ). Consequently, the number of nonzero eigenvalues is . Furthermore, it is assumed that , a constant independent of . It is then obvious that where the limit is pointwise for almost all . Since none of the poles lies on either of the contours and , it is not hard to see that the absolute value of is bounded by some positive number. Moreover, the paths of integration and are of finite length. By Lebesgue's dominated convergence theorem [39, Theorem 1.34], the limit and the integral commute In [24] , where the case is considered, Lebesgue's dominated convergence theorem is invoked separately for the real and the imaginary part; this separation is unnecessary. The conditions given in [24] for the real and imaginary part should probably read and , respectively. The contour intervals along and can once more be calculated using residues, where there is a pole of multiplicity at the origin and a pole of multiplicity at unity.
Consider
First: Apply the definition for the residue of the pole at of multiplicity to arrive at (B1) which is obviously constant and greater than zero, because every term in the sum is at least nonnegative. The th derivative is calculated using Leibniz's rule of differentiation. Equation (B1) proves our claim for . (The case is included by defining .) Now Consider : Apply the definition for the residue of the pole at of multiplicity to arrive at (B2) which is obviously constant and greater than zero, because each term in the sum is greater than zero.
APPENDIX C APPROXIMATION OF EIGENVALUES

A. Approximation of Eigenvalues of a Block-Partioned Matrix
Theorem 1: The eigenvalues of a matrix with and square are arbitrarily close to the eigenvalues of the matrices and as goes to infinity if has full rank.
Proof: We write the determinant to find the eigenvalues, apply a formula for the determinant of a block-partitioned matrix, and neglect terms in
The first determinant can be approximated for full-rank and square as for (C1)
The second determinant is approximated as follows, which requires also a full-rank and square (hence invertible) and completes the proof for
B. Approximation of Eigenvalues of a Sum of Matrices
Theorem 2: The nonzero eigenvalues of the matrix are arbitrarily close to the nonzero eigenvalues of and as goes to infinity if has full rank. Proof: Denoting the nonzero eigenvalues of any matrix with we can write
We choose the transformation matrix to be
and obtain
The nonzero eigenvalues of the last matrix will be obtained from the calculation of the determinant
For large values of we can hence approximate the first of these two determinants by Nontrivially, if one assumes, for example, the abstract "onering" fading model of [17, Sec. 1.6] valid in a fixed wireless communications context and brought to attention recently in the context of space-time coding in [40] , the correlation matrices of the fading processes can be described by for the uplink and for the downlink. For the uplink, if we assume knowledge of the fading correlations (not the realizations) at the transmitter, the signal matrices can be postmultiplied with and hence for and previously unitary signals. For the downlink, if the number of transmitter antennas equals the number of receiver antennas , then with orthonormal columns is sufficient to guarantee the independence of the correlation matrix from the .
