Raíces unitarias, cointegración y cotendencias no lineales: Un análisis de la relación entre el tipo ﻿de interés y la inflación en Europa. by Badillo Amador, Rosa María
  
 
UNIVERSITAT DE VALÈNCIA 
Facultat d'Economia 
Departament d'Anàlisi Econòmica 
 
 
Tesis Doctoral 
 
 
Raíces Unitarias, Cointegración y Cotendencias no 
Lineales: Un Análisis de la Relación entre el Tipo 
de Interés y la Inflación en Europa. 
 
 
Presentada por: 
Rosa Mª Badillo Amador 
 
Dirigida por: 
Dr. Jorge Belaire Franch 
Dra. Dulce Contreras Bayarri 
 
 
Valencia, 2002 
Índice General
Introducción v
1 Contrastes de Raíces Unitarias y Cambios Estructurales 1
1.1 Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Contrastes de raíces unitarias en presencia de cambios es-
tructurales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Exogeneidad o endogeneidad de la elección del punto
de ruptura . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.2 Situación de la fecha de ruptura en la muestra,
magnitud de la ruptura y tamaño muestral . . . . . 38
1.2.3 Selección del orden de retardos del proceso autorre-
gresivo . . . . . . . . . . . . . . . . . . . . . . . . . . 48
1.2.4 Múltiples puntos de ruptura . . . . . . . . . . . . . . 52
1.3 Contrastes de estacionariedad en presencia de cambios es-
tructurales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
1.4 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . 79
i
Introducción
Bibliografía . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Anexo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2 Cotendencias no Lineales: Efecto Fisher 129
2.1 Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
2.2 Efecto Fisher . . . . . . . . . . . . . . . . . . . . . . . . . . 141
2.3 Puzle de precios . . . . . . . . . . . . . . . . . . . . . . . . . 185
2.4 Contraste de cotendencias no lineales . . . . . . . . . . . . . 196
2.4.1 Tendencias no lineales . . . . . . . . . . . . . . . . . 196
2.4.2 Análisis de cotendencias no lineales . . . . . . . . . . 203
2.5 Análisis empírico . . . . . . . . . . . . . . . . . . . . . . . . 207
2.5.1 Datos . . . . . . . . . . . . . . . . . . . . . . . . . . 208
2.5.2 Contrastes de raíz unitaria y de estacionariedad . . . 210
2.5.3 Contraste de cotendencias no lineales . . . . . . . . . 221
2.5.4 Análisis del Puzle de precios . . . . . . . . . . . . . 229
2.6 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . 234
Bibliografía . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Anexo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
3 Test de Cointegración CBB 277
3.1 Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
3.2 Problemática en torno al procedimiento bootstrap para tests
de cointegración . . . . . . . . . . . . . . . . . . . . . . . . . 282
3.3 Tests de cointegración por bootstrap . . . . . . . . . . . . . 294
3.4 Test de Cointegración CBB . . . . . . . . . . . . . . . . . . 316
ii
Índice general
3.5 Análisis de Monte Carlo . . . . . . . . . . . . . . . . . . . . 321
3.6 Aplicación empírica . . . . . . . . . . . . . . . . . . . . . . . 327
3.7 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Bibliografía . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Anexo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
iii
Índice general
iv
Introducción
La determinación del orden de integrabilidad de las series temporales
adquiere especial relevancia al tratarse de un paso necesario previo a otros
análisis como el de causalidad, cointegración, etc., y al facilitar la deter-
minación del tipo de modelo que debe ser utilizado en un determinado
estudio, así como el procedimiento de inferencia que debe tenerse en cuen-
ta en las últimas etapas del análisis de series temporales. Además, en la
última década ha surgido un interés especial en el análisis de las relaciones
de corto y largo plazo que surgen entre diferentes variables en la actividad
económica, adquiriendo aún mayor interés la identificación del verdadero
proceso generador de las series implicadas en dichas relaciones. Recientes
versiones de las nuevas teorías clásicas del ciclo económico (modelos del ci-
clo económico real) predicen que muchas variables económicas reales deben
presentar una persistencia considerable, es decir, han de tener una raíz uni-
taria en sus representaciones autorregresivas. Durante las décadas de los
años sesenta y setenta, la práctica convencional orientada al estudio de las
series temporales consistía en modelizar agregados económicos en primeras
v
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diferencias, es decir, se utilizaban mecanismos de diagnóstico simples, en
lugar de contrastes estadísticos formales. Nelson y Plosser (1982) cambian
este enfoque informal por un procedimiento basado en tests formales, como
el test de Dickey y Fuller (1979) de raíces unitarias.
La presencia de una raíz unitaria en una serie temporal implica que un
shock que incide en la serie tendrá una elevada persistencia. La medición
del impacto que ocasiona un cambio exógeno en una serie temporal en el
largo plazo también ha suscitado un interés considerable en los últimos
años, ya que algunos autores representan el proceso generador de datos
de una serie temporal a través de diferentes modelos dependiendo de la
magnitud de las consecuencias que genera el shock en las mismas. Así,
por ejemplo, si se observa que un shock provoca un efecto pequeño sobre
la renta, Deaton (1987) representa esta serie como un modelo estacionario
alrededor de una tendencia, mientras que si el impacto es más grande,
Campbell y Mankiw (1987) la representan como un modelo estacionario en
diferencias. Nelson y Plosser (1982) argumentan que la magnitud de un
shock revela la fuente principal de las perturbaciones en la economía, de
manera que si la magnitud es pequeña, la mayor parte de las perturbaciones
son de demanda agregada, mientras que si el efecto es más grande, la mayor
parte de las perturbaciones son de oferta.
El trabajo de Nelson y Plosser (1982) ha recibido considerables críticas,
en especial de Perron (1989) y Rappoport y Reichlin (1989). Según estos
autores, Nelson y Plosser (1982) no tienen en cuenta que el comportamiento
de un gran número de series macroeconómicas puede verse afectado, en al-
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gún momento del tiempo, por determinados eventos. Además, añaden que
el test de Dickey-Fuller tiene baja potencia si no se tiene en cuenta una posi-
ble ruptura en la serie, por lo que si el modelo que representa el verdadero
proceso generador de la serie es estacionario, aunque afectado por una rup-
tura estructural, los estimadores de los parámetros autorregresivos tienden,
asintóticamente, a valores próximos a la unidad. Por consiguiente, según
Perron (1989) el comportamiento aparente de ”raíz unitaria” que encuen-
tran Nelson y Plosser en 13 de 14 series macroeconómicas estadounidenses
es debido a que no tienen en cuenta la presencia de un cambio estructural,
de manera que si se prescindiera de aquellos datos que representan un com-
portamiento anómalo en la evolución de la serie, a través de la inclusión de
variables ficticias, aquélla presentaría un comportamiento estacionario.
A raíz de los trabajos de Perron (1989) y Rappoport y Reichlin (1989)
han surgido otros que desarrollan procedimientos para contrastar si una
serie es o no estacionaria, determinando el punto de ruptura de manera
endógena, es decir, en función de los datos, como los trabajos de Banerjee
et al. (1992), Christiano (1992), Perron y Vogelsang (1992) y Zivot y
Andrews (1992), entre otros.
Aunque el número de estudios relativos a los contrastes de raíces uni-
tarias que tienen en cuenta la posible existencia de rupturas estructurales
en las series son menos numerosos, no existe un consenso claro sobre cuál
es el ”mejor” test que debe ser aplicado a una serie temporal, ya que las
propiedades de la mayoría de estos tests dependen, entre otros factores, del
tipo de ruptura (en la media o en la pendiente de la serie), de su magnitud,
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de la ubicación de la misma en la muestra, del número de rupturas que
presenta la serie, de la determinación exógena o endógena de la misma e
incluso del tamaño muestral. La no consideración de estas rupturas en las
series lleva, por ejemplo, a que algunos autores consideren relaciones de
cointegración entre variables para las que los contrastes de raíces unitarias
que utilizan ponen de manifiesto que son procesos integrados de orden uni-
tario (I(1)), mientras que otros autores, a través de diferentes contrastes,
obtienen que estas series son estacionarias y, por tanto, no tendría sentido
analizar relaciones de cointegración entre ellas. De ahí la importancia de
considerar la posible existencia de rupturas estructurales en las series y de
conocer cómo inciden diferentes características de las mismas en las propie-
dades de los tests de raíces unitarias. Con el fin de arrojar luz sobre esta
cuestión, en el Capítulo 1 llevamos a cabo una recopilación estructurada
de la información más relevante sobre las propiedades de diferentes con-
trastes de raíces unitarias y de estacionariedad cuando una serie temporal
se ve afectada por cambios estructurales. A fin de completar este análisis,
efectuamos varios estudios de simulación que nos permitan inferir las pro-
piedades de tamaño y potencia de algunos de los tests más utilizados en la
literatura.
La relación entre el tipo de interés nominal y la tasa de inflación ha
sido analizada por muchos autores y desde puntos de vista muy diferentes
a lo largo de la historia. Esta relación adquiere especial relevancia desde
que Irving Fisher (1896, 1930) formulara la noción de tipo de interés real.
La versión más clásica de la denominada ”hipótesis de Fisher” o ”efecto
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Fisher” postula que la tasa de inflación esperada es absorbida completa-
mente por el tipo de interés nominal en el largo plazo, lo que da lugar a la
aparición de una relación de tipo uno a uno entre ambas series. Es decir,
esta hipótesis supone que el tipo de interés real permanece constante en
el largo plazo, no viéndose afectado por los cambios en las expectativas de
inflación. Desde que Fisher enunciara su hipótesis, se ha desarrollado un
amplio rango de modelos económicos que la utilizan cuando consideran la
decisión de los agentes económicos individuales en relación a su inversión,
ahorro y reasignación de su cartera. También se ha utilizado la hipótesis
de Fisher en modelos de precios de opciones, en el ámbito de las finanzas,
y en teorías modernas que desarrollan objetivos de inflación, por nombrar
algunas de ellas. La literatura macroeconómica relativa al papel que juega
el tipo de interés real en los modelos de Teoría Económica es muy amplia,
especialmente en lo referente a la diversidad de procedimientos para ca-
racterizar sus propiedades de dependencia temporal. Sin embargo, existe
una falta de consenso en los estudios empíricos relativos al efecto Fisher,
fundamentalmente, por las dificultades que implica su estudio como con-
secuencia del comportamiento, aparentemente no estacionario, del tipo de
interés nominal y de la tasa de inflación y por el hecho de que el tipo de in-
terés real ex-ante dependa de las expectativas de inflación, que son difíciles
de cuantificar de forma directa.
El objetivo principal del Capítulo 2 es analizar si existe una relación
entre el tipo de interés nominal y la tasa de inflación en Alemania, España,
Francia y Reino Unido que sea consecuencia de la existencia de una ten-
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dencia no lineal común entre ambas series, ocasionada por efecto de algún
tipo de shock estructural exógeno y si, efectivamente, se puede hablar de
efecto Fisher. La importancia de este estudio radica en que, hasta la fecha,
en Europa no se ha aplicado esta metodología para determinar una posi-
ble relación entre estas dos series, tratándose de un trabajo innovador que
aporta un enfoque de estudio diferente sobre el análisis del efecto Fisher. El
test no paramétrico elaborado por Bierens (2000) permite hallar posibles
tendencias no lineales comunes entre diferentes series macroeconómicas, de
manera que si estas series son el tipo de interés nominal y la tasa de in-
flación, y ambas son estacionarias alrededor de una tendencia determinista
no lineal, dicho test permite encontrar una posible combinación lineal entre
ellas que sea estacionaria alrededor de una tendencia lineal o una constan-
te. Sin embargo, la aplicación de este contraste requiere partir del supuesto
de que ambas series son estacionarias en torno a una tendencia no lineal,
supuesto que no se descarta al aplicar algunos contrastes de raíces unitarias
y de estacionariedad. Adicionalmente, otro de los objetivos perseguidos en
el Capítulo 2 es determinar si en aquellos países para los que existe una co-
tendencia no lineal entre el tipo de interés y la tasa de inflación, se produce
el fenómeno denominado como puzle de precios, es decir, si en el entorno
de los modelos VAR un shock que perturba al tipo de interés nominal tiene
un efecto positivo en la tasa de inflación.
En el Capítulo 3 proponemos un nuevo test de cointegración, basado
en el test de raíces unitarias, que utiliza el procedimiento continuous path
block bootstrap (CBB), desarrollado por Paparoditis y Politis (2001) y lo
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aplicamos a la tasa de inflación y tipo de interés nominal de los países con-
siderados en el Capítulo 2, es decir, Alemania, España, Francia y Reino
Unido. Para ello, partimos del supuesto de que el tipo de interés nominal
y la tasa de inflación presentan una raíz unitaria, supuesto que tampoco
se descarta al aplicar otro conjunto de contrastes de raíces unitarias y de
estacionariedad. El procedimiento no paramétrico CBB permite generar
pseudo-series integradas de orden unitario manteniendo las características
más importantes de los datos. Por tanto, el CBB puede captar la dis-
tribución de algunos estadísticos de raíces unitarias y, por ende, puede
ser utilizado para detectar si el término de perturbación aleatoria de la
regresión de cointegración es I(1) o I(0), o lo que es lo mismo, permite
detectar la presencia de un vector de cointegración entre dos series tem-
porales. Previamente a su aplicación empírica, llevamos a cabo un estudio
relativo a las propiedades de potencia y tamaño de este método, a través
de experimentos de Monte Carlo, y las comparamos con las de otros tests,
como el test Dickey-Fuller Ampliado (DFA), de Said y Dickey (1984), y el
test del máximo autovalor (λma´x) de Johansen (1988, 1991) y Johansen y
Juselius (1990, 1992). Las conclusiones que se obtienen en el Capítulo 3,
al tratar de hallar una relación entre el tipo de interés nominal y la tasa
de inflación en Alemania, España, Francia y Reino Unido son diferentes a
las extraídas en el Capítulo 2. Con ello mostramos que se pueden obtener
resultados diferentes si se parte de supuestos distintos sobre el proceso ge-
nerador del tipo de interés nominal y de la tasa de inflación, supuestos que
no se pueden descartar en virtud de los resultados obtenidos al aplicar una
amplia batería de contrastes de raíces unitarias, lo que permite hacer uso
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de procedimientos metodológicos diferentes que tratan de hallar relaciones
entre estas series.
Por tanto, este trabajo orientado a la relación entre diferentes series
temporales, como son el tipo de interés nominal y la tasa de inflación,
pretende llamar la atención en la necesidad de seguir profundizando en
el análisis de los contrastes de raíces unitarias, teniendo en cuenta que
cuando se eligen series con un gran número de observaciones es difícil que
no se hayan visto afectadas, en algún momento del tiempo, por algún shock
exógeno. Ello origina una alteración de las propiedades de estos contrastes
y, por ende, de las hipótesis de partida de los procedimientos utilizados
para hallar relaciones entre varias series temporales.
xii
CAPÍTULO 1
Contrastes de Raíces Unitarias
y Cambios Estructurales
1
Capítulo 1. Contrastes de Raíces Unitarias y Cambios Estructurales
2
1.1. Introducción
1.1 Introducción
El comportamiento de la mayor parte de las series macroeconómicas se
puede ver afectado, en algún periodo del tiempo, por determinados eventos
(como la Gran Depresión de los años treinta, los shocks del petróleo, en los
años setenta, etc.), que dificultan el conocimiento de su verdadero proceso
generador. La necesidad de identificar si una serie es estacionaria o, por
el contrario, presenta una o más raíces unitarias trasciende al ámbito de la
Teoría Económica, de ahí la importancia de conseguir un consenso en este
tipo de estudios.
La evidencia empírica pone de manifiesto que la mayor parte de las se-
ries económicas agregadas contienen una raíz unitaria. Pero este compor-
tamiento de las series no se puede generalizar a todas ellas y es necesario
llevar a cabo un estudio previo sobre su verdadero proceso generador con
el fin de poder analizar, entre otros aspectos, la respuesta de una serie tem-
poral a determinados tipos de shocks, las consecuencias de la aplicación de
determinadas actuaciones de política económica, etc.
Existe un interés considerable en poder medir el impacto que ocasiona
un cambio exógeno en una serie temporal en el largo plazo, ya que algunos
autores representan el proceso generador de datos (p.g.d.) de una serie
temporal a través de diferentes modelos dependiendo de la magnitud de
las consecuencias que genera el shock en las mismas. Así por ejemplo, si
se observa que un shock provoca un efecto pequeño sobre la renta, Deaton
3
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(1987) representa esta serie como un modelo estacionario alrededor de una
tendencia (TS), mientras que si el impacto es más grande, Campbell y
Mankiw (1987) la representan como un modelo estacionario en diferencias
(DS). Nelson y Plosser (1982) argumentan que la magnitud de un shock
revela la fuente principal de las perturbaciones en la economía, de manera
que si la magnitud es pequeña, la mayor parte de las perturbaciones son
de demanda agregada (por ejemplo, shocks de dinero, cambios en el gasto
público, variaciones en las preferencias de los consumidores, etc.), mientras
que si el efecto es más grande, la mayor parte de las perturbaciones son de
oferta (por ejemplo, shocks tecnológicos, enfatizados por Prescott, 1986)1.
Cuando se trata de determinar el p.g.d. de una serie temporal mediante
el uso de contrastes de raíces unitarias o de estacionariedad, es importante
tener en cuenta que la omisión de los posibles cambios estructurales que
puede presentar dicha serie por efecto de un shock, ya sea en su intercepto
o en su tendencia, produce errores en el comportamiento de estos tests, por
lo que pueden tansmitir una información errónea sobre su verdadero p.g.d.
Por ello, uno de los temas que ha suscitado mayor discusión en la Teoría
Econométrica y aún, en la actualidad, continúa siendo objeto de numerosos
debates es el desarrollo de tests de raíces unitarias y de estacionariedad
cuando la variable objeto de estudio presenta cambios estructurales.
La detección del posible punto de ruptura que puede presentar una serie
como consecuencia de un suceso exógeno también es un tema muy debatido
1Para mayor discusión ver Deaton (1987) y Nelson y Plosser (1982), Christiano y
Eichenbaum (1990) y Quah (1990), así como las referencias citadas por estos autores.
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en la literatura econométrica. Así, si la duración de la ruptura es desconoci-
da se puede ver, por ejemplo, Quandt (1960), Hinkley (1969, 1970), Brown,
Durbin y Evans (1975), Hawkins (1977), Worsley (1979), Kim y Siegmund
(1989), Andrews (1993) y Andrews y Ploberger (1994). Cuando existe una
ruptura, se han desarrollado algunos trabajos basados en la estimación de
la localización de la misma, como el de Feder (1975), Yao (1987), Eubank
y Speckman (1994) y Bai (1994). Los últimos trabajos, basados en una
estructura paramétrica, utilizan funciones de pérdida cuadráticas, pero la
robustez de los estimadores es considerada en los trabajos de Bai (1995),
Antoch y Huskova (1997) y Fiteni (1998), entre otros. Sin embargo, tam-
bién se han desarrollado trabajos que estudian los cambios estructurales
en modelos de tendencia no paramétricos como los de Yin (1988), Müller
(1992), Chu y Wu (1993) y otros más recientes como el de Delgado e Hi-
dalgo (2000). Sin embargo, no es objeto del presente trabajo indagar en los
procedimientos que permiten la detección de rupturas estructurales.
Debido a la gran diversidad de estudios existentes en la literatura
econométrica relativos al análisis sobre el impacto que ocasiona la presencia
de uno o más cambios estructurales en las propiedades de los contrastes de
raíces unitarias y de estacionariedad y el hecho de que no exista un con-
senso claro sobre el test más apropiado para determinar el verdadero p.g.d.
de una serie temporal, creemos necesario llevar a cabo una recopilación y
estructuración de la información más relevante sobre el comportamiento de
estos contrastes. Así, el presente Capítulo tiene como objetivo arrojar luz
en relación a la problemática existente sobre la determinación del orden de
5
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integración de una serie temporal, cuando ésta se ve afectada por algún
shock exógeno que altera su comportamiento en algún periodo del tiempo.
La importancia de este estudio radica, principalmente, en que la deter-
minación del orden de integrabilidad de las series temporales es un paso
necesario previo a otros análisis como el de causalidad, cointegración, etc.,
además de que el conocimiento del verdadero p.g.d. de una serie facilita la
determinación del tipo de modelo que debe ser utilizado en un determinado
estudio, así como el procedimiento de inferencia que debe tenerse en cuen-
ta en las últimas etapas del análisis de series temporales. A tal efecto, la
Sección 2 del presente Capítulo resume las características principales de los
contrastes de raíces unitarias más utilizados en la literatura econométri-
ca ante la presencia de rupturas en las series temporales. Con el fin de
complementar dicho estudio, en esta Sección también exponemos las con-
clusiones que extraemos tras realizar experimentos de simulación de Monte
Carlo con el fin de determinar las propiedades de algunos de estos tests,
cuando se utilizan series temporales que tienen un número reducido de ob-
servaciones y éstas ven alterado su comportamiento por cambios derivados
de algún shock exógeno. La Sección 3 se centra en el estudio relativo a
las características de los principales contrastes de estacionariedad cuando
existen rupturas estructurales en la tendencia de las series temporales. Sin
embargo, debido al vacío existente en la literatura econométrica en relación
al impacto que tiene sobre estos tests la alteración que sufre el componente
tendencial de una serie por efecto de un shock exógeno, y con el fin de su-
plir dicho vacío, también llevamos a cabo experimentos de Monte Carlo y
obtenemos las propiedades de tamaño y potencia de algunos de estos tests.
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La Sección 4 recoge las conclusiones del Capítulo.
1.2 Contrastes de raíces unitarias en presencia de
cambios estructurales
A raíz de la publicación de Nelson y Plosser (1982), en la que se analizan las
propiedades dinámicas de determinadas series temporales macroeconómi-
cas y financieras, han surgido numerosos estudios al respecto. El enfoque
tradicional considera que los shocks corrientes únicamente provocan efectos
temporales en las series y, por consiguiente, no inciden en el comportamien-
to a largo plazo de las mismas. Otros autores, como Campbell y Mankiw
(1987, 1988), Clark (1987), Cochrane (1988), Shapiro y Watson (1988) y
Christiano y Eichenbaum (1990), consideran que los shocks corrientes son
una combinación de shocks temporales y permanentes, y que las respues-
tas de una serie a los shocks corrientes, en el largo plazo, dependen de
la importancia relativa del tamaño de estos dos tipos de shocks. Nelson
y Plosser (1982) cambian el enfoque tradicional, al argumentar que si se
utilizan las técnicas estadísticas desarrolladas por Dickey y Fuller (Dickey,
1976; Fuller, 1976; Dickey y Fuller, 1979, 1981), a partir de ahora DF, se
puede concluir que los shocks corrientes tienen efectos en el comportamiento
a largo plazo de la mayor parte de las series macroeconómicas y financieras.
De hecho, Nelson y Plosser (1982) aplican el test DF a 14 series temporales
anuales, no rechazando la hipótesis nula (H0) de raíz unitaria para todas
ellas, excepto para una de las series. Estos resultados no cambian si se
7
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tiene en cuenta la autocorrelación del término de perturbación aleatoria de
los respectivos procesos generadores, al aplicar el test ampliado de Said y
Dickey (1984), a partir de ahora test DFA, el de Phillips (1987) y el test de
Phillips y Perron (1988)2. Otros autores obtienen resultados similares a los
de Nelson y Plosser (1982) al analizar otras series económicas temporales3.
Los primeros estudios que ponen en cuestión las conclusiones extraí-
das por Nelson y Plosser (1982) son los de Perron (1989) y Rappoport y
Reichlin (1989), al considerar que un test de raíz unitaria que no tiene en
cuenta una posible ruptura en la serie tiene baja potencia, por lo que, si el
modelo que constituye el verdadero p.g.d. es estacionario, aunque afectado
por una ruptura estructural, los estimadores de los parámetros autorre-
gresivos tienden, asintóticamente, a valores próximos a la unidad. Perron
(1989) argumenta que si se prescindiera de aquellos datos que represen-
tan un comportamiento anómalo en la evolución de la serie, a través de
la inclusión de variables ficticias, aquélla presentaría un comportamiento
estacionario. Así, Perron (1989) propone contrastar la H0 de que una se-
rie {yt}T1 , que presenta una ruptura estructural en el periodo 1 < k < T,
posee una raíz unitaria con un cambio en la deriva en el periodo k versus la
hipótesis alternativa (H1) de que la serie es estacionaria alrededor de una
tendencia determinista que muestra un cambio en el periodo k.
2El trabajo de Choi (1990), que tiene en cuenta la autocorrelación del término de per-
turbación aleatoria de las series, obtiene diferentes conclusiones al usar el procedimiento
de estimación Mínimos Cuadrados Generalizados.
3Una lista parcial de estudios empíricos se puede encontrar en DeJong et al. (1989).
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Perron (1989) considera tres tipos de parametrización del p.g.d. de una
serie temporal, según como sea la ruptura estructural que afecta a la serie
bajo la H0 y la H1. En lo que respecta a la H0, este autor tiene en cuenta
los siguientes modelos:
Modelo (A) : yt = μ+ dD(k)t + yt−1 + ut,
Modelo (B) : yt = μ1 + yt−1 + (μ2 − μ1)DUt + ut,
Modelo (C) : yt = μ1 + yt−1 + dD(k)t + (μ2 − μ1)DUt + ut,
donde D(k)t = 1 si t = k + 1 y 0 en los demás casos; DUt = 1 si t > k
y 0 en otro caso, A(L)ut = B(L)υt, υt ≡ i.i.d.(0, σ2), siendo A(L) y B(L)
polinomios del operador de retardos de orden p y q, respectivamente. Así, el
Modelo (A) permite un cambio exógeno en el nivel de la serie, el Modelo (B)
admite un cambio exógeno en su pendiente, y el Modelo (C) permite ambos
cambios. Por otra parte, los tres tipos de parametrización correspondientes
a la H1 de estacionariedad alrededor de una tendencia, que Perron (1989)
considera, son las siguientes:
Modelo (A) : yt = μ1 + γt+ (μ2 − μ1)DUt + ut,
Modelo (B) : yt = μ+ γ1t+ (γ2 − γ1)DT ∗t + ut,
Modelo (C) : yt = μ+ γ1t+ (μ2 − μ1)DUt + (γ2 − γ1)DT ∗t + ut,
donde DT ∗t = (t−k)1 si t > k y 0 en otro caso. El Modelo (A), que tiene en
cuenta un cambio en el nivel de la serie, es denominado por Perron (1989)
9
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como ”Modelo Crash”. La diferencia μ2 − μ1 representa la magnitud del
cambio en el intercepto de la función tendencia, producido en el momento
k. Perron (1989) denomina al Modelo (B) como ”Modelo de cambio en el
crecimiento”, y la diferencia γ2 − γ1 representa la magnitud del cambio en
la pendiente de la función tendencia, producido en el periodo k. El Modelo
(C) combina cambios en el nivel y en la pendiente de la función tendencia
de la serie. Perron (1989) propone el Modelo (A) para todas las series de
Nelson-Plosser, excepto para el salario real y el precio de las acciones, para
las que sugiere el Modelo (C), y somete al Modelo (B) las series trimestrales
de Producto Nacional Bruto (PNB) del periodo de la postguerra.
Perron (1989, 1990) propone dos métodos para modelizar los cambios
en la tendencia. El primero, denominado ”additive outlier”, considera que
la ruptura en la tendencia se produce de manera repentina, no viéndose
afectada por la dinámica de la serie. El segundo, denominado ”innovational
outlier”, considera que la ruptura en la tendencia se realiza de forma más
prolongada en el tiempo, de manera que esta ruptura sí se ve afectada por
la dinámica de la serie.
En cuanto al modelo additive outlier, el contraste de raíz unitaria se
lleva a cabo en dos pasos. El primero, extrae la tendencia estimando por
Mínimos Cuadrados Ordinarios (MCO) las siguientes expresiones:
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Modelo (A) : yt = μ1 + γt+ (μ2 − μ1)DUt + y˜At , (1.1)
Modelo (B) : yt = μ+ γ1t+ (γ2 − γ1)DT ∗t + y˜Bt , (1.2)
Modelo (C) : yt = μ+ γ1t+ (μ2 − μ1)DUt (1.3)
+(γ2 − γ1)DT ∗t + y˜Ct .
En el segundo paso se contrasta la H0 : ψ = 1 de raíz unitaria, mediante
el estadístico t, a través de las siguientes ecuaciones de regresión:
y˜it =
pP
j=0
dˆjD(k)t−j + ψˆy˜it−1 +
pP
j=1
ψˆj∆y˜
i
t−j + uˆt, (i = A, B) (1.4)
y˜Ct = ψˆy˜
C
t−1 +
pP
j=1
ψˆj∆y˜
C
t−j + uˆt. (1.5)
En la expresión (1.4) se incluyen p+1 variables ficticias de tipo D(k)t−j
(j = 0, ..., p) con el fin de eliminar los efectos de la dependencia temporal
que puede presentar el término de perturbación aleatoria sobre la función
de distribución del estadístico t asociado a ψˆ. En el Modelo C, no se tiene
en cuenta este tipo de variables ficticias, ya que si se realiza una elección de
la fecha de ruptura apropiada, la función de distribución del estadístico t
obtenido para el parámetro ψ es invariante, asintóticamente, a la estructura
de correlación de los datos.
En lo que respecta al modelo innovational outlier, el contraste de raíz
unitaria implica estimar las siguientes ecuaciones de regresión:
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yt = μˆA + θˆ
A
DUt + γˆAt+ dˆAD(k)t + ψˆ
A
yt−1 (1.6)
+
pP
j=1
ψˆ
A
j ∆yt−j + uˆt,
yt = μˆB + γˆBt+ βˆ
B
DT ∗t + ψˆ
B
yt−1 +
pP
j=1
ψˆ
B
j ∆yt−j + uˆt, (1.7)
yt = μˆC + θˆ
C
DUt + γˆCt+ βˆ
C
DT ∗t + dˆ
CD(k)t + ψˆ
C
yt−1 (1.8)
+
pP
j=1
ψˆ
C
j ∆yt−j + uˆt.
Para contrastar la presencia de una raíz unitaria en las expresiones
(1.4) y (1.5), así como en las expresiones (1.6)-(1.8), Perron (1989, 1990)
considera el siguiente estadístico:
t
ψˆ
i(k), i = A,B,C, (1.9)
que es el estadístico estándar t para contrastar ψˆ
i
= 1. El resultado empírico
que obtiene Perron (1989), al aplicar su contraste a las series de Nelson-
Plosser, es el rechazo de la H0 de raíz unitaria, al nivel de significación del
5%, en aquellas series para las que Nelson y Plosser (1982) no rechazan
que sean procesos integrados de orden uno, I(1), excepto para el índice de
precios al consumo y el tipo de interés. Asimismo, Perron (1989) también
rechaza esta hipótesis al nivel del 5% para todas las series trimestrales de
PNB del periodo de postguerra. Evans (1989) y Perron (1990) sugieren un
modelo relacionado que considera un cambio en el intercepto, destacando,
además, en este último artículo, un modelo que tiene en cuenta tanto un
12
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cambio en el intercepto, como una variación en la pendiente de la tendencia
determinista.
Bierens (1997), a diferencia de Perron (1989), argumenta que las series
de Nelson-Plosser, ampliadas al periodo 1988 por Schotman y van Dijk
(1991), tales como el índice de precios al consumo y el tipo de interés,
no muestran una raíz unitaria, sino que probablemente son estacionarias,
aunque en torno a una tendencia determinista no lineal. Bierens (1997)
considera que Perron (1989) al contrastar la H0 de raíz unitaria, frente a
la alternativa de estacionariedad alrededor de una tendencia determinista
que presenta un cambio en su nivel y/o en su pendiente, y al recoger la
no linealidad o posible ruptura en la tendencia mediante variables ficticias,
no tiene en cuenta otros tipos de posibles no linealidades. Los contrastes
desarrollados por Bierens (1997) se basan en la regresión auxiliar DF con
tendencias lineales y no lineales, aproximando la no linealidad a través de
polinomios temporales ortogonales de Chebishev que, al incluirlos en dichas
ecuaciones de regresión, eliminan estas tendencias. Así, sus tests adoptan
un enfoque parecido al de Ouliaris et al. (1989), aunque difieren de él en el
uso de polinomios temporales de Chebishev, en lugar de utilizar polinomios
temporales regulares. También Bierens (1997) difiere de Ouliaris et al.
(1989) al utilizar una especificación paramétrica de la dinámica de la serie,
en lugar de basarse en el estimador de la varianza de largo plazo que se
muestra en Newey y West (1987), y al considerar la H0 de raíz unitaria
con deriva constante, en lugar de la de raíz unitaria con una tendencia no
lineal y con deriva, frente a la alternativa de que la serie es estacionaria
13
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alrededor de una función determinista del tiempo que se puede suponer
casi arbitraria.
Los tests que propone Bierens (1997) se basan en el hecho de que una
función no lineal del tiempo se puede aproximar a través de una función
lineal de polinomios de Chebishev. Así, si yt es una serie temporal univa-
riante, y siguiendo a Dickey y Fuller (1979, 1981), Said y Dickey (1984) y
Said (1991), sus contrastes se basan en la regresión auxiliar de tipo DFA:
∆yt = ψyt−1 +
pP
j=1
ψj∆yt−j + θ
0P (m)t,T + εt, (1.10)
donde εt es un proceso i.i.d., con media cero, varianza constante σ2ε
y un momento de cuarto orden finito; ψj(L) es un polinomio de re-
tardos de orden p con todas las raíces fuera del círculo unitario, y
P (m)t,T = (P
∗
0,T (t), P
∗
1,T (t), ...., P
∗
m,T (t))
0, de manera que para t = 1, ..., T y
q = 1, ..., T − 1, se cumple:
P0,T (t) = 1, Pq,T (t) = (
√
2) cos[qπ(t− 0.5)/T ],
siendo m el número de polinomios de Chebishev.
Cabe referenciar que bajo la H0 se cumple que: ψ = 0 y los últimos
componentes m de θ son cero.
A partir de la regresión (1.10), Bierens (1997) considera los estadísticos
siguientes:
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1. tˆ(m): estadístico t que analiza la significatividad del coeficiente ψ
obtenido a partir de la regresión por Mínimos Cuadrados Ordinarios (MCO)
de (1.10).
2. Aˆ(m) = Tψˆ?
1−
Pp
j=1 ψˆj
? .
3. Fˆ (m) =
?PT
t=1 ε˜
2
0,t−
PT
t=1 εˆ
2
m,t
?
/(m+1)
s2 , donde: s
2 = 1T−p−m−1
PT
t=1 εˆ
2
t .
4. Tˆi(m) = T
[ψˆ 1T
PT
t=1 ytP
(i,m)
t,T +θˆ
(i,m)
]0[ψˆ 1T
PT
t=1 ytP
(i,m)
t,n +θˆ
(i,m)
]
s2 para
i = 1, 2, ...,m, siendo θˆ
(i,m)
= (θˆi, ..., θˆm)0 y
P (i,m)t,n = (P
∗
i,T (t), ..., P
∗
m,T (t))
0.
5.
T˜ (m) =
?PT
t=1∆ytP
(1,m)
t,T −ξˆ1P
(1,m)
T+1,T−ξˆ2P
(1,m)
1,T
?0?PT
t=1∆ytP
(1,m)
t,T −ξˆ1P
(1,m)
T+1,T−ξˆ2P
(1,m)
1,T
?
(1/T )
PT
t=1
?
yt−θ˜
(m)0
P (m)t,T
?2 .
Este último estadístico, a diferencia de los anteriores, no depende del
número de retardos p que aparecen en la regresión auxiliar (1.10), ya que
se basa en la siguiente especificación del p.g.d:
∆yt = −ψ∗yt−1 + μ+ ψ∗γt+ f(t) + ut, ψ∗ ∈ [0, 1],
donde f(t) satisface las condiciones:
lim
T→∞
(1/T )
TP
t=1
f(t) = 0; lim
T→∞
(1/T )
TP
t=1
tf(t) = 0, (1.11)
y ut es un proceso de media cero que obedece al Teorema Central del Límite.
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Bierens (1997) pone de manifiesto que aunque se rechace la H0 a través
de sus tests, no debe ser interpretado automáticamente en favor de la H1 de
estacionariedad alrededor de una tendencia no lineal4. De hecho, cuando se
utilizan los estadísticos tˆ(m), Aˆ(m), Tˆ2(m) y T˜ (m), y dados los supuestos
en los que se basan estos tests, el rechazo de la H0 por la cola de la derecha
sugiere estacionariedad alrededor de una tendencia no lineal sin ningún
tipo de ambigüedad. Sin embargo, el rechazo por la cola de la izquierda
lleva a una identificación de la serie objeto de análisis que no está clara,
cuando se utilizan estos estadísticos, ya que si se utilizan los tests tˆ(m) y
Aˆ(m), este rechazo lleva a la conclusión de estacionariedad en torno a su
media o a una tendencia lineal o no lineal, mientras que con los estadísticos
Tˆ2(m) y T˜ (m) se llega a la conclusión de estacionariedad alrededor de la
media o alrededor de una tendencia lineal. Asimismo, cuando se obtiene
el estadístico de una cola Fˆ (m), si éste excede a su valor crítico tampoco
se puede conocer con exactitud si la serie es estacionaria alrededor de su
media o de una tendencia lineal o no lineal. De la misma manera, cuando
se calcula el estadístico Tˆ1(m), si éste supera al valor crítico de la cola de
la derecha sólo se sabe que la serie puede ser estacionaria en torno a una
tendencia, que puede ser lineal o no, y si se rechaza la H0 por la cola de la
izquierda sí se puede concluir que la serie es estacionaria alrededor de su
4De la misma manera Hassler y Wolters (1995) y otros autores, también señalan algo
parecido en relación a los tests DFA y Phillips y Perron (1988), ya que ponen de manifiesto
que la hipótesis de raíz unitaria con deriva puede tener otras alternativas diferentes a
la de estacionariedad en torno a una tendencia lineal, por ejemplo, la de un proceso
fraccionalmente integrado.
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media.
Por otra parte, en la misma línea que Perron (1989), Campos, Ericsson
y Hendry (1996), al utilizar el estadístico t del contraste DF, a partir de
ahora tDF , concluyen que un proceso I(1) puede parecer que es I(2), cuando
el verdadero p.g.d. es un proceso I(1) que presenta una ruptura. Por el
contrario, Amsler y Lee (1995) obtienen que, cuando la H0 de raíz unitaria
es cierta, el estadístico tDF estándar, al igual que el de Schmidt y Phillips
(1992), no se ve afectado asintóticamente si se ignora la ruptura y añaden
que no existe distorsión en el tamaño del test, incluso si no se tiene en
cuenta esta ruptura. Sin embargo, cuando se trabaja con muestras finitas y
se produce una ruptura repentina en la serie5, Leybourne, Mills y Newbold
(1998) concluyen que se puede rechazar de forma espuria la H0 de raíz
unitaria utilizando el contraste estándar DF, en especial si la ruptura se
produce al principio de la muestra. Por tanto, Leybourne et al. (1998)
sostienen que si el test DF rechaza frecuentemente la H0 de raíz unitaria,
no implica necesariamente que la serie sea estacionaria alrededor de una
tendencia, ya que el test puede rechazar la H0 erróneamente si existe una
ruptura en su p.g.d. y la muestra es pequeña. Estos autores consideran que
se puede resolver este problema si se tuviera en cuenta en el test la existencia
de una ruptura bajo la H0 y la H1, por lo que sería adecuado utilizar el test
de raíces unitarias desarrollado por Perron (1989, 1993, 1994), que sí que
considera una ruptura bajo las dos hipótesis. Asimismo, también señalan
5El supuesto de que se produce una ruptura repentina en la serie lleva a Leybourne
et al. (1998) a utilizar modelos additive outlier.
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que este test mejoraría si se utilizaran métodos dependientes de los datos
para determinar la fecha de la ruptura, en lugar de obtener dicha fecha de
manera exógena a través de la inspección visual de la evolución de la serie,
a no ser que existan razones suficientes para sospechar que una ruptura se
produce en una fecha determinada.
En relación a los resultados obtenidos por Leybourne et al. (1998),
el trabajo de Lee (2000) muestra que el problema del rechazo espurio, al
que se refieren aquellos autores, es característico del test DF, al basarse
en una función de distribución que se halla condicionada a los datos, y
como consecuencia de que este test descuenta la primera observación. Lee
(2000) argumenta que este problema no aparece si se utilizan otros tests
que no tienen una función de distribución dependiente de los datos, como
los estadísticos de González-Farias (1992) y el de Elliott y Stock (1994), o
el de multiplicadores de Lagrange de Schmidt y Phillips (1992).
Así, dado el siguiente modelo generador de los datos:
yt = λzt + xt, xt = ψxt−1 + ut, t = 2, ..., T,
donde ut está formado por variables aleatorias i.i.d. con media 0 y varianza
σ2, siendo zt un vector de variables exógenas y bajo el supuesto de que y1
sigue una distribución normal con media λ y varianza σ2, la maximización
de la función de verosimilitud no condicional es similar a la minimización
de la expresión:
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Qu = n log σ2 + σ−2(y1 − λ)2 + σ−2
TP
t=2
[yt − λ(1− ψ)− ψyt−1)]2,
siendo los estimadores obtenidos por máxima verosimilitud no condicional
de González-Farias (1992) los siguientes:
λˆ =
y1 + (1− ψˆ)
TP
t=2
(yt − ψˆyt−1)
1 + (T − 1)(1− ψˆ)2
,
ψˆ =
TP
t=2
(yt − λˆ)(yt−1 − λˆ)
TP
t=2
(yt−1 − λˆ)2
,
σˆ2 = T−1(y1 − λˆ)2 + T−1
TP
t=2
(yt − λˆ(1− ψˆ)− ψˆyt−1)2. (1.12)
Si se tiene en cuenta que ψ es el parámetro que acompaña a la variable
endógena desfasada, los estimadores sugeridos por González-Farias (1992)
son los siguientes:
τMV = (ψˆ − 1)
∙
σˆ−2
TP
t=2
(yt−1 − λˆ)2
¸ 1
2
,
ΦˆMV = T (s2 − σˆ2)/σˆ2,
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donde:
s2 =
TP
t=2
(yt − yt−1)2/(T − 2).
Por su parte, Elliott y Stock (1994) sugieren el siguiente estadístico:
ΦˆES = T (σˆ∗2 − s2)/s2 + 7,
donde σˆ∗2 viene dado en la ecuación (1.12), excepto si ψˆ se reemplaza por
ψ7 = 1− 7T−1 y si λˆ se calcula a partir de ψ7.
Schmidt y Phillips (1992) proporcionan un método alternativo para
obtener su estadístico utilizando la siguiente regresión:
∆yt = (0∆Zt + φS˜t−1 + ut,
donde S˜t = yt − ι˜x − Zt(˜, t = 2, ..., T , (˜ son coeficientes de la regresión
de ∆yt respecto a ∆Zt y ι˜x es la estimación restringida obtenida por el
procedimiento de estimación por máxima verosimilitud de ιx(≡ ι + X0),
dada por y1 − Z1(˜. El estadístico de multiplicadores de Lagrange es el
estadístico t obtenido para contrastar la H0 : φ = 0, al que se denota como
τ˜ML.
Otro test de raíz unitaria que no utiliza el estadístico tDF es el de Sargan
y Bhargava (1983), que contrasta un paseo aleatorio Gaussiano, frente a la
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alternativa de un proceso AR(1). Bhargava (1986) amplía este test, al
considerar también la presencia de una tendencia temporal, y Stock (1988)
tiene en cuenta la H0 de proceso I(1) general. El análisis bayesiano también
ofrece un método alternativo para evaluar la información de los datos con el
fin de detectar la presencia de raíces unitarias. Así, en relación a las series
de Nelson-Plosser, DeJong y Whiteman (1991), utilizando la metodología
bayesiana, obtienen que únicamente dos de las series presentan tendencias
estocásticas, mientras que Phillips (1991) concluye que cinco de las series
tienen este tipo de tendencia.
De todo lo anterior, ponemos de manifiesto que la mayor parte de los
tests que contrastan la presencia de una raíz unitaria en una serie temporal
se ven afectados, en mayor o menor medida, por la presencia de un posible
cambio estructural. Sin embargo, los resultados de los contrastes de raíces
unitarias no sólo se ven alterados por la presencia de este cambio, sino que
también dependen de si la detección de la fecha de la ruptura se considera
exógena o, por el contrario, se halla correlacionada con los datos.
1.2.1 Exogeneidad o endogeneidad de la elección del punto
de ruptura
Considerar la elección de un punto de ruptura en una serie de manera exó-
gena supone implícitamente que la fecha en la que se produce la ruptura no
está correlacionada con los datos y, aunque desde el punto de vista económi-
co este enfoque pueda tener algún sentido, se critica, principalmente, por
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el hecho de que las funciones de distribución de la mayor parte de los es-
tadísticos que contrastan la existencia o no de raíz unitaria dependen del
grado de correlación entre la elección del punto de ruptura y los datos.
Christiano (1992), al igual que Zivot y Andrews (1992), Banerjee,
Lumsdaine y Stock (1992), Perron y Vogelsang (1992a), Perron (1994,
1997), y Vogelsang y Perron (1998), entre otros, argumentan que el pun-
to de ruptura no debe ser determinado exógenamente, sino que, por el
contrario, tiene que ser obtenido a partir de los datos. Para Christiano
(1992), la determinación exógena o endógena del punto de ruptura en la se-
rie adquiere gran relevancia en los contrastes de raíz unitaria, en cuanto que
la inferencia se distorsiona si se considera la elección del punto de ruptura
de manera exógena. Christiano (1992) muestra, a través del bootstrap, que
si se selecciona la fecha de ruptura de manera exógena, sin tenerla en cuen-
ta al generar los valores críticos, la H0 de proceso estacionario alrededor
de una tendencia determinista que no presenta cambio estructural, Modelo
TS:
yt = μ+ γt+
pP
t=1
ψtyt−1 + ut,
o la H0 de proceso estacionario en diferencias, cuya tendencia no presenta
ruptura, Modelo DS:
∆yt = γ +
pP
t=1
ψtyt−1 + ut,
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se rechazan de forma espuria con una frecuencia más elevada, en favor de la
alternativa de tendencia segmentada. Por el contrario, si los valores críticos
se ajustan para tener en cuenta la selección endógena del punto de ruptura,
éstos superarían, en valor absoluto, a los valores críticos que no tienen en
cuenta la selección de la ruptura en función de los datos, por lo que se
reduciría la frecuencia de rechazo espurio. Para Christiano (1992), Perron
(1989) tabula un conjunto de valores críticos para su test, suponiendo la
elección de la fecha de ruptura de manera exógena, ya que, según Christiano
(1992), elige esta fecha tras observar la evolución histórica de la serie. Por
ello, este autor considera que Perron (1989) obtiene rechazos espurios más
elevados que si determinara la fecha de ruptura de forma endógena.
Un resultado análogo al de Christiano (1992) lo obtienen Zivot y
Andrews (1992), al considerar diferentes algoritmos para la elección del
punto de ruptura de forma endógena y al generar distribuciones asintóticas
similares a las de Banerjee, Lumsdaine y Stock (1992), aunque los resul-
tados obtenidos tras su aplicación empírica son sustancialmente diferentes
de los de estos autores. Así, Zivot y Andrews (1992) construyen el mismo
estadístico que Perron (1989), ver ecuación (1.9), aunque lo modifican para
que tenga en cuenta la selección de la fecha de ruptura de manera endógena.
La H0 que consideran para los tres modelos innovational outlier sugeridos
por Perron (1989): Modelos (A), (B) y (C), representados en las ecuaciones
(1.6)-(1.8), es que una serie yt es I(1) sin un cambio estructural:
H0 : yt = μ+ yt−1 + ut, (1.13)
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mientras que la H1 es que yt es un proceso estacionario alrededor de una
tendencia que presenta una ruptura estructural en un periodo k desconoci-
do. El algoritmo para seleccionar la fecha de ruptura elige el valor de k que
minimiza el estadístico t de una cola que contrasta ψi = 1 (i = A, B, C),
de esta manera se pretende dar mayor peso a la H1. Este estadístico es el
siguiente:
t
ψˆ
i(kˆimı´n) = mı´n tψˆi(k), i = A,B,C,
donde Λ un subconjunto cerrado en el intervalo6 [0,1]. Dada la H0 definida
por la ecuación (1.13) y siguiendo la estrategia de Perron (1989) al utilizar
el test DFA, las ecuaciones de regresión para contrastar la presencia de raíz
unitaria, utilizadas por Zivot y Andrews (1992), son las siguientes:
yt = μˆA + θˆ
A
DUt(kˆ) + γˆAt+ ψˆ
A
yt−1 +
pP
j=1
ψˆ
A
j ∆yt−j + uˆt,
yt = μˆB + γˆBt+ βˆ
B
DT ∗t (kˆ) + ψˆ
B
yt−1 +
pP
j=1
ψˆ
B
j ∆yt−j + uˆt,
yt = μˆC + θˆ
C
DUt(kˆ) + γˆCt+ βˆ
C
DT ∗t (kˆ) + ψˆ
C
yt−1 +
pP
j=1
ψˆ
C
j ∆yt−j + uˆt,
donde DUt(kˆ) = 1 si t > T y 0 en los demás casos7, y DT ∗t (kˆ) = (t −
k)1 si t > k y 0 en otro caso. Zivot y Andrews (1992), obtienen menos
6En su aplicación empírica Zivot y Andrews (1992) eligen un intervalo Λ =
[0.001, 0.999]
7 kˆ se refiere al valor estimado de la fracción de la muestra en la que se produce la
ruptura.
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evidencia contra la H0 de raíz unitaria sin ruptura que la obtenida por
Perron (1989). En particular, utilizando los valores críticos asintóticos, no
pueden rechazar la hipótesis de raíz unitaria al nivel de significación del
5% para 4 de 10 series de Nelson-Plosser, para las que Perron (1989) sí
rechaza esta hipótesis. Estas series son el PNB per capita, el deflactor del
PNB, la cantidad de dinero en circulación y los salarios reales. Además,
a diferencia de Perron (1989), no rechazan la H0 de raíz unitaria, al nivel
de significación del 5% y del 10%, para las series trimestrales de PNB de
la postguerra. No obstante, el trabajo empírico desarrollado por Zivot y
Andrews (1992) es bastante similar al de Perron (1990)8. La diferencia
fundamental entre estos trabajos radica en que Perron (1990) incluye en el
modelo de regresión estimado una variable ficticia temporal que recoge la
fecha del cambio estructural, variable que no aparece en el trabajo de Zivot
y Andrews (1992).
En relación a los contrastes de raíces unitarias que tienen como hipótesis
alternativa cambios permanentes en la tendencia, como el de Perron (1989,
1990, 1991), Rappoport y Reichlin (1989), Banerjee, Dolado y Galbraith
(1990), Balke y Fomby (1991), Perron y Vogelsang (1992a,b; 1993a,b,
1995), Park y Sung (1994), Stock (1994), Bradley y Jansen (1995), Nunes,
Newbold y Kuan (1996) y Montañés (1997), entre otros, Kilian y Ohanian
(1998) los critican, ya que argumentan que en estos trabajos se supone que
8Los resultados que aparecen en las columnas ”p-value (t sig)” en las tablas VI y VIII
de Perron (1990) son similares a las de Zivot y Andrews (1992), excepto para el salario
nominal y el salario real.
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la fecha de ruptura coincide con importantes eventos económicos, tales co-
mo guerras y depresiones, y que estos eventos tienen efectos permanentes
en la actividad económica. Sin embargo, según Kilian y Ohanian (1998), la
Teoría Económica estándar sugiere que estos eventos tienen efectos transi-
torios y no permanentes en la actividad económica, por lo que no pueden
ser modelizados a través de modelos lineales ARIMA estándar. Estos au-
tores señalan que la inadecuación para identificar la dinámica transitoria
que provocan estos eventos a través de los modelos ARIMA tiene impli-
caciones en la inferencia. En particular, el uso de este tipo de modelos
para considerar esta dinámica transitoria puede llevar a tasas de rechazo
de la H0 de raíz unitaria superiores al tamaño nominal del test. Por tanto,
Kilian y Ohanian (1998) generan modelos de series temporales basados en
la suma de un paseo aleatorio latente con deriva y grandes movimientos
transitorios ocasionales conducidos mediante modelos de cambios de régi-
men, que se consideran endógenos. El resultado que obtienen estos autores,
cuando llevan a cabo experimentos de Monte Carlo y utilizan este tipo de
modelos es que al nivel de significación nominal del 10%, el test de Zivot
y Andrews (1992) rechaza de manera espuria la H0 de raíz unitaria, en
favor de la de estacionariedad en torno a una tendencia que cambia en un
momento del tiempo, hasta un 60% de las veces. Además, obtienen que in-
cluso para un modelo basado en un paseo aleatorio puro, el test de Zivot y
Andrews (1992) rechaza de forma espuria la H0 hasta un 35% de las veces,
al nivel de significación nominal del 10%, siendo sus resultados bastante
robustos a diferentes especificaciones alternativas del p.g.d. No obstante,
Kilian y Ohanian (1998) argumentan que el test de Zivot y Andrews (1992)
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se comporta mejor cuanto mayor es el tamaño muestral. Si el tamaño de
la muestra es pequeño, resulta extremadamente difícil diferenciar los oca-
sionales grandes movimientos transitorios que se producen en los datos,
por efecto de eventos como la Gran Depresión y la expansión durante la
Segunda Guerra Mundial, de las rupturas estructurales genuinas en un mo-
delo estacionario alrededor de una tendencia, por lo que es probable que se
produzca una evidencia espuria a favor de una tendencia no lineal en las
series de Nelson-Plosser y las del PNB per capita. Estos autores concluyen
que no es suficiente llevar a cabo un análisis puramente estadístico sobre
las propiedades que tiene la tendencia, sino que también es necesario de-
terminar si existen shocks importantes que puedan afectar al p.g.d., por lo
que se debe acudir a la Teoría Económica para que ayude a analizar cómo
estos shocks pueden afectar a las variables endógenas objeto de estudio.
Por otra parte, Banerjee, Lumsdaine y Stock (1992) también sugieren
que el punto de ruptura de una serie debe ser considerado como descono-
cido a priori, por lo que, en tal caso, según estos autores, no es adecuado
utilizar la teoría de la distribución estándar, condicionada a un punto de
ruptura no aleatorio. Por este motivo, desarrollan una teoría distinta de la
distribución para una serie de estadísticos, determinados para un rango de
posibles fechas de ruptura, que permiten contrastar la H0 de raíz unitaria
sin cambios en la tendencia determinista, o la de proceso I(1) con cambios
en dicha tendencia, o la de variaciones en el tipo de raíz. Los procedimien-
tos que utilizan para determinar la fecha de ruptura en la serie son los
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siguientes: recursivo9, rolling y secuencial. En el caso de los procedimien-
tos recursivo y rolling, estos autores obtienen la distribución asintótica y
para muestras finitas de los estadísticos tDF construidos bajo la H0 de raíz
unitaria estable en todo el intervalo muestral. Sin embargo, la mayoría
de los tests basados en el procedimiento secuencial parten de un modelo de
tipo innovational outlier y la distribución asintótica y para muestras finitas
de los estadísticos se obtienen suponiendo que el p.g.d. es I(1), pudiendo
presentar un cambio en su media o en su tendencia.
El procedimiento recursivo consiste en la obtención de una secuencia de
estadísticos tDF , cada uno de los cuales se calcula tras estimar el Modelo I
de Banerjee et al. (1992, p. 273) en diferentes submuestras:
9El término ”recursivo”deriva de Brown, Durbin y Evans (1975). Algunas técnicas
recursivas se implementan en el paquete informático PC GIVE de Hendry (1987), también
ver Dufour (1982). Un ejemplo de aplicación de estadísticos basados en el procedimientos
recursivos se halla en Hendry y Ericsson (1991). Otra aplicación es la que realizan DeLong
y Summers (1988), en la que se analiza si el output de Estados Unidos se vuelve más
persistente después de la Segunda Guerra Mundial que antes de la Gran Depresión. En
particular, se estudia si una raíz estacionaria se convierte más tarde en raíz unitaria
aplicando este contraste a varios países. En los trabajos de Hendry y Ericsson (1991)
y DeLong y Summers (1988), la inferencia se desarrolla sin una guía de la distribución
formal para los estadísticos relevantes obtenidos mediante los procedimientos recursivo
y rolling. Una solución sugerida en DeLong y Summers (1988) es la de llevar a cabo un
conjunto de contrastes de raíz unitaria recursivos o rolling y aplicar la teoría asintótica
desarrollada en el artículo de Banerjee et al. (1992), como se hace en Banerjee, Dolado
y Galbraith (1990).
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yt = μ+ γt+ ψyt−1 +A(L)∆yt−1 + ut, t = 1, ..., T, (1.14)
donde A(L) es un polinomio de retardos de orden p conocido, con las raíces
de 1 − A(L)L fuera del círculo unitario. Además, se supone que el tér-
mino de perturbación aleatoria (ut) satisface el supuesto de que es una
secuencia de diferencias de martingalas que satisface E(u2t | ut−1, ...) = σ2,
E(|ut|i | ut−1, ...) = κi (i = 3, 4) y suptE(|ut|4+ς | ut−1, ...) = κ¯ <∞ para
algún ς > 0. Las submuestras para las que se determina la secuencia de
estadísticos tDF abarcan el siguiente intervalo temporal: t = 1, ..., k, en las
que k = k0, ..., T , donde k0 es el primer dato considerado como el último
de la primera submuestra y T es el tamaño de toda la muestra. Estas sub-
muestras, para las que se calcula el estadístico tDF , van incrementando su
tamaño en una observación hasta que finalmente se cubre toda la muestra.
Así, la primera submuestra empieza en la observación primera y finaliza
en k0, la siguiente comienza también en la observación 1 y termina en la
observación k0 + 1 y así sucesivamente.
El procedimiento rolling, aplicado al estadístico tDF , se basa en el cál-
culo de una secuencia de estadísticos al estimar por MCO el Modelo I
(1.14) en submuestras que representan una fracción constante de toda la
muestra, desplazándose dichas submuestras a lo largo de ella. La primera
submuestra cubre el periodo que va de la observación 1 a la k, la segunda
submuestra abarca el periodo comprendido entre la observación 2 y la k+1,
y así sucesivamente.
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Por último, el procedimiento secuencial10, a diferencia del recursivo y el
rolling, utiliza toda la muestra completa. Banerjee et al. (1992) consideran
diferentes estadísticos para llevar a cabo su contraste de tipo secuencial.
Así, en lo que se refiere al estadístico tDF , el procedimiento secuencial
consiste en obtener una secuencia de estadísticos, pero considerando que la
fecha desconocida del hipotético punto de ruptura avanza secuencialmente
a lo largo de toda la muestra. El modelo que se estima, en este caso, es el
denominado Modelo II de Banerjee et al. (1992, p. 275),
yt = μ+ dD(k)t + γt+ ψyt−1 +A(L)∆yt−1 + ω0xt−1(k) + ut, (1.15)
para t = 1, ..., T . A diferencia del Modelo I, el Modelo II añade un vector de
m regresores adicionales, xt−1(k), que se supone que es estacionario con una
media cero y constante. El regresor determinista D(k)t permite considerar
la posibilidad de un cambio o salto en la tendencia en el periodo k. Así,
siguiendo a Perron (1989, 1990), se consideran dos casos:
10Banerjee et al. (1992) aplican su procedimiento secuencial al test de raíces unitarias
de Perron (1989)/Rappoport-Reichlin (1989), considerando un cambio en la tendencia
en el periodo k, calculado secuencialmente para k = δT, ..., T − δT , donde se excluyen
algunos de los datos correspondientes al principio y al final de la muestra a través del
parámetro (δ). También aplican este procedimiento al test de razón de verosimilitud
de Quandt (1960), calculando una secuencia de estadísticos razón de verosimilitud que
permiten contrastar una ruptura en al menos uno de los coeficientes, teniendo en cuenta
el máximo de todos los estadísticos. El resultado que Banerjee et al. (1992) obtienen
amplía los trabajos de McCabe y Harrison (1980), Sen (1980, 1982), Dufour (1982),
James, James y Siegmund (1987), Krämer, Ploberger y Alt (1988) y Ploberger, Krämer
y Kontrus (1989).
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Caso A (cambio en la tendencia):
D(k)t = (t− k)1, (t > k), (1.16)
Caso B (cambio en la media):
D(k)t = 1, (t > k). (1.17)
El Caso A, se corresponde con el ”Modelo de cambio en el crecimiento”
de Perron (1989, 1990), expuesto en (1.7). El Caso B, es el denominado
”Modelo Crash” de Perron (1989, 1990), que es el que aparece representado
en (1.6). Banerjee et al. (1992) sugieren la posibilidad de obtener de forma
secuencial, en el análisis empírico, el estadístico t asociado al coeficiente
d, td. Este estadístico contrastaría la H0 : d = 0 en el caso B (1.17), bajo
los supuestos: ψ = 1 y γ = 0, proporcionando información respecto a si
se produce un cambio en la media. Otro estadístico que se podría obtener
mediante el procedimiento secuencial es el estadístico razón de verosimili-
tud de Quandt (1960), QRV , que contrastaría si se produce una ruptura en
alguno o en todos los coeficientes. Este procedimiento se basa en realizar
2(T − 2k0) regresiones separadas según el Modelo I (1.14) en las siguientes
submuestras: 1, ..., [Tδ] y [Tδ]+1, ...T , donde k0 es un parámetro que toma
el valor k0 = [δ0T ], representando [·] la parte entera, calculando una se-
cuencia de estadísticos para todos los posibles puntos de ruptura. Banerjee
et al. (1992) también consideran que se podría obtener una secuencia de
estadísticos F, cada uno de los cuales contrastaría la hipótesis conjunta H0 :
d = 0 y el p.g.d. de la serie yt es I(1).
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Banerjee et al. (1992) calculan los valores críticos para tamaños mues-
trales formados por 100, 250 y 500 observaciones, así como el tamaño
y potencia de los tests a los que aplican los procedimientos recursivo,
rolling y secuencial. El procedimiento recursivo lo aplican a cuatro es-
tadísticos con el fin de contrastar la presencia de raíces unitarias: el es-
tadístico tDF para la muestra completa, es decir si k0 = T , tˆDF ; el es-
tadístico tDF máximo, tˆma´xDF ≡ ma´xk0≤k≤T tˆDF ; el estadístico tDF mínimo,
tˆmı´nDF ≡ mı´nk0≤k≤T tˆDF , y el estadístico tˆ
dif
DF ≡ tˆma´xDF −tˆmı´nDF . Estos estadísticos
contrastan la H0 : ψ = 1 al llevar a cabo la regresión (1.14) en submues-
tras t = 1, ..., k. El procedimiento rolling lo aplican a tres estadísticos de
tipo tDF : t¯ma´xDF ≡ ma´xk0≤k≤T t¯DF ; t¯mı´nDF ≡ mı´nk0≤k≤T t¯DF , y el estadístico
t¯difDF ≡ t¯ma´xDF − t¯mı´nDF , contrastando la H0 : ψ = 1 en la regresión (1.14) para
submuestras t = k− [Tδ]+1, ..., k. El procedimiento secuencial11 lo aplican
al estadístico Q˜RV (p), para p = 0, 4 y 8, siendo p el número de retardos de
∆yt en la regresión (1.14). También aplican el procedimiento secuencial a
estadísticos calculados al estimar el Modelo II (1.15), como el estadístico
F máximo, F˜ma´xT ≡ ma´xk0≤k≤T−k0F˜T , que contrasta la H0 : yt ∼ I(1) y
d = 0; el estadístico tDF determinado para un valor de k que maximiza el es-
tadístico F˜T , t˜DF (k˜); el estadístico tDF mínimo, t˜mı´nDF ≡ mı´nk0≤k≤T−k0 t˜DF ,
y el valor absoluto del estadístico t−extremo que contrasta la significativi-
dad del parámetro d,
¯¯
extδ(δ0,1−δ0)t˜d(δ)
¯¯
, para el contraste de raíz unitaria,
bajo los supuestos γ = 0 y ψ = 1.
11Christiano (1992) propone los estadísticos secuenciales: F˜ma´xT , t˜DF y t˜
mı´n
DF , para am-
pliar el análisis de Perron (1989) al caso en el que se desconoce el verdadero punto de
ruptura.
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En lo referente al tamaño de los tests de Banerjee et al. (1992), calcu-
lado para una muestra de 100 observaciones y un valor de p = 4, obtienen
que utilizando sus valores críticos, ver Tablas 1 y 2 de Banerjee et al. (1992,
p. 277 y 278), todos los estadísticos tienen un tamaño próximo al nominal,
excepto en el caso del estadístico recursivo tˆdifDF , el rolling t¯
ma´x
DF y especial-
mente t¯difDF . Si se contrasta la H0 de raíz unitaria constante a lo largo del
periodo muestral, frente a la alternativa de que un proceso estacionario se
convierte en raíz unitaria (a partir del periodo central de la muestra), se
obtiene que son los tests recursivos basados en los estadísticos tˆdifDF y tˆ
mı´n
DF
y el estadístico secuencial Q˜RV los que tienen mayor potencia. Asimismo,
cuando se analiza la potencia de sus estadísticos frente a la H1 de estacio-
nariedad con un cambio en la tendencia determinista, se observa que el test
recursivo tˆDF no rechaza la H0 de raíz unitaria cuando ésta no es cierta, al
igual que los tests recursivo tˆma´xDF y rolling t¯
ma´x
DF . Este resultado confirma la
interpretación de Perron (1989, 1990) de que los cambios permanentes en
la tendencia determinista se confunden con una innovación persistente de
una tendencia estocástica. Sin embargo, el test que, en términos generales,
presenta mayor potencia es el secuencial F˜ma´xT .
Entre los resultados de su análisis empírico para analizar el tipo de raíz
que presenta el nivel de output de siete países de la OCDE (Canadá, Fran-
cia, Alemania del Oeste, Italia, Japón, Reino Unido y Estados Unidos),
destaca el caso de Estados Unidos al no rechazarse la H0 de raíz unitaria,
lo que es análogo al resultado obtenido por Christiano (1992). Banerjee,
Dolado y Galbraith (1990) tampoco rechazan la H0 de raíz unitaria sin rup-
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tura, frente a la alternativa de estacionariedad alrededor de una tendencia
segmentada, para series de output de Estados Unidos con mayor número de
datos al incluir también el periodo de la Gran Depresión. Estos resultados
son también consistentes con los de Zivot y Andrews (1992), al no rechazar
la H0 de raíz unitaria, frente a la alternativa de tendencia segmentada, para
los datos trimestrales de producción real de Estados Unidos.
Perron (1997), ante las duras críticas recibidas por algunos autores,
especialmente de Christiano (1992), argumenta que las fechas de ruptura
elegidas en su artículo de 1989 tienen cierto grado de correlación con los
datos, y, por tanto, no son del todo exógenas, aunque tampoco están per-
fectamente correlacionadas con ellos. Perron (1997) argumenta que, en su
artículo de 1989, elige las fechas de cambio estructural ex-ante, no sien-
do modificada ex-post, por consiguiente guardan relación con los sucesos
exógenos para los que la Teoría Económica había previsto las consecuen-
cias que realmente se produjeron más tarde (como el Crash bursátil de
1929, con el subsiguiente desmantelamiento de la organización económica
internacional, y el repentino cambio exógeno en el precio del petróleo en
los años setenta, con la posterior alteración en la coordinación de las políti-
cas económicas internacionales). Así, aunque la elección ex-ante de las
fechas de ruptura podría llevar a algunos autores, como Christiano (1992),
a considerar dichas fechas como exógenas, para él esto no es cierto, ya que
sólo serían exógenas si se hubiesen obtenido ex-post, es decir, después de
analizar si se produjeron realmente los cambios que había predicho la Teoría
Económica, como consecuencia de los eventos exógenos.
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Con el fin de analizar la robustez de los resultados obtenidos en 1989,
Perron (1997) parte del supuesto de que la fecha de ruptura en una serie
está perfectamente correlacionada con los datos. Los contrastes realizados
guardan relación con los modelos innovational outlier de su artículo de
1989, ecuaciones (1.6) y (1.8) y el modelo additive outlier, ecuación (1.2).
El primer test permite un único cambio en el intercepto en el momento k,
bajo la H0 y la H1, y se supone que este cambio es gradual y no repentino,
de ahí que se aplique a un modelo innovational outlier. El contraste de raíz
unitaria se desarrolla a través del estadístico t, cuando se contrasta la H0 :
ψˆ
A
= 1 en la ecuación (1.6). El segundo test también se aplica a un modelo
innovational outlier, que permite un cambio tanto en el intercepto como en
la pendiente, bajo la H0 y la H1. Este contraste considera la H0 : ψˆ
C
= 1
en la regresión (1.8). El tercer test se basa en el cálculo del estadístico t que
contrasta ψˆ = 1 en (1.4), permitiendo un cambio en la pendiente de manera
que ambos segmentos de la función tendencia se hallen unidos por el punto
de ruptura. Se supone que este cambio se produce de forma repentina, no
gradual, por lo que se utiliza un modelo additive outlier, como el (1.2), cuya
estimación se lleva a cabo en dos pasos.
Perron (1997) selecciona la fecha de ruptura endógenamente de dos
maneras. La primera se basa en seleccionar k como aquella fecha para la
que el estadístico t que contrasta ψ = 1, tψ, es mínimo. La segunda escoge la
fecha de ruptura en el punto de la muestra donde se minimiza el estadístico
t correspondiente al parámetro asociado al cambio en el intercepto en el
modelo (1.6), tθˆA , al cambio en el nivel y pendiente en el modelo (1.8), tθˆC ,
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y al cambio en la pendiente en el modelo (1.4), tdˆB . Una vez determinado k,
se calcula el estadístico tψ para contrastar si ψ = 1. Perron (1997) también
considera el caso en el que el punto de ruptura se selecciona utilizando el
mismo procedimiento anterior, pero sin ningún supuesto a priori en relación
al signo del cambio. En este contexto, la fecha de ruptura se determina
utilizando el máximo del valor absoluto de tθˆA , tθˆC o tdˆB y calculando
posteriormente el estadístico tψ, para contrastar si ψ = 1.
El resultado que obtiene Perron (1997) es que parece existir un evidente
trade-oﬀ entre la potencia de los tests anteriores y la cantidad de informa-
ción a priori utilizada para detectar el punto de ruptura. De manera que
si no se utiliza ningún tipo de información a priori, es decir, si se considera
el punto de ruptura correlacionado con los datos, sin partir de información
exógena, la potencia de los tests es relativamente más elevada, por lo que
se produce un mayor rechazo de la hipótesis de raíz unitaria. Perron (1997)
obtiene un resultado parecido al de su artículo de 1989, al considerar las
mismas series de datos12. Por tanto, muestra que existen procedimientos al-
ternativos que llevan a conclusiones menos favorables para la consideración
de raíz unitaria, que los que sugieren los trabajos de Banerjee et al. (1992)
y Zivot y Andrews (1992).
Vogelsang y Perron (1998) también consideran endógeno el punto de
ruptura. Estos autores analizan si los resultados de los tests de raíces uni-
12Series de Nelson-Plosser, que son también analizadas en Zivot y Andrews (1992), y
series trimestrales del PNB y PIB de Estados Unidos, Canadá, Japón, Francia, Alemania,
Italia y Reino Unido, del periodo de la postguerra, utilizadas en Banerjee et al. (1992).
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tarias, pueden verse distorsionados cuando se considera una ruptura bajo
la H0 de raíz unitaria. Para ello, se basan en los dos mecanismos generado-
res de los cambios mencionados anteriormente: modelos additive outlier e
innovational outlier. Un estudio previo, como es el de Perron y Vogelsang
(1992a), obtiene que si se considera la H0 de raíz unitaria con un cambio en
la media, los estadísticos que permiten contrastar dicha hipótesis, tanto en
los modelos additive outlier como en los innovational outlier, presentan una
distribución asintótica que es invariante al caso en el que la H0 no tenga en
cuenta ese cambio en la media. Sin embargo, Perron y Vogelsang (1992a)
demuestran que si se trabaja con muestras finitas sí que existen diferencias
en las funciones de distribución de estos estadísticos. Vogelsang y Perron
(1998) amplían el estudio llevado a cabo por Perron y Vogelsang (1992a)
considerando también el caso en el que la H0 sea la de raíz unitaria con un
cambio en su pendiente, tanto en modelos additive outlier como en los de
tipo innovational outlier. El resultado que obtienen es que la función de
distribución asintótica de los estadísticos que permiten contrastar esta H0,
en ambos tipos de modelos, sí difiere de la función de distribución de los
estadísticos cuando no se tiene en cuenta el posible cambio en la pendiente
bajo la H0. Asimismo, estos autores obtienen que, si se tiene en cuenta
la magnitud del cambio en la pendiente que se suele hallar en la mayor
parte de las series macroeconómicas, la función de distribución asintótica
de los estadísticos que consideran la H0 de raíz unitaria sin cambios en la
tendencia, representa una buena aproximación a la función de distribución
de estadísticos que contrastan la H0 de raíz unitaria con cambios en la pen-
diente en muestras finitas. Por el contrario, si se producen grandes cambios
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en la pendiente, es la función de distribución asintótica de los estadísticos
que contrastan la H0 de raíz unitaria con cambios en la pendiente la que
proporciona una aproximación adecuada a la distribución de estadísticos
que contrastan la misma H0 en muestras finitas. Además, si se sospecha
que se pueden producir cambios grandes en el intercepto o en la pendiente,
Vogelsang y Perron (1998) aconsejan el uso de modelos de tipo additive
outlier, independientemente de que el verdadero modelo generador de los
datos sea de este tipo o, por el contrario, sea de tipo innovational outlier,
ya que el tamaño de los tests basados en modelos additive outlier es prácti-
camente invariable a los grandes cambios que se produzcan en el intercepto
o en la pendiente de las series.
Por tanto, la mayoría de autores confirman que la consideración del
punto de ruptura en una serie temporal como exógeno o endógeno, incide
considerablemente en los resultados que se extraen a través de los tests
de raíces unitarias. En términos generales, podemos decir que la mayoría
de estos tests presentan mejores propiedades de tamaño y potencia si se
considera el punto de ruptura endógeno, es decir, correlacionado con los
datos, que si se supone que es exógeno.
1.2.2 Situación de la fecha de ruptura en la muestra,
magnitud de la ruptura y tamaño muestral
Tal y como se ha expuesto anteriormente, Christiano (1992) obtiene los
valores críticos de los estadísticos F generados para contrastar la H0 de
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tendencia determinista, Modelo (TS), o estocástica, Modelo (DS), sin cam-
bio estructural, siendo la H1 la de tendencia cambiante13, mediante pro-
cedimientos bootstrap aplicados a los posibles periodos de ruptura14, k, y
a cada uno de los 1000 conjuntos de datos artificiales generados para los
modelos TS y DS. El resultado que obtiene Christiano (1992), al derivar
los valores críticos de los estadísticos F estimados sin tener en cuenta en
su cálculo la endogeneización del punto de ruptura y utilizando tamaños
muestrales pequeños, no sólo sorprende porque obtiene valores críticos de
la distribución F estimada15, en valor absoluto, por encima de los valores
estándar, sino también porque muestra que los valores críticos alejados del
principio y del final de la muestra son más elevados que los de los extremos.
Por tanto, cuando se trabaja con muestras de tamaño reducido, si la fecha
de ruptura se sitúa en el periodo central de la muestra y la determinación
de esta fecha es exógena, se rechazaría con mayor frecuencia la H0 cuan-
do se utilizan los valores críticos estándar, que si se hace uso de los valores
críticos que Christiano (1992) obtiene por bootstrap para ese menor tamaño
muestral. Asimismo, este autor demuestra que, cuando se obtienen los va-
lores críticos teniendo en cuenta la endogeneización del punto de ruptura,
el tamaño del test F disminuye considerablemente respecto al que se ob-
tiene cuando se endogeneiza el punto de ruptura sin tenerlo en cuenta en el
cálculo de los valores críticos, y además estos valores son independientes de
13Las conclusiones de su artículo no son muy sensibles al p.g.d. utilizado.
14k = 3, ...., T − 2.
15Valores críticos obtenidos para la distribución F, con 2 grados de libertad en el
numerador y 148 en el denominador.
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la localización del punto de ruptura en la muestra, aunque no del algoritmo
utilizado para seleccionar el punto de ruptura.
Banerjee et al. (1992) demuestran que la distorsión de tamaño de
sus estadísticos, calculados mediante los procedimientos recursivo, rolling
y secuencial, disminuye a medida que se incrementa el tamaño muestral.
Asimismo, cuando la muestra es pequeña y se considera una ruptura es-
tructural endógena en la tendencia de la serie, obtienen valores críticos su-
periores, en valor absoluto, a los estándar. En particular, al endogeneizar
la selección del punto de ruptura y corregir los valores críticos asintóticos
para tener en cuenta muestras pequeñas, no rechazan la H0 de raíz uni-
taria para 8 de las 11 series para las que Perron (1989) sí rechaza esta
hipótesis. No obstante, al igual que Perron (1989), rechazan la hipótesis de
raíz unitaria para el PNB real, el PNB nominal y la producción industrial
de Estados Unidos. En cuanto a la potencia de los tests que analizan, es
destacable que ésta depende también de la ubicación de la fecha de ruptura
en la muestra. Así por ejemplo, el estadístico secuencial F˜ma´xT , que es el
que mayor potencia presenta, en general, frente a la H1 de estacionariedad
alrededor de una tendencia determinista segmentada, tiene una potencia
aún mayor si el punto de ruptura se sitúa al final de la muestra. Además,
si se consideran los tests t˜DF secuenciales, éstos tienen una mayor poten-
cia, en general, cuanto más próxima al principio de la muestra se halle la
ruptura.
En relación al resultado obtenido por Banerjee et al. (1992), Perron
(1997) replica su análisis obteniendo más evidencia que estos autores contra
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la hipótesis de raíz unitaria para todos los países, excepto para Japón. Las
diferencias entre el análisis empírico llevado a cabo por Perron (1997) y
Banerjee et al. (1992) son las siguientes: las fuentes y el horizonte temporal
son diferentes; Banerjee et al. (1992) utilizan el método innovational outlier
y no tienen en cuenta un cambio en la pendiente bajo la H0; además,
Banerjee et al. (1992) fijan el orden de retardos máximo autorregresivo
en 4 para todos los países y demuestran que los resultados son robustos
cuando se fija un valor de 8 o cuando se utiliza el criterio de información de
Akaike (AIC) o de Schwartz para seleccionar el orden de retardos. Por el
contrario, Perron (1997) no fija este orden de retardos sino que lo considera
desconocido y utiliza métodos que dependen de los datos para obtener el
número máximo de retardos autorregresivos, ya que considera que este tipo
de métodos tienen mejores propiedades, en términos de un tamaño estable
y una potencia elevada, que los métodos que lo fijan a priori.
Nosotros, también ampliamos el estudio de Banerjee et al. (1992), me-
diante experimentos de Monte Carlo16, analizando el comportamiento del
estadístico tmı´nDF cuando se considera endógena la determinación de la fecha
de ruptura de una serie temporal y si se utilizan tamaños muestrales más
pequeños (30, 50 y 75) que los de estos autores. Además, analizamos las
propiedades de tamaño y potencia del test DF no sólamente en función
del procedimiento utilizado para averiguar la fecha de ruptura (recursivo,
tˆmı´nDF ; rolling, t¯
mı´n
DF , y secuencial, t˜
mı´n
DF ), sino también del tipo de ruptura,
16Todos los cálculos se han programado en Ox, versión 2.1 (Doornik, 1998), y todas
las simulaciones se han basado en 1000 réplicas para cada caso analizado.
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del tamaño muestral, de la magnitud de la ruptura y de la situación de la
ruptura en la muestra. Además, obtenemos los valores críticos (ver Tabla
1), para varios niveles de significación (1%, 2.5%, 5.0% y 10.0%), mediante
procedimientos de simulación basados en 10000 réplicas, suponiendo que los
datos son generados mediante el proceso: ∆yt = εt, siendo εt i.i.d. N(0, 1).
Determinamos cada estadístico recursivo tˆmı´nDF estimando el Modelo I, ver
ecuación (1.14), para p = 0 en cada uno de los periodos (t = 1, ..., k) de
cada submuestra, para k = k0, ..., T, siendo δ0 = 0.25 y teniendo en cuenta
que δ = kT . Los estadísticos rolling t¯
mı´n
DF los obtenemos estimando también el
Modelo I (1.14) con p = 0 en cada uno de los periodos t = k−[Tδ0]+1, ..., k
para k = [Tδ0], ..., T, siendo δ0 = 13 . El estadístico secuencial t˜
mı´n
DF para
el cambio en la tendencia lo determinamos estimando secuencialmente la
ecuación (1.15) con el regresor D(k)t dado por la expresión (1.16) y p = 0,
y el estadístico secuencial t˜mı´nDF para el cambio en la media lo calculamos es-
timando secuencialmente también la ecuación (1.15), pero con D(k)t dado
por (1.17) y p = 0. Para el cálculo de t˜mı´nDF suponemos que δ0 = 0.15, con-
siderando las obsevaciones comprendidas entre δ0T y (1−δ0)T. El resultado
que extraemos, a partir de la Tabla 1, no contradice el de Banerjee et al.
(1992), en el sentido de que los valores críticos son más elevados, en valor
absoluto, cuanto menor es el tamaño muestral, por lo que, si la muestra
es pequeña y utilizamos los valores críticos asintóticos, rechazaríamos con
mayor probabilidad la H0 de raíz unitaria. Sin embargo, el tamaño de la
muestra no es el único factor que determina el buen comportamiento de los
contrastes.
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En relación al tamaño de los tests, las columnas ϑˆμ, de las tablas 2 a 10
exponen las tasas de rechazo espurio (al nivel de significación nominal del
5%) de la H0 de raíz unitaria con un cambio en el intercepto de magnitud17
α, producido en el momento δT, para muestras de tamaños 30, 50 y 75, al
aplicar los tests recursivo, rolling y secuencial. Asimismo, en las columnas
ϑˆτ de estas tablas se exponen las tasas de rechazo espurio de la H0 de raíz
unitaria con un cambio en la pendiente de magnitud18 β, que se produce
en el momento δT, para los mismos tamaños muestrales. En relación a
la H0 de raíz unitaria con un cambio en su intercepto, si dicha hipótesis
es cierta, el test secuencial no rechaza esta hipótesis cuando el punto de
ruptura recae en la segunda mitad de la muestra. Sin embargo, cuando la
ruptura se produce en la primera mitad del periodo muestral, no es el test
secuencial, sino el rolling, el que presenta un menor tamaño. Pese a ello,
si T = 75, la magnitud de la ruptura es elevada y la fecha de la ruptura se
sitúa próxima al periodo central de la muestra, la tasa de rechazo espurio
de la H0, a través del test rolling, toma un valor en torno al 55%. Por otra
parte, si la H0 a contrastar es la de un proceso I(1) con un cambio en su
pendiente, al utilizar el contraste secuencial no se rechaza de forma espuria
esta hipótesis, independientemente de la magnitud de la ruptura y de su
ubicación en el periodo muestral. Por tanto, el resultado que obtenemos
es que el test secuencial es, en términos generales, el que presenta mejores
17Los valores seleccionados para α (2.5, 5.0 y 10.0) son arbitrarios. Los valores 5.0 y
10.0 coinciden con los utilizados por Vogelsang y Perron (1998).
18Los valores seleccionados para β (0.5, 1.0 y 2.0) son arbitrarios. Los valores 1.0 y 2.0
coinciden con los utilizados por Vogelsang y Perron (1998).
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propiedades.
En cuanto a la potencia de los tests, si suponemos que la serie, objeto de
análisis, es estacionaria, implica que el valor de ψ en las ecuaciones (1.14) y
(1.15) es inferior a la unidad19. Los resultados del análisis de la potencia de
estos tests se exponen en las tablas 11 a 19, en las que se muestra que ésta
es diferente dependiendo del tamaño muestral, si se produce un cambio en
el intercepto o en la pendiente de la serie, según la magnitud de los cambios
y en función de la ubicación del punto de ruptura en el periodo muestral,
entre otros factores. A través de los resultados expuestos en estas tablas,
obtenemos que si el verdadero p.g.d. es estacionario con un cambio en su
intercepto (ver columnas ϑˆμ), la potencia es más elevada si se utiliza el
test secuencial, independientemente del tamaño muestral, de la magnitud
de la ruptura, de la ubicación de la misma en el periodo muestral y si los
coeficientes estimados de los parámetros autorregresivos del proceso son
muy próximos a la unidad o, por el contrario, son cercanos al valor cero.
Por el contrario, si la serie es estacionaria, pero presenta un cambio en
su pendiente (ver columnas ϑˆτ ), el test recursivo es el que presenta una
mayor potencia, en términos generales, incrementando paradójicamente su
potencia cuanto más cercano se halle el p.g.d. de la serie a la raíz unitaria,
especialmente si esta ruptura se produce en los periodos extremos de la
muestra y, particularmente, al principio del periodo muestral.
Zivot y Andrews (1992) generan los valores críticos asintóticos y para
19Suponemos, de forma arbitraria, los siguientes valores de ψ : 0, 0.1, 0.3, 0.5, 0.7 y
0.9.
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muestras finitas de su estadístico tmı´nDF , obtenido al elegir el estadístico t
más pequeño de todos los estadísticos calculados para las posibles fechas de
ruptura, que se obtienen al contrastar la H0 de raíz unitaria sin considerar
ninguna ruptura estructural exógena, frente a la H1 de proceso estacionario
alrededor de una tendencia determinista que tiene una ruptura en su inter-
cepto y/o en su pendiente. Estos autores obtienen que, aunque sus valores
críticos asintóticos son más elevados, en valor absoluto, que los de Perron
(1989), para un valor fijo de la fecha de ruptura, son aún mayores si éstos se
calculan para muestras finitas. Asimismo, Zivot y Andrews (1992) obtienen
que si se investiga el efecto de la relajación del supuesto de normalidad en
la función de distribución del estadístico tmı´nDF en muestras finitas y aplican
su contraste a las series para las que rechazan la H0 de raíz unitaria, estos
rechazos no son muy sensibles a la relajación de aquel supuesto.
Cuando existe un error en la determinación de la fecha ruptura y, por lo
tanto, en la ubicación de la ruptura en el periodo muestral, algunos autores,
como Montañés y Olloqui (1999), también añaden una serie de objeciones
al test de raíces unitarias de Perron (1989) aplicado a los modelos de tipo
innovational outlier, ver ecuaciones (1.6)-(1.8). Estos autores concluyen
que cuando la variable es estacionaria alrededor de una tendencia segmen-
tada y los investigadores fracasan en determinar el periodo verdadero en el
que se produce la ruptura, es más difícil rechazar la H0 de raíz unitaria,
cuanto mayor es la magnitud de la ruptura y cuando la muestra es fini-
ta. Además, Montañés y Olloqui (1999) obtienen que la potencia del test
propuesto por Perron (1989) se reduce si la fecha de ruptura estimada es
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posterior a la verdadera. Únicamente si el verdadero p.g.d. es estacionario
alrededor de una media que cambia en un periodo del tiempo, Montañés
y Olloqui (1999) obtienen que el estadístico que contrasta la H0 de raíz
unitaria muestra asintóticamente un valor correcto, en la medida en que
tiende a −∞, aunque se cometa un error en la determinación de la fecha
de ruptura. No obstante, no se rechaza la H0 en aquellos casos en los que
la magnitud de la ruptura es diez veces superior a la desviación estándar
del término de perturbación aleatoria.
En lo referente a la fecha de la ruptura, Leybourne, Mills y Newbold
(1998) obtienen que si un proceso es I(1) y presenta una ruptura estructural,
el test DF rechaza con mayor probabilidad la H0 de raíz unitaria cuanto
más próximo se halle el punto de ruptura al principio del periodo muestral.
Por tanto, paradójicamente, no siempre resultaría adecuado aumentar el
tamaño muestral, si éste incremento se lleva a cabo añadiendo observaciones
al final de la muestra, o si al incrementar el tamaño muestral se incluyen
datos que incorporan una ruptura estructural.
Otros estudios, como el de Carrión, Sansó y Artís (1999) estiman la
superficie de respuesta20 del estadístico DF de raíz unitaria, que contrasta
la H0 de un proceso integrado con tendencia segmentada versus un proceso
estacionario alrededor de una tendencia también segmentada, en función
del tamaño muestral y de la fecha de ruptura, que consideran exógena con
20MacKinnon (1991, 1994), Cheung y Lai (1993, 1995), Shepton (1995), Gregory y
Hansen (1996) y Sansó et al. (1997) son algunas referencias que utilizan superficies de
respuesta para calcular valores críticos en muestras finitas.
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el fin de obtener los valores críticos de la distribución del estadístico. Estos
autores consideran dos modelos de tipo innovational outlier, uno de ellos
tiene en cuenta un cambio en la media y el otro un cambio tanto en la
media como en la tendencia, y un modelo de tipo additive outlier, que
considera únicamente un cambio en la tendencia. Carrión et al. (1999)
concluyen que, comparando los valores críticos asintóticos calculados por
Perron (1989) y Zivot y Andrews (1992), con los obtenidos a partir de las
superficies de respuesta elaboradas para tamaños muestrales comprendidos
entre 30 y 1250 observaciones, se obtienen unas pequeñas diferencias que
ponen de manifiesto que los valores críticos asintóticos de Perron (1989) y
Zivot y Andrews (1992) están sesgados por defecto.
De todo lo anterior se deduce que si se utilizan los valores críticos están-
dar, la mayoría de tests de raíces unitarias que tienen en cuenta cambios
estructurales parecen mostrar mejores propiedades de tamaño y potencia si
aumenta el tamaño de la muestra. Sin embargo, debido a que estas propie-
dades, en la mayoría de estos contrastes, dependen de la situación del punto
de ruptura en la muestra, no creemos que sea tan evidente que un aumento
del tamaño muestral lleve siempre a una mejora en las propiedades de estos
tests, ya que el aumento de la muestra puede situar el cambio estructural
en una zona muestral donde estas propiedades son peores. Sin embargo, sí
parece ser un hecho evidente el que la potencia de la mayoría de los tests
de raíces unitarias experimente una mejora cuanto mayor es la magnitud
de la ruptura que incide en la serie temporal.
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1.2.3 Selección del orden de retardos del proceso autorre-
gresivo
Otro aspecto que cabe resaltar es que la función de distribución de los
estadísticos que permiten contrastar la hipótesis de raíz unitaria también
se ve afectada por el método seleccionado para determinar el orden de
retardos (p) del proceso autorregresivo.
Zivot y Andrews (1992) destacan que el número p de regresores adi-
cionales requeridos para llevar a cabo la regresión DFA, pueden variar de-
pendiendo de la elección de k. El método que utilizan para seleccionar p es
como el utilizado por Perron (1989), es decir, consideran un número eleva-
do de retardos y los van reduciendo hasta encontrar el número adecuado.
El criterio que escogen para ir disminuyendo p es seleccionar aquel valor
para el cual el estadístico t asociado al parámetro que acompaña a la varia-
ble endógena retardada p periodos supere, en valor absoluto, el valor 1.6,
de manera que si se eligiera un retardo adicional, el parámetro asociado a
la variable endógena retardada p + 1 periodos debería ser inferior21 a 1.6.
Cuando se trabaja con muestras finitas, las funciones de distribución de los
estadísticos que utiliza para su contraste de raíz unitaria son sensibles al
procedimiento que le permite determinar p. Así, en particular, si se calcula
p según el procedimiento descrito anteriormente, y se fija para cada posible
21Para las series de Nelson y Plosser (1982), pma´x = 8, y para las series trimestrales de
PNB del periodo de la postguerra pma´x = 12, que son valores similares a los obtenidos
por Perron (1989).
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fracción de la muestra donde se supone provisionalmente que se produce la
ruptura, la función de distribución del estadístico tmı´nDF en muestras finitas
para el valor fijado de p tiende más a la distribución asintótica que si se
considera una determinación de p aleatoria en muestras finitas.
El criterio escogido por Christiano (1992) para seleccionar el número
de retardos máximo de la variable endógena se basa en tratar de conseguir
las mejores propiedades dinámicas para los residuos estimados22, ya que las
conclusiones de su artículo consideran el supuesto de que las perturbaciones
aleatorias de sus modelos son i.i.d.
Tal y como se ha expuesto anteriormente, Perron (1997) muestra eviden-
cia de que utilizando métodos de selección del número de retardos depen-
dientes de los datos, los tests tienen mejores propiedades (tamaño estable
y mayor potencia) que si se fija p a priori (a menos, que se seleccione el
mejor valor de p), ver Ng y Perron (1995), Perron y Vogelsang (1992a) y
Hall (1994). Perron (1997) utiliza dos procedimientos dependientes de los
datos para seleccionar p, llevando a cabo su selección ”de lo general a lo
específico”. El primero (t−sig), es un procedimiento recursivo basado en el
estadístico t del coeficiente asociado al último retardo en la estimación de la
autorregresión. Así, se selecciona el valor de p, de manera que el coeficiente
del último retardo de orden p∗ del proceso autorregresivo sea significativo
y el coeficiente de un proceso autorregresivo de orden más elevado que p∗
no sea significativo. El segundo (F − sig), se basa en un método utiliza-
22Christiano (1992) elige un valor de p = 4 para el Modelo TS y p = 3 para el Modelo
DS.
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do por Said y Dickey (1984). Este procedimiento utiliza un estadístico F
que contrasta si retardos adicionales hacen que todos los coeficientes sean
significativos. Así, se elige un valor máximo para p, pma´x, y se estima
un proceso autorregresivo con pma´x y con (pma´x− 1) retardos. Se utiliza
un test F , al nivel de significación del 10%, para determinar si todos los
coeficientes de los retardos son significativos conjuntamente y, por tanto,
si el valor de p es el máximo. Si no resultan significativos, se estima un
modelo con (pma´x − 2) utilizando los valores críticos de la distribución
chi-cuadrado para un nivel de significación del 10%. Este procedimiento se
repite hasta conseguir que retardos adicionales al considerado hagan que
los coeficientes autorregresivos no sean significativos. Cuando se utilizan
muestras finitas, Perron (1997) demuestra que los dos procedimientos para
seleccionar el orden de retardos p máximo del proceso autorregresivo, al
contrastar la H0 de raíz unitaria, tienen buenas propiedades de tamaño y
de potencia y dominan a los procedimientos en los que se fija p. Además,
obtiene que, en muestras finitas, la potencia de los tests es más elevada
si se utiliza el procedimiento t − sig que el F − sig. Perron (1997) no
emplea otros métodos basados en criterios de información, como el AIC,
debido a que considera que este procedimiento selecciona modelos parsimo-
niosos provocando que los tests de raíces unitarias presenten importantes
distorsiones de tamaño y/o pérdidas de potencia.
Ng y Perron (1995) muestran que utilizando criterios de información
para seleccionar el valor de p, éstos llevan a que p tienda a infinito a una tasa
muy lenta, log(T ), a medida que T aumenta. Este resultado es consistente
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con otros trabajos empíricos que muestran que utilizando el procedimiento
AIC se llega a una selección de p pequeña (generalmente 0 o 1) y los residuos
frecuentemente exhiben una importante correlación (ver Perron, 1994). En
concreto, Ng y Perron (1995) muestran, a través de ejercicios de simulación,
que los procedimientos secuenciales que permiten determinar el número
de retardos del proceso autorregresivo tienen ventaja sobre los métodos
basados en criterios de información, ya que los primeros hacen que los
tests de raíces unitarias sean más robustos en cuanto a su tamaño, sin que
disminuya mucho su potencia.
Banerjee et al. (1992) muestran que los valores críticos para el cálculo
de los estadísticos que permiten contrastar la hipótesis de raíz unitaria con
o sin cambios en su nivel o en su pendiente mediante los procedimientos re-
cursivos, rolling y secuenciales, no dependen del valor de p, salvo en el caso
del estadístico razón de verosimilitud de Quandt (1960), QRV . Sin embar-
go, aunque los estadísticos tDFA obtenidos a través de los procedimientos
recursivo, rolling y secuencial consideran la fecha en la que se produce la
ruptura dependiente de los datos, requieren una elección de p, que, en la
práctica, no suele ser conocida. Al aumentar el valor de p (de 4 a 8) se
obtiene como resultado un deterioro en el tamaño del test recursivo tˆma´xDF y
del test rolling t¯ma´xDF y una reducción en la potencia de algunos tests como
el test QRV .
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1.2.4 Múltiples puntos de ruptura
Hasta el momento hemos analizado contrastes de raíces unitarias que tienen
en cuenta la presencia de un posible y único cambio estructural en una serie
temporal. Sin embargo, muchas veces varios sucesos exógenos inciden en
la serie provocando varias rupturas en su comportamiento, lo que dificul-
ta aún más la detección de su verdadero p.g.d. El análisis relativo a las
consecuencias que la presencia de múltiples cambios estructurales en las
series puede ocasionar en los contrastes de raíces unitarias recibe menos
atención en la literatura econométrica. La mayoría de trabajos se centran
en la determinación de los cambios estructurales. Así, algunos trabajos,
como el de Bai (1994, 1997) se centran en el análisis de las propiedades
de la distribución asintótica de la fecha de ruptura estimada cuando en la
serie existe una única ruptura. La detección de múltiples cambios estruc-
turales ha recibido menos atención en la literatura. En esta línea destaca
el trabajo de Andrews, Lee y Ploberger (1996), quienes consideran tests
óptimos en modelos lineales con varianza conocida. También destaca el
estudio de García y Perron (1996) que analiza el comportamiento del con-
traste sup Wald cuando se consideran dos cambios en las series temporales
dinámicas23. Liu, Wu y Zidek (1997) consideran múltiples cambios estruc-
23Alguna contribución anterior es la de Fu y Curnow (1990), que tiene en cuenta
la estimación máximo-verosímil de múltiples cambios en cualquier modelo restrictivo
binomial. Yao (1988) estima el número de rupturas en la media en una secuencia de
variables aleatorias normales, utilizando el Criterio de Información Bayesiano (CIB).
Yao y Au (1989) estiman el número de múltiples rupturas en la media a partir de una
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turales en un modelo lineal estimado por mínimos cuadrados, proponiendo
un criterio de información para seleccionar el número de cambios. De ma-
nera independiente, Bai y Perron (1998) consideran un problema similar,
aunque consideran una estructura más genérica.
Centrándonos en el objetivo principal de nuestro estudio y, por con-
siguiente, adentrándonos nuevamente en el contexto de los contrastes de
raíces unitarias, Kim y Maddala (1991) argumentan que si existen múlti-
ples rupturas estructurales en las series temporales, deberían aplicarse los
constrastes de raíces unitarias a submuestras en las que los parámetros de
regresión deben ser constantes en cada una de ellas. Otros autores muestran
que la inferencia relacionada con las raíces unitarias es sensible al número
de posibles rupturas. Así, Vogelsang (1994) muestra que la potencia de
un test de raíces unitarias no es monótona cuando se estima un modelo
con una ruptura en la serie, si el verdadero p.g.d. presenta dos rupturas.
Este argumento es similar a lo apuntado por Perron (1989), cuando afirma
que los modelos que no tienen en cuenta un cambio estructural están mal
especificados, por lo que la inferencia lleva a que se concluya una excesiva
persistencia en las series.
En la literatura de raíces unitarias, una de las contribuciones más re-
levantes es la de Lumsdaine y Papell (1997). Estos autores permiten que,
secuencia de variables aleatorias utilizando el criterio CIB. Yin (1988) utiliza la técnica
no paramétrica de ventana móvil para estimar las rupturas en una secuencia de variables
aleatorias. Feder (1975) estima los puntos de ruptura conjuntamente en regresiones
polinómicas segmentadas (cambios no discretos).
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bajo la H1 de estacionariedad, se consideren dos puntos de ruptura24 en la
tendencia determinista de las series. La fecha en la que se producen ambas
rupturas se considera desconocida, determinándose de manera endógena a
partir de secuencias de estadísticos t que contrastan laH0 de raíz unitaria25.
Por tanto este test es muy similar al test secuencial para cambios en los
coeficientes de Banerjee et al. (1992), en el caso en el que sólo existe una
ruptura estructural. Estos autores muestran que los tests que constrastan
la H0 de raíz unitaria son sensibles al número de rupturas, bajo la especi-
ficación alternativa26. Como resultado de su análisis empírico, Lumsdaine
y Papell (1997) encuentran mayor evidencia contra la H0 de raíz unitaria
que la que hallan Zivot y Andrews (1992), pero menos que la obtenida por
Perron (1989). Así, rechazan la H0 de raíz unitaria al nivel de significacion
del 5% para 7 de las 13 series de Nelson-Plosser y al nivel del 10% para
dos series adicionales. En particular, se rechaza la H0 de raíz unitaria para
3 de las 7 series para las que Perron (1989) rechaza esta hipótesis, pero
para las que Zivot y Andrews (1992) no la rechazan, en favor del modelo
alternativo con dos rupturas. Además, muestran que los datos de Nelson-
Plosser exhiben dos rupturas centradas en torno a la Gran Depresión y la
Segunda Guerra Mundial. Estos resultados ponen de manifiesto la necesi-
dad de encontrar contrastes que sean robustos a una mala especificación
24Se supone que las dos fechas de ruptura están separadas por un conjunto de datos
muestrales. Para más detalles ver Bai y Perron (1995).
25En otros contextos puede desearse contrastar una ruptura sin tener en cuenta si existe
una raíz unitaria, como proponen Perron (1991) y Vogelsang (1994).
26Lumsdaine y Papell (1997), en su análisis empírico, suponen que no se produce
ninguna ruptura en la tendencia bajo la H0.
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del número de rupturas. Sin embargo, Lumsdaine y Papell (1997) reiteran
que el objetivo de su trabajo no es defender la preferencia por modelos con
un número específico de rupturas, sino que la literatura subsiguiente debe
dirigirse a seleccionar la especificación del modelo más adecuado y, por tan-
to, a determinar tanto el número de rupturas como el tipo de rupturas. A
tal efecto, Lumsdaine y Papell (1997) consideran tres posibles modelos.
Un primer modelo en el que se permiten dos cambios estructurales en
la media y otros dos en la pendiente de la tendencia determinista bajo la
H1, al que denominan Modelo CC:
∆yt = μ+ γt+ θ1DU1t + β1DT1t + θ2DU2t+β2DT2t
+ψyt−1 +
pP
t=1
ψtyt−1 + ut. (1.18)
para t = 1, ..., T , donde ψ(L) es un polinomio de retardos de orden p
conocido y 1−ψ(L)L tiene todas las raíces fuera del círculo unitario. DU1t
y DU2t son variables ficticias que recogen un cambio en la media que se
produce en los periodos k1 y k2, respectivamente, y DT1t y DT2t son
variables ficticias que recogen un cambio en la pendiente de la tendencia.
Es decir, DU1t = 1 (t > k1), DU2t = 1 (t > k2), DT1t = (t−k1)1 si t > k1
y DT2t = (t− k2)1 si t > k2 y toman valor cero en los demás casos.
Otro de los modelos que tienen en cuenta Lumsdaine y Papell (1997)
recoge dos cambios en el nivel de la serie, Modelo AA:
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∆yt = μ+ γt+ θ1DU1t + θ2DU2t + ψyt−1 +
pP
t=1
ψtyt−1 + ut.
El último modelo al que se refieren estos autores es aquél que permite
dos cambios en la media y uno en la pendiente de la serie, Modelo CA:
∆yt = μ+ γt+ θ1DU1t + β1DT1t + θ2DU2t + ψyt−1 +
pP
t=1
ψtyt−1 + ut.
Algunos de los resultados empíricos difieren según el modelo utilizado.
Lumsdaine y Papell (1997), con el objeto de determinar el orden de re-
tardos del proceso autorregresivo, obtienen los valores críticos mediante el
procedimiento bootstrap para una muestra de 125 observaciones, estimando
modelos ARMA para cada una de las series (bajo la H0 de no rupturas)
y suponiendo que estos modelos representan el verdadero p.g.d. Estos au-
tores determinan el orden de retardos del proceso autorregresivo siguiendo
la metodología de Campbell y Perron (1991), Zivot y Andrews (1992) y
Perron (1994), al utilizar un número máximo de retardos según el pro-
cedimiento DFA27. Por tanto, Lumsdaine y Papell (1997) abogan por un
método dependiente de los datos para seleccionar el orden de retardos del
proceso autorregresivo, mediante un procedimiento que va de lo general a
lo específico, ya que opinan que es mejor que si se fija a priori.
27Lumsdaine y Papell (1997), al igual que Zivot y Andrews (1992) en el contexto de
una ruptura, consideran que la ampliación de estos resultados al caso en el que p p→ ∞
no es trivial.
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Otros autores, entre los que destacan Clemente, Montañés y Reyes
(1998) también tienen en cuenta que algunas series temporales suelen pre-
sentar más de una ruptura, por lo que, según estos autores, se debe in-
troducir un gran número de puntos de rupturas en la especificación de los
modelos, con el fin de obtener los estadísticos adecuados que permitan de-
tectar la presencia o no de raíz unitaria. Clemente et al. (1998) amplían
el trabajo de Perron y Vogelsang (1992a) al caso en el que las variables
exhiben doble cambio en su media, derivan la distribución asintótica de los
estadísticos y los tabulan para determinados tamaños muestrales y para
diferentes valores de los parámetros cambiantes de las variables que repre-
sentan el crecimiento de la variable endógena retardada. Así, contrastan la
hipótesis nula:
H0 : yt = yt−1 + d1D1(k)t + d2D2(k)t + ut,
frente a la alternativa:
H1 : yt = μ+ θ1DU1t + θ2DU2t + εt,
siendo D1(k)t = 1 si t = k1 + 1 y 0 en otro caso; D2(k)t = 1 si t = k2 + 1
y 0 en los demás casos; DU1t = 1 si t > k1 y 0 en otro caso, y DU2t = 1
si t > k2 y 0 en el resto de casos, donde ki = δiT (i = 1, 2), siendo
0 < δi < 1 y δ2 > δ1. En el caso en el que ambas rupturas se consideren
innovational outlier, se contrasta la hipótesis de raíz unitaria estimando el
modelo siguiente:
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yt = μ+ ψyt−1 + d1D1(k)t + d2D2(k)t + θ1DU1t + θ2DU2t
+
pP
i=1
ψi∆yt−i + εt, (1.19)
obteniendo el valor mínimo del pseudo-ratio t que permite contrastar si el
parámetro autorregresivo, ψ, es igual a la unidad, para todas las posibles
combinaciones de fechas de rupturas. Asimismo, Clemente et al. (1998)
también consideran el caso en el que los cambios en la tendencia sean de
tipo additive outlier, por lo que se contrasta la hipótesis de raíz unitaria
a través de un procedimiento basado en dos pasos. El primero, estima el
siguiente modelo:
yt = μ+ θ1DU1t + θ2DU2t + y˜t, (1.20)
subsiguientemente, se lleva a cabo el contraste a través del mínimo ratio t
que contrasta la hipótesis ψ = 1 en el siguiente modelo:
y˜t =
pP
i=0
d1iD1(k)t−i +
pP
i=0
d2iD2(k)t−i + ψy˜t−1 +
pP
i=1
ψi∆y˜t−i + εt. (1.21)
La conclusión que extraen a través de su estudio empírico es que los
resultados que obtienen al aplicar el estadístico tDF cuando se contrasta
la H0 de raíz unitaria sin ruptura, o a través de los estadísticos tDF de
Perron y Vogelsang (1992a), que sí tienen en cuenta dos ruptura bajo la
H0 de proceso I(1), son diferentes. Así, por ejemplo, cuando se aplica
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el estadístico tDF a las series de tipos de interés a largo plazo del Reino
Unido y de Estados Unidos, para el periodo comprendido entre el primer
trimestre de 1980 y el último de 1995, y se considera la H0 de raíz unitaria
sin ruptura, no rechaza esta hipótesis. Por el contrario, si se considera el
modelo innovational outlier con dos rupturas (1.19) y se contrasta la H0
de raíz unitaria, se obtiene que ambas series son estacionarias alrededor de
una media que cambia a principios de los años ochenta y a finales de 1991.
Si el modelo utilizado es un modelo additive outlier (1.20) y (1.21), no se
rechaza tampoco estaH0 para Estados Unidos, pero sí para el Reino Unido.
Por tanto, nuevamente este trabajo enfatiza la importancia de considerar
el número de rupturas cuando se pretende caracterizar las propiedades de
las series temporales. Cabe señalar que estos autores eligen los posibles
puntos de ruptura de manera exógena, a partir de la inspección visual de la
evolución de las series. Además, en cuanto al orden de retardos del proceso
autorregresivo p, se utiliza el procedimiento seguido en Perron y Vogelsang
(1992a), recomendado en Ng y Perron (1995), empleando un valor máximo
de p = 5.
Arestis y Biefang-Frisancho (1999) aplican, a series de tasas de desem-
pleo de 26 países de la OCDE, contrastes de raíces unitarias que tienen
en cuenta dos puntos de ruptura endógenos en dos modelos innovational
outlier. Uno de ellos supone un doble cambio en la media de una varia-
ble, como la regresión (1.19) de Clemente et al. (1998), y otro considera
rupturas en el intercepto y en la tendencia, de la misma forma que en el
Modelo CC (1.18) de Lumsdaine y Papell (1997). Los valores críticos para
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contrastar la H0 de raíz unitaria son los de Clemente et al. (1998, p. 178)
y Lumsdaine y Papell (1997, p. 216), respectivamente. Estos modelos eli-
gen el máximo número de retardos del proceso autorregresivo reduciéndolos
hasta que el último retardo sea significativo al nivel del 10% o a un nivel
más bajo (Ng y Perron, 1995). Los resultados de sus contrastes llevan a la
conclusión de que los shocks afectan al comportamiento de las series ana-
lizadas únicamente a corto plazo y, por ende, los tests de raíces unitarias
que no tienen en cuenta la presencia de rupturas estructurales presentan
errores de especificación y sugieren una excesiva persistencia de los shocks.
1.3 Contrastes de estacionariedad en presencia de
cambios estructurales
Como consecuencia de que la mayor parte de las series económicas no poseen
información suficiente acerca de la presencia o no de raíces unitarias, es
útil tener en consideración también los tests que contrastan la H0 de es-
tacionariedad, en lugar de la hipótesis clásica de raíz unitaria. Así, según
Kwiatkowski, Phillips, Schmidt y Shin (1992), si los tests que plantean laH0
de raíz unitaria llegan a conclusiones similares a las de los tests que conside-
ran la H0 de estacionariedad, se pueden inferir las propiedades estadísticas
de las series analizadas con mayor grado de confianza. Sin embargo, si am-
bos tipos de contrastes obtienen soluciones diferentes, entonces no se puede
concluir, con cierto grado de fiabilidad, las características verdaderas de los
datos. Además, según Ahn (1994), es necesario utilizar también tests de
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estacionariedad para analizar el comportamiento de las series temporales,
ya que evitan establecer una H0 puntual, cuyo rechazo se puede interpretar
como evidencia de no estacionariedad en las series. Además, Ahn (1994)
señala que este tipo de contrastes permite distinguir una serie estacionaria
con tendencia cambiante de las series no estacionarias.
Un trabajo que trata de discernir la hipótesis de estacionariedad, frente
a la de proceso no estacionario, es el de Park y Choi (1988), al considerar
un estadístico que es esencialmente el estadístico F que contrasta la signi-
ficatividad de los parámetros asociados a tendencias deterministas. Bajo el
enfoque de Park y Choi (1988), este estadístico toma valor cero bajo la H0
de estacionariedad, pero no bajo la hipótesis de raíz unitaria. Rudebusch
(1990) tiene en cuenta el estadístico tDF , pero lo estima tanto en modelos
estacionarios alrededor de una tendencia, como en modelos estacionarios
en diferencias28, obteniendo la función de distribución del estadístico tDF
por bootstrap.
DeJong et al. (1989) utilizan la regresión DF siguiente:
yt = μ+ γt+ ψyt−1 + ut
bajo los supuestos ψ = 1 o ψ = 0.85, no pudiendo rechazar ambas hipóte-
sis, lo que es razonable en virtud de los resultados que obtienen en sus
28Utilizando los datos de Nelson-Plosser no puede rechazar ni el modelo estacionario
alrededor de una tendencia, ni el modelo estacionario en diferencias.
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experimentos Monte Carlo relativos a la potencia del test. Los primeros in-
tentos razonables para contrastar la hipótesis de estacionariedad mediante
una restricción paramétrica no consiguen obtener un modelo adecuado que
permita contrastar esta H0, debido a que, si se tiene en cuenta la regresión
DF, la H0 de estacionariedad es una hipótesis compuesta, ya que ψ puede
tomar cualquier valor inferior a la unidad bajo dicha hipótesis (H0 : ψ < 1).
Otros tests que contrastan la H0 de estacionariedad frente a la alterna-
tiva de no estacionariedad son los de Park (1990), Saikkonen y Luukkonen
(1990), Bierens (1991), Herce (1991), Choi (1992), DeJong et al. (1992),
Kahn y Ogaki (1992), Tsay (1993) y Stock (1994). Además, Choi y Yu
(1993) muestran una estructura general elaborando contrastes que conside-
ran la H0 : I(m), frente a la H1 : I(m+ r) y Choi y Ahn (1999) desarrollan
contrastes que consideran la H0 de estacionariedad en series temporales
multivariantes.
Sin embargo, la mayor parte de los tests de raíces unitarias que con-
sideran la presencia de una ruptura estructural son contrastes que tienen
en cuenta la H0 de no estacionariedad, frente a la alternativa de estacio-
nariedad alrededor de funciones de polinomios temporales que presentan
rupturas estructurales. Los procedimientos que tratan de contrastar la H0
de estacionariedad con una ruptura estructural frente a la alternativa de
no estacionariedad en una serie temporal univariante son más escasos.
Algunos de los tests más utilizados para contrastar la H0 de estaciona-
riedad son el de Kwiatkowski et al. (1992), al que denominamos a partir de
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ahora test KPSS, y el de Leybourne y McCabe (1994), al que denominamos
en forma abreviada test LMC. Sin embargo, en Kwiatkowski et al. (1992) y
Leybourne y McCabe (1994) no se tiene en cuenta cómo afecta a estos tests
la presencia de un posible cambio estructural en las series. Por tanto, como
consecuencia de la relevancia de estos tests en la literatura econométrica
y debido al vacío existente en la misma en relación a las propiedades de
los mismos cuando la tendencia de la serie, objeto de identificación, se ve
alterada en algún momento del tiempo por efecto de algún shock exógeno,
en la presente Sección llevamos a cabo un estudio de simulación de Monte
Carlo con el fin de poder conocer mejor cómo se comportan estos tests ante
cambios estructurales en las series y poder así cubrir ese vacío.
El test KPSS contrasta la H0 de estacionariedad de una serie temporal
yt, t = 1, 2, ..., T, al igual que el de Leybourne et al. (1994), contraria-
mente a los tests tradicionales que consideran como H0 la presencia de una
o más raíces unitarias. Kwiatkowski et al. (1992), de la misma manera que
Leybourne et al. (1994), utilizan una determinada parametrización para
representar las variables estacionarias y las no estacionarias, de manera que
les permita contrastar la hipótesis de estacionariedad. De manera específi-
ca, eligen una representación de componentes, en la que la serie temporal
objeto de estudio se representa como la suma de una tendencia determinista
(t), una tendencia estocástica (rt) y un término de perturbación aleatoria
estacionario (εt):
yt = ξt+ rt + εt, (1.22)
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donde rt es un paseo aleatorio,
rt = rt−1 + et, (1.23)
en el que el término de perturbación aleatoria et es un proceso i.i.d. (0, σ2e) y
el valor inicial r0 se considera fijo y desempeña el papel de intercepto. Para
contrastar la hipótesis de estacionariedad, se contrasta que la varianza de et
sea nula (σ2e = 0). Bajo laH0, si εt se supone que es un proceso estacionario,
yt sería una variable estacionaria en torno a una tendencia, en la medida
en que se cumpla que ξ 6= 0, o estacionario en torno a una constante (r0),
si ξ = 0. El estadístico utilizado29 es de tipo multiplicador de Lagrange30
(ML), y permite contrastar la H0 : σ2e = 0 bajo los supuestos de que et
sigue una distribución normal y que εt es i.i.d. N(0, σ2ε).
Si εˆt es el residuo de la regresión de yt respecto a un intercepto31 y
σˆ2ε es la varianza del residuo de esta regresión (suma del cuadrado de los
residuos, dividida por el tamaño muestral, T ), se define la suma parcial de
los residuos (St) de la siguiente manera:
29La ecuación (7) de Kwiatkowski et al. (1992, p. 163) permite relacionar su estadístico
y el de DF estándar.
30Nyblom y Makelainen (1983) utilizan el estadístico localmente invariante y óptimo y
lo adaptan para el caso de estacionariedad en torno a un nivel. Nyblom (1986) considera
un modelo equivalente al KPSS utilizando dicho estadístico.
31Bajo la H0 de estacionariedad en torno a un nivel, el residuo de la regresión de yt
respecto a un intercepto es el siguiente: εˆt = yt − y¯, t = 1, 2, ..., T.
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St =
tX
i=1
εˆi, t = 1, 2, ..., T.
El estadístico ML32 es:
ML =
TX
t=1
S2t /σˆ
2
ε. (1.24)
Bajo la hipótesis de estacionariedad, este estadístico converge a
R 1
0 V
2
X ,
donde VX(r) = W (r) −
£R r
0X
0¤ hR 1
0XX
0
i−1 hR 1
0XdW
i
es un puente
browniano generalizado. Asimismo, el valor del estadístico ML, en el test
KPSS, es muy sensible a la elección del tamaño muestral (T ) y al número
de retardos del término de perturbación aleatoria εt (l).
La función de distribución del estadístico (1.24) es de una cola y se deri-
va bajo el supuesto de que el término de perturbación aleatoria εt es i.i.d.
N (0, σ2ε). Bajo supuestos adicionales, como el de que rt es un paseo aleato-
rio con una distribución normal y que el término de perturbación aleatoria,
et, es ruido blanco con una distribución normal, el estadístico (1.24) coin-
32Saikkonen y Lukkonen (1990) derivan un estadístico de la misma forma mediante un
test localmente invariante, insesgado y óptimo, que contrasta la hipótesis θ = −1 en el
modelo ∆yt = νt + θνt−1, con E(y0) desconocida y que toma el papel de intercepto, con
νt i.i.d. y distribución normal.
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cide con el estadístico localmente invariante y óptimo33 de Nabeya y Tanaka
(1988). Sin embargo, debido a que en muchas aplicaciones no es creíble el
supuesto de que el término de perturbación aleatoria es ruido blanco, ya
que implicaría que bajo la H0 la variable debería tener desviaciones i.i.d.
de la tendencia, el denominador apropiado para el estadístico del test ML
es un estimador consistente de la varianza de largo plazo de εt, en lugar de
σˆ2ε. Así, definiendo la varianza de largo plazo de εt de la siguiente manera:
σ2 = lim
T→∞
T−1E(S2T ),
se construye un estimador consistente de σ2, al que denominamos s2(l), a
partir de los residuos εˆt, como en Phillips (1987) o en Phillips y Perron
(1988). Específicamente, Kwiatkowski et al. (1992) utilizan una corrección
de tipo Newey-West del estimador de la varianza de largo plazo:
s2(l) = T−1
TX
t=1
εˆ2t + 2T
−1
lX
s=1
w(s, l)
TX
t=s+1
εˆtεˆt−s,
donde w(s, l) es una función opcional de ponderación que corresponde a
una ventana espectral34. Por tanto, el estadístico, con independencia de
33Nyblom y Makelainen (1983) obtienen el estadístico localmente invariante y óptimo
para el caso de estacionariedad alrededor de un nivel, como el considerado en Kwiatkowski
et al. (1992). Nyblom (1986) contrasta el coeficiente del paseo aleatorio. Otras referencias
importantes son las de Tanaka (1983), Franzini y Harvey (1983) y Leybourne y McCabe
(1989) y se encuentra un estudio genérico en Harvey (1989).
34Se usa la ventana de Bartlett w(s, l) = 1 − s/(l + 1) como en Newey-West, lo que
garantiza la no negatividad de s2(l).
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si el modelo incorpora o no una tendencia determinista35, se construye
utilizando la serie de residuos adecuada, mediante la expresión:
ηˆ = T−2
X
S2t /s
2(l), (1.25)
de manera que se rechaza la H0 si excede a su valor crítico36.
Kwiatkowski et al. (1992), siguiendo la idea de Phillips (1987) y Phillips
y Perron (1988), relativa a la obtención de la distribución asintótica del
estadístico, proponen una versión modificada del estadístico ML que es
válida asintóticamente bajo condiciones más generales. Así, la distribución
asintótica no es estándar, correspondiendo a órdenes elevados de puentes
Brownianos.
Los resultados que obtienen Kwiatkowski et al. (1992) al aplicar este
contraste a las series de datos de Nelson-Plosser, sin considerar las posibles
rupturas que pueden hallarse en ellas, dependen de la tendencia determinis-
ta acomodada. Para casi todas estas series no se puede rechazar la hipótesis
de estacionariedad alrededor de un nivel, pero para muchas series tampoco
se puede rechazar la hipótesis de estacionariedad alrededor de una tenden-
cia37. Por tanto, estos autores ponen en duda la existencia de raíz unitaria
35Para referirnos al estadístico que se construye a partir de los residuos de la regresión
que incluye una tendencia determinista, utilizamos el símbolo ηˆτ , y si incluye únicamente
una constante, el estadístico es ηˆμ.
36Los valores críticos asintóticos para los estadísticos ηˆτ y ηˆμ son los que aparecen en
Kwiatkowski et al. (1992, p. 166).
37Estos resultados están en concordancia con los de DeJong et al. (1989) y Rudebusch
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para muchas series, a pesar de que el test DF (y otros tests de raíces uni-
tarias) no rechazan la H0 de raíz unitaria. Sin embargo, debemos señalar
que el test KPSS depende del orden de retardos del proceso autorregresivo
(l) del término de perturbación aleatoria (εt), de manera que si éste es muy
elevado, es necesario aumentar el tamaño muestral para que mejoren las
propiedades del mismo.
El otro test para el que analizamos su comportamiento ante la presen-
cia de un punto de ruptura en la tendencia determinista es el test LMC
de Leybourne y McCabe (1994). Nosotros consideramos como H0 que la
serie presenta un proceso estacionario ARIMA (p, 0, 0), mientras que la H1
es que se trata de un modelo ARIMA (p, 1, 1), con un coeficiente MA(1)
positivo. Así, pretendemos analizar la estacionariedad o no de las series, te-
niendo en cuenta que la mayor parte de las series no estacionarias presentan
componentes38 MA(1). El test LMC se basa en un modelo de componentes
muy similar al test KPSS; no obstante, difiere de él, entre otros aspectos,
en el tratamiento de la autocorrelación bajo una misma H0, ya que el test
(1990) y con los obtenidos a través del análisis bayesiano de DeJong y Whiteman (1991),
y Phillips (1991).
38Agiakloglou y Newbold (1992) y Schwert (1987, 1989) muestran, a través de simu-
laciones, que si el p.g.d. de una serie se puede representar mediante un modelo ARIMA
(0, 1, 1), los valores críticos de los contrastes de raíces unitarias estándar, como los de
DFA y Phillips y Perron (1988) no son apropiados, a menos que el coefiente MA tienda
a un valor de cero. En particular, sus resultados muestran que si el coeficiente MA es
grande y positivo, y se utilizan los valores críticos asintóticos estándar de DF, estos tests
rechazan de manera espuria y con mayor frecuencia la H0 de raíz unitaria. Pantula (1991)
también sostiene este resultado mediante un desarrollo teórico y a través de simulaciones.
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LMC tiene en cuenta la autocorrelación en forma paramétrica, incluyendo
términos de retardos de la variable endógena (yt) en la especificación inicial
del modelo39, mientras que el test KPSS modifica el modelo de forma no
paramétrica40. Además, mientras que el test KPSS depende del órden de
retardos (l) del proceso autorregresivo del término de perturbación aleato-
ria, el test LMC no se ve afectado si se escoge un número de componentes
(p) del proceso autorregresivo de yt por encima del verdadero41, ya que su
inferencia es bastante robusta a la elección de este valor42. Adicionalmente,
el test LMC es consistente de orden T , mientras que el KPSS es consistente
de orden T/l.
El modelo del que parte el test LMC tiene en cuenta la siguiente estruc-
tura autorregresiva:
Φ(L)yt = ξt+ rt + εt, (1.26)
siendo rt un paseo aleatorio, rt = rt−1 + et, en el que r0 se considera fijo y
Φ(L) = 1− φ1L− φ2L2 − ...− φpLp es un polinomio autorregresivo, donde
L es el operador de retardos con todas las raíces fuera del círculo unitario,
p el orden de retardos del término autorregresivo, εt es un proceso i.i.d.
39En este sentido, se puede considerar que es análogo al test de raíz unitaria DFA
convencional.
40La modificación es análoga al ajuste no paramétrico que lleva a cabo el test de Phillips
y Perron (1988), respecto al test DF.
41Se puede considerar que el test KPSS es una versión simplificada del test LMC, bajo
el supuesto de que p = 0.
42Ver Leybourne y Mc Cabe (1994) y Lee (1996).
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(0, σ2ε) y et es también un proceso i.i.d. (0, σ2e). Asimismo, se supone que
εt y et son independientes entre sí.
Bajo determinadas condiciones de regularidad, el modelo estructural
(1.26) es equivalente, en segundo orden, a un proceso ARIMA (p, 1, 1) re-
ducido (Harvey, 1989):
Φ(L)(1− L)yt = ξ + (1− θL)ζt, 0 < θ < 1, (1.27)
en el que ζt se distribuye como un proceso i.i.d. (0, σ2ζ), siendo σ
2
ζ =
σ2ε/θ, y θ se relaciona con σ2e de la siguiente manera43: θ = (λ + 2 − (λ2
+4λ)1/2)/2, siendo λ = σ2e/σ2ε. Para contrastar la H0 de estacionariedad,
ARIMA (p, 0, 0), frente a la alternativa de un modelo ARIMA (p, 1, 1) con
coeficientes del proceso MA positivos, se contrasta la H0 : σ2e = 0 frente a
la H1 : σ2e > 0.
Para implementar el test LMC se construye la serie y∗t :
y∗t = yt −
pX
s=1
φ∗syt−s, (1.28)
donde φ∗s son los estimadores de máxima verosimilitud de los parámetros
φs obtenidos a partir de la estimación del modelo ARIMA (p, 1, 1):
∆yt = ξ +
pX
s=1
φi∆yt−i + ζt − θζt−1,
43Para 0 < σ2et <∞ y 0 < θ < 1.
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y se calculan los residuos de la regresión de y∗t sobre un intercepto (si ξ = 0)
o sobre una tendencia determinista (si ξ 6= 0). Si denominamos a εˆt como
los residuos de esta regresión, el estadístico de tipo ML (νˆ) que se construye
es el siguiente44:
νˆ = T
TP
t=1
S2t /s
2, (1.29)
donde s2 es un estimador consistente de la varianza de largo plazo de εt, y
S2t es la suma parcial de los residuos εˆt al cuadrado. Se rechaza la hipótesis
de estacionariedad si el estadístico νˆ excede a su valor crítico45.
Como se ha expuesto anteriormente, nosotros analizamos, a través de
experimentos de simulación de Monte Carlo, cómo afecta la presencia de
una ruptura, localizada en el nivel o en la pendiente de una serie temporal,
sobre los resultados que se extraen al aplicar los tests KPSS y LMC, cuando
el verdadero p.g.d. es estacionario y el tamaño muestral es pequeño (50,
100 y 300 observaciones). En línea con Perron (1989) y Leybourne et al.
(1998), entre otros autores, consideramos un único cambio estructural y
también suponemos que éste es conocido a priori.
En las columnas ηˆμ, de las tablas 20 a 22, y en las νˆμ, de las tablas
23 a 25 se exponen las tasas de rechazo espurio (al nivel de significación
44Para referirnos al estadístico construido a partir de los residuos de la regresión que
incluye tendencia determinista utilizamos el símbolo νˆτ y si sólo incluye una constante,
el estadístico es νˆμ.
45Los valores críticos asintóticos para los estadísticos νˆτ y νˆμ son los que aparecen en
Kwiatkowski et al. (1992, p. 166), con terminología ηˆτ y ηˆμ, respectivamente.
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del 5%) de la H0 de estacionariedad en torno a un intercepto, mientras
que las columnas ηˆτ , de las tablas 20 a 22, y las columnas νˆτ de las tablas
23 a 25, recogen las tasas de rechazo espurio de la H0 de estacionariedad
alrededor de una tendencia, cuando el verdadero p.g.d. es estacionario con
un cambio en el intercepto de magnitud α46, producido en el momento δT,
para muestras de tamaños 50, 100 y 300, respectivamente47.
Las columnas ηˆμ, de las tablas 26 a 28, y las νˆμ, de las tablas 29 a
31, exponen las tasas de rechazos espurio (al nivel de significación del 5%)
de la H0 de estacionariedad en torno a un intercepto, mientras que en las
columnas ηˆτ , de las tablas 26 a 28, y en las de νˆτ , de las tablas 29 a 31,
se representan las tasas de rechazos espurio de la H0 de estacionariedad
alrededor de una tendencia, si el verdadero p.g.d es estacionario en torno a
una tendencia cuya pendiente experimenta un cambio de magnitud48 β.
A partir de los resultados obtenidos en estas tablas, podemos decir que
estos tests rechazan con elevada frecuencia la hipótesis de estacionariedad,
cuando se produce un cambio en el nivel o en la tendencia de la serie ob-
jeto de análisis. Además, la tasa de rechazo varía dependiendo del tamaño
muestral, de la ubicación del punto de ruptura en el periodo muestral y de
46Los valores de α elegidos en los ejercicios de simulación (α = 2.5, 5.0 y 10.0) son
arbitrarios, aunque idénticos a los de Leybourne et al. (1998).
47Todos los cálculos se han programado en Ox, versión 2.1 (Doornik, 1998), y las
simulaciones se han basado en 10000 réplicas para cada caso analizado.
48Los valores de β elegidos en los ejercicios de simulación (β = 0.5, 1.0 y 2.0) son
arbitrarios, aunque idénticos a los de Leybourne et al. (1998). Los dos últimos valores
de β también se utilizan en Vogelsang y Perron (1998).
72
1.3. Contrastes de estacionariedad en presencia de cambios estructurales
la magnitud de la ruptura, por lo que es necesario tener en cuenta estos
aspectos al utilizar este tipo de contrastes. A tal efecto, demostramos que,
paradójicamente, la tasa de rechazo espurio de la hipótesis de estaciona-
riedad (alrededor de una constante o de una tendencia) es mayor cuanto
más elevado es el tamaño muestral en ambos tests. Asimismo, la tasa de
rechazo espurio aumenta con la magnitud de la ruptura, excepto cuando
se contrasta la H0 de estacionariedad alrededor de una tendencia, a través
del test LMC, y se produce un cambio en la pendiente en una fracción de
la muestra no muy próxima a sus extremos. Respecto a la ubicación de la
fecha de ruptura en la muestra, se suele obtener, en ambos tipos de con-
trastes, un rechazo mayor cuanto más centrado se halle el punto de ruptura
en ella o, por el contrario, si se encuentra muy próximo a los extremos del
periodo muestral. Sin embargo, si se produce un cambio en el intercepto de
la serie temporal objeto de estudio y la H0 que se contrasta es la de esta-
cionariedad alrededor de una tendencia, tanto el test KPSS como el LMC
presentan tasas de rechazo espurio de dicha hipótesis que aumentan cuanto
menos centrado esté el punto de ruptura en la muestra o si no se halla en los
periodos más extremos de la misma (ver Figuras 1 y 2, respectivamente).
En cuanto a la comparación entre estos dos tests, obtenemos que si la serie
es estacionaria y presenta un cambio en su nivel, el test LMC rechaza con
mayor probabilidad que el KPSS la hipótesis de estacionariedad en torno
a un intercepto o alrededor de una tendencia, disminuyendo las diferencias
entre ellos a medida que el tamaño muestral aumenta. Asimismo, cuando
se produce un cambio estructural en la pendiente de una serie, el test KPSS
rechaza con mayor probabilidad que el test LMC la H0 de estacionariedad
73
Capítulo 1. Contrastes de Raíces Unitarias y Cambios Estructurales
en torno a un intercepto, mientras que si la hipótesis que se contrasta es la
de estacionariedad alrededor de una tendencia, la tasa de rechazo es mayor
si se utiliza el test LMC, aunque, de nuevo, las diferencias entre ambos tests
se reducen a medida que aumenta el tamaño muestral.
Por otra parte, Ahn (1994) analiza varios contrastes que tienen en cuen-
ta la H0 de estacionariedad con un posible punto de ruptura desconocido,
frente a la alternativa de no estacionariedad, aplicándolos a series univa-
riantes y multivariantes49. Ahn (1994) demuestra que sus estadísticos se
vuelven divergentes cuando se ignora la ruptura estructural, por lo que los
modifica de manera que tengan en cuenta posibles rupturas desconocidas,
mediante el procedimiento de Zivot y Andrews (1992) de elección de las
rupturas a través del supremo de los estadísticos.
Ahn (1994) considera el sistema de ecuaciones:
yt = Act + xt, (1.30)
donde yt representa un vector de series n x 1, ct es un vector de poli-
nomios temporales de orden (p + 1) x 1 y A representa una matriz de
parámetros n x (p + 1). De manera específica, ct = [1, t, ..., tp]0, con una
matriz de ponderación apropiada hT , h−1T d[Tr] → c(r) en D[0, 1]. Por tan-
to,
R 1
0 c(r)c(r)
0dr no es singular y definida positiva (ver Park, 1990; 1992).
En este caso, hT = diag[1, T, ..., T p] y c(r) = [1, r, ..., rp]0.
49Los contrastes propuestos por Ahn (1994) son variantes de los contrastes de estacio-
nariedad y de cointegración sugeridos por Choi y Ahn (1993, 1999).
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La H0 que contrastan es si la variable xt es estacionaria cuando existen
múltiples rupturas estructurales:
H0 : xt = I(0) con rupturas estructurales, (1.31)
frente a la alternativa:
H1 : x
(i)
t = I(qi), qi ≥ 1 para algún i. (1.32)
La H0 (1.31) es equivalente a considerar que cada una de las series del
sistema de ecuaciones dadas en (1.30) es estacionaria posiblemente alrede-
dor de tendencias temporales con un orden apropiado y con rupturas es-
tructurales. Bajo la H1 (1.32), se permite que cada elemento de xt tenga un
orden diferente de integración, pero se requiere que al menos un elemento
sea no estacionario.
Para construir sus tests, Ahn (1994) transforma la ecuación (1.30), como
en Choi y Ahn (1993, 1999) y Choi y Yu (1993), a través de una serie de
sumas, obteniendo:
Pt = Agt + St, (1.33)
donde Pt =
tP
j=1
yj , gt =
tP
j=1
cj y St =
tP
j=1
xj .
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Bajo la H0 se obtiene que xt = wt, siendo {wt} un proceso lineal que
cumple los supuestos A1-A7 que aparecen en Ahn (1994, p. 6), y bajo la
alternativa, ∆qix(i)t = w
(i)
t . Así, teniendo en cuenta sus supuestos A1-A5 y
A6, se obtiene, como en Phillips y Solo (1992, p. 985):
T−1/2
[Tr]P
t=1
wt ⇒ B(r), (1.34)
donde, B(r) es un movimiento Browniano con matriz de covarianzas Ω y
[·] denota la parte entera. Además, teniendo en cuenta los resultados de
Hannan y Heyde (1972), se tiene que, bajo los supuestos A1, A4, A5 y un
supuesto implícito en A2, que:
T−1
TP
t=1
wtw0t
p→
P
,
donde
P
= E(wtw0t) =
∞P
i=0
CiΨC 0i. El supuesto A3 asegura que la distribu-
ción límite del proceso de sumas (1.34) no degenere y asegura que {wt} no
tenga una raíz unitaria MA.
Los estadísticos para contrastar la H0 de estacionariedad con rupturas
estructurales que se obtienen a partir de los de Choi y Ahn (1993, 1999),
son los siguientes:
LMI =tr
½µ
T−1
TP
t=2
∆S˜tS˜0t−1 − Ω˜01
¶
Ω˜−1l
µ
T−1
TP
t=2
S˜t−1∆S˜0t − Ω˜1
¶
Ω˜−1l
¾
,
LMII =tr
(µ
TP
t=2
∆S˜tS˜0t−1 − T Ω˜01
¶µ
TP
t=2
S˜t−1S˜0t−1
¶−1
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µ
TP
t=2
S˜t−1∆S˜0t − T Ω˜1
¶
Ω˜−1l
¾
,
SBDHI =tr
½µ
T−2
TP
t=1
S˜tS˜0t
¶
Ω˜−1l
¾
,
SBDHII =tr
½µ
T−2
TP
t=1
S¯tS¯0t
¶
Ω¯−1l
¾
,
donde la barra (−) denota los residuos obtenidos a partir de la ecuación
(1.30) y la tilde (∼) los residuos de la ecuación (1.33). Merece destacarse
que Ω˜l y Ω˜1 son estimadores consistentes de Ωl y Ω1 =
∞P
t=2
E(w1w0t), res-
pectivamente. Ω˜l y Ω¯l se definen como en Hannan (1970) y Ahn (1994).
Suponiendo que existe una ruptura estructural en el periodo k = δT,
para un valor del parámetro δ ∈ (0, 1), la ecuación (1.30) se modifica para
tener en cuenta esta ruptura, tal y como se expone a continuación:
yt = A1ct + xt, t = 1, ..., δT,
yt = A2ct + xt, t = δT + 1, ..., T, (1.35)
donde A1 6= A2. Si ι1 = 1, cuando t ≤ δT o cero en otros casos y ι2 = 1
si t > δT o cero en otros casos, la ecuación (1.35) se puede representar a
través de la función indicador ι = [ι1, ι2]0 de la siguiente manera:
yt = A1ctι1 +A2ctι2 + xt = Adt + xt,
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donde dt = [ι1c0t, ι2c0t]0 = ι ⊗ ct y A = [A1, A2], que tiene dimensión n x
2(p + 1). Estos autores añaden que, a partir de aquí es fácil ampliar el
estudio para considerar varias rupturas estructurales sin más que redefinir
la matriz de parámetros A y los regresores dt, dados los puntos de ruptura
estructurales. Destaquemos que la expresión (1.30) no es correcta bajo la
H0 de estacionariedad con cambios estructurales, de manera que Ahn (1994)
señala que la omisión del componente determinista debería hacer que los
residuos no sean estacionarios, lo que haría que el estadístico diverja.
Ahn (1994) obtiene como principales resultados que si existe una rup-
tura estructural, siempre se rechaza la H0 de estacionariedad asintótica-
mente, incluso si xt es I(0). Por consiguiente, el rechazo de la H0 de es-
tacionariedad no significa que la serie no sea estacionaria, ya que puede
rechazarse debido a la presencia de una ruptura estructural. Además, sus
resultados son consistentes con los de Perron (1989), en el sentido en el que
una ruptura estructural puede hacer que una serie temporal estacionaria
se comporte como si no lo fuera. A través de los resultados de simulación,
Ahn (1994) sugiere que estos contrastes trabajan razonablemente bien en
muestras finitas y considera que es mejor utilizar tests multivariantes que
aplicar tests univariantes varias veces a cada componente de una serie mul-
tivariante. Según Choi y Ahn (1999) este último procedimiento ignora la
correlación entre los elementos de las series temporales múltiples, por lo que
aconsejan llevar a cabo contrastes de estacionariedad mediante tests multi-
variantes. A través de un análisis de simulación, llevado a cabo para mues-
tras finitas, Ahn (1994) obtiene que el test multivariante LMII ofrece una
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distorsión de tamaño, con una dirección negativa. Así cuando el tamaño
muestral es de 200 y 400 observaciones, LMII tiene elevada potencia. El
test multivariante LMI mantiene su tamaño nominal y es muy potente, si
el tamaño muestral es de 400 observaciones.
1.4 Conclusiones
El interés creciente y generalizado en poder medir el impacto que ocasiona
un cambio exógeno en una serie temporal en el medio y largo plazo re-
quiere la adecuada identificación de su verdadero proceso generador. La
caracterización de una serie como estacionaria alrededor de una tendencia
determinista o estocástica trasciende al ámbito de la Teoría Económica,
desarrollándose numerosos tests que pretenden discernir esta disyuntiva.
Sin embargo, las propiedades de tamaño y potencia de la mayoría de es-
tos tests se ven afectadas considerablemente por efecto de shocks exógenos
que inciden en el comportamiento de la serie, lo que añade dificultades a
la hora de identificar su verdadero proceso generador y, por ende, en la
predicción del impacto de un shock sobre la misma. Existe una gran diver-
sidad de estudios que analizan el efecto de estos cambios estructurales en
las propiedades de los contrastes, pero no hay un consenso claro sobre el
test más apropiado para determinar el verdadero proceso generador de una
serie temporal que se ve afectado por una o varias rupturas estructurales
en diferentes periodos del tiempo. A este respecto, el presente trabajo tiene
como objetivo arrojar luz en relación a la problemática de la determinación
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del orden de integración de una serie temporal, cuando ésta se ve afectada
por algún tipo de shock exógeno que provoca una variación en su compor-
tamiento. Para conseguir este propósito hemos realizado una recopilación
y estructuración de la información más relevante sobre el comportamiento
de diferentes contrastes de raíces unitarias y de estacionariedad cuando la
serie objeto de estudio se ve afectada por un cambio estructural y, con el
fin de completar este análisis, hemos llevado a cabo algunos estudios de
simulación que nos permitan ver las propiedades de tamaño y potencia de
algunos de estos tests cuando se producen cambios estructurales.
La conclusión que extraemos es que, efectivamente, las propiedades de
los tests de raíces unitarias o de estacionariedad se ven afectadas por la
presencia de una o varias rupturas estructurales. Además, la alteración del
tamaño y potencia de estos tests es diferente dependiendo del tipo de rup-
tura presentada por la serie (ruptura en su nivel o ruptura en su pendiente),
de la consideración de la fecha de ruptura como exógena o endógena, de su
localización en el periodo muestral, de la magnitud de la ruptura e incluso
del número de rupturas, entre otros aspectos. Por consiguiente, debido a
las limitaciones que presentan los tests más utilizados en la literatura para
identificar el orden de integrabilidad de las series cuando éstas se ven afec-
tadas por algún evento exógeno, creemos conveniente que se lleve a cabo
un análisis previo a la aplicación de los tests de raíces unitarias y/o de
estacionariedad, de aquellos aspectos que pueden incidir en el tamaño y
potencia de los mismos (tipo y magnitud de la ruptura, ubicación en el
periodo muestral, etc.) con el fin de seleccionar aquel o aquellos tests que
80
1.4. Conclusiones
resulten más apropiados para identificar el verdadero proceso generador de
una serie, ya que la omisión de estos posibles cambios estructurales podría
provocar una identificación errónea.
En relación a los contrastes de raíces unitarias y a partir de los estudios
llevados a cabo por Christiano (1992), Zivot y Andrews (1992), Banerjee,
Lumsdaine y Stock (1992) y Perron (1994, 1997), entre otros autores, con-
sideramos que se obtienen mejores propiedades de estos contrastes si se
determina el punto de ruptura de manera endógena, es decir, a partir de
la información que contienen los datos, que si se determina independiente-
mente de ella. Asimismo, aunque en la mayoría de estudios se manifiesta
que un aumento del tamaño muestral consigue mejorar las propiedades de
tamaño y potencia de la mayor parte de los contrastes de raíces unitarias,
también se evidencia que la ubicación de la fecha del cambio estructural
en la muestra puede alterar estas propiedades. Por tanto, si decidimos
aumentar el número de observaciones muestrales con el fin de mejorar las
propiedades de estos tests, es necesario prestar atención al hecho de que
las rupturas estructurales no se vean desplazadas a intervalos muestrales
donde estos contrastes presentarían peores propiedades. Así, por ejemplo,
si se contrasta la H0 de raíz unitaria, frente a la alternativa de tendencia
determinista que cambia, Banerjee et al. (1992) obtienen que el procedi-
miento secuencial, basado en el estadístico F˜ma´xT , es el que mayor potencia
presenta si el punto de ruptura se sitúa al final de la muestra, pero si el
tamaño muestral incrementa al añadir datos al final de ella, el punto de rup-
tura dejaría de estar ubicado en el extremo final de la muestra, por lo que
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las propiedades de este estadístico podrían empeorar. De igual manera, si
se contrasta la misma H0 y el punto de ruptura está situado al principio del
periodo muestral, según Banerjee et al. (1992), es más apropiado utilizar
el test secuencial t˜DF aplicado a toda la muestra, pero si la muestra incre-
menta con datos que se ubican al principio de ella, a medida que el punto
de ruptura va alejándose del inicio de la misma, las buenas propiedades de
este contraste se irían desvaneciendo. En este sentido, nosotros obtenemos
un resultado parecido al determinar, mediante un estudio de Monte Carlo,
las propiedades de tamaño y potencia de los tests tmı´nDF cuando el punto de
ruptura se determina endógenamente a través de los procedimientos recur-
sivo, rolling y secuencial. Algunos de los resultados que obtenemos es que el
tamaño de estos tests, cuando se trabaja con muestras pequeñas, formadas
por 30, 50 o 75 observaciones, se ve afectado también por la ubicación del
punto de ruptura en la muestra. Así, por ejemplo, obtenemos que si se con-
trasta la H0 de raíz unitaria con un cambio en su intercepto no se rechaza
de manera espuria esta hipótesis si se utiliza el procedimiento secuencial y
la ruptura recae en la segunda mitad de la muestra, pero si ésta recae en la
primera mitad, es el test basado en el procedimiento rolling el que mejores
propiedades de tamaño presenta. Asimismo, si la serie es estacionaria pero
presenta un cambio en su pendiente, es el test que utiliza el procedimiento
recursivo el que presenta una mayor potencia, en términos generales, espe-
cialmente si esta ruptura se produce en los periodos extremos de la muestra
y, de manera especial, si se produce al principio del periodo muestral.
Por otra parte, debido a que algunos de los contrastes de raíces uni-
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tarias también se ven afectados por el número de retardos p del proceso
autorregresivo, a partir de la información recopilada en el presente trabajo,
consideramos que es más apropiado utilizar procedimientos de selección del
número de retardos que sean dependientes de los datos, en lugar de fijarlos a
priori, ya que, en general, estos contrastes presentan mejores propiedades.
Otro aspecto a destacar, a partir de todo lo expuesto en las secciones
anteriores, es el hecho de que la mayoría de contrastes de raíces unitarias
presentan una distorsión de tamaño elevada si se estiman modelos especi-
ficados con menos rupturas de las que realmente posee la serie temporal.
Por tanto, es necesario tener en cuenta este aspecto a la hora de aplicar
estos tests para identificar el verdadero p.g.d. de una serie. Así, si se deter-
minan los puntos de ruptura de manera endógena, será necesario utilizar
algoritmos que permitan la detección de más de un punto de ruptura, pero
si se determinan exógenamente, tal y como Clemente, Montañés y Reyes
(1998) argumentan, sería necesario introducir un elevado número de pun-
tos de ruptura en la especificación de los modelos, con el fin de obtener
estadísticos adecuados que permitan determinar si la serie presenta o no
una raíz unitaria. Para estos autores, el número de rupturas que se tienen
que considerar se obtendría una vez realizada una inspección visual de la
evolución de las series.
Finalmente, respecto a los contrastes de estacionariedad, existen pocos
estudios orientados a la determinación del impacto que sobre ellos tiene el
hecho de que una serie temporal se vea afectada por una ruptura estruc-
tural. Sin embargo, los escasos estudios existentes ponen de manifiesto que
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las propiedades de estos tests también se ven deterioradas ante la presen-
cia de una ruptura, de manera que se rechaza con mayor probabilidad la
H0 de estacionariedad, cuando ésta es cierta, si la serie temporal objeto
de estudio presenta un cambio en su nivel o en su pendiente. Además,
en dos de los test de estacionariedad más utilizados en la literatura, como
son el KPSS, de Kwiatkowski et al. (1992), y el LMC, de Leybourne y
McCabe (1994), se produce, en general, un resultado paradójico, puesto
que obtenemos, a través de los estudios de simulación que llevamos a cabo
en el presente Capítulo, que si una serie es estacionaria, pero presenta un
cambio en su nivel o pendiente en algún momento del tiempo, se rechaza
con mayor probabilidad la H0 de estacionariedad (alrededor de una cons-
tante o de una tendencia) cuanto más elevado es el tamaño muestral. Sin
embargo, tenemos que ser cautelosos al considerar la afirmación anterior,
ya que, al igual que en los contrastes de raíces unitarias, estos contrastes
de estacionariedad también se ven afectados por la ubicación de la ruptura
en la muestra, por lo que podríamos aumentar el tamaño muestral, de tal
manera que la ruptura recayera en un periodo muestral donde mejoraran
las propiedades del test, por lo que, en tal caso no sería cierta la afirmación
anterior. Sin embargo, sí sería cierta bajo el supuesto de que la ruptura
de la serie recayera en la misma fracción muestral, independientemente del
tamaño de la muestra. Respecto a la ubicación de la fecha de ruptura en la
muestra, obtenemos que, en general, incrementa la tasa de rechazo espurio
del test cuanto más centrado se halla el punto de ruptura en la muestra o
si se sitúa muy próximo a los extremos de ella. Sin embargo, esto último
no sucede si se produce un cambio en el intercepto de la serie y la hipótesis
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que se contrasta es la de estacionariedad en torno a una tendencia, en cuyo
caso, tanto el test KPSS como el LMC, obtienen tasas de rechazo menores
en el periodo central de la muestra y en los extremos de la misma. Otro
resultado que obtenemos es que el tamaño de la ruptura incide considera-
blemente en las propiedades de estos tests. Así por ejemplo, en términos
generales, rechazamos de forma espuria la H0 de estacionariedad cuanto
mayor es la ruptura que se produce en la serie.
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2.1 Introducción
En los numerosos estudios empíricos que tratan de analizar la relación entre
el tipo de interés nominal y la tasa de inflación existe un relevante conflicto
de resultados. Nuestro trabajo pretende abordar esta cuestión, aunque uti-
lizando una metodología innovadora y diferente, hasta la fecha, desarrollada
por Bierens (2000). Así concretamente, el objetivo principal del presente
Capítulo es analizar si existe una relación entre el tipo de interés nominal
y la tasa de inflación en algunos países europeos, tales como Alemania,
España, Francia y Reino Unido, que sea consecuencia de la existencia de
una tendencia no lineal común entre ambas series, ocasionada por efecto
de algún tipo de shock estructural exógeno. El nuevo test no paramétrico
elaborado por Bierens (2000) permite hallar posibles tendencias no lineales
comunes (cotendencias no lineales) entre diferentes series macroeconómi-
cas. Así, si estas series son el tipo de interés nominal y la tasa de inflación,
y ambas son estacionarias alrededor de una tendencia determinista no li-
neal, el test de Bierens (2000) permite encontrar una posible combinación
lineal entre ellas que sea estacionaria alrededor de una tendencia lineal o
una constante.
Bierens (2000), utilizando la tasa de crecimiento de los precios de los
bienes de consumo y el tipo de interés de los fondos federales de Estados
Unidos, para el periodo que abarca desde julio de 1954 hasta diciembre de
1994, llega a la conclusión de que, efectivamente, existe una cotendencia no
lineal entre ambas series. A su vez, este autor demuestra que se cumple el
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fenómeno denominado ”puzle de precios”, es decir, al estimar un modelo
vectorial autorregresivo (VAR), un shock en el tipo de interés nominal tiene
un efecto positivo en la respuesta de la tasa de inflación. Además, obtiene
como resultado que el puzle de precios está ocasionado por la tendencia no
lineal común que presentan estas dos variables, que a su vez es consecuen-
cia de la incidencia que sobre las mismas tuvo la evolución del precio del
petróleo.
Chapman y Ogaki (1993) también analizan la posible existencia de una
tendencia no lineal común entre el deflactor de los gastos de las familias
estadounidenses en bienes de consumo no duraderos, o el deflactor de los
gastos en bienes de consumo no duraderos más los servicios, y el tipo de
interés de las Letras del Tesoro a un mes, aunque utilizan una metodología
diferente a la de Bierens (2000). A través de su estudio empírico, estos
autores obtienen que no existe una tendencia no lineal común entre estas
variables y, alternativamente, rechazan la hipótesis de que el tipo de interés
real sea estacionario. No obstante, su estudio se basa en el supuesto implí-
cito de que sólo existe una ruptura en la tendencia determinista, que data
en octubre de 1979, fecha que es escogida a partir de información exógena
procedente de las operaciones que lleva a cabo la Reserva Federal1. Por
ello, consideramos más apropiado el uso de la metodología adoptada por
Bierens (2000) para desarrollar nuestro trabajo empírico.
La relación entre el tipo de interés nominal y la tasa de inflación ha sido
1Si no se conoce esta fecha de ruptura, Chapman y Ogaki (1993) argumentan que
tiene que ser estimada como en García y Perron (1991) o Evans y Lewis (1992).
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estudiada por muchos autores, y desde puntos de vista muy diferentes, a
lo largo de la historia. Esta relación adquiere especial relevancia desde que
Irving Fisher (1896, 1930) formulara la noción de tipo de interés real2. En
1930, Fisher señala que los mercados de capitales eficientes deben compen-
sar a los inversores por los cambios que se producen en el poder adquisitivo
del dinero como consecuencia de la inflación. Esta hipótesis es denominada
”hipótesis de Fisher” o también ”efecto Fisher”. La versión más clásica de
esta hipótesis postula que la tasa de inflación esperada es absorbida com-
pletamente por el tipo de interés nominal en el largo plazo3, lo que da lugar
a la aparición de una relación de tipo uno a uno entre la tasa de inflación
esperada y el tipo de interés nominal. Por tanto, esta hipótesis supone que
el tipo de interés real permanece constante en el largo plazo, no viéndose
afectado, en este periodo de tiempo, por los cambios en las expectativas de
inflación. Por consiguiente, el tipo de interés real no puede verse alterado
por la política monetaria en el largo plazo. Sin embargo, tal y como Ferrer
(1998) argumenta, ello no significa que el tipo de interés real se manten-
2Fisher (1896) se basa en Marshall (1895) para distinguir entre tipo de interés nominal
y real. La idea de que la inflación esperada afecta al tipo de interés real surge anterior-
mente en los discursos políticos y en los panfletos de política económica. Howitt (1992) y
Laidler (1991) proporcionan más información acerca del concepto y de la distinción entre
tipo de interés nominal y real, aunque Fisher parece ser el primer investigador en llevar a
cabo un estudio continuado sobre los mismos y en explorar esta distinción de forma más
rigurosa a través del análisis empírico.
3Fisher (1930) y otros autores, por ejemplo: Lucas (1980); Friedman y Schwartz
(1982) y Summers (1983), enfatizan que el ajuste a una relación de equilibrio entre el
tipo de interés nominal y la tasa de inflación se puede llegar a dar en el largo plazo.
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ga inalterado, ya que existe evidencia de que diversos factores económicos
reales, como la productividad del capital, las preferencias temporales y la
aversión al riesgo, entre otros, ocasionan fluctuaciones en esta variable.
Desde que Fisher enunciara su hipótesis, se ha desarrollado un amplio
rango de modelos económicos que la utilizan cuando consideran la decisión
de los agentes económicos individuales en relación a su inversión, ahorro y
reasignación de su cartera; también se ha utilizado la hipótesis de Fisher en
modelos de precios de opciones, en el ámbito de las finanzas, y en teorías
modernas que desarrollan objetivos de inflación, por nombrar algunas de
ellas. La literatura macroeconómica relativa al papel que juega el tipo de
interés real en los modelos de Teoría Económica es muy amplia, especial-
mente en lo referente a la diversidad de procedimientos para caracterizar
sus propiedades de dependencia temporal. La propuesta de Fisher recibe
un amplio grado de aceptación a nivel teórico, de tal manera que algunas
veces se le otorga el estatus de ley, como muestra Feldstein (1982, p.825):
”En la actualidad, todo estudiante aprende la conclusión de Fisher de que
todo incremento porcentual en la tasa de inflación respecto a su estado esta-
cionario se transmite íntegramente al tipo de interés nominal, sin cambiar
el tipo de interés real”. Sin embargo, en la literatura abundan los trabajos
empíricos que rechazan el cumplimiento del efecto Fisher, no habiéndose
resuelto aún este problema.
La falta de consenso en los estudios empíricos relativos al efecto Fisher
se debe, fundamentalmente, a las dificultades que implica su estudio como
consecuencia de dos factores importantes, a los que hace alusión Phillips
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(1998):
- El comportamiento aparentemente no estacionario del tipo de interés no-
minal y de la inflación.
- El hecho de que el tipo de interés real dependa de las expectativas de
inflación, que son difíciles de cuantificar de forma directa.
Así, en particular, mientras los modelos de Teoría Económica suponen
que el tipo de interés real es constante o fluctúa estacionariamente alrede-
dor de una media constante, el análisis empírico pone de manifiesto que,
generalmente, esto sólo se obtiene para periodos pequeños de tiempo. La
gran diversidad de estudios empíricos relativos a la relación entre el tipo
de interés nominal y la tasa de inflación, y el hecho de que muchas de las
técnicas de análisis utilizadas en los mismos se vean distorsionadas si ambas
series no son estacionarias, confiere gran relevancia a la identificación del
verdadero proceso generador de estas series. Sin embargo, la mayoría de los
tests de raíces unitarias y de estacionariedad tienen propiedades de tamaño
y potencia que se ven afectadas si las series presentan una tendencia deter-
minista que experimenta cambios estructurales por efecto de algún shock
exógeno, tal y como argumentamos en el Capítulo 1, por ello, es necesario
tener en cuenta estos cambios y no obviarlos.
Los motivos por los que Bierens (2000) utiliza un test para determinar
la posible existencia de una cotendencia no lineal entre el tipo de interés
nominal y la tasa de inflación y que, al mismo tiempo, justifican nuestro
estudio, son los siguientes:
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1. El primer motivo se basa en la evidencia empírica propugnada inicial-
mente por Perron (1989) de que algunas series de datos macroeconómicas,
como las que se utilizan en el trabajo de Nelson y Plosser (1982), percibidas
por estos autores como procesos integrados de orden unitario, I(1), mues-
tran un comportamiento más acorde con la hipótesis de procesos estacio-
narios en torno a una tendencia no lineal. Asimismo, según Bierens (1997),
si una serie es estacionaria alrededor de una tendencia determinista line-
al, en lugar de un proceso I(1), y la hipótesis nula (H0) que se contrasta
es la de raíz unitaria frente a la alternativa de estacionariedad, en lugar
de la de estacionariedad en torno a una tendencia, prevalece la hipótesis
de raíz unitaria, ya que los procesos que tienen una raíz unitaria y los que
son estacionarios alrededor de una tendencia, muestran un comportamiento
bastante similar.
2. El segundo motivo consiste en que algunas series macroeconómicas tem-
porales que no presentan raíz unitaria se comportan como procesos cointe-
grados, es decir, como si se movieran conjuntamente a lo largo del tiempo
de manera sincrónica. Sin embargo, el fenómeno de cointegración sólo es
posible para procesos no estacionarios, por lo que una explicación plausible
a este comportamiento evolutivo de estas series, si son procesos estaciona-
rios, podría ser que presentan una tendencia determinista no lineal común.
3. El tercer motivo se basa en que mantener la hipótesis de estacionarie-
dad alrededor de una tendencia lineal, así como la de raíz unitaria con una
deriva constante en series temporales macroeconómicas, implica suponer
que la estructura de la economía no cambia a lo largo del tiempo, o lo que
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es lo mismo, que los parámetros de los diferentes procesos generadores de
datos (p.g.d.) no varían en un modelo, lo que resulta implausible en se-
ries macroeconómicas que contemplan un periodo de tiempo relativamente
largo, como las de Nelson-Plosser que abarcan una centuria o más.
4. El cuarto motivo que señala Bierens (2000), quizás más controvertido y
criticable, es de naturaleza filosófica. La cuestión filosófica se basa en si las
intervenciones de política económica deben ser consideradas como eventos
estocásticos, deterministas o una mezcla de ambos. Así por ejemplo, en
Estados Unidos, el Comité Federal de Mercado Abierto, organismo de la
Reserva Federal encargado de controlar la tasa de inflación, responde a las
señales inflacionistas, a las que este autor califica como sucesos estocásticos.
Por tanto, según Bierens (2000), la respuesta completamente automática
que lleva a cabo este organismo también será estocástica. Sin embargo, esta
respuesta también se ve afectada por la evaluación subjetiva que llevan a
cabo los 12 miembros de este Comité, la cual, según Bierens (2000), puede
ser considerada como determinista y variable a lo largo del tiempo. Así, la
cuestión filosófica que plantea Bierens (2000) es la siguiente: si un grupo de
políticos determina el valor de una variable Yt basándose en la información
procedente de un vector de variables Xt (que posiblemente recoge retardos
de la variable Yt), ¿es la esperanza condicional de Yt, dada Xt, variable en
el tiempo o es una función de Xt invariable en el tiempo? En este último
caso, se obtendría la siguiente relación: Yt = g(Xt) + Ut, donde Ut tendría
una esperanza condicional igual a cero. Esto significaría que el grupo de
políticos tienen un ”plan” de acción, g(Xt), para cada situación, Xt, en
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relación a la variable que pretenden controlar, Yt, aparte de la incertidum-
bre representada por Ut, y que este ”plan” ha sido y será el mismo para
siempre. Sin embargo, según Bierens (2000), los políticos no son siempre
los mismos y es posible que la función g cambie a lo largo del tiempo, por
lo que, en este caso, la esperanza condicional, E(Yt), puede cambiar con el
tiempo. Bierens (2000) señala, a modo de ejemplo, que las acciones de la
OPEP son, al menos en parte, shocks deterministas, ya que son causados
por las decisiones adoptadas por un grupo de políticos. Por consiguiente, la
esperanza no condicional de la tasa de inflación es probable que sea depen-
diente del tiempo, debido a los dos shocks de precios del petróleo. Además,
cabe señalar que estos shocks provocaron cambios estructurales también en
las economías, ya que se desarrollaron áreas diferentes de producción de
petróleo, como las del Mar del Norte, y dieron lugar al uso de tecnologías
ahorradoras de energía.
En Chapman y Ogaki (1993) se argumenta que el concepto de coten-
dencia no lineal puede resultar atractivo también porque su aplicación no
necesita imponer supuestos de exogeneidad en la estimación de los paráme-
tros estructurales, por lo que los modelos económicos se pueden contrastar
examinando únicamente las restricciones de cotendencia utilizadas.
El tipo de estacionariedad con tendencia no lineal que se considera en
el presente trabajo es el propuesto por Bierens (2000), es decir, si yt es un
proceso temporal formado por n variables, se define su proceso generador
de datos (p.g.d.) como:
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yt = g(t) + ut,
donde g(t) = β0+β1t+f(t), siendo f(t) una función de tendencia no lineal,
constituida por n variables, que recoge la posible existencia de aparentes
cambios estructurales en la serie observada, y siendo ut un proceso esta-
cionario de media cero formado también por n variables4. Analíticamente
se puede decir que existe una tendencia no lineal común entre las series
implicadas si existe un vector no nulo θ, tal que θ0f(t) = 0.
Para completar nuestro estudio sobre el contraste de cotendencias no
lineales, destacamos que éste no es más que un caso particular del contraste
de ”rasgos comunes” de Engle y Kozicki (1993). Estos autores generan un
estadístico para contrastar la hipótesis de que algunos rasgos presentes en
algunas series son comunes a todas ellas. Los rasgos que señalan pueden
referirse a la correlación serial, tendencias, estacionalidad, heterocedasti-
cidad, heterocedasticidad autorregresiva condicional (ARCH) y exceso de
curtosis, entre otros. La metodología utilizada por Engle y Kozicki (1993) se
basa, en primer lugar, en contrastar la H0 de que las series individualmente
analizadas no tienen un determinado rasgo, frente a la hipótesis alternativa
(H1) de que sí lo poseen. Posteriormente, si las series objeto de estudio
presentan ese rasgo, se contrasta la posibilidad de que el rasgo sea común
a todas ellas, ya que si esto es así, se puede encontrar una combinación
4En el presente trabajo, al igual que Bierens (2000), consideramos el caso en el que el
vector β1 es nulo.
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adecuada de variables que no posea ese rasgo. Analíticamente se muestra
que el contraste de rasgos comunes de Engle y Kozicki (1993) engloba al de
Bierens (2000). Así, si Yt es un vector de series temporales de dimensión
N x 1 que representa el siguiente modelo multivariante:
Yt = βx0t + Γz
0
t + εt,
en el que Γ es una matriz N x K que incluye los rasgos que deben encon-
trarse en las series individualmente consideradas, zt la matriz que incluye
los rasgos comunes a analizar y xt una matriz que recoge el resto de varia-
bles, entonces, para estos autores, si existe un vector no nulo δ, tal que δ0Yt
no tenga el rasgo, se puede decir que δ es un vector de ”rasgo común” o
”co-rasgo”. Por tanto, cualquier vector que cumpla la propiedad: δ0Γ = 0,
es un vector co-rasgo. El estudio de Bierens (2000) supone que el rasgo es
una tendencia determinista no lineal, sin embargo, se diferencia del enfoque
de Engle y Kozicki (1993) en que no requiere que se parametrice el rasgo
analizado.
El principal objetivo del presente Capítulo es determinar si existe una
relación entre el tipo de interés y la tasa de inflación en Alemania, España,
Francia y Reino Unido que sea consecuencia de la existencia de una tenden-
cia determinista no lineal común entre estas dos series y si, efectivamente,
se puede hablar de efecto Fisher. Adicionalmente, otro de los objetivos
perseguidos en el presente Capítulo es analizar si dicha cotendencia no li-
neal produce un puzle de precios. En la Sección 2 se lleva a cabo una síntesis
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de los principales estudios centrados en el denominado efecto Fisher. La
Sección 3 revisa algunos de los estudios relativos al puzle de precios. La
Sección 4 expone el test de cotendencias no lineales elaborado por Bierens
(2000). La Sección 5 se centra en el análisis empírico y la Sección 6 recoge
las conclusiones.
2.2 Efecto Fisher
Fisher (1896, 1930) formula el concepto de tipo de interés real ex-ante (ret )
con el fin de poder contabilizar cuál es el tipo de interés que muestra el
valor de devolución de un préstamo, en términos de dólares reales. Este
tipo de interés real ex-ante es el tipo de interés nominal (it) que asegura
un tipo de interés real esperado (ret ), cuando se produce un cambio en los
precios anticipado (πet ), o lo que es lo mismo, es el tipo de interés nominal
ajustado para compensar al prestamista por la pérdida que se produce en
el poder de compra del principal y en el tipo de interés como consecuencia
de la inflación, es decir, it = ret+ πet + retπet . El término retπet generalmente
se ignora debido a que suele ser muy pequeño, por lo que la ecuación de
Fisher se expresa comúnmente como:
it = ret + π
e
t . (2.1)
Fisher (1896, 1930) postula que los cambios en la inflación esperada
inducen variaciones iguales en el tipo de interés nominal en el largo plazo,
de manera que el tipo de interés real no se ve alterado. Algunas veces la
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ecuación (2.1) se modifica para tener en cuenta el periodo de tiempo (m) de
madurez de los bonos u obligaciones, por lo que si se tiene en cuenta dicho
periodo al considerar las expectativas de inflación, se obtiene la siguiente
expresión:
imt = r
e,m
t + π
e,m
t . (2.2)
El denominado ”efecto Fisher” tiene implicaciones importantes en la
racionalidad y eficiencia de los mercados financieros. Por esta razón, la
hipótesis de Fisher inspira un gran número de trabajos empíricos. Muchos
de ellos no detectan un efecto Fisher completo, es decir un movimiento con-
junto a largo plazo y de tipo uno a uno entre el tipo de interés nominal y la
tasa de inflación realizada, sino que, por el contrario, parece que la hipóte-
sis de Fisher se cumple de manera parcial, es decir, parece que el cambio
en el tipo de interés nominal es menos que proporcional a la variación en la
tasa de inflación esperada. Esta evidencia lleva a muchos autores a concluir
que los mercados financieros presentan ”ilusión monetaria”5. Sin embargo,
cabe señalar que la idea de ilusión monetaria se halla en conflicto con el
supuesto fundamental de racionalidad de la Teoría moderna.
Algunas hipótesis consistentes con la racionalidad de la Teoría moderna
postulan que la inflación disminuye sistemáticamente el tipo de interés real.
Una de las más citadas es el denominado ”efecto Mundell-Tobin”, basado
en que la inflación provoca una sustitución de dinero por capital, por lo que
5Ver Modigliani y Cohn (1979) o Summers (1983).
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el incremento en la demanda de stock de capital reduce el tipo de interés
real. Coppock y Poitras (2000), por el contrario, argumentan que no parece
que el efecto Mundell-Tobin sea significativo empíricamente en el tipo de
interés real. Además, Summers (1983) obtiene que debido a que la posesión
de dinero, en términos generales, suele ser inferior al 2% del valor del stock
de capital, la sustitución de dinero por capital puede disminuir el tipo de
interés real, pero no más de 6 puntos básicos.
Otra explicación que justifica el ajuste parcial del tipo de interés nomi-
nal a la tasa de inflación es el denominado ”efecto Wicksell”. Este efecto
considera que la redistribución que se produce por una expansión mone-
taria reduce sistemáticamente el tipo de interés real (Wicksell, 1907; Cagan,
1980). Sin embargo, algunos autores como Coppock y Poitras (2000), ob-
tienen que, el efecto Wicksell, al igual que el efecto Mundell-Tobin, no
puede explicar una reducción significativa en el tipo de interés real de-
bido al tamaño relativamente grande del stock de capital existente. Según
Coppock y Poitras (2000), una explicación plausible a la reducción que
experimenta el tipo de interés real, ante un incremento en el nivel de pre-
cios, es la idea de que los activos financieros de bajo riesgo, tales como los
Bonos del Estado, producen rendimientos no pecuniarios de liquidez. Fried
y Howitt (1983) muestran que si el dinero y los bonos se sustituyen en
la generación de liquidez y cada uno de ellos ofrece una liquidez marginal
positiva, aunque decreciente, entonces la inflación, que provoca una susti-
tución de dinero por bonos, incrementa la prima de liquidez de los bonos
y disminuye el tipo de interés real pecuniario. Por ello, para Coppock y
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Poitras (2000), el denominado ”efecto Fried-Howitt” implica que el efecto
Fisher completo podría cumplirse únicamente entre activos que no poseen
liquidez, pero no entre los que sí la tienen6.
Fisher (1930) comienza su trabajo empírico haciendo referencia al gran
número de problemas que encuentra para relacionar el tipo de interés nomi-
nal y la tasa de inflación. Él conduce su estudio a un análisis de correlación
entre estas dos series, utilizando, en primer lugar, datos anuales de Esta-
dos Unidos y, posteriormente, del Reino Unido, llegando a la conclusión de
que la correlación de primer orden entre la tasa de inflación y el tipo de
interés es débil, e incluso se ve oscurecida por otros factores. Sin embargo,
cuando considera el supuesto razonable de que el efecto que produce un
cambio en los precios no se agota en un año, sino que perdura durante un
periodo más largo de tiempo, aunque con una intensidad cada vez menor,
encuentra una relación significativa, especialmente en el periodo que abarca
la Segunda Guerra Mundial, caracterizado por las violentas fluctuaciones a
las que se ven sometidos los precios. A partir de este trabajo, tal y como
se ha comentado en la Introducción del presente Capítulo, surge una gran
cantidad de análisis empíricos relacionados con esta cuestión que, o bien
utilizan datos de otros países, o cubren diferentes periodos de tiempo, o
utilizan una metodología diferente, y que, por ello, obtienen conclusiones
6Coppock y Poitras (2000) corroboran esta idea tras incluir en su modelo, expuesto
más adelante en la ecuación (2.22), variables ficticias que tratan de recoger las diferencias
de liquidez entre diferentes activos, para cada uno de los países considerados, rechazando
el efecto Fisher completo para los países con activos más líquidos, pero no para los que
tienen activos con menor grado de liquidez.
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distintas en relación a las propiedades estadísticas del tipo de interés real
esperado (ret ).
Estudios alternativos analizan la relación entre el tipo de interés nominal
y la inflación utilizando métodos de regresión. En particular, utilizan la
ecuación de regresión siguiente:
it = c+ bπet + ut,
de manera que para que se cumpla el efecto Fisher completo, el coeficiente
b tiene que ser unitario y los residuos ut deben ser estacionarios. Bajo esta
hipótesis, se puede expresar el tipo de interés real ex-post como:
rt = c+ b(πet − πt) + ut = c+ ωt,
lo que implica que las fluctuaciones que se producen en el tipo de interés
real son estacionarias alrededor de un nivel c constante.
Algunos autores como Fama y Schwert (1977), Fama y Gibbons (1982),
Huizinga y Mishkin (1984, 1986) y Kandel et al. (1996), entre otros, exa-
minan el posible cumplimiento efectivo de la hipótesis de Fisher utilizando
técnicas habituales de regresión por mínimos cuadrados ordinarios (MCO),
llegando a la conclusión de que efectivamente esta hipótesis no se cumple,
ya que el tipo de interés real se halla correlacionado con la tasa de in-
flación esperada de forma negativa. Sin embargo, tal y como señala Ferrer
(1998), este tipo de análisis presenta varias carencias significativas, como
145
Capítulo 2. Cotendencias no Lineales: Efecto Fisher
el hecho de que no diferencia entre movimientos de equilibrio a largo plazo
y procesos de ajuste a corto plazo, al realizar un estudio completamente
estático. Además, Ferrer (1998) añade que si las variables utilizadas en la
regresión no son estacionarias se pueden encontrar relaciones espurias entre
las variables implicadas. Summers (1983) también señala el problema de
simultaneidad entre el tipo de interés nominal y la tasa de inflación espe-
rada. Algunos autores resuelven este problema añadiendo restricciones a
la relación entre estas dos series, como lleva a cabo, por ejemplo, Fama
(1975) al suponer que el tipo de interés nominal es exógeno, encontrando
soporte empírico a la idea de tipo de interés real constante en el periodo
1953-1971 para Estados Unidos. Sin embargo, Mishkin (1981), subsiguien-
temente, rechaza la constancia en el tipo de interés real, en un estudio
que cubre periodos más amplios: 1931-1952 y 1953-1979. Mundell (1963)
también añade dudas teóricas a la relación propuesta por Fisher y a los
resultados empíricos de Fama (1975), al considerar que la tasa de inflación
disminuye los saldos reales de dinero, reduciendo la riqueza y provocando
un aumento en el tipo de interés nominal inferior al incremento que ex-
perimenta la tasa de inflación. Nelson y Schwert (1977) también critican
a Fama (1975), argumentando que los contrastes que utiliza este autor no
tienen buenas propiedades de potencia, por lo que no rechaza la hipótesis
conjunta de expectativas racionales y que el tipo de interés real ex-ante
es constante. Si, por el contrario, se rechazara esta hipótesis, Nelson y
Schwert (1977) argumentan que el tipo de interés real ex-ante se podría
considerar que es variable y/o que el mercado es ineficiente. Otros autores
que también añaden restricciones a la relación entre el tipo de interés y la
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tasa de inflación son Carmichael y Stebbing (1983), al suponer que la tasa
de inflación anticipada es exógena7, en lugar de suponer que es exógeno el
tipo de interés nominal como hace Fama (1975).
MacDonald y Murphy (1989), Mishkin (1992), Wallace yWarner (1993),
Evans et al. (1994), Crowder y Hoﬀman (1996), Daniels et al. (1996) y
Engsted (1995), inter alia, desechan los procedimientos de regresión están-
dar para contrastar empíricamente el efecto Fisher, utilizando técnicas de
cointegración. Estos autores apoyan su metodología basándose en el hecho
de que Fisher, en su artículo de 1930, encuentra evidencia de que, en gene-
ral, el ajuste del tipo de interés nominal a las expectativas de variaciones
en los precios es un proceso lento y gradual, por lo que interpretan este
fenómeno como de equilibrio a largo plazo. Asimismo, su metodología se
escuda en los estudios de Nelson y Plosser (1982) y Schwert (1987), que
manifiestan que la mayoría de las series temporales financieras, entre las
que se incluyen el tipo de interés nominal y la tasa de inflación esperada, son
procesos no estacionarios, y en los análisis de Granger y Newbold (1974) y
Phillips (1986), que señalan la posible aparición de problemas de regresión
espuria si se utilizan las técnicas clásicas de estimación por MCO con series
7Carmichael y Stebbing (1983) tienen en cuenta la paradoja que el propio Fisher
ya había adelantado, consistente en que el uso de datos sobre activos financieros para
contrastar una teoría sobre activos reales, tiene que incorporar supuestos implícitos sobre
los márgenes de sustitución entre dinero y activos financieros, por un lado, y entre activos
financieros y capital, por otro. Por otra parte, Atkins (1989) señala que si el tipo de
interés nominal es un predictor de la tasa de inflación, entonces el tipo de interés real está
determinado por factores reales y no puede estar influenciado por la política monetaria.
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no estacionarias. Otros autores que también utilizan la teoría de la cointe-
gración para llevar a cabo su estudio empírico sobre el efecto Fisher son los
de Atkins (1989), Bonham (1991), Pérez y Sáez (1992), Owen (1993), Phy-
laktis y Blake (1993), Aznar y Nievas (1995), Evans y Lewis (1995), Strauss
y Terrell (1995), Dutt y Ghosh (1995), Peláez (1995), Ferrer (1998) y Lee,
et al. (1998). Todos ellos parten de enfoques diferentes y se localizan en
países y durante periodos de tiempo distintos, con hipótesis dispares sobre
las propiedades estocásticas del tipo de interés real esperado, por lo que
obtienen resultados muy heterogéneos, en unos casos a favor, y en otros en
contra, del efecto Fisher.
El trabajo de MacDonald y Murphy (1989) se puede considerar como
el precursor que aborda la interrelación entre el tipo de interés nominal
y la expectativa de la tasa de inflación, explorando una posible relación
de equilibrio a largo plazo entre ambas series haciendo uso de la teoría
de la cointegración introducida por Engle y Granger (1987). En concreto,
basándose en el supuesto de expectativas racionales8 y considerando que
el tipo de interés real ex-ante es estacionario, analizan la presencia de una
relación de equilibrio a largo plazo entre el tipo de interés nominal y la tasa
de inflación esperada centrándose en cuatro países industrializados: Bélgica,
Estados Unidos, Canadá y Reino Unido, durante el periodo que va de 1955
8Crockett (1998) analiza la plausibilidad de la hipótesis de expectativas racionales
llegando a la conclusión de que, bajo supuestos macroeconómicos normales, no se espera
que se pueda dar este tipo de expectativas. Por tanto, considera que la mayoría de
los estudios empíricos sobre el efecto Fisher, basados en la hipótesis de expectativas
racionales, no pueden mostrar evidencia convincente a favor o en contra de esta relación.
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a 1986. Sus resultados rechazan la validez de la ecuación de Fisher, aunque
encuentran alguna evidencia empírica favorable para Canadá y Estados
Unidos, durante el periodo de tipos de cambios fijos. A partir de este
trabajo, se desarrollan muchos otros que también enfatizan la relación de
equilibrio, o de largo plazo, entre el tipo de interés nominal y la tasa de
inflación. Sin embargo, este enfoque requiere el supuesto de que la tasa
de inflación y el tipo de interés nominal contengan una raíz unitaria. Este
supuesto contradice la Teoría Económica, ya que gran parte del espectro
de modelos macroeconómicos especifica o predice una covarianza de la tasa
de inflación estacionaria9. Además, los contrastes de raíces unitarias tienen
potencia muy baja, incluso nula, frente a alternativas plausibles (Cochrane,
1991).
Ferrer (1998) también utiliza la metodología de la cointegración para
analizar el efecto Fisher, centrando su estudio en la economía española.
Este autor considera que si el mercado procesa de forma eficiente toda la
información disponible, el tipo de interés nominal que genera un determi-
nado activo financiero puede ser calculado como la suma del tipo de interés
real esperado y la tasa de inflación anticipada:
it = Etrt +Etπt,
donde it representa el tipo de interés nominal durante un intervalo de tiem-
po unitario que comienza en el momento t; Etrt denota el tipo de interés
9Una excepción es la Teoría del señoriaje óptimo (Mankiw, 1987).
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real ex-ante esperado a priori correspondiente al periodo de tiempo [t, t+1];
Etπt es la tasa de inflación esperada asociada al periodo [t, t + 1]. Ferrer
(1998) opta por introducir el supuesto de expectativas racionales, de mane-
ra que la tasa de inflación anticipada se obtiene como el valor esperado de
la tasa de inflación condicionada al conjunto de información disponible en
el momento presente. Una de las implicaciones básicas de este supuesto es
que la inflación observada y la anticipada difieren únicamente por un tér-
mino de perturbación aleatoria con media cero, varianza constante y libre
de correlación serial10, tal y como se especifica a continuación:
πt = Etπt + εt,
donde πt denota la tasa de inflación observada o realizada en el periodo
[t, t+ 1]; εt representa el error de pronóstico racional o término de pertur-
bación aleatoria con las características señaladas anteriormente. La ventaja
de la adopción del enfoque de expectativas racionales radica en que en el
largo plazo, bajo los mecanismos convencionales de formación de expectati-
vas, éstas son correctas y, por consiguiente, la inflación observada se puede
utilizar como proxy de la inflación esperada. Asimismo, Ferrer (1998) con-
sidera el supuesto de estacionariedad del tipo de interés real esperado. Tras
incorporar estos dos supuestos, este autor llega a la siguiente ecuación re-
presentativa de la relación de Fisher:
10El término de perturbación aleatoria es ortogonal a cualquier información conocida
en el periodo presente y, en ocasiones, recibe el nombre de tasa de inflación no anticipada.
150
2.2. Efecto Fisher
it = α+ βπt + μt, (2.3)
donde α representa la media constante a largo plazo del tipo de interés
real esperado; β es el coeficiente que mide la respuesta del tipo de interés
nominal ante una variación en la tasa de inflación realizada; μt denota un
término de error aleatorio constituido por la suma del error de pronóstico
racional de la inflación y un componente que recoge los shocks de carácter
estacionario que afectan al tipo de interés real ex-ante. En el ámbito de la
teoría de la cointegración, la ecuación (2.3) recibe el nombre de regresión
de cointegración, α y β son los parámetros del vector de cointegración, que
es el vector que representa la relación estable de largo plazo entre el tipo
de interés nominal y la tasa de inflación y μt es el denominado residuo de
la regresión de cointegración.
Ferrer (1998) también distingue entre la forma fuerte de la ecuación
de Fisher, o efecto Fisher total o completo, que establece un movimiento
sincrónico a largo plazo y de tipo uno a uno entre el tipo de interés nominal
y la tasa de inflación realizada, en este caso β es igual a la unidad, y la
forma débil de la hipótesis de Fisher, denominada efecto Fisher parcial o
incompleto, que plantea una vinculación estable en el largo plazo entre las
dos variables implicadas, pero en la que no se produce un ajuste completo
entre las dos variables, siendo β menor que la unidad, o lo que es lo mismo,
se trata de una relación menos que proporcional. El análisis empírico de
Ferrer (1998) utiliza un periodo muestral que abarca desde junio de 1989,
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mes caracterizado por la entrada de España en el mecanismo de tipos de
cambio del Sistema Monetario Europeo (SME), y marzo de 1996. Apli-
cando al tipo de interés nominal y a la tasa de inflación el test de raíces
unitarias de Dickey Fuller ampliado (Dickey, 1976; Fuller, 1976; Dickey y
Fuller, 1979, 1981), a partir de ahora DFA, y el de Said y Dickey (1984),
concluye que ambas series son procesos I(1). Asimismo, Ferrer (1998) apli-
ca la metodología multivariante desarrollada por Johansen (1988, 1991) y
por Johansen y Juselius (1990, 1992) para determinar, mediante el empleo
de técnicas de estimación por máxima verosimilitud, la existencia de una
relación de cointegración entre el conjunto de variables implicadas en la
ecuación de Fisher. El resultado que obtiene es que este método confirma
la ausencia de cointegración entre el tipo de interés nominal y la tasa de
inflación, es decir, no detecta una conexión estable en el largo plazo entre
estas series, por lo que, para Ferrer (1998), el tipo de interés nominal no
refleja de forma sistemática las expectativas inflacionistas. Ferrer (1998)
argumenta como posibles razones del fracaso a nivel empírico de la relación
de Fisher las siguientes:
- La omisión de algunas variables relevantes en la relación de cointegración
estimada11.
- La ineficiencia del mercado español de renta fija.
- La formación no racional de las expectativas inflacionistas.
11MacDonald y Murphy (1989), Bonham (1991) y Strauss y Terrell (1995) plantean
que si no es correcta la hipótesis de estacionariedad de los tipos de interés reales ex-ante,
entonces sería necesario incluir alguna variable representativa de los tipos de interés reales
ex-ante en la ecuación empleada para la contrastación del Efecto Fisher.
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Ferrer (1998) obtiene como resultado que el tipo de interés real no es
independiente de la tasa de inflación. Además, este resultado no difiere
mucho de los obtenidos por otros trabajos anteriores llevados a cabo en el
mercado español. La diferencia entre estos trabajos y el de Ferrer (1998)
es que mientras que aquéllos analizan la presencia de cointegración entre
el tipo de interés nominal y la tasa de inflación a través del método bie-
tápico tradicional, elaborado por Engle y Granger (1987), en el estudio
de Ferrer (1998) se emplea el procedimiento de Johansen y Juselius (1990,
1992). Sin embargo, tal y como Ferrer (1998) argumenta, y de acuerdo con
MacDonald y Murphy (1989), lo que realmente se contrasta en su estudio
es una hipótesis conjunta sobre la validez empírica de la hipótesis de Fisher
y la racionalidad de la inflación anticipada.
Otro estudio que analiza la relación entre el tipo de interés nominal y la
tasa de inflación, considerando una metodología diferente para estudiar el
efecto Fisher según si ambas series son I(1) o I(0) es el de Aznar y Nievas
(1995). Estos autores, que centran su estudio en la economía española,
señalan que si se acepta que el tipo de interés real no es constante, las
especificaciones que se utilizan para el contraste del efecto Fisher no deben
tomarse como fenómenos aislados, sino que, como indican Levi y Makin
(1978), deben tenerse en cuenta ecuaciones en forma reducida obtenidas a
partir de un modelo macroeconómico de equilibrio general. Teniendo en
cuenta este principio, Aznar y Nievas (1995) señalan que en la literatura se
proponen diferentes modelos a partir de los cuales se derivan ecuaciones en
forma reducida relativas a la relación entre el tipo de interés nominal y real
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esperados. Aunque existen diferencias sustanciales entre todos los modelos,
tal y como argumentan Aznar y Nievas (1995, p.283), tienen una estructura
común: ”...el núcleo está constituido por dos relaciones, la primera es una
función IS y la segunda una función LM. Estas dos relaciones siempre van
acompañadas por otra que explica la tasa de inflación y por la denominada
ecuación de Fisher, en la que el tipo de interés nominal se expresa como
suma del tipo de interés real esperado y la tasa de inflación esperada”.
Algunos autores también añaden una función de oferta y/o una relación que
tiene en consideración el sector exterior. Algunos ejemplos de estos modelos
en la literatura se pueden ver en Peek (1982), Wilcox (1983a, 1983b), Peek
y Wilcox (1983, 1984), Groenewold (1989), Allen (1991, 1992) y Findlay
(1991). Como ilustración de este enfoque, Aznar y Nievas (1995) se basan
en el modelo contenido en Groenewold (1989), aunque lo aplican a datos
de la economía española sin prestar atención a las series de impuestos. Así,
las cuatro relaciones de este modelo se pueden representar de la siguiente
manera:
yt = a0 + a1(it − πet ) + a2(px/p)t + a3(pm/p)t + a4gt, (2.4)
mt = b0 + b1yt − b2πet − b3(it − πet )− b4(y∗t + eet − πet ), (2.5)
it = ret + π
e
t , (2.6)
πt = πet + εt, (2.7)
donde:
y = nivel de producción real
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y∗ = nivel de producción real del exterior
i = tipo de interés nominal
i∗ = tipo de interés nominal del exterior
re = tipo de interés real esperado
πe = tasa de inflación esperada
px = índice de precios de las exportaciones
pm = índice de precios de las importaciones
p = índice de precios interior
g = gasto público en términos reales
m = stock de dinero en términos reales
ee = depreciación esperada del tipo de cambio
ε = perturbación aleatoria
La relación (2.4) es la curva IS; la ecuación (2.5) es la curva LM, la
expresión (2.6) es la ecuación de Fisher y la relación (2.7) recoge el supuesto
de expectativas racionales, cumpliéndose que E(εt/It−1) = 0, donde It−1
recoge la información relevante para los agentes en el periodo de formación
de expectativas.
Algunas veces también se añaden las dos ecuaciones siguientes:
it = rt + πt, (2.8)
πet = z
0
tγ, (2.9)
donde:
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rt = tipo de interés real ex-post
πt = tasa de inflación ex-post
z0t = vector de variables explicativas de la tasa de inflación.
A partir de (2.4) y (2.5) se obtiene la relación en forma reducida del tipo
de interés real esperado, que se puede representar de la siguiente manera:
ret = α+ θπ
e
t + δ1gt + δ2mt + δ3i
∗
t + δ4(px/p)t + δ5(pm/p)t + δ6r
e
t ,
(2.10)
y de forma más resumida se puede escribir así:
ret = α+ θπ
e
t + w
0
tδ,
donde w0t es el conjunto de variables explicativas diferentes de la tasa de
inflación esperada. A partir de estas ecuaciones, Aznar y Nievas (1995) ar-
gumentan que existen tres enfoques distintos para llevar a cabo el contraste
del efecto Fisher con expectativas racionales:
(a) Enfoque de Errores en Variables: Este enfoque se basa en las relaciones
(2.6), (2.7) y (2.10). Sustituyendo (2.10) y (2.7) en (2.6), se obtiene:
it = α+ (1 + θ)πt +w0tδ − (1 + θ)εt = βπt + w0tδ − βεt. (2.11)
Para contrastar el efecto Fisher es necesario estimar (2.11) y contrastar
la siguiente hipótesis:
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H0 : β = 1.
Debido a que en la expresión (2.11), al menos uno de los regresores,
como es πt, está correlacionado con la perturbación aleatoria, la estimación
por MCO conduce a subestimaciones del verdadero parámetro β, por lo que,
según Aznar y Nievas (1995), para estimar correctamente esta ecuación hay
que utilizar alguna variante del método variables instrumentales12.
Si en la función IS se considera que la demanda de inversión depende
también del tipo de interés real pasado y en lugar de utilizar la hipótesis
(2.10), se utiliza la siguiente hipótesis sobre el tipo de interés real:
ret = α+ φr
e
t−1 + θπ
e
t + w
0
tδ, (2.12)
entonces se obtiene una expresión alternativa a (2.11).
Así, tendiento en cuenta que, a partir de (2.6), (2.7) y (2.8) se puede
escribir:
rt = ret − εt, (2.13)
y utilizando (2.7), (2.12) y (2.13), se llega a la siguiente expresión:
12Los problemas que plantea esta cuestión cuando se contrasta el efecto Fisher se
desarrollan en Graham (1988).
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rt = α+ φrt−1 + θπt + w0tδ + vt, (2.14)
donde:
vt = −(1 + θ)εt + φεt−1. (2.15)
La estimación de (2.14), con la perturbación aleatoria representada co-
mo en la expresión (2.15), presenta problemas econométricos importantes.
Kinal y Lahiri (1988) y Lahiri y Zaporowski (1988) proponen una solución
a estos problemas teniendo en cuenta el trabajo de Cumby et al. (1983).
La solución se basa en el uso del método de estimación por variables ins-
trumentales, lo que deja un gran margen de arbitrariedad a la hora de
seleccionar los instrumentos.
(b) Enfoque Mishkin: Se denomina así a este tipo de enfoque porque lo de-
sarrolla y aplica Mishkin, en Mishkin (1981, 1984) y en Huizinga y Mishkin
(1984). La propuesta es que a partir de (2.6) y (2.8) se obtiene:
rt − ret = −(πt − πet ) = −εt.
Despejando rt y sustituyendo en (2.10) se obtiene:
rt = θπet +w
0
tδ − εt.
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Por último, sustituyendo πet por (2.9), se llega a la expresión:
rt = z0tθγ + w
0
tδ − εt. (2.16)
El enfoque Mishkin propone estimar (2.16), obtener su estimación (rˆt),
derivar la serie de tasa de inflación esperada a partir de (2.6) y analizar
la correlación entre estas series, concluyendo la existencia o no del efecto
Fisher. Según Aznar y Nievas (1995), en sentido estricto, se puede consi-
derar que este procedimiento es más bien un contraste de la hipótesis de
expectativas racionales a partir de la tasa de inflación esperada.
(c) Enfoque Sustitución: Este enfoque parte de un sistema formado por las
dos relaciones siguientes:
it = βπet + w
0
tδ + εt,
πt = πet + ηt = z
0
tγ + ηt.
En forma matricial se puede representar este sistema como:
i = πeβ +Wδ + ε, (2.17)
π = πe + η = Zγ + η. (2.18)
Este enfoque se basa en estimar γ en (2.18), obteniendo γˆ =
(Z 0Z)−1Z 0π, posteriormente se calcula πˆ = Z(Z 0Z)−1Z 0π, se sustituye πe
por πˆ en (2.17) y, por último, se estiman los parámetros β y δ por MCO.
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Esta sustitución lleva al siguiente modelo:
i = πˆβ +Wδ + ε+ πeβ − πˆβ = πˆβ +Wδ + u. (2.19)
Teniendo en cuenta:
πe − πˆ = Zγ − Z(Z 0Z)−1Z 0π = −Z(Z0Z)−1Z 0η = −Pzη,
la perturbación aleatoria en la expresión (2.19), se puede escribir como:
u = ε− βPzη.
Si se supone que ε y η son independientes, entonces los dos primeros
momentos de u vienen dados por:
E(u) = 0
V ar(u) = σ2ε + β
2Pzσ2η. (2.20)
Según Pagan (1984), Pesaran (1987) y McAleer y McKenzie (1991), se
puede estimar β a través de tres procedimientos:
- Aplicar MCO a la expresión (2.19).
- Aplicar Mínimos Cuadrados Generalizados (MCG) a (2.19), considerando
(2.20).
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- Aplicar métodos de estimación máximo-verosímiles al sistema (2.17)-
(2.18).
En las referencias citadas previamente se obtiene que el método más
eficiente es el tercero, pero si se supone que β y δ son diferentes de cero
existen dos casos para los que el primer método es tan eficiente como el
tercero: i) W es ortogonal a Z y ii) las variables presentes en W están
también presentes en Z. En la literatura relativa al efecto Fisher (por
ejemplo, Graham, 1988) se opta, generalmente, por la segunda solución,
utilizando para estimar la expectativa de π un grupo de variables entre las
que se encuentran las incluidas en W .
Para contrastar el efecto Fisher, Aznar y Nievas (1995) proponen que
si todas las variables son estacionarias, entonces debe tratarse el problema
de la correlación entre algunos de los regresores y la perturbación aleatoria
prestando atención a alguno de los tres procedimientos explicados anterior-
mente, aconsejando utilizar una de las dos vías que aparecen en el enfoque
sustitución, es decir, suponer ortogonalidad de las variables que forman W
respecto a las incluidas en Z o que las variables en W estén incluidas en Z.
Así, teniendo en cuenta que estos autores consideran que el efecto Fisher
equivale a que las variables que determinan el tipo de interés real espera-
do no coinciden con las que determinan la tasa de inflación, creen que la
mejor vía a seguir sería la basada en la ortogonalidad de las variables enW
respecto a las incluidas en Z, y no en el método habitualmente utilizado
basado en que las variables en W estén incluidas en Z. Si, por el contrario,
las variables son I(1), la solución es diferente. En este caso, Aznar y Nievas
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(1995) obtienen la siguiente versión de la relación (2.11):
it =
pP
i=1
φiit−i +
pP
i=0
βiπt−i +
kP
i=1
pP
j=0
δijwi,t−j + ut, (2.21)
donde se supone que ut es ruido blanco. Estos autores obtienen que si πt
es un proceso I(1) y la perturbación aleatoria es I(0), teniendo en cuenta
a Cuthbertson et al. (1992) y Hamilton (1994), el estimador obtenido por
MCO de β0 es consistente, aunque exista correlación entre la variable y
la perturbación aleatoria. De esta manera, se resolvería el problema de la
correlación entre el regresor y la perturbación, pero surgiría el de tratar un
modelo con variables integradas.
Cuando el tipo de interés nominal y la tasa de inflación son proce-
sos I(1), Aznar y Nievas (1995) plantean contrastar la posible relación de
cointegración entre it y πt y las variables incluidas en wt. Si al aplicar el
contraste se obtiene como resultado que no hay cointegración, se rechaza el
efecto Fisher.
Si se acepta la existencia de relación de cointegración, significa que hay
un vector de parámetros (β0, δ
0
0) de tal manera que la expresión it − πtβ0
−w0tδ0 es estacionaria. Tras determinar el valor de p en la expresión (2.21),
el siguiente paso consiste en llevar a cabo el contraste de la hipótesis:
H0 : β = 1
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La conclusión que Aznar y Nievas (1995) extraen es que no sólo se re-
chaza el efecto Fisher en la economía española en el periodo que va desde
enero de 1990 a diciembre de 1994, sino también se rechaza que la tasa de
inflación tenga algún efecto sobre el tipo de interés nominal. En Nievas
(1994) se recogen las explicaciones que se dan en la literatura para dar
cuenta de la ausencia del efecto Fisher. Un primer grupo de autores argu-
mentan que se rechaza esta hipótesis porque los modelos utilizados están
mal especificados y aconsejan incorporar nuevas variables13. Un segundo
grupo de autores asocia el incumplimiento del efecto Fisher a la capacidad
de los agentes para predecir los cambios en la tasa de inflación, según la
trayectoria seguida por ésta14. Finalmente, un tercer grupo de autores gi-
ra sus argumentos en torno a la denominada hipótesis inversa de Fisher,
destacando el grado de sustituibilidad entre los diferentes activos15. Según
Aznar y Nievas (1995) cualquiera de estas argumentaciones serían válidas
para explicar la ausencia de efecto Fisher que obtienen para el caso español.
Uno de los trabajos que se centran en el análisis del comportamiento del
13En particular, Darby (1975), Feldstein (1976), Gandolfi (1976) y Tanzi (1976) hacen
hincapié en la ausencia de variables impositivas. Wilcox (1983a, 1983b y 1983c) pone
el acento en la necesidad de introducir en el modelo lo que llama ”variables de oferta”.
Chouldhry, Placome y Wallace (1991) consideran necesario incluir variables que tengan
en cuenta el grado de regulación monetaria existente. Viren (1987, 1989) justifica el
incumplimiento del efecto Fisher por los cambios institucionales acaecidos en la economía.
14Con este enfoque destacan los trabajos de Barthold y Dougan (1986), Barsky (1987)
y Mishkin (1992).
15En este sentido, ver Carmichael y Stebbing (1983), Fried y Howit (1983) y Mitchel
(1985).
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tipo de interés real en el largo plazo y que no requiere el supuesto de raíz
unitaria en el tipo de interés nominal y en la tasa de inflación es el de Duck
(1993), quien encuentra evidencia de un efecto Fisher completo en el largo
plazo, utilizando promedios a largo plazo de la tasa de inflación y del tipo de
interés nominal en una sección cruzada de países16. El método de promedios
a largo plazo tiene la ventaja de ser válido tanto en el caso en que las series
presenten raíz unitaria o sean estacionarias17. Coppock y Poitras (2000)
también vuelven a analizar el efecto Fisher utilizando el procedimiento de
promedios a largo plazo en una sección cruzada de países, llegando a la
conclusión de un efecto Fisher parcial. Estos autores consideran promedios
de tasas anuales de la tasa de inflación y del tipo de interés nominal en el
periodo 1976-1988 con datos cross-section de 40 países. El modelo empírico
que consideran adopta la siguiente forma:
ii = α+ β0πi + β1V Pi + εt. (2.22)
16Ver también Evans y Lewis (1995), Peláez (1995) o Crowder y Hoﬀman (1996).
17Coopock y Poitras (2000), para demostrar la validez de este procedimiento, conside-
ran el supuesto de que la inflación sigue un paseo aleatorio simple, πt = πt−1+vt, siendo
vt un ruido blanco. Sin pérdida de generalidad suponen que el tipo de interés real es
igual a cero, de manera que para compensar a los prestamistas por la inflación esperada,
el tipo de interés nominal debe seguir el siguiente proceso: it = πt−1. Así, πt − it = vt.
Calculando promedios muestrales se obtiene:
?
t πt/T −
?
t it/T =
?
t vt/T, que tiende
al valor cero cuando el tamaño muestral (T ) tiende a infinito, ya que vt es ruido blanco.
Por tanto, para un valor de T suficientemente grande, los promedios de tasas de inflación
y de tipos de interés nominales se mueven en correspondencia aproximada uno a uno,
incluso aunque posean una raíz unitaria.
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Para el país i, πi representa el promedio de inflación anual, medida por
el deflactor del Producto Nacional Bruto (PNB) o el deflactor del Producto
Interior Bruto (PIB); ii es el promedio de corto plazo o medio plazo del
tipo de interés a corto o medio plazo de la deuda del Estado; y V Pi es la
variabilidad de la inflación, medida como la desviación estándar de la tasa
de inflación anual. El modelo considera la variable V Pi como proxy de la
incertidumbre respecto a la tasa de inflación. Coppock y Poitras (2000),
sin embargo, señalan que la ecuación (2.22) puede tener un importante ses-
go debido a las variables omitidas, ya que muchos factores pueden hacer
que el tipo de interés real varíe entre países18. Por ejemplo, algunos países
pueden poner controles a su tipo de interés nominal, o los países pueden
tener diferentes tipos impositivos que gravan los ingresos que se obtienen
por intereses, además, los Bonos del Estado de diferentes naciones pueden
tener características distintas de liquidez y riesgo. Otro efecto que puede
influir considerablemente en la relación entre el tipo de interés nominal y
la tasa de inflación es la hiperinflación acaecida en algunos países como
Brasil, Bolivia y Perú, que puede romper las condiciones de regularidad
empírica que existen cuando la inflación es moderada. De hecho, cuando
Coppock y Poitras (2000) estiman por MCO la ecuación (2.22) para todos
los países, sus resultados apoyan la conclusión extraída por Duck (1993) de
18Si no existe movilidad perfecta de bienes entre países, los tipos de interés reales
pueden diferir entre ellos, incluso si existe movilidad perfecta de capitales en el mercado
financiero. La movilidad imperfecta en el mercado de bienes, implica que los inversores
tienen un incentivo pequeño a responder a diferenciales en los tipos de interés reales,
expresados en términos de bienes de diferentes países.
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que se produce el efecto Fisher completo, al obtener una estimación de β0
igual a la unidad. Por el contrario, si se omiten los datos de Brasil, la esti-
mación del parámetro β0 pasa a tomar un valor inferior a la unidad, al nivel
de significación del 1%. Por ello, aplican las técnicas Bounded-Influence,
presentadas por Welsch (1980) y Krasker y Welsch (1982). Estas técnicas
no son una panacea para resolver todas las patologías econométricas, pero
proporcionan una inferencia robusta a cambios que se puedan producir en
pequeñas muestras y mitigan los efectos de variables omitidas y de datos
que presentan errores. El resultado de aplicar el método en dos pasos de
Welsch (1980) y el método iterativo de Krasker-Welsch lleva a Coppock y
Poitras (2000) a concluir que no se produce un efecto Fisher completo, sino
un efecto parcial19, ya que mediante el método en dos pasos obtiene un
valor de β0 de 0.78, significativo al nivel del 1%, y si se utiliza el método
iterativo, β0 toma un valor de 0.63, también significativo al nivel del 1%.
Según Coppock y Poitras (2000), los modelos de precios de activos, como el
de Lucas (1978) y Stulz (1986), predicen generalmente un efecto negativo
de la incertidumbre de la tasa de inflación en el tipo de interés nominal.
19Utilizando 33 observaciones de datos, como las que usa Duck (1993), Coppock y
Poitras (2000) obtienen resultados similares. Reemplazando la variable V Pi por el loga-
ritmo de V Pi, para disminuir el efecto marginal de la incertidumbre de la inflación en el
tipo de interés real, los resultados tampoco cambian sustancialmente. Omitiendo comple-
tamente la variable V Pi y utilizando una estimación Bounded-Influence de la regresión
simple del tipo de interés nominal y la tasa de inflación, también proporciona una infe-
rencia similar. En este caso, el procedimiento en dos pasos estima un efecto marginal de
la incertidumbre de la inflación en el tipo de interés real de 0.63, mientras que el iterativo
obtiene un efecto de 0.59.
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Este efecto procede de la desigualdad de Jensen (Coppock y Poitras, p.182
y 183): ”El rendimiento real esperado del valor nominal de un bono incre-
menta a medida que la inflación se vuelve más variable, debido a que el
valor real de vencimiento del bono es una función convexa del nivel de pre-
cios”. Por tanto, para mantener el rendimiento real de equilibrio, el tipo
de interés nominal debe disminuir. De modo menos formal, Friedman y
Schwartz (1982) argumentan que la variabilidad de la inflación puede per-
judicar el rendimiento de un bono u obligación, al deteriorar la eficiencia
del mercado de capitales y al disminuir el promedio de productividad real20.
Los estudios analizados anteriormente se centran en un análisis sobre la
relación entre el tipo de interés nominal y la tasa de inflación en el largo
plazo. Sin embargo, también se han desarrollado estudios que tratan de
hallar una relación entre ambas variables en el corto plazo. Estos últimos se
centran en la relación entre la tasa de crecimiento del tipo de interés nominal
y la variación de la tasa de inflación, denominando a esta relación ”efecto
Fisher de corto plazo”. Mishkin (1992) fue el primer autor en aglutinar
en un mismo artículo los denominados ”efecto Fisher de largo plazo” y
”efecto Fisher de corto plazo”. Para analizar la relación de largo plazo
entre el tipo de interés nominal y la tasa de inflación, Mishkin (1992) utiliza
tests de cointegración basados en los residuos. A través de estos contrastes
encuentra soporte empírico a favor del cumplimiento del efecto Fisher de
largo plazo, ya que halla una tendencia estocástica común entre el tipo de
interés nominal y la tasa de crecimiento de los precios de Estados Unidos
20Ver el modelo de oferta de trabajo de Snow y Warren (1986).
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para el periodo de la postguerra, enero 1953-diciembre1990, y para los
subperiodos siguientes: enero 1953-octubre 1979, noviembre 1979-octubre
1982 y noviembre 1982-diciembre 1990. Así, Mishkin (1992) obtiene que si
πmt es la tasa de inflación en el periodo m, entonces a partir de la ecuación
(2.2) se llega a la siguiente relación entre el tipo de interés real ex-post
(rmt = imt − πmt ) y el tipo de interés ex-ante (r
e,m
t ) :
rmt = r
e,m
t + (π
e,m
t − πmt ) = r
e,m
t + εt.
Bajo el supuesto de expectativas racionales, que se basa en que los
agentes utilizan toda la información de forma eficiente a la hora de prede-
cir la inflación, el error de predicción de la tasa de inflación (εt = π
e,m
t −πmt )
es una diferencia de martingalas y, por tanto, es estacionario o integrado
de orden cero, I(0). Bajo esta hipótesis, el tipo de interés real ex-post y
ex-ante difieren por un componente estacionario y, por consiguiente, tienen
las mismas propiedades en el largo plazo. Así, Mishkin (1992) argumenta
que el tipo de interés real ex-post solo puede ser I(1) si re,mt es I(1). Por
tanto, un contraste de raíz unitaria aplicado a rmt , frente a la H1 de es-
tacionariedad, se puede interpretar como un test de raíz unitaria aplicado
a la serie re,mt , frente a la alternativa de tipo de interés real ex-ante esta-
cionario. Asimismo, la existencia de una relación de cointegración entre imt
y πmt es la hipótesis alternativa en un contraste de raíz unitaria aplicado
al tipo de interés real ex-post. El efecto Fisher de largo plazo implica no
rechazar la hipótesis de que el tipo de interés real ex-ante es estacionario,
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es decir, bajo expectativas racionales y errores de predicción estacionarios
para la inflación, se cumple el efecto Fisher si el tipo de interés real ex-post
también es estacionario.
En lo referente al estudio de Mishkin (1992) relativo al efecto Fisher
de corto plazo, y teniendo en cuenta expectativas racionales, este autor
también deriva una ecuación alternativa para contrastar dicho efecto:
∆πmt = αm + βm∆i
m
t + η
m
t ,
donde
ηmt = u
m
t + ε
m
t − εmt−1,
de manera que un coeficiente βm positivo proporciona evidencia de que un
cambio en el tipo de interés nominal está asociado a un cambio inmediato
en la tasa de inflación esperada. Sin embargo, su estudio empírico no
encuentra soporte al efecto Fisher de corto plazo, argumentando que la no
existencia del mismo no excluye la posibilidad de que pueda darse un efecto
Fisher de largo plazo.
Lee, Clark y Ahn (1998), más recientemente, también estudian el efecto
Fisher de largo y corto plazo. Para contrastar el efecto Fisher de largo
plazo también utilizan técnicas de cointegración y se basan en los mismos
datos que Mishkin (1992). Así, teniendo en cuenta la identidad de Fisher,
de manera que el tipo de interés nominal en el periodo m es igual al tipo de
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interés real esperado en el mismo periodo, más la expectativa de inflación
a lo largo de m periodos, Lee et al. (1998) obtienen la siguiente expresión:
imt = Etr
m
t +Etπ
m
t , (2.23)
Suponiendo expectativas racionales: πmt = Etπmt + εmt , donde εmt es el
error de predicción de la inflación, se puede expresar la ecuación (2.23) de
la siguiente manera:
imt = Etr
m
t + π
m
t − εmt . (2.24)
Si imt y πmt son procesos I(1) y cointegran, entonces se cumple el efecto
Fisher. La expresión (2.24) se puede representar de tal manera que se
muestre en el lado izquierdo de la ecuación dicho efecto21:
imt − πmt = Etrmt − εmt .
Según estos autores, bajo expectativas racionales, el valor esperado de
εmt es cero, además εmt debe ser estacionario22. Así, si el tipo de interés real
ex-ante, Etrmt , también es estacionario, entonces imt − πmt es estacionario
21Sheehan (1996) considera la identidad de la ecuación de Fisher ”ampliada”, mediante
la especificación de un modelo macroeconómico con un número mayor de variables y
obtiene a partir de él la forma reducida de la ecuación del tipo de interés.
22Aunque el valor esperado del término de perturbación aleatoria se puede desviar de
cero en el corto plazo, en el largo plazo debe converger a cero.
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y (1,−1) será el vector de cointegración de Y = [imt , πmt ]0. En este caso
especial, el tipo de interés nominal se mueve uno a uno con la tasa de
inflación (Mishkin, 1992, y Owen, 1993), es decir, se produce un efecto
Fisher completo. Sin embargo, las series imt y πmt podrían estar cointegradas
con un vector de cointegración (1,−β) (Owen, 1993). En este caso, el tipo
de interés nominal y la tasa de inflación tendrían una tendencia estocástica
común y si β 6= 1 existiría un efecto Fisher parcial. Si no se encuentra
ninguna combinación lineal entre imt y πmt que sea estacionaria, cuando
ambas variables son procesos I(1), implicaría ausencia de efecto Fisher en
el largo plazo.
Lee et al. (1998), utilizando el test de razón de verosimilitud de Yap
y Reinsel (1995) y el test KPSS sugerido por Kwiatkowski et al. (1992),
muestran que el tipo de interés nominal y la tasa de inflación de Estados
Unidos presentan una raíz unitaria23. Partiendo de estos resultados, Lee et
al. (1998) analizan si existe una relación estacionaria entre ambas series o,
lo que es lo mismo, si existe un vector de cointegración entre ellas mediante
el test de máxima-verosimilitud de Ahn y Reinsel (1990, 1992). Para ello,
consideran un vector autorregresivo, a partir del vector constituido por el
tipo de interés nominal y la tasa de inflación Yt = [imt , πmt ]0:
Γ(L)Yt = θ +
Ã
In −
pP
j=1
ΓjLj
!
Yt + εt, (2.25)
23Estos resultados son bastantes similares a los de Mishkin (1992), que utiliza técnicas
alternativas.
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donde n = 2, L es un operador de retardos y εt es una secuencia de vectores
aleatorios de dimensión n distribuidos independientemente con E(εt) = 0
y cov(εt) = Ωε. Si Yt está cointegrado con un rango de cointegración k =
1, denotado CI(1,1), entonces el rango de {Γ(1)} = k = 1 y el número
de raíces unitarias que satisfacen que el determinante de {Γ(L)} = 0 es
d = n − k = 2 − 1 = 1, por lo que el modelo (2.25) tiene la siguiente
representación de corrección de error, según Engle y Granger (1987):
∆Yt = θ +ΨYt−1 +
p−1P
i=1
Γ∗i∆Yt−i + εt, (2.26)
donde ∆Yt = Yt−Yt−1; Ψ = αβ0 tiene un rango reducido k; α es una matriz
de parámetros de los términos de corrección de error no nula de dimensión
n x k; β0 es un vector normalizado de dimensión k x n, tal que β0Yt−1 es
estacionario y la matriz αβ0 contiene la información de largo plazo de los
datos. Adicionalmente, Γ∗i = −
pP
j=i+1
Γj , con parámetros Γj autorregresivos
dados en la ecuación (2.25). Si se produce el efecto Fisher existe un vector
de cointegración y la matriz Ψ tiene rango k = 1. Cuando se produce
este resultado, se puede contrastar el efecto Fisher completo comparando
el vector de cointegración estimado (1,−β) con el hipotético (1,-1).
El resultado que obtienen es el rechazo de la H0 de no cointegración
cuando se utiliza todo el periodo muestral y, por consiguiente, no se rechaza
la existencia de efecto Fisher de largo plazo completo, es decir, el tipo de
interés nominal se mueve con la tasa de inflación a través de una relación
de tipo uno a uno. Por el contrario, los resultados difieren si se consideran
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diferentes subperiodos muestrales. La subdivisión muestral que tienen en
cuenta se basa en la variación que se produce en la relación entre el tipo de
interés nominal y la tasa de inflación como consecuencia de los cambios de
regímenes que experimenta la Reserva Federal en octubre de 1979 y octubre
de 1982 (Huizinga y Mishkin, 1986). Así, por ejemplo, en la submuestra
anterior a noviembre de 197924, obtiene un efecto Fisher de largo plazo
parcial, coincidiendo este resultado con el de Mishkin (1992). Sin embargo,
no encuentran que se produzca dicho efecto en los periodos relativamente
más cortos: noviembre de 1979-octubre de 1982 y noviembre 1982-diciembre
de 1990, a diferencia de Mishkin (1992) que sí encuentra evidencia empírica
a favor del efecto Fisher en estos periodos.
Adicionalmente, Lee et al. (1998) también encuentran apoyo al efecto
Fisher de corto plazo. Utilizando el test de causalidad de Granger, que
le permite conocer de manera simultánea la relación de cointegración y el
valor estimado de los parámetros que aparecen en el modelo de corrección
de error (MCE), representado en la ecuación (2.26), y a través del estadís-
tico de razón de verosimilitud, obtienen evidencia del efecto Fisher de corto
plazo en el subperiodo anterior a noviembre de 1979 (este resultado difiere
del de Mishkin, 1992), pero no en el resto de periodos y tampoco si tiene en
cuenta toda la muestra. Según Lee et al. (1998), algunas de las diferencias
entre sus resultados y los de Mishkin (1992) se deben a que utilizan técnicas
24Los datos se disponen desde enero de 1953, si el periodo de maduración de las Letras
del Tesoro va de 1 a 3 meses; desde enero de 1959, si el periodo de maduración es de 6
meses, y desde enero de 1964, si el periodo de maduración va de 9 a 12 meses.
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más eficientes y con mayor potencia para identificar el efecto Fisher de cor-
to plazo. Ante estos resultados, cabe señalar que, tal y como argumentan
Vahid y Engle (1993), el hecho de que la tasa de inflación y el tipo de in-
terés, considerados en niveles, muestren una evolución muy parecida, lo que
implicaría un efecto Fisher de largo plazo, no tendría porqué significar que
tenga que encontrarse una evolución parecida entre las primeras diferencias
de estas series, es decir, no tendría porqué producirse un efecto Fisher de
corto plazo.
Por otra parte, Koustas y Serletis (1999) estudian el cumplimiento
del efecto Fisher, utilizando datos trimestrales del periodo de la postgue-
rra, para Bélgica, Canadá, Dinamarca, Francia, Alemania, Grecia, Irlan-
da, Japón, Holanda, Reino Unido y Estados Unidos. Para ello, utilizan
una metodología autorregresiva bivariante, propuesta por King y Watson
(1997), prestando especial atención a las propiedades de integración y coin-
tegración de las variables, ya que, para estos autores, el efecto Fisher de-
pende de estas propiedades, y también analizan, entre otros aspectos, el
efecto dinámico que produce un shock de inflación en el tipo de interés
nominal. Sus resultados, aunque no exentos de diferentes interpretaciones,
son similares a los de King y Watson (1997) para Estados Unidos, pero dife-
rentes a las conclusiones obtenidas por Mishkin (1984), quien encuentra un
fuerte efecto Fisher completo para Canadá, Reino Unido y Estados Unidos
(y débil para Francia, Alemania y Holanda). Así, sus resultados apoyan
una gran parte de la literatura orientada al análisis del efecto Fisher que
considera que la inflación completamente anticipada tiene un efecto menor
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que la unidad en el tipo de interés nominal y, por consiguiente, el tipo de
interés real se reduce incluso en el largo plazo.
Rico (2001), también analiza el efecto Fisher a largo plazo y a corto
plazo con datos de la economía española para el periodo junio 1982-junio
1998. En particular, utiliza el índice de precios al consumo (IPC) y el Mibor
a tres meses y a un año, obtenidos del boletín estadístico del Banco de
España. Los resultados que obtiene, tras estimar un modelo de corrección
de error (MCE) a través del test de máxima verosimilitud de Johansen
(1988, 1991) y Johansen y Juselius (1990, 1992) y siguiendo el enfoque de
Crowder y Hoﬀman (1996), es que se cumple el efecto Fisher ampliado (por
las primas de inflación) y corregido (por impuestos) en el largo plazo25, por
lo que concluye que se cumple el denominado ”efecto Darby”26. Por el
contrario, no encuentra evidencia de efecto Fisher a corto plazo.
Ante la dificultad que supone la aparente no estacionariedad del tipo de
interés real, la mayoría de estudios empíricos se centran, únicamente, en el
análisis del efecto Fisher de corto plazo. Sin embargo, es necesario remarcar
que el verdadero efecto Fisher, postulado por este autor en su artículo de
1930, se basa en el ajuste del tipo de interés nominal a la tasa de inflación
esperada en el largo plazo. Por tanto, no es sorprendente que muchos de los
estudios centrados en el corto plazo no detecten un efecto Fisher completo.
25El rendimiento nominal de los bonos está sujeto a una tasa impositiva marginal.
26El efecto Darby (Darby, 1975) consiste en que el tipo de interés nominal es más sensi-
ble a la tasa de inflación que lo que supone el efecto Fisher completo, como consecuencia
de la presencia de impuestos.
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Los primeros estudios relativos únicamente al efecto Fisher de corto plazo
surgen a raíz del de Fama (1975), quien encuentra que cambios en el tipo
de interés nominal ayudan a predecir variaciones en la tasa de inflación.
Para Fama (1975), si se tiene en cuenta un modelo con datos en niveles, tal
y como se describe en la siguiente ecuación:
πmt = α
m + βmimt + ε
m
t ,
y las series implicadas en la relación anterior no son estacionarias, po-
dríamos encontrar una relación entre ellas que fuera espuria. Otros autores,
como Nelson y Schwert (1977) y Schwert (1979) proporcionan soporte em-
pírico al efecto Fisher de corto plazo utilizando un enfoque alternativo al
de Fama (1975). Estos autores se basan en los contrastes de causalidad de
Granger, ya que se utilizan generalmente para predecir en el corto plazo.
Coppock y Poitras (2000) critican los contrastes orientados al análisis
del efecto Fisher en el corto plazo, ya que consideran que la mayoría de
los modelos macroeconómicos centrados en el estudio de esta relación en
el corto plazo determinan la tasa de inflación y el tipo de interés nominal
de manera endógena, por lo que la correlación observada en el corto plazo
entre estas series depende de la trayectoria de las variables exógenas, que
son las que fuerzan el sistema. Por ejemplo, shocks temporales de produc-
tividad podrían inducir una correlación positiva entre la tasa de inflación y
el tipo de interés nominal, mientras que shocks de liquidez podrían causar
una correlación negativa. Por tanto, según Coppock y Poitras (2000), la
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Teoría Económica puede conseguir predecir correctamente la respuesta del
tipo de interés nominal a los cambios en la tasa de inflación únicamente en
el largo plazo, ya que en este periodo de tiempo la tasa de inflación se puede
considerar exógena con respecto al tipo de interés. Además, argumentan
que la mayoría de estudios de series temporales convencionales, que con-
trastan únicamente la correlación entre estas dos series en el corto plazo,
tampoco encuentran apoyo a la hipótesis de Fisher27. Coppock y Poitras
(2000) adicionalmente argumentan que los modelos empíricos de corto pla-
zo encuentran dificultades para medir la inflación esperada. Numerosos
estudios utilizan la inflación efectiva como proxy de la inflación espera-
da, pero Honohan (1985) y Graham (1988) demuestran que este enfoque
puede generar errores substanciales de sesgo en las variables. Además,
Coppock y Poitras (2000) añaden que en el largo plazo la ”Ley de los
grandes números”28 hace que, si se tienen en cuenta promedios en el largo
plazo, se cancelen los errores de corto plazo, por lo que utilizan un método
basado en estos promedios, explicado anteriormente.
27A pesar de estas consideraciones, los investigadores continúan llevando a cabo con-
trastes del efecto Fisher únicamente en el corto plazo. Por ejemplo, el estudio de Kandel
et al. (1996). Para una discusión más clara ver Summers (1983).
28El argumento de la Ley de los grandes números es el siguiente: si εt represen-
ta el error esperado en el corto plazo, tal que πt = Eπt + εt. De acuerdo con las
expectativas racionales, si εt es un proceso i.i.d. con media cero y varianza σ2ε, en-
tonces, var(T−1
?
t πt − T
−1?
tEπt) = var(T
−1?
t εt) = σ
2
ε/T. Por tanto, T−1
?
t πt,
el promedio de la tasa de inflación en el corto plazo, converge en media cuadrática a
T−1
?
tEπt, el promedio de expectativa de inflación en el corto plazo.
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Hasta ahora hemos resumido algunos de los principales estudios rela-
tivos al efecto Fisher, basados en diferentes metodologías, pero sin tener en
cuenta la posible existencia de cambios estructurales en el tipo de interés
nominal y en la tasa de inflación. La no consideración de estas rupturas
puede desvirtuar las propiedades de estas series temporales, por lo que tam-
bién surgen estudios que tienen en cuenta los cambios que experimenta la
media o la tendencia determinista de las mismas, ocasionados por eventos
exógenos que inciden en ellas. Los estudios que llevan a cabo el análisis
del efecto Fisher como una relación de cointegración, parten del supuesto
de que la tasa de inflación y el tipo de interés nominal son procesos no
estacionarios. Sin embargo, los contrastes de raíces unitarias, tal y como
demuestra Perron (1989) y como argumentamos en el Capítulo 1, tienen
una potencia muy baja ante cambios estructurales en las series, de ma-
nera que estos tests confunden rupturas estructurales en la media o en la
tendencia determinista de las series como perturbaciones estocásticas per-
manentes. Por tanto, la aparente relación de largo plazo, detectada en
la gran mayoría de trabajos que se basan en contrastes de cointegración,
puede ser producto de un shock determinista común que afecta a ambas
series, siendo estacionarias alrededor de una tendencia segmentada.
Teniendo en cuenta que tanto el tipo de interés nominal como la tasa de
inflación pueden presentar rupturas en la media o en la tendencia determi-
nista, Malliaropulos (2000) propone el contraste del efecto Fisher suponien-
do que el tipo de interés nominal a tres meses de las Letras de Tesoro y
la tasa de inflación de Estados Unidos, desde el primer trimestre de 1960
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al tercero de 1995, son series estacionarias alrededor de una tendencia con
una ruptura estructural tanto en la media no condicional como en la pen-
diente, que se produce a principios de los años ochenta. Este planteamiento
contrasta con el de García y Perron (1996), que identifica dos rupturas es-
tructurales en la media de la inflación y en el tipo de interés real29, y con
el de Evans y Lewis (1995), que muestra evidencia de estacionariedad en el
tipo de interés real con una ruptura estructural en la media, pero no en-
cuentra evidencia de estacionariedad para la tasa de inflación y el tipo de
interés nominal. Malliaropulos (2000) contrasta la H0 de no estacionarie-
dad, frente a la hipótesis de estacionariedad con cambios estructurales tanto
en la media como en la pendiente de las series. Por tanto, se puede consi-
derar que el contraste de Malliaropulos (2000) incluye el de Evans y Lewis
(1995) como un caso especial bajo la H1. Además, utiliza el test secuen-
cial de Zivot y Andrews (1992) para identificar la ruptura estructural de
manera endógena, es decir, teniendo en cuenta la información que propor-
cionan los datos. Por otra parte, con el fin de analizar la relación dinámica
entre la tasa de inflación y el tipo de interés nominal, Malliaropulos (2000)
emplea un modelo VAR. Así, utilizando las funciones impulso-respuesta de
un VAR30, deriva las correlaciones entre el tipo de interés nominal y la
tasa de inflación para diferentes horizontes temporales y considera el efec-
29García y Perron (1996), mediante procedimientos de cambios de régimen, encuentran
soporte empírico a la idea de que el tipo de interés real ex-ante es constante en el periodo
1961-1986, aunque sujeto a ocasionales cambios en la media.
30Algunos ejemplos sobre el tratamiento del efecto Fisher utilizando modelos VAR
pueden verse en Sargent (1973), Dwyer (1981), Saracoglu (1984), Canto et al. (1987),
Atkins (1989) y Thoma (1992), entre otros.
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to Fisher como una relación dinámica. Sus resultados confirman que se
produce el efecto Fisher en el medio y largo plazo. Además, obtiene que
la velocidad de ajuste del tipo de interés nominal a los shocks de inflación
es considerablemente más alta que lo que sugieren estudios previos. Así
por ejemplo, Crowder y Hoﬀman (1996) muestran que el tipo de interés
nominal tarda en ajustarse completamente a la tasa de inflación durante
un periodo de seis a ocho años. Por el contrario, el estudio de Malliaropulos
(2000) obtiene un ajuste más rápido, en particular, cinco o seis trimestres
y, consecuentemente, una persistencia menor de los shocks de inflación en
el tipo de interés real. La diferencia entre estos dos estudios radica en que
Malliaropulos (2000) estima un modelo VAR con variables estacionarias, a
las que extrae la tendencia determinista, mientras que Crowder y Hoﬀman
(1996) estiman un VAR en primeras diferencias que contiene, por definición,
una proporción más elevada de shocks permanentes.
Phillips (1998) introduce procedimientos estadísticos diferentes para
describir y analizar la no estacionariedad de los datos y aplica estas técnicas
al estudio de la ecuación de Fisher. Bajo fuertes condiciones que aseguran el
cumplimiento de alguna forma del Teorema del Límite funcional, construye
densidades espaciales asintóticamente válidas y medidas de funciones de
riesgo para las series, teniendo en cuenta que ambas adoptan la forma de
procesos aleatorios, en lugar de funciones no aleatorias, como es el caso
de las series temporales estacionarias. Phillips (1998) aplica estas técnicas
al tipo de interés real de Estados Unidos que comprende el periodo 1934-
1997. Los resultados que obtiene cuando utiliza el subperiodo muestral
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que abarca de 1961 a 1985, corroboran la conclusión extraída por García y
Perron (1996) de fluctuaciones alrededor de niveles constantes que cambian
a lo largo de diferentes regímenes. Sin embargo, según Phillips (1998), el
enfoque de cambio de régimen para el periodo más largo (1934 a 1997)
requiere muchos puntos de ruptura, por lo que tiene una apariencia bas-
tante artificial. Por tanto, este autor utiliza un procedimiento alternativo
para determinar las propiedades que presenta el tipo de interés real, basa-
do en un modelo semiparamétrico que considera la posibilidad de aplicar
la metodología de la integración fraccional al tipo de interés real. Por tan-
to, analiza si el tipo de interés real (r) se puede representar mediante un
proceso autorregresivo e integrado fraccionalmente con un orden p, d, q, lo
que es denotado como modelo ARFIMA (p, d, q):
φ(L)(1− L)d(rt − μ) = θ(L)at,
donde μ es la media poblacional, L es el operador de retardos estándar,
φ(L) es un polinomino de grado p, d es el parámetro de diferenciación,
que puede ser un número no entero, θ(L) es un polinomio de grado q,
las raíces de los polinomios φ(L) y θ(L) están fuera del círculo unitario,
φ(L) y θ(L) no tienen raíces comunes y la secuencia de innovación at es
ruido blanco con media cero y varianza σ2a. El operador de diferencias
(1−L)d se puede expresar mediante la siguiente representación binominal:
(1 − L)d =
∞P
j=0
ψjLj , donde ψj = Γ(j − d)/Γ(j + 1)Γ(−d), y Γ(·) es la
función gamma. Así, si el tipo de interés real fuera un proceso ruido blanco
fraccional se definiría como:
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(1− L)drt = at,
que es el caso más simple de modelo ARFIMA31. Utilizando el parámetro de
integración fraccional d en su modelo, se pueden considerar los casos de raíz
unitaria y de estacionariedad del tipo de interés real como casos especiales
dentro de un amplio rango de diferentes grados de integración que puede
presentar esta serie cuando se caracteriza su comportamiento de largo pla-
zo. Phillips (1998) lleva a cabo estimaciones empíricas del parámetro de
diferenciación fraccional para el tipo de interés real ex-post en el periodo
1934-1997 y dos subperiodos más cortos. Sus resultados confirman tanto
la no estacionariedad del tipo de interés real en todos los periodos, dando
soporte empírico a la conclusión alcanzada por algunos autores como Rose
(1988) y Walsh (1987), como el rechazo de de existencia de una raíz unitaria
en el tipo de interés real, obtenido por Mishkin (1992). Aunque Phillips
(1998) obtiene que se puede rechazar tanto las hipótesis de raíz unitaria,
como la de memoria corta en esta serie, las estimaciones puntuales indican,
generalmente, un comportamiento no estacionario del tipo de interés real,
con una región de confianza del parámetro de diferenciación fraccional com-
prendida entre 0.4 y 0.6. Por consiguiente, según este autor, no se excluye
la posibilidad de que el tipo de interés real sea estacionario con un grado de
dependencia elevado. Así, el modelo de integración fraccional aplicado al
31Este proceso es introducido por primera vez por Granger (1980, 1981), Granger y
Joyeux (1980) y Hosking (1981). Estos autores muestran que una variable Yt es esta-
cionaria cuando d < 0.5 y es invertible si d > −0.5 (ver Baillie,1996, para más detalles).
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tipo de interés real parece que logra transformalo en estacionario cuando se
consideran los subperiodos muestrales: 1934-1997, 1961-1985 y 1961-1997,
obteniendo, en todos ellos, un parámetro de integración fraccional muy
similar. Por tanto, Phillips (1998) concluye que su modelo de integración
fraccional es parsimonioso y se puede aplicar de forma más general que un
modelo con muchos cambios de régimen.
Recientemente, Tsay (2000) reexamina las propiedades temporales del
tipo de interés real ex-post de Estados Unidos, utilizando el mismo con-
junto de datos que Mishkin (1990), que contiene datos mensuales y trimes-
trales de la tasa de inflación y el tipo de interés nominal de las Letras
del Tesoro de Estados Unidos para el periodo: enero de 1953-diciembre de
1990. Mishkin (1990) divide todo el periodo muestral en tres subperio-
dos: enero de 1953-octubre de 1979, noviembre de 1979-octubre de 1982 y
noviembre de 1982-diciembre de 1990, ya que Clarida y Friedman (1984),
Huizinga y Mishkin (1986) y Roley (1986) sugieren que la relación entre
el tipo de interés nominal y la tasa de inflación varía con los cambios mo-
netarios acaecidos en octubre de 1979 y octubre de 1982. Para tener en
cuenta el impacto de estos cambios estructurales en el tipo de interés real
ex-post, Tsay (2000) compara los resultados obtenidos para cada uno de los
tres subperiodos. Siguiendo la metodología de Baillie y Bollerslev (1994) y
Baillie et al. (1996), Tsay (2000) utiliza el tests de Phillips y Perron (1988)
para analizar si el tipo de interés real ex-post es un proceso I(1). Además,
utiliza el test KPSS de Kwiatkowski et al. (1992) para contrastar si el tipo
de interés real ex-post es realmente un proceso I(0), frente a alternativas de
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memoria larga, incluyendo I(1) como un caso especial (ver Lee y Schmidt,
1996). El resultado que se obtiene a través de estos tests es que el tipo
de interés real ex-post no es ni un proceso genuino I(1) ni un proceso I(0)
genuino, por lo que Tsay (2000) considera que puede tratarse de un pro-
ceso I(d), es decir, un proceso integrado de orden d, donde 0 < |d| < 1 o
un modelo ARFIMA (p, d, q). Tsay (2000) utiliza el método de sumas de
cuadrados condicional32 para estimar si el tipo de interés real ex-post se
puede especificar de forma correcta a través de un modelo ARFIMA. Los
resultados de su análisis empírico revelan que el tipo de interés real ex-post
revierte a la media, debido a que todos los parámetros de diferenciación son
menores que la unidad. Además, obtiene que la estimación del parámetro
de diferenciación es mayor cuando se utilizan datos trimestrales, en lugar
de mensuales, en todos los subperiodos considerados. Así, por ejemplo, la
estimación de este parámetro es 0.27, no siendo significativamente diferente
de cero cuando se utilizan datos mensuales desde noviembre de 1979 a oc-
tubre de 1982, y, al mismo tiempo, se rechaza la H0 de una raíz unitaria;
mientras que la estimación del parámetro de diferenciación es 0.73 cuando
se utilizan datos trimestrales para el mismo periodo muestral y no se re-
chaza la H0 de raíz unitaria. Por consiguiente, Tsay (2000) argumenta que
efectivamente el tipo de interés real ex-post se puede representar como un
modelo ARFIMA con memoria larga.
32Una descripción de las propiedades del contraste sumas de cuadrados condicional y
su representación en muestras finitas se muestra en Chung y Baillie (1993).
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2.3 Puzle de precios
En el contexto de los modelos VAR se puede observar para algunos países
otra relación entre el tipo de interés nominal y la tasa de inflación, que
resulta de elevado interés, a la que se denomina ”puzle de precios”. El
puzle de precios es el fenómeno por el que un shock que perturba al tipo
de interés nominal tiene un efecto positivo en la tasa de inflación.
Sims (1992), a través de un sistema VAR y utilizando datos mensuales
del tipo de interés a corto plazo, un agregado monetario, un índice de pre-
cios de consumo, un índice de producción industrial, un índice de tipo de
cambio de la moneda doméstica y un índice de precios al por mayor, para
Francia, Alemania, Japón, Reino Unido y Estados Unidos, en el periodo
que va desde enero de 1957 y enero de 1964 hasta finales de 1990 o 199133,
muestra que los precios responden inicialmente, en todos estos países, de
forma positiva a shocks en el tipo de interés, aunque este efecto es más
fuerte en Francia y Japón. Sin embargo, en los restantes países esta res-
puesta no sólo es más débil sino que, incluso, se vuelve negativa con el paso
del tiempo. Sims (1992), en sus esquemas de identificación, confía en el pos-
tulado de que las perturbaciones en una variable, como el tipo de interés
nominal a corto plazo, representan alteraciones en la política monetaria,
por lo que trata de caracterizar las consecuencias de las perturbaciones de
dicha política. La respuesta positiva de los precios a un shock en el tipo de
33En Alemania, el periodo muestral acaba a finales de 1989 para evitar los efectos
distorsionadores del proceso de unificación.
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interés, junto a una pérdida del valor de la moneda doméstica en relación a
las extranjeras, genera dificultades para interpretar esos shocks como varia-
ciones en la política monetaria. Por ello, Sims (1992) justifica sus resultados
suponiendo que las autoridades monetarias tienen mejor información acerca
de las presiones inflacionistas que la que se puede obtener a partir de las
variables incluidas en sus modelos. Este autor supone que las autoridades
monetarias conocen cuándo se va a producir una presión inflacionista y
contraen su oferta monetaria para enfriar los efectos que producirán tales
presiones. De esta manera, según Sims (1992), los precios pueden aumentar
después de la contracción monetaria, aunque en menor medida que si no
se hubiese llevado a cabo dicha contracción y, por consiguiente, el output
total de la economía debe disminuir debido a los efectos de la contracción
de la demanda nominal en el output real.
Sims (1992) considera que los resultados de su análisis no contradicen
la teoría del Ciclo Económico Real, ni las teorías de los monetaristas que
utilizan el modelo IS-LM. Así, según este autor, los teóricos de la teoría del
Ciclo Económico Real considerarían que las mismas perturbaciones previs-
tas que generan la presión inflacionista son también causantes de la caída
en el nivel de producción total. El aumento en el tipo de interés precede
a la caída en el output sólo debido a que las autoridades monetarias tien-
den a aumentar el tipo de interés cuando anticipan con precisión shocks
de oferta negativos, pero no es la política monetaria el factor causante de
la subsiguiente disminución en el nivel de producción de la economía sino
la contracción de la oferta. Según Sims (1992), la interpretación de los
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teóricos monetaristas que se basan en el modelo IS-LM, debería sostener
que las presiones inflacionistas generan un nivel de producción menor en la
economía debido a la reacción generada contra ellas por parte de las au-
toridades monetarias. De esta manera, Sims (1992) justifica sus resultados
relativos al puzle de precios.
Eichenbaum (1992) critica el estudio de Sims (1992) al demostrar que
su resultado no es robusto a otras medidas plausibles de las perturbaciones
de la política monetaria, distintas al tipo de interés nominal a corto pla-
zo. Según Eichenbaum (1992), el puzle de precios que obtiene Sims (1992)
supone un desafío a los economistas keynesianos, monetaristas y teóricos del
Ciclo Económico Real. Además, señala que incluso Sims (1992) construye
su explicación relativa al puzle de precios considerando implícitamente que
la autoridad monetaria tiene información sobre las presiones inflacionistas
futuras, no captada en la historia de las variables incluidas en el modelo
VAR. Teniendo en cuenta esta idea, los políticos podrían aumentar el tipo
de interés en un esfuerzo por atajar la inflación prevista. Bajo estas cir-
cunstancias, los económetras encontrarían que las innovaciones en el tipo de
interés están seguidas de aumentos en el nivel de precios y de reducciones en
el nivel de producción agregado. Lo que no pueden analizar los económetras
es el nivel de precios que se obtendría si los políticos no actuaran de forma
contractiva. Eichenbaum (1992) argumenta que las perturbaciones en el
tipo de interés son una medida contaminada de las perturbaciones de la
política monetaria. Además, según este autor, no se puede conococer cómo
se vería afectada la inferencia si se pudiera corregir el hecho de que alguna
187
Capítulo 2. Cotendencias no Lineales: Efecto Fisher
fracción no conocida de las perturbaciones en el tipo de interés represen-
ta la respuesta endógena de los políticos a shocks que no tienen nada que
ver con la política monetaria, por ejemplo aquellos responsables de generar
presiones inflacionistas en un primer término. Eichenbaum (1992) consi-
dera que si se atribuyen de forma espuria los shocks exógenos en política
monetaria a las innovaciones en el tipo de interés, los analistas estarían
sobrevalorando la importancia de las perturbaciones políticas en las fluc-
tuaciones del output. Este autor reconoce que las perturbaciones en el tipo
de interés de corto plazo explican un elevado porcentaje de la varianza
del output (al menos para el periodo de la postguerra en Estados Unidos).
Sin embargo, no se sabe qué porcentaje de estas innovaciones representa
perturbaciones exógenas de política. Eichenbaum (1992) obtiene que si
se utilizan las innovaciones en las reservas disponibles de los bancos, para
medir las perturbaciones de la política monetaria, no emerge el puzle de
precios, aunque sí que se produciría un aumento pequeño de los precios ante
innovaciones en estas reservas si se supone que la Reserva Federal responde
contemporáneamente ajustándolas a la información de precios y al nivel de
producción.
Christiano, Eichenbaum y Evans (1994), también se oponen al puzle de
precios obtenido por Sims (1992). Estos autores consideran que utilizando
los shocks ortogonalizados del tipo de interés de los fondos federales o shocks
ortogonalizados de las reservas disponibles de los bancos, como medidas de
shocks de política monetaria exógenos, se obtiene que shocks contractivos
de política monetaria están asociados a reducciones en los precios de pro-
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ducción de los bienes. El resultado que se observa es que el deflactor del PIB
no responde durante un año al shock de política monetaria, disminuyendo
posteriormente. Christiano, Eichenbaum y Evans (1994) argumentan que,
teniendo en cuenta el trabajo de Sims y Zhou (1993), se evita el puzle de
precios si se supone que la autoridad monetaria responde a los precios de
producción de los bienes, así como a otras variables, ajustando su política
monetaria. Por tanto, según estos autores si el puzle de precios, tal y como
Sims (1992) argumenta, es consecuencia de que la Reserva Federal tiene
algún indicador de inflación en su función de reacción, que se omite en el
modelo VAR que recoge los shocks de política, entonces, si se incluyera
en el VAR un indicador de los precios como son los precios de produc-
ción no se obtendría el resultado anómalo del puzle de precios. Christiano,
Eichenbaum y Evans (1994) muestran que la solución que plantean al puzle
de precios es robusta al uso de diferentes índices de precios de producción
de bienes. Christiano, Eichenbaum y Evans (1994) utilizan como primer
instrumento de política monetaria el logaritmo en niveles de las reservas
disponibles de los bancos, en lugar de utilizar otros agregados más am-
plios. Ello es consecuencia de los argumentos de Christiano y Eichenbaum
(1992) de que las perturbaciones en las reservas disponibles de los bancos
reflejan principalmente shocks exógenos de política monetaria, mientras
que innovaciones de los agregados monetarios reflejan fundamentalmente
shocks de demanda de dinero. Asimismo, estos autores utilizan también el
tipo de interés a corto plazo de los fondos federales, como otra medida de
instrumento de política monetaria, debido a los argumentos de McCallum
(1983), Bernanke y Blinder (1992) y Sims (1986, 1992). Así, por ejemplo,
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Bernanke y Blinder (1992) muestran que el tipo de interés de los fondos
federales aporta suficiente información acerca de los futuros movimientos de
las variables macroeconómicas. Utilizando datos desde julio de 1959 hasta
septiembre de 1979, muestran a través de modelos VAR, en los que se im-
pone recursividad a través de la descomposición de Choleski, que cambios
en la tasa de los fondos federales están relacionados sistemáticamente con
cambios no previstos en la tasa de inflación y en el desempleo. Específica-
mente, el tipo de interés de los fondos federales aumentaría en respuesta a
incrementos inesperados en la tasa de inflación y se reduciría en respuesta
a crecimientos inesperados en el desempleo. Por tanto, sus resultados son
consistentes con una política monetaria leans against the wind o política
que reacciona de manera contracíclica. La razón que argumentan estos au-
tores para utilizar el tipo de interés de los fondos federales como predictor
de la actividad económica futura, es que este tipo de interés es muy sen-
sible a los shocks de oferta de las reservas disponibles de los bancos, es
decir, el tipo de interés de estos fondos es un buen indicador de las acciones
de la política monetaria, por lo que si la política monetaria afecta a la
economía real, entonces el tipo de interés de los fondos federales sería un
buen predictor de la evolución de las variables macroeconómicas34. Este
argumento es importante ya que desafía al de Sims (1980), Litterman y
Weiss (1985) y otros seguidores del ciclo económico real que confían en que
34Bernanke y Blinder (1992) señalan que el tipo de interés de los fondos federales no
sería un buen indicador de las medidas de las acciones monetarias si la información que
contiene recoge shocks de demanda de reservas, procedentes de cambios en la economía,
en lugar de shocks en la oferta de reservas.
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el poder predictivo que tiene el tipo de interés es debido a factores reales y
no monetarios. Asimismo, la idea de que la cantidad de dinero que hay en
circulación en una economía tiene menor poder predictor del nivel de pro-
ducción, que el tipo de interés, constituye también un desafío importante
al tradicional money leads income, que es el argumento en el que se basa la
efectividad de la política monetaria. Asimismo, Bernanke y Blinder (1992)
consideran adecuada la sugerencia de McCallum (1983) que argumenta que
los resultados de Sims (1980) y Litterman y Weiss (1985), basados en que
el tipo de interés absorbe el poder predictor del dinero, no implica que la
política monetaria sea inefectiva. McCallum (1983) considera que el tipo de
interés debe ser mejor indicador de las acciones políticas que los agregados
monetarios.
Balke y Emery (1994) analizan si las conclusiones extraídas por
Bernanke y Blinder (1992) persisten al utilizar datos del tipo de interés de
los fondos federales desde noviembre de 1982 hasta septiembre de 199235.
Su análisis considera que las condiciones estructurales de la economía es-
tadounidense pueden ser diferentes cuando se considera una muestra que
parte de 1982, en lugar de considerarla con datos anteriores a 1979, como
hacen Bernanke y Blinder (1992), ya que sus datos recogen algunos cam-
bios estructurales en la economía estadounidense, como las innovaciones
financieras que surjen y la desregulación que se produce en los años ochen-
35Balke y Emery (1994) excluyen el periodo octubre 1979-septiembre 1982, pues es el
periodo en el que la Reserva Federal utiliza el tipo de interés para ajustar la política
monetaria.
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ta. Asimismo, argumentan que la elevada tasa de inflación que se produce
en los años setenta puede haber modificado la forma de reacción pública
a la misma, por lo que éste puede ser un motivo adicional para esperar
un cambio en sus resultados, respecto a los de Bernanke y Blinder (1992).
Balke y Emery (1994) obtienen que el tipo de interés de los fondos federales
mantiene su poder predictivo con respecto a la tasa de inflación y a la de
desempleo, por tanto, rechazan la hipótesis de que el tipo de interés de los
fondos federales pueda omitirse del sistema. Sin embargo, no obtienen el
mismo resultado si utilizan agregados más amplios, como M2, el cuál pierde
bastante poder predictivo y no se puede rechazar el que se pueda omitir
esta variable del sistema. Balke y Emery (1994) obtienen que los shocks de
inflación influyen poco en la variabilidad del tipo de interés de corto plazo
en el periodo posterior a 1982, por lo que la respuesta del tipo de interés
de los fondos federales a la inflación no se corresponde a una función de
reacción leans against the wind, es decir, contrariamente a los resultados
de Bernanke y Blinder (1992), en el periodo 1982-1992, no se produciría un
incremento en el tipo de interés de los fondos federales en respuesta a un
shock positivo de inflación. No obstante, la respuesta de la tasa de inflación,
en el periodo posterior a 1982, a un shock positivo en el tipo de interés de
la reserva federal sí es positiva. Cabe señalar que esta respuesta positiva
de la tasa de inflación a un incremento en el tipo de interés de la Reser-
va Federal es menor que la que se obtiene si se utilizan datos anteriores a
1979. Este resultado es consecuencia de que en los años ochenta varía el
comportamiento de la tasa de inflación, que exhibe menos persistencia que
en periodos anteriores. Otra explicación es que la Reserva Federal cambia
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su política leans against the wind por una política forward-looking.
Otros autores, entre los que destacan Cushman y Zha (1997), obtienen
que en pequeñas economías abiertas, un shock de política monetaria con-
tractiva produce una reducción a corto plazo en el nivel de producción total
y una respuesta negativa en el nivel de precios. Cushman y Zha (1997) argu-
mentan que el puzle de precios se obtiene si se lleva a cabo una identificación
inapropiada de la política monetaria para economías pequeñas y abiertas.
Por tanto, estos autores amplían el estudio de Bernanke (1986), Blanchard
y Watson (1986) y Sims (1986), utilizando un modelo VAR estructural,
aplicando éste a una economía pequeña y abierta, en comparación a la es-
tadounidense, como es la de Canadá. Gordon y Leeper (1994) y Sims y Zha
(1995) utilizan la misma metodología general para eliminar las respuestas
puzle de la tasa de inflación a shocks en el tipo de interés, halladas, en
algunas ocasiones, en una economía relativamente cerrada como la esta-
dounidense. Este enfoque especifica una función de política monetaria, en
lugar de utilizar únicamente ecuaciones en forma reducida, haciendo uso,
al mismo tiempo, de la descomposición de Choleski. La ventaja de la uti-
lización de un proceso de identificación estructural es debido a que el uso
frecuente del enfoque de Choleski, según estos autores, puede producir el
puzle de precios en pequeñas economías abiertas. Por tanto, consideran
que el enfoque que proponen es simplemente un caso especial de numerosos
esquemas de identificación y un modelo de identificación exacta. Además,
según estos autores, el enfoque de Choleski recurre a una cadena causal de
Wold o a una ordenación recursiva y, por consiguiente, excluye interaccio-
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nes simultáneas entre las variables. Según estos autores, en una economía
pequeña y abierta, el enfoque de Choleski fracasa en considerar cómo la
política monetaria responde a cambios contemporáneos tanto en variables
interiores como a otras variables exteriores de países que se hallan en su en-
torno comercial. Por tanto, Cushman y Zha (1997) sugieren un esquema de
identificación que tenga en cuenta la simultaneidad, ya que tiene el poten-
cial de generar resultados más creíbles. La ecuación de política económica
que proponen estos autores considera la posibilidad de que dicha política
reaccione contemporáneamente a una variedad de variables domésticas y
extranjeras, cuyos datos es probable que se obtengan de forma inmediata.
La interacción de estas variables con otras que aparecen en la ecuación de
información de Cushman y Zha (1997) tendría en cuenta reacciones mone-
tarias contemporáneas e indirectas.
Kim y Roubini (1995) siguen una estrategia similar al considerar inte-
racciones contemporáneas entre las variables de política monetaria y el tipo
de cambio en países distintos a Estados Unidos y a los que conforman el
grupo del G-7. Según Cushman y Zha (1997), la utilización de esta estrate-
gia puede explicar porqué Kim y Roubini (1995) obtienen resultados que
están menos de acuerdo con el puzle de precios. Sin embargo, estos autores
suponen que los bancos centrales de los países que analizan no responden
contemporáneamente a cambios en el tipo de interés de otros países, como
puede ser el tipo de interés estadounidense.
Otros autores, como Racette y Raynauld (1992), sí que encuentran un
efecto puzle de precios en su estudio aplicado a la economía canadiense al
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tener en cuenta que el banco de Canadá reacciona contemporáneamente a
variables tales como los deflactores del PIB de Canadá y de Estados Unidos
y el PIB de Estados Unidos. Sin embargo, Cushman y Zha (1997) consi-
deran que el resultado que obtienen es consecuencia de que la información
sobre los deflactores no es posible obtenerla en un periodo de tiempo in-
mediato, mientras que por ejemplo el tipo de cambio sí está diariamente
disponible y, sin embargo, no lo tienen en cuenta.
Bierens (2000), a través de modelos VAR no estructurales, obtiene que la
aparente reacción positiva de la tasa de inflación al tipo de interés nominal,
que se observa si se aplica esta metodología a la economía estadounidense,
es consecuencia de la presencia de una tendencia no lineal común a ambas
variables en el periodo que va desde julio de 1954 hasta diciembre de 1994.
Por tanto, si se elimina esta tendencia no lineal a través de polinomios
de Chebishev, desaparece el efecto puzle. Sin embargo, Bierens (2000) no
comprueba si el puzle de precios desaparece realmente por la eliminación
de esta tendencia no lineal o simplemente porque el uso de polinomios
de Chebishev hace que desaparezca este puzle de precios. En la Sección
5.4 del presente Capítulo mostramos que utilizando datos relativos a la
economía alemana y francesa obtenemos que el puzle de precios desaparece
únicamente por la inclusión de polinomios de Chebishev en el modelo VAR.
Por tanto, no podemos aseverar con certeza que esta cotendencia no lineal
sea la causa principal del puzle de precios observado en estos países, por lo
que el puzle de precios continuaría sin ser resuelto.
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2.4 Contraste de cotendencias no lineales
Antes de llevar a cabo la exposición del contraste no paramétrico de co-
tendencias no lineales de Bierens (2000), describimos algunos tipos de ten-
dencias no lineales que se suelen encontrar al analizar determinadas series
temporales macroeconómicas. Sin embargo, cabe señalar que esta descrip-
ción se introduce con un fin únicamente ilustrativo, para clarificar mejor
la metodología seguida por este autor, ya que el test de Bierens (2000) es
un test no paramétrico y, por tanto, no necesita especificar la naturaleza
de la tendencia determinista no lineal. Así, la primera tendencia que es-
pecificamos es aquélla que experimenta un cambio en su nivel, la segunda
se refiere a un cambio en su pendiente y la tercera considera un cambio
en su tendencia cuadrática. Posteriormente, desarrollamos el contraste de
cotendencias no lineales de Bierens (2000).
2.4.1 Tendencias no lineales
Tendencia lineal con un cambio en el nivel
Si existe un cambio en el nivel de la serie, se puede considerar que existe
una tendencia determinista no lineal. En este caso, g(t) es una constante
que presenta un salto en el periodo t1, de tal manera que: g(t) = a si t ≤ t1
y g(t) = b si t > t1, siendo a y b vectores. Además, se supone que t1 es
proporcional al número de observaciones36 T : t1 = τT, donde τ ∈ (0, 1) es
36Este supuesto es común en la literatura referida a contrastes de la H0 de raíz unitaria,
frente a la H1 de estacionariedad alrededor de una tendencia segmentada (ver Perron
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fijo.
Bierens (2000) representa g(t) = cT + fT (t) para t = 1, ..., T, donde
cT = b+(a−b)[τT ]/T es la media de las funciones g(t)’s para t = 1, ..., T, y
fT (t) = (a− b)(1− [τT ])/T si t ≤ [τT ], fT (t) = −(a− b)[τT ]/T si t > [τT ].
[τT ] representa el número entero más grande que es ≤ τT.
Considerando un número no negativo p, se obtiene:
Fp,T (x) = (n−1)
[Tx]P
t=1
fT (t)
Tp , si x ∈
£
T−1, 1
¤
,
Fp,T (x) = 0, si x ∈ [0, T−1),
(2.27)
permitiéndose que F (x) = (a−b)(1−τ)x si x ∈ [0, τ ] y F (x) = (a−b)τ(1−x)
si x ∈ (τ , 1]. En este caso, se considera que p = 0, por lo que:
R ||Fp,T (x)||2 dx = O(1), R ||F (x)||2 dx <∞,R ||Fp,T (x)− F (x)||2 dx = o(1),
Fp,T (0) = Fp,T (1) = 0, F (0) = F (1) = 0,
(2.28)
donde las integrales se hallan en el intervalo unitario.
Además, bajo el supuesto: p = 0, se obtiene la siguiente matriz, que es
clave para obtener el vector de cotendencias:
M1,p,T =
R
Fp,T (x)Fp,T (x)0dx→M1 =
R
F (x)F (x)0dx. (2.29)
1988, 1989, 1990) y también es común en la literatura relativa a contrastes de cambios
estructurales.
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Si se considera una subsecuencia de números naturales m tal que m
→∞, m = o(T ), para p ≥ 0, se obtiene:
F ∗p,T (x) = (m
−1)
m−1P
j=0
fT ([Tx]+1−j)
Tp , si [Tx] ≥ m− 1,
F ∗p,T (x) = 0, si [Tx] < m− 1,
(2.30)
siendo F ∗(x) = (a− b)(1− τ) si x ∈ [0, τ ], F ∗(x) = −(a− b)τ si x ∈ (τ , 1].
Entonces para p = 0:
R ¯¯¯¯¯¯
F ∗p,T (x)
¯¯¯¯¯¯2
dx = O(1),
R ||F ∗(x)||2 dx <∞,R ¯¯¯¯¯¯
F ∗p,T (x)− F ∗(x)
¯¯¯¯¯¯2
dx = o(1),
(2.31)
obteniendo la matriz M2,p,T , que es necesaria para hallar el vector de co-
tendencias no lineales:
M2,p,T =
R
F ∗p,T (x)F
∗
p,T (x)
0dx→M2 =
R
F ∗(x)F ∗(x)0dx. (2.32)
La matriz M2,p,T también se puede escribir como:
M2,p,T = T−p−1
TP
t=m
Ã¡
m−1
¢m−1P
j=0
fT (t− j)
!Ã¡
m−1
¢m−1P
j=0
fT (t− j)
!0
.
(2.33)
Así, si existe un vector de cotendencias θ, tal que θ0g(t) = θ0cT +θ0fT (t)
es constante, entonces θ0fT (t) = 0 para t = 1, ..., T, ya que si cT es la media
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de las funciones g(t)’s, el promedio de las funciones fT (t)’s tiene que ser
cero. Así, el vector de cotendencia θ se obtiene como el autovector de las
matricesM1,p,T yM2,p,T , correspondiente a un autovalor cero. Debido a los
resultados de convergencia que aparecen en las expresiones (2.29) y (2.32),
se puede aplicar el mismo planteamiento a las matrices límite M1 y M2.
Cabe señalar que estos resultados son aplicables a funciones g(t) que
presentan cambios finitos en el nivel de la tendencia.
Tendencia lineal con un cambio en la pendiente
Este apartado recoge el caso en el que g(t) es una función de tendencias
lineales adyacentes con diferente pendiente. Se supone que los cambios en
la pendiente se producen en periodos proporcionales a T .
Para t = 1, ..., T , se puede escribir g(t) = β0,T + β1,T t + fT (t), donde
fT (t) cumple que:
TP
t=1
fT (t) = 0,
TP
t=1
tfT (t) = 0. (2.34)
Se supone, por conveniencia, que β0,T = β0 y β1,T = β1, aunque este
supuesto no es esencial para nuestro argumento. De acuerdo con (2.34),
habría al menos dos pliegues en fT (t), es decir:
199
Capítulo 2. Cotendencias no Lineales: Efecto Fisher
fT (t) = a1t para t ≤ τ1T,
fT (t) = a1τ1T + a2,T (t− τ1T ) para τ1T < t ≤ τ2T,
fT (t) = a1τ1T + a2,T (τ2 − τ1)T + a3,T (t− τ2T ) para t > τ2T,
donde 0 < τ1 < τ2 < 1, τ1, τ2 y a1 son fijos y a2,T y a3,T son tales
que se cumplen las dos condiciones en (2.34). Esto último implica que
a2,T y a3,T son proporcionales a a1 : ai,T = ζi−1,Ta1, i = 2, 3, donde las
funciones ζi−1,T ’s son funciones de τ1 y τ2 y convergen al límite de ζi−1,
respectivamente. Por tanto, se obtiene que fT (Tx)/T → a1ψ(x) de manera
uniforme en [0, 1] :
ψ(x) =
⎧
⎪⎪⎨
⎪⎪⎩
x si 0 ≤ x ≤ τ1,
τ1 + ζ1(x− τ1) si τ1 < x ≤ τ2
τ1 + ζ1(τ2 − τ1) + ζ2(x− τ2) si τ2 < x ≤ 1.
Así, definiendo F (x) = a1
R x
0 ψ(y)dy, F
∗(x) = a1ψ(x), se obtienen los
resultados (2.28), (2.29), (2.31) y (2.32) para p = 1. Además, teniendo en
cuenta la segunda parte de (2.34), se tiene que:
R
Fp,T (x)dx =
R
F (x)dx = 0. (2.35)
Un aspecto que cabe referenciar es que estos resultados se pueden aplicar
a casos en los que la tendencia lineal presenta más de dos pliegues y para
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el caso en el que las tendencias lineales cambiantes tienen segmentos no
adyacentes.
La diferencia fundamenteal entre una tendencia lineal con un cambio
en la pendiente y una tendencia no lineal con un cambio en el nivel es el
valor de p : p = 1 versus p = 0. La razón para introducir esta variable p en
las definiciones (2.27) y (2.30) es que permite acomodar diferentes tipos de
tendencias no lineales.
Tendencia con diferentes segmentos cuadráticos
Se considera también el caso en el que fT (t) está formado por varios seg-
mentos cuadráticos diferenciables. Suponiendo que fT (t) se compone de
tres segmentos que son diferentes funciones cuadráticas:
fT (t) = a1t+ (b1/T )t2, para t ≤ τ1T.
fT (t) = a1τ1T + b1τ21T + a2,T (t− τ1T ) + (b2,T/T )(t− τ1T )2,
para τ1T < t ≤ τ2T.
fT (t) = a1τ1T + b1τ21T + a2,T (τ2 − τ1)T + b2,T (τ2 − τ1)2T + a3,T (t− τ2T )
+(b3,T/T )(t− τ2T )2, para t > τ2T,
donde τ1 y τ2 se definen igual que antes y a1 y b1 son vectores constantes. La
condición de diferenciabilidad junto con la condición (2.34) imponen cuatro
restricciones a los parámetros. Por consiguiente, a2,T , a3,T , b2,T y b3,T son
combinaciones lineales de a1 y b1, con coeficientes que dependen de τ1, τ2
y T . Al igual que en el apartado anterior, relativo a una tendencia lineal
segmentada, se obtiene que existen dos funciones cuadráticas segmentadas
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diferenciables que son φ(x) y ψ(x) en [0, 1], tales que fT (Tx)/T → a1φ(x)
+b1ψ(x) de manera uniforme en el intervalo [0, 1].
Si se considera el caso en el que existen q segmentos cuadráticos, la
condición de diferenciabilidad impone q−1 restricciones lineales a los com-
ponentes correspondientes de los vectores de 2q parámetros. Debido a que
la condición (2.34) impone dos restricciones adicionales, existen q + 1 vec-
tores de parámetros que son combinaciones lineales de los restantes q − 1
vectores de parámetros libres. Así, existen vectores aj y funciones cuadráti-
cas diferenciables segmentadas φj(x) en [0, 1], tales que:
fT ([Tx]/T )
T
→
q−1P
j=1
ajφj(x),
de forma uniforme en [0, 1].
Definiendo:
F ∗(x) =
q−1P
j=1
ajφj(x), F (x) =
q−1P
j=1
aj
xR
0
φj(y)dy,
se obtienen los resultados (2.28), (2.29), (2.31) y (2.32) para p = 1.
Es necesario resaltar que si se define A = (a1, ..., aq−1), φ(x) =
(φ1(x), ..., φq−1(x))0 y Φ(x) =
R x
0 φ(y)dy,entonces:
M1 = A
¡R
Φ(x)Φ(x)2dx
¢
A0, M2 = A
¡R
φ(x)φ(x)2dx
¢
A0.
202
2.4. Contraste de cotendencias no lineales
En este caso existen cotendencias no lineales si las filas de A son lineal-
mente dependientes.
2.4.2 Análisis de cotendencias no lineales
Una vez vistos algunos de los tipos de tendencias deterministas no lineales
más relevantes que se pueden encontrar en las series macroeconómicas tem-
porales, indagamos en el análisis de la posible relación entre diferentes series
temporales a través de una tendencia determinista no lineal común a las
mismas. Para ello, Bierens (2000) obtiene un estadístico que permite con-
trastar la posible existencia de cotendencias no lineales entre un conjunto
de series temporales. Así, considerando un proceso temporal formado por
n variables yt = g(t) + ut, donde g(t) = E(yt) es una función de tendencia
no lineal y ut es un proceso estacionario con media nula, el test de Bierens
(2000) contrasta la H0 de que existe un vector no nulo θ, tal que θ0g(t) es
lineal en t (caso 1), o constante (caso 2). Es decir, se contrasta la H0 de
que la serie temporal yt presenta una cotendencia no lineal.
Con el fin de facilitar el análisis, Bierens (2000) diseña, en primer lugar,
un contraste que considera la H0 de que el espacio de todos los vectores de
cotendencia θ tiene dimensión 1, υ(1), frente a la alternativa de que tiene
dimensión cero, υ(0), o lo que es lo mismo, que el vector θ para el que θ0g(t)
es lineal en t es el vector cero. Posteriormente, se amplía el análisis para
contrastar υ(r) versus υ(s) con 0 ≤ s < r, para r = 1, ..., n.
Si θ0g(t) es lineal en t, entonces también lo es θ0fT (t), donde fT (t) son
los residuos obtenidos a partir de la estimación por MCO de la regresión de
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g(t) respecto a un intercepto y una tendencia lineal en t, para t = 1, ..., T .
Las dos condiciones que aparecen en (2.34) implican que θ0fT (t) = 0 para
t = 1, ..., T , por lo que θ0g(t) sería lineal en t, para t ≤ T. En cualquier caso,
θ es el autovector correspondiente a las matricesM1 yM2, correspondientes
al autovalor cero37. Por tanto, los vectores de cotendencias que se necesitan
para poder construir el estadístico son los autovectores comunes de las
matrices M1 y M2, correspondientes a los autovalores cero.
La matriz M1 se estima mediante:
Mˆ1 =
¡
T−1
¢ TP
t=1
Fˆ
µ
t
T
¶
Fˆ
µ
t
T
¶0
,
donde,
Fˆ (x) =
¡
T−1
¢ [Tx]P
t=1
³
yt − βˆ0 − βˆ1t
´
si x ∈
£
T−1, 1
¤
,
Fˆ (x) = 0 si x ∈ [0, T−1),
(2.36)
siendo βˆ0 y βˆ1 estimadores MCO de los vectores de interceptos y de los
parámetros de la pendiente, respectivamente, correspondientes a la regre-
sión de yt en el periodo t, para t = 1, ..., T. Si Fˆ (x) es una función escalón,
37Puede ser posible que para este autovector común, θ0g(t) no sea exactamente lineal
en t, por ejemplo, si θ0g(t) no es lineal para un número finito de t’s. También es posible
que para una subsecuencia tj , θ0g(tj) no sea lineal, mientras que θ es el autovector común
de las matricesM1 yM2 correspondientes a un autovalor cero. En este caso, si el número
finito de tj ’s es menor o igual a T, entonces es de orden o(T ). Sin embargo, debido a
que el número de t0s para los que ocurre esta no linealidad es finito, este fenómeno se
difumina en el conjunto de los número naturales.
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entonces Fˆ (1) = 0 debido a la primera condición en (2.34), y Fˆ (0) = 0 por
definición, por lo que se puede escribir:
Mˆ1 =
R
Fˆ (x) Fˆ (x)0 dx.
Teniendo en cuenta el Supuesto 1 de Bierens (2000, p.326): ”Existe
un número no negativo p, tal que Fp,T (x) y F ∗p,T (x) se definen por medio
de las expresiones (2.27) y (2.30), respectivamente, y se dan las condi-
ciones (2.28), (2.31), por tanto, se cumplen las condiciones (2.29) y (2.32).
Además, las matrices M1,M1,p,T ,M2 y M2,p,T en (2.29) y (2.32), respecti-
vamente, tienen el mismo rango” y considerando la hipótesis de cotendencia
no lineal: υ(1), junto al supuesto de que ut es un proceso lineal:
ut = C(L)εt =
∞P
j=0
Cjεt−j , donde εt ∼ i.i.d. (0, In), (2.37)
entonces, T−2pMˆ1 →M1 en probabilidad y, en particular, Tθ0Mˆ1θ converge
en distribución a una funcional de procesos estándar de Wiener, multipli-
cada por θ0C(1)C(1)0θ.
El factor θ0C(1)C(1)0θ es un parámetro molesto. Para deshacerse de él
se puede utilizar un estimador de tipo Newey-West, como en Bierens (1994,
p.197), según se expone a continuación: Si m es una secuencia de números
naturales que convergen a infinito con T a una tasa o(T ), es decir:
m = [Tα], donde 0 < α < 1, (2.38)
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y considerando la matriz
Mˆ2 = T−1
TP
j=m
Ã¡
m−1
¢m−1P
j=0
³
yt−j − βˆ0 − βˆ1(t− j)
´!
Ã¡
m−1
¢m−1P
j=0
³
yt−j − βˆ0 − βˆ1(t− j)
´!0
.
que se puede expresar como:
Mˆ2 =
R
Fˆ ∗ (x) Fˆ ∗ (x)0 dx,
donde,
Fˆ ∗ (x) = 1m
m−1P
j=0
³
y[Tx]+1−j − βˆ0 − βˆ1([Tx] + 1− j)
´
si [Tx] ≥ m− 1,
Fˆ ∗ (x) = 0 si [Tx] < m− 1,
(2.39)
Bierens (2000) demuestra que T−2pMˆ2 →M2 y bajo la H0 : υ(1), Tαθ0Mˆ2θ
→ θ0C(1)C(1)0θ en probabilidad. Según este autor, un contraste que tiene
en cuenta la H0 : υ(1), frente a la alternativa υ(0) se puede basar en la
solución mínima λˆ1, es decir, en el autovalor generalizado que resuelve el
problema det(Mˆ1 − Mˆ2) = 0, por lo que el estadístico a considerar es
T 1−αλˆ1. La razón para utilizar este enfoque del autovalor generalizado es
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que asintóticamente permite eliminar el parámetro molesto θ0C(1)C(1)0θ.
De forma análoga se puede extender este contraste al caso de múltiples
cotendencias no lineales y contrastar el número de restricciones lineales
que presentan los vectores de cotendencias θ.
Un aspecto importante que cabe tener en cuenta es que la potencia
asintótica de este test depende de la elección de α, de manera que cuanto
menor es su valor, se obtiene mayor potencia. Nosotros consideramos un
valor α = 1/2, ya que tal y como argumenta Bierens (2000, p.327) ”α = 1/2
es el valor óptimo para la convergencia de Mˆ2 a M2, debido a que un valor
de α demasiado pequeño puede provocar distorsión en el tamaño del test”.
Bierens (2000) también demuestra que bajo la hipótesis υ(r) con r ≥
1, los autovectores de la matriz Mˆ1, y los autovectores generalizados de
Mˆ1 versus Mˆ2, que corresponden a los r autovalores más pequeños, son
estimadores
√
T− consistentes de los vectores de cotendencias θ.
2.5 Análisis empírico
En la presente sección exponemos los resultados obtenidos tras aplicar el
test de cotendencias no lineales de Bierens (2000) al tipo de interés nominal
y a la tasa de inflación de Alemania, España, Francia y Reino Unido38.
Para ello, en la primera subsección nos centramos en una descripción de
38Algunos de los cálculos se han hecho utilizando el programa EasyReg International,
2001, elaborado por H. J. Bierens (http://econ.la.psu.edu/~hbierens/EASYREG.HTM).
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los datos utilizados. Posteriormente, debido a que el test de Bierens (2000)
es un test de cointegración si las series a las que se aplica dicho test son
procesos I(1), llevamos a cabo un análisis sobre el p.g.d. de cada una
de las series a través de una amplia batería de tests de raíces unitarias y
estacionariedad. Así, la subsección segunda se centra en la aplicación de
estos tests al tipo de interés y a la tasa de inflación de los cuatro países
considerados. En la tercera subsección se expone el resultado de aplicar el
contraste no paramétrico de Bierens (2000), con el fin de detectar la posible
existencia de una cotendencia no lineal entre el tipo de interés nominal y
la tasa de inflación en cada uno de los países analizados. La subsección
cuarta está orientada al análisis del puzle de precios en aquellos países en
los que encontramos que el tipo de interés nominal y la tasa de inflación
poseen una tendencia no lineal común, y a identificar si esta cotendencia
no lineal es la causa principal del puzle de precios.
2.5.1 Datos
Los datos que utilizamos en nuestro análisis empírico son el tipo de interés
nominal a corto plazo y la tasa de inflación interanual de Alemania, España,
Francia y Reino Unido39. Su periodicidad es mensual y el tamaño muestral
de cada una de ellas, así como la fuente de la que proceden, son diferentes
dependiendo de la variable de que se trate. Así, en relación al tipo de interés
nominal, el tipo de interés a corto plazo de Alemania es la media mensual
de los datos diarios del FIBOR a tres meses y su periodo muestral abarca
39Cada una de las series x(t) se estandariza entre 0 y 1, aplicando la transformación
siguiente: y(t) = (x(t)−min1≤t≤T {x(t)}) / (max1≤t≤T {x(t)}−min1≤t≤T {x(t)}) .
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desde enero de 1960 hasta diciembre de 1998. El tipo de interés considerado
para España es el tipo medio a tres meses de los depósitos en el mercado
interbancario, desde enero de 1977 hasta agosto de 2000. El tipo de interés
a corto plazo de Francia es la media mensual de datos diarios del PIBOR
y su periodo muestral se extiende desde enero de 1970 hasta diciembre de
1998. En el caso del tipo de interés nominal del Reino Unido, se considera
la media mensual de datos diarios de los préstamos interbancarios a tres
meses, desde enero de 1978 hasta agosto de 2000. Las fuentes de las que
proceden estos tipos de interés son la OCDE, excepto en el de España cuya
fuente es el Banco de España.
En cuanto a la tasa de inflación, ésta se calcula como la tasa interanual
del índice de precios de consumo (IPC) de cada país. Así, para Alemania,
el IPC abarca el periodo enero de 1961-agosto de 2000. Para España, el
periodo muestral disponible se extiende desde marzo de 1955 hasta agosto
de 2000. En el caso de Francia, los datos de IPC que consideramos comien-
zan en enero de 1961 y finalizan en agosto de 2000; y en el caso de Reino
Unido, el periodo muestral abarca el periodo enero de 1961-agosto de 2000.
La fuente de la que proceden estos datos es la OCDE, excepto en el caso
de España, cuya fuente es el Instituto Nacional de Estadística (INE).
En las figuras 1 a 4 se muestra la evolución de la tasa de inflación y del
tipo de interés en los cuatro países considerados. Tal y como se observa en
estas figuras, ambas series siguen un patrón de comportamiento similar en
todos ellos. Además, es evidente que existe algún tipo de shock exógeno,
común a las series tipo de interés y tasa de inflación, que hace que tengan
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un valor elevado a principios de los años setenta y en torno a 1980, fechas
que coinciden con la manifestación en estos países de los efectos de shocks
energéticos.
2.5.2 Contrastes de raíz unitaria y de estacionariedad
En la presente subsección exponemos los resultados de aplicar algunos de
los contrastes de raíces unitarias y de estacionariedad más utilizados en
la literatura a las series tipo de interés y tasa de inflación de Alemania,
España, Francia y Reino Unido. Aunque pueda no ser relevante considerar
los contrastes de integración y de estacionariedad que tienen en cuenta la
H0 o la H1, respectivamente, de que las variables fluctúan en torno a cero o
alrededor de una tendencia lineal, aplicamos también este tipo de contrastes
para mostrar el conflicto de resultados al que se llega por el hecho de no
tener en cuenta una hipótesis adecuada al aplicar estos contrastes.
Los tres primeros tests (ver Tablas 1 y 2) son el de Phillips (1987) y
dos tests de Phillips y Perron (1988), que contrastan la hipótesis de raíz
unitaria, frente a las alternativas de estacionariedad en torno a una media
cero, estacionariedad alrededor de una constante y estacionariedad en torno
a una tendencia determinista lineal, respectivamente. Estos tests utilizan
un estimador de la varianza propuesto por Newey y West (1987) con un
parámetro de truncamiento40 m = [cT r], donde c > 0, y 0 < r < 1/3.
40 [•] Indica la parte entera.
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Nosotros utilizamos los valores c = 5 y r = 0.25, al igual que Bierens
(1997).
Los tres tests siguientes son del tipo DFA (Dickey, 1976; Fuller, 1976;
Dickey y Fuller, 1979, 1981), con una amplitud de retardos elevada que
vamos reduciendo hasta que el test de Wald nos indica que el último retardo
es significativo. Es de destacar que, en la mayor parte de los casos, la
amplitud de retardos que se obtiene a través de este procedimiento coincide
con los aconsejados por los criterios de Akaike, Hannan-Quinn y Schwarz.
Posteriormente aplicamos cuatro tests de raíces unitarias, elaborados
por Bierens (1993), basados en una autocorrelación muestral de orden ele-
vado. Los dos primeros de ellos, denominados HOAC(1,1) y HOAC(2,2),
contrastan la hipótesis de raíz unitaria, frente a la alternativa de esta-
cionariedad; mientras que los dos siguientes, denominados DHOAC(1,1) y
DHOAC(2,2), contrastan la H0 de raíz unitaria con deriva, frente a la al-
ternativa de estacionariedad en torno a una tendencia determinista. La
amplitud de retardos que consideramos es p = 1+[αT δμ/(3μ+2)], por lo que
estos cuatro tests dependen de los parámetros μ > 0, α > 0 y 0 < δ < 1.
Nosotros utilizamos los valores μ = 2, α = 5 y δ = 0.5, como en Bierens
(1997).
Los siguientes seis tests, que aparecen en las tablas 1 y 2, son los tests
de Cauchy de Bierens y Guo (1993). Los cuatro primeros contrastan la H0
de estacionariedad frente a la alternativa de raíz unitaria, mientras que los
dos últimos contrastan la hipótesis de estacionariedad alrededor de una ten-
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dencia lineal frente a la H1 de raíz unitaria con deriva. Los cuatro primeros
tests de Cauchy también utilizan un estimador de la varianza de largo plazo
de tipo Newey-West, con un número de retardos de truncamiento similar
al utilizado en los tests de Phillips (1987) y Phillips y Perron (1988).
El último contraste es el KPSS de Kwiatkowski, et al. (1992). Este test
permite contrastar la H0 de estacionariedad alrededor de una constante
frente a la alternativa de raíz unitaria, así como contrastar la hipótesis de
que la serie es estacionaria en torno a de una tendencia, frente a la H1
de raíz unitaria con deriva. En ambos casos, se utiliza un estimador de la
varianza de largo plazo de tipo Newey-West, con un número de retardos de
truncamiento similar al utilizado en los contrastes precedentes.
A partir de los resultados expuestos en las tablas 1 y 2, se observa que
la aplicación de estos tests a la tasa de inflación de Alemania, España,
Francia y Reino Unido y al tipo de interés de estos mismos países lleva a
resultados contradictorios, ya que mientras algunos tests de raíces unitarias
no rechazan esta hipótesis, otros sí lo hacen, y mientras algunos tests de
estacionariedad no rechazan esta hipótesis, otros también la rechazan. Por
ello, podemos concluir que ambas series no son ni procesos genuinos esta-
cionarios, ni procesos genuinos I(1). Por lo que una explicación plausible a
este conflicto de resultados podría ser que estas series fueran estacionarias
en torno a una tendencia determinista no lineal.
Debido a que algunos tests de raíces unitarias pueden tener una po-
tencia baja cuando la serie se ve afectada por un cambio en la función
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tendencia, tal y como demuestra Perron (1989, 1990) y como argumenta-
mos en el Capítulo 1, y como consecuencia del conflicto de resultados que
obtenemos cuando aplicamos algunos de los contrastes de raíz unitaria y de
estacionariedad más utilizados en la literatura, aplicamos al tipo de interés
nominal y a la tasa de inflación de estos países tests que contrastan la H0
de raíz unitaria, frente a la alternativa de estacionariedad alrededor de su
media, cuando ésta presenta una ruptura, o estacionariedad en torno a una
tendencia, cuya pendiente experimenta un cambio, o la de estacionariedad
alrededor de una tendencia que experimenta un cambio en su nivel y en su
pendiente. Para ello, utilizamos los modelos propuestos por Perron (1989):
(i) Modelo additive outlier : supone que la ruptura se produce de manera
repentina41.
(ii) Modelo innovational outlier: supone que la ruptura en la tendencia se
produce lentamente a lo largo del tiempo42.
Además, especificamos ambos modelos considerando que la ruptura se
puede producir sólo en el nivel de la serie43, o únicamente en la pendiente
de la tendencia44 o tanto en el nivel como en la pendiente. Para ello, in-
41Las ecuaciones representativas de los modelos additive outlier aparecen representadas
en las ecuaciones (1.1) a (1.3) del Capítulo 1.
42Las ecuaciones representativas de los modelos innovational outlier aparecen repre-
sentadas en las ecuaciones (1.6) a (1.8) del Capítulo 1.
43Tal y como exponemos en el Capítulo 1, Perron (1989) denomina al modelo especi-
ficado con un cambio en el nivel como ”modelo crash”.
44Perron (1989) denomina al modelo especificado con un cambio en la pendiente como
”modelo de cambio en el crecimiento”, tal y como comentamos en el Capítulo 1.
213
Capítulo 2. Cotendencias no Lineales: Efecto Fisher
corporamos en los modelos additive outlier e innovational outlier variables
ficticias que recogen estos cambios. Debido a las numerosas críticas que ha
recibido el trabajo de Perron (1989), en especial la de Christiano (1992),
al considerar la determinación del punto de ruptura de manera exógena,
y como consecuencia de que otros autores, como Zivot y Andrews (1992),
Banerjee, et al. (1992), Perron y Vogelsang (1992), Perron (1994, 1997) y
Vogelsang y Perron (1998), argumentan que la mayoría de los contrastes
de raíces unitarias presentan mejores propiedades cuando el punto de rup-
tura se determina de manera endógena, es decir, a través de la información
que transmiten los datos, nosotros también procedemos a la determinación
endógena de la fecha de ruptura. Los modelos que consideramos son los
siguientes:
- Modelo A: Modelo additive outlier con un cambio en la media.
- Modelo B: Modelo additive outlier con un cambio en la pendiente.
- Modelo C: Modelo additive outlier con un cambio en la media y en la
pendiente.
- Modelo D: Modelo innovational outlier con un cambio en la media.
- Modelo E: Modelo innovational outlier con un cambio en la pendiente.
- Modelo F: Modelo innovational outlier con un cambio en la media y en
la pendiente.
La determinación de la fecha de ruptura la llevamos a cabo seleccionan-
do el periodo muestral en el que se obtiene el valor máximo del estadístico
F que contrasta la significatividad del parámetro o parámetros asociados
a las variables ficticias que recogen el cambio en la media y/o el cambio
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en la pendiente de la tendencia. Una vez determinada la fecha en la que
es probable que se produzca la ruptura en la serie, calculamos el valor del
estadístico t asociado al parámetro de la variable endógena desfasada un
periodo, para cada uno de los modelos considerados, y lo comparamos con
los valores críticos de Vogelsang y Perron (1998), para los modelos A, B, C
y F, y con los valores críticos de Banerjee et al. (1992), para los modelos
D y E. Rechazamos la H0 de raíz unitaria si el estadístico excede, en valor
absoluto, a los correspondientes valores críticos.
Los resultados de aplicar estos contrastes de raíces unitarias a la tasa de
inflación y al tipo de interés nominal de los cuatro países que consideramos
en nuestro estudio se exponen en las tablas 3 y 4. A partir de la Tabla
3 obtenemos que, en el caso de España y Reino Unido rechazamos la H0
de raíz unitaria, al nivel de significación del 5%, cuando consideramos los
modelos additive outlier o innovational outlier con un cambio en la pen-
diente de la tendencia. En España también llegamos a rechazar esta H0,
al nivel del 5% si se considera el modelo D y al 10% si tenemos en cuenta
una especificación como la del modelo F. Para el tipo de interés nominal
(ver Tabla 4) únicamente rechazamos la H0 de raíz unitaria en España. Es-
ta hipótesis se rechaza en favor de la de estacionariedad alrededor de una
tendencia que cambia su pendiente, al nivel de significación del 10%, cuan-
do se consideran los modelos B y E. Estos resultados apoyan la hipótesis
de que si se tienen en cuenta los cambios estructurales en las hipótesis de
partida de los contrastes de raíces unitarias, el tipo de interés nominal y la
tasa de inflación pueden ser procesos estacionarios en torno a una tendencia
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determinista no lineal.
Teniendo presente el argumento anterior, también aplicamos algunos
tests elaborados por Bierens (1997) para contrastar la H0 de raíz uni-
taria con deriva constante, frente a la alternativa general de estacionariedad
alrededor de una tendencia que puede ser lineal o no lineal, o hallarse en
torno a una constante. Estos tests modifican la versión no lineal de los con-
trastes de Dickey y Fuller (1979), llevada a cabo por Park y Choi (1988) y
Ouliaris, Park y Phillips (1989), reemplazando los polinomios temporales
ordinarios, por polinomios temporales ortogonales de Chebishev. La ven-
taja de utilizar polinomios de Chebishev es que permiten distinguir entre
estacionariedad alrededor de una tendencia determinista lineal y estaciona-
riedad en torno a una tendencia no lineal, bajo la hipótesis alternativa.
Los estadísticos que utilizamos son los de Bierens (1997):
tˆ(m), Aˆ(m), Fˆ (m) y T˜ (m). La H0 de estos tests es la de raíz uni-
taria con deriva constante, mientras que la H1 es distinta según el test
considerado. Así, en el caso de los tests tˆ(m) y Aˆ(m), si el estadístico
estimado supera al valor crítico por la cola de la derecha de la función
de densidad, entonces no se rechaza que la serie es estacionaria alrededor
de una tendencia no lineal, mientras que si éste es inferior al valor
crítico por la cola de la izquierda, no se puede aseverar con certeza si la
serie es estacionaria alrededor de una media constante, en torno a una
tendencia lineal o una tendencia no lineal. En el caso del test Fˆ (m), si
el estadístico estimado supera al valor crítico, tampoco se rechaza que
la serie es estacionaria, pero se desconcoce si es estacionaria en torno a
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una media constante, o alrededor de una tendencia lineal o no lineal. En
cuanto al test T˜ (m), si el estadístico estimado supera al valor crítico de la
cola de la función de densidad por la derecha, no se rechaza que la serie
es estacionaria alrededor de una tendencia no lineal, mientras que si se
rechaza por la izquierda, se considera que la serie es estacionaria en torno
a una media constante o una tendencia determinista lineal.
Para aplicar estos tests, tenemos en cuenta los tests DFA no lineales,
basados en la regresión auxiliar:
∆yt = αyt−1 +
pP
j=1
φj∆yt−j + θ
0P (m)t,T + εt, (2.40)
donde P (m)t,T = (P
∗
0,T (t), P
∗
1,T (t), ..., P
∗
m,T (t))
0, siendo P ∗0,T (t), P
∗
1,T (t), ...,
P ∗m,T (t) polinomios de Chebishev transformados para que sean ortogonales
a t. El número de retardos p se determina a través del criterio de Akaike
(1973). Tal y como señala Bierens (1997), se podría especificar p = 0 y
adoptar el enfoque de Phillips y Perron (1988), estimando la varianza de
largo plazo no paramétricamente mediante un estimador de la varianza de
tipo Newey-West, pero el problema de especificar p sería reemplazado por
el de determinar el orden de retardos del parámetro de truncamiento que
implica la utilización de este estimador. Alternativamente, se puede uti-
lizar un enfoque similar al de Said y Dickey (1984) y Ng y Perron (1995)
especificando p adaptativamente como una función del tamaño muestral,
tal y como hace Cushman (2000) al aplicar también los tests de Bierens
(1997) a las series: oferta de dinero, nivel de precios, renta real y tipo de
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interés nominal, de Canadá. Sin embargo, utilizamos el criterio de Akaike
(1973) porque aunque Ng y Perron (1995) demuestran que su contraste se-
cuencial basado en un test t, desarrollado para determinar el orden p, causa
menos distorsión de tamaño que el criterio de Akaike (1973), consideramos,
al igual que Bierens (1997), que este último es más apropiado para simular
el verdadero tamaño del test.
En cuanto al número de polinomios de Chebishev (m), consideramos los
casos en los quem = 10 ym = 20, teniendo en cuenta que una tendencia no
lineal suave se aproxima bien mediante un número pequeño de polinomios
de Chebishev. La elección de estos valores para m se basa en el estudio
llevado a cabo por Bierens (1997) para algunas series como el deflactor
del Producto Nacional Bruto, el índice de precios de consumo y el tipo de
interés de Estados Unidos. Además, debemos resaltar que la elección de m
está sujeta a un número menor de críticas que la especificación del orden de
la tendencia polinómica en el enfoque de Ouliaris et al. (1989); sin embargo,
la potencia y el tamaño de estos tests dependen de m. El problema del
tamaño de los tests de Bierens (1997) se puede resolver por simulación,
pero dado un valor de m, la potencia depende de la tendencia desconocida
no lineal bajo la H1. Si esta tendencia no lineal es ”más” no lineal que
la aproximación mediante los polinomios de Chebishev con un orden de m
fijo, puede ser que la potencia sea demasiado baja, pero si se considera un
valor de m muy elevado puede disminuir la potencia como consecuencia de
estimar parámetros superfluos. Bierens (1997) propone fijar un valor de m
que converja a infinito a una tasa controlada con el tamaño muestral, como
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la amplitud de truncamientos del estimador de Newey-West, pero no llega
a obtener ninguna conclusión evidente que abogue a favor de este criterio.
Los resultados que obtenemos al aplicar los tests propuestos por Bierens
(1997), expuestos en las tablas 5 y 6, ponen de manifiesto que si m = 10,
no se rechaza la H0 de raíz unitaria con deriva en la tasa de inflación de los
cuatro países considerados, mientras que sí se rechaza en el caso del tipo
de interés nominal de España al nivel de significación del 10%, cuando se
utiliza el estadístico tˆ(m), y al 5%, cuando el estadístico utilizado es Aˆ(m).
Si escogemos un valor de m superior (m = 20), no rechazamos la H0 en la
mayoría de los casos. No obstante, sí rechazamos esta hipótesis, al nivel de
significación del 5%, para la tasa de inflación francesa, cuando utilizamos
el estadístico Aˆ(m), y también la rechazamos al nivel de significación del
5% para el tipo de interés nominal de Alemania, cuando utilizamos el es-
tadístico tˆ(m) y al 10% si se utiliza Aˆ(m).
Para series de tamaño modesto como son el tipo de interés y la tasa
de inflación de Alemania, España, Francia y Reino Unido, los valores críti-
cos de los tests de Bierens (1997), determinados para un tamaño mues-
tral de 500 observaciones, parecen tener un limitado uso, por consiguiente,
consideramos apropiado simular los p-valores de los contrastes precedentes
para los tamaños muestrales de cada serie a través de los procedimientos
bootstrap paramétrico y wild bootstrap45 (ver tablas 7 y 8). Comparan-
45Los p-valores se obtienen por simulación del siguiente modelo AR(q): zt − zt−1 =
b1(zt−1 − zt−2)+ ...+ bq(zt−q − zt−q−1) +bq+1 + ut, siendo t = q + 2, ..., T y q = 10
y 20. El término de perturbación aleatoria (ut) se extrae a partir de una distribución
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do los resultados que se obtienen cuando se utilizan los valores críticos de
Bierens (1997) con los p-valores simulados, todos los tests de Bierens (1997)
que contrastan la H0 de raíz unitaria con deriva, frente a la alternativa de
estacionariedad alrededor de una tendencia no lineal, muestran una cierta
distorsión de tamaño, ya que al simular estos p-valores ninguno de ellos per-
mite rechazar la H0. Esta distorsión de tamaño no sólo depende del orden
m de polinomios temporales de Chebishev, sino también del orden AR de
los polinomios de la parte estocástica de las series temporales. Asimismo,
las propiedades de potencia de cada uno de los tests considerados son muy
diferentes, ya que parece que cada uno de ellos recoge diferentes aspectos de
la H1 y, además, depende de una tendencia no lineal desconocida bajo esta
hipótesis. Por tanto, a través de estos tests no se puede rechazar la H0 de
que el tipo de interés y la tasa de inflación en los cuatro países considerados
sean procesos I(1) con deriva constante. Sin embargo, tal y como Bierens
(2000) señala para Estados Unidos, este resultado se puede obtener ante la
falta de suavidad de las tendencias no lineales que presentan las series.
A pesar de los resultados de la aplicación de los tests de Bierens (1997)
y, considerando la conclusión extraída de los tests de raíces unitarias y
estacionariedad previos (ver Tablas 1 a 6), podemos considerar que la tasa
normal con media cero y la varianza de esta distribución, en el caso del procedimiento
bootstrap paramétrico, es la varianza estimada de los residuos del modelo bajo la H0
y, en el caso del procedimiento wild bootstrap, se obtiene a partir del cuadrado de los
residuos estimados por MCO del modelo bajo la H0. Los parámetros bi y la varianza de
ut se estiman utilizando las series originales y los valores iniciales z1, ..., zq+1 también se
obtienen a partir de los datos originales.
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de inflación y el tipo de interés en Alemania, España, Francia y Reino
Unido no son procesos genuinos I(1) ni I(0), por lo que no se descarta que
sean series estacionarias con una tendencia determinista no lineal. Además,
desde un punto de vista económico es fácil pensar en ambas series como
procesos estacionarios, ya que, por ejemplo, si el tipo de interés nominal
fuera un proceso I(1) significaría que cuando el periodo temporal tiende a
infinito, la probabilidad de que el tipo de interés nominal tome en algún
momento del tiempo un valor negativo es uno, lo que no tiene sentido.
Asimismo, tal y como Verbrugge (1998) argumenta, una tasa de inflación
que sea un proceso I(1) implicaría costes elevados derivados de procesos
inflacionistas o desinflacionistas extremadamente rápidos, por lo que las
autoridades económicas actuarían para evitar esta circunstancia.
2.5.3 Contraste de cotendencias no lineales
Los contrastes precedentes permiten concluir que el tipo de interés y la tasa
de inflación en Alemania, España, Francia y Reino Unido no son procesos
genuinos estacionarios ni integrados de orden unitario. Por tanto, se puede
aplicar el test propuesto por Bierens (2000), que parte del supuesto de que
el tipo de interés nominal y la tasa de inflación en estos países son procesos
estacionarios alrededor de una tendencia determinista no lineal. Asimismo,
al igual que Bierens (2000) en su estudio orientado a la relación entre estas
dos series en el caso de Estados Unidos, nosotros aplicamos el contraste
de cotendencias no lineales sin incluir una tendencia determinista lineal en
nuestros modelos especificados para Alemania, España, Francia y Reino
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Unido. La inspección visual sobre la evolución del tipo de interés nominal
y la tasa de inflación en estos países (ver figuras 1 a 4) y el hecho de que
los contrastes de raíces unitarias y de estacionariedad no sean concluyentes
al respecto, hace que sea razonable el supuesto de que ambas series no
presenten una tendencia lineal o, si poseen una raíz unitaria, no tengan
deriva. Por tanto, si existe una tendencia no lineal común entre estas
series, este test permite hallar una relación entre ellas que sea estacionaria
en torno a una constante.
Al tratarse el contraste de Bierens (2000) de un test no paramétrico,
para su aplicación no es necesario especificar las tendencias no lineales, ni
cualquier correlación serial que siga el proceso. Así, construimos para cada
país un vector de series temporales yt constituido por la tasa de inflación y el
tipo de interés, y elaboramos el estadístico de Bierens (2000), que contrasta
la H0 de presencia de r cotendencias no lineales, frente a la alternativa de
r − 1 cotendencias.
Utilizando los valores críticos de Bierens (2000), no rechazamos la H0
de presencia de un vector de cotendencia no lineal entre estas dos series en
Alemania y Francia, al nivel de significación del 5%, e incluso del 10% (ver
Tabla 9), mientras que en España y Reino Unido no se rechaza al nivel de
significación del 5%, pero sí al 10%. Sin embargo, se nos plantea la cuestión
de si este rechazo de la H0 al nivel de significación del 10% para España
y Reino Unido puede ser debido a la utilización de los valores críticos de
Bierens (2000), obtenidos para un tamaño muestral de 500 observaciones,
mientras que en el caso de España sólo tenemos 284 observaciones y en el
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Reino Unido tenemos 272 observaciones. Así pues, simulamos los valores
críticos del test de Bierens46 (2000), para este menor número de observa-
ciones mediante 10000 réplicas47. Los resultados, expuestos en la Tabla 10,
ponen de manifiesto que los valores críticos de Bierens (2000) no son muy
sensibles al tamaño muestral, por lo que de nuevo rechazamos la H0 de
presencia de un vector de cotendencia no lineal entre el tipo de interés y la
tasa de inflación en España y Reino Unido, al nivel de significación del 10%.
Por tanto, no podemos hablar de existencia de una cotendencia no lineal
entre estas dos series en ambos países con certeza. Por el contrario, no re-
chazamos esta H0 para Alemania y Francia, incluso al nivel de significación
del 20%. Este resultado nos lleva a poder aseverar, con un elevado grado
de certeza, que existe una tendencia no lineal común entre estas series en
Alemania y Francia, mientras que no podemos decir lo mismo para España
y Reino Unido.
En relación al resultado obtenido al aplicar el test de Bierens (2000)
al tipo de interés y a la tasa de inflación de Alemania, los valores propios
generalizados de Mˆ1 con respecto a Mˆ2 son λˆ1 = 0.007 y λˆ2 = 0.026 y
los correspondientes vectores propios generalizados estandarizados de Mˆ1
versus Mˆ2 son los siguientes:
46Utilizamos un programa escrito en Ox, versión 2.1 (Doornik, 1998).
47En la Tabla 10 también exponemos los resultados de simulación de los valores críticos
del estadístico de Bierens (2000), calculados para los tamaños muestrales de Alemania y
Francia, formados por 456 y 348 observaciones, respectivamente.
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0.094 1 ← TINFLAL
1 −0.770 ← TINTAL
(2.41)
siendo TINFLAL la tasa de inflación de Alemania y TINTAL el tipo de
interés alemán. Multiplicando λˆr por la raíz cuadrada del tamaño muestral,
se obtienen los estadísticos que permiten contrastar la H0 de que existen
r vectores de cotendencias deterministas no lineales, frente a la alternativa
de que existen r − 1 vectores de cotendencia.
Los resultados, mostrados en la Tabla 9, tal y como hemos comentado
anteriormente, confirman la hipótesis de un vector de cotendencia entre
ambas series. Además, considerando las Figuras 5 y 6, en las que se re-
presentan las componentes, estandarizadas entre -1 y 1, de las funciones
estimadas Fˆ (x) y Fˆ ∗(x) de la tasa de inflación y tipo de interés de Alema-
nia, cuyas representaciones analíticas se hallan expuestas en las ecuaciones
(2.36) y (2.39), respectivamente, se observa que ambas series siguen un pa-
trón de comportamiento similar, lo que permite corroborar el resultado de
presencia de una cotendencia no lineal entre la tasa de inflación y el tipo
de interés de Alemania.
Teniendo en cuenta el Teorema 4 (Bierens, 2000, p.331), la primera
columna de la matriz (2.41) es un estimador consistente del vector de co-
tendencia. Los resultados de nuestra estimación nos llevan a la siguiente
relación:
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Tendencia no lineal en TINFLAL=2.02xTendencia no lineal en TINTAL.
Además, también consideramos la H0 de que el vector (1,−1)0 es un
vector de cotendencia no lineal. Es decir, contrastamos si puede existir una
relación entre el tipo de interés nominal y la tasa de inflación que tenga
un valor esperado constante, debido a que esta idea subyace en un gran
número de estudios en el campo de la Teoría Económica y de las Finanzas
sin obtener conclusiones claras (ver Sección 2 del presente Capítulo para
más detalles). El resultado que obtenemos es el rechazo de esta hipótesis al
nivel de significación del 5%. Así, si suponemos que la única relación que
existe entre la tasa de inflación y el tipo de interés nominal procede de esta
tendencia no lineal común, y tenemos en cuenta el argumento de Ferrer
(1998), expuesto en la Sección 2 del presente Capítulo, de manera que bajo
el supuesto de expectativas racionales, en el largo plazo y considerando me-
canismos convencionales de formación de expectativas, se puede utilizar la
inflación observada como proxy de la inflación esperada, entonces, podemos
decir que en el largo plazo no existe en Alemania un efecto Fisher completo,
aunque sí parcial. Asimismo, cabe remarcar que la existencia o no de una
tendencia determinista común entre el tipo de interés nominal y la tasa de
inflación es independiente de que se produzca o no el efecto Fisher. Así,
podría no existir una cotendencia no lineal entre estas series y, sin embargo,
sí producirse el efecto Fisher. En este último caso, el tipo de interés real
presentaría también una tendencia determinista no lineal.
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En lo que se refiere al análisis de cotendencia no lineal de Bierens (2000)
aplicado a las series de tasa de inflación y tipo de interés de Francia, los
valores propios generalizados de Mˆ1 versus Mˆ2 son λˆ1 = 0.015 y λˆ2 = 0.071,
siendo los correspondientes vectores propios generalizados estandarizados
los siguientes:
−0.329 1 ← TINFLFR
1 −0.448 ← TINTFR
(2.42)
siendo TINFLFR la tasa de inflación de Francia y TINTFR el tipo de
interés del mismo país.
Contrastando la H0 de que existen r vectores de cotendencias determi-
nistas no lineales, frente a la alternativa de que existen r− 1, tal y como se
ha expuesto anteriormente y como se muestra en la Tabla 9, no se rechaza
la existencia de una cotendencia no lineal entre estas series. Las Figuras 7 y
8 representan las componentes de las funciones estimadas Fˆ (x) y Fˆ ∗(x), es-
tandarizadas entre -1 y 1, de la tasa de inflación y tipo de interés de Francia.
Su comportamiento sincrónico parece confirmar el resultado de que ambas
series están relacionadas mediante una tendencia no lineal común.
El resultado de la estimación de la relación entre la tendencia no lineal
de la tasa de inflación de Francia y la tendencia no lineal del tipo de interés
en este país, es el siguiente:
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Tendencia no lineal en TINFLFR=2.67xTendencia no lineal en TINTFR.
Al igual que se obtiene para Alemania, no se puede considerar que la
relación entre la tasa de inflación y el tipo de interés nominal presente un
patrón estable, ya que rechazamos, al nivel de significación del 5%, la H0
de que el vector (1,−1)0 es un vector de cotendencia no lineal. Por tanto, si
suponemos que la única relación que existe entre el tipo de interés nominal
y la tasa de inflación procede de esta tendencia no lineal común y bajo el
supuesto de expectativas racionales, podemos decir que en el largo plazo
no se produce un efecto Fisher completo en este país, pero sí parcial.
Así pues, en el caso de Alemania y Francia hallamos una relación entre
el tipo de interés y la tasa de inflación que viene dada por la tendencia no
lineal común que presentan ambas series, por efecto de algún shock exógeno
que influye en ellas de manera que consigue que presenten un patrón común
de comportamiento y que, por ende, estén relacionadas.
En Estados Unidos, Bierens (2000), al aplicar su contraste de coten-
dencia no lineal, también encuentra una relación entre el tipo de interés
nominal y la tasa de inflación, relación que resulta ser indirecta y que es
consecuencia de la tendencia no lineal común que presentan ambas series.
Además, Bierens (2000) concluye que esta tendencia no lineal es probable
que se deba a la evolución del precio del petróleo. Nuestro objetivo, en el
227
Capítulo 2. Cotendencias no Lineales: Efecto Fisher
presente trabajo, no es tratar de identificar cuál es la causa de la relación
hallada entre el tipo de interés nominal y la tasa de inflación en Alemania
y Francia, a través de sus tendencias no lineales, sino verificar que efecti-
vamente existe una relación entre ellas. Sin embargo, debido a que ambas
series presentan cambios en su tendencia, precisamente en los periodos en
los que se produjeron algunos de los principales shocks energéticos, nos in-
duce a pensar que probablemente la tendencia no lineal común detectada
en el tipo de interés nominal y la tasa de inflación de Alemania y Francia
sea consecuencia de la dependencia de estas series respecto a la evolución
del precio del petróleo.
Una importante diferencia entre los resultados de Bierens (2000) y los
nuestros para Alemania y Francia, es que Bierens (2000) obtiene que el
coeficiente estimado que relaciona la tendencia no lineal de la tasa de in-
flación estadounidense con la tendencia no lineal del tipo de interés de los
fondos federales es menor que la unidad, y no rechaza estadísticamente que
dicha relación pueda ser incluso de tipo uno a uno. Sin embargo, para
Alemania y Francia sobrepasa ampliamente la unidad, en concreto, en Ale-
mania el valor estimado es 2.02 y en Francia es 2.67, y rechazamos que
estadísticamente pueda ser la unidad. Por tanto, bajo los supuestos de
expectativas racionales y que la única relación que existe entre el tipo de
interés nominal y la tasa de inflación en estos países es consecuencia de
la cotendencia no lineal hallada entre estas dos series, no podemos hablar
de efecto Fisher completo en el largo plazo. El resultado que obtenemos
relativo a que la relación entre la tendencia no lineal que presenta el tipo de
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interés nominal y la tasa de inflación en Alemania y en Francia es superior
a la unidad, mientras que en Estados Unidos puede ser igual o inferior a la
unidad, podría ser explicado por el hecho de que, en economías grandes, y,
por ello, relativamente cerradas, como la estadounidense, el banco central
puede responder a determinados shocks, por ejemplo un alza en los precios
del petróleo, modificando su tipo de interés en mayor medida que lo pueden
hacer las economías más pequeñas y abiertas, como es el caso de Alemania
y Francia. En estos países, la política monetaria de sus bancos centrales
está restringida a la de otros países de su entorno comercial, de manera que
sus tipos de interés no pueden desviarse mucho de los tipos de sus socios
comerciales, ya que si lo hicieran el tipo de cambio de sus monedas podría
experimentar elevados desajustes. Así pues, si existe un shock exógeno que
afecta a la tasa de inflación de estos países, la respuesta de sus bancos cen-
trales al mismo será menor, ya que está sujeta también a la evolución de
otras variables de los países de su entorno.
2.5.4 Análisis del Puzle de precios
Con el fin de determinar si la tendencia determinista no lineal común ha-
llada entre el tipo de interés nominal y la tasa de inflación de Alemania y
Francia causa un efecto puzle de precios, estimamos inicialmente un mo-
delo VAR(36) bivariante no estructural, con intercepto, para el vector de
series temporales de los procesos yt(TINTALt, T INFLALt)0, para Ale-
mania, y yt(TINTFRt, T INFLFRt)0, para Francia, y representamos la
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función impulso-respuesta para un horizonte temporal de 24 meses.
Las líneas de trazo grueso que aparecen en las figuras 9 y 10, muestran
la respuesta de la tasa de inflación a un shock unitario en el tipo de interés
nominal de Alemania y Francia, respectivamente. A través de ambas figuras
se observa que existe un evidente puzle de precios en ambos países durante
el periodo considerado de dos años, es decir, la tasa de inflación responde
positivamente a un shock unitario en el tipo de interés nominal.
Como consecuencia de este resultado, posteriormente nos planteamos
la posibilidad de que el puzle de precios hallado en estos países sea con-
secuencia de la tendencia no lineal común entre el tipo de interés nominal
y la tasa de inflación. Con este fin, volvemos a estimar los modelos VAR,
pero ahora incluyendo 20 polinomios temporales de Chebishev (Pj,T (t),
j = 1, ..., 20) con el objeto de extraer dicha tendencia no lineal. Los poli-
nomios de Chebishev adoptan la siguiente forma (ver Hamming, 1973; y
Bierens, 1997):
P0,T (t) = 1,
Pj,T (t) =
√
2 cos
µ
jπ
µ
t− 1
2
¶
/T
¶
, j = 1, ..., T − 1.
Además, estos polinomios son ortonormales: (1/T )
TP
t=1
Pi,T (t)Pj,T (t)
= I(i 6= j) para i, j = 0, ..., T − 1, donde I() es una función indicador, por
consiguiente, cualquier función de tendencia g(t) se puede representar así:
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g(t) =
T−1X
j=0
γj,TPj,T (t), t = 1, ..., T
donde
γj,T = (1/T )
TP
t=1
g(t)Pj,T (t).
Tal y como se expone en Bierens (1997), el número de polinomios de
Chebishev es muy flexible, de manera que una tendencia determinista lineal
se puede representar con un número de polinomios de Chebishev muy bajo.
Nosotros, al igual que Bierens (2000), elegimos 20 polinomios de Chebishev
para recoger el comportamiento no lineal tanto del tipo de interés como de la
tasa de inflación en Alemania y en Francia. Las líneas de trazo más fino que
aparecen en las figuras 9 y 10, representan las funciones impulso-respuesta
de los modelos VAR que incluyen en su especificación 20 polinomios de
Chebishev. Comparando las funciones impulso-respuesta de los modelos
VAR con y sin polinomios de Chebishev, representadas en las figuras 9 y
10, obtenemos un resultado muy interesante, ya que el hecho de extraer la
tendencia no lineal de la tasa de inflación y del tipo de interés, en cada uno
de estos países, hace que se reduzca considerablemente la respuesta de la
tasa de inflación a un shock en el tipo de interés, llegando incluso a oscilar
en torno al nivel cero durante el periodo de dos años considerado. Por
tanto, podríamos concluir a priori que el puzle de precios es provocado por
una tendencia no lineal común entre el tipo de interés y la tasa de inflación
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tanto en Alemania como en Francia, tal y como hace Bierens (2000) para
la economía estadounidense.
Sin embargo, la afirmación anterior resulta demasiado arriesgada, ya
que, aunque el test de Bierens (2000) no rechaza la existencia de una ten-
dencia no lineal común entre el tipo de interés y la tasa de inflación en
Alemania y Francia, no conocemos realmente si este puzle de precios es ge-
nerado realmente por la existencia de una cotendencia no lineal entre ambas
series o es resultado de otro tipo de factores. Por tanto, nos planteamos si el
puzle de precios desaparece cuando se introducen polinomios de Chebishev
en los modelos VAR, independientemente de que exista o no una cotenden-
cia no lineal entre el tipo de interés nominal y la tasa de inflación en ambos
países. Con este fin llevamos a cabo un estudio de simulación mediante
bootstrap no paramétrico.
Utilizando los parámetros y los residuos de los modelos VAR estimados
a partir de las variables originales, que muestran un evidente puzle de
precios, simulamos series por bootstrap con las mismas propiedades que las
series originales, pero sin tendencias deterministas no lineales. Con estas
nuevas series volvemos a estimar los respectivos modelos VAR incluyendo
20 polinomios de Chebishev. Para llevar a cabo este estudio realizamos
1000 réplicas y obtenemos la media de las funciones impulso-respuesta de
los VAR simulados, así como las funciones impulso-respuesta inferiores y
superiores correspondientes a los cuantiles 2.5% y 97.5% de los valores
tabulados para cada horizonte temporal. En las figuras 11 y 12 comparamos
las funciones impulso-respuesta de los modelos VAR con polinomios de
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Chebishev con la media de las funciones impulso-respuesta obtenidas a
partir de los modelos VAR para Alemania y Francia, respectivamente, que
incluyen polinomios de Chebishev, aunque se estiman a partir de series
simuladas que no presentan tendencias deterministas no lineales. Ambas
figuras muestran que estas funciones siguen un patrón muy similar, lo que
evidencia que independientemente de que el tipo de interés nominal y la
tasa de inflación presenten una tendencia no lineal común, la inclusión de
polinomios de Chebishev en los modelos VAR elimina el puzle de precios en
Alemania y en Francia. Un resultado similar se obtiene si comparamos las
funciones impulso-respuesta de los modelos VAR estimados con polinomios
de Chebishev con las bandas inferior y superior de estas funciones obtenidas
como output de modelos VAR estimados a partir de series simuladas por
bootstrap, para Alemania y Francia, de tal manera que no presenten una
tendencia determinista no lineal. Así, en las figuras 13 y 14, se observa
como la respuesta de la inflación a un shock unitario en el tipo de interés
nominal tras incluir 20 polinomios de Chebishev en el modelo VAR se halla
entre las bandas obtenidas por simulación. Por tanto, se puede concluir
que el puzle de precios desaparece, incluso en ausencia de cotendencia no
lineal entre el tipo de interés nominal y la tasa de inflación, sólo por el
hecho de incluir polinomios de Chebishev en los modelos VAR. Así pues,
con estos resultados no se puede aseverar, tal y como hace Bierens (2000)
en su estudio aplicado a la economía estadounidense, que es la cotendencia
no lineal hallada entre el tipo de interés nominal y la tasa de inflación la
que provoca el puzle de precios en Alemania y Francia.
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2.6 Conclusiones
El resultado que obtenemos, al utilizar el contraste no paramétrico de
Bierens (2000) con la finalidad de hallar una relación entre el tipo de interés
nominal y la tasa de inflación en Alemania, España, Francia y Reino Unido,
es que, en España y Reino Unido no existe una relación entre el tipo de
interés nominal y la tasa de inflación que esté ocasionada por la presencia
de una tendencia determinista no lineal común a ambas series. Sin embar-
go, en Alemania y Francia, sí que hallamos una relación entre estas dos
variables que es consecuencia de la presencia de esta cotendencia no lineal.
Por tanto, existe una combinación lineal entre el tipo de interés nominal y
la tasa de inflación, en ambos países, que es estacionaria alrededor de una
constante, lo que no quiere decir que el tipo de interés real tenga que ser
estacionario en torno a una constante, ya que pueden existir otros tipos de
relaciones entre ambas series que provengan de otros factores. Asimismo,
es importante destacar que esta tendencia no lineal es consecuencia, a su
vez, de la incidencia que sobre ambas series tiene algún shock exógeno, que
consigue que éstas presenten un patrón común de comportamiento.
Los resultados que obtenemos en nuestro estudio, en el caso de Alema-
nia y Francia, difieren de los de Bierens (2000), aplicados a Estados Unidos,
ya que si bien en Estados Unidos existe una relación entre las tendencias no
lineales del tipo de interés nominal y la tasa de inflación estadísticamente
igual o inferior a la unidad, en Alemania y Francia sobrepasa ampliamente
la unidad, en torno a 2.02 en Alemania y alrededor de 2.67 en Francia. Por
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tanto, si la única relación que pudiera existir entre estas dos series fuera
consecuencia de la tendencia no lineal común hallada en ambas y bajo el
supuesto de expectativas racionales que, en el largo plazo y bajo los meca-
nismos convencionales de formación de expectativas, nos permite utilizar
la tasa de inflación observada como sustituto de la tasa de inflación espera-
da, podemos decir que no se cumple el efecto Fisher de manera completa,
aunque sí de forma parcial. Además, los resultados que obtenemos para
Alemania y Francia creemos que pueden ser explicados por el hecho de
que en economías grandes, como la estadounidense, el banco central puede
responder a determinados shocks, por ejemplo, un alza en los precios del
petróleo, modificando su tipo de interés en mayor medida que lo pueden
hacer las economías más pequeñas y abiertas, como es el caso de Alemania
y Francia. En estos países, la política monetaria de sus bancos centrales
está restringida a la de los países de su entorno comercial, de manera que
sus tipos de interés no pueden desviarse mucho de los tipos de sus socios
comerciales, ya que si lo hicieran, el tipo de cambio de sus monedas podría
experimentar elevados desajustes. Así pues, si existe un shock exógeno que
afecta a la tasa de inflación en estos países, la respuesta de sus bancos
centrales al mismo será menor.
Además, obtenemos que existe un puzle de precios en Alemania y Fran-
cia, es decir, al estimar un modelo VAR, una innovación en el tipo de interés
nominal tiene un efecto positivo, durante al menos 24 meses, en la respues-
ta que se produce en la tasa de inflación de estos países. Bierens (2000),
en su estudio llevado a cabo en el marco de la economía estadounidense
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obtiene que al incluir polinomios de Chebishev con el fin de extraer la ten-
dencia no lineal común que presenta el tipo de interés nominal y la tasa
de inflación, desaparece el puzle de precios, concluyendo que efectivamente
el puzle de precios es consecuencia de esta cotendencia no lineal. Sin em-
bargo, no comprueba si éste desaparece sólo por el hecho de incluir estos
polinomios de Chebishev en el modelo VAR o si, por el contrario, desa-
parece porque realmente consigue extraer esta tendencia no lineal común.
Así pues, nosotros vamos más allá en el presente estudio y, aunque también
obtenemos un resultado similar al de Bierens (2000) al incluir en los mode-
los VAR polinomios de Chebishev, cuando trasladamos este estudio a las
economías alemana y francesa, comprobamos mediante simulación bootstrap
no paramétrica que el puzle de precios detectado en Alemania y Francia
desaparece únicamente por la inclusión de polinomios de Chebishev en el
modelo VAR y no por el hecho de que estos polinomios consigan extraer
la tendencia no lineal común. Por tanto, podemos concluir que el puzle
de precios que se produce en Alemania y Francia sigue, sencillamente, sin
resolverse.
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3.1 Introducción
A partir de los trabajos de Granger (1983) y Engle y Granger (1987),
el concepto de cointegración ha sido ampliamente utilizado en el análisis
empírico orientado a la búsqueda de relaciones de equilibrio, o de largo
plazo, entre variables integradas. De manera resumida, decimos que dos
variables integradas de orden unitario, I(1), yt y xt, están cointegradas si
existe una combinación lineal entre ellas que es estacionaria. En este caso,
el término de perturbación aleatoria (ut) es un proceso I(0) en el siguiente
modelo:
yt = β1 + β2xt + ut
La literatura relativa a los tests de cointegración es muy amplia. Así,
existen tests que contrastan la existencia de relaciones de cointegración
(Park, 1990, 1992; Phillips y Hansen, 1990), contrastes que contrastan la
ausencia de cointegración (Engle y Granger, 1987; Phillips y Ouliaris, 1990),
contrastes de cointegración basados en Modelos de Corrección de Error
(MCE) introducidos por Hendry (1987), contrastes basados en tests de
Wald (Boswijk, 1994), contrastes para detectar el número de raíces unitarias
aplicados al término de perturbación aleatoria (Johansen, 1988; Stock y
Watson, 1988; Saikonnen, 1992) y contrastes de hipótesis relativas al vector
de cointegración (Saikonnen, 1992; Johansen, 1995; Elliot, 1998, entre otros;
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ver Watson, 1994, para una revisión sobre estos contrastes). Sin embargo,
no existe consenso en relación a cuál es el ”mejor” test de cointegración.
En el presente Capítulo, proponemos un procedimiento para contrastar
la hipótesis nula (H0) de no cointegración entre dos variables, basándonos
en un contraste de raíces unitarias aplicado a los residuos de la regresión de
cointegración, utilizando el procedimiento continuous path block bootstrap
(CBB) de Paparoditis y Politis (2001). Este procedimiento no paramétrico
permite generar pseudo-series integradas de orden unitario manteniendo las
características más importantes de los datos. Por tanto, el CBB puede cap-
tar la distribución de algunos estadísticos de raíces unitarias y, por ende,
puede ser utilizado para detectar si el término de perturbación aleatoria de
la regresión de cointegración es I(1) o I(0), o lo que es lo mismo, permite
detectar la presencia de un vector de cointegración entre dos series tem-
porales. Asimismo, a través de experimentos de Monte Carlo analizamos
las propiedades de potencia y tamaño del test de cointegración CBB que
desarrollamos en el presente Capítulo y las comparamos con las de otros
tests, como el test Dickey-Fuller Ampliado (DFA), de Said y Dickey (1984),
y el test del máximo autovalor (λma´x) de Johansen (1988, 1991) y Johansen
y Juselius (1990, 1992). Nuestro estudio de simulación muestra que este
nuevo procedimiento tiene buenas propiedades y que se comporta siempre
mejor que el test DFA. Además, realizamos una aplicación empírica del
nuevo contraste que proponemos al tipo de interés nominal y a la tasa de
inflación de Alemania, España, Francia y Reino Unido, con el fin de tratar
de determinar la posible existencia de una relación de equilibrio entre am-
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bas variables, es decir, para poder discernir si se cumple o no el denominado
efecto Fisher en estos países1.
La segunda Sección del presente Capítulo está orientada a una exposi-
ción sobre la problemática existente a la hora de elaborar tests de cointe-
gración basados en el procedimiento bootstrap. En la tercera Sección reali-
zamos una breve recopilación de los estudios más utilizados en los trabajos
empíricos, basados en procedimientos bootstrap, que permiten determinar
el rango del vector de cointegración cuando se utilizan muestras con un
número reducido de observaciones. La Sección cuarta muestra el algoritmo
que proponemos para contrastar el rango del vector de cointegración, basa-
do en el test de raíces unitarias CBB de Paparoditis y Politis (2001). En la
Sección quinta exponemos las propiedades de tamaño y potencia de nuestro
test y las comparamos con las de los tests DFA y λma´x de Johansen. La
Sección sexta muestra una aplicación empírica del procedimiento que de-
sarrollamos para determinar la posible existencia de una relación de cointe-
gración entre el tipo de interés nominal y la tasa de inflación en Alemania,
España, Francia y Reino Unido. Finalmente, la sección séptima recoge las
conclusiones.
1Un estudio más detallado sobre el efecto Fisher se realiza en la Sección 2 del Capítulo
2.
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3.2 Problemática en torno al procedimiento
bootstrap para tests de cointegración
El método bootstrap fue inicialmente propuesto por Efron (1979). Origi-
nariamente, el procedimiento de remuestreo por bootstrap se diseñó bajo el
supuesto de términos de perturbación independientes e identicamente dis-
tribuidos (i.i.d.). Sin embargo, tal y como señalan Hinkley (1988) y Jeong
y Maddala (1993), entre otros, en la mayor parte de la aplicaciones econó-
metricas, la estructura del término de perturbación aleatoria es, en general,
más compleja que la i.i.d. y, por consiguiente, es necesario tener en cuenta
otras técnicas bootstrap más sofisticadas. La posible autocorrelación en el
término de perturbación aleatoria, así como la existencia de variables retar-
dadas dependientes en los modelos, generan problemas en la elaboración de
pseudo-datos. También añaden problemas la presencia de raíces unitarias
en las series y los modelos con regresiones de cointegración. Nosotros cen-
tramos parte de nuestro estudio precisamente en los métodos bootstrap que
han surgido para detectar el número de vectores de cointegración, cuando
el tamaño muestral es pequeño. Sin embargo, es necesario tener en cuenta
previamente algunos de los problemas que se plantean cuando se trabaja
con modelos que presentan relaciones de cointegración.
Según Li y Maddala (1997), los problemas principales que surjen cuando
se intenta estimar una regresión de cointegración son los siguientes:
(i) La elección de un método de estimación.
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(ii) La elección del procedimiento apropiado para realizar inferencia.
Respondiendo al primero de los problemas, existen varios estudios de
Monte Carlo que comparan diferentes métodos de estimación para sistemas
cointegrados, como por ejemplo: Banerjee et al. (1986), Phillips y Loretan
(1991), Inder (1993), Gonzalo (1994), Hargreaves (1994) y Li y Maddala
(1995). Estos trabajos no encuentran que exista algún método, en parti-
cular, que sea superior a los demás. Ello es debido, entre otros factores, a
que muchos métodos de estimación no son del todo comparables, al basarse
en diferentes procesos generadores de datos (p.g.d.) y al mostrar enormes
diferencias en los ratios señal/ruido. Por tanto, continúa siendo complicado
responder a la primera cuestión.
Respondiendo a la segunda cuestión, es necesario tener en cuenta que la
mayoría de los procedimientos estándar de inferencia utilizan tests de signi-
ficatividad que se basan en la teoría asintótica. Sin embargo, la inferencia
basada en distribuciones asintóticas tiene dos importantes inconvenientes
cuando se utilizan muestras pequeñas:
(a) Los estimadores, aunque pueden ser consistentes e incluso super-
consistentes, presentan un sesgo sustancial.
(b) Los tests de significatividad basados en distribuciones asintóticas tienen
grandes distorsiones de tamaño.
Li y Maddala (1997) obtienen que la elevada distorsión de tamaño que
tienen los contrastes de significatividad asintóticos cuando se trabaja con
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muestras de tamaño reducido, se corrige cuando se utilizan procedimientos
bootstrap. Además, esta mejora en las propiedades de tamaño del test,
al utilizar este tipo de procedimientos, es muy elevada en relación con la
pequeña pérdida de potencia que se produce al aplicar el método bootstrap
en lugar del asintótico.
Hinkley (1997) añade al respecto que existen dos métodos para realizar
contrastes de significatividad mediante el uso de métodos bootstrap: direc-
tamente y a través de intervalos de confianza. Según este autor, si se uti-
lizan tests de significatividad sobre parámetros, tales como los coeficientes
del vector de cointegración, se utilizaría el procedimiento de intervalos de
confianza, existiendo un gran número de procedimientos bootstrap basados
en intervalos de confianza2. Pero para realizar contrastes más generales, se
debe utilizar el procedimiento directo. Dado que este procedimiento impli-
ca tener en cuenta propiedades muestrales bajo la H0, los datos simulados
se tienen que generar bajo un modelo que satisfaga esta hipótesis. Dado un
estadístico r, las opciones que señala Hinkley (1997) para llevar a cabo el
método directo, que son similares a las que existen para el método basado
en intervalos de confianza, son las siguientes:
- Contrastar r, frente a su distribución bajo la H0.
- Contrastar r estudentizado, frente a su distribución bajo la H0.
- Contrastar r estudentizado y transformado, frente a su distribución bajo
la H0.
2Ver por ejemplo Li (1994).
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- Ajustar mediante bootstrap el estadístico r frente a su distribución bajo
la H0, es decir, aplicar un doble proceso bootstrap a r.
Según Hinkley (1997), la primera de las opciones es, en teoría, inferior,
en el sentido de que el tamaño real del test difiere de su tamaño nominal
en O(T−1/2), mientras que la divergencia entre el tamaño real y el nominal
del test, para el resto de las opciones, es O(T−1). Algunas veces el fenó-
meno de estudentizar un estadístico en muestras pequeñas es inestable, ya
que la varianza estimada es inestable. La última opción, según este autor
requiere, en principio, un proceso de cálculo laborioso. Sin embargo, para
estadísticos lineales, los enfoques teóricos pueden hacer que este procedi-
miento de cálculo sea rápido, e incluso se pueden diseñar procedimientos
de Monte Carlo que reduzcan este proceso.
Algunos de los principales métodos de cointegración basados en el pro-
cedimiento bootstrap más utilizados en la literatura, hasta la fecha, son los
siguientes:
- Procedimiento bootstrap ordinario o estándar: Este método parte de una
muestra aleatoria (y1, y2,..., yT ) obtenida a partir de una distribución ca-
racterizada por un parámetro θ. La inferencia acerca de θ se basa en un
estadístico Ξ, de manera que este procedimiento consiste en extraer mues-
tras repetidas con reemplazamiento de tamaño T 0, que puede ser distinto
de T , denotando a cada una de estas muestras así: (y∗1, y
∗
2, ..., y
∗
T 0). Este
procedimiento se repite un número elevado de veces B y para cada muestra
bootstrap se calcula el estadístico Ξ, al que denominamos Ξ∗. La distribu-
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ción de Ξ∗, basada en B muestras boostrap, se conoce como distribución de
Ξ y es la que se utiliza para hacer inferencia acerca de θ. Existen algunos
estudios que aplican este procedimiento a las regresiones de cointegración,
como por ejemplo Shea (1989a,b). Sin embargo, estos trabajos se basan
en el supuesto de perturbaciones aleatorias i.i.d., el cual es muy restric-
tivo cuando la mayor parte de los métodos para estimar regresiones de
cointegración se han diseñado precisamente para resolver los problemas de
autocorrelación en las perturbaciones aleatorias y de endogeneidad de los
regresores.
- Procedimiento bootstrap recursivo: Este procedimiento, introducido por
Freedman y Peters (1984), se usa, especialmente, cuando se trabaja con
variables dependientes retardadas y perturbaciones aleatorias con proble-
mas de autocorrelación, si el término de perturbación aleatoria tiene una
estructura bien especificada, es decir, se parte de un modelo ARMA (p, q)
estacionario con órdenes de retardos p y q conocidos. Este método tam-
bién es utilizado por Efron y Tibshirani (1986), aunque aplicado a modelos
AR(1) y AR(2). A través del método bootstrap recursivo se estima un mo-
delo por MCO, o por otro método de estimación consistente, se obtienen los
residuos y, después de reescalarlos y centrarlos, se elaboran nuevas muestras
a partir de ellos. Con estas muestras de residuos se generan otras bootstrap
de manera recursiva. Así por ejemplo, en el caso de un modelo de regresión
con perturbaciones AR(1), tal como,
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yt = βxt + ut, (3.1)
ut = ρut−1 + et,
donde et ∼i.i.d.(0, σ2), se estima la ecuación (3.1) por MCO y utilizando
los residuos de la regresión uˆt, se estima ρˆ a través de los procedimientos
Cochrane-Orcutt o Prais-Winsten y obtenemos eˆt. Tras obtener muestras
a partir de eˆt y mediante un procedimiento recursivo se genera uˆt y la
muestra bootstrap basada en yt. Rayner (1991) utiliza este procedimiento
con algunos resultados importantes en lo que se refiere a la corrección del
tamaño del test. Li y Maddala (1997), a través de experimentos de Monte
Carlo, obtienen que este test corrige la elevada distorsión de tamaño que
presentan los estudios basados en la inferencia asintótica cuando se trabaja
con muestras pequeñas, con apenas una pequeña pérdida de potencia.
- Procedimiento bootstrap con bloques de datos de tamaño fijo: Cuando no
se conoce la estructura de correlación de las series o ésta se especifica erró-
neamente, un procedimiento basado en los residuos da lugar a estimadores
inconsistentes. Por tanto, surge otro enfoque que no requiere ajustar los
datos a una forma paramétrica determinada y que utiliza bloques de datos
de series temporales. Carlstein (1986) fue el primero en considerar la idea
de generar bloques bootstrap de observaciones, en lugar de utilizar ob-
servaciones individuales. Estos bloques, para Carlstein (1986), no pueden
solaparse. Sin embargo, más tarde, Künsch (1989) y Liu y Singh (1992), de
manera independiente, introducen un procedimento bootstrap más general
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basado en bloques de datos, al que denominan ”bloque bootstrap móvil”.
Este procedimiento se puede aplicar a series temporales estacionarias y se
diferencia del anterior en que sí permite que los bloques de observaciones
se solapen.
Los métodos de Carlstein (1986) y Künsch (1989) dividen las T obser-
vaciones, que conforman una serie, en bloques de tamaño l y seleccionan
b bloques, que pueden ser repetidos, obteniendo muestras a partir de to-
dos los posibles bloques. Según Li y Maddala (1997), si suponemos por
simplicidad: T = bl, a través del procedimiento de Carlstein (1986) se
obtendrían b bloques, mientras que a través del procedimiento de Künsch
(1989) se obtendría un número mayor de bloques, en concreto, T − l + 1
bloques. Por tanto, Li y Maddala (1997) señalan que la probabilidad de
cometer un error es más elevada utilizando el esquema de Carlstein (1986).
Los procedimientos bootstrap basados en bloques son muy utilizados en la
estimación de medias y varianzas muestrales, aunque Liu y Singh (1992)
también los aplican a estadísticos más generales y Künsch (1989) los utiliza
para modelos AR(1) y MA(1).
- Procedimiento bootstrap estacionario: Debido a que el procedimiento
bootstrap basado en bloques móviles da lugar a pseudo-series no estaciona-
rias, aunque las series originales lo sean, Politis y Romano (1994) sugieren
el método bootstrap estacionario. Los pasos a seguir para aplicar este pro-
cedimiento son los mismos que los del bootstrap con bloques móviles. Sin
embargo, existe una diferencia fundamental entre estos dos esquemas: el
procedimiento bootstrap estacionario obtiene muestras a través de bloques
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de datos que tienen un tamaño aleatorio3, mientras que el procedimiento
bootstrap de bloques móviles genera muestras mediante bloques de datos
del mismo tamaño4.
A través de los experimentos de Monte Carlo que realizan Li y
Maddala (1997), donde comparan el comportamiento de los procedimientos
bootstrap anteriores, se obtiene que, si la estructura de correlación serial
está mal especificada en el modelo y el tamaño muestral es pequeño, es
el procedimiento boostrap recursivo el que proporciona peores resultados,
aunque éste presenta mejores propiedades que si se utiliza la inferencia asin-
tótica. Asimismo, obtienen que el método bootstrap estacionario es el que
funciona mejor.
Hinkley (1997) también señala que los estudios empíricos iniciales su-
gieren que los algoritmos ordinarios que se utilizan en el procedimiento
bootstrap de bloques móviles se comportan de manera errática, pudiendo
llevar a una estimación por defecto de la varianza. Según este autor, el
tamaño medio del bloque tiene que ser mayor que el rango de correlación
de la serie. Asimismo, Hinkley (1997) argumenta que el algoritmo utilizado
para aplicar el procedimiento bootstrap estacionario lleva a una estimación
3El procedimiento bootstrap estacionario considera que la longitud del i − e´simo
bloque (li) tiene una distribución geométrica con un parámetro s, por lo que la longitud
promedio de un bloque es igual a 1/s.
4En Carlstein (1986), Künsch (1989), Hall y Horowitz (1996) y Politis y Romano
(1994) se analiza el tamaño óptimo de los bloques, en el caso del procedimiento bootstrap
con bloques móviles y en el de bootstrap estacionario, cuando se utilizan muestras de
tamaño pequeño.
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por exceso de la varianza. Por tanto, genera series simuladas con enormes
saltos, sobretodo cuando la media de la longitud del tamaño de los bloques
no es muy grande.
Antes de adentrarnos en el uso de la metodología bootstrap en el campo
de la cointegración es necesario tener en cuenta otra serie de cuestiones que
surgen cuando se generan muestras bootstrap y estadísticos a partir de
ellas:
I. La primera de ellas se basa en si se deben utilizar los residuos o los
datos para obtener la muestra bootstrap. Aunque existen algunos ejemplos
en la literatura donde se aplica el método bootstrap directamente a los
datos, según Li y Maddala (1997) esta alternativa no es válida para el caso
de regresiones de cointegración. Estos autores argumentan que a la hora
de obtener un modelo con datos que son output de muestras bootstrap
es necesario considerar la información existente acerca de la estructura del
modelo cuando se parte de datos originales. Esto se consigue si las muestras
bootstrap se obtienen a partir de los residuos, pero no si se obtienen a partir
de los datos originales. En el caso de cointegración, suponemos que yt y xt
son dos variables temporales que son I(1), y tenemos en cuenta las siguientes
ecuaciones:
yt = βxt + ut, (3.2)
xt = xt−1 + vt. (3.3)
Si aplicamos el procedimiento bootstrap a los datos (yt, xt) y estimamos
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la ecuación (3.2) por MCO, entonces si ut es I(1), la relación (3.2) es espuria.
Sin embargo, esto no se puede conocer utilizando el método bootstrap di-
recto, es decir, aplicado a los datos, sin contrastar previamente si (3.2) es
efectivamente una relación de cointegración. Suponiendo que inicialmente
aplicamos contrastes de cointegración a la ecuación (3.2) y hacemos que
ésta no sea una regresión espuria, entonces yt y xt son I(1) y ut es I(0); sin
embargo el método bootstrap directo, no utiliza la información relativa a
que ut es I(0) y que xt es I(1).
Li y Maddala (1997) también apuntan que cuando se utiliza el méto-
do bootstrap ordinario directamente aplicado a los datos, las muestras
bootstrap que se obtienen a partir de las variables yt y xt no pueden ser
I(1), ya que se destruye la estructura de las series temporales I(1) al uti-
lizar este procedimiento que considera distribuciones i.i.d. Si en lugar de
utilizar este método se aplicara un procedimiento bootstrap de bloques
móviles a los datos originales, Li y Maddala (1997) manifiestan que las
muestras bootstrap de estas series tampoco serían integradas de orden uni-
tario5. Por tanto, consideran que los métodos bootstrap para el análisis
de cointegración deben basarse en los residuos, de manera que los datos
bootstrap (y∗t y x∗t ) se generen de acuerdo con las ecuaciones (3.2) y (3.3),
que garantizan que y∗t y x∗t sean I(1). Así, según Li y Maddala (1997) exis-
ten dos tipos de aspectos claves que se tienen que considerar en el contraste
5Hinkley (1997) considera que el hecho de que el procedimiento bootstrap basado en
bloques no sea completamente robusto a los modelos integrados, no tiene porqué ser
importante, ya que la estimación que se obtiene a través de este procedimiento no es un
parámetro del proceso xt.
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de cointegración:
(a) xt es I(1).
(b) La ecuación (3.2) es una regresión de cointegración.
Por tanto, el algoritmo bootstrap que estos autores sugieren es el si-
guiente:
1. Estimar la ecuación (3.2) por MCO6 y obtener las estimaciones βˆ y uˆt.
2. Definir vˆt = ∆xt y aplicar el procedimiento bootstrap a los pares de datos
(uˆt, vˆt). Si los términos de perturbación aleatoria están autocorrelacionados,
se pueden utilizar los métodos bootstrap recursivo y de bloques, ya que usan
la información (a) y (b) y además preservan la correlación entre uˆt y vˆt, es
decir, se tiene en cuenta la endogeneidad de xt.
Hinkley (1997) también señala que el procedimiento bootstrap basado
en los residuos funciona perfectamente si la forma del modelo es correcta,
aunque incluya homocedasticidad, siempre que los residuos se ajusten y se
centren antes de ser utilizados como términos de errores empíricos. Asimis-
mo, argumenta que el algoritmo basado en los datos es más sencillo, pero su
utilización no sería una elección apropiada. El primer motivo que argumen-
ta Hinkley (1997) para no hacer uso de algoritmos que utilizan los datos
directamente se basa en que, en este caso, no es necesario ajustar ningún
modelo, lo que podría animar a los investigadores a omitir en su análisis el
proceso de verificación del modelo. El segundo motivo, se basa en que estos
6Al ser βˆ superconsistente es válido aplicar el procedimiento bootstrap a uˆt.
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algoritmos generan resultados que son robustos a la heterocedasticidad y
aunque en algunos casos represente una ventaja, bajo homocedasticidad los
resultados serían ineficientes. El tercer motivo es que la variación de los
coeficientes de regresión, obtenidos por bootstrap, puede ser exagerada.
II. Otra cuestión que se plantea al elaborar muestras bootstrap y estadís-
ticos a partir de ellas es cómo generar los residuos bootstrap. Es decir,
cuando se contrasta, por ejemplo, la H0 : β = β0, entonces surge la duda
sobre si se deben utilizar los residuos MCO (uˆt = yt − βˆxt) o los residuos
restringidos (u˜t = yt − β0xt) y aplicar el método bootstrap a los pares
(u˜t, vˆt). Li y Maddala (1997) responden a esta cuestión, argumentando que
los residuos y la generación de pseudo-datos tiene que ser consistente con
los estadísticos utilizados. Así, si se tiene en cuenta únicamente un modelo
de regresión simple:
yt = βxt + ε, ε ∼ i.i.d.(0, σ2),
y se considera la H0 : β = β0, existirían tres tipos de esquemas muestrales:
S1 : y∗ = βˆx+ ε∗,
S2 : y∗ = β0x+ ε
∗,
S3 : y∗ = β0x+ ε
∗
0,
en los que βˆ es un estimador MCO de β, εˆ son los residuos obtenidos por
MCO, ε∗ son los residuos bootstrap obtenidos a partir de εˆ, y ε∗0 son los
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residuos elaborados a partir de ε˜0 = y − β0x. También pueden existir dos
tipos de estadísticos Ξ :
Ξ1 = Ξ(βˆ) = (βˆ
∗ − βˆ)/σˆ∗,
Ξ2 = Ξ(β0) = (βˆ
∗ − β0)/σˆ∗,
siendo σˆ un estimador MCO de σ. Por tanto, teniendo en cuenta lo anterior,
y en el contexto de relaciones de cointegración, Li y Maddala (1997) ob-
tienen, a través de sus estudios de Monte Carlo, que en los casos de raíces
unitarias y modelos de cointegración, los procedimientos (S1,Ξ1) tienen
una distribución límite que no es correcta y únicamente se deben utilizar
los procedimientos (S2,Ξ2) y (S3,Ξ2). Asimismo, estos autores obtiene que
el procedimiento (S3,Ξ2) es incluso superior al (S2,Ξ2).
3.3 Tests de cointegración por bootstrap
Dentro del conjunto de tests de cointegración basados en ecuaciones senci-
llas, los tests de cointegración basados en MCE suelen mostrar propiedades
de potencia superiores a los tests basados en residuos (Boswijk y Frances,
1992; Kiviet y Phillips, 1992, y Kremers, Ericsson y Dolado, 1992). Sin
embargo, los tests basados en MCE no se utilizan en muchos estudios em-
píricos debido a que existe una gran variedad de este tipo de tests y no
existen tablas de valores críticos adecuadas para cada uno de ellos. Según
Mantalos y Shukur (1998), una forma de resolver estos problemas es utilizar
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valores críticos obtenidos mediante el procedimiento bootstrap7. El atracti-
vo de los modelos MCE surje por el hecho de que recogen información sobre
la estructura de largo plazo o de equilibrio (relación de cointegración) y la
estructura dinámica o de corto plazo que existe entre diferentes conjuntos
de variables. Johansen (1988) considera un vector autorregresivo (VAR) en
forma de MCE para analizar las propiedades estadísticas de los sistemas
de cointegración. El interés que este contraste ha suscitado en la literatu-
ra empírica es debido al hecho de que permite corregir los problemas de
endogeneidad de los regresores y de autocorrelación en el término de per-
turbación aleatoria de la regresión de cointegración, problemas que en el
caso del procedimento de estimación de Engle y Granger (1987) da lugar a
que la estimación de β en la ecuación (3.1) posea una distribución con pa-
rámetros molestos8. A través del MCE se pueden analizar las propiedades
de largo plazo y de corto plazo de forma conjunta y se puede llevar a cabo
una inferencia eficiente utilizando métodos máximo verosímiles.
El primer paso del procedimiento desarrollado por Johansen consiste
en determinar el rango del espacio de cointegración, es decir, el número
de vectores de cointegración. Este paso se puede llevar a cabo a través del
7Mantalos y Shukur (1998) comparan el test de cointegración de tipo MCE cuando se
utilizan los valores críticos obtenidos por bootstrap con aquéllos que utilizan los valores
críticos de Dickey-Fuller y los Gaussianos. Estos autores obtienen que el test de cointe-
gración del tipo MCE funciona mejor cuando se utilizan los valores críticos elaborados
por bootstrap que si se utilizan los de Dickey-Fuller o los Gaussianos.
8El procedimiento fully modified MCO de Phillips y Hansen (1990) elimina asintóti-
camente estos parámetros molestos.
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estadístico de la traza (λtraza) o el estadístico del máximo autovalor (λma´x).
Ambos estadísticos no tienen funciones de distribución asintóticas estándar,
sino que se tratan de funcionales de procesos multivariantes de Wiener.
Una de las críticas a las que son sometidas las funciones de distribución
de estos estadísticos es que dependen de las variables deterministas que
aparecen tanto en el p.g.d. como en el modelo estimado VAR. Por tanto, el
procedimiento bootstrap, introducido inicialmente por Efron (1979), al ser
un método de remuestreo que simula valores críticos distintos para cada
muestra, puede ser una solución a este problema. De ahí que la mayor
parte de la literatura basada en los contrastes del rango de cointegración,
que utilizan el procedimiento bootstrap, se haya desarrollado para modelos
VAR, además, entre otros aspectos, de que estos tests presentan buenas
propiedades de potencia. Sin embargo, tal y como exponemos en la Sección
cuarta, el test de cointegración que proponemos, basado en el CBB, también
tiene una potencia elevada, que en determinados casos llega a ser incluso
superior a la de algún test basado en modelos VAR, como es el test λma´x
de Johansen.
El test del número de vectores de cointegración desarrollado por
Johansen9 se basa en la estimación del vector de corrección de error (VCE)
autorregresivo Yt (n x 1) de variables aleatorias:
9Este procedimiento está explicado de forma más extensa en muchos estudios (ver,
por ejemplo, Cuthbertson et al. (1992), Capítulo 5, y Harris (1995), Capítulo 5).
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∆Yt =
p−1P
i=1
Γi∆Yt−i −ΨYt−p + εt, t = 1, ..., T, (3.4)
donde εt ∼i.i.d. (0,
P
) y Ψ = αβ0, siendo α y β matrices n x k de rango
k < n, de no ser así Ψ debe ser una matriz de ceros10. Si los componentes
de Yt son I(1), entonces ΨYt−p ∼ I(0) y el rango de β (y, por ende, el de Ψ)
debe ser inferior a n. El verdadero rango de Ψ indica el número de vectores
de cointegración, de manera que Johansen desarrolla un procedimiento para
contrastar la existencia de como máximo k vectores de cointegración11,
basando su estudio en la elaboración de un estimador máximo verosímil
para β, calculando las correlaciones canónicas entre ∆Yt y Yt−p, ajustadas
por todos los retardos. Reescribiendo (3.4) como:
∆Yt +ΨYt−p =
p−1P
i=1
Γi∆Yt−i + εt, (3.5)
Johansen maximiza la función de verosimilitud para la variable Yt
condicionada a un valor dado de β, estimando por mínimos cuadra-
dos estándar y por separado las regresiones de ∆Yt y Yt−p respecto a
∆Yt−1,∆Yt−2, ...,∆Yt−p+1, obteniendo los vectores (n x 1) de residuos r0t
10El vector de parámetros α se puede interpretar como la velocidad promedio de ajuste
hacia el equilibrio en el MCE. El vector de parámetros β es un vector de coeficientes de
largo plazo (o de equilibrio).
11Tal y como se sabe, la estimación de Ψ tiene rango completo, por ello los tests de
Johansen tratan de analizar si los autovalores de Ψ son estadísticamente diferentes de
cero.
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y rpt, respectivamente. A partir de estos vectores se obtienen las matrices
de residuos Sij = T−1
PT
t=1 ritr
0
jt, i, j = 0, p.
La estimación máximo verosímil de β son los autovectores correspon-
dientes a los k autovalores más grandes que se obtienen al resolver la si-
guiente ecuación:
|λSpp − Sp0S00S0p| = 0.
Este procedimiento permite obtener n autovalores ordenados: λˆ1 >
λˆ2 > ... > λˆn > 0 y sus correspondientes autovectores. El test de ratio de
verosimilitud (RV) no estándar de Johansen, que contrasta la existencia de
como máximo k vectores de cointegración, es equivalente al contraste de
que los n− k autovalores más pequeños toman valor cero, es decir λˆi = 0,
para i = k + 1, ..., n frente a la hipótesis λˆi > 0 para i = 1, ..., k. El
contraste de esta H0 equivale, por tanto, a imponer la restricción de que
sólo los k primeros autovalores son no nulos y se puede obtener el estadístico
RV estándar (aunque con una distribución no estándar), comparando el
logaritmo de la función de máxima verosimilitud que se obtiene a partir del
modelo restringido, es decir, aquél que considera nulos los n−k autovalores
más pequeños, con el logaritmo de la función de máxima verosimilitud del
modelo no restringido. Para ello, Johansen considera dos estadísticos RV:
(i) El estadístico de la traza,
298
3.3. Tests de cointegración por bootstrap
λtraza = −2 log(Q) = −T
nP
i=k+1
log(1− λˆi), k = 0, 1, ..., n− 2, n− 1,
(ii) El estadístico de autovalor-máximo o estadístico λma´x,
λma´x = −T log(1− λˆk+1), k = 0, 1, ..., n− 2, n− 1.
Cabe matizar que la presencia de una tendencia determinista y/o una
constante en (3.4), o sólo en los vectores de cointegración, lleva a diferentes
estadísticos y distintos valores críticos asociados a ellos12. Reimers (1992) y
Cheung y Lai (1993), inter alia, consideran que estos valores críticos deben
ser corregidos por el número de parámetros estimados para poder obtener
propiedades de tamaño satisfactorias en muestras finitas. En particular,
Reimers (1992) sugiere corregir los estadísticos λtraza y λma´x de Johansen
por el número de grados de libertad, reemplazando el tamaño muestral (T )
por T − np, donde n es el número de variables que contiene el modelo y
p el número de retardos que se consideran cuando se estima la ecuación
(3.4). Cheung y Lai (1993) muestran que el sesgo en muestras finitas de
los estadísticos de Johansen es una función positiva de T/(T − np). Van
Giersbergen (1996) considera que para la corrección de los estadísticos RV,
se deben multiplicar por el factor T/(T − np).
12Los valores críticos asintóticos sin constante y tendencia determinista o con estos tér-
minos, basados en simulaciones de un paseo aleatorio Gaussiano, aparecen en Osterwald-
Lenum (1992).
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Algunos autores, como Boswijk y Frances (1992), también destacan la
importancia de especificar la dinámica correcta del modelo, ya que cuando
se utiliza el procedimiento desarrollado por Johansen (1988), para detectar
el rango del espacio de cointegración, se supone que los datos se generan
a partir de un determinado VAR. Estos autores demuestran que una es-
pecificación de la dinámica del modelo con un número de retardos de la
variable endógena inferior al verdadero lleva a una evidente distorsión de
tamaño del test, mientras que un exceso de retardos lleva a una pérdida de
potencia. Asimismo, si se utilizan procedimientos de selección del número
de retardos y el MCE contiene un componente de media móvil (MA) ne-
gativo, estos procedimientos tienden a estimar un oden de retardos de la
variable endógena inferior al verdadero, por lo que los residuos del MCE
presentarían autocorrelación. Por tanto, si se desconoce la especificación
correcta del modelo VAR, para estos autores es más apropiado el uso del
procedimiento bootstrap, ya que permite realizar simulaciones bootstrap
de la distribución del estadístico bajo la H0 para cada muestra particular.
Cuando se utiliza el procedimiento bootstrap ordinario, al realizar extrac-
ciones aleatorias a partir de los residuos del MCE, se elimina la correlación
que podría existir en los residuos. Sin embargo, si se generan nuevas mues-
tras a partir de extracciones de bloques formados por residuos adyacentes,
entonces se preserva la estructura de correlación que presentan los residuos
dentro de cada bloque. Por ello, este tipo de procedimientos bootstrap son
los más utilizados en el campo de la cointegración, cuando se parte de un
MCE.
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Van Giersbergen (1996) utiliza el procedimiento bootstrap estacionario,
centrándose únicamente en el estadístico λtraza desarrollado por Johansen
(Johansen, 1988, 1991; Johansen y Juselius, 1990, 1992) para determinar el
rango de la matriz de vectores de cointegración. El procedimiento bootstrap
puede obtener una aproximación de la distribución del estadístico λtraza
bajo la H0 en muestras finitas. Sin embargo, hay que tener especial cuidado
cuando existe una raíz unitaria. Basawa et al. (1991a) muestran el fracaso
del procedimiento bootstrap ordinario en modelos AR(1), ya que, cuando
se utiliza este procedimiento, la función de distribución condicional del
parámetro que acompaña a la parte AR(1) no converge a una función de
distribución que no sea condicional a este parámetro. No obstante, Basawa
et al. (1991b) muestran la validez asintótica del procedimiento bootstrap en
modelos AR(1) cuando se considera la hipótesis de raíz unitaria, si se conoce
la media y si la muestra bootstrap se genera por medio de parámetros
estimados bajo esta hipótesis.
Debido a que el procedimiento bootstrap ordinario supone que los térmi-
nos de perturbación aleatoria son independientes y aunque el procedimiento
bootstrap de bloques móviles, desarrollado por Künsch (1989) y Liu y Singh
(1992), permiten aplicar este procedimiento en el caso de fuerte dependen-
cia entre las perturbaciones aleatorias, van Giersbergen (1996) considera
más apropiado para detectar el rango del espacio de cointegración el pro-
cedimiento bootstrap estacionario elaborado por Politis y Romano (1994).
El algoritmo que desarrolla van Giersbergen (1996) para contrastar el ran-
go de la matriz de cointegración, es decir, H0 = k, cuando se utiliza el
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estadístico λtraza en un modelo como el representado en (3.4), pero con un
intercepto conocido y una longitud promedio de los bloques dada por 1/s
para s ∈ [0, 1], es el siguiente:
1. Aplicar el procedimiento de Johansen para calcular el estadístico λtraza
sobre la serie original.
2. Obtener los parámetros estimados bajo la H0 conjunta H 00 : rango(Ψ)
= k e intercepto con valor cero, estimando el siguiente modelo:
∆Yt = −αβ0Yt−1 + Γ1∆Yt−1 + ...+ Γp−1∆Yt−p+1 + εt, (3.6)
para t = 1, ..., T, siendo αˆ, βˆ, Γˆ1, ..., Γˆp−1 y εˆt los parámetros estimados y
el residuo, respectivamente, bajo la H 00. Denominando a μˆT = T−1
TP
t=1
εˆt
la media muestral de los residuos, que no puede ser cero ya que el modelo
(3.6) no contiene un intercepto, se pueden obtener los residuos ajustados
(centrados13 y escalados14), a los que denotamos como ε˜t:
ε˜t =
p
T/(T − (p− 1)n)(εˆt − μˆT ).
Debido a que ε˜t es estacionario bajo la H 00, se puede aplicar el procedi-
miento bootstrap estacionario a estos residuos.
13Al no incluir intercepto en el modelo es necesario centrar los residuos antes de llevar
a cabo la ”extracción” para asegurar que la media de la población bootstrap sea cero.
14Se escalan los residuos debido a que los residuos MCO son más pequeños que las
perturbaciones aleatorias verdaderas (ver Peters y Freedman, 1984).
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3. Generar perturbaciones bootstrap {ε∗t }T1 elaborando muestras con blo-
ques de residuos adyacentes ajustados de acuerdo con el procedimiento
bootstrap estacionario15. Cuando se extraen T perturbaciones aleatorias
bootstrap, construir una muestra {Y ∗t }T1 a partir de {ε∗t } y de los paráme-
tros estimados restringidos:
∆Y ∗t = −αˆβˆ
0
Y ∗t−1 + Γˆ1∆Y
∗
t−1 + ...+ Γˆp−1∆Y
∗
t−p+1 + ε
∗
t ,
donde {Y ∗1−p, ..., Y ∗0 } = {Y1−p, ..., Y0}.
4. Calcular una realización bootstrap del estadístico λtraza, aplicando el
procedimiento de Johansen a la muestra bootstrap {Y ∗t }.
5. Repetir los pasos 3 a 4 un gran número de veces (B).
6. Rechazar la H0 : rango(Ψ) = k si el estadístico λtraza obtenido a partir
de la muestra original es mayor que la realización (1− α)(B + 1)− e´sima
más grande de dicho estadístico, obtenida por el procedimiento bootstrap.
Como se ha comentado anteriormente, el procedimiento bootstrap esta-
cionario preserva la correlación entre los residuos adyacentes dentro de un
bloque, aunque deteriora la correlación entre bloques. Por tanto, se espera
que el procedimiento bootstrap estacionario funcione mejor si la longitud
promedio (1/s) de los bloques se incrementa. Sin embargo, si s es dema-
siado pequeño, no se pueden elaborar valores críticos precisos. Por tanto,
surje la cuestión sobre qué tamaño de los bloques es el adecuado16.
15Ver el apéndice de van Giersbergen (1996, p. 407 y 408) para más detalles.
16Si s = 1, el procedimiento bootstrap ordinario coincide con el bootstrap estacionario.
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Van Giersbergen (1996) obtiene mediante experimentos de Monte Carlo
que, cuando se trabaja con muestras pequeñas, la inferencia basada en el
procedimiento bootstrap ordinario es tan buena como la inferencia basa-
da en valores críticos asintóticos sujetos a un ajuste para ser aplicados a
muestras finitas. Por tanto, este autor argumenta que el procedimiento
bootstrap es apropiado para realizar inferencia acerca del rango del espacio
de cointegración en modelos VAR. Cuando existen errores de especificación
en la parte dinámica de un VEC e incluso si existen componentes MA, van
Giersbergen (1996) obtiene que el uso del procedimiento bootstrap esta-
cionario con muestras elaboradas a partir de bloques de residuos, puede
ser más apropiado que si se utiliza la inferencia basada en valores críticos
asintóticos. Sin embargo, las propiedades del procedimiento bootstrap esta-
cionario dependen del tamaño de los bloques, el cual, a su vez, depende del
número de retardos de la variable endógena incluidos en el modelo VAR.
Por tanto, este hecho junto con el resultado de que la potencia del test
es mayor cuanto mayor es el orden de retardos que se consideran en el
VAR, representan un límite a la aplicación del procedimiento bootstrap
estacionario. No obstante, van Giersbergen (1996) propone este procedi-
miento como una herramienta importante de diagnóstico para investigar la
sensibilidad de los procedimientos de inferencia a especificaciones erróneas
de la parte dinámica de los VEC.
Harris y Judge (1998) también desarrollan un test de cointegración me-
diante bootstrap a partir del test de Johansen. Su trabajo se basa en el de
van Giersbergen (1996) y analizan las propiedades de tamaño y potencia de
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su test en muestras finitas mediante un estudio de Monte Carlo. Además,
comparan estas propiedades con las asintóticas obtenidas por Johansen.
Van Giersbergen (1996) utiliza el método bootstrap estacionario (Politis y
Romano, 1994) en lugar del bootstrap ordinario, el cual permite realizar ex-
tracciones aleatorias (con reemplazamiento) de los residuos, porque aborda
el problema de la especificación errónea de los modelos VAR. Sin embar-
go, Harris y Judge (1998) argumentan dos razones fundamentales para no
utilizar el procedimiento bootstrap estacionario. En primer lugar, porque
están interesados en conocer si la técnica bootstrap proporciona ”mejores”
estadísticos que si se utilizan los asintóticos basados en un modelo paseo
aleatorio (Osterwald-Lenum, 1992). Por tanto, no consideran que sea nece-
sario complicar el análisis tratando de analizar la especificación dinámi-
ca correcta del VAR señalado. En segundo lugar, los resultados de van
Giersbergen (1996) muestran que el procedimiento bootstrap ordinario es,
en general, preferido al bootstrap estacionario, ya que este último tiene una
potencia inferior. Además, van Giersbergen (1996, p. 401) concluye dicien-
do: ”... es mejor tener un modelo VAR con un orden de retardos suficiente
para mejorar la potencia del test ..., por consiguiente, el uso práctico del
bootstrap estacionario parece estar limitado”.
El algoritmo que elaboran Harris y Judge (1998) para determinar el
número de vectores de cointegración es el siguiente:
1. Estimar (3.4) y obtener las estimaciones: Γˆi y Ψˆ = αˆβˆ
0
.
2. Restringir βˆ de manera que contenga sólo los k-autovectores mayores (el
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resto toman valor cero) y generar de forma dinámica nuevos valores de Y ∗t
con β = βˆ
∗
a través del siguiente modelo:
∆Y ∗t =
p−1P
i=1
ΓˆiY ∗t−i − αˆβˆ
∗0
Y ∗t−p + ε
∗
t , t = 1, ..., T,
obteniendo muestras i.i.d.(con reemplazamiento) de valores ε∗t a partir de
los residuos (normalizados) {ε∗t } .
3. Utilizar Y ∗t , para estimar (3.5), y el modelo VAR no restringido, obte-
niendo las funciones de distribución por bootstrap de los estadísticos λtraza
y λma´x17. A partir de estas funciones de distribución se pueden obtener
los valores críticos y, por ende, el nivel de significación para el rechazo de
la H0: existen como máximo k vectores de cointegración. Así, se rechaza
la H0 : rango (Ψ) = 0 si λtraza o λma´x, obtenidos a partir de la muestra
original, presentan un valor superior al de los estadísticos bootstrap, al
nivel de significación considerado. Así, al nivel del 5% se rechaza la H0 si
λ > λ∗[0.95].
Harris y Judge (1998), utilizando el modelo empírico de Engle y Yoo
(1987) y Podivinsky (1990) y teniendo en cuenta la posibilidad de que exista
uno o dos vectores de cointegración entre tres variables integradas, obtienen
las propiedades de tamaño y potencia de los estadísticos RV (λtraza y λma´x)
de Johansen cuando el tamaño muestral es de 50 observaciones. Aunque
algún autor, como Podivinsky (1990), afirma que los valores críticos simu-
lados por Johansen para los estadísticos RV son inapropiados cuando el
17Harris y Judge (1998) utilizan 5000 réplicas y las ordenan (λ∗(1) < ... < λ
∗
(5000)).
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tamaño muestral es igual o inferior a 100 y a pesar de que Reimers (1992)
sugiere que los valores críticos de Johansen, cuando la muestra es pequeña,
llevan a un excesivo rechazo de la H0 cuando es verdadera, Harris y Judge
(1998) utilizan estos valores críticos. El resultado que estos autores ob-
tienen es que, en general, el procedimiento de cointegración por bootstrap
no tiene buenas propiedades de tamaño cuando la muestra es pequeña y
cuando existe al menos un vector de cointegración. Estos autores obtienen
que cuando no hay una relación de cointegración entre tres variables in-
tegradas y el tamaño de la muestra es igual a 50, el estadístico λma´x tiene
buenas propiedades de tamaño, especialmente si se utiliza el estadístico
λma´x determinado por bootstrap; sin embargo, cuando existe un vector
de cointegración entre las tres variables, los estadísticos RV asintóticos de
Johansen presentan mejores propiedades de tamaño que si se determinan
por bootstrap (en especial cuando utilizan el λma´x), aunque la potencia de
los estadísticos RV asintóticos y por bootstrap es elevada. No obstante, si
existen dos vectores de cointegración entre tres variables integradas, ambos
estadísticos RV, el asintótico y el bootstrap, cuando la muestra es pequeña,
tienen buenas propiedades de potencia, sin embargo, ninguno tiene propie-
dades adecuadas de tamaño.
Otro test de cointegración por bootstrap es el desarrollado por
Kapetanios y Camba-Mendez (1999). Este procedimiento también pre-
tende determinar el rango de la matriz de coeficientes de las variables
en niveles que aparece en una representación de corrección de error (ma-
triz Ψ en la ecuación (3.4)), aunque no utiliza la correlación canóni-
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ca o el análisis de componentes principales tal y como llevan a cabo
los contrastes propuestos por Johansen (1988), Stock y Watson (1988),
Gregoir y Laroque (1994) y Snell (1999). El procedimiento que desarrollan
Kapetanios y Camba-Mendez (1999) es una adaptación del sugerido por
Cragg y Donald (1996) para la determinación del rango de matrices con
estimadores
√
T−consistentes. Por simplicidad suponen para Yt un modelo
VAR(1), en lugar de un VAR(p), cuya representación de corrección de error
es la siguiente:
∆Yt = ΨYt−1 + εt. (3.7)
Con el fin de poder clarificar el procedimiento de Kapetanios y Camba-
Mendez (1999), realizamos previamente una breve incursión en el contraste
de Cragg y Donald (1996). Estos autores contrastan la hipótesis de que
una matriz A, con estimadores
√
T−consistentes, Aˆ, tiene un rango k = k∗,
frente a la hipótesis de que k > k∗. El test se basa en la transformación
de la matriz A utilizando el procedimiento de eliminación Gaussiana con
pivotaje completo18. Después de aplicar k∗ pasos en los que se realizan
transformaciones de eliminación con pivotaje, A se transforma en una ma-
triz con la siguiente estructura:
18Ver Cragg y Donald (1996) o Golub y Loan (1983) para obtener más información
sobre eliminación Gaussiana con pivotaje completo.
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⎛
⎝ A11(k
∗) A12(k∗)
A21(k∗) A22(k∗)
⎞
⎠ . (3.8)
Aplicando transformaciones con pivotaje de eliminación Gaussianas en
Aˆ se obtiene la estimación de A∗22(k
∗), Aˆ∗22(k
∗). Bajo condiciones de regu-
laridad y requiriendo que la matriz de covarianzas
√
Tvec(Aˆ − A) tenga
rango completo, estos autores demuestran que bajo la H0, se cumple:
√
Tvec(Aˆ∗22(k
∗))
d→ N(0,ΦVΦ0),
siendo Φ una función de submatrices obtenidas a partir de la partición de
la matriz A llevada a cabo en (3.8) y considerando la transformación de
matrices utilizadas en la eliminación Gaussiana. Entonces,
ξˆ = TvecAˆ∗22(k
∗)0(ΦˆVˆ Φˆ0)−1vecAˆ∗22(k
∗)
d→ χ2(n−k∗)2 ,
donde Φˆ y Vˆ son estimaciones muestrales de Φ y V, respectivamente. Cabe
señalar que se puede relajar el requerimiento de que la matriz de covarianzas
no sea singular, ya que para llevar a cabo este contraste sólo se necesita que
exista la inversa de ΦVΦ0 y no de V . Tal y como muestran Cragg y Donald
(1996), la matriz Φ, que tiene una dimensión (n − k∗)2 x n2, tiene rango
completo en sus filas. Por consiguiente, ΦV Φ0 no es singular si el rango
de V es mayor o igual a (n − k∗)2. El procedimiento de Cragg y Donald
(1996) requiere que el rango de la matriz de covarianzas asintótica de Aˆ
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sea mayor que (n− k∗)2. Sin embargo, el trabajo de Kapetianos y Camba-
Mendez (1999) relaja este requerimiento, permitiendo que no tenga rango
completo, utilizado la inversa de Moore-Penrose, en lugar de una inversa
para obtener una forma cuadrática que tenga una distribución asintótica
χ2.
Bajo la H0 : k = k∗ 6= 0 y considerando la H1 : k > k∗, Kapetianos y
Camba-Mendez (1999) proporcionan un test consistente mediante el pro-
cedimiento bootstrap. Estos autores proponen aplicar este procedimiento
a la distribución del siguiente estadístico:
ξ = TvecΨˆ22(k∗)0vecΨˆ22(k∗). (3.9)
Siguiendo las sugerencias que aparecen en Basawa et al. (1991) y Li
y Maddala (1996), aplicadas a una estructura no estacionaria univarian-
te, Kapetanios y Camba-Mendez (1999) proponen aplicar el procedimiento
bootstrap al estadístico (3.9) llevando a cabo el siguiente algoritmo:
1. Estimar Ψˆ a partir del VCE (3.7).
2. Definir Ψ∗(k∗) como la matriz de coeficientes utilizada para construir
las muestras bootstrap, tratando de asegurar, tal y como se explica en
Kapetanios y Camba-Mendez (1999, p. 5), que Ψ∗(k∗) incorpora la res-
tricción impuesta en la H0, es decir, k = k∗.
3. Simular un vector de series Y ∗t a partir de un modelo como el represen-
tado en (3.7) utilizando la matriz Ψ∗(k∗) calculada en el paso anterior:
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∆Y ∗t = Ψ
∗(k∗)Y ∗t−1 + ε
∗
t ,
El cálculo de ε∗t se discute en la sección 6 del trabajo de Kapetanios y
Camba-Mendez (1999, p.5 y 6).
4. Utilizar la serie simulada Y ∗t para estimar Ψ∗ en la expresión siguiente:
∆Y ∗t = Ψ
∗Y ∗t−1 + ε
∗
t .
denotando la estimación como Ψˆ∗.
5. Calcular el estadístico de Cragg y Donald (1996) bajo la H0 : k = k∗:
ξ∗ = TvecΨˆ∗22(k
∗)0vecΨˆ∗22(k
∗).
6. Repetir los pasos 3 a 5 un gran número de veces, B, con el fin de obtener:
Dξ = {ξ∗1, ξ∗2, ..., ξ∗B} .
7. Calcular el cuantil relevante de Dξ para obtener los valores críticos.
Kapetianos y Camba-Mendez (1999) obtienen que el nuevo estadístico
que desarrollan para llevar a cabo un contraste de cointegración mediante
el procedimiento bootstrap es consistente y tiene propiedades de tamaño y
potencia superiores a los estadísticos (λma´x y λtraza) de Johansen (1988).
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Otro trabajo que utiliza el procedimiento bootstrap para determinar el
número de vectores de cointegración, a través de un MCE, es el de Ahlgren
(2000). Este autor obtiene los valores críticos del estadístico que permite
contrastar el rango del espacio de cointegración, utilizando el procedimiento
bootstrap, a partir de un MCE y analiza los efectos de la especificación
dinámica sobre las propiedades de tamaño y potencia del test cuando se
utiliza este tipo de valores críticos.
Entre las diferentes alternativas posibles para realizar el contraste de
cointegración de tipo MCE, Ahlgren (2000) considera la propuesta por
Kremers, Ericsson y Dolado (1992). Antes de desarrollar el algoritmo que
permite obtener los valores críticos propuesto por Ahlgren (2000), resu-
mimos brevemente esta propuesta con el fin de clarificar el procedimiento
utilizado por este autor.
Así, en relación al test de cointegración de tipo MCE, el p.g.d. que
considera Ahlgren (2000) es el siguiente:
∆yt = β1∆xt + β2(yt−1 − xt−1) + ε1t, (3.10)
∆xt = ε2t, (3.11)
donde:
⎛
⎝ ε1t
ε2t
⎞
⎠ ∼ i.i.d.
⎡
⎣
⎛
⎝ 0
0
⎞
⎠ ,
⎛
⎝ σ
2
1 0
0 σ22
⎞
⎠
⎤
⎦ , t = 1, ..., T,
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∆ es el operador de primeras diferencias (1−L), L es el operador de retardos
y T es el tamaño muestral. Las variables yt y xt son I(1) y posiblemente
cointegradas, CI(1, 1). Si β2 = 0, yt y xt no están cointegradas. Si β2
< 0, entonces yt y xt están cointegradas y el vector de cointegración es el
siguiente: β = (1,−1)0. Considerando que xt es fuertemente exógena en
(3.11), Kremers, Ericsson y Dolado (1992) muestran que un contraste de
cointegración se puede basar en el siguiente MCE:
∆yt = β1∆xt + β2wt−1 + ε1t, ε1t ∼ i.i.d.(0, σ21), (3.12)
donde wt = yt−xt. La H0 de no cointegración es β2 = 0 y la alternativa de
cointegración es β2 < 0. Asimismo, el estadístico t del MCE que se utiliza
para contrastar la H0 es el siguiente:
tMCE =
1
σˆ1
µ
TP
t=1
w2t−1
¶1/2
βˆ2 +Op(T
−1/2). (3.13)
Kremers, Ericsson y Dolado (1992) obtienen la distribución asintótica
del estadístico (3.13) bajo la H0 de no cointegración (ver también Banerjee,
Dolado, Hendry y Smith, 1986).
Ahlgren (2000) considera un procedimiento bootstrap ordinario basado
en los residuos. La limitación que tiene este procedimiento, tal y como
se ha especificado anteriormente, es que sólo es válido para perturbaciones
aleatorias i.i.d. (ver Li y Maddala, 1996; Maddala y Kim, 1998; y Horowitz,
1999, donde se amplía información sobre el procedimiento bootstrap de
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bloques móviles y el bootstrap estacionario). Ahlgren (2000) elabora el
siguiente algoritmo bootstrap para obtener los valores críticos del test de
cointegración de tipo MCE:
1. Estimar el MCE por MCO:
∆yt = β1∆xt + β2wt−1 +
pP
i=1
δi∆yt−i + ε1t, (3.14)
siendo ε1t ∼i.i.d. (0, σ21) y t = 1, ..., T, y obtener el estadístico tMCE que
aparece en (3.13).
2. Calcular los residuos centrados y reescalados:
ε˜1t =
µ
εˆ1t −
1
T
TP
t=1
εˆ1t
¶µ
T
T − d
¶1/2
,
donde d = p+ 2 es el número de coeficientes estimados.
3. Realizar extracciones independientes (con reemplazamiento) de los resi-
duos (ε˜11, ..., ε˜1T ), con el fin de obtener la muestra bootstrap (ε∗11, ..., ε
∗
1T ),
y generar una muestra bootstrap (y∗1, ..., y
∗
T ) a partir de (x1, ..., xT ) y
(ε∗11, ..., ε
∗
1T ) utilizando el modelo estimado restringido:
∆yt = β˜1∆xt +
pP
i=1
δ˜i∆y∗t−i + ε
∗
1t, (3.15)
donde
©
y∗1−p, ..., y
∗
0
ª
= {y1−p, ..., y0} . En el modelo (3.15), β˜1 y δ˜1 repre-
sentan las estimaciones restringidas de β1 y δ1 bajo la H0 : β2 = 0.
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4. Obtener réplicas por bootstrap del estadístico tMCE, estimando el mo-
delo (3.14) haciendo uso de la muestra bootstrap (y∗1, ..., y
∗
T ) y la muestra
(x1, ..., xT ). El estadístico tMCE bootstrap lo representamos así: t∗MCE.
5. Repetir los pasos 2 a 4 un número B de veces, donde B es el número de
réplicas bootstrap.
6. Obtener el valor crítico correspondiente al nivel de significación τ (al
que denotamos c∗τ ) para el τB− e´simo estadístico de la secuencia ordenada
siguiente: t∗MCE(1) ≤ t∗MCE(2) ≤ ... ≤ t∗MCE(B). Si tMCE ≤ c∗τ , se rechaza la
H0 de no cointegración al nivel de significación τ .
Como hemos comentado anteriormente, Ahlgren (2000) también estudia
los efectos de la especificación dinámica en el tamaño y potencia del test de
cointegración tipo MCE con valores críticos bootstrap. Los resultados de
su estudio de Monte Carlo muestran que el tamaño de este test está muy
próximo a su nivel de significación nominal, aunque una especificación del
número de retardos, en el MCE, superior al verdadero lleva a una pérdida
de potencia del test. Asimismo, una especificación por defecto del número
de retardos provoca una distorsión de tamaño. Comparando las propie-
dades de los estadísticos del contraste de cointegración de tipo MCE por
bootstrap con las que se obtienen si se utilizan los valores críticos de Dickey
y Fuller (Dickey, 1976; Fuller, 1976; Dickey y Fuller, 1979, 1981), este autor
obtiene que el tamaño de este último test es ligeramente más elevado que
el tamaño nominal, mientras que el procedimiento bootstrap corrige esta
distorsión de tamaño. Sin embargo, la potencia empírica del test de cointe-
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gración basado en un MCE por bootstrap es más baja que la potencia del
mismo test cuando se utilizan los valores críticos de Dickey-Fuller, aunque
la diferencia es pequeña. Por consiguiente, Ahlgren (2000) obtiene que si
el MCE incluye un número correcto de retardos, entonces el test de coin-
tegración de tipo MCE por bootstrap tiene buenas propiedades de tamaño
y potencia. Sin embargo, estas propiedades se deterioran si no se utiliza
un correcto número de retardos en el MCE19. Por tanto, Ahlgren (2000)
concluye que el estadístico de cointegración de tipo MCE no es robusto a
la especificación errónea del modelo.
3.4 Test de Cointegración CBB
En un trabajo reciente, Paparoditis y Politis (2001) proponen un con-
traste de raíces unitarias basado en lo que denominan continuos-path block
bootstrap (CBB), que es una modificación del algoritmo de remuestreo intro-
ducido por Paparoditis y Politis (2000), a su vez basado en el procedimiento
bootstrap por bloques de Künsch (1989) y Liu y Singh (1992). Una de las
características que hace más atractivo este procedimiento es que permite
calcular la función de distribución de un determinado estadístico bajo la H0
(raíz unitaria) con independencia de que la serie observada sea estacionaria
o no. Por tanto, el CBB es un método bootstrap no paramétrico que puede
ser aplicado directamente para contrastar la hipótesis de raíz unitaria.
19Berkowitz y Kilian (2000) analizan la incertidumbre que existe al determinar el
número de retardos.
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El test de cointegración que proponemos se basa en el test CBB de raíces
unitarias de Paparoditis y Politis (2001). Así, suponiendo que tenemos dos
series yt y xt y que ambas son procesos I(1), el algoritmo que desarrollamos
para contrastar la existencia de un vector de cointegración entre ellas es el
siguiente:
1. Estimar por MCO la siguiente regresión:
yt = βxt + ut
y calcular el vector estimado de parámetros de cointegración βˆ, y los resi-
duos uˆt.
2. Estimar por MCO el parámetro ρ en la siguiente regresión:
uˆt = ρuˆt−1 + νt,
obteniendo el estimador ρˆ. El estadístico que consideramos es el siguiente:
T (ρˆ− 1).
A continuación implementamos el test de cointegración que contrasta
la hipótesis de no cointegración (H0 : ρ = 1), utilizando el método de
Paparoditis y Politis (2001), pasos 3 a 6 siguientes.
3. Calcular los residuos centrados:
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νˆt = uˆt − ρˆT uˆt−1 −
1
T − 1
TP
t=2
(uˆt − ρˆT uˆt−1)
para t = 2, 3, ..., T, donde ρˆT = ρˆT (ρˆ1, ρˆ2, ..., ρˆT ) es un estimador consistente
de ρ, basado en los datos observados {uˆ1, uˆ2, ..., uˆT }. Para que sea válido
el CBB se requiere que ρˆT satisfaga ρˆT = ρ + OP (T−(1+δ(ρ))/2), donde
δ(ρ) = 1 si ρ = 1, y δ(ρ) = 0 si ρ 6= 1. Esta condición la satisface, entre
otros estimadores, el que se obtiene por MCO cuando se lleva a cabo la
regresión de uˆt con respecto a uˆt−1.
Posteriormente, generar las pseudo-series u˜t:
u˜t =
⎧
⎨
⎩
uˆ1 para t = 1
uˆ1 +
Pt
j=2 νˆj para t = 2, ..., T.
4. Elegir el tamaño del bloque b, 0 < b < T. Sea k = [(T − 1)/b], donde
[·] denota la parte entera20 y sean i0, i1, ..., ik−1 extracciones i.i.d. con
distribución uniforme en el conjunto {1, 2, ..., T − b}, el CBB desarrollado
por Paparoditis y Politis (2001) permite construir pseudo-series uˆ∗1, ..., uˆ
∗
l ,
donde l = kb+ 1.
5. Generar el primer bloque bootstrap para b+1 observaciones, consideran-
do uˆ∗1 = uˆ1 y
20k puede tener una especificación diferente.
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uˆ∗j = uˆ1 + [u˜i0+j−1 − u˜i0 ] para j = 2, ..., b+ 1.
6. Obtener los (m+ 1)-ésimos bloques bootstrap a partir de los m-ésimos
bloques para m = 1, 2, ..., k − 1:
uˆ∗mb+1+j = uˆ
∗
mb+1 + [u˜im+j − u˜im ], para j = 1, ..., b.
Las pseudo-series uˆ∗1, uˆ
∗
2, ..., uˆ
∗
l , son, por construcción, I(1). Si para ca-
da pseudo-serie calculamos T (ρˆ− 1), obtenemos la función de distribución
empírica para este estadístico bajo la H0. Sin embargo, esta distribución
no sería útil para nuestro propósito, ya que estaríamos comparando la dis-
tribución del parámetro autorregresivo estimado para cada pseudo-serie
I(1), con el parámetro autorregresivo estimado para la serie de residuos
obtenidos por MCO, uˆt, y no con el obtenido a partir de la ”verdadera”
serie ut. Es necesario recordar que si ut no es estacionario, los residuos ut
están sesgados hacia la estacionariedad en muestras finitas.
El mismo argumento también se utiliza en el contexto del test DFA
para explicar porqué no se puede aplicar a la serie de residuos sin corregir
previamente los valores críticos. De lo contrario, el tamaño empírico del
test sería más elevado que el nivel de significación nominal, es decir, re-
chazaríamos la H0 con excesiva frecuencia. Por tanto, con el fin de poder
tabular la distribución de un estadístico que se pueda comparar con la del
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estadístico original, generada a partir de los residuos uˆt, tenemos que ela-
borar una serie diferente de residuos, que presentan el mismo sesgo hacia
la estacionariedad cuando la H0 sea verdadera (ut ∼ I(1)). Con este fin,
desarrollamos los pasos 7 a 10 siguientes.
7. Construir la pseudo-serie y∗t , teniendo en cuenta la serie de pseudo-
perturbaciones {uˆ∗1, ..., uˆ∗l }, utilizando la estimación superconsistente del
vector de cointegración obtenido en el paso 1.
y∗t = βˆxt + uˆ
∗
t , t = 1, ..., l.
Debido a que la serie {uˆ∗1, ..., uˆ∗l } es I(1), las variables y∗t y xt no coin-
tegran.
8. Estimar por MCO la relación de cointegración entre y∗t y xt, y utilizando
el estimador βˆ
∗
de esta regresión, calcular los residuos:
uˆ∗∗t = y
∗
t − βˆ
∗
xt, t = 1, ..., l.
Debido a que uˆ∗∗t es una serie de residuos obtenida por MCO, también
está sesgada hacia la estacionariedad en muestras finitas, cuando ut no es
estacionario, aunque la pseudo-perturbación sea I(1).
9. Obtener por MCO la estimación del parámetro ρ∗, que denotamos como
ρˆ∗, a partir del siguiente modelo:
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uˆ∗∗t = ρ
∗uˆ∗∗t−1 + (t, t = 1, ..., l.
ρˆ∗ es un estimador consistente del verdadero parámetro ρ∗ = 1, aunque
está sesgado a la baja.
10. Repetir los pasos 3 a 9 un número elevado de veces B, y obtener la
función de distribución empírica del estadístico T (ρˆ∗ − 1). Si T (ρˆ − 1) es
más pequeño que el cuantil 5% de la distribución de T (ρˆ∗− 1), rechazamos
la H0 de no cointegración al nivel de significación del 5%.
3.5 Análisis de Monte Carlo
En la presente sección comparamos las propiedades de tamaño y potencia
de algunos de los principales tests que contrastan la H0 de no cointegración,
como el test DFA aplicado a los residuos de la regresión de cointegración
y el test λma´x de Johansen, con las del nuevo test de cointegración que
desarrollamos en la sección anterior, basado en el contraste de raíces uni-
tarias de Paparoditis y Politis (2001). La falta de normalidad asintótica y
el hecho de que la mayoría de los tests de cointegración no son invariantes
a H1 particulares, hacen que sea difícil encontrar en la literatura un test
que tenga una elevada potencia bajo todas las alternativas posibles. De ahí
que adquiera especial relevancia llevar a cabo un estudio sobre las propie-
dades de tamaño y potencia de algunos de los tests más utilizados en la
literatura, como el que realizamos en la presente sección. Además, debido
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a que es posible que la correlación entre las variables independientes y el
término de perturbación aleatoria de la regresión de cointegración incida
en las propiedades de estos tests, tenemos en cuenta en nuestro análisis de
Monte Carlo esta posible correlación.
El p.g.d. que consideramos, al igual que Pesavento (2000), es el siguien-
te:
∆xt = d1t + v1t
yt = d2t + x0tβ + ut (3.16)
ut = ρut−1 + v2t
donde t = 1, ..., T ; xt es un vector n1 x 1; yt es un escalar; d1t = G1z1 y
d2t = G2z2; vt = [v01tv2t]0, Φ(L)vt = εt, εt = [ε01tε2t]0 es un vector T x 1
de diferencias de martingalas con matriz de varianzas-covarianzas definida
positiva
P
, Φ(L) es un polinomio de retardos invertible de orden conocido
particionado de acuerdo con vt tal que:
Φ(L) =
⎡
⎣ φ11(L) φ12(L)
φ21(L) φ22(L)
⎤
⎦ .
La densidad espectral de vt en la frecuencia cero (escalado por 2π) es
Ω = Φ(1)−1
P
Φ(1)−1 0 donde Φ(1) =
P
iΦi. Ω puede ser particionado
como:
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Ω =
⎡
⎣ Ω11 Ω
1/2
11 ω2D
D0ω2Ω
1/2
11 ω
2
2
⎤
⎦ ,
donde D0 = [δ1δ2...δn1 ] contiene la correlación bivariante a la frecuencia
cero de cada elemento de v1t con v2t. Ω11 se supone que no es singular21.
Cuando ρ < 1, yt y xt están cointegradas. Por tanto, un contraste de
ausencia de cointegración implica contrastar la hipótesis H0 : ρ = 1 versus
la alternativa H0 : ρ < 1. Bajo el supuesto de que las series xt e yt son
univariantes e integradas de orden unitario, las hipótesis anteriores son
similares a las siguientes, H0 : ut es I(1) versus H1 : ut es estacionaria22.
Es necesario tener en cuenta que la serie υ2t, definida mediante la si-
guiente expresión:
υ2t = ut − ρut−1, (3.17)
no debe ser considerada como el ”modelo” generador de la serie ut, sino que
constituye estrictamente la definición de la serie υ2t. La definición (3.17) es
muy útil, ya que la serie υ2t es siempre estacionaria: bajo la H0 y/o bajo
la H1. Nosotros no suponemos que existe un ”modelo” para la serie ut.
Sin embargo, sí suponemos que la serie ut es estacionaria (H1) y lineal, o
no estacionaria, pero su primera diferencia et es estacionaria (H0) y lineal,
21Los elementos de xt no están individualmente cointegrados consigo mismos.
22A lo largo de la presente Sección y la siguiente se utiliza el término ”estacionario”
en lugar de la expresión ”estrictamente estacionario”.
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donde et = ut−ut−1. Cabe señalar que bajo la H0 la secuencia v2t, definida
en la ecuación (3.17) coincide con et.
La mayoría de procedimientos que contrastan la H0 de raíz unitaria
utilizan estimadores del parámetro ρ bajo diferentes especificaciones de la
ecuación estimada y utilizan distribuciones límites para obtener las regiones
de rechazo (ver Fuller, 1976, o Hamilton, 1994). Además, el análisis llevado
a cabo a través de este tipo de contrastes se complica debido al compor-
tamiento estocástico de las magnitudes aleatorias implicadas. Por ejemplo,
es bien conocido el hecho de que la distribución límite del estimador que se
obtiene por Mínimos Cuadrados Ordinarios (MCO) al hacer la regresión de
ut con respecto a ut−1 no es estándar, incluso en el caso más simple de paseo
aleatorio con residuos i.i.d. Además, su distribución asintótica depende de
un modelo particular estimado para la serie, dando lugar a diferentes resul-
tados para distintas especificaciones del término determinístico. También
es un hecho evidente que la correlación serial del proceso estacionario εt
afecta a la distribución límite a través de parámetros molestos (difíciles de
estimar) como la densidad espectral del proceso al nivel cero. Además, la
calidad de la aproximación asintótica también es cuestionada en algunos
estudios de simulación donde se halla alguna distorsión de tamaño para
algunos tests (ver por ejemplo Schwert, 1989; o DeJong et al., 1992). En
estas situaciones, donde la distribución límite del estadístico depende de la
dificultad para estimar los parámetros, los métodos de remuestreo ofrecen
una alternativa y poderosa vía para estimar el comportamiento muestral
del estadístico de interés. Sin embargo, hasta el trabajo de Paparoditis y
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Politis (2001) no existía ningún método no paramétrico directamente apli-
cable al caso de raíz unitaria. De ahí la importancia de este método y el
que hayamos decidido basarnos en él para proponer el test de cointegración
desarrollado en la Sección precedente.
En el presente análisis consideramos el caso más sencillo en el que no
tenemos en cuenta términos deterministas, es decir, z1t = z2t = 0, y xt es
escalar (n1 = 1). Además, generamos perturbaciones aleatorias a partir de
una función de distribución Normal bivariante con media cero y una matriz
de varianzas-covarianzas:
Ω =
⎡
⎣ ω
2
1 ω1ω2δ
ω1ω2δ ω22
⎤
⎦ .
Asimismo, consideramos los siguientes valores del coeficiente de correla-
ción entre la variable independiente de la regresión de cointegración (xt) y el
término de perturbación aleatoria (ut): δ = 0, 0.3, 0.5, 0.7, 0.9 para cada uno
de los posibles valores del parámetro AR(1) de ut: ρ = 1, 0.95, 0.9, 0.85, 0.8.
Debido a que los tests que comparamos en nuestro estudio de simulación
son invariantes al valor que puede tomar β, podemos escoger cualquier va-
lor para las varianzas. Nosotros fijamos ω1 = ω2 = 0.25 y β = 1, como en
Pesavento (2000).
Las Tablas 1 y 2 muestran los resultados de tamaño y potencia de
los test de cointegración CBB, DFA aplicado a los residuos y λma´x de
Johansen para los tamaños muestrales T = 100 y T = 50, respectivamente,
325
Capítulo 3. Test de Cointegración CBB
y para los diferentes valores de δ señalados anteriormente. A partir de
los resultados expuestos en estas tablas se observa que para valores de δ
inferiores o iguales a 0.5, el test CBB es el que mayor potencia presenta.
No obstante, la diferencia en términos de potencia es sustancial cuando se
consideran diferentes tamaños muestrales, por ejemplo, cuando δ = 0.5,
ρ = 0.8 y T = 100 la potencia del test CBB es de 0.95, mientras que
si T = 50 la potencia es de 0.53. Asimismo, cuando el coeficiente de
correlación δ supera el valor 0.5, el test que mayor potencia presenta es
el λma´x de Johansen, seguido del CBB, que tiene aún mayor potencia que
el DFA y con un valor próximo a la unidad (0.94) si T = 100, δ = 0.9 y
ρ = 0.8. Sin embargo, si T = 50, la diferencia entre la potencia del CBB y el
DFA con respecto al test λma´x de Johansen aumenta considerablemente, ya
que si bien la potencia del test λma´x, para un valor del parámetro δ = 0.9 y
ρ = 0.8, es de 0.98, el CBB tiene una potencia de 0.48 y el DFA de 0.35. Por
tanto, un procedimiento basado en un sistema completo, como es el λma´x
de Johansen, funciona mejor a medida que incrementa δ, aunque nuestro
procedimiento funciona mejor para moderados valores de δ, y siempre tiene
mejores propiedades que el test DFA basado en los residuos.
En cuanto al tamaño de los tests, éste es independiente de la existen-
cia o no de correlación entre la variable independiente de la regresión de
cointegración y el término de perturbación aleatoria. Además, la diferencia
de tamaño de los tres test que hemos considerado en nuestro estudio es
prácticamente insignificante.
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3.6 Aplicación empírica
En la presente sección realizamos una aplicación empírica del contraste de
cointegración CBB, que planteamos en la Sección 4 del presente Capítu-
lo, para tratar de determinar la posible existencia de una relación estable
entre el tipo de interés nominal y la tasa de inflación en Alemania, Es-
paña, Francia y Reino Unido. La importancia de hallar una relación de
largo plazo entre estas dos series radica en tratar de analizar si se cumple
o no el efecto Fisher (ver Sección 2 del Capítulo 2 para más detalles). Así,
considerando el argumento de Ferrer (1998), expuesto en la Sección 2 del
Capítulo precedente, bajo expectativas racionales, la inflación anticipada
se obtiene como el valor esperado de la tasa de inflación condicionada al
conjunto de información disponible en el momento presente. La ventaja de
la adopción de este enfoque radica en que en el largo plazo, bajo los me-
canismos convencionales de formación de expectativas, éstas son correctas
y, por consiguiente, la inflación observada se puede utilizar como proxy de
la inflación esperada. Por tanto, si hallamos una relación de cointegración
entre el tipo de interés nominal y la tasa de inflación, podemos decir que
se cumple el efecto Fisher.
La fuente de la que proceden los datos que utilizamos, así como el
tamaño muestral son los mismos que los descritos en el apartado 5.1 del
Capítulo precedente.
Para poder determinar la posible existencia de una relación de cointe-
gración o de equilibrio a largo plazo entre el tipo de interés nominal y la
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tasa de inflación, es necesario llevar a cabo un análisis preliminar sobre el
p.g.d. de cada una de las series implicadas en dicha relación. Teniendo en
cuenta los resultados expuestos en las tablas 1 a 6 del Capítulo anterior, no
llegamos a una conclusión evidente acerca de su verdadero p.g.d., por lo que
argumentábamos que ambas series no son procesos genuinos estacionarios
ni procesos genuinos I(1). En el presente Capítulo, ampliamos este estudio
utilizando el test de raíces unitarias CBB desarrollado por Paparoditis y
Politis (2001), que permite contrastar la H0 de raíz unitaria, frente a la
alternativa de estacionariedad.
En la Tabla 3 exponemos los resultados de la estimación del estadístico
del test de raíces unitarias CBB de Paparoditis y Politis (2001) aplicado
al tipo de interés nominal y a la tasa de inflación de Alemania, España,
Francia y Reino Unido, así como los valores críticos calculados para el
tamaño muestral de cada una de las series. El resultado que obtenemos es
el no rechazo de la H0 de raíz unitaria para todas las series. Por tanto,
si tuviéramos en cuenta únicamente el resultado de este test, podríamos
suponer que ambas series son procesos I(1).
Partiendo de este supuesto, aplicamos el test de cointegración CBB que
desarrollamos en el presente Capítulo, con el fin de tratar de hallar una
relación estable entre estas dos series. El resultado que obtenemos (ver
Tabla 4) es el rechazo de la H0 de no cointegración, al nivel de significación
del 5%, en Alemania, y, por consiguiente, la existencia de una relación de
cointegración entre el tipo de interés nominal y la tasa de inflación en este
país o el cumplimiento del efecto Fisher. Por el contrario, no rechazamos
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esta H0 para el resto de países. Los resultados obtenidos en el presente
Capítulo difieren considerablemente de los obtenidos en el Capítulo prece-
dente. Sin embargo, no es extraño que ocurra esto cuando en el presente
Capítulo partimos de supuestos distintos, en relación al p.g.d. del tipo de
interés nominal y de la tasa de inflación de los cuatro países considerados
en nuestro estudio, y utilizamos procedimientos metodológicos diferentes
para tratar de hallar una relación estable entre estas dos series.
3.7 Conclusiones
En el presente Capítulo proponemos un nuevo procedimiento para con-
trastar la H0 de no cointegración, basado en el test de raíces unitarias
desarrollado por Paparoditis y Politis (2001), que utiliza el procedimiento
continuous path block bootstrap (CBB). Este procedimiento, permite ge-
nerar pseudo-series raíces unitarias manteniendo la fuerte estructura de
dependencia de las series observadas. La comparación de este nuevo test
de cointegración con otros tests como el DFA y el de máximo autovalor
de Johansen, a través de experimentos de Monte Carlo, pone de mani-
fiesto que, en muestras pequeñas, el test CBB tiene buenas propiedades de
tamaño y potencia en relación a los otros dos tests. Asimismo, como cabría
esperar, su potencia resulta más elevada cuanto menor es el parámetro au-
torregresivo de los residuos de la relación de cointegración (ρ) y si no existe
correlación entre la variable independiente de la regresión de cointegración
y el término de perturbación aleatoria (δ = 0). Por el contrario, si δ > 0.5,
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el test λma´x de Johansen es el que presenta una mayor potencia. Un re-
sultado muy destacable es que, en cualquier caso, la potencia del test CBB
supera a la del test DFA con independencia del tamaño muestral y de los
valores de δ y ρ.
Por otra parte, realizamos una aplicación empírica del test de cointe-
gración CBB, desarrollado en el presente Capítulo, con el fin de tratar de
hallar una relación estable o de largo plazo entre el tipo de interés nominal
y la tasa de inflación en Alemania, España, Francia y Reino Unido. Así,
teniendo en cuenta los resultados obtenidos al aplicar el contraste CBB de
raíces unitarias, concluimos que ambas series pueden ser procesos integra-
dos de orden unitario y, por tanto, aplicamos el test de cointegración CBB
a las mismas. El resultado que obtenemos es que en Alemania sí existe
una relación estacionaria entre ambas series. Por tanto, si partimos del
supuesto de expectativas racionales que, en el largo plazo y bajo los meca-
nismos convencionales de formación de expectativas, nos permite utilizar la
inflación observada como sustituto de la inflación esperada, podemos decir
que se cumple el efecto Fisher en este país. Sin embargo, en Francia, Es-
paña y Reino Unido, no se cumple el efecto Fisher al no hallar una relación
de cointegración entre ambas series.
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