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A note on the grid Ramsey problem*
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The grid Ramsey number G(r ) is the smallest number n such that ev-
ery edge-colouring of the grid graph Γn,n := Kn × Kn with r colours in-
duces a rectangle whose parallel edges receive the same colour. We show
G(r ) ≤ r (
r+1
2 ) − (1/4 − o(1)) r (
r
2)+1, slightly improving the currently best
known upper bound due to Gyárfás.
1 Introduction
Hales-Jewett’s theorem is unquestionably one of the most important results in Ramsey
theory; in [4] Graham, Rothschild and Spencer write that “without it, Ramsey theory
would more properly be called Ramseyan theorems”. To state the theorem we need to
introduce some notation. Given positive integers a and n, a combinatorial line is a set
of the form
{x ∈ [a]n : xi = xj for all i, j ∈ I and xi = ai for all i < I},
where I ⊂ [n] is a non-empty set and ai ∈ [a] is a fixed constant for every i ∈ I \ [n].
Hales-Jewett’s theorem [6] states that for all positive integers a and r , there exists an
integer n such that every colouring of [a]n with r colours induces a monochromatic
combinatorial line.
The Hales-Jewett number H J (a, r ) is the smallest number n for which the above
assertion is true. Originally, Hales and Jewett used a double induction in a product-
argument, which yielded in an upper bound for H J (a, r ) of Ackermann type. In [8]
Shelah presented a newproof giving a primitive recursive upper bound by avoiding this
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double-induction. The key lemma of the proof is known as “Shelah’s Cube Lemma”.
Especially the easiest non-trivial case of this lemma, the so called grid Ramsey problem,
attracted many researchers in the following years. To state this problem we begin with
some definitions.
Definition 1.1. For positive integersm and n, the grid graph Γm,n is the graph product
Km × Kn , that is V
(
Γm,n
)
= [m] × [n] and {(i, j), (i′, j′)} ∈ E
(
Γm,n
)
if and only if either
i = j or i′ = j′.
In other words, Γm,n consists of n vertical copies of Km and m horizontal copies of
Kn . A rectangle is a set of four vertices of the form {(i, j), (i
′, j), (i, j′), (i′, j′)}, where
1 ≤ i < i′ ≤ m and 1 ≤ j < j′ ≤ n. Given a colouring of the edges of the grid
graph, we call a rectangle alternating if its parallel edges receive the same colour. The
grid Ramsey problem is to determine how large m and n have to be to guarantee an
alternating rectangle in every colouring of E(Γm,n) with r colours.
Definition 1.2. For positive integersm,n, let д(m,n) be the smallest number r such
that there exists an r -colouring of E(Γm,n) without alternating rectangles.
The diagonal casem = n is of greatest interest to us. In this case it is more common
to write G(r ) for the smallest number n such that every r -colouring of E(Γn,n) induces
an alternating rectangle.
Shelah originally provedG(r ) ≤ r (
r+1
2 ) + 1, in fact he showed the stronger statement
д(r + 1, r (
r+1
2 ) + 1) ≥ r + 1. To see this, let m = r + 1, n = r (
r+1
2 ) + 1 and consider an
arbitrary r -colouring χ of E(Γm,n). Since the number of different r -colourings of Kr+1
is n − 1, two columns i < j are coloured identically. Furthermore, by the pigeonhole
principle, two of them = r +1 horizontal edges between columns i and j have the same
colour, resulting in an alternating rectangle. A trivial bound in the other direction is
given by д(m,n) ≤ min{m,n} and G(r ) ≥ r + 1. To see this, assume without loss of
generality thatm ≤ n and colour every horizontal edge by its row-index.
Improving these bounds immediately became a widely studied problem but progress
has been slow. In [4] Graham, Rothschild and Spencer asked whetherG(r ) grows poly-
nomially in r and wrote “a polynomial upper bound on G(r ) might well lead to a tow-
erian upper bound to H J (a, 2). Even if not, it is a certainly interesting problem for its
own sake”.
Although both upper and lower bound follow from easy arguments and are very
far apart, improving these bounds appeared to be difficult. The first improvements
were made by Heinrich [7] and by Faudree, Gyárfás and Szőnyi [2] who showed that
G(r ) ≥ Ω(r 3). The first and so far only improvement to the upper bound was made
by Gyárfás [5] who showed G(r ) ≤ r (
r+1
2 ) − r (
r−1
2 )+1 + 1 improving Shelah’s result by a
small additive term.
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For a long time therewas no progress until Conlon, Fox, Lee and Sudakov [1] showed
recently thatG(r ) grows super-polynomially in r , thus answering the question of Gra-
ham, Rothschild and Spencer in [4].
Here we prove the following theorem, which gives another small improvement to
the upper bound.
Theorem1.3. Let r ≥ 2,m = r (
r+1
2 )−⌊r/4⌋ ·r (
r
2)+1 andn = 12 ·r
(r+12 ). Thenд(m,n) ≥ r+1
and in particular we have G(r ) ≤ r (
r+1
2 ) − (1/4 − o(1)) r (
r
2)+1.
We will also prove the following result about a more off-diagonal case.
Theorem 1.4. Let r ≥ 2, m = r (
r+1
2 ) − r (
r
2) + 1 and n = rr−1(rr − 1) + r + 1. Then
д(m,n) ≥ r + 1.
2 Basic Concepts
We begin with an easy but helpful observation about the inverse relation of G and д.
Observation 2.1. G and д are non-decreasing in all parameters and we have for all
n, r ≥ 1
(i) G (д(n,n)) ≥ n + 1 andG (д(n,n) − 1) ≤ n.
(ii) д (G(r ),G(r )) ≥ r + 1 and д (G(r ) − 1,G(r ) − 1) ≤ r .
It turns out that it is enough to consider only vertical edges. To understand this, we
need the following definition. Fix positive integersm,n, r and colours c1, . . . , cr for the
rest of this section.
Definition 2.2. Let χ be an r -colouring of the vertical edges of Γm,n . For every i =
1, . . . ,n, define χi to be the colouring of E(Km) induced by the i-th column of Γm,n .
Furthermore, define a graph G(χi , χj) on [m] with edges {e ∈ E(Kn) : χi(e) = χj(e)}
for every 1 ≤ i < j ≤ n.
The following observation first appeared in [1], where it played a crucial role in their
construction of a “good” edge-colouring of a super-polynomially sized grid graph.
Observation 2.3. An r -colouring χ of all vertical edges of Γm,n is extendible to an r -
colouring of all edges without alternating rectangles if and only if G(χi , χj) is r -colourable
for every 1 ≤ i < j ≤ n.
Proof. Let χ be a colouring of all vertical edges of Γm,n. Fix 1 ≤ i < j ≤ n and note
that it is possible to colour the m horizontal edges between columns i and j without
creating an alternating rectangle if and only if the graph G(χi , χj) is r -colourable. 
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We will only work with colourings of the vertical edges from now on and see them
as vectors χ = (χ1, χ2, . . . , χn) of r -colourings of E(Km). For convenience, let Cr (m,n)
be the set of such colourings and call χ ∈ Cr (m,n) good if G(χi , χj) is r -colourable
for every 1 ≤ i < j ≤ m, that is if we can extend it to a colouring of E(Γm,n) without
alternating rectangles.
In their proofs, both Shelah [8] andGyárfás [5] only used themuchweaker condition
than guaranteed byObservation 2.3 thatG(χi , χj)must beKr+1-free in a good colouring
χ . Wewill use χ (G(χi , χj)) ≤ r in a more crucial way in order to make an improvement
to the upper bound.
Definition 2.4. A colouring χ ′ ∈ Cr (m,n) is obtained from χ ∈ Cr (m,n) by switch-
ing two colours c and c˜ at an edge e if, for every i = 1, . . . ,n, we have χ ′i (e) = c˜
whenever χi(e) = c, χ
′
i (e) = c whenever χi(e) = c˜ and χ = χ
′ everywhere else. For
χ , χ ′ ∈ Cr (m,n), we then say that χ ∼ χ
′ if χ ′ can be obtained from χ by finitely many
switches.
It is easy to see that χ is good if and only if χ ′ is good whenever χ ∼ χ ′.
Definition 2.5. Let k ∈ [r ]. We call a colouring χ ∈ Cr (m,n) k-stabilised if χi ≡ ci for
all i = 1, . . . ,k . Furthermore, define дk(r ,n) to be the minimum number r , such that
there is a good, k-stabilised colouring χ ∈ Cr (m,n).
Observe that we can always stabilise a colouring for the first colour: Given a good
colouring χ ∈ Cr (m,n)we obtain a good 1-stabilised colouring χ
′ ∈ Cr (m,n) by switch-
ing c1 and χ1(e) at e for every e ∈ E(Km). This implies the following observation.
Observation 2.6. For everym,n ≥ 1, we have д(m,n) = д1(m,n).
3 The Proof
For every positive integer r , fix colours c1, . . . , cr for the rest of this section. The main
part of the proof is the following recursive bound for дk .
Proposition 3.1. For allm,n ∈ N and every r < n we have
(i) дk+1(m + 1,n) ≥ r + 1 =⇒ дk(mr
k
+ 1,n) ≥ r + 1 for every k ≤ r − 1 and
(ii) дr (r
r
+ 1,n) ≥ r + 1.
Given a graph G, an r-colouring χ of E(G) and a set of colours C, we call a set
I ⊂ V (G) C-independent if χ (e) < C for all e ∈ E(I ).
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Proof. We prove the contrapositive of (i). Assumeдk(mr
k
+1,n) ≤ r , that is there exists
a good colouring χ ∈ Cr (mr
k
+ 1,n) which is k-stabilised. For 1 ≤ i ≤ k , let Gi be the
subgraph of Kmrk+1 obtained by restricting to all edges e ∈ E(Km) with χk+1(e) = ci .
Since χ is k-stabilised, we have Gi = G(χi , χk+1) and deduce from Observation 2.3
that Gi is r -colourable for all i = 1, . . . ,k . Therefore, we find for every i = 1, . . . ,k a
partition Ii of [mr
k
+1] into at most r ci-independent sets with respect to the colouring
χk+1. Let
P :=
k∧
i=1
Ii := {I1 ∩ . . . ∩ Ik : Ii ∈ Ii for all i ∈ [k]}
be their common refinement. P partitions [mrk + 1] into at most rk {c1, . . . , ck}-
independent sets with respect to χk+1. Thus, by the pigeonhole principle, there is
some X ∈ P with |X | ≥ m + 1. Now obtain χ ′ from χ by switching ck+1 and χ (e) at
e for every e ∈
(X
2
)
and note that this does not change any previously fixed colours.
Restricting χ ′ toX (and relabelling) gives a good (k+1)-stabilised colouring and hence
дk+1(m + 1,n) ≤ r , finishing the proof.
The proof of (ii) is very similar. In fact, the above proof works for k = r , noting that
every {c1, . . . , cr }-independent set must be of size at most 1. 
By iterating Proposition 3.1 we easily deduce
дr (r
r
+ 1, r + 1) ≥ r + 1 =⇒ дr−1(r
r · rr−1 + 1, r + 1) ≥ r + 1
=⇒ . . . =⇒ д1(r
(r+12 ) + 1, r + 1) ≥ r + 1,
hence obtaining precisely Shelah’s original bound. To prove Theorem 1.3 and Theo-
rem 1.4 we make an improvement in the very first step of the iteration using a similar
trick as Gyárfás in [5].
Proposition 3.2. Let r ∈ N, m = rr−1(rr − 1) and n = rr−1(rr − 1) + r + 1. Then
дr−1(m + 1,n) ≥ r + 1.
Proof. Assume for contradiction that there is a good, (r − 1)-stabilised colouring χ ∈
Cr (m + 1,n) and fix a column index r ≤ j ≤ n. Proceeding as in the proof of Proposi-
tion 3.1, we find a partition Pj of [m + 1] into at most r
r−1 {c1, . . . , cr−1}-independent
sets (in χj). By the pigeonhole-principle, there is some Fj ∈ Pj of size at least r
r .
We show that {Fr , . . . , Fn} is r -intersecting, i.e. |Fi ∩ Fj | = r for every r ≤ i < j ≤ n.
Fix some r ≤ i < j ≤ n. We have |I1 ∩ I2 | ≤ r for every I1 ∈ Pi and every I2 ∈ Pj ,
because I1 ∩ I2 induces a cr -monochromatic clique in G(χi , χj). Moreover, we have
Fi =
⋃
I∈Pj Fi ∩ I and hence
rr ≤ |Fi | =
∑
I∈Pj
|Fi ∩ I | ≤ |Pj |r ≤ r
r
,
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forcing equality everywhere. In particular |Fi ∩ Fj | = r . By Fisher’s inequality such a
family has size at most the number of elements in the ground set, that isn−r+1 ≤ m+1
and hence n ≤ m + r , a contradiction. 
Starting the iteration with Proposition 3.2, we deduce Theorem 1.4. This already
gives a new upper bound to G(r ), but the following proposition leads to a stronger
diagonal result.
Proposition 3.3. Let r ∈ N,m = rr−1(rr − ⌊r/4⌋) and n = 12r
(r+12 ). Then дr−1(m+1,n) ≥
r + 1.
We will use the non-uniform Ray-Chaudhuri – Wilson theorem (due to Frankl and
Wilson [3]).
Theorem 3.4 (Non-uniform RW theorem). Let n and ℓ be positive integers with ℓ ≤ n,
L ⊂ [n] be a set of size ℓ and F ⊂ 2[n] be a family of sets. If F is L-intersecting (that is
|F1 ∩ F2 | ∈ L for any two distinct F1, F2 ∈ F ), then
|F | ≤
ℓ∑
i=0
(
n
i
)
.
Proof of Proposition 3.3. Assume for contradiction that there is a good, (r−1)-stabilised
colouring χ ∈ Cr (m + 1,n) and fix a column index r ≤ j ≤ n. Proceeding as in the
proof of Proposition 3.1, we find a partitionPj of [m+1] into at most r
r−1 {c1, . . . , cr−1}-
independent sets (in χj). By the pigeonhole-principle, there is some Fj ∈ Pj of size at
least rr − ⌊r/4⌋ + 1.
We show that F = {Fr , . . . , Fn} is L-intersecting for L = {r − ⌊r/4⌋ + 1, . . . , r }.
We have |I1 ∩ I2 | ≤ r for every i , j, I1 ∈ Pi and I2 ∈ Pj , because I1 ∩ I2 induces a
cr -monochromatic clique inG(χi , χj). Hence, if F were not L-intersecting, there were
indices i and j, r ≤ i < j ≤ n, with |Fi ∩ Fj | ≤ r − ⌊r/4⌋. Since Fi =
⋃
I∈Pj Fi ∩ I , we
then have |Fi | ≤ |Pj |r − ⌊r/4⌋ ≤ r
r − ⌊r/4⌋, a contradiction.
By Theorem 3.4, F has size at most
∑⌊r/4⌋
i=0
(m
i
)
and hence
n ≤
⌊r/4⌋∑
i=0
(
m
i
)
+ r − 1 <
1
2
r (
r+1
2 ),
a contradiction. 
Finally, starting the iteration with Proposition 3.3, we deduce Theorem 1.3.
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