Abstract-After summarising the conceptual relationship between some old and new techniques for fitting ellipses to data, we conduct a thorough experimental comparison of the discussed methods. The newer techniques promise consistency, unbiasedness, or hyper-accuracy, but our experiments reveal that in practice the performance of these estimators is difficult to distinguish from the performance of established estimators. Since the newer techniques could potentially be extended to other estimation problems, we discuss what implications our experimental findings have for solving more general multipleview geometry estimation problems.
I. INTRODUCTION
In the family of geometric parameter estimation problems, of which the most well known include fundamental matrix, homography, and trifocal tensor estimation, the task of ellipse fitting occupies a somewhat less prominent position. This is surprising, given the prevalence of ellipse-like shapes in nature and man-made environments. For example, everyday circular shapes such as road signs, tyres, and plates appear as ellipses when projected perspectively onto a plane. Any reasonable object detection system would need to be able to fit such elliptic shapes. Ellipses also appear on a microscopic scale. In biomedical image processing, certain cells and bacteria are approximated with ellipses [1] . Furthermore, there are many industrial applications where ellipse fitting is required. A particularly interesting case is the quality assurance process of steel coils. If the steel coils are too elliptic, they are classified as faulty and not shipped to a customer [2] .
Aside from the numerous potential applications, there is another important reason for studying ellipse fitting, and one which provided the primary inspiration for the present work: the utility of ellipse fitting for the development of other estimation methods. This stems from the conceptual relationship between ellipse fitting and various geometric parameter estimation problems. In fact, many of the mathematical techniques that have been devised to improve ellipse fitting have subsequently been applied to fundamental matrix or homography estimation. Since an ellipse can be easily visualised, it is easier to get a comprehensive picture of how the various estimation paradigms compare with one another by concentrating on ellipse fitting. Armed with the insight gained through the analysis of this particular case, one can decide which estimation frameworks are worth extending to more complicated tasks such as trifocal tensor estimation.
At first glance, fitting an ellipse to data may seem like a simple task. The ellipse is after all a familiar shape that can be found throughout nature. However, despite its visual simplicity, ellipse fitting harbors many technical subtleties that make the problem not amenable to traditional statistical analysis. Inherent difficulties arising in the analysis of the problem have even led some researchers to ask the question "Does the best fit always exist?" [3] . There are two principal factors that complicate the ellipse fitting task: (1) ellipse fitting falls under the banner of errors-in-variables regression and (2) the estimation problem is inherently non-linear. These same factors also complicate general multiple-view geometry estimation problems that arise in computer vision.
In recent years, several new papers have addressed the ellipse fitting problem. Most papers claim various levels of optimality and the titles of some may give a reader unfamiliar with the subject the impression that all the major challenges in ellipse fitting have been solved. Despite the influx of new ellipse fitting methods, very few experimental comparisons have appeared in the literature. Those that have appeared are not comprehensive [4] , [5] . The purpose of this paper is to quantify how much improvement recently proposed estimators provide and to summarise what the real challenges in ellipse fitting actually are. Another important contribution of this paper is to cast light on the conceptual similarities between various estimators, especially in the manner in which they attempt to produce unbiased estimates. We present all methods using the same notation and parametrisation, which-from a pedagogical point of view-facilitates better insight into how the estimators work.
II. BACKGROUND
A conic is the locus of solutions
T in the Euclidean plane R 2 of a quadratic equation
where a, b, c, d, e, f are real numbers such that
T , equation (1) can equivalently be written as
Any multiple of θ by a non-zero number corresponds to one and the same conic. A conic is either an ellipse, or a parabola, or a hyperbola depending on whether the discriminant Δ = b 2 − 4ac is negative, zero, or positive. The condition Δ < 0 characterising the ellipses can alternatively be written as In what follows, we shall specifically be concerned with ellipses.
The task of fitting an ellipse to a set of points x 1 , . . . , x N can be achieved by introducing a meaningful cost function that characterises the extent to which any particular θ fails to satisfy the system of copies of equation (2) associated with x = x n , n = 1, . . . , N. Once a cost function is selected, the corresponding ellipse fit results from minimising the cost function. Ideally, the minimisation should be subject to inequality (3), but often this constraint is ignored with the consequence that the corresponding fit is not an ellipse but merely a conic. In an alternate mode of operation, an estimate obtained by minimising a specific cost function can further be refined by employing an appropriate post-hoc correction procedure based on an independent principle like the need to obtain a statistically unbiased estimate. This post-hoc procedure need not minimise any cost function per se.
Below we describe a selection of estimators for ellipse fitting some of which are based on cost function minimisation and others fall into the category of post-hoc corrections. One of the simplest cost functions for ellipse fitting is the algebraic distance
The corresponding algebraic distance fit θ ALG , i.e., the minimiser of J ALG , is the eigenvector of A, unique up to a scale factor, associated with the smallest eigenvalue of A. The algebraic distance fitting method is notorious for being numerically unstable if it is used without an appropriate pre-conditioning.
A better numerically behaved variant of θ ALG is the direct linear transformation (DLT) fit θ DLT . It relies on a datadependent 3 × 3 matrix T for pre-conditioningà la Hartley [6] . The transformationm = Tm, where m = [m 1 , m 2 , 1]
T represent a single data point in the un-normalised and normalised coordinates, respectively, scales down the data set to a unit box with centre at the origin. In the normalised coordinates, equation (2) can be equivalently written asθ
T andθ related to θ via the relatioñ
Here, D 3 is the 9 × 6 duplication matrix given by 
) is the permutation matrix for interchanging the 3rd and 4th entries of length-6 vectors, given by
, and, for a given matrix S, S + denotes the Moore-Penrose inverse of S.
T , the minimisation of the algebraic distance cost function J ALG (θ) = θ −2θ TÃθ leads to θ ALG , which, of course, is the eigenvector ofÃ corresponding to the smallest eigenvalue. The un-normalisation of θ ALG finally defines θ DLT , i.e.,
and it is in this form that θ DIR was originally introduced. Another cost function for ellipse fitting, and more generally for conic fitting, was first proposed by Sampson [9] and next popularised, in a broader context, by Kanatani [10] . It is variously called the Sampson, gradient-weighted, and approximated maximum likelihood (AML) distance or cost function, and takes the form
Here, for any length 2 vector y, ∂ x u(y) denotes the 6 × 2 matrix of the partial derivatives of the function x → u(x) evaluated at y, and, for each n = 1, . . . , N, Λ xn is a 2 × 2 symmetric covariance matrix describing the uncertainty of the data point x n [10] , [11] . The function J AML is a first-order approximation of a genuine maximum likelihood cost function J ML which can be evolved based on the Gaussian model of errors in data in conjunction with the principle of maximum likelihood. In the case where identical independent homogeneous Gaussian noise corrupts the data points, J ML (θ) reduces-up to a numeric constant depending on the noise level-to the sum of orthogonal distances of the data points to the ellipse represented by θ. The approximated maximum likelihood fit θ AML , i.e., the minimiser of J AML , satisfies the optimality condition ∂ θ J AML (θ) = 0 T , which in an equivalent form can be written as
where
This characterisation forms the basis for two iterative schemes for finding θ AML , namely, the fundamental numerical scheme (FNS) [11] and the heteroscedastic error-in-variables (HEIV) scheme [12] . To converge, both methods require a good initial estimate and not too much noise in the data. Minimisation of J AML can alternatively be performed by using a variant of the Levenberg-Marquardt (LM) scheme, with the advantage of avoiding possible convergence failures to which FNS and HEIV are prone.
Closely related to FNS and HEIV is Kanatani's technique of renormalisation [13] - [15] . While not exactly being a method for minimising J AML , it computes a close approximation of θ AML . The scheme applies a specific form of statistical unbiasing in succession to produce a sequence of estimates. An update of a particular iterate is obtained-effectivelyby initially solving an equation that approximates a truncated version of (5) (namely M θ θ = 0) and is linked with the iterate, and then converting the resulting solution, via unbiasing, into a solution of an equation approximating equation (5). The limit renormalisation fit θ REN can be characterised as a solution of an equation that is akin to, but not identical with, equation (5)-see [16] for details.
The idea of unbiasing is at the heart of some other recent fitting techniques. All of these exploit unbiasing via a single step. The corresponding unbiased estimates are not minimisers of a cost function in any obvious way. One of these methods, due to Markovsky et al. [17] , [18] , unbiases θ ALG . The corresponding consistent adjusted least squares (CALS) fit is defined by θ CALS = Dθ CALS , where D = diag(1, 2, 1, 1, 1, 1) andθ CALS is the eigenvector associated with the smallest eigenvalue of the matrix
Here, Δ(x, σ) is a symmetric matrix defined in Fig. 1 and σ is the estimate of the noise level defined by the requirement that
, σ) should have a non-zero null space. In practice, the search for an appropriate σ that satisfies the requirement can be performed using a variant of the popular bisection method for root finding [19] .
Another method, namely the so-called hyper-accurate correction method of Kanatani, produces an unbiased variant of θ AML . The corresponding hyper-accurate fit comes in two flavours: θ HYP-1 [20] and θ HYP-2 [21] . Under the assumption that θ AML = 1, these are defined by θ HYP-1 = θ AML −Δθ 1 and θ HYP-2 = θ AML − Δθ 2 with
The noise level is estimated as σ
Theoretically, θ HYP-2 , which is based upon a more thorough calculation of bias, should be more accurate than θ HYP-1 . The actual accuracy of both estimates is in practice indistinguishable-see the next section.
III. EXPERIMENTAL DESIGN
In line with the description from the preceding section, we choose to compare the following estimators: = maximum likelihood. To characterise the performance of an estimator we borrow concepts from machine learning literature and make a distinction between a training set and a test set. The intent is to fit an ellipse on a training set and to measure the accuracy of the fit on a corresponding test set. The reason for this distinction is that the quality of an ellipse fit cannot be established just by looking at the training error. For example, if the training set consists of points on a small arc of an ellipse, then an estimator may fit points on the small arc well, but the shape and size of the overall ellipse may be far from the true ellipse. To address this problem, our test set is created by sampling 1000 points at random on the true ellipse. The test error for a trial is then computed as the root-mean-square (RMS) orthogonal distance
where d n denotes the orthogonal distance between the estimated ellipse and the nth data point lying on the true ellipse. This measure is nothing but the geometric error of the estimated ellipse with respect to the true data points. The process of computing the orthogonal distances d n is rather involved-the detailed formulae can be found in [15] .
In some recent papers, instead of using the orthogonal distance on a test set to characterise the performance of an estimator, a different measure based on the parameters of the estimated and true ellipse was exploited [22] - [24] . Under this measure, the overall error for a thousand trials is computed as the root-mean-square (RMS) parameter distance 1 1000
where P ⊥ θ n = I − θ n −2 θ n θ n serves to project the normalised estimate θ n onto the hyperplane tangent to the unit 5-dimensional sphere at the normalised true value θ n . The error for the nth trial is then simply the Euclidean distance between θ n and θ n measured on the hyperplane.
We caution against such an approach, because the parameter error measure is coordinate system dependent. The difference between θ and θ in the original coordinate system may, for example, be different from the difference betweenθ and θ in a Hartley-normalised coordinate system. Furthermore, small differences between parameters do not necessarily translate into small distances when measured using orthogonal distances from points on the true ellipse. Despite these concerns, we chose to include the parameter error measure in the presentation of our results, because it has appeared in numerous other papers. We stress that, throughout the paper, when we speak of errors between parameters, we shall have a Hartley-normalised coordinate system in mind.
The training sets used in our experiments were all produced in the following manner. We started with a unit circle centered at the origin of our coordinate system and uniformly sampled a number of data points from a region of interest on the circle. A particular region of interest on the circle was fully specified by a start and end angle. The angles were measured counter-clockwise, with the positive x-axis assumed to be at 0
• . Next, a random affine transformation was applied to the circle and data points, resulting in: (1) an ellipse with random center, major/minor axes, and orientation of the axes, and (2) transformed data points that occupied a region of interest on the ellipse (see Fig. 2 for an example). Finally, independent zero-mean Gaussian noise with a specified standard deviation was added to the data points.
In addition to experiments on synthetic data, we also include experiments on real data. Specifically, we took pictures of elliptic ripples formed by water drops and manually selected a small portion of the ellipses as input data to the various estimators.
IV. RESULTS
In the first set of experiments, we investigated the performance of the estimators under the condition that data points be sampled from the whole ellipse (0 • -360 • ). Even with a fairly large noise level of σ = 5 pixels, we found that there was almost no difference in the accuracy of the estimators when only a handful of data points are available (Figs. 3a  and 3b ). Differences only started to appear when many data points were sampled, and the results presented in Figs. 3c and 3d suggest that ML is most accurate, while DIR and REN are least accurate. Having said that, it is important to stress that the differences are not very large.
In the second set of experiments, we limited the sampling of data points to half of an ellipse (0
. This simulates the case of a partially occluded ellipse. Once again, we investigated the performance of the estimators with both small and large numbers of data points. With the exception of DIR, the quality of the estimators in Fig. 4 is difficult to distinguish. A closer look at the results is given in Fig. 5 where we plot With HYP-1 and HYP-2, Kanatani introduced so-called 'hyper-accurate' estimators, which are capable of occasionally producing estimates that are more accurate than the gold standard ML method. In our first two sets of experiments, we could not observe any difference between AML, HYP-1, and HYP-2 in the box-whisker charts. Since the theoretical improvements in HYP-1 and HYP-2 are meant for small noise levels, our next set of experiments focused on very small noise levels. With small noise, the results reported in Figs. 6 and 7 show that the 'hyper-accurate' estimators can indeed occasionally outperform AML and ML, but it is important not to overstate the gain. The average improvement is measured in decimal points of the mean root-mean-square error, meaning that the differences between the ellipse fits would be difficult to notice visually at such small noise levels.
In our final set of synthetic experiments, we studied the behavior of the estimators when the noise level was fixed to σ = 8 pixels, while the number of data points varied. The data points were limited to half of the ellipse. The DIR estimator was once again the worst and surprisingly did not improve as the number of data points was increased. According to Fig. 8 , the ML, HYP-1, HYP-2, and AML estimators all performed similarly and noticeably better than REN and CALS. However, careful study of Fig. 8 also reveals a peculiar inconsistency between results reported using orthogonal distances and parameter errors. Based on Fig. 7a , it would appear that there is no difference between REN and CALS, while on the other hand Fig. 8b shows a notable difference. This confirms our earlier assertion in Section III that small differences between parameters do not necessarily translate into small differences when measured using orthogonal distances. One cannot therefore confidently declare an estimator to be better than another based on parameter errors alone. Unfortunately, many papers are using this error measure alone to rank estimators, not just on ellipse fitting, but on homography and fundamental matrix estimation as well.
Results on real data are presented in Fig. 9 . There was no visible difference between ML, HYP-1, HYP-2, REN, and AML. As usual, the DIR fit was the worst. The CALS fit was considerably better than DIR and very close to AML.
V. DISCUSSION
Based on our experiments, one would have to conclude that the DIR estimate is by far the worst. However, the DIR fit has one redeeming property that the other estimators do not have: it is guaranteed to always produce an ellipse fit. This is a crucial property, especially when data points are sampled from only a small portion of an ellipse. A better appreciation can be gained by looking at Fig. 10 . For clarity, we show only the AML, CALS, and DIR fits, but the behavior of HYP-1, HYP-2, and REN is the same as AML. Even the gold standard ML estimate would need to employ constrained optimisation in order not to produce a fit akin to AML. In the diagram, the AML estimate produces a hyperbola instead of an ellipse. The authors of CALS recognised that their estimator was also prone to producing hyperbolas as solutions and proposed a post-hoc adjustment procedure that is meant to ensure an ellipse fit. While this post-hoc procedure works occasionally, it is also capable of producing degenerate ellipses as solutions which appear as two parallel lines in the image. It is unfortunate that the estimator which guarantees ellipse fits produces notably worse fits in general.
Another remarkable outcome of our investigations is that despite various estimators claiming to be the best, most optimal and most accurate, there is really not much difference between most of them. For example, the principal selling point of CALS is that it is the only (conditionally proven) consistent estimator in the family of estimators studied in this paper. Yet, from the point of view of performance, it does not seem to produce remarkably superior estimates even when the number of data points is quite large. Similarly, the hyperaccuracy of HYP-1 and HYP-2 only reveals itself at very small noise levels, and then only in decimal points. Hence, it is not clear that any of these improvements would be practically useful in the computer vision setting. In our opinion, the experiments that we have conducted hint at a more pressing need than squeezing out more and more small accuracy gains. Namely, what is needed is a suitable replacement for the DIR estimator-one that is on par with AML but that also guarantees ellipse fits. A first attempt at such an estimator was recently proposed in [25] .
VI. CONCLUSION Our investigation has revealed that most of the recently proposed estimation methods, despite being consistent, unbiased, or hyper-accurate, perform much the same as the wellknown Sampson error (AML) estimator. Moreover, apart from the DIR estimator, they all fail to cope with ill-posed ellipse fitting problems. Unfortunately, the DIR estimator produces significantly worse fits on average. We also saw that reporting results using parameter errors alone may not reveal the full nature of the estimators. Based on these findings, we imagine that there may not be much difference between AML and the newer estimators on other tasks such as homography or fundamental matrix estimation. Experimental confirmation of this is left to future work. The DIR estimator always guarantees an ellipse, but the fit is very biased. The AML fit does not guarantee an ellipse and in this case produced a hyperbola. The HYP-1, HYP-2, and REN estimators are omitted from the figure because they produced similar hyperbolas. The authors of CALS detect when their fit is not an ellipse and apply a post-hoc correction procedure to ensure an ellipse fit. However, this procedure often produces a degenerate ellipse, like the one that appears in the figure as two parallel lines.
