Any limiting point process for the time normalized exceedances of high levels by a stationary sequence is necessarily compound Poisson under appropriate long range dependence conditions. Typically exceedances appear in clusters. The underlying Poisson points represent the cluster positions and the multiplicities correspond to the cluster sizes. In the present paper we introduce estimators of the limiting cluster size probabilities, which are constructed through a recursive algorithm. We derive estimators of the extremal index which plays a key role in determining the intensity of cluster positions. We study the asymptotic properties of the estimators and investigate their finite sample behavior on simulated data.
1. Introduction. Many results in extreme value theory may be naturally discussed in terms of point processes. Typically, the distribution of extreme order statistics may be obtained by considering the point process of exceedances of a high level. More formally, let (X n ) be a strictly stationary sequence of random variables (r.v.s) with marginal distribution F . We assume that for each τ > 0 there exists a sequence of levels (u n (τ )) such that lim n→∞ nF (u n (τ )) = τ , whereF = 1 − F . It is necessary and sufficient for the existence of such a sequence that lim x→x fF (x)/F (x−) = 1, where x f = sup{u : F (u) < 1} (see Theorem 1.7.13 in [28] ). A natural choice is given by u n (τ ) = F ← (1 − τ /n), where F ← is the generalized inverse of F , that is, F ← (y) = inf{x ∈ R : F (x) ≥ y}. The point process of time normalized exceedances N (τ ) n (·) is defined by N (τ ) n (B) = n i=1 1 {i/n∈B,X i >un(τ )} for any Borel set B ⊂ E := (0, 1]. The event that X n−k+1:n , the kth largest of X 1 , . . . , X n , does not exceed u n (τ ) is equivalent to {N (τ ) n (E) < k} and the asymptotic distribution of X n−k+1 : n is easily derived from the asymptotic distribution of N (τ )
n (E). If (X n ) is a sequence of independent and identically distributed (i.i.d.) r.v.s, N (τ ) n converges in distribution to a homogeneous Poisson process with intensity τ (see, e.g., [13] , Theorem 5.3.2). If the i.i.d. assumption is relaxed and a long range dependence condition is assumed [∆(u n (τ )) defined below], the limiting point process is necessarily a homogeneous compound Poisson process with intensity θτ (θ ≥ 0) and limiting cluster size distribution π [24] . The constant θ is referred to as the extremal index and its reciprocal is equal to the mean of π under some mild additional assumptions (see [36, 38] for some counterexamples). It may be shown that θ ≤ 1 and that the compound Poisson limit becomes Poisson when θ = 1.
If lim n→∞ P (N (τ )
n (E) = 0) = e −θτ , then a necessary and sufficient condition for convergence of N (τ ) n is convergence of the conditional distribution of N (τ ) n (B n ) with B n = (0, q n /n] given that there is at least one exceedance of u n (τ ) in {1, . . . , q n } to π, that is, where (q n ) is a ∆(u n (τ ))-separating sequence (see Section 3). Moreover, if the long range dependence condition ∆(u n (τ )) holds for each τ > 0, then θ and π do not depend on τ .
The natural approach to do inference on θ and π is to identify the clusters of exceedances above a high threshold, then to evaluate for each cluster the characteristic of interest and to construct estimates from these values. The two common methods that are used to define clusters are the blocks and runs declustering schemes. The blocks declustering scheme consists in choosing a block length r n and partitioning the n observations into k n = ⌊n/r n ⌋ blocks, where ⌊x⌋ denotes the integer part of x. Each block that contains an exceedance is treated as one cluster. The runs declustering scheme consists in choosing a run length p n , and stipulating that any pair of extreme observations separated by fewer than p n nonextreme observations belong to the same cluster. The block length r n and the run length p n are termed the cluster identification scheme sequences and play a key role in determining the asymptotic properties of the estimators.
The problem of inference on the extremal index has received a lot of attention in the literature. The first blocks and runs estimators were constructed by using different probabilistic characterizations of the extremal index (see [13] , Section 8.1, [1, 39] ). They are determined by two sequences: the sequence of the thresholds u n (τ ) and the cluster identification scheme sequence. Their major drawback is their dependence on the threshold which is based on the unknown stationary distribution. Estimating this threshold is intricate since, by definition, it is exceeded by very few observations CLUSTER SIZE DISTRIBUTION OF EXTREME VALUES 3 [12] . To circumvent this issue, lower thresholds have to be considered. The following characterizations (see [27, 31] ) θ = lim n→∞ s n P max 1≤i≤rn X i > u sn (τ ) (r n τ ), and θ = lim
where s n = o(n), r n = o(s n ) and p n = o(s n ), have motivated other blocks and runs estimators [21, 22, 43] ; the threshold u sn (τ ) can be estimated by X n−⌊nτ /sn⌋ : n . Note that the estimators are determined by two sequences as well: r n (or p n ) and s n . More recently, new methods for identifying clusters of extreme values have been introduced in [26] and new estimators of the extremal index which are less sensitive to cluster identification scheme sequences have been derived. However, to exploit these methods, it is necessary to know whether the process exhibits either an autoregressive or volatility driven dependence structure and to choose an additional threshold to identify the clusters. In order to eliminate the cluster identification scheme sequences, [16] (see also [15] ) proposes estimators which are based on the sequence of the thresholds u rn (τ ) and on inter-exceedance times: a leastsquares estimator, a maximum-likelihood estimator and a moment estimator. It is established that the last-mentioned estimator is weakly consistent for m-dependent stationary sequences.
There are very few papers which investigate the inference for the limiting cluster size probabilities. In [21] , condition (1.1) is used to motivate the following blocks estimatorŝ T (m)π n,1 (m; r n , X n−⌊nτ /sn⌋ : n ) of E π (T ) is established. Note that they are determined by two sequences: r n and s n . In [23] the following quantities are considered
is the mth largest value of X i , i = (j − 1)r n + 1, . . . , jr n . A partial comparison withπ n,1 (m; r n , u sn (τ )) is made under the assumption that F is known. Recently a new method has been proposed in [15] : a recursive algorithm forms estimates of the limiting cluster size probabilities from empirical moments which are based on the joint distributions of the inter-exceedance times separated by other interexceedance times. These estimators are only determined by selecting the sequence of thresholds u rn (τ ). A consistency result for m-dependent stationary sequences is given.
In the present paper we introduce new blocks estimators of the limiting cluster size probabilities. The approach is the following. First we estimate the compound probabilities of the limiting point process. Second we use a declustering (decompounding) algorithm to form estimates of the limiting cluster size probabilities. This idea has been proposed recently in [5] and [6] where it is assumed that a sample of the compound Poisson distribution is observed (which is unfortunately not the case here).
More specifically, let us denote by N (τ ) E the weak limit of N (τ )
n (E) as n → ∞ when it exists and by p (τ ) = (p (τ ) (m)) m≥0 its distribution. Let (ζ i ) i≥1 be a sequence of positive i.i.d. integer-valued r.v.s with distribution π and η(θτ ) be a r.v. with Poisson distribution and parameter θτ such that η(θτ ) is independent of the (ζ i ) i≥1 . We have N E is given by
m ≥ 1, where π * j is the jth convolution of π, that is,
In risk theory the aggregate claim amount is often assumed to have a compound Poisson distribution. Panjer's algorithm [32] is a method to compute recursively the aggregate claims distribution when the distribution of a single claim is discrete and the distribution of the number of claims is Poisson, Binomial or Negative-Binomial. For the limiting compound Poisson distribution (1.3)-(1.4), the recursion is given by
Note that the p (τ ) (m) can be expressed as a function of the π(j), j = 1, . . . , m.
It is possible to reverse the algorithm and to evaluate recursively the π(m) from the p (τ ) (j), j = 0, . . . , m, and the π(j), j = 0, . . . , m − 1, in the following way
,
Hence, the inversion of Panjer's algorithm provides an appealing recursive method to estimate the limiting cluster size probabilities. The content of the paper is organized as follows. In Section 2 we explain how we construct the estimators of the limiting cluster size probabilities. We also derive estimators of the extremal index. We emphasize that all our estimators are determined by one sequence and one (or two) parameter(s). In Section 3 we present and discuss technical conditions which are required for establishing the asymptotic properties. In Section 4 we give results on weak convergence of the estimators. In Section 5 we investigate the finite sample behavior of the estimators on simulated data and we make a comparison with existing estimators. Proofs are gathered in a last section.
Defining the estimators.
In the remainder of the paper we assume that u n (τ ) = F ← (1 − τ /n). The present approach to estimating the limiting cluster size distribution is based on the blocks declustering scheme. We divide {1, . . . , n} into k n blocks of length r n , I j = {(j − 1)r n + 1, . . . , jr n } for j = 1, . . . , k n , and a last block I kn+1 = {r n k n + 1, . . . , n}. The number of observations above the threshold u rn (τ ) within the jth block is denoted by
rn,j ) = τ , the parameter τ can be interpreted as the asymptotic mean number of observations which exceed the level u rn (τ ) for each block. The empirical distribution, p (τ ) n , of the number of exceedances within a block is given by
As mentioned in the introduction, the main issue when using these quantities for estimating p (τ ) is that the threshold u rn (τ ) is based on the unknown 6 C. Y. ROBERT stationary distribution. It has to be estimated from the data. We define the estimator of p (τ ) bŷ
rn,j = i∈I j 1 {X i >ûr n (τ )} andû rn (τ ) = X knrn−⌊knτ ⌋:knrn . Let us now consider the estimators of the limiting cluster size probabilities. To ensure that the entries in (1.5) are nonnegative and that their sum does not exceed 1, we define recursivelŷ
We also define smoothed versions by
for given 0 < σ < φ (see [35] for a similar averaging technique used to reduce the asymptotic variance of the moment estimator of the extreme value parameter). Finally, let us derive estimators of the extremal index. This parameter appears in different moments of the distributions of N (τ ) E and ζ 1 (when they exist)
Fix an integer m ≥ 1. We consider two approximations of θ
and θ
Estimators of θ, θ 2 (m) and θ
3 (m) can be constructed by equating theoretical moments to their empirical counterpartŝ
1,n can be seen as a slight modification of the estimator in equation (1.5) in [39] .θ (τ ) 2,n (m) has been studied in [21] with (1.2) as an estimator of the limiting cluster size distribution and m = r n . To the best of our knowledge, θ (τ ) 3,n (m) seems to be new. Finally, let us define θ 1,n by the smoothed version of the first estimator
All estimators (resp. smoothed versions of the estimators) introduced in this section are determined by the sequence r n and the parameter τ (resp. φ and σ). They provide an interesting alternative to the estimators introduced in [16] and [15] where it is only needed to select the sequence of the thresholds u rn (τ ). Note that both methods share the same parsimony since in our case u rn (τ ) is estimated by X knrn−⌊knτ ⌋ : knrn .
3. Technical conditions. In this section we present and discuss technical conditions which are required for establishing the asymptotic properties of the estimators. We begin by giving definitions which are essentially due to [20, 27, 33] .
The stationary sequence (X n ) is said to have extremal index θ ≥ 0 if, for each τ > 0, lim n→∞ P (N as the σ-algebra generated by the events {X i > u n (τ j )}, p ≤ i ≤ q and 1 ≤ j ≤ r, and write
The condition ∆({u n (τ j )} 1≤j≤r ) is said to hold if lim n→∞ α n,ln (τ 1 , . . . , τ r ) = 0 for some sequence l n = o(n). The long range dependence condition ∆({u n (τ j )} 1≤j≤r ) implies that extreme events situated far apart are almost independent. Of course, it is implied by strong mixing.
Suppose that ∆({u n (τ j )} 1≤j≤r ) holds. A sequence of positive integers (q n ) is said to be ∆({u n (τ j )} 1≤j≤r )-separating if q n = o(n) and there exists a sequence (l n ) such that l n = o(q n ) and lim n→∞ nq −1 n α n,ln (τ 1 , . . . , τ r ) = 0. We now present the technical conditions. The first one will be considered for "weak consistency" of the estimators.
Condition (C0). The stationary sequence (X n ) has extremal index θ > 0. ∆(u n (τ )) holds for each τ > 0 and there exists a probability measure π = (π(i)) i≥1 , such that, for i ≥ 1,
with B n = (0, q n /n], for some ∆(u n (τ ))-separating sequence (q n ). Moreover, there exists a constant ρ > 2 such that, for each τ > 0,
Condition (C0) ensures that the exceedance point process N (τ ) n converges in distribution for every choice of τ > 0 (see [24] 
n (E)) v are uniformly integrable and
In particular, the first and second moments of N (τ ) E exist (see [4] , page 338). They are given by E(N (τ )
The following set of conditions will be considered for characterizing the distributional asymptotics of the estimators.
Condition (C1). Condition (C0) holds. ∆(u n (τ 1 ), u n (τ 2 )) holds for each τ 1 > τ 2 > 0 and there exists a probability measure π 2 = (π
Let us introduce the two-level exceedance point process N
converges in distribution to a point process with Laplace transform
where N (τ i ) is the ith marginal of the limiting point process, f i ≥ 0 and L is the Laplace transform of π
(see Theorem 2.5 in [33] and its proof). Let us denote by (N
n (E)). By considering constant functions f i , we deduce that
and η(θτ 1 ) is a r.v. with Poisson distribution and parameter
) (see also Theorem 2 in [29] ). The distribution p
where π
is the kth convolution of π
, that is,
) is finite.
Condition (C2). Let r > 2 and φ > 0. There exists a constant
(r n ) is sequence such that r n → ∞ and r n = o(n) and there exists a sequence (l n ) satisfying Note that condition (C2.a) provides an inequality which is quite natural to prove tightness criteria. Condition (C2.b) is satisfied by strong-mixing stationary sequences where the mixing coefficients vanish at least with a hyperbolic rate. The underlying idea to establish the asymptotic properties of the estimators is to split the block I j into a small block of length l n and a big block of length r n − l n . Condition (C2.c) ensures that l n is sufficiently large such that blocks that are not adjacent are asymptotically independent, but does not grow too fast such that the contributions of the small blocks are negligible.
Finally, we need a condition on the convergence rate of r n to infinity to guarantee that the extreme value approximations are sufficiently accurate.
Condition (C3).
Let m be an integer. The sequence (r n ) satisfies
locally uniformly for τ > 0.
Note that, if F is continuous, then r nF (u rn (τ )) = τ and the first part of Condition (C3) is obviously satisfied. We now discuss the example of the first order stochastic equations with random coefficients. A special case is the squared ARCH(1) process introduced in [14] . This process is probably one of the most prominent financial time series model of the last two decades.
Example 3.1. Let X 0 be a r.v. and let (A n , B n ), n ≥ 1, be i.i.d. (0, ∞) 2 -valued random vectors independent of X 0 . Define X n by means of the stochastic difference equation
For sake of simplicity, we assume that the distribution of (A 1 , B 1 ) is absolutely continuous. Kesten [25] proved that there exists a r.v. X, independent of (A 1 , B 1 ), such that X
Assume that X 0 has the same distribution as X, so that (X n ) is a strictly stationary sequence. According to Corollary 2.4.1 in [8] , (X n ) is also strongly mixing and absolutely regular with geometric rates.
Further, suppose that there exist κ > 0 and ξ > 0 such that
Under these moment assumptions, results of Goldie [17] show that there exit c > 0 and ρ > 0 such that
We deduce that u n (τ ) = (cn/τ ) 1/κ (1 + O(n −ρ/κ )) as n → ∞. The one-level point process of exceedances was studied in [19] and the multi-level point process of exceedances in [33] . Now we successively verify that our technical conditions hold. Let
Using results in [19] and in [33] , we see that ∆(u n (τ )) holds for each τ > 0 and that θ = θ 0 and π(k) = (θ k−1 − θ k )/θ 0 , k ≥ 1, for any (q n ) ∆(u n (τ ))-separating sequence such that q n = n ς with 0 < ς < 1. Moreover, by Lemma 6.1 with τ 1 = τ and τ 2 = 0, we deduce that E(N (τ )
n (E)) 3 < ∞ and that Condition (C0) holds with ρ = 3.
By [33] , ∆(u n (τ 1 ), u n (τ 2 )) holds for each τ 1 > τ 2 > 0 and
-separating sequence such that q n = n ς with 0 < ς < 1. Therefore, Condition (C1) holds.
There exists a constant C satisfying (C2.b) for any θ d ≥ 9/(1 − µ), where 0 < µ < 1/2 because (X n ) is a geometrically strong-mixing sequence. Moreover, if r n = n ς with 0 < ς < 1 and l n = n γ with 0 < γ < 2ς/3, then (C2.c) is satisfied. Therefore, Condition (C2) holds.
Under the assumptions on (A 1 , B 1 ), F is absolutely continuous and r nF (u rn (τ )) = τ . Let us use Lemma 6.2 with q n = ⌊n α ⌋, m n = ⌊n β ⌋, δ n = ⌊n γ ⌋, x n = ⌊n δ ⌋ and r n = ⌊n ς ⌋ with 0 < β < α < 1, 0 < γ < κ −1 , δ > 0 and 0 < ς < 1, then there exists a constant K such that
4. Asymptotic properties of the estimators. To characterize the asymptotic properties of the estimators, it is convenient to introduce
(0, ∞)] to R m which are càglàd (left-continuous with right-limits) equipped with the strong J 1 -topology (see [44] where the spaces of càdlàg functions (right-continuous with left-limits) are equivalently considered). Let us recall that weak convergence (which will be denoted by ⇒) in D m is equivalent to weak convergence of the restrictions of the stochastic processes to any compact [σ, φ], 0 < σ < φ < ∞.
We start this section by giving a "weak consistency" result.
Proposition 4.1. Suppose that (C0) holds. Let (r n ) be a sequence such that r n → ∞ and r n = o(n), and 0 < σ < φ < ∞. Then
We continue with a series of results leading to a characterization of the distributional asymptotics of the estimators of the limiting cluster size probabilities. We first introduce the following centered processes:
n is called the tail empirical distribution andē n (·) the tail empirical process. They are very useful tools for studying the asymptotic properties of tail index estimators (see, e.g., [9, 34] ) or for inference of multivariate extreme value distributions [18] . The weak convergence of the tail empirical process of strong-mixing (resp. absolute regular) stationary sequences has been studied by [37] (resp. by [37] , [10] and [11] ). Note that the absolute regularity condition implies the strong-mixing condition which implies ∆({u n (τ j )} 1≤j≤r ) for every choice of τ 1 > · · · > τ r > 0, r ≥ 1. The following theorem deals with the weak convergence of the process
in D m+2 . It will be useful throughout this section. with covariance functions defined for 0 < τ 2 ≤ τ 1 by:
• and
Let us compare the conditions in [37] that are needed for convergence ofē(·) in the case of strong-mixing sequences with our conditions. First we have to impose that the threshold, u n , in [37] , is such that u n = O(u rn (τ )). Then Condition C1 in [37] is equivalent to our condition (C2.a). Condition D2 in [37] is slightly weaker than our condition (C2.b) and condition (C2.c) since we also assume that l n = o(r 2/r n ). Condition C3 in [37] is implied by our Condition (C1), but it appears as a natural sufficient condition when u n = O(u rn (τ )). Now let us consider the estimators of the compound probabilities and introduce the following processes:
Note that the h j (·) satisfy the recursion
In order to address the asymptotic properties of the estimators of the limiting cluster size probabilities, we construct several processes. Following [6] , we define recursively the processesd j (·) using the intermediate processes
Note that the processd j (·) depends on the support of the limiting cluster size distribution. It is not in general a Gaussian process because of the truncations in its construction, except if π(i) > 0 for i = 1, . . . , j and j i=1 π(i) < 1. In the following corollary we derive the weak convergence of the processeŝ
and the asymptotic behavior of
We end this section by focusing on the estimators of the extremal index.
Corollary 4.2. Suppose that (C1), (C2) and (C3) hold. Let
σ,φ and Note that the asymptotic variance ofθ
1,n is given by
It can be estimated by using the estimators of the limiting cluster probabilitiesπ 
Simulation study.
A simulation study is conducted to investigate the performance of the estimators on large samples and to make a comparison with existing estimators.
(i) Performance on large samples. Data are simulated from three stationary Markov processes:
• a squared ARCH(1) process: To compare the performance of the estimators, 500 sequences of length n = 2000 were simulated from the three processes. We have considered the ratiosπ In Figures 1 and 2 the means and the root mean squared errors (RMSE) of the ratios are plotted as a function of k n . The bias ofπ (1) n (1) is small and approximatively stable with respect to k n for the three processes. The biases ofπ For j ≥ 4, the biases of the estimators can be relatively large and it seems very difficult to have good estimates of π(j) in the case of a data set of length 2000. The RMSE of the ratios increase dramatically with j because of the biases. Note also that a minimum of the RMSE with respect to k n can not always be found. An optimal choice of k n based on the RMSE criterion will depend on the process and on the limiting cluster size probabilities. 
The bias ofθ
(1) 1,n is lower than those ofθ parisons are made betweenπ n (i) =π (1) n (j), π n (j) with σ = 0.7 and φ = 1.3, Hsing's estimatorsπ n,1 (j) with n/s n = k n /2 and Ferro's estimatorsπ n (j) with N = k n (see [15] , equation (4.12)). For the extremal index comparisons are made betweenθ n =θ (1) 1,n , θ 1,n with σ = 0.7 and φ = 1.3, Ferro and Segers' estimatorθ n (u) with u = X n−kn+1:n (see [16] , equation (5)), Hsing's estimatorθ n with n/s n = k n /2 (see [21] , page 137) and the runs estima- torθ R n (p, u) with p = ⌊r n /6⌋, u = X n−⌊n/sn⌋:n and n/s n = k n /2 (see [43] , page 282).
In Figure 3 the RMSE of the ratiosπ n (i)/π(i) for i = 1, . . . , 5, andθ n /θ are plotted. For the limiting cluster size probabilities and the extremal index, the smoothed versions π n and θ 1,n perform uniformly better than the unsmoothed estimatorsπ (1) n andθ (1) 1,n which perform uniformly better than the other estimators [except for π(2), where Hsing's estimator should be preferred to the unsmoothed estimator]. As Ferro and Segers' estimators, our estimators only require the choice of a sequence, but their performance is more favorable.
6. Proofs. Throughout we let K be a generic constant whose value may change from line to line. 
Proof.
. By using the same arguments as in the proof of Lemma 4.1 in [10] , we can show that there exists a constant K such that, for φ ≥ τ 1 ≥ τ 2 ≥ 0 and n ≥ 1,
where ϕ = EA ξ 1 < 1 for ξ ∈ (0, κ). By the stationary and Markov property, we get
Lemma 6.2. Consider the first order stochastic equation with random coefficients of Example 3.1. Let (q n ), (m n ), (δ n ), (x n ) be sequences of integers such that q n → ∞ and q n = o(n), m n → ∞ and m n = o(q n ), δ n → ∞ and nδ −κ n → ∞ and x n → ∞ as n → ∞. Then for each l ≥ 0, there exists a constant K such that
locally uniformly for τ > 0, where 0 < η < 1, 0 < ϕ < 1, 0 < ξ < κ and 0 < ǫ < κ.
and η(θ n τ and independent of the ζ (τ ) i,n . We have that
By using Theorem 2 in [30] , we deduce that
n,mn (τ ); β n,mn (τ )}, where
Note that, since (X n ) is a geometrically absolute regular sequence, there exists a constant 0 < η < 1 such that, for every choice of τ > 0 and 1
By (1.3) and (1.4), we deduce that there exist constants K 1,l > 0 and K 2,l > 0 such that, locally uniformly for τ > 0, 
By using the same arguments as for the proof of Lemma 2.4 in [33] , we have for k ≥ 1
where M i,j = max{X l : l = i + 1, . . . , j}. It follows that for k ≥ 1
Now observe that
and, therefore,
Let us define the probability measure, Q n , on (1, ∞) by
As in [19] , we introduce the process (∆ n ) defined by ∆ 0 = 0 and ∆ n = A n ∆ n−1 + B n , n ≥ 1. We have that ∆ n ≥ 0 and X n = X 0
..,qn , Q n ) and that
We now consider successively each term of the upper bound: (i) On the one hand, we have that
On the other hand, we have that
Note that ∆ j ≤ X j for j ≥ 1 and, therefore,
if q n → ∞ and nδ −κ n → ∞ as n → ∞. Moreover, by a change of variable, we have that
Since the density function of Q n is uniformly bounded in a neighborhood of 1, we deduce that
n and it follows that
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(ii) Let ϕ = EA ξ 1 < 1 for ξ ∈ (0, κ). We have that
It follows that
by Chebyshev's inequality and Potter's bounds.
Since the distribution of A 1 is absolutely continuous, f k is differentiable. Then we have
where f (1) k is the first derivative of f k . But, by equation (3.2), sup x≥1 |(Q n (x, ∞)× Q −1 (x, ∞) − 1)| ≤ Kn −ρ/κ and we deduce that
Putting the inequalities together yields
and the result follows.
We now define the big blocks I △ j and the small blocks I * j by
Let us introduce the following r.v.s associated with the big and small blocks:
It is easily seen that p (τ )
To prove Proposition 4.1, we will need the three following lemmas. The first lemma can be derived from Lemma 1 in [7] . 
Lemma 6.4. Suppose that (C0) holds. Let (r n ) be a sequence such that r n → ∞ and r n = o(n). Then p (τ )
Proof. Since r n → ∞, ∆(u rn (τ )) holds and there exists a sequence (l n ) such that l n → ∞, l n = o(r n ) and α rn,ln (τ ) → 0. Let ε > 0. By Chebyshev's inequality,
rn,1 ) = τ . Therefore, it suffices to show that
We have
By using Lemma 6.3 with p 1 = ∞, p 2 = ∞, p 3 = 1, we get
n + α rn,ln (τ )) → 0. In the same way, by using Lemma 6.3 with p 1 = ρ, p 2 = ρ, p 3 = ρ/(ρ − 2), we get
Observe that sup n≥1 E(N (τ )
rn,1 ) ρ < ∞ by condition (C0.b) and 1 − 2ρ −1 > 0 to conclude. Lemma 6.5. Suppose that (C0) holds. Let (r n ) be a sequence such that r n → ∞ and r n = o(n). Then
Proof. Let us first recall that convergence in D m+2 is equivalent to convergence in D 
σ,φ . By Theorem 13.1 in [3] , it suffices to prove that the finitedimensional distributions converge and that a tightness criterion holds. It is easily seen that the first condition is satisfied by using Lemma 6.4. We only need to check that the (p Lemma 6.4) . Let us now consider condition (ii). Let δ < φ − σ and define
n (j) is a nonincreasing function, and then
It follows that
n (j)).
If i ≥ 1, we have
If i = 0, we have
By using Lemma 6.4, we get
which is less than ε/2 for small δ, since τ → i j=0 h j (τ ) is a continuous and bounded function on [σ, φ]. Thus, we deduce that
Condition (ii) is satisfied and p
n is a nondecreasing function and ∂p (τ ) /∂τ = 1. The arguments forp (·) n run similarly. We conclude that (p n is given bȳ
since F ← (F (X knrn−⌊knτ ⌋:knrn )) = X knrn−⌊knτ ⌋ : knrn . It is a càglàd function on [σ, φ] . Note that forτ ∈ [σ, φ] and n such that ⌊k nτ ⌋ ≤ k n r n , 
↑,σ,φ (see, e.g., [2] , page 145). It follows by the CMT that
Since the weak limit of (p (·) n (j)) n≥1 is continuous at σ and φ,p (σ),← n P → σ and
To prove weak convergence of (π 
. Now assume that we have already shown that
.
Note that
and that Ψ j is continuous on the space of continuous functions from [σ, φ] to (0, 1) × R 2j−1 . It follows by the CMT that χ
We conclude by the CMT thatπ
. The induction is established and
in D m σ,φ . Finally, by using again the CMT, we deduce that Let us now define
We have e j,n (·) = e △ j,n (·) + e * j,n (·) andē n (·) =ē △ n (·) +ē * n (·). The proof of Theorem 4.1 is now presented in a series of three lemmas.
Proof. By (C2.c), there exists a sequence (l n ) satisfying l n = o(r 2/r n ) and lim n→∞ nr −1 n α ln = 0. We have that E(e * i,n (τ ))
Let 2 < v < r. By using Lemma 6.3 with p 1 = v, p 2 = v, p 3 = v/(v − 2), we get By applying the Cramer-Wold device, it suffices to prove that, for λ h,j ∈ R, h = 1, . . . , r and i = 0, . . . , m + 1, − (r n − l n )P (X 1 > u rn (τ h ))).
By using recursively Lemma 6.3 with p 1 = ∞, p 2 = ∞, p 3 = 1, we get E|f 1,n | ρ (E(f 1,n ) 2 ) ρ/2 → 0 and Lyapounov's condition holds (see, e.g., [4] , page 362). It follows that (k n E(f 1,n ) 2 ) −1/2 kn i=1 f i,n converges in distribution to a standard Gaussian random variable.
By Condition (C1), (N 
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Moreover, by Theorem 15.5 in [2] , it follows that the weak limit of a subsequence E m,n ′ (·) belongs a.s. to C (e j,n (τ 1 ) − e j,n (τ 2 )) .
By Theorem 4.1 in [40] [equation (4. 3)], we have that Let η = p/2 − (1 + ε). If 0 < ǫ < 1 and ǫ/k η n ≤ (τ 1 − τ 2 ) p(1/v−1/r) , we get
(e j,n (τ 1 ) − e j,n (τ 2 ))
