In recent years, a rigorous quantum mechanical model for the interaction between light and macroscopic dispersive, lossy dielectrics has emerged-macroscopic QED-allowing the application of the usual methods of quantum field theory. Here, we apply time dependent perturbation theory to a general class of problems involving time dependent lossy, dispersive dielectrics. The model is used to derive polariton excitation rates in three illustrative cases, including that of a travelling Gaussian perturbation to the susceptibility of an otherwise infinite homogeneous dielectric, motivated by recent experiments on analogue Hawking radiation. We find that the excitation rate is increased when the wave-vector and frequency of each polariton in the pair either satisfies (or nearly satisfies) the dispersion relation for electromagnetic waves, or is close to a material resonance.
I. INTRODUCTION
For a large class of problems, the interaction between the electromagnetic field and macroscopic magneto-dielectrics is modelled by the use of a permittivity and permeability µ. In order to consider a broad range of frequencies of radiation, it becomes necessary to account for losses and dissipation in matter. However it has proven difficult to construct a theory that accounts for the effects of dispersion and dissipation in systems where quantum mechanical behaviour is important; e.g. the Casimir effect [1, 2] , quantum friction [4] [5] [6] , or even analogues of Hawking radiation [7] [8] [9] [10] [11] . Although a great deal of progress can be made through applying the fluctuation-dissipation theorem [3] , the absence of-for instance-a Hamiltonian operator can make it difficult to resolve conflicting predictions (e.g. [5, 12, 13] ).
During recent years, much progress has been made towards a rigorous quantisation scheme that accounts for the effects of dispersion and dissipation, see for example [14, 15, [17] [18] [19] [20] [21] and references therein. In this work we shall apply the theory presented in [19] , which is a generalization of the Huttner-Barnett theory [15] and uses a bath of simple harmonic oscillators to account for the energy lost from the electromagnetic field. The usual frequency domain constitutive equations D (ω) = 0 (ω) E (ω) and H (ω) = B (ω) /µ 0 µ (ω) are recovered from the equations of motion, with the relative permittivity (ω) and permeability µ(ω) obeying the Kramers-Kronig relations [3] . One of the significant consequences of this theory (which was also pointed out earlier by Huttner and Barnett [15] ), is that the excitations of the electromagnetic field and medium are strongly coupled so that one must work in terms of polaritons instead of photons: unlike photons these quanta have no set relationship between their frequency ω and wave-vector k. We note that the theory was initially developed for isotropic stationary media, but can be generalised to bianisotropic and moving media [20, 21] .
Here we shall explore the effects of the motion of a material and the time dependence of its properties on the excitation of the system when it is initially prepared in the ground state. Although such dynamic Casimir type effects have been studied before [22] , one typically does not include the effects of dispersion and dissipation, which we include here within the full generality of the formalism of macroscopic QED. Our analysis predicts the excitation rate of polaritons within the material as a function of ω and k, and can be applied to any material so long as the permittivity and permeability satisfy the Kramers-Kronig relations. The excitations we find do not obey a dispersion relation, but they each possess a time dependent electric field able to excite a detector embedded within the material. They also produce radiation that could be measured by a photon detector placed outside of the material, although we do not calculate this process here.
In the first section of this paper we explore the classical Lagrangian and Hamiltonian necessary to describe a dispersive, lossy dielectric that has time dependent properties, or is in motion. We briefly show that in both cases (see figure 1 ) the effects of motion or time dependence can be subsumed within new effective material susceptibilities. Using time-dependent perturbation theory, we then calculate the excitation rate of pairs of polaritons due to the time dependence or motion of the medium. We find that from the perspective of macroscopic QED time dependent material properties and material motion contribute separately to the Hamiltonian, even though one would expect a moving spatial distribution of permittivity to be indistinguishable from a moving medium. After developing the general theory we treat three illustrative cases (see figure 1) : (a) an infinite homogeneous medium performing a linear oscillatory motion; (b) an infinite homogeneous medium where the permittivity oscillates in time; and (c) a 'bump' in the permittivity moving uniformly through an otherwise homogeneous dielectric. The final example is inspired by the recent optical experiments investigating laboratory analogues of Hawking radiation [7, 10] .
FIG. 1:
The three illustrative cases of macroscopic QED applied to moving and time dependent media explored in this paper: a) an infinite homogeneous medium oscillates at velocity v(t) = v(t)ẑ around a fixed position; b) the permittivity of a uniform medium oscillates around a fixed value, (ω, t) = b (ω) + δ (ω, t); c) a spatially dependent change to the permittivity δ (ω, x, t) = δ (x − vt, ω), moves at a constant velocity v = vẑ through an otherwise uniform medium of permittivity b (ω), emitting radiation as it moves. To calculate the emission rates we apply time dependent perturbation theory to macroscopic QED [19] .
II. LAGRANGIAN OF ELECTROMAGNETISM IN A TIME DEPENDENT, MOVING DIELECTRIC
In this section we construct the classical theory of the electromagnetic field interacting with a moving or time dependent material that exhibits dispersion and dissipation. The Lagrangian of [19] is extended in a similar fashion to [20, 21] , in this case accounting for non-relativistic motion and an arbitrary time dependence of the permittivity profile. The dynamical variables of the electromagnetic field are the vector potential A and the scalar potential φ, which are related to the electric and magnetic field strengths by E = −∇φ − ∂ t A and B = ∇ × A respectively. The dissipation of electromagnetic energy is governed by the coupling of the electromagnetic field to a field of simple harmonic oscillators X ω (x, t) present throughout space, with every possible natural frequency ω. The Lagrangian density for our system is given by
and is valid to first order in the velocity v(x, t) of the material, which at this point we allow to be spatially dependent. For simplicity we have set µ = 1 throughout, which amounts to ignoring the second oscillator bath that appears in [19] [20] [21] , although this can be re-introduced with no fundamental modifications to our results. The coupling between the field of oscillators and the electromagnetic field is mediated via a term that is proportional to a quantity α which in this case is a scalar quantity that depends on space, time and frequency. The second coupling term α B (ω, x, t) is given in terms of α by α B (ω, x, t) = −v (x, t) × α (x, ω, t) 1 3 , and is due to the Lorentz transformation of the field strengths between reference frames (a phenomenon we shall often refer to as polarization mixing). Here we treat the time dependence of the medium as a perturbation to an otherwise isotropic, time independent background: α (ω, x, t) = α b (x, ω) + δα (ω, x, t). The background permittivity of the medium b (x, ω) is related to this time independent coupling term by the expression given in [19] :
The Hamiltonian of the system is found in terms of the canonical momenta and the Lagrangian (see for example [26] ) and is given by
where the canonical momenta of the electromagnetic field Π A and of the oscillator field Π Xω are given by
The scalar potential φ is not a dynamical variable, and can be removed from the Hamiltonian as is done in e.g. [19] . Because we treat the time dependence of the dielectric as having a small effect on the total field, we divide this Hamiltonian up into two parts,
where H 0 is the Hamiltonian of a time-independent dielectric, similar to that of [19] but with µ = 1, given by
and H I is the interaction Hamiltonian due to the motion and time dependence of the dielectric, given by,
The interaction Hamiltonian H I contains three terms: the first accounts for the fact that the bath of oscillators is in motion; the second is due to the polarization mixing due to the motion; and the third term is due to the time dependences of the permittivity, which could-for example-be due to time dependent boundaries or simply the time-varying permittivity of a stationary object.
Before embarking on the quantum mechanical calculation, we derive the classical equations of motion and show how the time dependence of the system can be seen as a modification of the relative permittivity. As an example, consider the case of a spatially homogeneous medium moving with an arbitrary time dependent velocity, where δα = 0. Through the use of the Euler-Lagrange equations (see e.g. [26] ), we obtain the equations of motion for the oscillator bath
and for the field
with the polarisation P given by
For simplicity we have ignored the polarisation mixing term B · ∞ 0 dω α B (ω, x, t) · X ω , concentrating on only the electric response of the material. In order to see how the time dependence of the medium affects the material parameters, we solve equations (8) and (9) . The solutions to (8) are given by
where the X H ω (x, t) are the homogeneous solutions to (8) and are of the general form
where h ω are arbitrary functions of position and the lower limit in the integral, t 0 is the initial time of the evolution of the system where the amplitudes are simply h ω (x). In the quantum theory, these amplitudes will become the creation and annihilation operators of the quantum fields in the same way as the theory developed in [19] . The oscillator Green's function G Xω (x, x , t, t ) in (11) satisfies
the retarded solution (zero for t < t ) to which is given by
Substituting (14) into (11) gives an expression for the amplitudes of the oscillator field in terms of the field E and the arbitrary amplitudes h ω ,
The meaning of this integral expression is simply that the oscillator amplitudes at x no longer depend solely on the strength of the field at x (as it does in [19] ) but also on the previous positions of the moving oscillator x + v (t 1 ) dt 1 for times t before t. The motion of the material thus leads to a non-local response, due to the fact that energy dissipated from the electromagnetic field is carried away from the point where it was absorbed. The wave equation for the electric field is found through substituting expression (15) into (10) , and combining the resultant expression with (9)
where the non-local effective susceptibility of the system χ is given by
The theta function above ensures that the effective susceptibility is non-zero only for times past, enforcing causality and consequently also the Kramers-Kronig relations. In the limit v → 0, the wave equation (16) reduces to the usual stationary wave equation in dispersive media (see e.g. [3] ), and (17) reduces to the local expression χ(x, x , t, t ) = δ (3) (x − x )χ(t − t ), where χ(t − t ) is the Fourier transform of b (ω) − 1. The source of the electromagnetic field j(x, t) that appears in the wave equation (9) depends on the arbitrary functions h ω and is given by the non-local expression [29]
This current has the same interpretation as in [19] : the un-driven part of the motion of the bath of oscillators is the source of the electromagnetic field in an absorbing medium. In [19] , the h ω are related to the amplitude of the current j in a local manner. Here, the relative motion of the medium v means that the current at x now depends on the h ω at x + t t0
v (t ) dt . The nature of the non-locality in both the susceptibility (17) and the current (18) depends upon the motion. In analogy to [19] , the solution to (16) written in terms of the electromagnetic Green's function
where G is a bi-tensor satisfying
where χ(t, t ) is equal to (17) without the spatial delta function. Finding the solution of (20) would be essential in any calculation involving the electric field. In the cases treated in [19] , the difficulty of finding solutions resides in the complexity of the geometry. In this case though, even in homogeneous media, the integro-differential equation above presents further difficulties due to its non-locality. Yet in a few simple cases, some progress can be made. Given the homogeneity of the medium in this case, (20) can by Fourier transformed so that it reduces to the integral equation
where the kernel of the integral represents the Fourier transformed susceptibility of the system and is given by
For the case of constant velocity v(t) = v, the wave equation (20) simplifies to that given in [21] (again, ignoring polarisation mixing) where the Doppler shifted frequency Ω − v · k appears in the argument of the susceptibility,
The Green function is then equal to the inverse of the square bracketed matrix on the left times 2πµ 0 δ(Ω − Ω 2 ). In other words, the constant motion of the dielectric, gives rise to a new effective permittivity in which the frequency response is shifted by −k · v. Now consider a slightly more complicated case, that of a time dependent oscillatory motion in the z-direction, with frequency ν, v(t) = z 0 ν sin(νt)ẑ, where z 0 is the maximum displacement. In this case the integral over the velocity in the susceptibility (22) becomes
The susceptibility (22) can then be written as
where we applied the generating function for Bessel functions [25] 
where J n are the Bessel functions of the first kind. Expression (25) demonstrates a coupling between the frequencies of the field arising from the oscillation, occurring in discrete multiples of the oscillation frequency ν. It is interesting to note that the susceptibility vanishes when k z z 0 equals a zero of a Bessel function, which for a fixed k and Ω excludes the coupling to those frequencies Ω 1 − (n + m)ν where J n,m (k z z 0 ) = 0. In the limiting case when the argument of the Bessel functions, k z z 0 , becomes very large, the material behaves like the vacuum since the Bessel functions all tend to zero. For very small k x z 0 , only the m = n = 0 survives and the material behaves as if it were stationary. This occurs for very large wavelengths or in the limit of a vanishing displacement amplitude. It is still difficult to exactly solve (21) for the Green function G (k, Ω, Ω 2 ). However, if we make for example the simplifying approximation that ν Ω and k z z 0 ∼ 1 or smaller then the delta function and the susceptibility can be removed from under the summation sign in (25) and the system behaves as if it had the effective permittivity given by the sum over the product of the Bessel functions.
The above brief examination of the classical physics of electromagnetism interacting with a moving dielectrc demonstrates that for most cases of interest it is difficult to find exact solutions to the equations of motion. In order to establish quantitative results in general, proceeding via perturbation theory seems the best approach and is the one we adopt from this point on.
III. EMISSION RATES FOR TIME-DEPENDENT MEDIA
We now quantize the classical theory outlined in the previous section, applying it to the situations illustrated in figure 1 . Most of the formula remain formally quite similar, but we must replace the classical fields with field operators that obey the canonical commutation relations [28] ,
We work in the interaction picture [28] , where the time dependence of the operators is generated by the bare HamiltonianĤ 0 , given by the operator equivalent of (6) and that of the quantum state by the interaction Hamiltonian
I e iĤ0t given by the operator equivalent of (7) where the full Hamiltonian is given byĤ =Ĥ 0 +Ĥ I . With the time dependence of the operators being generated byĤ 0 , the canonical operators are expanded in terms of a set of creation and annihilation operatorsĈ (x, ω),
where the expansion coefficients are identical to those given in [19] , and are given for reference here in appendix A. There are also similar expansions for theÊ andB operators. The operatorsĈ andĈ † represent the creation and annihilation of quanta of the coupled field-matter system (polaritons) and obey bosonic commutation relations,
The expansion given in (28) is chosen such that it diagonalises the bare Hamiltonian,
For more details about this diagonalization see [15-17, 19, 21] . We now apply the usual methods of time dependent perturbation theory to find the effect of the motion or time dependence of the medium on the excitation of polaritons. In the absence of any perturbation, we take the system to be prepared in its ground state |0 (defined as the state whereĈ ω |0 = 0). Given that, to leading order, the introduction of the interaction HamiltonianĤ I will lead to the creation of pairs of polaritons we represent the wave function of the system as
where the expansion coefficient obeys ζ mn (x 1 , x 2 , ω 1 , ω 2 , t) = ζ nm (x 2 , x 1 , ω 2 , ω 1 , t), in accordance with bosonic exchange symmetry. The physical meaning of ζ is as the probability amplitude for the creation of a pair of current excitations in the material, located at positions x 1 and x 2 , oscillating at frequencies ω 1 and ω 2 , and pointing in the m and n directions. Inserting (34) into the Schódinger equation ∂|ψ /∂t = −(i/ )Ĥ I |ψ , we find the rate of change of the expansion coefficient is given bẏ
Due to the form of the interaction Hamiltonian (7), the rate of change of the rank-2 tensor ζ mn separates into the sum of two parts,ζ
The first term ζ (a) mn arises from the first two terms in the interaction Hamiltonian (7) and represents the effect of the motion of the medium, both through the movement of energy within the bath of oscillators, and the mixing of the electromagnetic field polarization between reference frames. The second term, ζ (b) mn comes from the final term in (7), and represents the effect of any time dependence in the permittivity. Evaluating (35) by substituting the expansion of the operators (28) into the interaction Hamiltonian and using the commutation relations (32), the dyadic form the rate of change of the two parts to the expansion coefficient (36) is found to bė
where the notation '1 ↔ 2' indicates the repetition of the preceding expression but with the two particles interchanged (which in the above expressions involves both taking the transpose and swapping subscripts 1 and 2). It is evident from expressions (37) and (38) that the rate of polariton excitation is in general quite different for time dependent and moving media. For instance, a time dependent permittivity profile constructed to appear as a moving material would have ζ (a) = 0, whereas true motion has in general both non-zero ζ (a) and ζ (b) . In the remainder of the paper we shall evaluate polariton excitation rates implied by (37) and (38) for the three cases shown in figure 1. To be specific we assume the simplest case of a lossy dispersive medium, where the background dielectric function b is Lorentzian, with a resonant frequency ω 0
where we assume the arbitrary values ω p = 0.5 ω 0 , and damping constant γ = 0.1 ω 0 .
IV. EMISSION DUE TO THE MOTION OF A HOMOGENEOUS MEDIUM
The first calculation we perform is the polariton emission rate within an infinite homogeneous medium performing an oscillatory motion. Due to the lack of boundaries and the translational invariance, the second term in (36),ζ
is equal to zero, and the probability amplitude for emitting a pair of polaritons is then equal to the integral ofζ (a) over the time interval t ∈ [−T /2, T /2] (as is typical in such calculations, it is assumed that the interaction Hamiltonian is 'turned on' at the initial time −T /2). The absolute value squared of the result divided by T gives us the average net excitation rate of polariton pairs over the time interval T . Over a very long time interval T → ∞ this is given by
The emission rate given by (40) is valid even for spatially dependant velocities v, as occurs e.g. for rotating bodies. However here we make the simplification that the velocity does not depend on position, in which case-as is evident from (37)-the time dependence of ζ (a) can be factored out from the spatial dependence. For example, in the case of constant velocity the time dependence of (37) is given by the factor exp(i(ω 1 + ω 2 )t) so that
The emission rate (40) is then reduced to
where ζ (a)
The argument of the delta function is only zero at the one point ω 1 = ω 2 = 0, where the integrand is zero. This leaves,
as expected. When the velocity exhibits a time dependence then in general the emission rate Γ will be non-zero. Consider some time dependent velocity v(t) = v(t)ẑ. In order to analyse the emission rate as a function of frequency and wave-vector, we work in terms of the Fourier transform of ζ (a) ,
where the quantity A (k, ω 1 , ω 2 ) is given in appendix B and is a sum of terms depending of products of Green's functions and combinations of the permittivity at frequencies ω 1 and ω 2 . The amplitude A(k, ω 1 , ω 2 ) is proportional to the probability amplitude for exciting a pair of polaritons with wave-vectors k and −k and frequencies ω 1 and ω 2 from the ground state, due to the motion of the medium. Consider the specific case of an oscillatory motion with frequency ν: v(t) = z 0 ν cos(νt), where z 0 is the maximum displacement from the mean position. Taking the absolute value squared of (44) and integrating with respect to time, the equivalent of (41) now equals
the proof of which is given in appendix. While the second term on the right of (45) fails to contribute to the emission rate (owing to ω 1 , ω 2 and ν all being positive), the first term does. Combining (44) and (45) with the expression for the net rate of excitation (42) gives the emission rate per unit volume V
where the 'spectral density' for the emission of polariton pairs ρ is equal to
with θ the Heaviside step function. This dimensionless spectral density depends only on the wave vector and frequency since the translational symmetry of this system guarantees momentum conservation for the two polaritons, k 1 +k 2 = 0, and energy conservation implies that the total energy of the pair of particles must equal that due to the motion: ν = (ω 1 + ω 2 ). Note that the time dependence of the velocity sets this relationship between ω 1 and ω 2 , and that for a general motion this may be more complicated.
The excitation rate (46) evidently scales quadratically with the maximum displacement z 0 . However, the dependence on the oscillation frequency ν is somewhat more intricate. As can be seen from the expression for A given in appendix B, as well as figure 2a, the largest contribution to the spectral density ρ comes from regions where the frequency and wave vector are close to satisfying the dispersion relations for electromagnetic waves ω = c|k|/ (ω) and ν − ω = ±c|k|/ (ν − ω) and where the frequency matches the resonant frequency of the dielectric ω 0 , and the shifted resonance at ν −ω 0 . The largest emission occurs in the region close to where the dispersion curves for radiation intersect with the material resonances.
We note that there is a term that contributes to (46)-given as d(ω, ν − ω) in appendix -which diverges when ω 1 = ν/2 but is zero for all other frequencies. This has been omitted from figure 2a. Physically, this problematic term represents the emission rate for two polaritons at the same frequency from the same position. This is specific to moving media and does not recur in the remainder of the paper. It nevertheless deserves further attention and will be treated in future work.
V. TIME DEPENDENT PERMITTIVITY
The second contribution to the emission rate (38)ζ (b) comes from the time dependence of the material response δα (x, t, ω). For moving media, this term can be non-zero either due to moving inhomogeneities or changing boundaries. This term can also be used to model changes in the permittivity due to external forces, such as those in dynamical Casimir experiments [23, 27] or optical analogues of Hawking radiation [7] , examples of both of which we now consider.
Inserting the expansion coefficients listed in appendix A into (38), we find the rate of change of the probability amplitude for exciting a pair of polaritons is given bẏ
We now consider two particular applications of (48), firstly where the permittivity of the medium uniformly oscillates as a function of time, and secondly where a travelling pulse-like perturbation δα (x − vt, ω) to the permittivity moves through the medium at a uniform velocity.
A. Emission from a Time Dependent Permittivity
Consider a time dependent change to the permittivity of the form δα (ω, t) = α 0 β (ω) cos (νt) corresponding to a periodic change in the medium over all space with frequency ν. In this case, the time dependence can be factored (39) with a resonance at ω0, while the oscillation frequency of the motion is arbitrarily chosen as ν = 3ω0 to clearly separate the curves. The spectral density is mostly concentrated around frequencies in the vicinity of the resonant frequency of the material ω0, the shifted resonant frequency ν − ω0 as well as along the two dispersion curves satisfying c 2 k 2 − * (ω)ω 2 = 0, and the shifted dispersion curve
The vertical line at ω = ν represents the upper boundary of the area contributing to the emission rate (46); the shaded area to right of this does not contribute to the total emission rate. The black circle points to an example of a region where the shifted dispersion curve intersects with the resonance at ω0; the emission rate density is much more intense and somewhat spread out around these areas. b): Angular dependence of spectral density ρ(k)c 2 /z 2 0 ν 2 where the frequency and wave vector magnitude are arbitrarily chosen to be ω = ω0 and |k| = 2ω0 respectively corresponding to the centre of the black circle in (a). The distance of the surface from the centre of the graph shows the amplitude of the emission rate for varying directions of k. The strongest excitation of polaritons occurs in the direction of motion.
out as in the previous section, and the identity (45) can be applied. The spectral density appearing in the polariton emission rate per unit volume (the analogue of (46)) is again dimensionless and found to be
where
with '1 ↔ 2' again indicating an interchange of the two particles (which now involves swapping the subscripts 1 and 2, interchanging k for −k and taking the transpose). As in the case of the moving dielectric that we just discussed, the emission conserves momentum k 1 + k 2 = 0 and the energy of the pair of polaritons is taken from the oscillation: ν = (ω 1 + ω 2 ). Equation (50) can be further simplified in the particular case where β (ω) = α b (ω) (i.e. the change in the permittivity has the same frequency dependent response as the background),
As is evident from (49)-and in similarity to the time dependent material velocity investigated in the previous section-the time dependence of δα gives rise to emission only for frequencies in the range ω 1 > ν. The emission rate per unit volume is then given by integrating (49) over wave vector and frequency. The frequency and wave vector dependence of the spectral density of polariton emission are plotted in Figure 3 . Due to the lack of any preferred direction in the changing permittivity δα the emission is isotropic, but otherwise it is in many respects similar to that of a dielectric in oscillatory motion. However, note that the emission rate is not proportional ν 2 in this case.
FIG. 3: a):
Logarithm of the spectral density of polariton emission log 10 ρ/|α0| 2 as a function of ω and c|k|, for a dielectric function oscillating as a function of time with frequency ν. The background dielectric function of the material b is given by the Lorentzian response (39) with a resonance at ω0, while the oscillation frequency of the material properties is chosen as ν = 3ω0 to clearly separate the curves. The regions of high emission occur at the same points as shown for the moving dielectric in figure 2. b): Angular dependence of spectral density ρ(k)/|α0| 2 where the frequency and wave vector magnitude are arbitrarily chosen to be ω = ω0 and |k| = 2ω0 respectively corresponding to the centre of the black circle in (a). The colour in this subfigure only serves to illustrate that the shape is a sphere, indicating isotropic emission.
B. Emission rate from a travelling refractive index perturbation
As a final, more involved example of macroscopic QED applied to time dependent media, we address the case of a medium through which a perturbation of the refractive index travels at a constant velocity v = vẑ, producing pairs of polaritons. Recent work [7, 10, 11] has established a connection between such a process and an analogue of Hawking radiation [7, 8] . Here we do not emphasize the connection to general relativity, but rather look for a description of such an emission process that fully accounts for the effects of dispersion and dissipation. To the authors' knowledge, previous treatments have not fully accounted for such effects. We assume that the travelling perturbation to the permittivity can be represented in terms of the function δα(ω, x, t) taking the form
Unlike the case of a truly moving medium, v is not restricted to non-relativistic velocities. In this case we find the following expression for the rate of change of the polariton amplitude,
where the dyadic A is given by
Defining the net emission rate in terms of a spectral density that is now a function of two wave-vectors and frequency
we find ρ to be
where we applied
The expression for the spectral density has a similar form to that given in the previous sections, except that it now depends on two wave vectors k 1 and k 2 , due to the momentum exchanged between the polaritons and the moving perturbation; it also now has dimensions of L 6 . In fact, the form of (56) can be motivated from fairly simple physical considerations: the spatial distribution of the moving perturbation δα is determined by the function f (x), which has a corresponding Fourier spectrum f (K). The two polaritons can exchange momentum with the moving perturbation so long as the conservation law K = (k 1 + k 2 ) is satisfied. Energy conservation must also be obeyed, with the pulse containing frequencies v · K so that (ω 1 + ω 2 ) = v · K. Combining these two conservation laws leads to ω 2 = v · (k 1 + k 2 ) − ω 1 , with the rate of pair production being proportional to the amplitude of the relevant Fourier amplitude of the perturbation, |f (k 1 +k 2 )| 2 . The θ function in (56) ensures that the energy of both of the polaritons is positive, while |A nm | 2 scales the emission rate depending on how close the frequencies ω 1 and ω 2 are to the resonances of the material (where α b is large), and how close the dispersion relations |k 1,2 | 2 = (ω 1,2 )ω 2 1,2 /c 2 are to being fulfilled (where the Green function G is large). From (55) it is evident that the peak pair production will occur when the dispersion relation is fulfilled while the frequency of one member of the pair is at a resonance of the material.
In figure 4 we plot the dependence of ρ(k 1 , k 2 , ω) as a function of both the relative angle between k 1 and k 2 , and the magnitude of the modulus of both wave-vectors for a fixed angle between them. We take the particular case where the moving perturbation to the permittivity takes the form of a Gaussian,
with the area under the function f (x) equal to f 0 . The spectral density for the excitation of polariton pairs (56) then becomes
It is evident from (58) that there is a trade off in the spectral density between the requirement of energy conservation, and the Fourier spectrum of the moving perturbation. The maximum in the Fourier spectrum f (k 1 + k 2 ) in this case occurs when k 1 = −k 2 , which is where the energy of one of the polaritons v · (k 1 + k 2 ) − ω is negative, and thus the spectral density is zero. Meanwhile when k 1 = k 2 , both polaritons can have positive energy, but the exponential factor exp(σ
2 /2) reduces the spectral density exponentially with the magnitude of k 1,2 . Spatially sharp, quickly moving perturbations thus have relatively large emission rates for pairs of polaritons, and these pairs tend to be emitted away from the axis of propagation. This is in broad agreement with e.g. [7] but here derived without the analogy to general relativity. Spatially broad perturbations correspond to large values of σ, and thus small values of k 1,2 . As the velocity of the perturbation drops to 0, the θ function in (58) picks out ever larger magnitudes of k 1,2 , which are ever further from fulfilling the dispersion relation (i.e. where the Green function G(k, ω) in (55) becomes ever smaller). In this zero velocity limit the spectral density thus reduces to zero, as expected. 2 (ω0/c) 6 for an arbitrary inclination angle cos(θ) = kz/|k| = 1/ √ 3. The background dielectric function of the material b is given by the Lorentzian response (39) with a resonance at ω0. The velocity is taken to be v = 0.5c and the Gaussian pulse width as σ = 0.1c/ω0. The spectral density is significant at frequencies in the vicinity of the resonant frequency of the material (vertical line at ω = ω0), the shifted resonant frequencies v(kz + k z ) ± ω0 (A and B) and along the dispersion curve satisfying
The shaded area to the right of the line ω = v(kz + k z ) does not contribute to the total emission rate due to the theta function in the spectral density (58). The spectral density is greatest around intersections between dispersion curves and/or resonances of the material. The black circle points to an example of a region where two resonance curves intersect but similar intersections occur between resonances and dispersion curves or pairs of dispersion curves. b) Angular dependence of the spectral density ρ/|f0| 2 (ω0/c) 6 for a fixed frequency ω1 = ω0 where the frequency and wave vector magnitude are arbitrarily chosen to be ω = ω0 and |k| = ω0 √ 3 respectively corresponding to the centre of the black circle in (a), for varying angle between k and k. The rate is seen to be negligible for all directions except along the surface of a number of cones traced out along rings of constant inclination angle θ. Figure 4a confirms that the emission rate spectral density contains terms that contribute significantly for frequencies and wave-vectors where one of the pairs is close to fulfilling the dispersion relation and/or close to the resonant frequency of the material response. This subfigure is plotted for an arbitrarily chosen angle between k 1 and k 2 , with both wave-vectors having equal magnitude. Figure 4b represents the angular dependence of the spectral density of the emission, varying the angle between k 1 and k 2 for a fixed frequency and equal magnitude of the two wave-vectors. The emission is concentrated in several cone-like regions. These cones correspond to either the shifted dispersion curves or the shifted resonances in figure 4a. Increasing the absorption within the dielectric response has the effect of blurring the lines of 4a and of thickening the shells of the cone-like shapes of 4b. This effectively means that it becomes possible to excite polaritons that lie further from the resonance of the material or the dispersion curve for electromagnetic waves. The choices of plot in figure 4 do not encode the complete radiation pattern from the moving moving perturbation but serve to show under what conditions the emission of polariton pairs is increased, as well as the directional distribution of the emission. It would be too lengthy to fully explain the different regimes of this effect here, and further results will be given in a future publication.
It is interesting to compare this effect with those explored in sections IV and V A; in particular the time dependent permittivity of section V A which would typically be called a dynamic-Casimir type effect. In cases of oscillatory motion or material time dependence, pairs of polaritons can be emitted with the total energy of the pair ν coming from the motion. We have found that so long as energy and momentum are conserved and the energy of both polaritons is positive, there is always some excitation in the material. However, this is typically very small unless the wave-vectors and frequencies are close to either a material resonance, or to fulfilling the dispersion relation for electromagnetic waves. The emission from a moving perturbation is of exactly the same form, and from the perspective of the perturbation theory comes from the same 'dynamic Casimir' term (38). The only difference is that in this case the energy available for the creation of excitations instead comes from the frequencies v · k within the moving perturbation, the k dependence of which complicates the functional form of the emission spectral density.
VI. DISCUSSION
The motivation behind this calculation was to understand the effects of the time dependence and motion of dielectric media on the excitations of polaritons (i.e. the normal modes of light and matter), when the effects of dissipation and dispersion are fully taken into account. In particular we analysed the necessary modifications to the Hamiltonian of macroscopic QED that must be made to describe the motion and time dependence of a dielectric, and applied this to calculate the polariton excitation rate in the three illustrative cases summarized in figure 1. Before calculating this emission rate we briefly discussed that the distinct effect of motion versus time dependence is to introduce non-locality into the permittivity. In the case of uniform translational motion this non-locality is simply the well-known Doppler shift of the frequency dispersion, but that for more complicated motion becomes increasingly intricate.
Having found the separate modifications to the Hamiltonian of macroscopic QED necessary to describe moving or time dependent dielectric media, we applied time dependent perturbation theory to calculate the emission rate of polaritons in three particular cases. In general we found that so long as the energies of both polaritons are positive, and energy and momentum are conserved then there is always some-albeit often very small-excitation rate. For a uniform medium performing an oscillatory motion, or material properties that oscillate in time with angular frequency ν, energy conservation demands that the total energy of the pair equals ν. For a material with a single resonance at ω 0 this means that there will be a peak in the emission (although not the only peak) when e.g. one of the pair has frequency ω 0 and wave-vector k, and the other has frequency ν − ω 0 and wave-vector −k where G(−k, ν − ω 0 ) is very large (i.e. close to fulfilling the dispersion relation). Experimentally it might be of particular importance that in all the cases we examined, the regions where the polaritons both nearly fulfil the dispersion relation and are close to a material resonance contribute most to the emission.
The final example we considered was the emission of polariton pairs from a uniformly moving perturbation to the permittivity of a medium. We found that the description of this process is not fundamentally different from that of emission from a uniform time oscillating permittivity. The main difference is that rather than take energy ν from the oscillation of the material properties, the polaritons take energy v · k from the motion of the perturbation. The wave-vector dependence of the energy makes the emission increase with spatially sharper perturbations, and typically causes the polaritons to be emitted in cones. However, the peak emission is still concentrated around the regions where the frequencies where one of the pairs is close to a material resonance, and the other is close to fulfilling the dispersion relation for electromagnetic waves, where both are at resonances, or where both are close to fulfilling the dispersion relation. This finding that a emitted photon may be paired with an excitation of the material at a resonance may be useful for understanding some of the recent experiments on analogue Hawking emission in optical media.
where the first two terms are derived in the same way as (41). The third can be evaluated by considering that it will eventually be convoluted with a function of ω 1 such as
Over the the range (−∞, ∞), only a small region will contribute to the integral when T is large, namely the region around ν = ±(ω 1 + ω 2 ). This integral is therefore equivalent to the following expression 
For large T , ∆ will be small and as such we can treat η as small and make the following approximation 
In the limit T → ∞, the range ∆ → 0 and as such the area under the integral above vanishes. We can thus ignore the third term of equation (C2).
