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Abstract This paper presents a novel Subject-dependent Deep
Aging Path (SDAP), which inherits the merits of both Gen-
erative Probabilistic Modeling and Inverse Reinforcement
Learning to model the facial structures and the longitudinal
face aging process of a given subject. The proposed SDAP
is optimized using tractable log-likelihood objective func-
tions with Convolutional Neural Networks (CNNs) based
deep feature extraction. Instead of applying a fixed aging de-
velopment path for all input faces and subjects, SDAP is able
to provide the most appropriate aging development path for
individual subject that optimizes the reward aging formula-
tion. Unlike previous methods that can take only one image
as the input, SDAP further allows multiple images as inputs,
i.e. all information of a subject at either the same or different
ages, to produce the optimal aging path for the given sub-
ject. Finally, SDAP allows efficiently synthesizing in-the-
wild aging faces. The proposed model is experimented in
both tasks of face aging synthesis and cross-age face veri-
fication. The experimental results consistently show SDAP
achieves the state-of-the-art performance on numerous face
aging databases, i.e. FG-NET, MORPH, AginG Faces in the
Wild (AGFW), and Cross-Age Celebrity Dataset (CACD).
Furthermore, we also evaluate the performance of SDAP on
large-scale Megaface challenge to demonstrate the advan-
tages of the proposed solution.
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Fig. 1: An illustration of age progression using direct
(IAAP), step-by-step (TNVP) and our SDAP approaches.
Instead of using a fixed aging development path for all in-
puts as in IAAP (the 1st row) and TNVP (the 2nd row),
given a face and the target age, SDAP can find the optimal
aging development path (the 3rd row) for the subject. SDAP
can also collect aging cues from multiple inputs to produce
more aesthetical synthesis results (the 4th row).
Keywords Face Age Progression; Deep Generative
Models; Face Aging; Subject-dependent Deep Aging;
Tractable Graphical Probabilistic Models.
1 Introduction
The problem of face aging targets on the capabilities to aes-
thetically synthesize the faces of a subject at older ages,
i.e. age progression, or younger ages, i.e. age regression or
deaging. This problem is applicable in various real-world
applications from age invariant face verification, finding miss-
ing children to cosmetic studies. Indeed, face aging has raised
considerable attentions in computer vision and machine learn-
ing communities recently. Several breakthroughs with nu-
merous face aging approaches, varying from anthropology
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Table 1: The comparison of the properties between our SDAP approach and other age progression methods. Deep learn-
ing (DL), Inverse Reinforcement Learning (IRL), Dictionary (DICT), Prototype (PROTO), Probabilistic Graphical Models
(PGM), Log-likelihood (LL), Adversarial (ADV). Note that 7 indicates unknown or not directly applicable properties.
Our SDAP TNVP
(Duong
et al, 2017)
Pyramid
GANs
(Yang
et al, 2018)
CAAE
(Zhang
et al,
2017)
RNN
(Wang
et al,
2016)
TRBM
(Duong
et al,
2016)
HFA (Yang
et al, 2016)
Subject-dependent Aging Path 3 7 7 7 7 7 7
Multiple Input Optimization 3 7 7 7 7 7 7
Tractable 3 3 3 3 3 7 3
Non-Linearity 3 3 3 3 3 3 7
Model Type DL + IRL DL DL DL DL DL DICT
Architecture PGM+CNN PGM+CNN CNN CNN CNN PGM Bases
Loss Function LL LL ADV+`2 ADV+`2 `2 LL LL+`0
theories to deep learning structures have been presented in
literature. However, the synthesized results in these previous
approaches are still far from perfect due to various challeng-
ing factors, such as heredity, living styles, etc. In addition,
face aging databases used in most methods to learn the ag-
ing processes are usually limited in both number of images
per subject and the covered age ranges of each subject.
Both conventional and deep learning methods usually in-
clude two directions, i.e. direct and step-by-step aging syn-
thesis, in exploring the temporal face aging features from
training databases. In the former direction, these methods
directly synthesize a face to the target age using the relation-
ships between training images and their corresponding age
labels. For example, the prototyping approaches (Burt and
Perrett, 1995; Kemelmacher Shlizerman et al, 2014; Row-
land et al, 1995) use age labels to organize images into age
groups and compute average faces for their prototypes. Then,
the difference between source-age and target-age prototypes
is applied directly to the input image to obtain the age pro-
gressed face at the target age. Similarly, the Generative Ad-
versarial Networks (GAN) approach (Zhang et al, 2017) mod-
els the relationship between high-level representation of in-
put faces and age labels by constructing a deep neural net-
work generator. This generator is then incorporated with the
target age labels to synthesize the outputs. Although these
kinds of models are easy to train, they are limited in capa-
bilities to synthesize faces much older than the input faces
of the same subject, e.g. directly from ten to 60 years old.
Indeed, the progression of a face at ten years old to the one
at 60 years old in these methods usually ends up with a syn-
thesized face using 10-year-old features plus wrinkles.
Meanwhile, the latter approaches (Duong et al, 2017,
2016; Shu et al, 2015; Wang et al, 2016; Yang et al, 2016)
decompose the long-term aging process into short-term de-
velopments and focus on the aging transform embedding be-
tween faces of two consecutive development stages. Using
learned transformation, these methods step-by-step gener-
ate progressed faces from one age group to the next un-
til reaching the target. These modeling structures can ef-
ficiently learn the temporal information and provide more
age variation even when a target age is very far from the in-
put age of a subject. However, the main limitation of these
methods is the lack of longitudinal face aging databases. The
longest training sequence usually contains only three or four
images per subject.
Limitations of previous approaches. In either directions,
i.e. direct or step-by-step aging synthesis, the aging approach
falls in, these previous approaches still suffer from many
challenging factors and remain with lots of limitations. Ta-
ble 1 compares the properties of different aging approaches.
– Non-linearity. Since human aging is a complicated and
highly nonlinear process, the linear models mostly used
in conventional methods, i.e. prototype, AAMs-based and
3DMM-based approaches, are unable to efficiently inter-
pret the aging variations and the quality of their synthe-
sized results is very limited.
– Loss function of deep structure. The use of a fixed re-
construction loss function, i.e. `2-norm, in the proposed
deep structures (Wang et al, 2016; Yang et al, 2016) usu-
ally produces blurry synthesis results.
– Tractability. Exploiting the advantages of probabilistic
graphical models has introduced a potential direction for
deep model design and produced prominent synthesized
results for the age progression task (Duong et al, 2016).
– Data usability. Even though a subject in training/testing
set has multiple images at the same age, there is only one
image used to learn/synthesize in these methods. The
other images are usually wastefully ignored. In addition,
the aging transformation embedding in these approaches
is only able to proceed on images from two age groups.
– Fixed aging development path. The learned aging de-
velopment path is identically applied for all subjects which
is not true in reality. Instead, each subject should have
his/her own aging development.
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Contributions of this work. The paper presents a novel
Subject-dependent Deep Aging Path (SDAP) model to face
age progression, which is an extension of our previous work
(Duong et al, 2017). In that work, TNVP structure is pro-
posed to embed the pairwise transformations between two
consecutive age groups. In this work, the SDAP structure is
introduced to further enhance the capability to discover the
optimal aging development path for each individual. This
goal can be done by embedding the transformation over the
whole aging sequence of a subject under an IRL framework.
Our contributions can be summarized as follows.
1. The aging transformation embedding is designed using
(1) a tractable log-likelihood density estimation with (2)
Convolution Neural Network (CNN) structures and (3)
an age controller to indicate the amount of aging changes
for synthesis. Thus, the proposed SDAP is able to pro-
vide a smoother synthesis across faces and maximize the
usability of aging data, i.e. all images of a subject in dif-
ferent or the same ages are utilized.
2. Unlike most previous methods, our proposed SDAP model
further enhances the capability to find the optimal aging
development path for individual. This goal can be done
by embedding the transformation over the whole aging
sequence of a subject under an IRL framework.
3. Instead of using pre-defined or add-hoc aging reward
and objective functions as in most previous work, our
proposed approach allows the algorithm to automatically
come up with the optimal objective formulation and pa-
rameters via a data driven strategy in training.
We believe that this is the first work that designs an IRL
framework to model the longitudinal face aging.
2 Related work
This section reviews recent methods in facial aging includ-
ing age estimation and age progression problems.
Age Progression. Face age progression methods can be
technically classified into four categories, i.e. modeling, re-
construction, prototyping, and deep learning-based methods.
Modeling-based aging is one of the earliest categories
presented face age progression. These methods usually model
both facial shapes and textures using a set of parameters,
and learn the face aging process via aging functions. (Pat-
terson et al, 2006) and (Lanitis et al, 2002) employed a set
of Active Appearance Models (AAMs) parameters with four
aging functions to model both the general and the specific
aging processes. Luu et al (2009b) combined familial fa-
cial cues to the process of face age progression. Geng et al
(2007) presented AGing pattErn Subspace (AGES) method
to construct a subspace for aging patterns as a chronological
sequence of face images. Tsai et al (2014) then enhanced
AGES using guidance faces corresponding to the subject’s
characteristics to produce more stable results. Texture syn-
thesis was also combined in the later stage to produce better
facial details. Suo et al (2010, 2012) introduced the three-
layer And-Or Graph (AOG) of smaller parts, i.e. eyes, nose,
mouth, etc., to model a face. Then, the face aging process
was learned for each part using a Markov chain.
Reconstruction-based aging methods model aging faces
by unifying the aging basis in each group. Yang et al (2016)
represented person-specific and age-specific factors indepen-
dently using sparse representation Hidden Factor Analysis
(HFA). Shu et al (2015) presented the aging coupled dictio-
naries (CDL) to model personalized aging patterns by pre-
serving personalized facial features.
Prototyping-based aging methods employ the age pro-
totypes to produce new face images. The average faces of
all age groups are used as the prototypes (Rowland et al,
1995). Then, input face image can be progressed to the tar-
get age by incorporating the differences between the proto-
types of two age groups (Burt and Perrett, 1995). Kemel-
macher Shlizerman et al (2014) presented a method to con-
struct high quality average prototypes from a large-scale set
of images. The subspace alignment and illumination nor-
malization were also included in this system. Aging patterns
across genders and ethnicity were also investigated in (Guo
and Zhang, 2014).
Deep learning-based approaches have recently achieved
considerable results in face age progression using the power
of deep learning. Duong et al (2016) introduced Tempo-
ral Restricted Boltzmann Machines (TRBM) to represent
the non-linear aging process with geometry constraints and
spatial RBMs to model a sequence of reference faces and
wrinkles of adult faces. Wang et al (2016) approximated ag-
ing sequences using a Recurrent Neural Networks (RNN)
with two-layer Gated Recurrent Unit (GRU). Recently, the
structure of Conditional Adversarial Autoencoder (CAAE)
is also applied to synthesize aged images in (Antipov et al,
2017). Duong et al (2017) proposed a novel generative prob-
abilistic model, named Temporal Non-Volume Preserving
(TNVP) transformation, to model a long-term facial aging
process as a sequence of short-term stages. The Conditional
Generative Adversarial Networks were also incorporated with
perceptual loss in (Wang et al, 2018). Similarly, Yang et al
(2018) integrated an age estimator with three labels, i.e. young
/senior for real faces, and synthesized face, together with an
`2 loss between face descriptors of input and synthesized
faces into a Generative Adversarial Network structure for
face age progression.
Age Estimation. Existing Age estimation approaches usu-
ally consist of two components: an age feature extraction
module and an age prediction module. More detailed sur-
veys on age estimation can be found in (Fu et al, 2010; An-
gulu et al, 2018). One of the early works by Kwon and da Vi-
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toria Lobo (1999) measured the facial shape changes using
geometric of key features to classify faces into three age
groups, i.e. baby, young adult and senior adult. Later, Ac-
tive Appearance Models (AAM) (Cootes et al, 2001) were
adopted in several works to unify the facial shape and tex-
ture (i.e. wrinkles) features for age estimation (Lanitis et al,
2004; Luu et al, 2009a; Choi et al, 2011; Zhang and Yeung,
2010; Chang et al, 2011; Duong et al, 2011; Xu et al, 2011,
2015; Le et al, 2015; Luu, 2010; Chen et al, 2011).
Meanwhile, Geng et al (2007, 2008), proposed to learn
the aging pattern subspace (AGES) from datasets to model
aging process over the years. Similarly, Guo et al (2008) in-
troduced manifold learning based approach together with lo-
cally adjusted regressor for age prediction. In addition, Guo
and Wang (2012) studied the relationship between facial age
and facial expression for more robust estimator. Instead of
directly predicting the age from facial images having some
expressions, they learn the correlation between two expres-
sions (e.g. happy vs. neutral) to map the face from one ex-
pression to another and then predict the age on the trans-
formed face. Some other approaches focused on feature ex-
traction process with hand-crafted features such as biologi-
cally inspired features (BIF) (Guo et al, 2009), spatially flex-
ible patch (SFP) (Yan et al, 2008), synchronized submani-
fold embedding (SME) (Yan et al, 2009), Gabor filters and
local binary pattern (LBP) features (Choi et al, 2011). Then
linear classifiers/regressors such as Support Vector Machine
(SVM), Support Vector Regression (SVR) or locally adjusted
robust regression (LARR) were adopted for age estimation.
Recently, with the success of deep convolution neural
networks (CNNs) in many face-related tasks including face
detection, face alignment and face verification, a wide range
of end-to-end CNN-based age estimation methods have been
proposed to address this challenging problem. Different deep
network structures have been exploited in these works such
as Multi-scale CNN (Yi et al, 2014), Deep Appearance Mod-
els (DAMs) (Duong et al, 2015), VGGFace (Yang et al, 2015;
Rothe et al, 2016), Ordinal-CNN (Niu et al, 2016), Deep Re-
gression Forests (Shen et al, 2018).
In particular, Yi et al (2014) proposed to use CNNs with
multi-scale analysis, local aligned face patch, and facial sym-
metry strategies from traditional approaches. Duong et al
(2015) developed a non-linear model combining shape and
texture information called Deep Appearance Models which
was inspired from the traditional AAMs for age estimation
and face modeling. Niu et al (2016) considered age estima-
tion as an ordinal regression problem which is converted into
multiple binary classifications. Similarly, Chen et al (2017)
also proposed a set of CNNs with binary output and then
the final prediction is obtained via aggregation. Agustsson
et al (2017) proposed an anchored regression network con-
sisting of multiple linear regressors assigned to an anchor
point to linearize the regression problem. Shen et al (2018)
introduced Deep Regression Forests (DRFs) for age estima-
tion. In DRFs, a CNN with FC layer is connected to inner
nodes in DRFs, and then leaf node distribution output in
each tree is combined to provide the final predictions. Pan
et al (2018) proposed to learn CNNs by jointly optimizing
mean-variance loss and softmax loss. Li et al (2018) pre-
sented a Deep Cross-Population (DCP) model to transfer the
model learned from one set with large number of labeled
data to one population having small number of labeled data.
In addition, Deep Age Distribution Learning (DADL) via
CNNs approaches were proposed in (Yang et al, 2015) and
Huo et al (2016) to handle apparent age estimation problem
where it predicted age distribution instead of the exact age.
Rothe et al (2016) proposed an ensemble of 20 VGG-liked
networks called Deep EXpectation (DEX) of apparent age
with softmax outputs of 101 age classes.
Other approaches target on dealing with other facial at-
tributes, e.g. expression, gender, race, etc. More recently,
Lou et al (2018) proposed to use a graphical model to jointly
learn the relationship between the age and expression caus-
ing changes in facial appearance. Their method makes age
estimation problem invariant to expression changes. Wang
et al (2017) and Han et al (2018) proposed multi-task learn-
ing approaches for jointly and effectively estimating multi-
ple facial attributes including age, gender, race and others.
3 Our Proposed SDAP
TNVP structure has provided an efficient model to capture
the pairwise transformation between faces of consecutive
age groups (Duong et al, 2017). However, it still has some
limitations. Firstly, the TNVP mainly focuses on the pair-
wise relationship rather than the long-term relationship pre-
sented in an aging sequence. Secondly, capability of ap-
plying different development paths for different subjects is
still absent. In reality, each subject should have his/her own
aging development progress because each person ages dif-
ferently. In this section, we introduce a more flexible struc-
ture, named Subject-dependent Deep Aging Path (SDAP),
with an additional component, i.e. an age controller. This
age controller provides the capability of defining how much
age variation should be added during synthesis. This archi-
tecture, therefore, benefits both training stages, i.e. by maxi-
mizing the usability of training aging data, and testing stage,
i.e. becoming more flexible to adopt different aging path
to different subjects according their features. Moreover, in-
stead of only learning from image pairs of a subject in two
consecutive age groups, SDAP has the capability of embed-
ding the aging transformation from longer aging sequences
of that subject which efficiently reflects the long-term ag-
ing development of the subject. We also show that goal can
be achieved under an Inverse Reinforcement Learning (IRL)
framework. The structure of this section is as follows: We
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Fig. 2: The structures of (a) a Synthesis Component as a composition of Synthesis Units; (b) a mapping function with two
mapping units; and (c) the aging transformation component. During synthesizing process, the value for aging controller a at
each step is predicted by a Policy learned through an Inverse Reinforcement Learning framework.
first present our novel approach to model the facial struc-
tures in Subsection 3.1. Then, our IRL learning approach to
the longitudinal face aging modeling is detailed in Subsec-
tion 3.2.
3.1 Aging Embedding with Age Controller
The proposed architecture consists of three main compo-
nents, i.e. (1) latent space mapping, (2) aging transforma-
tion, and (3) age controller. Our age controller provides the
capability of defining how much age variation should be
added during synthesis. Using this structure, our model is
flexible to aging in different ways corresponding to the in-
put faces. Moreover, it also helps to maximize the usability
of training aging data.
Structures and Variable Relationship Modeling: Our
graphical model (Fig. 2) consists of three sets of variables:
observed variables {xt−1,xt} ∈ I encoding the textures of
face images in the image domain I ⊂ RD at two stages t−1
and t; their corresponding latent variables {zt−1, zt} ∈ Z in
the latent space Z; and an aging controller variable at−1 ∈
A ⊂ RNa . The aging controller at−1 is represented as a
one-hot vector indicating how many years old the progres-
sion process should perform on xt−1. The bijection func-
tions F1,F2, mapping from the observation space to the la-
tent space, and the aging transformation G are defined as in
Eqn. (1).
F1,F2 :I → Z
xt−1 7→ zt−1 = F1(xt−1; θ1)
xt 7→ z¯t = F2(xt; θ2)
G :Z,A → Z
zt−1,at−1 7→ gt = G(zt−1,at−1; θ3)
(1)
where θ = {θ1,θ2,θ3} denotes the set of parameters of
F1, F2, G, respectively. Notice that in SDAP, the structure
of bijection functions is adopted from TNVP architecture.
Then, the relationship between latent variables zt, zt−1 and
at−1 is computed as zt = gt + z¯t.
The interactions between latent variables {zt−1, zt} and
the aging controller variable at−1 are 3-way multiplicative.
They can be mathematically encoded as in Eqn. (2).
gti =
∑
j,k
wˆijkz
t−1
j a
t−1
k + bi (2)
where Wˆ ∈ RD×D×Na is a 3-way tensor weight matrix
and b is the bias of these connections. Eqn. (2) enables two
important properties in the architecture. First, since at−1 is
an one-hot vector, different controllers will enable different
sets of weights to be used. Thus, it allows controlling the
amount of aging information to be embedded to the aging
process. Second, given the age controller, the model is able
to use all images of a subject to enhance its performance.
In practice, the large number of parameters of the 3-way
tensor matrix may have negative effects to the scalability
of the model. Thus, Wˆ can be further factorized into three
matrices Wa ∈ Rf×Na , Wz ∈ Rf×D, and W ∈ RD×f
with f factors by adopting (Taylor and Hinton, 2009) as in
Eqn. (3).
gt = W(Wzzt−1 Waat−1) + b (3)
where  stands for the Hadamard product.
The Log-likelihood: Given a face xt−1 in the age group
t− 1, the probability density function can be formulated as,
pXt(x
t|xt−1,at−1; θ) = pXt(xt|zt−1,at−1; θ)
= pZt(z
t|zt−1,at−1; θ)
∣∣∣∣ ∂zt∂xt
∣∣∣∣
=
pZt,Zt−1(z
t, zt−1|at−1, θ)
pZt−1(zt−1; θ)
∣∣∣∣ ∂zt∂xt
∣∣∣∣
(4)
where pXt(xt|xt−1,at−1; θ) and pZt(zt|zt−1,at−1; θ) are
the distribution of xt conditional on xt−1 and the distribu-
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Fig. 3: Synthesized results with different values of aging
controller. Given an input image, by varying the values of
aging controller, different age-progressed images can be
obtained. Notice that the age controller can help to effi-
ciently control the amount to aging features to be embed-
ded while maintaining other variations between synthesized
faces. Best viewed in color.
tion of zt conditional on zt−1, respectively. Then, the log-
likelihood can be computed as follows:
log pXt(x
t|xt−1,at−1; θ) = log pZt,Zt−1(zt, zt−1|at−1, θ)
− log pZt−1(zt−1; θ) + log
∣∣∣∣ ∂zt∂xt
∣∣∣∣
The Joint Distributions: In order to model the aging
transformation flow, the Gaussian distribution is presented
as the prior distribution pZ for the latent space. After map-
ping to the latent space, the age controller variables are also
constrained as a Gaussian distribution. In particular, let zt−1a =
Waat−1 represent the latent variables of at−1. The latent
variables {zt−1, z¯t, zt−1a } distribute as Gaussians with means
{µt−1, µ¯t,µt−1a } and covariances {Σt−1, Σ¯t, Σt−1a } respec-
tively. Then, the latent zt is as,
zt ∼ N (µt, Σt)
µt = W
(
Wzµt−1  µt−1a
)
+ b + µ¯t
Σt = W[WzΣt−1Wzᵀ Σt−1a
− (Wzµt−1)(Wzµt−1)ᵀ  µt−1a µt−1a ᵀ]Wᵀ
(5)
Since the connection between zt−1 and zt embeds the re-
lationship between variables of different Gaussian distribu-
tions, we further assume that their joint distribution is also a
Gaussian. Then, the joint distribution pZt,Zt−1(zt, zt−1|at−1; θ)
can be computed as follows.
pZt,Zt−1(z
t, zt−1|at−1; θ) ∼ N
([
µt
µt−1
]
,
[
Σt Σt,t−1
Σt−1,t Σt−1
])
Σt,t−1 = W(WzΣt−1  µt−1a 1ᵀ)
Σt−1,t = (1µt−1a
ᵀ Σt−1Wzᵀ)Wᵀ
where 1 ∈ RD is an all-ones vector.
The Objective Function: The parameter θ of the model
is optimized to maximize the log-likelihood as in Eqn. (6).
θ∗ = arg max
θ
log pXt(x
t|xt−1,at−1;θ)
s.t. zt−1a = W
aat−1distributes as a Gaussian
(6)
This constraint is then incorporated to the objective function
θ∗ = arg max
θ
log pXt(x
t|xt−1,at−1; θ) + l(µt−1a , Σt−1a ; at−1)
where l(µt−1a , Σ
t−1
a ; a
t−1) is the log-likelihood function of
at−1 given mean µt−1a and covariance Σ
t−1
a .
3.2 IRL Learning from Aging Sequence
In this section, we further extend the capability of our model
by defining an Subject-dependent Deep Aging Policy Net-
work to provide a planning aging path for the aging con-
troller. Consequently, the synthesized sequence, i.e. {x1, . . . ,xT },
is guaranteed to be the best choice in the face aging devel-
opment for a given subject.
Let ζi = {x1i ,a1i , . . . ,xTi } be the observed age sequence
of the i-th subject and ζ = {ζ1, ζ2, . . . , ζM} be the set of
all M aging sequences in the dataset. The probability of a
sequence ζi can be defined as
P (ζi) =
1
Z
exp(−EΓ (ζi)) (7)
whereEΓ (ζi) is an energy function parameterized by Γ , and
Z =
∑
ζ¯ exp(−EΓ (ζ¯)) is the partition function computed
using all possible aging sequences ζ¯. Then, the goal is to
learn a model such that the log-likelihood L(ζ;Γ ) of the
observed aging sequences is maximized as follows:
Γ∗ = arg max
Γ
L(ζ;Γ ) = 1
M
log
∏
ζi∈ζ
P (ζi) (8)
In Eqn. (8), if EΓ (ζi) is considered as a form of a reward
function, then the problem is equivalent to learning a policy
network from a Reinforcement Learning (RL) system given
a set of demonstrations ζ.
The reward function is the key element for policy learn-
ing in RL. However, pre-defining a reasonable reward func-
tion for face aging synthesis is impossible in practice. In-
deed, it is very hard to measure the goodness of the age-
progressed images even the ground-truth faces of the subject
at these ages are available. Therefore, rather than pre-define
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Fig. 4: The Subject-Dependent Aging Policy Learning Framework. Given the Age Sequence Demonstrations, the cost func-
tion is learned by maximizing the log-likelihood of these sequences. Its output is then can be used to optimize the Subject
Dependent Aging Policy Network which later is able to predict the most appropriate aging path for each subject.
an add-hoc aging reward, the energy EΓ (ζi) is represented
as a neural network with parameters Γ and adopted as a non-
linear cost function of an Inverse Reinforcement Learning
problem.
In this IRL system, Γ can be directly learned from the set
of observed aging sequences ζ. Fig. 4 illustrates the struc-
ture of the proposed IRL framework. Based on this struc-
ture, given a set of aging sequences as demonstrations, not
only the cost function can be learned to maximize the log-
likelihood of observed age sequence but also the policy, i.e.
predicting aging path for each individual, is obtained with
respect to the optimized cost.
Mathematically, the IRL based age progression proce-
dure can be formulated as follows. LetMirl {S,A, T , ζ, EΓ }
be a Markov Decision Process (MDP) where {S,A, T } de-
note the state space, the action space, and the transition model,
respectively. ζ is the set of observed aging sequences and
EΓ represents the cost function. Given an MDPMirl, our
goal is to discover the unknown cost function EΓ from the
observation ζ as well as simultaneously extract the policy
q(at−1|xt−1) that minimizes the learned cost function.
State: The state st = [xt, age] is defined as a compo-
sition of two information, i.e. the face image xt at the t-th
stage; and the age label of xt.
Action: Similar to the age controller, an action at is de-
fined as the amount of aging variations that the progression
process should perform on state st. Given st, an action at is
selected by stochastically sampling from the action proba-
bility distribution. During testing, given the current state, the
action with the highest probability is chosen for synthesizing
process. Due to data availability where the largest aging dis-
tance between the starting and ending images of a sequence
is 15, we choose the length of Na = 16 (i.e. plus one state
of at where st and st+1 has the same age).
Cost Function: The cost function plays a crucial role to
guide the whole system to learn the sequential policies to
obtain a specific aging path for each subject. Getting a state
st and at as inputs, the cost function maps them to a value
cΓ (s
t,at). Thus, the cost for the i-th aging sequence can
be obtained as EΓ (ζi) =
∑
t cΓ (s
t
i, ati). In order to learn a
complex and nonlinear cost formulation, each cΓ (st,at) is
approximated by a neural network with two hidden layers of
32 hidden units followed by Rectified Linear Unit (ReLU).
Policy: Given the cost function cΓ (sti, ati), the policy is
presented as a Gaussian trajectory distribution as follows.
q(ζi) = q(s
1
i )
∏
t
q(st+1i |sti,ati)q(ati|sti) (9)
Then it is optimized respecting to the expected cost function
Eq(ζi)[EΓ (ζi)].
Given the defined state st and action at, the observation
aging sequence ζi is redefined as ζi = {s1i ,a1i , . . . , sTi }. The
log-likelihood L(ζ;Γ ) in Eqn. (8) can be rewritten as,
L(ζ;Γ ) = − 1
M
∑
ζi∈ζ
EΓ (ζi)− log
∑
ζ¯
exp(−EΓ (ζ¯)) (10)
Since the computation of the partition function is in-
tractable, the sampling-based approach (Finn et al, 2016) is
adopted to approximate the second term of L(ζ;Γ ) in Eqn.
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Algorithm 1 Subject-Dependent Aging Policy Learning
Input: ObservedM age sequence ζ = {ζ1, . . . , ζM}where ζi =
{s1i ,a1i , . . . , sTi }.
Output: optimized cost params Γ and distribution q(ζ)
1: Initialization: Randomly initialize policy distribution q1Γ (ζ) with
a uniform distribution.
2: for k = 1 to K1 do
3: Sample M aging paths from qkΓ (ζ).
4: for i = 1 to M do
5: Apply synthesis component in Section 3.1 given
the i-th sampled aging path and the starting state
s1i to obtain the sampled sequence ζ¯i.
6: Add ζ¯i to ζqk
Γ
7: end for
8: for i = 1 to K2 do
9: Sample a batch of observed sequence ζˆ ⊂ ζ
10: Sample a batch of sampling sequence ζˆqk
Γ
⊂ ζqk
Γ
11: ζq ← ζˆ ∪ ζˆqk
Γ
12: Compute the gradient dL(Γ )
dΓ
using Eqn. (11)
13: Update Γ using dL(Γ )
dΓ
14: end for
15: Update qkΓ (ζ) with ζqkΓ and EΓ to q
k+1
Γ (ζ) using approach in
(Levine and Abbeel, 2014).
16: end for
(10) by a set of aging sequences sampled from the distribu-
tion q(ζ).
L(ζ;Γ ) ≈ − 1
M
∑
ζi∈ζ
EΓ (ζi)− log 1
N
∑
ζj∈ζq
exp(−EΓ (ζj))
q(ζj)
where N is the number of age sequences sampled from a
sampling distribution q. Then the gradient is given by
∇ΓL = − 1
M
∑
ζi∈ζ
dEΓ (ζi)
dΓ
+
1
Z′
∑
ζj∈ζq
wζj
dEΓ (ζj)
dΓ
(11)
where Z ′ =
∑
ζj
wζj and wζj =
exp(−EΓ (ζj))
q(ζj)
.
The choice of the distribution q is now critical to the
success of the approximation. It can be adaptively optimized
by first initialized with a uniform distribution and followed
an iteratively three-step optimization process: (1) generate a
set of aging sequences ζq; (2) update the cost function using
Eqn. (11); and (3) refine the distribution q as in Eqn. (12).
q∗ = arg min
q
Eq [cΓ (ζ)]−H(ζ) (12)
To solve Eqn. (12), we adopt the optimization approach (Levine
and Abbeel, 2014) that also results in a policy q(at|st). The
Algorithm 1 presents the learning procedure in our policy
network and cost function parameters.
Face aging with single and multiple inputs: During testing
stage, given a face, its inputs, i.e. image and age, are used
in the first state s1. The action for s1 is predicted by the
policy network. Then, the synthesis component can produce
the age-progressed face for next state. This step is repeated
until the age of the synthesized face reaches the target age.
Using this structure, the framework can be easily ex-
tended to take multiple inputs. Given n inputs to the frame-
work, they are first ordered by ages and an input sequence
{s10,a10, . . . , sn0} is created, where si0 denotes the state with
the i-th input face and age; and ai0 is the age difference be-
tween si0 and s
i+1
0 . The synthesis component can be em-
ployed to obtain the values for latent variable z0n. This vari-
able can act as “memory” that encodes all information from
the inputs. We then initialize s1 =
[F−12 (z0n), age(sn0 )] and
start the synthesis process as in the single input case.
4 Model Properties
Tractability and Invertibility. Similar to its predecessor, i.e.
TNVP, with the specific structure of the invertible mapping
functionF , both inference and generation processes in SDAP
are exact, tractable, and invertible.
Generalization. During training stage, the action is selected
by stochastically sampling from the action probability distri-
bution. This helps our model implicitly handle uncertainty
during learning process and is generalized to all the aging
steps of age controller.
Capability of learning from limited number of face im-
ages. As we can see in Eqn. (10), the first term is the data-
dependent expectation which can be easily computed using
training data. For the second term, it is considered as the
model expectation and computed via a sampling-based ap-
proach. Thanks to the sampling process, our model can still
approximate the distribution with a small number of training
sequences to be used for the first term.
5 Discussion
By setting up the invertible mapping functions as deep con-
volutional networks, SDAP structure is able to shares the ad-
vantages of its predecessor, i.e. TNVP, in the capabilities of
efficiently capturing highly nonlinear facial features while
maintaining a tractable log-likelihood density estimation.
Besides aging variation, SDAP is also able to effectively
handle other variations such as pose, expression, illumina-
tion, etc., as can be seen in Figs. 5 and 6.
Unlike TNVP, SDAP provides a more advanced archi-
tecture that optimizes the amount of aging information to
be embedded to input face. This ability benefits not only the
training process, i.e. maximize the training data usability,
but also the testing phase, i.e. flexible and more controlled in
the progressed face to be synthesized via the age controller.
Fig. 3 illustrates different age-progressed results obtained
by varying the values of the age controller. The bigger gap
value produces the older faces.
While previous aging approaches only embed the aging
information via the relationships between the input image
and age label (i.e. direct approach), or images of two consec-
utive age groups (i.e. step-by-step) approach, SDAP struc-
ture aims at learning from the entire age sequence with the
Learning from Longitudinal Face Demonstration - Where Tractable Deep Modeling Meets Inverse Reinforcement Learning 9
6015 20 25 30 35 40 45 50 55
+1 +1+15 +15 +15 +211
y/o
+4 +4 +12 +12 +8 +1 +910 
y/o
+10 +10 +5 +14 +1110 
y/o
12
y/o
+4 +7 +15 +2 +14
12
y/o
+13 +15 +5 +14 +1
+7 +5 +15 +10 +419
y/o
+7 +2 +1 +15 +11 +420
y/o
+6
Fig. 5: Age progression results on FG-NET. Given images at different ages and the target age of 60s, SDAP automatically
predicts the optimal aging path and produce plausible age-progressed faces for each subject. Best viewed in color.
learning objective is designed specifically for sequence (see
Eqn. (7)). Under the IRL framework, the whole sequence
can be fitted into the learning process for network optimiza-
tion. As a result, more stable aging sequences can be syn-
thesized.
Moreover, SDAP’s policy learning is more advanced com-
pared to Imitation Learning through supervised learning. In
particular, in SDAP, the aging relationship between vari-
ables in the whole sequence is explicitly considered and
optimized during learning process (see Eqn. 8). Therefore,
besides the ability of generalization, SDAP is able to recover
from “out-of-track” results in the middle steps during syn-
thesizing. On the other hand, Imitation Learning lacks the
generalization capability and cannot recover from failures
(Attia and Dayan, 2018). Moreover, since the input face im-
ages usually contain different variations (i.e. poses, expres-
sions, etc.) besides age variation, the synthesized results in
the middle steps are easily deviated from the optimal trajec-
tory of the demonstration. Consequently, Imitation Learning
will produce a cascade of errors and reduce the performance
of the whole system.
Compared to direct approach such as GAN-based ap-
proach (Yang et al, 2018), our SDAP has several advan-
tages. Firstly, our SDAP provides more control in handling
non-linear transformation during aging development pro-
cess since short-term changes can be modeled more effi-
cient. Secondly, different aging features added to different
subject’s faces are not guaranteed in (Yang et al, 2018) (i.e.
the same wrinkles can be added to faces of different sub-
jects, and with the presence of the same wrinkles, the age
discriminator can be easily fooled). Meanwhile, our SDAP
has the capability of discovering the optimal aging devel-
opment path for each individual and, therefore, producing
different aging features for different subjects. Thirdly, the
age discriminator used in this GAN-based model only dis-
tinguishes between young and senior age groups, it embeds
very coarse relationships between the age label and synthe-
sizing process. On the other hand, in our IRL framework,
age label (accurate to year) is also included in a state def-
inition so that finer relationships can be embedded during
learning process.
6 Experimental Results
6.1 Databases
The proposed SDAP approach is trained and evaluated us-
ing two training and two testing databases that are not over-
lapped. The training sets consist of images from AginG Faces
in the Wild (Duong et al, 2016) and aging sequences from
Cross-Age Celebrity Dataset (Chen et al, 2014). In testing,
two common databases, i.e. FG-NET (fgN, 2004) and MORPH,
(Ricanek Jr and Tesafaye, 2006) are employed.
AginG Faces in the Wild (AGFW): introduces a large-
scale dataset with 18,685 images collected from search en-
gines and mugshot images from public domains.
Cross-Age Celebrity Dataset (CACD) includes 163446
images of 2000 celebrities with the age range of 14 to 62.
FG-NET is a common testing database for both age esti-
mation and synthesis. It includes 1002 images of 82 subjects
with the age range is from 0 to 69 years old.
MORPH provides two albums with different scales. The
small-scale album consists of 1690 images while the large-
scale one includes 55134 images. We use the small-scale
album in our evaluation.
10 Chi Nhan Duong et al.
Input 20 30 40 50
Our 
SDAP
TNVP CAAE IAAP
Direct Age 
Progression
Step-by-Step 
Age 
Progression
Aging Development Path
Fig. 6: Comparisons between our SDAP against direct approach, i.e. IAAP (Kemelmacher Shlizerman et al, 2014), CAAE
(Zhang et al, 2017), and step-by-step approach, i.e. TNVP (Duong et al, 2017), on FGNET. Best viewed in color.
6.2 Implementation Details
Data setting. In order to train our SDAP model, we first
extract the face regions of all images in AGFW and CACD
and align them according to fix positions of two eyes and
mouth corners. Then, we select all possible image pairs (at
age t1 and t2) of a subset of 575 subjects from CACD such
that t1 ≤ t2 and obtain 13,667 training pairs. From the im-
ages of these subjects, we further construct the observed ag-
ing sequence set by ordering all images of each subject by
age. This process produces 575 aging sequences.
Training Stages. Using these training data, we adopt the
structure of mapping functions in (Duong et al, 2017) for
our bijections F1,F2 and pretrain them using all images
from AGFW for the capability of face interpretation. Then
a two-step training process is applied. In the first step, the
structure of synthesis unit with two functions F1,F2 and an
age controller is employed to learn the aging transformation
presented in all 13,667 training pairs. The synthesis units
are then composed to formulate the synthesis component.
Then in the second step, the Subject-Dependent Aging Pol-
icy Learning is applied to embed the aging relationships of
observed face sequences and learn the Policy Network.
Model Structure. The structure of F1,F2 includes 10
mapping units where each unit is set up with 2 residual CNN
blocks with 32 hidden feature maps for its scale and transla-
tion components. The convolution size is 3×3. The training
batch size is set to 64. In the IRL model, a fully connected
network with two hidden layers is employed to build pol-
icy model. Each layer contains 32 neural units followed by
a ReLU activation. The input of this policy network is the
state defined in Sec. 3.2 with the dimension of 12289. The
output of this policy network is the probability for each ac-
tion (Na = 16) and tanh activation function is applied to ob-
tain the predicted action. To model the reward/cost function,
we adopted a regression network with two hidden layers to
predict the reward given the state and action. Each hidden
layer consists of 32 units followed by ReLU operator.
The training time for our models is 24.75 hours in total
on a machine with a Core i7-6700@3.4GHz CPU, 64.00 GB
RAM and a GPU NVIDIA GTX Titan X. We develop and
evaluate our inverreinforcement learning algorithm 1 and
models using the framework (rllab) (Duan et al, 2016).
6.3 Age Progression
Since our SDAP is trained using face sequences with age
ranging from 10 to 64 years old, it is evaluated using all
faces above ten years old in FG-NET and MORPH. Given
faces of different subjects, our aging policy can find the op-
timal aging path to reach the target ages via intermediate
age-progressed steps (Fig. 5). Indeed, SDAP not only pro-
duces aging path for each individual, but also well handles
in-the-wild facial variations, e.g. poses, expressions, etc.
In addition, the facial textures and shapes are also nat-
urally and implicitly evolved according to individuals dif-
ferences. In particular, more changes are focused around the
ages of 20s, 40s and over 50s where beards and wrinkles nat-
urally appear in the age-progressed faces around those ages.
In Fig. 6, we further compare our synthesized results against
other recent work, including IAAP (Kemelmacher Shlizer-
man et al, 2014), CAAE (Zhang et al, 2017), and TNVP
(Duong et al, 2017). The predicted aging path of each sub-
ject is also displayed for reference. When the age distance
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Fig. 7: Age progression using SDAP on FGNET. Given im-
ages (1st column), SDAP synthesizes the subject’s faces at
different ages (row above) against the ground-truth (row be-
low). Best viewed in color.
between the input and target ages becomes large, the direct
age progression approaches usually produce synthesized faces
that are similar to the input faces plus wrinkles. The step-by-
step age progression tends to have better synthesis results
but still limited in the amount of variations in synthesized
faces. SDAP shows the advantages in the capability of cap-
turing and producing more aging variations in faces of the
same age group. Figs . 7 and 8 presents our further results at
different ages with the real faces as reference.
6.4 Age Invariant Face Recognition
Our SDAP is validated using the two testing protocols as in
(Duong et al, 2017) with two benchmarking sets of cross-
age face verification, i.e. small-scale and large-scale sets.
Small-scale cross-age face verification. In this protocol,
we firstly construct a set A of 1052 randomly picked im-
age pairs from FG-NET with age span larger than 10 years
old. There are 526 positive pairs (the same subjects) and
526 negative pairs (different subjects). For each pair in A,
SDAP synthesizes the face of the younger age to the face of
the older one. This process results in the set B1. The same
process is then applied using other age progression meth-
ods, i.e. IAAP (Tsai et al, 2014), TRBM (Duong et al, 2016)
and TNVP (Duong et al, 2017) to construct B2, B3 and B4,
respectively. Then, the False Rejection Rate-False Accep-
tance Rate (FRR-FAR) is reported under the Receiver Op-
erating Characteristic (ROC) curves as presented in Fig. 9a.
These results show that with adaptive aging path for each
20 y/o
30 y/o 37 y/o
18 y/ o
19 y/ o 32 y/ o
24 y/o
27 y/o 36 y/o
17 y/o
18 y/o 28 y/o19 y/o 32 y/o
18 y/o
Fig. 8: Age progression using SDAP on MORPH. Given im-
ages (1st column), SDAP synthesizes the subject’s faces at
different ages (row above) against the ground-truth (row be-
low). Best viewed in color.
subject, our SDAP outperforms other age progression ap-
proaches with a significant improvement rate for matching
performance over the original pairs.
Large-scale cross-age face verification. In the large-scale
testing protocol, we conduct Megaface face verification bench-
marking (Kemelmacher-Shlizerman et al, 2016) targeted on
FG-NET plus one million distractors to validate the capabil-
ities of SADP. This is a very challenging benchmarking pro-
tocol which aims at validating face recognition algorithms
not only for the age changing factors but also at the mil-
lion scale of distractors (i.e. people who are not in the test-
ing set). With this experiment, our goal is to show that us-
ing SADP, the performance of a face recognition algorithm
can be boosted significantly without retraining with cross-
age databases. In this benchmarking, there are two datasets
in Megaface including probe and gallery sets. The probe set
is the FGNET while the gallery set consists of more than
1 million photos of 690K subjects. Practical face recogni-
tion models should achieve high performance against having
gallery set of millions of distractors.
Fig. 9b illustrates how the Rank-1 identification rates
change when the number of distractors increases. The cor-
responding rates of all comparing methods at one million
distractors are shown in Table 2. Fig. 9c presents the ROC
curves respecting to True and False Acceptance Rates (TAR-
FAR) 1. The Sphere Face (SF) model (Liu et al, 2017), trained
solely on a small scale CASIA dataset having < 0.49M im-
ages without cross-age information, achieves the best per-
formance among all compared face matching approaches.
Using our SDAP aging model, this face matching model
can achieve even higher matching results in face verifica-
1 The results of other methods are provided in MegaFace website.
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Fig. 9: Comparison with other approaches in age invariant face recognition (a) ROC curves of face verification on the small-
scale protocol; (b) Cumulative Match Curve (CMC) and (c) ROC curves of SF (Liu et al, 2017) and its improvements using
age-progressed faces from TNVP (Duong et al, 2017) and our SDAP on the large-scale protocol of MegaFace challenge 1.
Table 2: Comparison results in Rank-1 Identification Accu-
racy with one million Distractors on MegaFace #1 FG-NET.
Methods Training set Accuracy
Barebones FR with cross-age faces 7.136 %
3DiVi with cross-age faces 15.78 %
NTechLAB with cross-age faces 29.168 %
DeepSense with cross-age faces 43.54 %
SF (Liu et al, 2017) without cross-age faces 52.22%
SF + TNVP without cross-age faces 61.53%
SF + SDAP without cross-age faces 64.4%
tion. Moreover, these significant improvements gain without
re-training the SF model and it outperforms other models as
shown in Table 2.
6.5 Age perceived of synthesized faces
In this section, the performance of SDAP is further evalu-
ated by assessing the age perceived of the synthesized faces.
The goal of this experiment is to validate whether the age-
progressed faces are perceived to be at the target ages. In
particular, we adopt the age estimator of (Rothe et al, 2016)
(i.e. the winner of the Looking At People (LAP) challenge)
into the Leave-One-Person-Out (LOPO) protocol. Then, we
compare the Mean Absolute Error (MAE) on real faces and
synthesized faces. In this evaluation, in each fold, all real
faces of a subject are selected to construct the testing Set A
while the real faces of remaining subjects in FG-NET are
used for training. Then, for each facial image of the sub-
ject in Set A, SDAP is adopted to progress that face to the
ages where the subject’s real faces are available. This pro-
cess results in the Set B. Similar processes are also adopted
using TNVP (Duong et al, 2017) and TRBM (Duong et al,
2016) to obtain the Sets C and D, respectively. We repeat
this process for all subjects in FG-NET and the age accu-
racy in terms of MAEs of these sets is showed in Table 3.
Table 3: MAEs (years) of Age Estimation System on Real
and Age-progressed faces.
Inputs MAEs
Real Faces (Set A) 3.10
SDAP’s synthesized faces (Set B) 3.94
TNVP’s synthesized faces (Set C) 4.08
TRBM’s synthesized faces (Set D) 4.27
These results again show that the MAE achieved by SDAP’s
synthesized faces is comparable to the real faces. Moreover,
comparing to the TRBM and TNVP, the difference in MAE
between SDAP and real faces are smaller. This further shows
SDAP outperforms these approaches in generating the age-
progressed faces at the target ages. Notice that in all exper-
iments, we use only the real faces to train the age estima-
tor. Therefore, these results can confirm the resemblance be-
tween the distributions of synthesized and real face images.
7 Conclusions
This work has presented a novel Generative Probabilistic
Modeling under an IRL approach to age progression. The
model inherits the strengths of both probabilistic graphical
model and recent advances of deep network. Using the pro-
posed tractable log-likelihood objective functions together
deep features, our SDAP produces sharpened and enhanced
skin texture age-progressed faces. In addition, the proposed
SDAP aims at providing a subject-dependent aging path with
the optimal reward. Furthermore, it makes full advantage of
input source by allowing using multiple images to optimize
aging path. The experimental results conducted on various
databases including large-scale Megaface have proven the
robustness and effectiveness of the proposed SDAP model
on both face aging synthesis and cross-age verification.
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