Abstract. We study the use of model checking techniques for the generation of test sequences. Given a formal model of the system to be tested, one can formulate test purposes. A model checker then derives test sequences that fulfill these test purposes. The method is demonstrated by applying it to a specification of an Intelligent Network with two features.
Introduction
We will discuss testing, and more specifically the testing of telecommunication systems. Testing is necessary in several phases of a development process. In the first place there is the testing during the specification phase. Central questions in this respect are whether the specification follows the requirements, and whether any logical errors are present in the specification. In telecommunication systems a probable cause for those logical errors is feature interaction [22] , that is, the effect that different features (variations on the basic protocol) have on one another. This could for example happen if one feature changes a variable another feature uses or changes as well.
Secondly, it is also necessary to test whether the implementation conforms to the specification. Feature interaction is again an important subject, for example through the sharing of (necessarily finite) resources. It is this second testing phase that will be investigated in this paper
One problem in testing is the creation of a suitable test-set, a set of test traces to be checked. Manual generation of test traces is a lot of work, so it is natural to look for computer support. In relatively small cases this is perfectly feasible: there are techniques and tools that, given a formal specification, generate a complete set of test traces. See for example [24] . Assuming that the implementation has as many states as the specification, a positive result of the test can be considered a correctness proof. In many practical cases there is a so-called state space explosion, that causes the number and/or the length of the traces to be (much) larger than can be dealt with. In this case one has to choose which traces are and which are not to be tested. This selection of interesting traces requires much insight in the problem at hand, so cannot be automated. Still, support in this process will be useful.
Our aim is not to create yet more new tools, but to find and link existing tools that suit this purpose. At present this also means we do not go beyond prototyping. In particular we will try to use tools from Model Checking to generate traces. Model Checking provides us with serious tools with a good theoretical foundation and the possibility to work with large examples (so we can more easily cope with the problems of the state space explosion). Another important advantage is that tools to translate the output of SPIN (the Modelchecker we used) [13] into useful formats, either exist or are easily created. In short, this article will be about the usage of existing tools for the purpose of trace generation for implementation checking of systems. We will use this for systems that are far beyond full state space checking, that is, where a full state space check can not be reached or even approximated.
As an example to apply our methods to we have chosen Intelligent Networks [15] . This is an important application in which conformance testing, as well as other tests, are a necessity. Because of the regular addition of features these tests also have to be repeated during the lifespan of the network. Moreover, these features can have unexpected interactions, so every time a test has to be done of the system as a whole. The addition of features often causes an exponential growth of the state space, so a state space explosion will be almost a certainty. We used a model of a telephone service, with two features: Originating Call Screening (OCS) and Hotline. We have successfully applied our method, and the developed prototype, to this simplified example.
The structure of this paper is as follows. In Sect. 2 we discuss the context of our work by relating it to other approaches. The proposed methodology is explained in Sect. 3. In Sect. 4 we discuss the case study on Intelligent Networks.
Related Work
One important approach to testing is finite state machine exploration. This is particularly useful for testing the conformance of (local) protocol implementations, where the finite state machine (FSM) models are already frequently used as a specification technique, and where the state space of the implementations is reasonably small. Several strategies to generate efficient test sequences which guarantee a complete test coverage (under certain fault assumptions) are known, such as UIO (unique input-output)sequences, see e.g. [7] , [25] , [29] and [31] . Certain tool sets (such as the Dutch PTT's Conformance Kit) allow for test-guidance, that is, a labeling mechanism to express that certain transitions deserve special attention (this is a step towards explicit 'test-purposes'), see e.g. [18] for an application. The advantage of finite state machine exploration is the complete coverage obtained (if feasible). This means that the tester does not need to formulate testpurposes and does not have to worry about assigning priorities to test-purposes. But for larger systems such as entire service layers, the approach becomes more and more difficult and the tests will have to be based on explicit test-purposes (as prescribed in the ISO 9646 framework, see [17] ).
In [12] , test purposes (for conformance testing) are expressed in an informal style, e.g. "send initiate-request to IUT and await abort-request from IUT", or "check the correct execution of process (data transfer)". These test purposes are analyzed by means of a knowledge-based approach and then test-specifications and verdicts are automatically derived from a specification, which is assumed to be given as a finite behavior tree. In [10] test purposes (for service testing) are expressed as walks through a finite statemachine. The state machine is a very abstract model of one of the processes involved (typically the B-party in an asymmetric session protocol). These test purposes are simulated in an interactive way, using a formal specification in PSF and the resulting trace is converted into a test in TTCN (Tree and Tabular Combined Notation) [26] in a partially automated way.
In the TOPIC V2 test approach of [23] , also described in [9] , test purposes for conformance testing are expressed as Message Sequence Charts (MSCs) [16] . These test purposes are converted into an observer automaton, which is co-simulated with the SDL protocol [6] model, which leads to a constrained graph from which the TTCN test tree is eventually derived in an automatic way.
A very similar approach is the TGV approach of [11] , also described in [9] , where the behavioral part of a test purpose is expressed as an automaton. The automaton is a directed acyclic graph with a set of distinguished accepting states, but in practice it may be derived from an MSC itself. From the test automaton and a given SDL model a testgraph is generated, using a technique called on-the-fly verification (which means that it is not necessary to have the entire graph in memory). The resulting test case in TTCN is obtained by adding timer management and by taking the asynchronous nature of some of the points of control and observation (PCOs) into account.
In [30] an intelligent network (IN) service creation environment is described where on-line verification of properties is built-in to the environment. Constraints and consistency conditions of the intended service are checked via model checking. The main difference with our own work is the fact that [30] embeds the verification into the design process, essentially working in a white-box fashion, whereas we address the testing problem as a black-box problem (but of course it is uneconomic to build a complete model of the network from scratch, so in practice our approach will have to re-use models taken from the service creation process as well).
It is clear that MSCs play a key role in almost all approaches to protocol testing, either as test-purposes, or otherwise as intermediate representations of test traces. Another test-philosophy was proposed at TACAS '96 by Holzmann and his co-workers: in [14] , [2] tools for analyzing MSCs are presented which are primarily considered as 'early fault detection' tools. Sets of MSCs are tested for internal consistency themselves, which means that a testing takes place even before the state-machine models or implementations have been built.
Methodology
In this section we will give an overview of our methodology (see Fig. 1 ). The starting point will be the specification of the system under study. We have taken an SDL ( [6] , [28] ) specification as our input. The first step is to translate this specification (manually) into a form understood by the model checker. Since we used the model checker SPIN [13] , we translated this SDL-specification into Promela, the modeling language of SPIN. The structure of a Promela model (several parallel processes, which can communicate both through shared variables and through channels), also fits neatly with SDLdescriptions. The Promela-code was created from the SDL-specification by hand, but a few macros were used to bring the Promela code closer to the SDL-code. During this translation, and even during the creation of the specification itself, it is a good thing to already start looking at the testing goals. Sometimes auxiliary variables are necessary to count the number of times a certain step in the process has been taken or is being taken (as the value of such a variable might be part of the testing goal). Also the degree of simplification might differ, depending on what is to be tested.
In this model we also incorporate a so-called stimulation process. This is an added process, that regulates the external inputs and/or the independent actions of the system to be tested. It sends messages to the other processes, either through a specialized channel or through the change of some variable, that normally work as a trigger for performing some activity. For example, in our test case, a model of a telephony service, the stimulation process regulates which calls are to be attempted.
Next, we have to develop a test purpose. This consists of the desired characteristics of the test traces to be developed. Of course, these characteristics have to be chosen such, that the test traces to be found have a high chance of catching implementation errors, that is, they should describe a situation where the system is likely to behave differently from the specification in the case of errors. Because of this, it is important to guess which kind of errors are most likely to occur, or most important to be found.
In their most simple form these testing purposes consist of a property or a set of properties for the final state of the trace, but they could also be more complicated, for example a series of states (distinguished by their properties) that have to be traversed, or an added restriction on the states before the final one. The only consideration is that it must be possible to write the testing purposes down in (temporal) logic.
These two additions (stimulation process and testing purpose) give two ways of controlling the test trace developed. The stimulation process describes the search space for traces, while the testing purpose regulates which kind of traces are actually generated. Of course these two will be connected: On the one hand one can cause the stimulation process to make only those actions happen which bring the testing purpose closer, thus making the number of possibilities checked smaller, or one can disallow the most trivial ways of reaching the testing purpose, thus finding other, possibly more interesting, traces. Finally, one can re-use the same testing purpose by using it together with different stimulators.
We now take a model checker (in our example SPIN), and take the negation of the testing purpose as a so-called never-claim. In normal usage of model checkers the neverclaim is an asserted logical invariant of the model, and should therefore never become false (hence the name never-claim). The model checker then runs the model, checking whether the never-claim ever becomes false, and presenting a trace that makes the neverclaim false if this is the case. Here we take the negation of the testing purpose, which will cause the trace found to be one in which the negation of the testing purpose is false, and hence the testing purpose itself is reached. In general there will be more than one test trace possible that fulfills the testing purpose. In that case the model checker will make an essentially nondeterministic choice (although some model checkers might allow one to find all traces, or one particular (such as the shortest)).
From an output of SPIN (which contains all the information about the trace that is found) we create Interworkings (IW) [21] , a (TUE and Philips) local variant of synchronous MSC-like diagrams. The reason we do this, is that a tool is available [10] for translating such an IW into TTCN, which of course is our final goal. The SPIN-output also contains some MSCs, which can be used for a quick scan of the trace found, and thus can give help for human control of the test generation process.
A scheme of the method can be found in Fig. 1 . The part left of the dashed line is mainly manual work, the part on the right is done by tools.
Case Study: Testing Intelligent Networks
In this section we use our method in an example from the field of Intelligent Networks (IN). We have modeled a telephony service with two features, OCS (Originating Call Screening) and HOT (Hotline). Using our methods, we will derive a single test trace.
Intelligent Networks
Because of the ever-growing amount of possibilitiesof telephone services, a new paradigm for telephony and connected telecommunication has been developed: Intelligent Networks. The following citation from [30] characterizes the IN-concept:
Intelligent Network (IN) services are customized telephone services, like e.g., 1) 'Free-Phone', where the receiver of the call can be billed if some conditions are met, 2) 'Universal Private Telephone', enabling groups of customers to define their own private net within the public net, or 3) 'Partner Lines', where a number of menus leads to the satisfaction of all desires. The realization of these services is quite complex and error prone. The current trend in advanced IN services clearly evolves towards decoupling Service Processing Systems from the switch network (see e.g. [8] ). The reasons for this tendency lie in the growing need for decentralization of the service processing, in the demand for quick customization of the offered services, and in the requirement of rapid availability of the modified or reconfigured services. Service Creation Environments for the creation of IN-services are usually based on classical 'Clipboard-Architecture' environments, where services are graphically constructed, compiled, and successively tested. Two extreme approaches characterize the state of the art: The first approach guarantees consistency, but the creation process is strongly limited in its flexibility to compose Service Independent Building Blocks (SIBs) to new services. The second approach allows flexible compositions of services, but there is little or no feedback on the correctness of the service under creation during the development: the validation is almost entirely located after the design is completed. Thus the resulting test phase is lengthy and costly.
For more information on IN we refer to e.g. [1] , [4] , [8] or [15] .
In [32] the need for service testing in the context of IN is explained and a framework for testing telecommunication services is presented, where it is stressed that next to the service itself, the underlying platform and the already existing services should be tested as well.
A Simple Model
We will model an Intelligent Network with two special services (which we call 'features'), namely OCS (Originating Call Screening) and a simplified version of HOT (Hotline). In Originating Call Screening phone calls can be blocked by the receiver depending on the originator of the call. In Hotline the dialing of often used numbers is made easier by causing another (smaller) number to result in the same connection. In our model the Hotline will be established on dialing any number that is not a service number. Adding a feature can be done without much problems (although it will increase the size of the space state, and thus might cause the generation time for the test trace to increase slightly).
In our model we will decouple the SSP (Service Switching Point), which connects the user with the services, and the SCP (Service Control Point), which physically contains the services. This decoupling is suggested within the literature (see above), because the implementation and maintenance of the system is easier if the (stable) basic functions are decoupled from the (dynamically added) features. For the model there would be only little change if we had not implemented this decoupling, but for the test trace generation this might very well be important, since an overload of the connection between SSP and SCP might be a cause of errors.
In Fig. 2 we see the architecture of an Intelligent Network as it is represented by our model. The SSP is responsible for the connections between the telephones, and the connections between the telephones and the SCP. It can be modeled in for example SDL.
Through a special channel, ss7, the SSP is connected to the SCP. The SCP checks which, if any, features have to be used in a given call. In our model the SDP, which does the maintenance of the features, that is, keeping track of which features are enabled for whom and how they are configured, and the SCP have been combined into one process. The SCP is normally modeled by Service Independent Building Blocks (SIBs) [30] . 
Fig. 2. IN architecture
In Fig. 3 we see an SDL-model of the SSP as we have modeled it. This model is based on [27] . Identifier A here stands for the person attempting to make the call, B for the person being called. The SSP is idle until there is an off-hook message (A off hook), after which a dial tone is sent to phone A, and then the SSP is in the await digits-state. This one can end in two ways, namely by A putting the phone on hook, and by A dialing a number. In the first case the (attempted) call ends, and the SSP becomes idle again. In the second case, the SSP checks whether the line called is busy, if it is it generates a busy tone and waits for an on hook, otherwise the second phone starts ringing and a conversation is attempted. The rest of the figure reads likewise. This scheme is simplified from the form we used in our model in a few ways: Firstly, there can be more than one attempt for making a talk. Because of this, many copies of this scheme are running at the same time, one for each call attempted. Secondly, not all actions (the sending of tones and talk across the telephone lines) are shown. In the third place, this only specifies the behavior in absence of any special features. The presence of features influences the effect in the following ways:
-Hotline changes the line with which a connection is attempted -OCS makes 'called line busy?' true even when the line is not busy -After the digits are dialed, it is first checked whether they are the digits for adding The SCP gets its orders from the SSP through the ss7-channel. The message 'feature(A,B)' adds or removes a feature, the message 'check(A,B)' asks whether A is allowed to call B, and the message 'lookup(A,B)' tells A has dialed the number B, and asks with which phone a connection should actually be attempted.
Through this same channel the SCP sends the results back to the SSP. If the order was a check, it sends 'checked(!s, )', where s is true iff B is blocking messages from A, while the second one (' ') is a dummy variable, which is only needed because the ss7 is a 3-variable channel. If the order was a lookup, then 'lookuped(A,H)' is sent, where H is A's hotline if any, and B otherwise, so in fact it is sending the number that will be the real receiver of the message.
As before, there is an auxiliary variable: IN ACCOUNT [B] , which counts the number of calls to B that have been blocked by B.
The stimulation process controls the amount of non-determinism in the system. An example of a stimulation process can be found below: The action call[A]!B sends a message to phone A, telling it to attempt to make a call in which it dials number B. So the stimulation process above first orders phone 2 to create a Hotline to 3, then orders phone 4 to create an OCS towards 1, and then goes through a cycle, every time either ordering phone 4 to stop its OCS towards 1, or ordering phone 1 to attempt a call to phone 4. This is of course just one example of a stimulation process. We have worked with several different processes in order to get different traces.
Generating a Test Sequence
As an example, we will generate an interesting trace. As a working hypothesis we assumed that problems were likely to arise due to mistaken allocation of shared resources, especially if some resource was used too extensively. This leads to testing goals like 'There are n SDP-accesses taking place' However, because our main goal was the testing of the feasibility of the general method, we have only used the simplest cases in practice, such as:
-Phone A has made a successful call -Phone A has made two successful calls -Phone A and B have been connected in a successful call -An SDP-access is taking place In practice more complex situations have to be checked. This might cause a longer computation time, because the minimal length of a trace that has the desired properties is longer, and the testing purpose is more complicated. Neither seems to be really problematic, though.
As an example we take the testing goal 'Phone 1 has made a successful call', with the stimulation process as described above.
In SPIN the testing goal can be implemented as a "never-claim".
#define ALWAYS(P) never { do :: P ::
SPIN will look for traces in which the process defined by the never-claim has ended. In our definition of ALWAYS(P) this means that P has been false at some place of the trace -in fact, at the last step of the trace. So if we make our claim ALWAYS(P), then SPIN will be looking for a trace that ends with a situation in which P is NOT true. As we want to have a trace in which phone 1 has made a (successful) call, this P must be 'Phone 1 has not made a call', which, because of the addition of the variable BCP account[A] into our model, simply translates into 'BCP account [1] <1'.
This model was run using SPIN (XSpin). It did find a trace to a state in which the BCP-account of telephone 1 is at least 1. The main part of the SPIN-output consists of listings of the following form. It is in fact a complete list of the actions taken by the various processes, with some information added (the line of code where the action is described, the value of variables that have changed, etcetera). XSpin enables us to inspect this trace as an MSC, which we will not display. We used a series of Unix shellscripts and existing tools to transform the trace into an Interworking. To this Interworking we applied an 'inversion' [10] , which transforms the output lines of the various processes into input lines. This facilitates the use in a testing environment, because we can now regard them as orders to do certain actions, instead of the actions themselves. We decided to receive line-states as (observation) actions. This resulted in the Interworking shown in Fig. 4 .
Tools exist to translate this into TTCN. For the case at hand the TTCN looks as follows: ------------------------------------------------------------------------ 
In general it is not the case that the TTCN generated from the trace in such a straightforward manner is directly correct as a test. The problem is the correct assignments of verdicts to the alternatives, all of which are made FAIL initially. We discuss three approaches to deal with this problem.
The first approach is as follows: subdivide the trace into two parts, an initial part which serves for setting-up the services and contextual connections, followed by a second part, usually much shorter, which characterizes the intended behaviour of the system. For example in the test case FIT1 given above, the two observation actions [line1 = bla bla] and [line2 = bla bla] should be interpreted as a characterisation of the intended behaviour (call established), so the alternatives of the second part could keep the assigned FAIL verdicts. The verdicts of the alternatives of the steps of the first part can be turned into INCONCLUSIVE.
The second approach is a further refinement of this. The generated TTCN is only considered as a draft of the correct test case, which is to be obtained by checking the verdicts and adding more alternatives (some of which may also get PASS). This is the approach of [10] , where it is shown in detail how a simulator is used (during multiple runs of the simulator) to find out in how far the crucial steps are deterministic, and if not, what the interesting alternative behaviours are (in the step-by-step method of [10] , these are the steps 13, simulate alternatives and 14, complete the TTCN description).
The third approach to the problem of verdict assignment to alternatives is to adapt the Modelchecker and make it produce trees or graphs rather than sequences. This is the approach of the tool TGV [11] .
So far we have only used temporal claims of a particularly simple kind, viz. invariants (such as ALWAYS (INV(1)) ). So we ought to discuss whether temporal claims in general are useful as well. In the classical usage of a Modelchecker, i.e. for verification purposes, it will attempt to falsify claims like: "it is always true that when the sender transmits a message, the receiver will eventually accept it". For test generation purposes however, the temporal claim could be used to say for example: "it is always true that when A is in state trying-to-reach-B, the SSP (Service Switching Point) will eventually connect A and B". Of course this claim need not be true, e.g. because it is precisely the purpose of certain services (like OCS) to prevent connections from A to B to happen. Therefore, such a temporal claim, when falsified, results a trace leading to a state where this 'prevention' service has been put into operation.
Conclusions
Model checking can be useful as a technique for generating test traces. This can be done using existing tools, at least on prototype level. A reservation has to be made on the point of the scaling-up of the tools, because we have only tested small examples. Also the time and memory consumption of the method have not yet been investigated. If we want to use this in practice we will probably need more specialized tools, and we must be able to connect them to service-creation environments.
We found that our way of working (selecting a trace leading to an interesting state) is a promising one. This way, a part of the hard work of the creation of test traces can be automated. Traces can be selected to agree with given testing purposes without having to step down too far in abstraction.
A restriction to the applicability of the method, at least in the current form, is that the application to be tested should react deterministically to the test input. The reason for this is that otherwise a trace in which an error has occured cannot be distinguished from one in which the internal non-determinism has caused the system to react different from the derived test trace, but still within the specification. If the system is not deterministic, the method is still useful, but in that case more manual work is needed to complete the test case.
Our method supports a part of the test traject, namely the derivation of a test trace from a given test purpose. Formulating the test purpose, the stimulation process and the model remains a task that has to be done by hand, and requires an amount of domain specific knowledge.
Another way of working might be introducing deliberate errors in the SPIN program, which are supposed to model possible errors in the design, and creating a trace in which the error occurs. We could call this 'negative testing', because in this case we are constructing traces we want the real design NOT to be able to follow, while in the constructs given until now, we wanted the design to follow the trace we gave it. An example of such a negative test is a trace that leads to a connection between two subscribers while the called party is refusing calls from the calling party by using the OCS feature.
However, we think that positive testing is more suitable to combination with the given method, because for negative testing we need to make many more assumptions about the kind of errors that might occur. In negative testing we need a rather specific idea about WHAT errors can occur, in positive testing we only need to hypothesize on WHEN they occur. When looking for specific errors, negative testing is the way to go, but if the purpose is to make a general check of a system, positive testing is much more useful.
One objection to our method could be that in order to generate a trace satisfying the property checked, the Modelchecker risks searching the entire state space, which may be infeasible (the problem of the state space is often stated as an argument for the need of testing in the first place). Although this is true in principle, the important observation is that a Modelchecker such as SPIN has powerful techniques built into it (such as the supertrace algorithm) to cope with the state space problem. In our opinion it is important that (if testing cannot be made superfluous by other means, for any reason whatsoever), the testers should use powerful and high-level tools as well; in particular this holds for the intermediate situation where fully automated testing is infeasible and where fully manual test generation is too costly.
