ABSTRACT Text classification is a high dimensional pattern recognition problem where feature selection is an important step. Although researchers still propose new feature selection methods, there exist many two-stage feature selection methods combining existing filter-based feature selection methods with feature transformation and wrapper-based feature selection methods in different ways. The main focus of the study is to extensively analyze two-stage feature selection methods for text classification from a different point of view. Two-stage feature selection methods that are constituted by combining filter-based local feature selection methods with feature transformation and wrapper-based feature selection methods were investigated in this paper. In the first stage, four different filter-based local feature selection methods and three different feature set construction methods were employed. Feature sets were constructed either by using maximum globalization policy (MAX), by using weighted averaging globalization policy (AVG), or by selecting an equal number of features for each class (EQ). In the second stage, principal component analysis (PCA), latent semantic indexing (LSI), or genetic algorithms were utilized. Various settings were evaluated with a linear support vector machines classifier on two benchmark data sets, namely, Reuters and Ohsumed using Micro-F1 and Macro-F1 scores. According to the findings, AVG and EQ feature set construction methods are usually more successful than MAX method for two-stage feature selection methods. Most of the highest accuracies were obtained by employing PCA feature transformation in the second stage. However, there is a strong linear correlation between PCA and LSI for all settings but the degree of correlation is slightly more for Ohsumed data set in comparison with the Reuters data set.
I. INTRODUCTION
Due to the developments in Internet technologies, so many electronic documents were created in worldwide. Thus, organization of these electronic documents became a necessity. A new research field namely text classification was created due to this necessity. Text classification can be basically defined as assigning the documents to one of the predefined classes according to their contents. Text classification has been studied by many researchers and applied to various domains such as spam filtering [1] - [3] , author identification [4] , [5] , web page classification [6] - [8] , and sentiment classification [9] - [11] .
As in all pattern recognition problems, a text classification framework includes feature extraction and classification step. However, there exist mostly a feature selection and/or a feature transformation step besides these two steps. In feature extraction step, widely-known bag-of-words (BoW) approach is generally utilized. In this approach, every unique term in the collection is regarded as an individual feature.
Then, order of the features are disregarded and text documents are represented with weighted frequencies of these features. Term frequency-inverse document frequency (TF-IDF) is a common approach for weighting features. At the end of the feature extraction stage, numerical representations are obtained from raw text documents. As even small collections may consist of thousands of unique words, text classification is known as a high-dimensional classification problem. Due to this, researchers still try to find effective ways of dimension reduction in order to improve performance and decrease running time. While some new feature selection methods are still proposed by researchers, two-stage feature selection methods combining existing feature selection methods with feature transformation methods or other feature selection methods in different ways are also proposed.
The main focus of the study is to extensively analyze two-stage feature selection methods for text classification from a different point of view. For this purpose, two-stage feature selection methods that are constituted by combining filter-based feature selection methods with feature transformation methods and wrapper based feature selection methods are considered within the scope of this study. In this study, four different filter-based local feature selection methods were utilized in addition to two feature transformation methods namely PCA and LSI and a wrapper-based feature selection method namely genetic algorithms (GA). The first thing to be investigated is the effect of different feature set construction methods on the performance of two-stage feature selection methods. For this purpose, three different feature set construction methods were used in conjunction with four filter-based local feature selection methods. Two out of three feature set construction methods were carried out by using globalization policies. However, in the third feature set construction method, same amounts of features representing each class were combined in a different way. So, the third feature set construction method is added as a partially new setting for the analysis. The impact of these feature set construction methods on the performance of two-stage feature selection methods were analyzed in terms of Micro-F1 and Macro-F1 scores. The second thing to be investigated is the performance comparison of PCA, LSI, and GA in two-stage feature selection methods. All of the experiments were carried out using linear SVM classifier on two wellknown benchmark datasets. Also, various feature dimensions for both feature selection and feature transformation stages were used in the experiments.
Rest of the paper is organized as follows: a literature review about related work is given in Section 2. Filter-based feature selection methods utilized in the first stage of two-stage feature selection methods are briefly described in Section 3. Section 4 explains three feature set construction methods used in the experiments. Section 5 describes dimension reduction methods utilized in the second stage of two-stage feature selection methods. In Section 6, the classifier used in the experiments is explained in details. Section 7 presents the experimental results in terms of Micro-F1 and Macro-F1 measures and it also includes some statistical analysis about the results. Finally, some concluding remarks are given in Section 8.
II. RELATED WORK
Feature selection methods can be divided into three main categories [12] . These are filter, wrapper, and embedded methods. Filters evaluate the performances of features using a scoring scheme which is independent from the performance of any classifier [13] . Filters are computationally fast because of not interacting with a classifier and not considering feature dependencies usually. Wrappers evaluate the performances of features using a classification and search algorithm [14] . Wrappers consider feature dependencies while evaluating the performances of features but these kind of techniques are much slower than the filters. Embedded methods integrate feature selection into the training phase of classifier and these kind of methods are specific to the utilized learning models like the wrappers. Filters are more popular than wrappers and embedded methods for text classification [15] . Filters can be multi-variate or univariate whether they consider feature dependencies or not while evaluating features. However, in text classification, most of the proposed filter-based methods are univariate as even small collections include thousands of features.
Filter-based methods can be divided into two categories which can be referred as global and local. It depends on whether feature selection method assign a unique score or multiple class-based scores for any feature [15] , [16] . In the case of local feature selection methods, a feature set construction method is necessary to convert the multiple class-based scores into a unique global score. On the other hand, in the case of global feature selection methods, the scores can be directly used for feature ranking. While some new feature selection methods are still proposed by researchers, two-stage feature selection methods combining existing filter-based feature selection methods with feature transformation methods or wrapper-based feature selection methods are also proposed.
Two-stage feature selection methods for text classification are generally constituted by utilizing existing feature selection and feature transformation methods consecutively. In the first stage, various filter-based feature selection methods can be applied. However, in the second stage, PCA and LSI feature transformation methods are commonly applied. In addition to feature transformation, wrapper-based feature selection methods can be applied in the second stage of twostage feature selection methods. Genetic algorithms (GA) are one of the widely known wrapper methods. As thousands of features may exist in even small collections, it is necessary to employ feature selection methods in the first stage. Filterbased feature selection methods are preferred in almost all two-stage feature selection studies because they are faster due to not interacting with classifiers. In general, in filter-based approaches, features are sorted in descending order after a global score is obtained for each feature. Then, feature set is constructed using top-N features and feature vectors are created using this feature set [13] . While local filter-based feature selection methods are used, it is necessary to utilize a feature set construction method. There are two common feature globalization policies used as feature set construction methods. Most of the two-stage feature selection studies in the literature either use a global feature selection method alone or a local feature selection method with a single feature set construction approach. PCA, LSI or GA methods are applied in the second stage and final reduced feature vectors are produced at the end of the second stage. Two-stage feature selection studies in text classification literature are given below.
Selamat and Omatu proposed a two-stage news web page classification method (WPCM) which is based on the principal component analysis (PCA) and the class profile-based features [17] . Neural network classifier was utilized in the study and they stated that WPCM method provided reasonable classification accuracy on the sports news datasets.
Meng et al. [18] proposed a two-stage feature selection method where a feature selection method namely feature contribution degree and latent semantic indexing (LSI) were employed consecutively. At the end of feature selection, feature vectors were fed into Support Vector Machines (SVM) classifier. They concluded that their two-stage feature selection method performed better on spam e-mail datasets. Uguz [19] proposed two different two-stage feature selection methods including information gain, PCA, and genetic algorithms. In the proposed method, information gain was used for feature selection. Then, a second dimension reduction was achieved either using PCA or genetic algorithms. The outputs of these two approaches were separately fed into k nearest neighbor (kNN) and C4.5 decision tree classifiers. Uguz stated that the proposed methods were able to achieve high classification performances in terms of precision, recall, and F-measure. In another study, Uguz [20] proposed two-stage feature selection methods including chi-square feature selection, PCA, and particle swarm optimization (PSO). In this study, either PCA or PSO method was applied after performing an initial dimension reduction with chi-square feature selection method. The outputs of these two approaches were separately fed into kNN and C4.5 decision tree classifiers. F-measure, precision, and recall were used as success measures. Uguz stated that both these two-stage feature selection approaches improved the performance of classification. Uysal and Gunal [12] proposed genetic algorithm oriented latent semantic features (GALSF) to obtain better representation of documents for text classification. Initially, feature selection and latent semantic indexing (LSI) were applied consecutively. Then, genetic algorithms were employed to find more representative singular vectors instead of using singular vectors corresponding to largest singular values. Feature vectors were fed into SVM classifier and the performance of classification were measured with Micro-F1 success measure. Uysal and Gunal stated that GALSF outperformed individual performances of filter-based feature selection methods and their combination with LSI feature transformation method on various datasets. Haltas et al. [21] analyzed the performance of four popular heuristic search algorithms namely genetic algorithm, PSO, evolutionary search, and TABU search for text classification. For this purpose, an initial dimension reduction was performed using information gain feature selection method. Then, a second dimension reduction was achieved using one of the four popular heuristic search algorithms and feature vectors were fed into naïve Bayes classifier. According to the F-measure scores, the authors stated that TABU search algorithm showed slightly better performance than the other three search algorithms. Wang et al. [22] proposed a two-stage feature selection method for text classification which combines category correlation degree feature selection and LSI. In this study, category correlation degree feature selection and LSI were employed consecutively in order to obtain a reduced dimension. Then, feature vectors were fed into SVM classifier and Macro-F1 was used as evaluation criteria. According the results obtained on a Chinese benchmark dataset, they concluded that their two-stage feature selection method achieved good performance.
III. FILTER-BASED FEATURE SELECTION METHODS
As mentioned before, in text classification, most of the proposed filter-based methods are univariate as even small collections include thousands of features. So, 4 univariate local filter-based feature selection methods are considered within the scope of the study. Mathematical backgrounds of these approaches are provided in the following subsections.
A. CHI-SQUARE (CHI2)
CHI2 test, which is one of the statistical tests, can be used to inspect independence of two events [23] . When it is customized as a feature selection method, these two events correspond to occurrences of particular feature and class. CHI2 information can be calculated using Eq. 1.
In Eq. 1, N is the observed frequency and E is the expected frequency for each state of feature t and class C [24] . The output of the formula in Eq. 1 indicates CHI2 scores of features for each class.
B. DEVIATION FROM POISSON DISTRIBUTION (DP)
DP, which was derived from Poisson distribution, is adapted to feature selection to construct a new metric [25] . If a feature fits into Poisson distribution, the feature is regarded as independent from the given class. In this case, the feature is considered to be less discriminative and the feature score is small. On the other hand, the feature is considered to be more discriminative if the feature score is greater. DP scores of features for each class can be calculated using Eq. 2.
In Eq. 2, F is the total frequency of feature t in all documents and N is the total number of documents in the training set. n(C) and n(C) indicate the numbers of documents belonging to class C and belonging to other classes except class C, respectively. λ symbol expresses the expected frequency of the feature t. The quantities a and b represent the number of documents containing feature t and the number of documents not containing feature t in all documents of class C, respectively. While the quantity c represents the number of documents containing feature t but not belonging to class C, VOLUME 6, 2018 the quantity d represents the number of documents with absence of feature t and class C at the same time. Furthermore, the quantitiesâ,b,ĉ,d are predicted values for a, b, c, d respectively.
C. DISCRIMINATIVE FEATURES SELECTION (DFSS)
DFSS is a recently proposed filter-based feature selection method for text classification. It aims selecting features with a higher average term frequency and a higher document frequency in documents of a certain class [26] . DFSS scores of features for each class can be calculated using Eq. 3.
DFSS(t, C)
In Eq. 3, tf(t, C) and tf(t, C) are the frequencies of feature t occurring in category C and occurring in the other categories, respectively. However, df(t, C) is the number of documents feature t occurs in category C and df(t, C) is the number of documents feature t occurs in the other categories. a is the number of documents in category C containing feature t and b is the number of documents in category C not containing feature t. c is the number of documents in all categories except C that contains feature t. d is the number of documents in all categories except C which are not containing feature t.
D. RELATIVE DISCRIMINATION CRITERION (RDC)
RDC is a new feature ranking metric, which takes document frequencies for each term count of a term into account while estimating the usefulness of a term [27] . RDC considers the difference between document frequencies for respective term counts of a term in the positive and negative classes. All the steps in RDC algorithm can be listed as follows: 
IV. FEATURE SET CONSTRUCTION METHODS
In this study, feature sets were constructed using three different methods. A common way for constructing feature sets for local feature selection methods is to employ globalization policies. A unique score can be obtained for each feature after employing globalization policies. Then, feature sets can be constructed by sorting these features in descending order according to their scores and selecting a number of features among them. Two out of three feature set construction methods were performed by using globalization policies. However, in the third feature set construction method, same amounts of features representing each class were combined in a different way. These three feature set construction methods are explained in the next subsections.
A. FEATURE SET CONSTRUCTION BY USING OF MAXIMUM GLOBALIZATION POLICY (MAX)
If we suppose that LFS(t, C j ) notation is used to represent feature score regarding class j, it can be globalized using maximum globalization policy [28] as in Eq. 4. In this equation, M is the number of classes and max is the maximum function whose aim is to find the largest score among feature scores regarding classes.
So, maximum class-specific score is assigned as the global score GFS for a feature t. Then, features are sorted in descending order according to their GFS scores and top-N features are used for creating feature vectors. It is possible to say that probabilities of classes in the training set are not taken into consideration while constituting feature vectors. However, representing each class with same amount of features is not guaranteed in this approach.
B. FEATURE SET CONSTRUCTION BY USING WEIGHTED AVERAGING GLOBALIZATION POLICY (AVG)
If we suppose that LFS(t, C j ) notation is used to represent feature score regarding class j, it can be globalized using weighted averaging [25] globalization policy as in Eq. 5.
Features are sorted in descending order according to their GFS scores and top-N features are used for creating feature vectors. According to the formula in Eq. 5, it can be said that probabilities of classes in the training set are taken into consideration. Features, whose class-specific scores are especially higher for mostly probable classes in the training set, are boosted in this globalization policy. Therefore, in this method, these type of features may be mostly included in the feature set.
C. FEATURE SET CONSTRUCTION BY INCLUDING EQUAL NUMBER OF FEATURES FOR EACH CLASS (EQ)
In this approach, the idea is basically to include equal number of features representing each class to the feature set. If the feature vector will include N features, it is necessary to include N /M features for each class to the feature vector. So, it is necessary to sort class-specific scores for M times where M is the number of classes. Similar feature set construction approaches were employed in some studies in the literature. For example, Gunal [14] used this kind of approach while constructing an hybrid feature selection scheme for text classification. However, the number of features in the final feature set may be less than desired if there are some overlapping features for different classes. That means some features occur in the class-specific feature list of a few classes. For these kind of cases, Gunal disregarded copies of overlapping features and number of features in the final feature set were less than N features. In this study, a modified version of this approach is applied in order to obtain a feature set including N features as desired. Flow of this method is explained step by step below.
Step 1. Suppose that LFS(t, C j ) refers to feature scores regarding class j.
Step 2. Sort features according to LFS(t, C j ) score for each class and obtain M lists where M is the number of classes. These lists will be referred to FL j .
Step 3. Create an empty set namely FFS which will include N features.
Step 4. Try to get first M /N features from FL j regarding each class and then include them to FFS. If any feature already exists in FFS, choose the next one in FL j regarding the class j and include it to FFS. At the end of these four steps, equal number of features representing classes will be included in the final feature set namely FFS.
V. DIMENSION REDUCTION METHODS UTILIZED IN THE SECOND STAGE
In this study, two kinds of dimension reduction methods were applied in the second stage of two-stage feature selection methods. These are two feature transformation methods and a wrapper-based feature selection method. While principal component analysis (PCA) and latent semantic indexing (LSI) are used as feature transformation methods, genetic algorithms (GA) are applied as it is one of the widely known wrapper-based feature selection method. These methods are briefly explained in the following subsections.
A. FEATURE TRANSFORMATION METHODS
In this study, two widely known feature transformation methods were used in the second stage of two-stage feature selection methods. These methods are PCA and LSI. They reduce feature dimension by projecting the data into a lower dimensional subspace. However, both these two methods are both linear feature transformation methods. Detailed information about these methods are given in the next subsections.
1) PCA
PCA is a useful multivariate statistical technique which can be utilized as dimension reduction technique. In PCA, each principal component (PC) is a linear combination of the original features and data is transformed regarding the direction of variances. While the first PC consists of maximum variance or information, the last PCs consist of minimum variance. So, even first few PCs may contain most of the information in data. PCA starts by subtracting the mean from each data point and this produces a zero mean data. Then, covariance matrix is calculated using the data obtained in previous step and singular value decomposition (SVD) is applied. In this study, DRtoolbox Matlab library [29] was used to implement PCA.
2) LSI
LSI can transform the original data to a more discriminative lower-dimensional subspace [30] and it is widely used for text mining tasks. Meng et al. [18] stated that LSI has a capability to reveal some underlying hidden concepts such as synonym and polysemy. LSI uses SVD while projecting data into a new subspace. If we suppose that M represents term-document matrix, SVD of M can be defined as
In Eq. 6, is a diagonal matrix composed of the sorted singular values. However, U and V are the left and right singular vectors. Singular vectors corresponding to largest s singular values are used during LSI feature transformation. The rank s approximation of M can be expressed as
Every document in the collection can be transformed using the vector U s as in Eq. 8.
In Eq. 8, doc original is the original representation for documents and doc transformed is the s-dimensional transformation of the original representation. In this study, LSI was implemented using Matlab.
B. WRAPPER-BASED FEATURE SELECTION
In this study, GA is used as it is one of the widelyknown and widely preferred wrapper-based feature selection methods.
1) GA
GA is known as a suboptimal search method which is stimulated from biological evolution process [12] . The main idea behind GA is the usage of the fittest solutions among a solution set including potential solutions for a specific problem. As this study deals with text classification, the fittest solution must be the feature set giving the most accurate classification results. However, as genetic algorithms are stated as suboptimal search methods, it may not produce the best feature set within potential feature sets. Hence, new generations formed by the surviving solutions are expected to provide better approximations to the optimum solution. The solutions correspond to chromosomes that are encoded with an appropriate alphabet. The fitness value for each chromosome is computed by a fitness function. Application of genetic operators such as crossover and mutation onto the fittest members of the population help obtaining new generations. Population size, number of generations, probability of mutation and crossover are determined empirically. When GA is used for feature selection, chromosome length is set to the current feature size. Then, the chromosomes are then encoded with a binary alphabet including some ''0'' and ''1''. The indices represented with ''1'' indicate the selected features and the indices represented with ''0'' indicates the features which are not selected. As an example, the chromosome {0 0 0 1 1 0 0 1} specifies that the 4rd, 5th, and 8th features are selected and the other features are eliminated.
GA parameters were defined as follows: population size is 100, number of generations is 20, probability of crossover is 0.8, and probability of mutation is 0.08. However, the fitness value is defined as Micro-F1 score obtained from classification of the test samples in the datasets.
VI. CLASSIFICATION ALGORITHM
SVM classifier looks for a decision surface that is maximally far away from the samples belonging to the two classes. The idea behind this classifier is the maximization of the margin [31] , [32] . Support vectors, which are the subset of samples in the training set, are used to determine the location of the margin. Support vectors lie at the border between the two classes. While SVM has both linear and non-linear versions, linear SVM is widely preferred for text classification. SVM can be used as a multi-class classifier by employing one of the two common approaches namely one-against-all and oneagainst-one [23] . In the experiments, LIBSVM classification toolbox [33] was used and linear SVM classifier [31] in this toolbox was utilized with the default parameter settings.
VII. EXPERIMENTAL WORK
In this section, an in-depth investigation was carried out to analyze the impact of various parameters on the performance of two-stage feature selection methods. These parameters include filter-based feature selection methods, feature set construction methods, feature transformation methods, and wrapper-based feature selection methods. Four local feature selection methods utilized in this study are CHI2, DP, DFFS, and RDC. However, feature set construction methods used in this study are MAX, AVG, and EQ. While PCA and LSI are the two feature transformation methods employed in the second stage of two-stage methods, GA is the wrapper-based feature selection method employed in the second stage of two-stage feature selection methods for text classification. It should also be noted that lowercase conversion, stop-word removal, and stemming [34] were used as the three pre-processing steps besides weighting terms with term frequency-inverse document frequency (TF-IDF). Final feature vectors were fed into SVM classifier. In order to analyze various settings for two-stage feature selection methods better, experiments were carried out on two different datasets using two different success measures. In the following subsections, the utilized datasets and success measures are briefly described. Finally, the experimental results are presented in the last subsections.
A. DATASETS
In this study, two distinct datasets were used for the assessment. The first dataset consists of the top-10 classes of the Reuters-21578 ModApte split [35] . The second dataset, namely Ohsumed, contains medical documents related to 23 cardiovascular disease categories. As this study deals with single-label text classification, the documents belonging to multiple categories in Ohsumed dataset were eliminated. So, 18302 documents belonging to only one category exist in Ohsumed dataset. The detailed information regarding those datasets is listed in Tables 1-2.
B. SUCCESS MEASURES
In this study, two widely known success measures namely Micro-F1 and Macro-F1 [23] , [24] were employed. In Micro-F1, all classification decisions in the dataset are considered without class discrimination. So, increasing the ratio of correct classification especially in large classes may easily improve the Micro-F1 results. Micro-F1 score can be calculated as in Eq. 9.
In Eq. 9, p and r correspond to precision and recall values within the entire dataset, respectively. However, in Macro-F1, scores are computed for each class within the dataset and then the average over all classes is obtained. In this way, class distributions in the training set are disregarded and equal weight is assigned to each class. Macro-F1 score can be calculated as in Eq. 10.
In Eq. 10, M is the number of classes. Also, p j and r j correspond to precision and recall values of class j, respectively.
C. ACCURACY ANALYSIS
Micro-F1 and Macro-F1 scores were obtained on Reuters and Ohsumed datasets using various settings for two-stage feature selection methods. It should be noted that feature sets including either 500 or 1500 features were produced using 4 different filter-based feature selection methods and 3 different feature set construction methods. As mentioned in previous sections, CHI2, DP, DFFS, and RDC are four local feature selection methods utilized in the experiments. However, MAX, AVG, and EQ are the feature set construction methods employed in the experiments. After constructing feature sets using various settings, either PCA, LSI, or GA is applied as the second stage of two-stage feature selection methods. Then, these features were fed into SVM classifier. Tables 3-8 present Micro-F1 scores obtained on Reuters  dataset. According to Tables 3-5 , highest Micro-F1 scores for 500 features were obtained using either MAX, AVG, or EQ feature set construction methods for PCA, LSI, and GA, respectively. Both of the two results were obtained using DFSS feature selection method and one of the results were obtained using DP feature selection method. While 2 out of 4 feature selection methods give highest Micro-F1 scores using AVG feature set construction method, 2 out of 4 feature selection methods give highest Micro-F1 scores using MAX feature set construction method according to Table 3 . While 3 out of 4 feature selection methods give highest Micro-F1 scores using AVG feature set construction method, 1 feature selection methods give highest Micro-F1 scores using MAX feature set construction method according to Table 4 . However, 2 out of 4 feature selection methods give highest Micro-F1 scores using MAX feature set construction method and 2 out of 4 feature selection methods give highest Micro-F1 scores using EQ feature set construction according to Table 5. According to  Tables 3-5 , the overall highest Micro-F1 score for 500 features was obtained using the combination of DFSS feature selection, AVG feature set construction, and LSI feature transformation methods. Better Micro-F1 scores for two-stage feature selection methods using feature transformation were achieved with either 10% or 20% of the current VOLUME 6, 2018 feature size. However, better Micro-F1 score for two-stage feature selection method using GA is achieved with 51% of the current feature size.
While highest Micro-F1 scores for 1500 features were obtained using RDC feature selection and EQ feature set construction methods for both PCA and LSI according to Tables 6-7, highest Micro-F1 scores for 1500 features were obtained using DP feature selection and AVG feature set construction methods for GA according to Table 8 . While 2 out of 4 feature selection methods give highest Micro-F1 scores using AVG feature set construction method, 1 feature selection method gives the highest Micro-F1 score using MAX feature set construction method and 1 feature selection method gives the highest Micro-F1 score using EQ feature set construction method for PCA according to Table 6 . 3 out of 4 feature selection methods give highest Micro-F1 scores using AVG feature set construction method and 1 feature selection method give highest Micro-F1 scores using EQ feature set construction method for LSI according to Table 7 . The overall highest Micro-F1 score for 1500 features was obtained using the combination of RDC feature selection, EQ feature set construction, and LSI feature transformation methods according to Tables 6-8 . Better Micro-F1 scores for two-stage feature selection methods using feature transformation were achieved with either 10% or 20% of the current feature size. However, better Micro-F1 score for two-stage feature selection method using GA is achieved with 51% of the current feature size. Tables 9-14 presents Macro-F1 scores obtained on Reuters dataset. While highest Macro-F1 scores for 500 features were obtained using DFSS feature selection and AVG feature set construction methods for both PCA and LSI according to Tables 9-10 , highest Macro-F1 scores for 500 features were obtained using DP feature selection and MAX feature set construction methods for GA according to Table 11 . While 3 out of 4 feature selection methods give highest Macro-F1 scores using AVG feature set construction method, only 1 feature selection method obtains maximum Macro-F1 score using EQ feature set construction method according to Tables 9-10 for both PCA and LSI. However, 2 out of 4 feature selection methods give highest Macro-F1 scores using AVG feature set construction method and 2 out of 4 feature selection methods give highest Macro-F1 scores using MAX feature set construction for GA according to Table 11 . The overall highest Macro-F1 score for 500 features was obtained using the combination of DFSS feature selection, EQ feature set construction, and PCA feature transformation methods according to Tables 9-11 . Better Macro-F1 scores for each two-stage feature selection methods using feature transformation were achieved with either 30% or 40% of the current feature size. However, better Macro-F1 score for two-stage feature selection method using genetic algorithm is achieved with 54% of the current feature size.
Highest Macro-F1 scores for 1500 features were obtained using DP feature selection method in conjunction with AVG feature set construction method for PCA and highest Macro-F1 scores for 1500 features were obtained using DFSS feature selection method in conjunction with AVG feature set construction method for LSI and GA according to Tables 12-14 highest Macro-F1 scores using AVG feature set construction method, 1 feature selection method gives the highest Macro-F1 score using MAX feature set construction method for PCA and GA according to Table 12 and Table 14 . While 2 out of 4 feature selection methods give highest Macro-F1 scores using AVG feature set construction method, 1 feature selection method gives the highest Macro-F1 score using MAX feature set construction method and 1 feature selection method gives the highest Macro-F1 score using EQ feature set construction method for LSI according to Table 13 . The overall highest Macro-F1 score for 1500 features was obtained using the combination of DFSS feature selection, AVG feature set construction, and GA according to Tables 12-14 . Better Macro-F1 score for each two-stage feature selection method setting were achieved with either 20%, 30% or 40% of the current feature size. Better Macro-F1 score for two-stage feature selection method using GA is achieved with 52% of the current feature size. Tables 15-17 were obtained using CHI2 feature selection method and EQ feature set construction method for PCA and LSI according to Tables 15-16 . However, GA didn't improve the classification performance obtained in the first stage of two-stage feature selection methods for 2 out of 4 filter-based feature selection methods. While 3 out of 4 feature selection methods give highest Micro-F1 scores using EQ feature set construction method, only 1 feature selection method obtains maximum Micro-F1 score using AVG feature set construction method according to Tables 15-16 for PCA and LSI. GA improved the classification performance for the settings utilizing either DP or DFSS feature selection methods with EQ feature set construction method according to Table 17 . The overall highest Micro-F1 score for 500 features was obtained using the combination of CHI2 feature selection, EQ feature set construction, and PCA feature transformation methods according to Tables 15-17 . However, better Micro-F1 score for each feature transformation based two-stage feature selection method were achieved with either 40%, 60% or 70% of the current feature size. It should be noted that GA didn't improve the overall classification performance for 500 features in terms of Micro-F1 score.
Highest Micro-F1 scores for 1500 features were obtained using CHI2 feature selection method and MAX feature set construction method for PCA and LSI according to . However, GA didn't improve the classification performances obtained in the first stage of two-stage feature selection methods by all four filter-based feature selection methods. All of the 3 feature selection methods give highest Micro-F1 scores using MAX feature set construction method for PCA and LSI. The overall highest Micro-F1 score for 1500 features was obtained using the combination of CHI2 feature selection, MAX feature set construction, and PCA feature transformation methods according to . However, better Micro-F1 score for each feature transformation based two-stage feature selection method were achieved with either 30%, 80% or 90% of the current feature size. Tables 21-26 presents Macro-F1 scores obtained on Ohsumed dataset. Highest Macro-F1 scores for 500 features were obtained using CHI2 feature selection method and EQ feature set construction method for PCA and LSI according to Tables 21-22 . However, GA didn't improve the Macro-F1 scores obtained in the first stage of two-stage feature selection methods by 3 out of 4 filter-based feature selection methods. All of the 4 feature selection methods give highest Macro-F1 scores with EQ feature set construction method for both PCA and LSI. GA improved the classification performance for the setting utilizing DP feature selection method with MAX feature set construction method according to Table 23 .
The overall highest Macro-F1 score for 500 features was obtained using the combination of CHI2 feature selection, EQ feature set construction, and PCA feature transformation methods according to Tables 21-23 . Better Macro-F1 score for each two-stage feature selection method setting were achieved with either 50%, 60% or 70% of the current feature size. It should be noted that feature transformation methods didn't improve the Macro-F1 score for the settings using DP feature selection method and GA didn't improve the overall Macro-F1 score for 500 features. Highest Macro-F1 scores for 1500 features were obtained using CHI2 feature selection method and MAX feature set construction method for PCA and LSI according to Tables 24-25 . However, GA didn't improve the classification performances obtained in the first stage of two-stage feature selection methods by all four filter-based feature selection methods. 2 out of 4 feature selection methods give highest Macro-F1 scores using MAX feature set construction method and 2 out of 4 feature selection methods give highest Macro-F1 scores using EQ feature set construction method for PCA and LSI. The overall highest Macro-F1 score for 1500 features was obtained using the combination of CHI2 feature selection, MAX feature set construction, and PCA feature transformation methods according to Tables 24-26 . However, better Macro-F1 score for each two-stage feature selection method setting were achieved with either 20%, 30%, or 90% of the current feature size. It should be noted that feature transformation methods didn't improve the Macro-F1 score for the settings using DP feature selection method and GA didn't improve the overall Macro-F1 score for 1500 features.
When overall Micro-F1 score is considered, the highest score was obtained using the combination of DFSS feature selection, AVG feature set construction, and LSI feature transformation methods with 500 features on Reuters dataset. For Ohsumed dataset, the highest Micro-F1 score was obtained using the combination of CHI2 feature selection, MAX feature set construction, and PCA feature transformation methods with 1500 features. The highest Macro-F1 score was obtained using the combination of DFSS feature selection, AVG feature set construction, and PCA feature transformation methods with 500 features on Reuters dataset. The highest Macro-F1 score was obtained using the combination of CHI2 feature selection, MAX feature set construction, and PCA feature transformation methods with 1500 features on Ohsumed dataset. According to the experimental results, most of the highest accuracies were obtained with PCA feature transformation method. AVG and EQ feature set construction methods seem usually more successful than MAX feature set construction method for Reuters and Ohsumed dataset, respectively. The maximum scores were obtained using either DFSS or CHI2 feature selection methods.
D. STATISTICAL ANALYSIS
In the previous subsection, the settings giving maximum accuracies were investigated in details. In this section, we investigate the overall tendency of all results for different settings. For this purpose, the impact of PCA and LSI on two-stage feature selection were analyzed. As there is a slight theoretical difference among PCA and LSI methods, it is expected to see closer results for all settings of two-stage feature selection methods. In Figure 1 , Pearson correlation coefficient measuring the linear relation between PCA and LSI is shown for Reuters dataset. According to Figure 1 , all Pearson correlation coefficients obtained for Micro-F1 and Macro-F1 scores are close to 1. However, for Micro-F1 scores, the correlation between PCA and LSI for two-stage feature selection method settings including MAX and EQ feature set construction method seems slightly more than the one including AVG feature set construction method. In Figure 2 , Pearson correlation coefficient measuring the linear relation between PCA and LSI is shown for Ohsumed dataset. to each other for all settings. So, it can be said that the linear relation between PCA and LSI for Ohsumed dataset is more apparent than the relation for Reuters dataset.
In Figure 3 , box-plot of all Micro-F1 scores obtained on Reuters dataset is shown. According to this figure, median of AVG feature set construction method is slightly better than the others. In Figure 4 , box-plot of Macro-F1 scores obtained on Reuters dataset is shown. According to this figure, median of AVG feature set construction method is slightly better than the others. In Figure 5 , box-plot of Micro-F1 scores obtained on Ohsumed dataset is shown. According to this figure, median of MAX and EQ feature set construction methods are better than AVG feature set construction method. In Figure 6 , box-plot of Macro-F1 scores obtained on Ohsumed dataset is shown. According to this figure, median of MAX and EQ feature set construction methods are better than AVG feature set construction method.
VIII. CONCLUSIONS
The main contribution of this study is the extensive analysis of two-stage feature selection methods for text classification from a different point of view. Two-stage feature selection methods that are constituted by combining filter-based local feature selection methods with feature transformation methods and wrapper based feature selection methods were investigated within the scope of this study. CHI2, DP, DFSS, and RDC are filter-based local feature selection methods employed in the study. However, MAX, AVG, and EQ are the three feature set construction methods utilized in the study. After the first stage, feature vectors including either 500 or 1500 features were created by using feature selection and feature set construction methods. Then, either PCA feature transformation, LSI feature transformation, or wrapperbased GA method were employed as the second stage of two-stage feature selection methods. Different dimension reduction ratios changing between 10% and 100% of feature sizes were used for feature transformation stage. It should be noted that it is not possible to determine a specific dimension reduction ratio for wrapper-based feature selection methods. GA is a heuristic technique whose aim is to obtain a suboptimal feature set. Linear SVM classifier were utilized in order to evaluate the performance of two-stage feature selection methods and the success measures used for evaluation were widely known Micro-F1 and Macro-F1 scores. According to the experimental results, the settings giving best performances for two-stage feature selection methods mostly include either DFSS, CHI2, or RDC feature selection methods rather than DP feature selection method. AVG and EQ feature set construction methods seem usually better than MAX feature set construction method. Most of the highest results for two-stage feature selection methods were obtained using PCA feature transformation. The performance of GA method is generally lower than PCA and LSI methods. However, GA didn't improve the performance for many cases that feature transformation based approaches were successful. According to the statistical analysis, there is a strong linear correlation between PCA and LSI for two-stage feature selection methods. However, Pearson correlation coefficients obtained using Micro-F1 and Macro-F1 success measures on Ohsumed dataset are closer to 1 than the ones obtained on Reuters dataset. While AVG feature set construction method gave the best performance on Reuters dataset, best performance on Ohsumed dataset was obtained using MAX feature set construction method in terms of Micro-F1 and Macro-F1. As a future work, some other wrapper-based feature selection methods can be integrated to the second stage of two-stage feature selection methods for text classification.
