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Abstract—Electrochemical energy storage (EES) is essential for
the future smart grid. The inevitable cell degradation renders the
EES lifetime volatile and highly dependent on EES dispatch, and
thus incurs opportunity cost. This paper rigorously derives the
marginal degradation cost of EES for power system dispatch.
The derived optimal marginal degradation cost is time-variant
to reflect the time value of money and the functionality fade
of EES and takes the form of a constant value divided by a
discount factor plus a term related to EES state of health. In case
studies, we demonstrate the evolution of the optimal marginal
costs of degradation that corresponds to the optimal long-term
dispatch outcome. We also show that the optimal marginal cost
of degradation depends on the marginal cost of generation in the
grid.
Index Terms—Electrochemical energy storage, power system
dispatch, battery degradation cost, intertemporal decision.
I. INTRODUCTION
ELECTROCHEMICAL energy storage, also known asbattery storage, will be a critical component in the future
power system with high penetration of renewable energy [1].
By providing flexibility and fast responding capability, battery
storage can contribute in many ways such as integrating
renewable energy [2], alleviating congestion [3], [4], providing
frequency regulation [5], enhancing system stability [6], and
so on.
The dispatch problem of battery storage has been intensively
studied. The dispatch of EES with wind farm to improve the
overall performance are investigated in [7]–[10]. The micro-
grid dispatch model with EES are studied in [11]–[15]. Many
studies also implement distributed optimization algorithm in
the dispatch model [15]–[18].
Despite the above documented high utility value of battery
storage, there exists no explicit or legitimate way to define its
marginal operating cost in literature. Unlike traditional thermal
generators that have explicit variable generating costs, the real
variable operational cost of battery storage is approximately
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zero. Many studies ignore EES degradation and thus do not im-
pose a marginal degradation cost for EES in dispatch objective
function [7]–[9], [14], [16], [18], or do not explain or justify
why they adopt such a cost/penalty function [10], [15], [17].
Most electrochemical energy storage degrades when it is under
use, which seems a legitimate cost source. Some studies on
battery storage dispatch incorporate a degradation/aging cost
that is derived from the capital or replacement cost of battery
storage [11]–[13], [19]–[29]. In [30], we argue and prove that
the capital or replacement cost should not affect the dispatch
of battery storage, in general, because the capital/replacement
cost is a long-term cost and should not determine the marginal
operational cost. However, the proposed framework in [30]
only presents degradation-constrained-form model, whereas a
justified cost function for battery storage is still absent. It is
imperative to derive such a cost function, if any, because the
solution to a dispatch model with wrong objective function
will greatly deviate from the optimal dispatch outcome.
In this paper, we have rigorously derived the marginal
degradation costs of battery storage that guarantees the long-
term dispatch optimality of the system. The main technical
contributions of this paper include:
1) Proposing a two-stage intertemporal model (short-term
and long-term) for power system dispatch with battery storage.
This model considers storage usage and state of health (SOH)
as decision and state variable, respectively.
2) Providing analytical justification for the marginal degra-
dation costs of storage. Specifically, our justification proves
that the there exists a specific time series of marginal degra-
dation costs that can be implemented into the short-term power
system dispatch problem to get the optimal system dispatch
including the optimal EES usage.
3) Proposing a backward algorithm to solve the intertempo-
ral model based on the evolution of optimal degradation costs
over time.
Mathematically, the derived unit degradation costs consist
of two terms: a) a constant value (namely the marginal cost of
degradation, MCD) divided by a discount factor to reflect the
time value of money; and b) a term that depends on the sen-
sitivity of system objective with respect to storage SOH. The
first term represents the opportunity cost of the current EES
usage from the decrease of the EES lifetime, while the second
term represents the opportunity cost from the functionality
degradation of EES. Implementing the optimal degradation
costs proposed in this paper could save significantly more
system costs than using a degradation cost derived from the
capital or replacement cost as previous studies do [12], [13],
2[19]–[22]. One key implication of this paper as well as [30] is
that the degradation cost of storage is not a given function
but an opportunity cost that depends on other agents and
equipment in the power system.
This paper is organized as follows. Section II introduces the
generic power system dispatch problem. Section III presents
battery storage degradation models. Section IV proposes the
defines degradation-constrained dispatch and long-term op-
timization problem and derives the intertemporal optimality
condition. Section V derives the optimal degradation cost of
storage based on the optimal storage usage and presents a
backward algorithm. Section VI is a case study of microgrid
economic dispatch, in which the evolution of the optimal unit
degradation costs is presented, and the results of the proposed
and existing methods are compared. Section VII draws the
conclusion.
II. POWER SYSTEM DISPATCH PROBLEM
A. Generic Power System Dispatch Problem
The steady-state dispatch problem of power system is usu-
ally formulated as an optimization problem to find the best
control of the system with respect to an objective function
f (such as total social welfare maximization, total cost mini-
mization, and so on), subject to a set of operating constraints
(such as power balance, line flow limit, voltage limit, and so
on) and given parameters (such as load demand, equipment
status, cost metrics, and so on), as in equation (1):
min
x
f(x,v,p)
s.t. g(x,v,p) ≤ 0
h(x,v,p) = 0
(1)
where x are the control variables that may include all quanti-
ties controllable for system operator, such as power outputs of
generators, demand response, and so on; v represent the state
variables such as phasor angles, voltage magnitudes, and so
on; p represent the given parameters such as loads, equipment
status and specifications, generating costs, and so on; represent
the inequality constraints, such as line flow limits, voltage
limits, generation limits, and so on; h represent the equality
constraints, which typically includes power balance constraint.
Depending on application scenarios, the dispatch models of
power system take different mathematical forms. For example,
the direct-current (DC) optimal power flow (OPF) model
ignores the reactive power and assumes that the voltage
magnitudes of all buses are the same to eliminate non-linear
terms; the economic dispatch (ED) model, as the simplest
one, ignores transmission constraints and only implements
steady-state power balance constraints. In transient stability
assessment, differential equations that represent the dynamics
of the system are also added to the model but are beyond the
focus of this paper.
Many elements in p, such as load and renewable genera-
tion, are uncertain. To take advantage of the more accurate
forecasting information that is available when the real-time
operation is approaching, the dispatch decision is usually
made day-ahead, intra-day, intra-hour or rollingly across time.
Because battery storage has energy constraints that are time-
coupling, the dispatch model with battery storage needs to
include multiple time steps. We denote the time index by t,
the time horizon by ∆t, and the optimal value of the objective
function by Ft. For conciseness, we hide the state variables and
parameters and merge the inequality and equality constraints
(the latter can be represented by the former), and then the
dispatch model for time t becomes equation (2):
Ft =min
xt
ft(xt)
s.t. g(xt) ≤ 0
(2)
B. The Role of Degradation Cost of Storage in Power System
Dispatch Problem
For power system with electrochemical energy storage, the
storage control variables are part of xSt in (2). The degradation
cost of storage we are deriving in this paper is not a real cost
but an opportunity cost, and thus is not part of the original
system objective function ft(xt). Without a penalty cost or
constraint on the storage usage, the storage will be used as
much as possible all over the time and degrade very fast,
which can lead to uneconomic dispatch results from a long-
term perspective. For example, in an extreme case when a
battery can only conduct one last discharge before its end of
life, if the marginal generating cost of the system is $20/MWh
in Day 1, $50/MWh in Day 2, and $100/MWh in Day 3, the
dispatch result without considering degradation cost using (2)
would be that the battery discharges in Day 1 and then fails,
as the battery tries to save any generating costs no matter how
much it is.
After adding a degradation cost on storage usage to the
system objective, the storage control xSt will be determined
by the relationship between the unit degradation cost and
the marginal cost of generation in the system. The role of
degradation cost is to help the system operator make trade-
offs between different cost-saving opportunities in different
short-term dispatch periods. In the previous example, if the
unit degradation cost is set to $80/MWh-throughput, greater
than the marginal costs of generation in Day 1 and 2 but
smaller than that in Day 3, the battery will stop operation
in Day 1 and 2 and conduct its final cycle in Day 3. The main
challenge here is how to find the optimal unit degradation costs
if the remaining cycle life is 1000 or more. Should the unit
degradation cost be small enough (e.g. $40/MWh-throughput)
so that the battery also replaces some generation in Day 2?
Should the degradation costs be time-variant? Motivated by
these questions, in the following sections we derive the optimal
form of degradation costs that optimizes the total system
objective over the battery life cycle.
III. TWO-STAGE INTERTEMPORAL POWER SYSTEM
DISPATCH WITH EES
A. EES Degradation and SOH Modelling
When EES is employed, degradation is inevitably incurred.
As EES degrades, its power and energy capacities and
charge/discharge efficiency decrease. State of health (SOH) is
commonly used as a measure of the storage functionality and
3cumulative degradation. Typically, SOH is defined as the ratio
of the remaining energy capacity to the initial rated energy
capacity. For example, if the initial capacity is 1 MW and the
current capacity is 900 kWh, the SOH is 90%. The remaining
power capacity and energy efficiency can also be expressed
as functions of SOH. The end of EES life is usually defined
as when the SOH drops to a criterial percentage, for example,
80% or 70%, because the capacities and efficiency will fade
much more drastically afterwards.
Here the degradation/usage of EES in a grid during time
t is denoted by dt
(
xSt , Ht
)
as a function of EES control xSt
(charging and discharging) and the state of health (SOH) of
EES Ht at the beginning of time t. Further, the upper limit
on the degradation/usage of EES during time t is denoted by
ut as equation (3):
dt
(
xSt , Ht
)
≤ ut (3)
The total degradation/usage before the EES life ends is
denoted by U , whose unit can be number of cycles or energy
throughput (MWh). U is a function of H0, which is the initial
SOH of the optimization horizon under consideration. The
life-cycle usage constraint on the EES can be expressed as
equations (4) and (5):∑
t≤N
βtut ≤ U(H0) (4)
βt ≥ βt+1 (5)
where βt is a binary variable that indicates whether the EES
has reached its end of life (βt = 1 indicates the EES is within
its life at time t, while βt = 0 indicates the EES should be
retired or replaced before time t); N is a large number that is
greater than the lifetime of the EES.
The evolution of SOH can be expressed as equation (6):
Ht+1 = Ht −
ut
U(H0)
(H0 −H)
= H0 −
∑
τ≤t
uτ
U(H0)
(H0 −H)
(6)
where H represents the SOH when the EES life ends. Ht, the
SOH at time t, is a function of the initial SOH H0 and the
accumulative EES usage limits before time t. The derivative
of SOH with respect to any EES usage limit in the past is:
∂Ht
∂uτ
= −
H0 −H
U(H0)
∀τ < t (7)
Because of the existence of calendar degradation that is
independent of EES cycling or usage and is only dependent
on temperature and the state of charge (SOC) of EES, the
degradation is positive even if the EES stops operation. This
phenomenon is expressed as equations (8) and (9), where qt
denotes the calendar degradation of the EES during time t.
If ut = qt, there is only calendar degradation and no cycling
degradation, which implies that the EES is staying idle and
xSt = 0. To represent that the EES stops operation after its
end of life (ut = qt when βt = 0), equation (9) is reformulated
to equation (10).
inf
[
dt
(
xSt , Ht
)]
= dt (0, Ht) = qt (8)
ut ≥ qt (9)
qt + βtU(H0) ≥ ut (10)
The degradation modelling above does not make assump-
tions on the EES chemistry. For various types of EES, they
have different dt
(
xSt , Ht
)
, qt, and U . The degradation func-
tion takes an abstract form and can be highly complicated and
non-linear to fit empirical degradation data. While temperature
may also affect the degradation rate of EES, typical stationary
EES systems are equipped with thermal management system to
keep the temperature constant and minimize degradation. Even
if the temperature is not constant, the effect of temperature can
still be modelled in dt
(
xSt , Ht
)
by updating dt across time for
different temperatures, which does not affect any theoretical
results that will be presented in the following sections.
B. Two-stage intertemporal dispatch problem
In this subsection, the definitions of the degradation-
constrained dispatch with EES (Definition 1), the long-term
objective of dispatch with EES (Definition 2), and the long-
term dispatch problem with EES (Definition 3) are presented.
To analyze the optimality of dispatch subject to the
life-cycle degradation limit of EES, here the degradation-
constrained dispatch that implements EES degradation into
dispatch problem is proposed.
Definition 1. The degradation-constrained dispatch is formu-
lated as (11):
Problem A:
Ft(ut, Ht) =min
xt
ft(xt)
s.t. gt(xt, Ht) ≤ 0
dt(x
S
t , Ht) ≤ ut
xSt ≥ 0
(11)
In the degradation-constrained dispatch above, namely Prob-
lem A, the optimal objective for time t, Ft, is a function of the
degradation/usage limit for time t and the SOH. ut denotes
the degradation/usage limit of EES and is exogeneous for
the degradation-constrained dispatch. Ft(ut, Ht) is generally a
monotonically decreasing function with respect to ut and Ht,
as the optimal solution when ut = u
∗ is always feasible for
the problem above when ut = u
∗ +∆u, where ∆u > 0. One
sufficient condition for Ft(ut, Ht) being convex is that ft(xt),
gt(xt, Ht), and dt(x
S
t , Ht) are convex with respect to xt [31].
General optimal power flow problems consisting of ft(xt)
and gt(xt, Ht) are non-convex but can be linearized (DC
OPF) or relaxed (convex relaxation) to convex problems [32].
dt(x
S
t , Ht) is also convex for common battery chemistries
[33], [34].
While the constraint xSt ≥ 0 is not necessary for general
EES dispatch problems, this domain limit makes d(xSt , Ht)
differentiable with respect to xSt . d(x
S
t , Ht) is only piece-wise
differentiable if each element of xSt represent both charging
4and discharging outputs of EES (for example, the element of
xSt is positive when discharging and negative when charging).
The case when d(xSt , Ht) is only piece-wise differentiable will
also be discussed later, in which this constraint can be relaxed.
To satisfy the domain limit, the discharging and charging
outputs can be expressed as different non-negative elements
in xSt (for example, x
S
t =
[
xS+t ,x
S−
t
]T
, where xS+t is for
discharging and xS−t is for charging). The optimal dispatch so-
lutions cannot have positive discharging and charging outputs
at the same time, which only increases degradation without
any additional contribution to the system.
Definition 2. The long-term objective of dispatch with EES
is defined as the sum of the present values of all optimal
objectives from degradation-constrained dispatches over the
EES lifetime, as equation (12):
y =
∑
t≤T
δt min
xt∈Φ
ft(xt) =
∑
t≤T
δtFt
(
ut, Ht
(
H0,
∑
τ<t
uτ
))
Φ =
{
xt|gt(xt, Ht) ≤ 0, d(x
S
t , Ht) ≤ ut,x
S
t ≥ 0
}
(12)
Definition 3. The long-term optimization problem of dispatch
with EES (Problem B) is defined as model (13) [30]:
Y (H0) =min
ut,β
∑
t≤T
δtFt
(
ut, Ht
(
H0,
∑
τ<t
uτ
))
s.t.
∑
t≤T
ut ≤ U(H0) (13)
ut ≥ qt ∀t ≤ T
In equation (12), y is the long-term objective, and δt is
the discounting factor for time t. In model (13), Y is the
optimal value of the long-term objective function y, dependent
on the initial SOH H0; T is the lifetime of the EES; δt
is the discounting factor for time t usually taking the form
of
1
(1 + r)κ(t)
, where r is the discount rate, and κ(t) is
the year number for time t from the beginning of the EES
project. Because the degradation/usage limit is typically equal
to the degradation/usage (ut = d(x
S
t , Ht)) in the optimal
solutions to model (13), the EES usage and its upper limit
are not differentiated in the following. For feasibility, U ≥ qt.
Ht
(
H0,
∑
τ<t
uτ
)
is abbreviated as Ht in the following for
conciseness.
The long-term dispatch problem (13) is the first-stage
decision, while the short-term degradation-constrained dis-
patch/control problem (11) is the second-stage decision.
IV. MARGINAL DEGRADATION COST OF EES
In this section, the optimal marginal degradation cost of EES
is presented based on the optimal EES usage, and a backward
algorithm is proposed to find the optimal value of degradation
cost. Theorem 1) indicates that there exists a degradation cost
that can be implemented into short-term dispatch problem
to get the optimal EES usage as well as system dispatch.
The derived EES cost is essentially an opportunity cost from
the loss of future benefit opportunity due to degradation and
is independent of the initial capital cost of EES. Then the
evolution of the optimal unit degradation costs is revealed in
Corollary 1, which leads to a backward algorithm to solve the
whole problem.
A. Optimal marginal degradation cost
First, two basic conditions 1 and 2 are presented for
Theorem 1:
Condition 1. Ft (ut, Ht) is piece-wise differentiable with
respect to ut.
Condition 2. Ft (ut, Ht) is piece-wise convex with respect to
ut.
Theorem 1. If Conditions 1 and 2 hold, there exists a non-
negative constant c∗, such that the optimal solution u∗t to
Problem B (13) should satisfy either of (14) and (15):
u∗t = qt (14)
u∗t = d(x
S∗
t , H
∗
t ) (15)
where xS∗t is the optimal solution to Problem C, as presented
below:
Problem C:
Jt(c
∗
t , H
∗
t ) =min
xt
[
ft(xt) + c
∗
t d(x
S
t , H
∗
t )
]
s.t. gt(xt, H
∗
t ) ≤ 0
xSt ≥ 0
(16)
c∗t =
−c∗
δt
−
∂Y (H∗t+1)
∂ut
(17)
In (17), c∗ is a non-negative constant to be determined by the
system conditions in the long run, and Y (Ht+1) is the optimal
value of the long-term objective function if the initial SOH is
equal to Ht+1.
Jt(c
∗
t , Ht) =min
xt
[
ft(xt) + c
∗
t d(x
S
t , Ht)
]
s.t. gt(xt, Ht) ≤ 0
xSt ≥ 0
(18)
Remark. Theorem 1 says that if the EES operates (u∗t 6= qt),
the optimal dispatch solution is to add a degradation cost term
into system objective function with c∗t being the optimal time-
variant marginal degradation cost. The value of c∗t should be
set to a discounting factor adjusted constant plus a term that
is dependent on the sensitivity of future profits with respect
to the SOH. The value of the constant c∗, which is essentially
an Lagrangian multiplier of Problem B, can be numerically
obtained by solving (13). ct is named as the marginal cost of
degradation (MCD).
B. Degradation cost evolution and backward algorithm
The main purpose of analyzing the optimality conditions of
the long-term optimization problem is to solve it. Corollary 1
5below presents the backward evolution of MCD, which implies
a feasible backward algorithm to solve the problem.
Corollary 1. If Condition 1 holds, the optimal solution u∗k,t
to Problem B (13) should satisfy either of equations (19) and
(20):
u∗k,t = qt or u
∗
k,t+1 = qt+1 (19)
c∗t =
δt+1
δt
[
c∗t+1 −
∂Ft+1(u
∗
t+1, Ht+1)
∂Ht+1
H0 −H
U(H0)
]
(20)
Remark. According to Theorem 1, the current MCD depends
on the future values of MCD and the partial derivative of
system cost with respect to EES SOH, and therefore, a
backward algorithm is required to find the optimal MCDs,
whose details are presented in Algorithm 1.
Algorithm 1: Backward Algorithm
Input : All parameters in ft(xt), gt(xt, Ht), and
d(xSt , Ht), which include information of
renewable generation and load forecasts, thermal
generator capacities and costs, EES capacities,
efficiencies, and degradation functions, etc.
Output: The optimal degradation costs of EES c∗t
1 Choose a reasonable upper bound C for c∗T∗ and a
required precision ∆c
2 foreach T ′ ∈ [1, N ] do
3 Initialize cT ′ = 0
4 while cT ′ < C do
5 Initialize t = T ′ + 1 and HT ′+1 = H
6 while Ht < H0 and t ≥ 1 do
7 t = t− 1
8 Solve Problem C to get the optimal solution
x′t
9 u′t ← d(x
′
t, Ht+1)
10 Ht ← Ht+1 +
H0 −H
U(H0)
u′t
11 Calculate Ft(u
′
t, Ht) using Problem A
12 Calculate
∂Ft(u
′
t, Ht)
∂Ht
13 ct−1(T
′, cT ′)←
δt
δt−1
[
ct(T
′, cT ′)−
∂Ft(u
′
t, Ht)
∂Ht
H0 −H
U(H0)
]
14 end
15 t0 ← t
16 if t0 = 1 then
17 y(T ′, cT ′)←
∑
t∈[t0,T ′]
δtFt(u
′
t, Ht)
18 end
19 cT ′ ← cT ′ +∆c
20 end
21 T ∗, c∗T∗ ← argmin
T ′,cT ′
y(T ′, cT ′)
22 c∗t ← ct(T
∗, c∗T∗)
23 end
Algorithm 1 starts from the last year of the EES life (which
is also a variable to be optimized), sequentially calculates
the MCD, EES usage and SOH, system cost and its partial
derivative with respect to EES SOH, and ends up with the
first year of EES life. The MCD series with the minimum
system cost are the optimal ones.
Algorithm 1 may be time-consuming when the system is
large. However, the long-term problem only needs to be solved
when there are significant unforeseen changes in the system
resources or topology, which might affect the optimal values
of MCD. In the day-ahead or real-time dispatch, only Problem
C needs to be solved with implementing the optimal MCD.
Besides, algorithms that are more efficient can be designed if
more properties of Ft(ut, Ht) are known or previous optimal
solutions are available for warm starts.
V. CASE STUDY ON ECONOMIC DISPATCH
In this section, an optimization model and simulation results
for the economic dispatch of a sample power system are
presented. The sample power system consists of one wind
farm, one thermal power plant, loads, and one EES system. In
the simulation results, the evolution of the optimal MCDs is
demonstrated, and the life-cycle cost saving using the optimal
MCD series is compared with that using a degradation cost
derived from EES capital cost. The effect of incorporating the
SOH term (the second term in equations (16) and (20)) in the
optimal MCD is also examined through life-cycle cost saving
comparison.
A. Model formulations
Here the formulations of Problem A and C for the case study
are presented, respectively. Problem A includes equations (21)-
(35), while Problem C includes equations (22)-(34) and (36)-
(37).
1) Degradation-constrained model (Problem A): The eco-
nomic dispatch model is a cost-minimizing problem, with the
power output schedules of thermal power plants, controllable
loads, and EES units as its decision variables, as equation (21).
The time horizon of each dispatch decision is usually a day,
represented by ∆t, and t is the day index.
Ft(uk,t, Hk,t) = min
xG
m,h
,xL
n,h
,x
S+
k,h
,x
S−
k,h
ft(xt)
= min
xG
m,h
,xL
n,h
,x
S+
k,h
,x
S−
k,h
( ∑
m∈Ωm
CGm +
∑
n∈Ωn
CLn
)
(21)
The total system cost during day t is the sum of the costs
of all thermal power plants, controllable loads. The cost of the
m th thermal power plant, CGm, is assumed to be a quadratic
function of its generation output at hour h denoted by xGm,h,
as in equation (22). aGm and b
G
m are the coefficients of the cost
function of the m th thermal power plant, and Ωm is the set
of thermal power plants in the system, whose cardinality is 1
in this case study.
CGm =
∑
h∈[t,t+∆t]
[
aGm
(
xGm,h
)2
+ bGmx
G
m,h
]
∀m ∈ Ωm
(22)
6The cost of the n th controllable load, CLn , is also assumed to
be a quadratic function of its load reduction at hour h denoted
by xLn,h, as in equation (23). a
L
n and b
L
n are the coefficients of
the cost function of the n th controllable load, and Ωn is the
set of controllable loads in the system, whose cardinality is 1
in this case study.
CLn =
∑
h∈[t,t+∆t]
[
aLn
(
xLn,h
)2
+ bLnx
L
n,h
]
∀n ∈ Ωn (23)
The power balance constraint of the system is as equation
(24). In equation (24), xS−k,h and x
S+
k,h are charging and dis-
charging power of the k th EES ; Wω,h is the forecasted
available wind energy of the ω th wind farm during time h;
Ln,h is the forecasted load level at node n; Ωρ is the set of
wind farms in the system with a cardinality of 1 in this case.[ ∑
m∈Ωm
xGm,h +
∑
k∈Ωk
(
xS+k,h − x
S−
k,h
)]
∆h+
∑
ω∈Ωω
Wω,h
≥
∑
n∈Ωn
(
Ln,h − x
L
n,h
)
∆h ∀h ∈ [t, t+∆t]
(24)
The control variables have physical upper limits as equa-
tions (25) to (27), where xGm, x
L
n, and x
S
k,t represent the limits
of thermal generation plants, controllable loads, and EES units,
respectively.
0 ≤ xGm,h ≤ x
G
m ∀m ∈ Ωm, h ∈ [t, t+∆t] (25)
0 ≤ xLn,h ≤ x
L
n ∀n ∈ Ωn, h ∈ [t, t+∆t] (26)
0 ≤ xS+k,h, x
S−
k,h ≤ x
S
k,t ∀k ∈ Ωk, h ∈ [t, t+∆t] (27)
The energy constraints of EES are modelled in equations
(28) to (30). The energy level of EES at time h+ 1, eSk,h+1,
is expressed as a function of the energy level at time h, eSk,h,
and the charging/discharging output at time h, as equation
(28), where ρ is the self-discharge rate, and ηk,t is the
charge/discharge efficiency.
eSk,h+1 = (1 − ρ)e
S
k,h −
xS+k,h
ηk,t
∆h+ xS−k,hηk,t∆h
∀k ∈ Ωk, h ∈ [t, t+∆t]
(28)
The energy level of the EES has to be kept within its
capacity, as equation (29), where eSk,t is the energy capacity
of the k th EES unit.
0 ≤ eSk,h ≤ e
S
k,t ∀k ∈ Ωk, h ∈ [t, t+∆t] (29)
To reserve flexibility, the initial and the final energy levels
are set to be equal for the dispatch horizon [t, t+∆t], as
equation (30).
eSk,t = e
S
k,t+∆t (30)
The energy capacity eSk,t and the internal impedance Zk,t of
EES are functions of the SOH Hk,t, while the power capacity
xSk,t, and the efficiency ηk,t of EES are functions of the internal
impedance, as equations (31)-(34) [20]. eSk,0, Zk,0, Hk,0, and
xSk,t are the initial energy capacity, internal impedance, SOH,
and power capacity, respectively. Zk is the internal impedance
at the end of EES life.
eSk,t = Hk,te
S
k,0 (31)
Zk,t = Zk,0 + (Zk − Zk,0)
Hk,0 −Hk,t
Hk,0 −Hk
(32)
xSk,t =
Zk,0
Zk,t
xSk,0 (33)
ηk,t =
1
1 +
Zk,t
Zk,0
1− ηk,0
ηk,0
(34)
For degradation-constrained model, the EES
usage/degradation is capped, as equation (35). The EES
degradation/usage is assumed to be linearly dependent on its
charging and discharging power output, xS−k,h and x
S+
k,h. The
degradation can be a more complicated convex non-linear
function or piece-wise linear function of the charging and
discharging schedules to fit the real degradation characteristics
of a specific EES system.∑
h∈[t,t+∆t]
(
xS+k,h + x
S−
k,h
)
∆h+ qk,t ≤ uk,t (35)
2) Degradation-cost model (Problem C): For degradation-
cost model, a EES cost term is added to the objective function,
as equation (36).
Jt(ck,t, Hk,t)
= min
xG
m,h
,xL
n,h
,x
S+
k,h
,x
S−
k,h
[
ft(xt) +
∑
k∈Ωk
CSk
]
= min
xG
m,h
,xL
n,h
,x
S+
k,h
,x
S−
k,h
( ∑
m∈Ωm
CGm +
∑
n∈Ωn
CLn +
∑
k∈Ωk
CSk
)
(36)
The degradation cost of the k th EES unit CSk is proportional
to its degradation/usage, as equation (37).
CSk = ck,t

 ∑
h∈[t,t+∆t]
(
xS+k,h + x
S−
k,h
)
∆h+ qk,t


∀k ∈ Ωk
(37)
Equations (22)-(34) also belong to this model.
B. Data
The wind generation profile is presented in Fig. 1, which
is produced based on the historical 100-m wind speed data
in 2015 in a selected location in Texas. The wind capacity
factor is approximately 63%. The load profile of the system is
presented in Fig. 2, which is scaled from the annual total load
profile in ERCOT in 2015. The average load is approximately
57 MW. Both the wind and load profiles are assumed to
be the same for each year across the lifetime of the EES.
The parameters of the thermal power plant, controllable load,
and EES are summarized in Table I and II. The life-cycle
usage limit of the EES, measured by energy throughput, is
71.2 TWh, which is 3000 full cycles for a 200-MWh lithium-
ion battery [35], [36]. After 3000 full cycles, the remaining
energy capacity of the EES decreases to 70% of the original
capacity and the impedance increases to 200% of the original
[38]. The discount rate is set to 7%.
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Fig. 1: Annual wind generation profile based on a selected
location in Texas in 2015.
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Fig. 2: Annual load profile rescaled from the annual total load
profile in ERCOT in 2015.
TABLE I: Parameters of the thermal power plant and control-
lable load in the system.
xG aG bG xL aL bL
100
MW
0.1
$/MW2
30
$/MW
10
MW
0.1
$/MW2
70
$/MW
TABLE II: Parameters of the EES.
xS0 a
S
0 η0 σ U q
50
MW
200
MWh
95% 0 1.2
TWh
50
MWh
C. Results
By implementing Algorithm 1, the operation of the sample
system is simulated, and the optimal MCDs as well as the total
contribution of the EES in terms of cost saving are calculated.
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Fig. 3: The optimal MCDs with and without the term con-
cerning SOH and the LCOD.
The optimal MCDs, or say, the optimal unit degradation costs,
from Year 1 to Year 15 are presented in Fig. 3 (blue solid
line). It can be observed that the optimal MCD increases from
approximately $7/MWh-throughput to $13/MWh-throughput.
This evolving trend implies that the EES should be used more
frequently and intensively in the early years of its lifetime,
if the microgrid configuration and generating costs do not
change. The total system cost saving from EES operation is
approximately $9.4 million.
The levelized cost of degradation (LCOD) method im-
plemented in many existing studies, uses an amortized pro-
portion of initial capital cost or future replacement cost as
the unit degradation cost. Assuming that the unit-capacity
capital cost of the lithium-ion battery system is $200/kWh,
that the degradation is uniformly allocated over 15 years, and
that the ratio of total depreciation to capital cost is 30%,
the LCOD is approximately $17/MWh, as plotted in Fig. 3
(orange dash line). The total system cost saving from storage
operation using this time-invariant unit degradation cost is
$4.1 million, which is only 44% of the proposed method. The
significant loss in cost saving is because the LCOD method
does not maximize the life-cycle revenue but requires the
EES to operate only when the potential marginal benefit is
higher than the average unit degradation cost, the LCOD,
and to wait for a better benefit opportunity otherwise. The
LCOD method does not consider the fact that the EES has a
calendar life—some less profitable opportunities should also
be captured before the life ends.
The optimal MCD series without incorporating the second
SOH term −
∂Y (Hk,t+1)
∂uk,t
in (17) is also plotted in Fig. 3,
which does not deviate too much from the optimal MCD series
with the SOH term. The MCD increases a bit after considering
the effect of current usage on future SOH, because the EES
tends to incur less degradation at current to increase the future
SOH. The total system cost saving without the SOH term is
$9.1 million, which is 3% less than that with the SOH term.
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Fig. 4: Different optimal marginal costs of degradation in the
first year as the marginal cost of the thermal power plant
varies.
To find out how the degradation cost of the EES should
vary as the system parameters change, the system operation
is simulated with different values of the marginal cost of the
thermal power plant, bG. As observed in Fig. 4, the optimal
MCD is linearly increasing as the marginal cost of the thermal
power plant increases. This indicates that the degradation cost
of EES should be positively dependent on the marginal cost
of the system—if the marginal cost of the system changes, the
MCD should also change.
VI. CONCLUSIONS
Dispatch models are the center of smart grid operation, and
better dispatch models could imply significant cost savings.
This study derives the intertemporal condition and the degra-
dation cost for a power system with EES, with mathematical
proofs of their optimality. It is proved that there exists a value,
named MCD, that should be adjusted over time and imple-
mented into the cost function of EES, as if it is the variable
unit operational cost incurred by degradation. The MCD is
independent of the capital cost of the EES at the operational
stage. In case studies, the optimal outcome of the proposed
method is compared with the LCOD method used in existing
studies as well as with the approach without considering the
SOH-related term. It turns out that the proposed method can
generate much more benefits than the LCOD method. The
benefit improvement of incorporating the SOH term is only
marginal in this case, which implies that the SOH term may be
ignored in some cases to reduce the computational complexity
brought by it.
The cost function of EES derived in this paper could serve
as a foundation for dispatch and planning problems concerning
EES.
APPENDIX
A. Proof of Theorem 1
Let’s introduce two Lemmas:
Lemma 1. If Ft (ut, Ht) is differentiable with respect to ut,
the optimal solution u∗t to Problem B (13) should satisfy either
of equations (38) and (39):
u∗t = qt (38)
∂Ft (u
∗
t , Ht)
∂ut
= −c∗t =
−c∗
δt
−
∂Y (Ht+1)
∂ut
(39)
Proof. ∀t ≤ T , Problem B can be reformed as:
Y (H0) =min
ut
∑
τ≤t
δτFτ (uτ , Hτ ) + δtY (Ht+1)
s.t.
∑
τ≤t
ut ≤ U(H0)− U(Ht+1)
ut ≥ qt ∀τ ≤ t
(40)
The Lagrangian function of problem (40) is:
L =
∑
τ≤t
δτFτ (uτ , Hτ ) + δtY (Ht+1)
+c

∑
τ≤t
ut − U(H0) + U(Ht+1)

+∑
τ≤t
ατ (qτ − uτ )
(41)
where c and αt are Lagrangian multipliers. Then, three of the
first-order KarushKuhnTucker (KKT) conditions of problem
(40) are equations (42)-(44):
∂L
∂ut
= δt
∂Ft (u
∗
t , H
∗
t )
∂ut
+ δt
∂Y (H∗t+1)
∂ut
+ c∗ − α∗t
= 0
(42)
α∗t (qt − u
∗
t ) = 0 (43)
u∗t ≥ qt (44)
If u∗t > qt, according to equation (43), the following holds:
αt = 0 (45)
Then substituting equation (45) into equation (42), (39) is
obtained. 
Lemma 2. If Ft (ut, Ht) is differentiable and convex with
respect to ut, and u
∗
t and c
∗
t are the optimal solutions to
Problem B, then Problem A’ and Problem C are equivalent
(having identical optimal solution sets).
Problem A’:
Ft(u
∗
t , H
∗
t ) =min
xt
ft(xt)
s.t. gt(xt, H
∗
t ) ≤ 0
d(xSt , H
∗
t ) ≤ u
∗
t
xSt ≥ 0
(46)
Proof. First, Problem D is introduced as:
min
ut
min
xt
[ft(xt) + c
∗
tut]
s.t. gt(xt, H
∗
t ) ≤ 0
dt(x
S
t , H
∗
t ) ≤ ut
xSt ≥ 0
(47)
9Problem D can be reformulated as below:
Problem D:
min
ut
Dt(ut, H
∗
t ) (48)
Sub-Problem D:
Dt(ut, H
∗
t ) = min
xt∈Φ
[ft(xt) + c
∗
tut]
Φ =
{
xt|gt(xt, H
∗
t ) ≤ 0, dt(x
S
t , H
∗
t ) ≤ ut,x
S
t ≥ 0
} (49)
where Dt(ut, H
∗
t ) is the optimal value of sub-problem D.
According to equations (8) and (49), u∗t ≥ qt is also an implied
constraint.
It can be observed that d(xSt , H
∗
t ) = ut is always a neces-
sary optimal condition to Problem D, asDt(d(x
S
t , H
∗
t ), H
∗
t ) ≤
Dt(ut, H
∗
t ). Therefore, the optimal solution set to Problem C
is the same as the optimal solution set to Problem D, consid-
ering that Problem C and D have the same feasible region and
objective function. Each optimal solution to problem C is a
feasible solution to Problem D, and vice versa.
Dt(ut, H
∗
t ) has the following relation with Ft(ut, H
∗
t ):
Dt(ut, H
∗
t ) = Ft(ut, H
∗
t ) + c
∗
tut (50)
The property expressed in equation (50) is obvious because
when ut is fixed, c
∗
tut is a constant, and min
xt∈Φ
[ft(xt) + c
∗
tut]
has the same optimal solution set with min
xt∈Φ
[ft(xt)]. Imple-
menting equation (50) into Problem D:
min
ut
Ft(ut, H
∗
t ) + c
∗
tut
s.t. ut ≥ qt
(51)
The KKT conditions of Problem D are equations (52)-(55):
∂LD(u
∗D
t )
∂ut
=
∂
[
Ft
(
u∗Dt , H
∗
t
)
+ c∗tut + ν
∗
t
(
qt − u
∗D
t
)]
∂ut
=0
⇔
∂Ft
(
u∗Dt , H
∗
t
)
∂ut
= −c∗t + ν
∗
t
(52)
ν∗t (qt − u
∗D
t ) = 0 (53)
u∗Dt ≥ qt (54)
ν∗t ≥ 0 (55)
where u∗Dt is the optimal solution to Problem D, and νt is
Lagrangian multiplier.
As u∗t and c
∗
t are the optimal solutions to Problem B, if
u∗t = qt, according to (42) and (43), the following hold:
α∗t ≥ 0 (56)
∂Ft (qt, H
∗
t )
∂ut
=
−c∗ + α∗t
δt
−
∂Y (H∗t+1)
∂ut
>
−c∗
δt
−
∂Y (H∗t+1)
∂ut
= −c∗t
(57)
Given that Ft (ut, H
∗
t ) is convex, if u
∗D
t 6= qt, then:
∂Ft
(
u∗Dt , H
∗
t
)
∂ut
≥
∂Ft (qt, , H
∗
t )
∂ut
> −c∗t (58)
Combining equations (52), (53), and (58), the following
hold:
ν∗t > 0 (59)
u∗Dt = qt (60)
So u∗Dt = u
∗
t . If u
∗
t ≥ qt, according to Theorem 1, the
following holds:
∂Ft (u
∗
t , H
∗
t )
∂ut
= −c∗t (61)
Then u∗Dt = u
∗
t and ν
∗
t = 0 satisfy the KKT conditions of
Problem D (52)-(55). Given that Ft (ut, Ht) is convex with
respect to ut, Problem D is also convex (as observed from
(50)). Thus, u∗t is the unique optimal solution to Problem D.
When implementing ut = u
∗
t into Problem D (47), it becomes:
min
xt
[ft(xt) + c
∗
tu
∗
t ]
s.t. gt(xt, H
∗
t ) ≤ 0
d(xSt , H
∗
t ) ≤ u
∗
t
xSt ≥ 0
(62)
which has the same solution set with Problem A’, because the
only difference between problems (46) and (62) is a constant
in the objective function.
Finally, as Problem D has the same solution set with both
Problem A’ and C, Lemma 2 is proved. 
Combining Lemma 1 and 2, Theorem 1 is straightforward
on conditions that Ft (ut, Ht) is differentiable and convex.
When Ft (ut, Ht) is only piece-wise differentiable and convex,
it can be proved that for each subsets of ut where Ft(ut, Ht)
is differentiable and convex, Theorem 1 holds, and so does
the universal set of xt.
B. Proof of Corollary 1
Proof. The Lagrangian function of Problem B (13) is:
L =
∑
t≤T
δtFt (ut, Ht) + c

∑
t≤T
ut − U(H0)


+
∑
t≤T
αt(qt − ut)
(63)
Then, two of the KKT conditions of Problem B (13) are:
∂L
∂ut
=
∑
t≤τ≤T
δτ
∂Fτ (u
∗
τ , H
∗
τ )
∂ut
+ c∗ − α∗t = 0 (64)
∂L
∂ut+1
=
∑
t+1≤τ≤T
δτ
∂Fτ (u
∗
τ , H
∗
τ )
∂ut+1
+ c∗ − α∗t+1 = 0 (65)
If equation (19) is false, then:
α∗t = α
∗
t+1 = 0 (66)
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For any τ ≥ t+ 1, the following holds:
∂Hτ
∂ut
=
∂Hτ
∂ut+1
= −
H0 −H
U(H0)
(67)
Subtracting equation (65) from equation (64) and combining
equations (66) and(67), the following holds:
δt
∂Ft (u
∗
t , H
∗
t )
∂ut
+δt+1
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂ut
−δt+1
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂ut+1
= 0
(68)
Equation (68) can be reformulated as:
c∗t = −
∂Ft (u
∗
t , H
∗
t )
∂ut
=
δt+1
δt
[
−
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂ut
+
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂ut+1
]
=
δt+1
δt
[
c∗t+1 +
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂Ht+1
∂H∗t+1
∂ut+1
]
=
δt+1
δt
[
c∗t+1 −
∂Ft+1
(
u∗t+1, H
∗
t+1
)
∂Ht+1
H0 −H
U(H0)
]
(69)
which is exactly equation (20). 
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