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“A maioria das ideias fundamentais da ciência são 
essencialmente simples, e podem, como regra, ser expressas em 
uma linguagem compreensível para todos”. 
 
Albert Einstein & Leopold Infeld, The Evolution of Physics, 1938, p. 29, 
traduzido pelo autor. 
 
 RESUMO 
 
 
 
A presente pesquisa tem como objetivo investigar uma expansão, um caso particular, do modelo 
matemático de comunicação desenvolvido por Claude E. Shannon em 1948. Em seu modelo, 
Shannon discute a transmissão de informações, em sua forma estatística, num paradigma onde 
emissor e receptor configuram pontos de origem e destino. Independentemente do sistema ser 
discreto ou contínuo, um dos teoremas importantes de Shannon refere-se à capacidade do canal 
de transmissão, ou seja, ele provou que é possível transmitir informação através de um canal 
ruidoso a qualquer taxa menor do que a capacidade de canal, com uma probabilidade de erro 
arbitrariamente pequena. Fundamentado no conceito de entropia, como medida de informação, 
torna-se possível elaborar uma teoria de códigos que possibilite o desenvolvimento de 
codificações apropriadas para as mensagens emitidas. Mas como seria a transmissão em um 
cenário em que haja mais de um emissor e mais de um receptor? Uma instância desse problema 
foi levantada por Thomas M. Cover, e sua vertente principal insere-se na ideia de região de 
capacidade de canal, haja vista que não se tem mais o caso com um único emissor e um único 
receptor, mas sim uma multiplicidade de canais. O cenário particular de um único emissor e 
múltiplos receptores proposto por Cover em 1972, denominado canal de difusão (broadcast 
channel), ainda é um problema aberto. O objetivo desta pesquisa foi buscar subsídios para 
elaborar um diagnóstico científico mais preciso acerca do problema broadcast channel, com 
vistas a indicar caminhos factíveis para resolução de algum problema aberto em trabalhos 
futuros. Para isso investigou-se, fundamentado numa análise bibliométrica, os trabalhos 
publicados nessa área desde o artigo precursor de Cover. Como um resultado, em termos de 
“estratégias de ataque” ao problema discreto, caso geral, de uma rede de comunicação que 
consiste em “nós” tentando se comunicar entre si, infere-se que a solução pode vir das possíveis 
alterações num conceito importante e essencial na teoria de Shannon, qual seja, o conceito de 
entropia, que relaciona-se à uma medida de incerteza presente no tratamento das transmissões 
de mensagens. 
 
Palavras-chave: Incerteza (Teoria da Informação); Entropia (Teoria da Informação); Sistemas 
de tempo discreto; Sistemas de telecomunicação; Bibliometria. 
 
 
 
 
 
 
 
 
 
 
 
 ABSTRACT 
 
 
 
This research aims to investigate an expansion, a particular case, of the mathematical model of 
communication developed by Claude E. Shannon in 1948. In his model, Shannon discusses the 
information transmission in its statistical form with a paradigm where sender and receiver 
configure origin and destination points. Regardless of whether the system is discrete or 
continuous, one of Shannon’s important theorems refers to the capacity of the transmission 
channel, that is, he proved that it is possible to transmit information through a noisy channel at 
any rate lower than the channel capacity, with an arbitrarily small probability of error. Based 
on the concept of entropy as an information measure, it becomes possible to develop a code 
theory that enables the development of appropriate encodings for the messages sent. But what 
would be the transmission in a scenario where there is more than one sender and more than one 
receiver? An instance of this problem was created by Thomas M. Cover, and its main aspect is 
the idea of channel capacity region, since there is no longer the case with a single sender and a 
single receiver, but a multiplicity of channels. The particular scenario of a single sender and 
multiple receivers proposed by Cover in 1972, denominated broadcast channel, is still an open 
problem. The objective of this research was to search subsidies to elaborate a more accurate 
scientific diagnosis about the broadcast channel problem, aiming to indicate feasible ways to 
solve some open problem in future works. For this, it was investigated, based on a bibliometric 
analysis, the works published in this area since Cover’s precursor article. As a result, in terms 
of “attack strategies” to the discrete problem, general case, of a communication network that 
consists of “nodes” trying to communicate with each other, it follows that the solution can 
come from possible changes in an important and essential concept in Shannon’s theory, namely, 
the concept of entropy, which relates to a uncertainty measure present in the treatment of 
message transmissions. 
 
Keywords: Uncertainty (Information Theory); Entropy (Information Theory); Discrete-time 
systems; Telecommunication systems; Bibliometrics. 
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1. INTRODUÇÃO 
 
Introduzida por C. E. Shannon1 com a publicação do artigo intitulado “A 
mathematical theory of communication” no 27º volume do periódico Bell System Technical 
Journal em 19482, a Teoria da Informação foi originalmente proposta para atender ao problema 
fundamental de comunicação, que é “reproduzir em um ponto, exatamente ou 
aproximadamente, uma mensagem selecionada em outro ponto3” (SHANNON, 1948, p. 379).  
A comunicação de informação – a transmissão de mensagens – pode ser vista, sob 
a ótica de Shannon, como sendo de natureza estatística e, por isso, os resultados da Teoria da 
Informação permitem a definição de diferentes tipos de fontes e canais, a fim de elaborar 
parâmetros probabilísticos que caracterizem suas operações individuais e conjuntas (REZA, 
1961). É importante ressaltar que essa teoria inclui uma série de novos fatores em comparação 
com os estudos anteriores em comunicação (teorias antes de Shannon). Em especial pode-se 
citar “o efeito do ruído no canal e as economias possíveis devido à estrutura estatística da 
mensagem original e à natureza do destino final da informação” (SHANNON, 1948, p. 379). 
Deve-se notar que não há preocupação com o significado ou com a semântica das mensagens 
individuais, mas com toda a natureza estatística da fonte de informação (JAYNES, 1957; 
WEAVER, 1949). 
Não há como negar que a Teoria da Informação tem fortes raízes na Física, haja 
vista que o conceito de entropia em Shannon carrega um nome já utilizado na Física por 
Clausius; além disso, a estrutura estatística dos equipamentos de comunicação elétrica já havia 
sido investigada por engenheiros que trabalhavam no desenvolvimento de tecnologia para 
comunicação (REZA, 1961). Shannon, no entanto, trabalhou com mensagens que eram 
transmitidas por um fio ou através da atmosfera usando sinais eletromagnéticos, como os 
encontrados em sinais de rádio ou televisão (LOSEE, 2017).  
Em vista disso, em seu início, o principal papel da Teoria da Informação era 
fornecer às comunidades científicas, e de engenharia, um delineamento matemático para a 
Teoria da Comunicação, estabelecendo os limites fundamentais no desempenho de vários 
sistemas (MOSER & CHEN, 2012). No entanto, ela causou um impacto profundo em outras 
                                                     
1 Claude Elwood Shannon (30 de abril de 1916 – 24 de fevereiro de 2001) foi um matemático, engenheiro elétrico 
e criptógrafo estadunidense, que inventou a Teoria da Informação e forneceu os conceitos, insights e formulações 
matemáticas que formam a base tecnológica da comunicação moderna (GALLAGER, 2001). 
2 Shannon, C. E. (1948). A mathematical theory of communication. Bell System Technical Journal, 27, 379-423 
(July), 623-656 (October).  
3 Trecho original (em inglês): “the fundamental problem of communication is that of reproducing at one point 
either exactly or approximately a message selected at another point” (SHANNON, 1948, p. 379). 
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áreas além da Matemática e da Engenharia Elétrica, se estendendo, por exemplo, à Ciência da 
Computação, Física, Filosofia, Artes e Economia (COVER & THOMAS, 2006). Portanto, a 
Teoria da Informação não se restringe apenas ao domínio da Teoria da Comunicação (DEMBO 
et al., 1991). 
De acordo com Ash (1965, p. 1), é possível defender a afirmação de que a Teoria 
da Informação é essencialmente o estudo de um único teorema, o teorema fundamental da 
Teoria da Informação, que afirma que “é possível transmitir informação através de um canal 
ruidoso a qualquer taxa menor do que a capacidade de canal, com uma probabilidade de erro 
arbitrariamente pequena4”. 
O importante é caracterizar o que é um canal e trabalhar na elaboração de códigos 
apropriados para a transmissão da mensagem. Isso é avalizado por Pierce (1961), que afirma 
que há dois pontos importantes na Teoria da Informação. O primeiro, é estabelecer a capacidade 
de canal e, em particular, o número de dígitos binários necessários para transmitir informação 
de uma fonte específica, evidenciando que um canal de comunicação ruidoso possui uma taxa 
de informação em bits por caractere ou bits por segundo. O segundo, é elaborar códigos para 
que essa transmissão sem erro seja possível, apesar da ocorrência de ruído. Em cada caso, os 
resultados devem ser aplicados tanto para fontes quanto para canais, discretos e contínuos. É 
importante notar que, no artigo original de Shannon, as investigações voltavam-se para 
comunicação entre um emissor e um receptor, comumente dita comunicação ponto a ponto. 
Tanto matemáticos quanto engenheiros ampliaram a abordagem ponto a ponto 
“básica” de Shannon para modelos cada vez mais gerais de fontes de informação, estruturas de 
codificação e medidas de desempenho (GRAY, 1990). 
Como exemplo dessa ampliação, estão as redes sem fio modernas que envolvem a 
comunicação com múltiplos emissores e múltiplos receptores através de um meio 
compartilhado, como acesso múltiplo (multiple access), difusão (broadcast), interferência 
(interference) e retransmissão (relaying). Assim, os sistemas de rede sem fio, telefonia celular, 
Internet etc., envolvem trocas complexas de mensagens que surgem de uma competição por 
recursos e cooperação (KIM, 2016). Isso implica numa expansão dos trabalhos de Shannon, de 
transmissão ponto a ponto, para transmissões que envolvem múltiplos emissores e múltiplos 
receptores. A ideia nesse caso pode ser exemplificada, pela situação particular, em que um 
professor fala aos seus alunos em sala de aula. Cada aluno recebe a informação emitida pelo 
professor em um cenário distinto. Como elaborar um modelo que reúna todos esses cenários e 
                                                     
4 Trecho original (em inglês): “It is possible to send information at the rate 𝐶 through the channel with as small a 
frequency of errors or equivocation as desired by proper encoding” (SHANNON, 1948, p. 410). 
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que seja possível analisar a capacidade de um canal geral que envolva cada canal em particular5 
(o professor transmite, ponto a ponto, informação a cada aluno, em particular)? A busca por 
regiões para a capacidade de canal em sistemas com múltiplos emissores e múltiplos receptores 
está relacionada a problemas tecnológicos atuais. 
Trabalhos recentes concentram-se no que se chama de Teoria da Informação em 
Rede, que objetiva a identificação de regiões de capacidade de canal que caracterizem a 
compensação ótima entre as taxas simultaneamente alcançáveis para o fluxo de informações 
nessas redes (COVER & THOMAS, 2006; EL GAMAL & KIM, 2011).  
Diversos resultados foram estabelecidos para várias configurações de rede, no 
entanto, alguns problemas permanecem sem solução. Um dos problemas abertos de grande 
interesse relaciona-se a canais de difusão (broadcast channels). Para alguns casos de estudo, a 
região de capacidade para as taxas alcançáveis entre emissor e receptor já é matematicamente 
conhecida. No entanto, a região de capacidade para o caso geral ainda é desconhecida (COVER, 
1998; EL GAMAL & KIM, 2011; NAIR et al., 2016).  
O problema geral em canais de difusão foi proposto pelo estadunidense T. M. 
Cover6 no artigo intitulado “Broadcast channels”, publicado no 18º volume do periódico IEEE 
Transactions on Information Theory no ano de 19727. No trabalho em questão, Cover introduz 
“o problema de uma única fonte tentando comunicar informações simultaneamente a vários 
receptores8” (COVER, 1972, p. 2). Vale mencionar, que o trabalho de Shannon (1948) não 
considerava o caso de múltiplos receptores, uma vez que direcionava sua investigação para o 
caso de transmissão de um emissor para um receptor9. Por outro lado, os resultados de Shannon 
são de grande valor para as investigações em canais de difusão, uma vez que os conceitos de 
entropia, ruído, capacidade de canal etc., são prontamente utilizados para identificar a 
capacidade de canal para o caso de um emissor para muitos receptores e, dessa forma, 
determinar uma possível região de capacidade de canal. 
De acordo com Hassibi e Sharif (2007), uma das principais motivações para o 
                                                     
5 O professor, emissor 𝑝𝑖 , transmite ponto a ponto, informação a cada aluno, receptor 𝑎𝑗. A transmissão (𝑝𝑖 , 𝑎𝑗) 
tem uma capacidade de canal 𝐶𝑖𝑗. Como seria a capacidade de um canal geral que reúna todas essas capacidades 
particulares tal como na transmissão ponto a ponto? 
6 Thomas Merrill Cover (7 de agosto de 1938 – 26 de março de 2012) foi um teórico da informação e professor do 
Departamento de Engenharia Elétrica e Estatística da Stanford University. Um contribuidor prolífico nas áreas de 
Teoria da Informação e Comunicação, estatística e reconhecimento de padrões (NAE, 2014). 
7 Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information Theory, 18(1), 2-14. 
8 Trecho original (em inglês): “the problem of a single source attempting to communicate information 
simultaneously to several receivers” (COVER, 1972, p. 2). 
9 Verificou-se que as expressões “broadcast”, “receivers”, “destinations” e “multiuser” não são citadas em 
Shannon (1948). 
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estudo de tais canais, é que ele (o estudo) fornece modelos para diversos casos de comunicação, 
como o downlink10 de um sistema celular ou troca de dados em uma rede local (LAN) sem fio.  
Na Figura 1 ilustra-se um modelo gráfico de um canal de difusão, o enlace de 
descida (downlink) entre uma estação transceptora base (ETB; em inglês: base transceiver 
station – BTS) e múltiplos receptores celulares. 
 
Figura 1. Exemplo de canal de difusão (downlink de um sistema celular) 
 
Fonte: Adaptado de Hassibi e Sharif (2007, p. 1333). 
 
Diante de sua importância para o problema downlink de um sistema celular, é 
importante mencionar que uma ETB é um instrumento que facilita a comunicação sem fio entre 
o equipamento de usuário (EU) e uma rede. Os EUs podem compreender dispositivos como 
telefones celulares (“handsets”), telefones WLL e computadores com conectividade sem fio à 
Internet. Segundo Maruyama et al. (2002), a rede pode ser definida com base em diversas 
tecnologias de comunicação sem fio, tais como: GSM, CDMA, WLL, Wi-Fi, WiMAX ou outra 
tecnologia de rede de longa distância (WAN). 
De acordo com Cover e Thomas (2006), no sistema de comunicações em que há 
um único emissor e múltiplos receptores, (1 × 𝑘), como representado na Figura 1, coloca-se 
em evidência as seguintes questões: 
                                                     
10 Como traduções disponíveis na literatura, pode-se mencionar “enlace direto” e “enlace de descida”. 
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 Como o emissor codifica informações direcionadas a diferentes receptores em 
um sinal comum? 
 Quais são as taxas em que as informações podem ser enviadas para os diferentes 
receptores? 
Com base no artigo de Cover (1972) e em seus resultados iniciais, pode-se dizer 
que atualmente há uma forte relação entre canais de difusão e tecnologia, o que tem chamado a 
atenção dos cientistas da Teoria da Informação. Os resultados são de grande interesse, uma vez 
que determinam os limites fundamentais das taxas alcançáveis pelos diferentes receptores. 
Segundo Shannon (1948), o canal possibilita a transmissão de mensagens a uma taxa específica, 
que pode diferir da taxa máxima do canal, mas pode ser alcançável, dependendo da fonte de 
informação que alimenta o canal com códigos apropriados. 
Para canais de difusão com um emissor e dois receptores, um par de taxas (𝑅1, 𝑅2) 
é alcançável se existir um esquema de codificação para o qual a probabilidade de erro de ambos 
os usuários tenda a zero à medida que o comprimento do bloco de código aumente (EL GAMAL 
& KIM, 2011). Como o canal de difusão é um sistema multiusuário, seu limite de comunicação 
é dado por uma região de capacidade, que compreende o “fechamento” (união) do conjunto de 
todas as taxas alcançáveis, caracterizando a troca ideal entre taxas de dados simultaneamente 
alcançáveis (COVER, 1998; HASSIBI & SHARIF, 2007).  
A fim de apresentar um cenário que envolva processos tecnológicos atuais em que 
se torna necessário obter taxas 𝑅1 e 𝑅2 para possibilitar a comunicação eficiente e confiável, 
considera-se o canal de difusão de 2 receptores tal como ilustrado na Figura 2. Neste, as 
mensagens, independentes, de ambos os receptores são codificadas no transmissor e cada 
receptor é responsável por decodificar sua própria mensagem.  
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Figura 2. Exemplo de canal de difusão entre uma antena e dois receptores celulares 
 
Fonte: Adaptado de Hassibi e Sharif (2007, p. 1334). 
 
Em geral, a região de capacidade deste canal não é conhecida e existem limites 
internos e externos que coincidem para vários casos especiais (EL GAMAL & KIM, 2011). 
Limites internos e externos na região de capacidade11 já foram relatados em artigos na 
comunidade científica e, nesta pesquisa, será mostrado que eles propiciam taxas alcançáveis 
que ultrapassam os limites dos procedimentos maximin (transmitir na taxa do receptor mais 
fraco12) e tempo compartilhado (definir proporções de tempo para envio das taxas aos diferentes 
receptores). Além disso, transmitir na taxa do receptor mais forte também não é o esquema mais 
apropriado para a transmissão nesse cenário (COVER, 1972). O primeiro limite interno não 
trivial foi proposto por Cover (1972) em seu artigo seminal, e recebeu o nome de codificação 
de superposição (NAIR et al., 2016).  
Vale também mencionar que o limite interno mais conhecido da região de 
capacidade foi apresentado por Marton (1979), e o limite externo mais conhecido foi alcançado 
por Nair e El Gamal (2006, 2007). A região de capacidade, assim como os limites interno e 
externo serão detalhados e analisados matematicamente nos próximos capítulos desta 
Dissertação. 
Sendo assim, a questão que sintetiza o problema de pesquisa desta Dissertação é: 
“o que é a região de capacidade de canal em canais de difusão e quais suas implicações 
                                                     
11 Para mais detalhes, ver Seção 6.3. 
12 Para mais detalhes, ver Subseção 6.3.1. 
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tecnológicas?”. Nota-se que essa pergunta, de certa forma, é um pouco vaga, haja vista que a 
definição da capacidade de canal, em sua forma geral, ainda é um problema aberto. Longe de 
indicar que se está à busca pela solução de um problema aberto, troca-se, na frase anterior, a 
expressão “o que é a região de capacidade de canal”, pela expressão “o que se pode dizer da 
região de capacidade de canal”. Uma possível solução do problema aberto ainda estaria 
incluída na frase principal e esta continuaria verdadeira. Utilizando-se desta questão como 
direcionador da pesquisa, é primordial ressaltar que o estudo abordará também a revisão e 
leitura de alguns problemas clássicos em Teoria da Informação, com o intuito de proporcionar 
um embasamento teórico e evidenciar o surgimento histórico do conceito associado aos canais 
de difusão. 
Antes de apresentar o objetivo geral e os objetivos específicos da pesquisa, é 
importante apresentar o “objetivo de base” da investigação, que consiste em trabalhar com a 
função de incerteza13 no sentido de Khinchin (1957), mostrando que ela é única com base em 
axiomas pré-estabelecidos14. Desse modo, desloca-se, neste texto, muito mais para uma vertente 
matemática da Teoria da Informação de Shannon (1948) do que para uma vertente intuitiva e 
tecnológica tal como presente em muitos trabalhos voltados aos canais de difusão. Com isso, 
estima-se alicerçar o trabalho nas caracterizações matemáticas de medidas de informação, com 
vistas à elucidação (e possível solução) do problema da “região de capacidade de canal” em 
canais de difusão. 
Portanto, no presente trabalho, o objetivo geral é conduzir uma análise do conceito 
de canais de difusão, destacando sua concepção histórica, os aspectos matemáticos e suas 
implicações tecnológicas em problemas atuais de comunicação. De certa forma, pode-se 
afirmar que a presente pesquisa favorece a conexão dos possíveis fragmentos associados às 
contribuições científicas que circundam este conceito e, desse modo, abre espaço para respostas 
aos problemas abertos. 
Além disso, vale mencionar que o presente trabalho apresenta objetivos específicos, 
que auxiliaram na composição do cenário voltado ao conceito de região de capacidade em 
canais de difusão:  
1. Realizar um levantamento histórico do desenvolvimento de pesquisas sobre 
                                                     
13 A palavra “entropia” em Shannon é a “função de incerteza” neste trabalho. De certa forma, as expressões “função 
de incerteza”, “entropia”, “medida de informação”, “medida de incerteza”, “quantidade de informação” e “entropia 
de comunicação” podem ser entendidas como sinônimos. 
14 Shannon indicou axiomas que possibilitam deduzir sua fórmula de entropia. No entanto, não desenvolveu a 
matemática subjacente à dedução exposta por ele. Khinchin, por sua vez, expõe sua preocupação com a matemática 
subjacente à fórmula de entropia. O objetivo nesse trabalho, é manter o foco em sistemas axiomáticos que deduzem 
a fórmula de entropia de Shannon. 
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canais de difusão e também destacar os períodos em que os artigos foram publicados, o número 
de publicações, as áreas de publicações e as oscilações referentes ao número de publicações; 
2. Identificar os artigos precursores, os principais pesquisadores e suas respectivas 
redes de colaboração científica; 
3. Caracterizar o estado da arte sobre o tema e detectar as principais variações 
(casos de estudo) decorrentes do problema geral de canais de difusão; 
4. Indicar alguns problemas tecnológicos correlatos ao tema, haja vista que eles 
podem funcionar como “motores propulsores” para novos desenvolvimentos matemáticos nessa 
área. 
Com base nos objetivos mencionados, a presente pesquisa apresenta caráter 
exploratório, visto que ela foi desempenhada com o intuito de promover o levantamento tanto 
de informações quanto de indicadores que fossem capazes de propiciar a análise do objeto de 
pesquisa e a elaboração de hipóteses diante do problema proposto. 
Segundo Rahi (2017), a pesquisa exploratória é realizada com a intenção de buscar 
novos “insights” e descobrir o estado de pesquisas que envolvem o assunto de interesse, visto 
que elas também podem ser conduzidas como uma tentativa de elaborar perguntas e avaliar 
fenômenos sob uma nova perspectiva. Esse tipo de pesquisa é geralmente adotado em estágios 
iniciais, em que os conceitos não são suficientemente claros para desenvolver uma definição 
tão assertiva acerca de como a pesquisa será conduzida15. 
A pesquisa exploratória também permite que os principais resultados sejam 
identificados, juntamente com seus respectivos impactos, influências e variabilidade na amostra 
científica (HÉROUX, 2018). Portanto, além de a pesquisa exploratória auxiliar na definição 
dos objetivos da pesquisa, ela desempenha um papel de extrema importância para o uso 
eficiente dos dados obtidos e dos recursos empregados na investigação. 
Dessa forma, realizou-se uma revisão bibliográfica conduzida de maneira 
sistemática a fim de permitir o levantamento de todos os aspectos determinantes relacionados 
ao objeto de pesquisa. Jahan et al. (2016) afirmam que uma revisão bibliográfica é capaz de 
fornecer uma visão importante acerca de um tópico acadêmico específico, visto que ela 
possibilita a identificação de fontes bibliográficas e resultados publicados, permitindo que o 
pesquisador desenvolva uma análise crítica diante das pesquisas levantadas. Além disso, uma 
                                                     
15 Não há ainda como indicar um caminho coeso e direto que resulte na solução de algum problema específico em 
canais de difusão, haja vista que o caso geral de canal de difusão ainda é um problema aberto na literatura científica. 
Por isso, a exploração faz jus à tentativa de obter recursos científicos para, ou resolver o problema, ou deixar 
asserções factíveis para uma abordagem efetiva em um momento futuro. 
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revisão da literatura pode ser argumentativa, integrativa, histórica, metodológica, sistemática 
ou teórica, sendo que tais abordagens devem ser adotadas de forma alinhada com os objetivos 
específicos de pesquisa. 
As revisões sistemáticas podem ser compreendidas como uma revisão das 
evidências que caracterizam uma questão claramente formulada e que usa métodos sistemáticos 
e explícitos para identificar, selecionar e avaliar criticamente pesquisas primárias relevantes, 
além de possibilitar a extração e análise dos dados de estudos incluídos na revisão (WRIGHT 
et al., 2007). De acordo com Robinson e Lowe (2015), os autores que conduzem uma revisão 
sistemática precisam identificar uma ferramenta adequada para a extração de dados diante de 
todo conteúdo disponível na literatura. 
A presente pesquisa também contou com a consolidação de uma análise 
bibliométrica direcionada tanto à obtenção de indicadores de produção científica quanto à 
apuração do mapeamento científico, no que diz respeito aos autores, instituições, países, redes 
de colaboração, fontes de divulgação, citações, áreas de conhecimento e assuntos tratados.  
As análises bibliométricas podem ser aplicadas para acompanhar as tendências de 
desenvolvimento científico, propiciando a identificação de influências nas publicações e 
estimulando a geração de comparações a partir das contribuições proporcionadas por diferentes 
pesquisadores de um determinado campo de pesquisa (YAO et al., 2018).  
A bibliometria vem sendo comumente empregada como um método de análise 
quantitativa de pesquisa científica, na medida em que os dados estatísticos obtidos por meio de 
estudos bibliométricos mensuram a contribuição do conhecimento científico proveniente das 
publicações de uma dada área de conhecimento. Esses dados podem ser utilizados na 
representação das tendências atuais de pesquisa ou na identificação de temas para pesquisas 
futuras, visando uma continuidade e uma expansão do estado da arte (SOARES et al., 2016; SU 
& LEE, 2010). 
Diante de todo esse delineamento estabelecido para a presente Dissertação, na 
Figura 3 exibe-se uma representação esquemática da proposta de pesquisa, elaborada com a 
finalidade de evidenciar o posicionamento e as inter-relações dos três pilares fundamentais do 
trabalho, que são: canal de difusão (objeto de pesquisa), Teoria da Informação (área de 
pesquisa) e análise bibliométrica (principal técnica científica empregada). 
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Figura 3. Representação esquemática da proposta de pesquisa 
 
Fonte: Elaborado pelo autor. 
 
Na Figura 3 destaca-se também a motivação do estudo, que consiste na abordagem 
do problema aberto da região de capacidade do canal de difusão em sua formulação geral (com 
2 ou mais receptores). No entanto, a investigação do problema não foi direcionada apenas às 
suas definições matemáticas, uma vez que foi detalhada uma situação prática cuja concepção 
está diretamente relacionada ao problema broadcast. 
A abordagem de um problema tecnológico atual (“downlink”) constitui um fator 
determinante para justificar a relevância tecnológica do desenvolvimento de pesquisas em 
canais de difusão, dado que tais resultados podem influenciar na solução de problemas situados 
nos mais diversos setores da sociedade, os quais possibilitariam o desenvolvimento de 
pesquisas futuras direcionadas a problemas cada vez mais sofisticados. 
No que diz respeito à organização dos próximos capítulos da Dissertação, eles estão 
estruturados da seguinte forma: no Capítulo 2 abordam-se alguns conceitos-chave de Teoria da 
Informação e a concepção do problema de comunicação ponto a ponto formulado por Shannon 
(1948); no Capítulo 3 apresenta-se a descrição da medida de incerteza (entropia de Shannon) e 
sua implicação na construção da fórmula de capacidade de canal, com foco na introdução ao 
conceito de canais multiusuários; no Capítulo 4 detalham-se os pontos principais da Teoria da 
Informação em Rede, caracteriza-se o canal de duas vias e o canal de acesso múltiplo, e ainda 
apresentam-se algumas considerações iniciais sobre o canal de difusão; no Capítulo 5 expõe-se 
o desenvolvimento histórico e o mapeamento da produção científica sobre broadcast channels; 
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no Capítulo 6 promove-se a análise de alguns casos selecionados de canais de difusão; no 
Capítulo 7 discorre-se sobre uma situação prática que ilustra o problema broadcast e evidencia 
sua relevância tecnológica; e no Capítulo 8 apresentam-se as conclusões do estudo e as 
perspectivas para trabalhos futuros, visando uma possível continuidade da pesquisa exposta 
nesta Dissertação de Mestrado.  
 
1.1. Produções bibliográficas da Dissertação 
 
A seguir, são listadas as produções bibliográficas originadas a partir da condução 
da pesquisa de Mestrado: 
 
 Artigos completos em periódicos: 
 
1. Abreu, P. H. C., & Magossi, J. C. (2019). Canais de difusão em teoria da 
informação: uma análise bibliométrica. Revista de Tecnologia da Informação e Comunicação. 
(Aceito para publicação em 23 de setembro de 2019). 
2. Magossi, J. C., Abreu, P. H. C., Barros, A. C. C., & Paviotti, J. R. (2020). A 
medida de informação de Shannon: entropia. Em processo de submissão. 
 
 Resumos expandidos em anais de congressos: 
 
1. Abreu, P. H. C., & Magossi, J. C. (2019, Setembro). Região de capacidade de 
canal em transmissões com múltiplos receptores: uma análise bibliométrica. Anais do Workshop 
da Pós-graduação da Faculdade de Tecnologia, Limeira, SP, Brasil, 11. (Aceito para 
publicação em 30 de agosto de 2019). 
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2. TEORIA DA INFORMAÇÃO PONTO A PONTO DE SHANNON 
 
O presente capítulo apresenta algumas considerações sobre a influência e a 
relevância do trabalho precursor de Shannon (Seção 2.1), enfatiza a importância de seus 
resultados para a consolidação e o desenvolvimento de uma área de pesquisa tão ampla como a 
Teoria da Informação (Seção 2.2), e ainda expõe uma breve revisão de alguns dos principais 
fundamentos da Teoria da Informação (Seções 2.3 a 2.5). 
 
2.1. A importância e magnitude do trabalho de Claude Elwood Shannon 
 
Ao longo dos anos 1920, H. Nyquist16, em seus artigos “Certain factors affecting 
telegraph speed” de 1924 e “Certain topics in telegraph transmission theory” de 1928, indicou 
algumas inovações na transmissão de dados ao abordar problemas de comunicação voltados a 
aumentar a velocidade dos circuitos telegráficos (NYQUIST, 1924). Em seu artigo clássico de 
1924, Nyquist se referiu ao que era transmitido pelos telegrafistas como inteligência, e sugeriu 
dois fatores que determinavam a “velocidade máxima de transmissão de inteligência17” 
(NYQUIST, 1924, p. 324). Esses fatores eram a forma do sinal (uma onda quadrada foi 
considerada superior a uma onda senoidal) e a escolha do código usado para representar a 
inteligência. Seu artigo de 1928 busca conectar os resultados existentes em estudos teóricos 
sobre sistemas de telégrafo (NYQUIST, 1928). 
Usando a velocidade máxima da telegrafia em código Morse como ponto de partida, 
Nyquist determinou que a velocidade máxima da transmissão de inteligência é proporcional ao 
logaritmo do número de símbolos que precisam ser representados. Nyquist também foi o 
primeiro a diferenciar velocidade de transmissão de sinal, letra e mensagem, além de mostrar 
as relações entre velocidade de sinal e largura de banda (SEISING, 2009). 
Além disso, R. V. L. Hartley18 já havia argumentado em 1928, que o conteúdo da 
                                                     
16 Harry Nyquist (nascido Harry Theodor Nyqvist; 7 de fevereiro de 1889 – 4 de abril de 1976) foi um físico e 
engenheiro elétrico estadunidense nascido na Suécia. Foi um pioneiro da Teoria Matemática da Comunicação, 
dado que seus estudos produziram resultados fundamentais para o entendimento das comunicações modernas e 
engenharia de controle (BEAULIEU, 2002). 
17 Por velocidade de transmissão de inteligência, entende-se o número de caracteres, representando diferentes 
letras, figuras etc., que podem ser transmitidos num dado intervalo de tempo, assumindo que o circuito transmite 
um dado número de elementos de sinal por unidade de tempo (NYQUIST, 1924). Portanto, entende-se que 
“inteligência” era o nome dado por Nyquist à “informação”. 
18 Ralph Vinton Lyon Hartley (30 de novembro de 1888 – 1 de maio de 1970) foi um engenheiro elétrico 
estadunidense, que inventou o Oscilador Hartley e a Transformada de Hartley, além de contribuir com os 
fundamentos da Teoria da Informação, reconhecendo de maneira clara certos aspectos essenciais da informação 
(MASSEY, 1998). 
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informação deveria depender diretamente do logaritmo da probabilidade da mensagem 
correspondente (MASSEY, 1984; PRICE, 1984).  
No começo de seu artigo seminal, Shannon (1948) reconhece os trabalhos feitos 
antes dele, por pioneiros como Nyquist e Hartley que, de certa forma, pertencem aos primórdios 
da moderna Teoria da Informação. Embora sua influência tenha sido profunda, o trabalho 
daqueles pioneiros foi limitado e focado em suas próprias aplicações particulares. Foi a visão 
unificadora de Shannon que revolucionou a comunicação e gerou uma “infinidade” de 
pesquisas na área de comunicação, caracterizando o campo da Teoria da Informação.  
Vale mencionar, que a formulação de Shannon difere da abordagem de N. Wiener19 
na natureza do sinal transmitido e no tipo de decisão tomada no receptor. No modelo de Wiener, 
um sinal aleatório deve ser comunicado diretamente pelo canal, já que a etapa de codificação 
está ausente. Além disso, o modelo de canal é essencialmente fixo. O canal é geralmente 
considerado como um dispositivo que adiciona ao sinal de entrada um “ruído” gerado 
aleatoriamente. O “decodificador”, neste caso, opera no sinal recebido para produzir uma 
estimativa de alguma propriedade da entrada. O problema de implementar um decodificador 
ótimo é central na teoria de Wiener (ASH, 1965). 
A fim de proporcionar uma representação acerca da relevância da teoria de 
Shannon, Massey (1984) afirma que a Teoria da Informação de Shannon é a base científica das 
comunicações, no mesmo sentido em que a teoria heliocêntrica de Copérnico é a base científica 
da astronomia. Os resultados de Shannon foram precursores e possibilitaram o desenvolvimento 
de pesquisas cada vez mais inovadoras no campo da comunicação. 
Os resultados expostos por Shannon (1948) atraíram a atenção de Warren Weaver, 
que esperava contribuir para que a teoria de Shannon fosse conhecida pelo maior número 
possível de pesquisadores, indo além do escopo de um periódico especializado. No ano 
seguinte, em 1949, republica-se o artigo de Shannon como um livro20, precedido por uma 
apresentação introdutória de Weaver. Nesta ocasião, o texto de Shannon apresenta algumas 
correções e referências atualizadas. Todavia, a alteração mais importante diz respeito ao título 
do trabalho, haja vista que o artigo “A mathematical theory of communication” (Uma teoria 
matemática da comunicação) tornou-se o livro “The mathematical theory of communication” 
(A teoria matemática da comunicação). Ademais, o capítulo inicial de Weaver “Recent 
                                                     
19 Norbert Wiener (26 de novembro de 1894 – 18 de março de 1964) foi um matemático e filósofo estadunidense. 
É considerado o criador da cibernética, sendo que seu papel não foi apenas o de um inovador, mas também o de 
um sintetizador, unificador e popularizador (LEVINSON, 1966). 
20 Shannon, C. E., & Weaver, W. (1949). The mathematical theory of communication. Urbana, IL: The University 
of Illinois Press. 
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contributions to the mathematical theory of communication”, cuja versão condensada é 
publicada no mesmo ano, no periódico Scientific American21, é uma das muitas contribuições 
para a disseminação da teoria ao público em geral (SHANNON & WEAVER, 2018). 
Nos períodos anteriores a Shannon, não existia uma definição de informação que 
possibilitasse o entendimento desse termo em um sistema técnico (GAPPMAIR, 1999). Os 
critérios para o design de esquemas de transmissão (analógicos) eram, de certa forma, a relação 
sinal-ruído (RSR; em inglês: signal-to-noise ratio – SNR) e a largura de banda necessária; 
termos como “entropia22” ou “capacidade de canal23” não eram conhecidos pelos estudiosos da 
época. Foi Shannon, com sua notável contribuição, que criou as condições necessárias para a 
consolidação de uma Teoria Geral da Informação (SLOANE & WYNER, 1993). 
As “sementes” que, após a “fertilização”, produziriam a era moderna da 
comunicação digital estavam todas presentes em seu artigo clássico. Nos anos seguintes, 
Shannon continuou a desempenhar um papel crítico, tanto na generalização de sua teoria quanto 
em seu aprofundamento matemático. Os documentos originais eram, em certo sentido, um 
esboço extenso, apresentando todos os principais resultados e ferramentas, mas não incluíam 
muitos refinamentos posteriores que melhoraram a teoria conceitualmente e a adaptaram para 
aplicações (GALLAGER, 2001). 
Ao mesmo tempo em que os resultados de Shannon impactavam fortemente no 
surgimento da Era da Informação, o IEEE fundou a Information Theory Society (ITSOC), que 
carrega a “tocha” das ideias de Shannon e continua a empurrar as fronteiras dos fundamentos 
essenciais da teoria e das tecnologias de comunicação em geral (EPHREMIDES, 2009).  
Diante de um sucesso imediato por parte de engenheiros da comunicação, o próprio 
Shannon escreveu o artigo intitulado “The bandwagon”, publicado no periódico IRE 
Transactions on Information Theory em 195624, onde ele tenta mitigar o entusiasmo por seu 
trabalho clássico publicado oito anos antes, ao afirmar que: “embora essa onda de popularidade 
seja certamente agradável e excitante para aqueles de nós que trabalhamos no campo, ela 
carrega ao mesmo tempo um elemento de perigo25” (SHANNON, 1956a, p. 3).  
                                                     
21 Weaver, W. (1949). The mathematics of communication. Scientific American, 181(1), 11-15. 
22 Diga-se, entropia como medida de informação. Entropia no contexto da termodinâmica já era conhecida na área 
da Física, visto que esse termo foi introduzido por Clausius (1865). 
23 Vale mencionar, que Hartley (1928) desenvolveu uma maneira de quantificar informações e sua taxa de linha 
(também conhecida como taxa de sinalização de dados em 𝑅 bits por segundo). Esse método, comumente referido 
como lei de Hartley, pode ser compreendido como um precursor determinante para a sofisticada capacidade de 
canal de Shannon (RIOUL & MAGOSSI, 2014). 
24 Shannon, C. E. (1956). The bandwagon. IRE Transactions on Information Theory, 2(3), 3. 
25 Aqui, Shannon se refere ao uso indiscriminado, sem consistência, de ideias da Teoria da Informação que foram 
apresentadas em seu artigo clássico. 
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Além disso, Shannon (1956a) ainda afirma que, embora a Teoria da Informação 
seja, de fato uma ferramenta valiosa para a construção de insights fundamentais sobre a natureza 
dos problemas de comunicação, os mesmos continuarão crescendo em importância e, por isso, 
ela não deve ser compreendida como um “remédio para todos os males” pelos engenheiros de 
comunicação. 
Vale ressaltar, que muitos encontraram limitações da Teoria da Informação de 
Shannon (WANG, 2009), especialmente quando ela foi aplicada fora de áreas técnicas. Como 
resultado, outras direções foram sugeridas na Ciência da Informação (BURGIN, 2003). Floridi 
(2010) identifica cinco tipos diferentes de informação: matemática, semântica, física, biológica 
e econômica. A primeira tem sido central para a teoria desenvolvida por Shannon (1948), e a 
segunda apresenta maior interesse para os filósofos, embora a relação entre as duas esteja longe 
de ser clara.  
Segundo Wang et al. (2012), a maioria das limitações da Teoria da Informação está 
enraizada na negligência da incerteza onipresente dos objetos sobre o sistema de informação, 
como a incerteza do modelo, parâmetros, algoritmos, funções, participante e processo. Pode-se 
simplificar o problema de informação usando determinado objeto para substituir objetos 
incertos, isso é muito benéfico para a pesquisa e pode transformar os problemas de realidade 
em modelo matemático para ser processado pelo método matemático, mas isso impõe 
limitações e restringe a liberdade de problemas. 
Entretanto, hoje não há nenhuma medida de informação que se encaixe tão bem em 
modelos de comunicação que não a entropia de Shannon (STONE, 2015).  
 
2.2. Teoria da Informação: uma visão panorâmica 
 
Shannon (1948) foi influenciado pelos trabalhos anteriores de Nyquist (1924) e 
Hartley (1928) sobre as questões que afetavam a comunicação de mensagens na telegrafia, tanto 
que ele reconhece os trabalhos feitos por esses autores em seu artigo seminal. De acordo com 
Pierce (1961), Nyquist mostrou que o número de valores atuais distintos que podem ser 
enviados através de um circuito por segundo, é o dobro da faixa total ou largura de banda das 
frequências usadas. Assim, a taxa na qual as letras do texto podem ser transmitidas é 
proporcional à largura da banda. Nyquist e Hartley também mostraram que a taxa na qual as 
letras do texto podem ser transmitidas é proporcional ao logaritmo do número de valores atuais 
usados. 
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Pierce (1961) complementa, afirmando que uma teoria completa da comunicação 
exigia outras ferramentas matemáticas e novas ideias. Estas, por sua vez, estão relacionadas ao 
trabalho feito por Kolmogoroff e Wiener, que resolveram o problema de um sinal desconhecido, 
de um dado tipo, perturbado pela adição de ruído. 
No início da década de 1940, pensava-se ser impossível enviar informações a uma 
taxa positiva com probabilidade insignificante de erro. Shannon surpreendeu a comunidade da 
Teoria da Comunicação, provando que a probabilidade de erro poderia ser quase zero para todas 
as taxas de comunicação abaixo da capacidade do canal. A capacidade pode ser calculada 
simplesmente a partir das características de ruído do canal. Shannon argumentou ainda que 
processos aleatórios, como música e fala, têm uma complexidade irredutível abaixo da qual o 
sinal não pode ser comprimido (COVER & THOMAS, 2006). Além disso, é importante 
mencionar que o teorema fundamental de Shannon26 (ou teorema fundamental da Teoria da 
Informação) foi a motivação inicial para os trabalhos desenvolvidos na área de códigos e 
correção de erros (PETERSON & MASSEY, 1963). 
Segundo Cover e Thomas (2006, p. 1), a Teoria da Informação responde a duas 
questões fundamentais na Teoria da Comunicação: “qual é a melhor compressão de dados 
possível de ser alcançada? (resposta: a entropia27 𝐻), e qual é a taxa máxima de transmissão na 
comunicação? (resposta: a capacidade de canal 𝐶)28”.  
Se o número de mensagens no conjunto for finito, esse número ou qualquer função 
desse número pode ser considerada uma medida da informação produzida quando uma 
mensagem é escolhida do conjunto, sendo todas as opções equiprováveis. Como foi apontado 
por Hartley (1928), a escolha mais natural é a função logarítmica. Embora essa definição deva 
ser generalizada quando se considera a influência das estatísticas da mensagem e quando se 
dispõe de um intervalo contínuo de mensagens, em todos os casos utiliza-se uma medida 
essencialmente logarítmica (SHANNON, 1948). 
Se a base 2 for usada para o logaritmo, as unidades resultantes podem ser chamadas 
                                                     
26 Trecho original (em inglês): “It is possible to send information at the rate 𝐶 through the channel with as small 
a frequency of errors or equivocation as desired by proper encoding” (SHANNON, 1948, p. 410). 
27 A noção de entropia está diretamente relacionada com a definição e utilização de técnicas de codificação. O 
objetivo é desenvolver codificações que possibilitem que a taxa de transmissão se aproxime do valor da capacidade 
de canal. A eficiência de um esquema de codificação é dada pela fórmula 
𝐻(𝑋)
?̅?
, onde ?̅? denota o tamanho médio 
(em número de caracteres) dos códigos transmitidos pelo canal (à medida que essa razão se aproxima de 1 ou 
100%, “mais eficiente” será o esquema de codificação analisado). Logo, o uso de técnicas cada vez mais eficientes 
é fundamental para se alcançar taxas de transmissão que não excedam a capacidade de canal. 
28 Trecho original (em inglês): “Information theory answers two fundamental questions in communication theory: 
what is the ultimate data compression (answer: the entropy 𝐻), and what is the ultimate transmission rate of 
communication (answer: the channel capacity 𝐶)”. 
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de dígitos binários ou, mais comumente, de bits. As funções logarítmicas serão assumidas com 
base 2 para todas as fórmulas e casos tratados no presente trabalho, a menos que seja 
especificado o contrário. 
 
2.3. Sistema de comunicação 
 
Segundo Moser e Chen (2012), sistemas dedicados à comunicação ou 
armazenamento de informações são comuns na vida cotidiana. De um modo geral, um sistema 
de comunicação é um sistema que envia informações de um lugar para outro. Exemplos incluem 
redes telefônicas, redes de computadores, radiodifusão de áudio/vídeo etc. Unidades de disco 
magnético e óptico, CDs, DVDs, pen drives são sistemas de armazenamento com possibilidades 
de recuperação de informações. Em certo sentido, tais sistemas podem ser considerados 
sistemas de comunicação, visto que transmitem informação de um dispositivo para outro. 
Na Figura 4 apresenta-se um sistema geral de comunicação (modelo de Shannon), 
cujos elementos e componentes são fundamentais para o desenvolvimento da presente pesquisa. 
 
Figura 4. Representação de um sistema geral de comunicação 
 
Fonte: Elaborado pelo autor a partir de Shannon (1948, p. 381). 
 
De acordo com Shannon (1948), um sistema de comunicação conforme ilustrado 
na Figura 4, consiste essencialmente de cinco partes: 
1. Fonte de informação: produz uma mensagem ou sequência de mensagens a 
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serem transmitidas ao terminal de recepção. A mensagem pode ser de vários tipos, tais como: 
uma sequência de letras como no caso do telégrafo, uma única função de tempo, 𝑓(𝑡), como 
nas transmissões de rádio ou telefonia, variáveis como na televisão preto e branco, entre outros. 
2. Transmissor: opera na mensagem de alguma forma para produzir um sinal 
adequado para transmissão através do canal. No caso da telefonia, a operação consiste em 
transformar sons em variações da corrente elétrica. Na telegrafia, existe uma operação de 
codificação que produz uma sequência de pontos, traços e espaços correspondentes à mensagem 
no canal. 
3. Canal: o meio usado para transmitir o sinal do transmissor para o receptor. Pode 
ser um par de fios, um cabo coaxial, uma banda de frequências de rádio, um feixe de luz, entre 
outros. 
4. Receptor: normalmente age no sinal recebido executando a operação inversa que 
foi executada pelo transmissor, isto é, reconstrói o sinal da mensagem. 
5. Destino: pessoa, máquina ou qualquer elemento para quem a mensagem é 
destinada. 
De acordo com Timpson (2004), um sistema de comunicação deve ser capaz de 
lidar com qualquer mensagem possível produzida (uma sequência de símbolos selecionados na 
fonte ou alguma forma de onda variável), portanto, é bastante irrelevante se o que é realmente 
transmitido tem algum significado ou não, ou se o que é selecionado na fonte pode transferir 
qualquer coisa para alguém no lado receptor, haja vista que se busca por melhorias no quesito 
técnicas. O conjunto final, produto tecnológico obtido dessas técnicas, é relevante para a 
sociedade. 
Pode-se acrescentar que Shannon subestima seu caso geral: na maioria das 
aplicações da Teoria da Comunicação, talvez as mensagens em questão não tenham significado. 
Por exemplo, no caso simples de uma linha telefônica, o que é transmitido não é o que é dito 
no telefone, mas um sinal analógico que registra as ondas sonoras feitas pelo alto-falante, sendo 
este sinal analógico transmitido digitalmente após uma codificação (TIMPSON, 2004). 
 
2.4. Informação 
 
Para Burgin (2003), desde o início do desenvolvimento da Teoria da Informação, 
sabia-se mais “como medir” informação do que propriamente “o que seja” uma informação. 
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Hartley e Shannon deram fórmulas eficazes para medir a quantidade de informação. 
O conceito de informação é mais básico dentro da Teoria da Informação. No 
entanto, formas e tipos de informação e suas representações teóricas formam uma extensa 
diversidade de fenômenos, conceitos, fórmulas e ideias. Isso inspirou muitos pesquisadores a 
argumentar que é impossível desenvolver uma definição unificada de informação (BELKIN, 
1978). Seria difícil acreditar que um único conceito de informação explicasse satisfatoriamente 
as inúmeras aplicações possíveis do campo geral da Teoria da Informação (BELKIN & 
ROBERTSON, 1976; SLOANE & WYNER, 1993). 
Frequentemente, as mensagens possuem significado, ou seja, elas se referem ou são 
correlacionadas a algum sistema com certas entidades físicas ou conceituais. Esses aspectos 
semânticos da comunicação são, segundo Shannon, irrelevantes para o problema de engenharia. 
O aspecto significativo é que a mensagem real é aquela selecionada de um conjunto de 
mensagens possíveis (SHANNON, 1948). Para Shannon, “informação” é o resultado de um 
experimento após a eliminação da quantidade de incerteza nele presente. Quanto mais incerteza 
for “medida” numa mensagem a ser transmitida, mais informação ela pode produzir na recepção 
da mensagem.  
Corominas-Murtra et al. (2014) destacam que a informação tem sido tratada por 
teóricos desde o trabalho seminal de Shannon (1948) como uma classe de objetos estatísticos 
que medem correlações entre conjuntos de símbolos, enquanto o significado está 
inevitavelmente ligado a algum tipo de resposta funcional com consequências para a adequação 
dos agentes de comunicação.  
Portanto, nesta teoria, a informação não se refere ao significado de uma mensagem, 
mas sim ao grau em que a mensagem reduz a incerteza sobre o estado do emissor ou do mundo 
ao seu redor (AHLSWEDE, 2008; MILLER, 1953). Deste modo, a informação não se relaciona 
tanto com o que é dito, mas sim com o que poderia ser dito, com sua incerteza. Logo, pode-se 
compreender a informação como uma medida da liberdade de escolha na seleção de uma 
mensagem (JACOBS, 2014; LEE et al., 2006; SHANNON, 1948).  
Existem duas maneiras de abordar a noção de informação contida em uma 
mensagem. A primeira consiste em visualizar e capturar o quanto a mensagem reduz a incerteza 
sobre algo. A segunda abordagem baseia-se em perguntar por quanto tempo uma mensagem 
deve ser enviada para transmitir uma determinada informação. Neste caso, é a duração 
necessária para a mensagem que nos diz quanta informação se quer transmitir. Essas duas 
abordagens, embora pareçam distintas, são na verdade a mesma coisa, apesar da segunda definir 
uma medida única para a informação de maneira inequívoca (JACOBS, 2014). 
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A informação é medida em bits, e um bit de informação permite a escolha entre 
duas alternativas igualmente prováveis (PIERCE, 1980; STONE, 2015). Shannon e Weaver 
(1975) apontam a vantagem prática do bit em razão da tecnologia da época, haja vista que um 
bit pode determinar se um relé está aberto ou fechado; da mesma forma, um bit pode indicar se 
um telégrafo emitiu um bip curto ou longo. Com o advento de novas tecnologias, pode-se 
manifestar os bits através de sequências de 0’s e 1’s, que compõem a informação digital 
(independentemente da natureza do arquivo: texto, som, vídeo etc.). 
De acordo com Shannon (1948), se alguém é confrontado com uma situação muito 
elementar, em que deve escolher uma de duas mensagens alternativas, então é arbitrariamente 
dito que a informação, associada a esta situação, é a unidade. No entanto, é enganoso (embora 
muitas vezes conveniente) dizer que uma ou outra mensagem transmita uma unidade (1 bit) de 
informação. O conceito de informação não se aplica às mensagens individuais (como seria o 
caso do conceito de significado), mas sim à situação como um todo.  
A justificativa para a utilização desta unidade de medida é intuitiva. A maioria das 
pessoas acha que reduzir 100 alternativas para 99 é menos útil do que reduzir duas alternativas 
para uma. É intuitivamente mais atraente usar uma razão, ou proporção, para sua eliminação. A 
quantidade de informação depende da fração das alternativas que são eliminadas, e não do 
número absoluto (MILLER, 1953). Dessa forma, para transmitir a mesma quantidade de 
informação, as 100 alternativas devem ser reduzidas pela mesma fração das duas alternativas, 
ou seja, de 100 para 50. Toda vez que o número de alternativas é reduzido à metade, uma 
unidade de informação é obtida. 
A observação chave de que a fonte de informação deve ser modelada como um 
processo aleatório se torna fundamental para o desenvolvimento da Teoria da Informação 
(VERDÚ, 1998). Segundo Shannon (1948), pode-se pensar em uma fonte discreta como uma 
geradora de mensagens em inglês, caractere por caractere. Neste caso, ela escolherá caracteres 
sucessivos de acordo com certas probabilidades, dependendo, em geral, das escolhas 
precedentes, bem como dos caracteres particulares em questão (esse problema é detalhado em 
Shannon (1948, p. 385-389)).  
 
2.5. Ruído 
 
Para um canal de comunicação, a entrada e a saída devem estar relacionadas, mas 
não são necessariamente idênticas. A entrada pode ser alterada de formas distintas no processo 
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de transmissão (MILLER, 1953). Em geral, a comunicação não pode ser realizada com total 
confiabilidade devido ao efeito do ruído, que configura qualquer interferência no canal e que 
pode gerar erros na transmissão (ASH, 1965).  
Segundo Goldstine (1961), a teoria de Shannon se preocupa principalmente com os 
problemas da engenharia de comunicações que surgem naturalmente na transmissão de 
informações através dos canais e, em particular, dos que apresentam ruído, ou seja, àqueles em 
que não é certo que as informações recebidas sejam idênticas àquelas transmitidas.  
É evidente que uma grande quantidade de circuitos ou canais de comunicação são 
imperfeitos (PIERCE, 1961). Há, no entanto, um desenvolvimento contínuo de pesquisas acerca 
do ruído, envolvendo questões relativas principalmente à detecção, estimativa, filtragem e 
previsão em sistemas de comunicação específicos (SLEPIAN, 1963).  
De acordo com Pierce (1961), quando o receptor recebe uma mensagem por um 
canal ruidoso, “ele conhece” a mensagem que recebeu, mas não pode ter certeza sobre qual 
mensagem foi transmitida. Assim, a incerteza quanto à mensagem que o emissor escolhe não 
está completamente eliminada com o recebimento, por parte do receptor, da referida mensagem. 
A incerteza restante pode ser expressa em função da probabilidade de um símbolo recebido ser 
diferente do símbolo transmitido. 
Durante a transmissão, ou no terminal de recepção, o sinal pode ser perturbado por 
ruído ou distorção. O ruído e a distorção podem ser diferenciados com base no fato de que a 
distorção é uma operação fixa aplicada ao sinal, enquanto o ruído envolve perturbações 
estatísticas e também perturbações imprevisíveis. A distorção pode, em princípio, ser corrigida 
aplicando a operação inversa, enquanto uma perturbação devido ao ruído não pode ser sempre 
removida, uma vez que o sinal nem sempre sofre a mesma alteração durante a transmissão 
(SHANNON, 1949). 
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3. FUNÇÃO DE INCERTEZA 
 
No presente capítulo, exibe-se uma caracterização da incerteza encontrada no 
processo de comunicação, objetivando-se a evidenciação de uma medida de informação capaz 
de “medir” essa incerteza (Seção 3.1). Ademais, apresentam-se as igualdades e desigualdades 
identificáveis mediante algumas propriedades da função de incerteza (Seção 3.2), destaca-se 
uma breve caracterização da construção de códigos e dos processos que envolvem a codificação 
de canal (Seção 3.3), expõem-se as definições matemáticas da capacidade de canal em 
transmissões ponto a ponto (Seção 3.4), e apresenta-se uma breve caracterização da transmissão 
de informação através de canais multiusuários e os modelos de comunicação disponíveis na 
literatura (Seção 3.5).  
 
3.1. Uma medida de informação 
 
A medição é um método chave para se obter informações do mundo real, 
contribuindo para que seja amplamente utilizada na vida humana (KONG et al., 2019). Um dos 
núcleos de todas as medições é o problema da incerteza (FINKELSTEIN & MORAWSKI, 
2003; MARI & MORAWSKI, 2007). Nem sempre é possível indicar, grosso modo, uma 
“régua” capaz de elaborar medidas. Há situações em que o objeto medido interage com o objeto 
que mede, gerando, de certa forma, uma perspectiva de incerteza. Como o zero absoluto é 
impossível de ser alcançado e o objeto medido sempre interage com o mundo externo, não é 
possível propor um ambiente de medição padrão absoluto (KONG et al., 2019).  
Isto faz com que o mensurando seja essencialmente um processo aleatório ou uma 
sequência aleatória (GRAY, 1990). Se o mensurando é estacionário, ele pode ser tratado como 
uma variável aleatória dentro de um curto período de medição. Após a medição eficaz, a 
incerteza do mensurando é reduzida em comparação com a incerteza antes da medição. 
Portanto, a medição é um processo de redução de incerteza, e sua essência baseia-se na 
aquisição de informação (KONG et al., 2019).  
Diante desse cenário, pode-se esclarecer como decorre a construção de uma medida 
matemática da informação transmitida por uma mensagem. Como um exemplo preliminar, 
supõe-se que uma variável aleatória 𝑋 assume os valores 1, 2, 3, 4, 5 e 6, com a mesma 
probabilidade. Pergunta-se: quanta informação é transmitida sobre o valor de 𝑋 pela afirmação 
de que 2 ≤ 𝑋 ≤ 3? Originalmente, se for realizada uma tentativa de se adivinhar o valor de 𝑋, 
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tem-se 
 1 
6
 de probabilidade de acerto. No entanto, ao saber que 𝑋 é 2 ou 3, tem-se uma 
probabilidade maior de adivinhar a resposta correta. Em outras palavras, há menos incerteza 
sobre a segunda situação. Ao ser informado de que 2 ≤ 𝑋 ≤ 3, reduz-se a incerteza sobre o 
valor real de 𝑋. Assim, nota-se que, ao definir a noção de incerteza, pode-se medir com precisão 
a transferência de informação, conforme encontra-se em Ash (1965, p. 4).  
Por isso, deve-se tomar muito cuidado para não confundir “incerteza” com 
“informação”, visto que são dois conceitos distintos na essência. Ademais, é preciso ter em 
mente que “uma medida apropriada de informação precisa levar em conta as probabilidades dos 
vários eventos possíveis” (MOSER & CHEN, 2012, p. 88). 
A utilidade da medida de incerteza proposta por Shannon, denominada de entropia, 
reside na sua significância operacional na construção de códigos. Por meio do uso de uma noção 
apropriada de incerteza, pode-se definir a informação transmitida através de um canal e 
estabelecer a existência de sistemas de codificação que permitam transmitir a qualquer taxa 
menor do que a capacidade do canal (ASH, 1965). Desde que Shannon propôs o conceito de 
entropia como uma medida de informação e incerteza de uma variável aleatória, a Teoria da 
Informação, sob essa ótica, tem sido aplicada para medição em diversos contextos (WOSCHNI, 
1988). 
Segundo Khinchin (1957), o conceito de entropia na teoria da probabilidade é um 
conceito que evoluiu com o passar do tempo, a partir de novas necessidades práticas que foram 
se originando. Este conceito, na comunicação, surgiu pela primeira vez na tentativa de criar um 
modelo teórico para a transmissão de informações, abrangendo uma variedade de tipos de 
processos de comunicação. No entanto, no início, o conceito foi introduzido em íntima 
associação a certos aparatos de transmissão; tanto que seu significado teórico geral, suas 
propriedades, e a natureza geral de sua aplicação prática foram apenas gradualmente 
percebidos.  
Ademais, Khinchin (1957, p. 2) complementa que “não há dúvidas de que, nos 
próximos anos, o estudo da entropia se tornará uma parte permanente da teoria da 
probabilidade”. Contudo, Khinchin afirma que o tratamento de Shannon “nem sempre é 
suficientemente completo e matematicamente correto” (KHINCHIN, 1957, p. 2). 
De acordo com Reza (1961), considera-se o espaço amostral Ω de eventos 
pertencentes a um experimento aleatório. Em seguida, particiona-se o espaço amostral em um 
número finito de eventos mutuamente exclusivos, cujas probabilidades são assumidas como 
sendo conhecidas. O conjunto de todos os eventos em questão, pode ser designado como uma 
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matriz de linha (row matrix) 𝑋 e as probabilidades correspondentes como outra matriz de linha 
𝑃. 
 
 
𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛),          ⋃𝑥𝑖 = 𝑈
𝑛
𝑖=1
, 
 
(3.1) 
 
 
𝑃 = (𝑝1, 𝑝2, … , 𝑝𝑛),          ∑𝑝𝑖 = 1
𝑛
𝑖=1
. 
 
(3.2) 
 
As Equações (3.1) e (3.2) contêm todas as informações necessárias sobre o espaço 
de probabilidades, que é chamado de esquema finito completo. 
De um modo geral, 𝑋 assume um número finito de valores possíveis 𝑥1, 𝑥2, … , 𝑥𝑛, 
com probabilidades 𝑝1, 𝑝2, … , 𝑝𝑛, respectivamente. Assume-se que todo 𝑝𝑖 é estritamente maior 
que zero. Além disso, ∑ 𝑝𝑖 = 1
𝑛
𝑖=1 . 
 
 𝑋 = (
𝑥1
𝑝1
  
𝑥2
𝑝2
 …  
𝑥𝑛
𝑝𝑛
). (3.3) 
 
Khinchin (1957, p. 2-3) destaca alguns exemplos que evidenciam a noção de 
variação de incerteza em experimentos com distribuições de probabilidades distintas. 
No caso do lançamento de um dado, por exemplo, designando-se a ocorrência das 
faces por 𝑥𝑖 (1 ≤ 𝑖 ≤ 6), tem-se o seguinte esquema finito: 
 
 
𝑋 = (
𝑥1
 1 
6
  
𝑥2
 1 
6
  
𝑥3
 1 
6
  
𝑥4
 1 
6
  
𝑥5
 1 
6
  
𝑥6
 1 
6
). 
 
(3.4) 
 
Todo esquema finito descreve um estado de incerteza. Supõe-se um experimento, 
cujo resultado deve ser um dos eventos, e conhece-se apenas as probabilidades associadas a 
seus possíveis resultados. Pode parecer óbvio que a quantidade de incerteza é diferente em 
esquemas distintos. Assim, nas duas alternativas a seguir: 
 
 𝑋 = (
𝑥1
0,5  
𝑥2
0,5)           𝑋 = (
𝑥1
0,99  
𝑥2
0,01), 
(3.5) 
 
existe uma noção intuitiva de que o primeiro caso é muito mais incerto do que o segundo; dado 
que, no segundo caso, o resultado do experimento será “quase certamente” 𝑥1, enquanto no 
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primeiro caso, naturalmente torna-se mais difícil fazer quaisquer previsões. 
Ainda, pode-se mencionar que o esquema: 
 
 𝑋 = (
𝑥1
0,3  
𝑥2
0,7), 
(3.6) 
 
representa uma quantidade de incerteza intermediária quando comparado aos dois casos 
anteriores. 
Para justificar a existência matemática da fórmula 𝐻 de entropia de Shannon, segue-
se o exposto em Ash (1965). Considera-se primeiramente a função ℎ definida no intervalo (0,1]; 
ℎ(𝑝) será interpretada como a incerteza associada a um evento com probabilidade 𝑝. Se o 
evento {𝑋 = 𝑥𝑖} tiver probabilidade 𝑝𝑖, diz-se que ℎ(𝑝𝑖) é a incerteza associada ao evento 
{𝑋 = 𝑥𝑖}, ou a incerteza removida (ou ainda, a informação transmitida), revelando que 𝑋 
assumiu o valor 𝑥𝑖 na realização de um experimento (ASH, 1965). 
Ainda segundo Ash (1965), para cada 𝑛, define-se uma função 𝐻𝑛 de 𝑛 variáveis 
𝑝1, … , 𝑝𝑛 (restringe-se o domínio de 𝐻𝑛 exigindo-se que todo 𝑝𝑖 > 0 e ∑ 𝑝𝑖 = 1
𝑛
𝑖=1 ). A função 
𝐻𝑛(𝑝1, … , 𝑝𝑛) deve ser interpretada como a incerteza média
29 associada aos eventos {𝑋 = 𝑥𝑖}; 
especificamente, exige-se que 𝐻𝑛(𝑝1, … , 𝑝𝑛) = ∑ 𝑝𝑖ℎ(𝑝𝑖)
𝑛
𝑖=1 . Assim, 𝐻(𝑝1, … , 𝑝𝑛) é a 
incerteza média removida, ou “incerteza de 𝑋”. 
Denota-se por 𝑓(𝑛) a incerteza média associada a 𝑛 resultados equiprováveis, ou 
seja, 𝑓(𝑛) = 𝐻(𝑝1, … , 𝑝𝑛), em que 𝑝𝑖 =
 1 
𝑛
 para 𝑖 = 1, 2, … , 𝑛. Por exemplo, 𝑓(2) é a incerteza 
associada ao lançamento de uma moeda honesta, enquanto 𝑓(12 × 106) é a incerteza associada 
à escolha aleatória de uma pessoa na cidade de São Paulo. Espera-se que a incerteza da última 
situação seja maior do que a da primeira. Na sequência considera-se um experimento 
envolvendo duas variáveis aleatórias independentes 𝑋 e 𝑌, com valores equiprováveis 
𝑥1, 𝑥2, … , 𝑥𝑛 e 𝑦1, 𝑦2, … , 𝑦𝑚, respectivamente. Assim, o experimento conjunto envolvendo 𝑋 e 
𝑌, tem 𝑛𝑚 resultados igualmente prováveis e, portanto, a incerteza média do experimento 
conjunto é 𝑓(𝑛𝑚). Se o valor de 𝑋 é revelado, a incerteza média sobre 𝑌 não deve ser afetada, 
por causa da independência de 𝑋 e 𝑌. Portanto, espera-se que a incerteza média conjunta 
associada a 𝑋 e 𝑌, menos a incerteza média removida ao revelar-se o valor de 𝑋, produza a 
incerteza média associada a 𝑌 (ASH, 1965).  
Na caracterização axiomática de Ash (1965, p. 8-11) para a medida de incerteza, 
                                                     
29 Por simplicidade, escreve-se 𝐻𝑛(𝑝1, … , 𝑝𝑛) como 𝐻(𝑝1, … , 𝑝𝑛) ou como 𝐻(𝑋). 
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assume-se as seguintes quatro condições como axiomas: 
 
1. 𝐻 (
 1 
𝑛
,
 1 
𝑛
, … ,
 1 
𝑛
) = 𝑓(𝑛) é uma função monotonamente crescente de 𝑛 para 𝑛 ∈
ℕ∗. 
 
2. 𝑓(𝑛𝑚) = 𝑓(𝑛) + 𝑓(𝑚) para 𝑛,𝑚 ∈ ℕ∗. 
 
3. 𝐻(𝑝1, … , 𝑝𝑛) = 𝐻(𝑝1 + ⋯+ 𝑝𝑟 , 𝑝𝑟+1 + ⋯+ 𝑝𝑛) 
 
 
+(𝑝1 + ⋯+ 𝑝𝑟)𝐻 (
𝑝1
∑ 𝑝𝑖
𝑟
𝑖=1
, … ,
𝑝𝑟
∑ 𝑝𝑖
𝑟
𝑖=1
) 
 
 
 
+(𝑝𝑟+1 + ⋯+ 𝑝𝑛)𝐻 (
𝑝𝑟+1
∑ 𝑝𝑖
𝑛
𝑖=𝑟+1
, … ,
𝑝𝑛
∑ 𝑝𝑖
𝑛
𝑖=𝑟+1
) 
 
 
(𝑟 = 1,2, … , 𝑛 − 1). 
 
(O Axioma 3 é chamado de axioma de agrupamento). 
 
4. 𝐻(𝑝, 1 − 𝑝) é uma função contínua de 𝑝. 
 
Os quatro axiomas determinam essencialmente a medida de incerteza e são usados 
para provar o Teorema 3.1 a seguir. 
 
Teorema 3.1. A única função que satisfaz os quatro axiomas é: 
 
 
𝐻(𝑝1, … , 𝑝𝑛) = −𝐶 ∑𝑝𝑖 log 𝑝𝑖
𝑛
𝑖=1
, 
 
(3.7) 
 
onde 𝐶 é um número positivo arbitrário e a base do logaritmo é qualquer número maior que 1. 
 
Prova do Teorema 3.1. É possível verificar que a fórmula 𝐻 satisfaz os quatro axiomas acima. 
Na sequência prova-se que, se os axiomas de 1 a 4 são satisfeitos, então a fórmula 𝐻 (3.7) é 
uma dedução possível. 
[Supõe-se que todos os logaritmos que aparecem na prova sejam expressos em 
alguma base fixa maior que 1. Nenhuma generalidade é perdida ao fazer isto; já que log𝑎 𝑥 =
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log𝑎 𝑏 log𝑏 𝑥, mudar a base do logaritmo é equivalente a mudar a constante 𝐶 em (3.7)]. 
Considerando-se os valores em intervalos, sabe-se que 𝑛𝑘 < 2𝑟 < 𝑛𝑘+1. Além 
disso, vale que 
 𝑘 
𝑟
<
𝑓(2)
𝑓(𝑛)
<
log2
log𝑛
<
(𝑘+1)
𝑟
. 
 
a. 𝑓(𝑛𝑘) = 𝑘𝑓(𝑛) para todos os inteiros positivos 𝑛 e 𝑘. Isso é estabelecido por 
indução, com base no Axioma 2. Se 𝑛 é um inteiro positivo fixo mas arbitrário, então (a) é 
imediatamente verdadeiro para 𝑘 = 1. Como 𝑓(𝑛𝑘) = 𝑓(𝑛 ∙ 𝑛𝑘−1) = 𝑓(𝑛) + 𝑓(𝑛𝑘−1) pelo 
Axioma 2, a hipótese de indução (a) é verdadeira para todos os inteiros até (inclusive) 𝑘 − 1, 
produzindo 𝑓(𝑛𝑘) = 𝑓(𝑛) + (𝑘 − 1)𝑓(𝑛) = 𝑘𝑓(𝑛), o que completa o argumento. 
 
b. 𝑓(𝑛) = 𝐶 log 𝑛 , 𝑛 ∈ ℕ∗, onde 𝐶 é um número positivo. Inicialmente, define-se 
𝑛 = 1. Tem-se 𝑓(1) = 𝑓(1 ∙ 1) = 𝑓(1) + 𝑓(1) pelo Axioma 2 e, portanto, 𝑓(1) = 0 como 
afirmado em (b). Agora, define-se 𝑛 como um inteiro positivo fixo maior que 1. Se 𝑟 é um 
inteiro positivo arbitrário, então o número 2𝑟 está em algum lugar entre duas potências de 𝑛, ou 
seja, existe um inteiro não negativo 𝑘, tal que 𝑛𝑘 ≤ 2𝑟 < 𝑛𝑘+1. Segue-se pelo Axioma 1 que 
𝑓(𝑛𝑘) ≤ 𝑓(2𝑟) < 𝑓(𝑛𝑘+1) e, assim, tem-se por (a) que 𝑘𝑓(𝑛) ≤ 𝑟𝑓(2) < (𝑘 + 1)𝑓(𝑛), ou 
 𝑘 
𝑟
≤
𝑓(2)
𝑓(𝑛)
<
(𝑘+1)
𝑟
. O logaritmo é uma função monótona crescente (desde que a base seja maior 
que 1) e, portanto, log 𝑛𝑘 ≤ log 2𝑟 < log 𝑛𝑘+1, a partir da qual, obtém-se 𝑘 log 𝑛 ≤ 𝑟 log 2 <
(𝑘 + 1) log 𝑛, ou 
 𝑘 
𝑟
≤
(log2)
(log𝑛)
<
(𝑘+1)
𝑟
. Como 
𝑓(2)
𝑓(𝑛)
 e 
(log2)
(log𝑛)
 estão ambos entre 
 𝑘 
𝑟
 e 
(𝑘+1)
𝑟
, segue-se 
que: 
 
 
|
log 2
log 𝑛
−
𝑓(2)
𝑓(𝑛)
| <
 1 
𝑟
. 
(3.8) 
 
Como 𝑛 é fixo e 𝑟 é arbitrário, pode-se fazer 𝑟 → ∞ para obter: 
 
 (log 2)
(log 𝑛)
=
𝑓(2)
𝑓(𝑛)
 
(3.9) 
 
ou 𝑓(𝑛) = 𝐶 log 𝑛 onde 𝐶 =
𝑓(2)
log2
. Nota-se que 𝐶 deve ser positivo, já que 𝑓(1) = 0 e 𝑓(𝑛) 
aumenta com 𝑛. 
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c. 𝐻(𝑝, 1 − 𝑝) = −𝐶[𝑝 log 𝑝 + (1 − 𝑝) log(1 − 𝑝)] se 𝑝 é um número racional. 
Seja 𝑝 =
 𝑟 
𝑠
 onde 𝑟 e 𝑠 são inteiros positivos. Considera-se: 
 
 
𝑓(𝑠) = 𝐻 (
 1 
𝑠
, … ,
 1 
𝑠
,
 1 
𝑠
, … ,
 1 
𝑠
) 
(3.10) 
     ← 𝑟 →    ← 𝑠 − 𝑟 → 
 
 = 𝐻 (
 𝑟 
𝑠
,
𝑠 − 𝑟
𝑠
) +
 𝑟 
𝑠
𝑓(𝑟) +
𝑠 − 𝑟
𝑠
𝑓(𝑠 − 𝑟) (3.11) 
 
(pelo axioma de agrupamento). 
 
Usando (b), tem-se: 
 
 𝐶 log 𝑠 = 𝐻(𝑝, 1 − 𝑝) + 𝐶𝑝 log 𝑟 + 𝐶(1 − 𝑝) log(𝑠 − 𝑟). (3.12) 
 
Deste modo: 
 
 𝐻(𝑝, 1 − 𝑝) = −𝐶[𝑝 log 𝑟 − log 𝑠 + (1 − 𝑝) log(𝑠 − 𝑟)] (3.13) 
 
 = −𝐶[𝑝 log 𝑟 − 𝑝 log 𝑠 + 𝑝 log 𝑠 − log 𝑠 + (1 − 𝑝) log(𝑠 − 𝑟)] (3.14) 
 
 = −𝐶 [𝑝 log
 𝑟 
𝑠
+ (1 − 𝑝) log
𝑠 − 𝑟
𝑠
] (3.15) 
 
 = −𝐶[𝑝 log 𝑝 + (1 − 𝑝) log(1 − 𝑝)]. (3.16) 
 
d. 𝐻(𝑝, 1 − 𝑝) = −𝐶[𝑝 log 𝑝 + (1 − 𝑝) log(1 − 𝑝)] para todo 𝑝. Esta é uma 
consequência imediata de (c) e do Axioma 4. Pois, se 𝑝 é qualquer número entre 0 e 1, segue-
se por continuidade que: 
 
 𝐻(𝑝, 1 − 𝑝) = lim
𝑝′→𝑝
𝐻(𝑝′, 1 − 𝑝′). (3.17) 
 
Em particular, pode-se permitir que 𝑝′ se aproxime de 𝑝 através de uma sequência 
de números racionais. Assim, tem-se: 
 
 lim
𝑝′→𝑝
𝐻(𝑝′, 1 − 𝑝′) = lim
𝑝′→𝑝
[−𝐶(𝑝′ log 𝑝′ + (1 − 𝑝′) log(1 − 𝑝′))] (3.18) 
 
 = −𝐶[𝑝 log 𝑝 + (1 − 𝑝) log(1 − 𝑝)]. (3.19) 
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e. 𝐻(𝑝1, … , 𝑝𝑛) = −𝐶 ∑ 𝑝𝑖 log 𝑝𝑖
𝑛
𝑖=1 , 𝑛 ∈ ℕ
∗. A demonstração é por indução. Já 
estabeleceu-se a validade da fórmula acima para 𝑛 = 1 e 2. Se 𝑛 > 2, usa-se o Axioma 3, que 
produz: 
 
 𝐻(𝑝1, … , 𝑝𝑛) = 𝐻(𝑝1 + ⋯+ 𝑝𝑛−1, 𝑝𝑛)  
 
 
+(𝑝1 + ⋯+ 𝑝𝑛−1)𝐻 (
𝑝1
∑ 𝑝𝑖
𝑛−1
𝑖=1
, … ,
𝑝𝑛−1
∑ 𝑝𝑖
𝑛−1
𝑖=1
) + 𝑝𝑛𝐻(1). 
(3.20) 
 
Assumindo a fórmula válida para inteiros positivos até 𝑛 − 1, obtém-se: 
 
 𝐻(𝑝1, … , 𝑝𝑛) = −𝐶[(𝑝1 + ⋯+ 𝑝𝑛−1) log(𝑝1 + ⋯+ 𝑝𝑛−1) + 𝑝𝑛 log 𝑝𝑛]  
 
 
−𝐶(𝑝1 + ⋯+ 𝑝𝑛−1)
[
 
 
 
 
𝑝1
∑ 𝑝𝑖
𝑛−1
𝑖=1
log (
𝑝1
∑ 𝑝𝑖
𝑛−1
𝑖=1
)
+⋯+
𝑝𝑛−1
∑ 𝑝𝑖
𝑛−1
𝑖=1
log (
𝑝𝑛−1
∑ 𝑝𝑖
𝑛−1
𝑖=1
)
]
 
 
 
 
+ 𝑝𝑛(0) 
 
 
(3.21) 
 
 
= −𝐶 [(∑ 𝑝𝑖
𝑛−1
𝑖=1
) log (∑ 𝑝𝑖
𝑛−1
𝑖=1
) + 𝑝𝑛 log 𝑝𝑛] 
 
 
 
−𝐶 [∑ 𝑝𝑖
𝑛−1
𝑖=1
log 𝑝𝑖 − (∑ 𝑝𝑖
𝑛−1
𝑖=1
) log ∑ 𝑝𝑖
𝑛−1
𝑖=1
] 
 
(3.22) 
 
 
= −𝐶 ∑𝑝𝑖
𝑛
𝑖=1
log 𝑝𝑖. 
 
(3.23) 
 
A prova está completa. 
 
Shannon (1948), em seu trabalho, expôs uma axiomática, tal como exposta em Ash 
(1965), e deduziu sua fórmula de entropia. Nos escritos de Shannon (1948), isso “não é 
necessário para a teoria”, mas “dá uma certa plausibilidade” à definição de entropia e medidas 
de informação relacionadas, apontando que “a justificativa real reside” na relevância 
operacional dessas medidas (CSISZÁR, 2008, p. 262). 
A menos que seja especificado de outra forma, assume-se 𝐶 = 1 e obtém-se 
logaritmos para a base 2. As unidades de 𝐻, são comumente chamadas de bits (uma contração 
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de “binary digits”). Assim, as unidades são escolhidas de modo que haja 1 bit de incerteza 
associado ao lançamento de uma moeda honesta. O enviesamento (biasing) da moeda tende a 
diminuir a incerteza, conforme exposto no gráfico de 𝐻(𝑝, 1 − 𝑝) na Figura 5 a seguir. 
 
Figura 5. Incerteza no caso de dois eventos com probabilidades 𝑝 e (1 − 𝑝) 
 
Fonte: Adaptado de Ash (1965, p. 11). 
 
Observa-se, de passagem, que a incerteza média de uma variável aleatória 𝑋 não 
depende dos valores que a variável aleatória assume, ou de qualquer outra coisa, exceto as 
probabilidades associadas a esses valores. Por fim, nota-se que o Teorema 3.1 implica que a 
função ℎ deve ser da forma ℎ(𝑝) = −𝐶 log 𝑝, desde que imponha-se uma exigência de que ℎ 
seja contínua (ASH, 1965). 
De acordo com Ash (1965), uma abordagem alternativa para a construção de uma 
medida de incerteza envolve um conjunto de axiomas para a função ℎ. Se 𝐴 e 𝐵 são eventos 
independentes, a ocorrência de 𝐴 não deve afetar as chances de que 𝐵 ocorra. Se 𝑃(𝐴) = 𝑝1, 
𝑃(𝐵) = 𝑝2, então 𝑃(𝐴𝐵) = 𝑝1𝑝2, de modo que a incerteza associada à 𝐴𝐵 seja ℎ(𝑝1𝑝2). A 
afirmação de que 𝐴 ocorreu, remove uma quantidade de incerteza ℎ(𝑝1), deixando uma 
incerteza ℎ(𝑝2) devido à independência entre 𝐴 e 𝐵. Assim, pode-se exigir que: 
 
 ℎ(𝑝1𝑝2) = ℎ(𝑝1) + ℎ(𝑝2), (3.24) 
 
onde 0 < 𝑝1 ≤ 1 e 0 < 𝑝2 ≤ 1. 
Dois outros requisitos razoáveis em ℎ, são que ℎ(𝑝) seja uma função decrescente 
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de 𝑝, e que ℎ seja contínua. A única função que satisfaz esses três requisitos é ℎ(𝑝) = −𝐶 log 𝑝. 
No intuito de evidenciar alguns exemplos práticos de estimativas de incerteza, 
consideram-se os três conjuntos de eventos a seguir, e comparam-se as suas incertezas, 
conforme consta em Reza (1961, p. 79): 
 
 
(I) (
𝑎1
1
256
  
𝑎2
255
256
), 
 
(3.25) 
 
 
(II) (
𝑏1
 1 
2
  
𝑏2
 1 
2
), 
 
(3.26) 
 
 
(III) (
𝑐1
7
16
  
𝑐2
9
16
). 
 
(3.27) 
 
A incerteza média associada a cada um desses esquemas é dada, respectivamente, 
por: 
 
(I) 
𝐻(𝐴) = −(
1
256
log
1
256
+
255
256
log
255
256
) = 0,0369 𝑏𝑖𝑡, 
(3.28) 
 
(II) 
𝐻(𝐵) = −(
 1 
2
log
 1 
2
+
 1 
2
log
 1 
2
) = 1 𝑏𝑖𝑡, 
(3.29) 
 
(III) 
𝐻(𝐶) = −(
7
16
log
7
16
+
9
16
log
9
16
) = 0,989 𝑏𝑖𝑡. 
(3.30) 
 
Segundo Aczél et al. (1974), a incerteza de um experimento não muda se forem 
adicionados resultados de probabilidade zero (expansibilidade). Além disso, a incerteza de uma 
combinação de dois experimentos é menor ou igual à soma das incertezas dos experimentos 
individuais (subaditividade), e a igualdade ocorre apenas se os dois experimentos forem 
independentes (aditividade). Nota-se, então, as primeiras propriedades da função de incerteza, 
que são definidas e demonstradas na Seção 3.2 a seguir. 
 
3.2. Igualdades e desigualdades da função de incerteza 
 
De acordo com Moser e Chen (2012), pode-se considerar que um canal de 
comunicação é responsável por “transferir” de forma probabilística, uma mensagem de entrada 
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𝑋 para uma saída 𝑌, seguindo a lei de probabilidade condicional 𝑃𝑌|𝑋(𝑦𝑗|𝑥𝑖). 
Na Figura 6 exibe-se um modelo que evidencia as possíveis entradas e saídas de um 
canal de comunicação. O tamanho dos alfabetos de entrada e saída, denotados por 𝑠 e 𝑡, 
respectivamente, não precisam ser o mesmo. 
 
Figura 6. Entradas e saídas de um canal de comunicação 
 
Fonte: Moser e Chen (2012, p. 117). 
 
Segundo Moser e Chen (2012), ambas as extremidades de entrada e saída do canal 
são, portanto, incertas, já que não se sabe exatamente qual caractere de entrada foi selecionado 
pelo emissor nem qual caractere de saída será obtido pelo receptor, em vez disso, apenas 
caracterizações probabilísticas de vários eventos inputs-outputs (entradas-saídas) estão 
disponíveis. Dessa forma, origina-se uma pergunta imediata a ser questionada: quanta 
informação “agregada”, ou quanta incerteza, está contida no sistema geral de canais de 
comunicação? É importante notar que, até agora, tem-se utilizado a palavra “incerteza” muito 
mais do que a palavra “entropia”. Fundamenta-se no esquema de que em um experimento 
probabilístico, a incerteza está presente a priori (antes da realização do experimento), e após a 
realização do experimento, pode-se dizer que a incerteza eliminada é a quantidade de 
informação a posteriori. Dessa forma, um assunto interessante para se refletir, é a dualidade 
entre incerteza a priori e quantidade de informação a posteriori. 
A seguir, são demonstradas várias propriedades da medida de incerteza 𝐻(𝑋) e 
introduzidas as noções de incerteza conjunta e incerteza condicional (ou, conforme o 
comentário no parágrafo anterior, entropia conjunta e entropia condicional), disponíveis em 
Ash (1965). 
Inicialmente, nota-se que 𝐻(𝑋) será sempre não negativa, já que −𝑝𝑖 log 𝑝𝑖 ≥ 0 
para todo 𝑖, dado que 0 < 𝑝𝑖 ≤ 1. A partir de uma noção intuitiva, espera-se que uma situação 
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envolvendo várias alternativas seja mais incerta quando todas as possibilidades são 
equiprováveis. A função de incerteza 𝐻(𝑋), de fato, contém essa propriedade, como mostra-se 
no Teorema 3.2 a seguir, disponível em Ash (1965, p. 17-18): 
 
Teorema 3.2. 𝐻(𝑝1, 𝑝2, … , 𝑝𝑛) ≤ log 𝑛, com igualdade se, e somente se, todo 𝑝𝑖 =
 1 
𝑛
.  
 
Prova do Teorema 3.2. Considerando 𝑞𝑖 =
 1 
𝑛
, observa-se que: 
 
 
−∑𝑝𝑖 log 𝑝𝑖 ≤
𝑛
𝑖=1
− ∑𝑝𝑖 log
 1 
𝑛
𝑛
𝑖=1
= log 𝑛 ∑𝑝𝑖
𝑛
𝑖=1
= log 𝑛, 
 
(3.31) 
 
com igualdade se, e somente se, 𝑝𝑖 = 𝑞𝑖 =
 1 
𝑛
 para todo 𝑖. 
Agora, volta-se para o problema de caracterizar a incerteza associada a mais de uma 
variável aleatória. Supõe-se que 𝑋 e 𝑌 sejam duas variáveis aleatórias discretas associadas ao 
mesmo experimento. Define-se que 𝑋 e 𝑌 tenham uma função de probabilidade conjunta: 
 
 𝑝(𝑥𝑖 , 𝑦𝑗) = 𝑃{𝑋 = 𝑥𝑖 , 𝑌 = 𝑦𝑗} = 𝑝𝑖𝑗 (3.32) 
 
(𝑖 = 1,2, … , 𝑛; 𝑗 = 1,2, … ,𝑚). 
 
Portanto, tem-se um experimento com 𝑛𝑚 resultados possíveis; o resultado 
{𝑋 = 𝑥𝑖 , 𝑌 = 𝑦𝑗} tem probabilidade 𝑝(𝑥𝑖 , 𝑦𝑗). É “natural” definir a incerteza conjunta de 𝑋 e 𝑌 
como: 
 
 
𝐻(𝑋, 𝑌) = −∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑥𝑖, 𝑦𝑗)
𝑚
𝑗=1
𝑛
𝑖=1
. 
 
(3.33) 
 
Da mesma forma, define-se a incerteza conjunta de 𝑛 variáveis aleatórias 
𝑋1, 𝑋2, … , 𝑋𝑛 como: 
 
 𝐻(𝑋1, 𝑋2, … , 𝑋𝑛) = − ∑ 𝑝(𝑥1, 𝑥2, … , 𝑥𝑛) log 𝑝(𝑥1, 𝑥2, … , 𝑥𝑛)
𝑥1,𝑥2,…,𝑥𝑛
, (3.34) 
 
onde 𝑝(𝑥1, 𝑥2, … , 𝑥𝑛) = 𝑃{𝑋1 = 𝑥1, 𝑋2 = 𝑥2, … , 𝑋𝑛 = 𝑥𝑛} é a função de probabilidade 
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conjunta de 𝑋1, 𝑋2, … , 𝑋𝑛. Uma conexão entre incerteza conjunta e incerteza marginal 
(individual) é estabelecida pelo Teorema 3.3 a seguir, disponível em Ash (1965, p. 18-20): 
 
Teorema 3.3. 𝐻(𝑋, 𝑌) ≤ 𝐻(𝑋) + 𝐻(𝑌), com igualdade se, e somente se, 𝑋 e 𝑌 são 
independentes. 
 
Prova do Teorema 3.3. Como 𝑝(𝑥𝑖) = ∑ 𝑝(𝑥𝑖 , 𝑦𝑗)
𝑚
𝑗=1  e 𝑝(𝑦𝑗) = ∑ 𝑝(𝑥𝑖, 𝑦𝑗)
𝑛
𝑖=1 , pode-se 
estabelecer: 
 
 
𝐻(𝑋) = −∑𝑝(𝑥𝑖) log 𝑝(𝑥𝑖)
𝑛
𝑖=1
= −∑∑𝑝(𝑥𝑖, 𝑦𝑗)
𝑚
𝑗=1
log 𝑝(𝑥𝑖)
𝑛
𝑖=1
, 
 
(3.35) 
 
 
𝐻(𝑌) = −∑𝑝(𝑦𝑗) log 𝑝(𝑦𝑗)
𝑚
𝑗=1
= −∑∑𝑝(𝑥𝑖 , 𝑦𝑗)
𝑚
𝑗=1
log 𝑝(𝑦𝑗)
𝑛
𝑖=1
. 
 
(3.36) 
 
Portanto: 
 
 
𝐻(𝑋) + 𝐻(𝑌) = −∑∑ 𝑝(𝑥𝑖, 𝑦𝑗)[log 𝑝(𝑥𝑖) + log 𝑝(𝑦𝑗)]
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.37) 
 
 
= −∑∑𝑝(𝑥𝑖 , 𝑦𝑗)
𝑚
𝑗=1
log 𝑝(𝑥𝑖)𝑝(𝑦𝑗)
𝑛
𝑖=1
 
 
(3.38) 
 
 
= −∑∑𝑝𝑖𝑗 log 𝑞𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1
, 
 
(3.39) 
 
onde 𝑞𝑖𝑗 = 𝑝(𝑥𝑖)𝑝(𝑦𝑗). 
Dessa forma, observa-se que 𝐻(𝑋, 𝑌) = −∑ ∑ 𝑝𝑖𝑗 log 𝑝𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1 . Ademais, pode-se 
obter: 
 
 
−∑∑𝑝𝑖𝑗 log 𝑝𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1
≤ −∑∑𝑝𝑖𝑗 log 𝑞𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1
, 
 
(3.40) 
 
com igualdade se, e somente se, 𝑝𝑖𝑗 = 𝑞𝑖𝑗 para todo 𝑖, 𝑗. A definição de um somatório duplo ao 
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invés de um único somatório, não implica em nenhuma consequência, já que, nesse caso, uma 
soma dupla pode ser transformada em uma única soma por reindexação. Precisa-se apenas 
verificar se a seguinte hipótese é satisfeita: 
 
 
∑∑𝑞𝑖𝑗
𝑚
𝑗=1
𝑛
𝑖=1
= ∑ 𝑝(𝑥𝑖)
𝑛
𝑖=1
∑𝑝(𝑦𝑗)
𝑚
𝑗=1
= 1 ∙ 1 = 1. 
 
(3.41) 
 
Assim, 𝐻(𝑋, 𝑌) ≤ 𝐻(𝑋) + 𝐻(𝑌) com igualdade se, e somente se, 𝑝(𝑥𝑖, 𝑦𝑗) =
𝑝(𝑥𝑖)𝑝(𝑦𝑗) para todo 𝑖, 𝑗; ou seja, se, e somente se, 𝑋 e 𝑌 forem independentes. 
Em seguida, volta-se para a ideia de incerteza condicional. Definem-se duas 
variáveis aleatórias 𝑋 e 𝑌. Além disso, dado que 𝑋 = 𝑥𝑖, então a distribuição de 𝑌 é 
caracterizada pelo conjunto de probabilidades condicionais 𝑝(𝑦𝑗|𝑥𝑖). Logo, define-se a 
incerteza condicional de 𝑌 dado que 𝑋 = 𝑥𝑖 como: 
 
 
𝐻(𝑌|𝑋 = 𝑥𝑖) = −∑ 𝑝(𝑦𝑗|𝑥𝑖) log 𝑝(𝑦𝑗|𝑥𝑖)
𝑚
𝑗=1
. 
 
(3.42) 
 
Define-se a incerteza condicional de 𝑌 dado 𝑋 como uma média ponderada das 
incertezas 𝐻(𝑌|𝑋 = 𝑥𝑖), ou seja: 
 
 𝐻(𝑌|𝑋) = 𝑝(𝑥1)𝐻(𝑌|𝑋 = 𝑥1) + ⋯+ 𝑝(𝑥𝑛)𝐻(𝑌|𝑋 = 𝑥𝑛) (3.43) 
 
 
= −∑𝑝(𝑥𝑖)
𝑛
𝑖=1
∑ 𝑝(𝑦𝑗|𝑥𝑖) log 𝑝(𝑦𝑗|𝑥𝑖)
𝑚
𝑗=1
. 
 
(3.44) 
 
Tendo em mente o fato de que 𝑝(𝑥𝑖, 𝑦𝑗), tem-se: 
 
 
𝐻(𝑌|𝑋) = −∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑦𝑗|𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
. 
 
(3.45) 
 
Pode-se definir incertezas condicionais envolvendo mais de duas variáveis 
aleatórias de maneira semelhante. Por exemplo: 
 
54  
 𝐻(𝑌, 𝑍|𝑋) = − ∑ 𝑝(𝑥𝑖, 𝑦𝑗 , 𝑧𝑘) log 𝑝(𝑦𝑗 , 𝑧𝑘|𝑥𝑖)
𝑖,𝑗,𝑘
, (3.46) 
 
representa a incerteza sobre 𝑌 e 𝑍 dado 𝑋. 
Contudo, pode ocorrer o seguinte caso, onde: 
 
 𝐻(𝑍|𝑋, 𝑌) = − ∑ 𝑝(𝑥𝑖, 𝑦𝑗 , 𝑧𝑘) log 𝑝(𝑧𝑘|𝑥𝑖 , 𝑦𝑗)
𝑖,𝑗,𝑘
, (3.47) 
 
representa a incerteza sobre 𝑍 dado 𝑋 e 𝑌. 
Por fim, ainda existe a possibilidade da situação onde: 
 
 𝐻(𝑌1, … , 𝑌𝑚|𝑋1, … , 𝑋𝑛) =  
 
 = − ∑ 𝑝(𝑥1, … , 𝑥𝑛, 𝑦1, … , 𝑦𝑚) log(𝑦1, … , 𝑦𝑚|𝑥1, … , 𝑥𝑛)
𝑥1,…,𝑥𝑛,𝑦1,…,𝑦𝑚
, (3.48) 
 
representa a incerteza sobre 𝑌1, … , 𝑌𝑚 dado 𝑋1, … , 𝑋𝑛. 
A partir deste momento, busca-se expor algumas propriedades intuitivamente 
razoáveis da incerteza condicional. Se duas variáveis aleatórias 𝑋 e 𝑌 são observadas, mas 
apenas o valor de 𝑋 é revelado, espera-se que a incerteza restante sobre 𝑌 seja 𝐻(𝑋|𝑌). Isto é 
justificado pelo Teorema 3.4 a seguir, disponível em Ash (1965, p. 20-21): 
 
Teorema 3.4. 𝐻(𝑋, 𝑌) = 𝐻(𝑋) + 𝐻(𝑌|𝑋) = 𝐻(𝑌) + 𝐻(𝑋|𝑌). 
 
Prova do Teorema 3.4. O teorema segue diretamente da definição da função de incerteza. 
Determina-se: 
 
 
𝐻(𝑋, 𝑌) = −∑∑𝑝(𝑥𝑖, 𝑦𝑗) log 𝑝(𝑥𝑖 , 𝑦𝑗)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.49) 
 
 
= −∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑥𝑖)𝑝(𝑦𝑗|𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.50) 
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= −∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
− ∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑦𝑗|𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.51) 
 
 
= −∑𝑝(𝑥𝑖) log 𝑝(𝑥𝑖) + 𝐻(𝑌|𝑋)
𝑛
𝑖=1
 
 
(3.52) 
 
 = 𝐻(𝑋) + 𝐻(𝑌|𝑋). (3.53) 
 
Da mesma forma, prova-se que 𝐻(𝑋, 𝑌) = 𝐻(𝑌) + 𝐻(𝑋|𝑌). 
Um demonstração semelhante pode ser elaborada para avaliar o caso que envolve 
mais de duas variáveis aleatórias. Por exemplo: 
 
 𝐻(𝑋, 𝑌, 𝑍) = 𝐻(𝑋) + 𝐻(𝑌|𝑋) + 𝐻(𝑍|𝑋, 𝑌) (3.54) 
 
 = 𝐻(𝑋, 𝑌) + 𝐻(𝑍|𝑋, 𝑌) (3.55) 
 
 = 𝐻(𝑋) + 𝐻(𝑌, 𝑍|𝑋). (3.56) 
 
Por fim, pode-se demonstrar o seguinte caso: 
 
 𝐻(𝑋1, … , 𝑋𝑛, 𝑌1, … , 𝑌𝑚) = 𝐻(𝑋1, … , 𝑋𝑛) + 𝐻(𝑌1, … , 𝑌𝑚|𝑋1, … , 𝑋𝑛). (3.57) 
 
Também é possível analisar o caso em que a revelação do valor de 𝑋 não aumenta 
a incerteza sobre 𝑌. Esta situação é tratada pelo Teorema 3.5 a seguir, disponível em Ash (1965, 
p. 21): 
 
Teorema 3.5. 𝐻(𝑌|𝑋) ≤ 𝐻(𝑌), com igualdade se, e somente se, 𝑋 e 𝑌 são independentes. 
 
Prova do Teorema 3.5. A demonstração deste teorema está diretamente relacionada com as 
afirmações do Teorema 3.3 e do Teorema 3.4, constituindo assim, um resultado direto de 
ambos.  
Primeiramente, é possível provar que: 
 
 𝐻(𝑌1, … , 𝑌𝑚|𝑋1, … , 𝑋𝑛) ≤ 𝐻(𝑌1, … , 𝑌𝑚), (3.58) 
 
com igualdade se, e somente se, os vetores aleatórios (𝑋1, … , 𝑋𝑛) e (𝑌1, … , 𝑌𝑚) são 
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independentes. 
Uma incerteza conjunta ou condicional pode ser interpretada como o valor esperado 
(esperança) de uma variável aleatória, assim como no caso de uma incerteza marginal. Por 
exemplo: 
 
 𝐻(𝑋, 𝑌) = −∑𝑝(𝑥𝑖, 𝑦𝑗) log 𝑝(𝑥𝑖 , 𝑦𝑗)
𝑖,𝑗
= 𝐸[𝑊(𝑋, 𝑌)], (3.59) 
 
onde: 
 
 𝑊(𝑋, 𝑌) = − log 𝑝(𝑥𝑖 , 𝑦𝑗), (3.60) 
 
 𝐻(𝑌|𝑋) = −∑𝑝(𝑥𝑖, 𝑦𝑗) log 𝑝(𝑦𝑗|𝑥𝑖)
𝑖,𝑗
= 𝐸[𝑊(𝑌|𝑋)], (3.61) 
 
onde: 
 
 𝑊(𝑌|𝑋) = − log 𝑝(𝑦𝑗|𝑥𝑖). (3.62) 
 
Vale mencionar, que a incerteza condicional está diretamente relacionada com as 
estatísticas da fonte de mensagens, uma vez que ela depende de quantas vezes 𝑥𝑖 é transmitido 
ou com que frequência 𝑦𝑗 é recebido, assim como a frequência de erros no processo de 
transmissão (PIERCE, 1961). Além disso, é evidente que deriva-se a relação entre a incerteza 
conjunta 𝐻(𝑌, 𝑋) e as incertezas marginais 𝐻(𝑋) e 𝐻(𝑌) quando 𝑋 e 𝑌 são dependentes, o que 
frequentemente ocorre nos processos de comunicação, visto que a saída do canal depende, pelo 
menos parcialmente, da entrada do canal, caso contrário, nenhuma informação é transmitida 
através do canal (MOSER & CHEN, 2012). 
Com a finalidade de evidenciar uma noção intuitiva acerca das variações da função 
de incerteza (marginal, conjunta e condicional) expostas na presente seção, Pierce (1961, p. 
154) sumariza essas medidas de informação da seguinte maneira: 
1. Incerteza marginal 𝑯(𝑿): é a incerteza sobre qual caractere 𝑥𝑖 será 
transmitido; 
2. Incerteza marginal 𝑯(𝒀): é a incerteza sobre qual caractere 𝑦𝑗 será recebido; 
3. Incerteza conjunta 𝑯(𝑿,𝒀): é a incerteza sobre qual caractere 𝑥𝑖 será 
transmitido e qual caractere 𝑦𝑗 será recebido; 
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4. Incerteza condicional 𝑯(𝒀|𝑿): é a incerteza sobre qual caractere 𝑦𝑗 será 
recebido quando o caractere 𝑥𝑖 é transmitido. É a incerteza média do remetente quanto ao que 
será recebido; 
5. Incerteza condicional 𝑯(𝑿|𝒀): é a incerteza sobre qual caractere 𝑥𝑖 foi 
transmitido quando o caractere 𝑦𝑗 é recebido. É a incerteza média do destinatário acerca da 
mensagem que foi realmente enviada. 
As ideias apresentadas acima, podem ser generalizadas para basicamente qualquer 
sistema de comunicação levando em conta as ideias expostas no trabalho de Shannon (1948). 
O problema é semelhante ao estudo de uma variável aleatória discreta n-dimensional. Em cada 
espaço de probabilidades, há um número finito de esquemas de probabilidade básicos 
(marginais e condicionais). A partir de cada um desses esquemas, pode-se associar uma medida 
de incerteza e interpretar diretamente seu significado físico (REZA, 1961). 
Segundo Pierce (1961), a incerteza acerca de qual caractere foi transmitido quando 
um dado caractere é recebido, isto é, 𝐻(𝑋|𝑌), se parece com uma medida natural da informação 
perdida na transmissão. De fato, isso tem se comprovado como verdade, tanto é, que a 
quantidade de informação 𝐻(𝑋|𝑌) recebeu um nome especial na literatura; sendo comumente 
referida como o equívoco do canal de comunicação. 
Pode-se estabelecer 𝐻(𝑋) e 𝐻(𝑋|𝑌) como incertezas em bits por segundo, e a taxa 
de transmissão de informação através do canal é dada por: 
 
 𝑅 = 𝐻(𝑋) − 𝐻(𝑋|𝑌) 𝑏𝑖𝑡𝑠/s, (3.63) 
 
onde 𝑅 representa a incerteza da fonte menos o equívoco. Pode-se definir essa situação como a 
incerteza da mensagem enviada menos a incerteza do destinatário sobre qual mensagem foi 
enviada. 
A taxa também pode ser dada por: 
 
 𝑅 = 𝐻(𝑌) − 𝐻(𝑌|𝑋) 𝑏𝑖𝑡𝑠/s, (3.64) 
 
onde 𝑅 representa a incerteza do sinal recebido 𝑦𝑗 menos a incerteza sobre o 𝑦𝑗 que foi recebido 
quando 𝑥𝑖 foi enviado. Pode-se definir essa situação como a incerteza da mensagem recebida 
menos a incerteza do remetente quanto ao que será recebido.  
Por fim, com base nas desigualdades sobre 𝐻, a taxa também pode ser dada por: 
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 𝑅 = 𝐻(𝑋) + 𝐻(𝑌) − 𝐻(𝑋, 𝑌) 𝑏𝑖𝑡𝑠/s, (3.65) 
 
onde 𝑅 representa a incerteza de 𝑥𝑖 mais a incerteza 𝑦𝑗 menos a incerteza de ocorrência da 
combinação 𝑥𝑖 e 𝑦𝑗 (PIERCE, 1961). 
 
3.2.1. Entropia diferencial 
 
Até o momento, dedicou-se atenção apenas ao caso de variáveis aleatórias discretas, 
no entanto, é essencial apresentar algumas considerações sobre o conceito de entropia 
diferencial, que é a medida de incerteza aplicável a variáveis aleatórias contínuas.  
A entropia diferencial é similar, em muitos aspectos, à incerteza de uma variável 
aleatória discreta. Por outro lado, é óbvio que existem algumas diferenças importantes e, por 
isso, é fundamental algum cuidado na definição e na utilização desta medida (COVER & 
THOMAS, 2006). 
Segundo Cover e Thomas (2006), seja 𝑋 uma variável aleatória com função de 
distribuição cumulativa 𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥). Se 𝐹(𝑥) é contínua, a variável aleatória é 
considerada contínua. Seja 𝑓(𝑥) = 𝐹′(𝑥) quando a derivada é definida. Além disso, se 
∫ 𝑓(𝑥)
∞
−∞
= 1, 𝑓(𝑥) é a chamada função densidade de probabilidade (em inglês: probability 
density function – PDF) para 𝑋. 
De acordo com El Gamal e Kim (2011), pode-se definir a entropia diferencial ℎ(𝑋) 
de uma variável aleatória contínua 𝑋 com PDF 𝑓(𝑥), como: 
 
 
ℎ(𝑋) = −∫𝑓(𝑥) log 𝑓(𝑥) 𝑑𝑥 
(3.66) 
 
 = − 𝐸𝑋(log 𝑓(𝑋)). (3.67) 
 
No que diz respeito à entropia diferencial, é apropriado utilizar a base 2 (bits) 
quando trata-se de uma variável aleatória distribuída uniformemente. Por outro lado, quando se 
trata de variáveis com distribuição normal, é preciso empregar o logaritmo com base 𝑒 
(logaritmo natural ou logaritmo neperiano), visto que a entropia diferencial, para este caso, é 
dada em nats (DARMON, 2016). Segundo Cover e Thomas (2006), assim como a incerteza no 
caso discreto, a entropia diferencial depende apenas da função de probabilidade da variável 
aleatória e, portanto, a entropia diferencial é muitas vezes escrita como ℎ(𝑓) ao invés de ℎ(𝑋). 
Darmon (2016) afirma que, para variáveis aleatórias 𝑋 e 𝑌 com PDF conjunta 
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𝑓(𝑥, 𝑦), define-se a entropia diferencial conjunta de 𝑋 e 𝑌 como: 
 
 
ℎ(𝑋, 𝑌) = −∫𝑓(𝑥, 𝑦) log 𝑓(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 
(3.68) 
 
 = − 𝐸𝑋,𝑌(log 𝑓(𝑋, 𝑌)). (3.69) 
 
Ademais, El Gamal e Kim (2011) explicam que, sendo 𝑋 ~ 𝐹(𝑥) uma variável 
aleatória arbitrária e 𝑌|{𝑋 = 𝑥} ~ 𝑓(𝑦|𝑥) seja contínua para todo 𝑥, define-se a entropia 
diferencial condicional de 𝑋 e 𝑌 como: 
 
 
ℎ(𝑌|𝑋) = ∫ℎ(𝑌|𝑋 = 𝑥) 𝑑𝐹(𝑥) 
(3.70) 
 
 = − 𝐸𝑋,𝑌(log 𝑓(𝑌|𝑋)). (3.71) 
 
Assim como no caso discreto, a imposição de uma relação condicional à entropia 
diferencial, faz com que ela seja menor (ou igual) do que a entropia diferencial marginal, ou 
seja: 
 
 ℎ(𝑌|𝑋) ≤ ℎ(𝑌). (3.72) 
 
Para finalizar, é importante ressaltar que, assim como em todos os exemplos que 
envolvem uma integral ou mesmo uma densidade, deve-se incluir a declaração “se existir”, haja 
vista que é fácil construir exemplos de variáveis aleatórias para as quais uma função de 
densidade ou as integrais acima não existem (COVER & THOMAS, 2006). Segundo 
Ghourchian et al. (2017), assumindo a existência de incerteza para uma sequência convergente 
de medidas de probabilidade, é importante determinar se as entropias diferenciais também 
convergem (continuidade da entropia). 
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3.2.2. Informação mútua 
 
Agora, introduz-se a noção de informação mútua30, que pode ser compreendida 
como uma medida da quantidade de informação que uma variável aleatória contém sobre outra 
variável aleatória. Logo, ela simboliza a redução da incerteza de uma variável aleatória devido 
ao conhecimento de outra (COVER & THOMAS, 2006; LEYDESDORFF, 1991). Vale 
mencionar, que a informação mútua também é referida na literatura como transinformação 
(EBELING et al., 1995). 
Sendo assim, deseja-se determinar quanta informação sobre a entrada pode ser 
obtida com base em uma determinada letra de saída recebida 𝑌 = 𝑦𝑗, sendo este o primeiro 
passo para se quantificar a informação que pode ser encaminhada através do canal (MOSER & 
CHEN, 2012). 
Segundo Moser e Chen (2012, p. 126-127), do lado do emissor, a probabilidade de 
que o símbolo de entrada 𝑥𝑖 ocorra é 𝑝(𝑥𝑖), que é referida como a probabilidade a priori
31 de 
𝑥𝑖. Ao receber 𝑌 = 𝑦𝑗, pode-se tentar inferir qual símbolo foi enviado, com base nas 
informações transportadas por 𝑦𝑗. De certa forma, dado que 𝑦𝑗 é recebido, a probabilidade de 
que 𝑥𝑖 tenha sido enviado é dada pela probabilidade condicional 𝑝(𝑥𝑖|𝑦𝑗), que é referida como 
a probabilidade a posteriori32 de 𝑥𝑖. A mudança da probabilidade (de a priori para a posteriori) 
está relacionada com a quantidade de informação que se pode obter sobre 𝑥𝑖 a partir do 
recebimento de 𝑦𝑗. 
Especificamente, a diferença entre as incertezas “de antes”, e “de depois” de receber 
𝑦𝑗, mede o ganho de informação (ou diminuição da incerteza) em decorrência do recebimento 
de 𝑦𝑗. Tal ganho de informação é chamado de informação mútua, que pode ser naturalmente 
exposta da seguinte forma (todos os logaritmos devem obrigatoriamente ser de base 2)33: 
                                                     
30 Existem alguns comentários interessantes sobre a origem do termo “informação mútua” (MAGOSSI & 
PAVIOTTI, 2019), haja vista que Shannon (1948) usou apenas 𝐻, 𝑅 e 𝐶 para denotar entropia, taxa de transmissão 
e capacidade de canal, respectivamente. Woodward e Davies (1952) foram os primeiros a usar 𝐼 para simbolizar 
informação. No entanto, eles não usaram a denominação “mutual information”. Essa expressão só começou a 
aparecer entre 1954 e 1956. Pinsker (1954) publicou um artigo em russo com o título (traduzido para o inglês): 
“Mutual information between a pair of stationary gaussian random processes”. Shannon (1956b) usou o termo 
“mutual information” no artigo intitulado “The zero error capacity of a noisy channel” (MOSER & CHEN, 2012, 
p. 140-141).  
31 Do latim, significa “do que vem primeiro” ou “do anterior” (MOSER & CHEN, 2012). 
32 Do latim, que significa “do que vem depois” ou “do posterior” (MOSER & CHEN, 2012). 
33 Em algumas referências, como em Ash (1965, p. 23), utiliza-se as notações 𝐼(𝑋|𝑌) e 𝐼(𝑌|𝑋) para se referir à 
informação mútua. No entanto, optou-se por adotar a notação 𝐼(𝑋; 𝑌) na presente Dissertação, que é utilizada em 
El Gamal e Kim (2011, p. 22), Moser e Chen (2012, p. 127) e Reza (1961, p. 105). Essa escolha não afeta as 
definições matemáticas apresentadas, já que ambas as notações relacionam-se estritamente ao mesmo conceito. 
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𝐼(𝑋; 𝑌) ≜ log (
1
𝑝(𝑥𝑖)
) − log (
1
𝑝(𝑥𝑖|𝑦𝑗)
) 
(3.73) 
 
 
= log (
𝑝(𝑥𝑖|𝑦𝑗)
𝑝(𝑥𝑖)
), 
(3.74) 
 
 = 𝐻(𝑋) − 𝐻(𝑋|𝑌). (3.75) 
 
Nota-se que se os dois eventos 𝑋 = 𝑥𝑖 e 𝑌 = 𝑦𝑗 forem independentes, tem-se: 
 
 𝑝(𝑥𝑖|𝑦𝑗) = 𝑝(𝑥𝑖), (3.76) 
 
onde 𝐼(𝑋; 𝑌) = 0, ou seja, nenhuma informação sobre 𝑥𝑖 é obtida após o recebimento de 𝑦𝑗 
(MOSER & CHEN, 2012). 
Ash (1965, p. 21-22) descreve o seguinte experimento para auxiliar no 
entendimento do conceito de informação mútua: 
Considera-se o experimento em que se realiza o lançamento de duas moedas 
distintas, uma honesta e outra com duas caras. Assim sendo, seleciona-se aleatoriamente uma 
das moedas e realiza-se dois lançamentos subsequentes. Após a execução dos lançamentos, 
anota-se o número de vezes em que o resultado foi cara. Em vista disso, questiona-se a 
quantidade de informação que é transmitida acerca da “identidade” da moeda selecionada, 
utilizando-se apenas do número de caras obtidas nos lançamentos. Num primeiro momento, é 
evidente que esta única variável (quantidade de caras) auxilia na identificação da moeda 
selecionada, visto que, se ao menos um dos lançamentos resultou em coroa, a moeda honesta 
foi usada; no entanto, se dois lançamentos resultaram em cara, não é possível ter certeza da 
moeda selecionada, mas estima-se a seleção da moeda de duas caras. 
Dessa forma, seja 𝑋 uma variável aleatória que assume o valor 0 (moeda honesta) 
ou 1 (moeda com duas caras) de acordo com a moeda escolhida. Seja 𝑌 o número de caras 
obtidas em dois lançamentos da moeda escolhida, que assume os valores 0 (duas coroas), 1 
(uma cara e uma coroa, independentemente da ordem) e 2 (duas caras). A incerteza inicial 
sobre a identidade da moeda é 𝐻(𝑋) e, após o número de caras ser revelado, a incerteza é 
𝐻(𝑋|𝑌). Portanto, define-se a informação mútua entre 𝑋 e 𝑌 como: 
 
 𝐼(𝑋; 𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌). (3.77) 
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Na Tabela 1 mostra-se os resultados possíveis para o experimento e suas 
probabilidades condicionais, conforme consta em Ash (1965). Contudo, é preciso ter em mente 
que 𝑃{𝑋 = 0} =
 1 
2
, 𝑃{𝑋 = 1} =
 1 
2
, 𝑃{𝑌 = 0} =
 1 
8
, 𝑃{𝑌 = 1} =
 2 
8
=
 1 
4
 e 𝑃{𝑌 = 2} =
 5 
8
. 
 
Tabela 1. Probabilidades condicionais associadas aos lançamentos das moedas 
𝑿 𝒀 𝑷{𝑿|𝒀} 
0 0 1 
0 1 1 
0 2  1 
5
 
1 2  4 
5
 
Fonte: Elaborado pelo autor a partir de Ash (1965, p. 22). 
 
Diante das probabilidades expostas na Tabela 1, obtém-se os seguintes resultados 
numéricos para este experimento: 
 
 𝐻(𝑋) = log 2 = 1, (3.78) 
 
 𝐻(𝑋|𝑌) = 𝑃{𝑌 = 0}𝐻{𝑋|𝑌 = 0} + 𝑃{𝑌 = 1}𝐻{𝑋|𝑌 = 1}  
 
 +𝑃{𝑌 = 2}𝐻{𝑋|𝑌 = 2} (3.79) 
 
 
=
 1 
8
(0) +
 1 
4
(0) −
 5 
8
(
 1 
5
log
 1 
5
+
 4 
5
log
 4 
5
) 
(3.80) 
 
 = 0,45, (3.81) 
 
 𝐼(𝑋; 𝑌) = 0,55. (3.82) 
 
De acordo com Cover e Thomas (2006), seja (𝑋, 𝑌) ~ 𝑝(𝑥𝑖 , 𝑦𝑗) um par de variáveis 
aleatórias discretas, a informação sobre 𝑋 obtida da observação de 𝑌, é medida pela informação 
mútua entre 𝑋 e 𝑌, cuja demonstração é exibida a seguir: 
 
 
𝐼(𝑋; 𝑌) = ∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log
𝑝(𝑥𝑖 , 𝑦𝑗)
𝑝(𝑥𝑖)𝑝(𝑦𝑗)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.83) 
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= ∑∑𝑝(𝑥𝑖, 𝑦𝑗) log
𝑝(𝑥𝑖|𝑦𝑗)
𝑝(𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.84) 
 
 
= −∑∑𝑝(𝑥𝑖 , 𝑦𝑗) log 𝑝(𝑥𝑖)
𝑚
𝑗=1
𝑛
𝑖=1
+ ∑∑𝑝(𝑥𝑖, 𝑦𝑗)𝑝(𝑥𝑖|𝑦𝑗)
𝑚
𝑗=1
𝑛
𝑖=1
 
 
(3.85) 
 
 
= −∑𝑝(𝑥𝑖) log 𝑝(𝑥𝑖)
𝑛
𝑖=1
− (−∑∑𝑝(𝑥𝑖, 𝑦𝑗) log 𝑝(𝑥𝑖|𝑦𝑗)
𝑚
𝑗=1
𝑛
𝑖=1
) 
 
(3.86) 
 
 = 𝐻(𝑋) − 𝐻(𝑋|𝑌). (3.87) 
 
A informação mútua 𝐼(𝑋; 𝑌) é uma função não-negativa de 𝑝(𝑥𝑖 , 𝑦𝑗), e 𝐼(𝑋; 𝑌) =
0 se, e somente se, 𝑋 e 𝑌 são independentes. A função é côncava em 𝑝(𝑥𝑖) para uma 𝑝(𝑦𝑗|𝑥𝑖) 
fixa, e convexa em 𝑝(𝑦𝑗|𝑥𝑖) para uma 𝑝(𝑥𝑖) fixa (EL GAMAL & KIM, 2011).  
Segundo El Gamal e Kim (2011, p. 23), para o caso contínuo, pode-se definir a 
informação mútua para um par de variáveis aleatórias contínuas (𝑋, 𝑌) ~ 𝑓(𝑥, 𝑦) como: 
 
 
𝐼(𝑋; 𝑌) = ∫𝑓(𝑥, 𝑦) log
𝑓(𝑥, 𝑦)
𝑓(𝑥) 𝑓(𝑦)
 𝑑𝑥 𝑑𝑦 
(3.88) 
 
 = ℎ(𝑋) − ℎ(𝑋|𝑌) (3.89) 
 
 = ℎ(𝑌) − ℎ(𝑌|𝑋) (3.90) 
 
 = ℎ(𝑋) +  ℎ(𝑌) − ℎ(𝑋, 𝑌). (3.91) 
 
Da mesma forma, seja 𝑋 ~ 𝑝(𝑥𝑖) uma variável aleatória discreta e seja 
𝑌|{𝑋 = 𝑥} ~ 𝑓(𝑦|𝑥) contínua para todo 𝑥, então: 
 
 𝐼(𝑋; 𝑌) = ℎ(𝑌) − ℎ(𝑌|𝑋) = 𝐻(𝑋) − 𝐻(𝑋|𝑌). (3.92) 
 
Dentre as considerações relevantes acerca da informação mútua, Cover e Thomas 
(2006) apresentam as seguintes igualdades: 
 
 𝐼(𝑋; 𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌), (3.93) 
 
 𝐼(𝑋; 𝑌) = 𝐻(𝑌) − 𝐻(𝑌|𝑋), (3.94) 
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 𝐼(𝑋; 𝑌) = 𝐻(𝑋) + 𝐻(𝑌) − 𝐻(𝑋, 𝑌), (3.95) 
 
 𝐼(𝑋; 𝑌) = 𝐼(𝑌; 𝑋), (3.96) 
 
 𝐼(𝑋; 𝑋) = 𝐻(𝑋) − 𝐻(𝑋|𝑋) = 𝐻(𝑋). (3.97) 
 
Portanto, a informação mútua de uma variável aleatória com ela mesma, 
corresponde à incerteza da variável aleatória. Essa é a razão pela qual a entropia é muitas vezes 
referida como auto informação. 
Na Figura 7 mostra-se um Diagrama de Venn que evidencia as relações entre as 
incertezas marginal, conjunta e condicional, assim como a informação mútua. 
 
Figura 7. Relação entre as diferentes medidas de incerteza 
 
Fonte: Adaptado de Cover e Thomas (2006, p. 22). 
 
No diagrama apresentado na Figura 7, as incertezas 𝐻(𝑋) e 𝐻(𝑌) são representadas 
como duas “regiões” cuja interseção é 𝐼(𝑋; 𝑌) e a união é 𝐻(𝑋, 𝑌). O principal interesse deste 
diagrama, consiste em evidenciar todas as igualdades e desigualdades possíveis entre os 
diferentes conceitos tratados na presente seção. Rioul (2018) destaca as seguintes igualdades 
que podem ser observadas a partir do diagrama: 
 
 𝐻(𝑋, 𝑌) = 𝐻(𝑋|𝑌) + 𝐻(𝑌|𝑋) + 𝐼(𝑋; 𝑌) (3.98) 
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 = 𝐻(𝑋) + 𝐻(𝑌) − 𝐼(𝑋; 𝑌), (3.99) 
 
 𝐻(𝑋) =  𝐻(𝑋|𝑌) + 𝐼(𝑋; 𝑌), (3.100) 
 
 𝐻(𝑌) =  𝐻(𝑌|𝑋) + 𝐼(𝑋; 𝑌). (3.101) 
 
Além disso, também é possível determinar as seguintes desigualdades (tendo em 
mente que todas as quantidades são positivas): 
 
 𝐻(𝑋|𝑌) ≤ 𝐻(𝑋), (3.102) 
 
 𝐻(𝑌|𝑋) ≤ 𝐻(𝑌), (3.103) 
 
 𝐻(𝑋, 𝑌) ≤ 𝐻(𝑋) + 𝐻(𝑌), (3.104) 
 
 𝐼(𝑋; 𝑌) ≤ min{𝐻(𝑋),𝐻(𝑌)}. (3.105) 
 
Diante desta coletânea de fórmulas, é relevante acrescentar três casos particulares 
descritos por Rioul (2018), que são: a ocorrência de duas variáveis 𝑋 e 𝑌 independentes 
(𝐼(𝑋; 𝑌) = 0), o caso de uma variável aleatória ser uma função determinística da outra 
(𝐻(𝑋|𝑌) ou 𝐻(𝑌|𝑋) = 0) e, por fim, a eventualidade de 𝑋 e 𝑌 serem equivalentes 
(𝐻(𝑋|𝑌) = 𝐻(𝑌|𝑋) = 0). 
 
3.3. Codificação de canal 
 
As seções anteriores foram direcionadas à caracterização e demonstração dos 
aspectos matemáticos inerentes à função de incerteza (entropia). Contudo, é fundamental 
apresentar brevemente alguns aspectos adicionais e fundamentais, que segundo Shannon, 
compõem os sistemas de comunicação, quais sejam, os códigos. 
A seguir, apresenta-se a caracterização e algumas definições matemáticas de um 
canal de comunicação, conforme exposto em Ash (1965, p. 46): 
A princípio, pode-se analisar os canais de comunicação cujas entradas estão sujeitas 
a perturbações aleatórias no processo de transmissão. No que concerne à situação de 
comunicação usual, um objeto de algum tipo (por exemplo, uma letra do alfabeto, um pulso ou 
outra forma de onda) é selecionado de uma classe específica de entradas. O canal é um 
dispositivo que age na entrada para produzir uma saída pertencente a outra classe especificada. 
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A natureza aleatória do canal pode, em muitos casos, ser descrita por meio de uma distribuição 
de probabilidade sobre o conjunto de saídas possíveis. A distribuição dependerá, em geral, da 
entrada específica escolhida para transmissão e, além disso, pode depender também da estrutura 
interna do canal no momento em que a entrada é transferida. Em vista disso, estabelece-se uma 
definição de um canal de comunicação que evidencie essas considerações. 
Objetiva-se a investigação do “caso discreto”, caracterizado pela situação em que a 
informação a ser transmitida consiste em uma sequência de símbolos, sendo que cada símbolo 
pertence a um alfabeto finito. Ao aplicar uma sequência 𝑥1, … , 𝑥𝑛 na entrada de um canal, então, 
na saída, depois de um atraso apropriado, recebe-se uma sequência 𝑦1, … , 𝑦𝑛. É razoável 
descrever a ação do canal, dando uma distribuição de probabilidade sobre as sequências de 
saída 𝑦1, … , 𝑦𝑛 para cada sequência de entrada 𝑥1, … , 𝑥𝑛. Dessa forma, o conjunto de 
distribuições também deve refletir o fato de que o “estado interno” do canal no momento em 
que a entrada é aplicada afetará a transmissão de informações. Fisicamente, espera-se que 
muitos canais tenham “memória”; isto é, a distribuição do símbolo de saída 𝑦𝑛 pode depender 
de entradas e saídas anteriores. Além disso, o canal ainda pode apresentar um comportamento 
“antecipatório”, em que a distribuição depende de entradas ou saídas futuras. 
No entanto, este último comportamento não é esperado para o modelo a ser tratado 
na sequência. Assim, dada a distribuição de 𝑦1, … , 𝑦𝑛, não é preciso considerar entradas além 
de 𝑥1, … , 𝑥𝑛, obtendo-se assim, a seguinte definição, disponível em Ash (1965, p. 46-47): 
 
Definição 3.1. Os conjuntos finitos Γ e Γ′, podem ser chamados alfabeto de entrada 
e alfabeto de saída, respectivamente. Além disso, um conjunto arbitrário 𝑆 pode ser referido 
como conjunto de estados. Por fim, tem-se um canal discreto caracterizado pelo seguinte 
sistema de distribuições de probabilidade: 
 
 𝑝𝑛(𝑦1, … , 𝑦𝑛|𝑥1, … , 𝑥𝑛; 𝑠), (3.106) 
 
onde 𝑥1, … , 𝑥𝑛 ∈ Γ, 𝑦1, … , 𝑦𝑛 ∈ Γ
′, 𝑠 ∈ 𝑆 e 𝑛 ∈ ℕ∗. Dessa forma, tem-se um sistema de 
distribuições de probabilidade que satisfaz: 
 
1. 𝑝𝑛(𝑦1, … , 𝑦𝑛|𝑥1, … , 𝑥𝑛; 𝑠) ≥ 0 para todo 𝑛, 𝑥1, … , 𝑥𝑛, 𝑦1, … , 𝑦𝑛 e 𝑠. 
 
2. ∑ 𝑝𝑛(𝑦1, … , 𝑦𝑛|𝑥1, … , 𝑥𝑛; 𝑠)𝑦1,…,𝑦𝑛 = 1 para todo 𝑛, 𝑥1, … , 𝑥𝑛 e 𝑠. 
 
67  
Fisicamente, interpreta-se 𝑝𝑛(𝑦1, … , 𝑦𝑛|𝑥1, … , 𝑥𝑛; 𝑠) como a probabilidade de que 
a sequência 𝑦1, … , 𝑦𝑛 apareça na saída se a sequência de entrada 𝑥1, … , 𝑥𝑛 for encaminhada. 
Ademais, o estado inicial do canal, isto é, o estado imediatamente anterior à aparição de 𝑥1, é 
dado por 𝑠. O estado do canal pode mudar conforme os componentes da sequência de entrada 
são aplicados. Neste modelo, assume-se que o conhecimento do estado inicial e a sequência de 
entrada determinam a distribuição da sequência de saída (ASH, 1965). 
As mensagens transmitidas devem ser compactadas a fim de remover a redundância 
inerente. No entanto, para combater o efeito prejudicial induzido pelo canal (ruído), a 
mensagem de origem é ainda codificada utilizando-se certos esquemas de codificação de canal. 
Dessa forma, os dados codificados seguem seu fluxo pelo canal. A decodificação das 
mensagens é realizada no receptor com base na saída do canal (MOSER & CHEN, 2012). 
Examina-se brevemente cada uma dessas etapas do processo de codificação na presente seção.  
Considera-se o problema de transmitir informações para um receptor que seja capaz 
de decodificar a mensagem com uma pequena probabilidade de erro. Essencialmente, deseja-
se encontrar palavras código (sequências de símbolos de entrada para o canal) cujas versões 
ruidosas (obtidas na saída do canal) sejam distinguíveis (COVER & THOMAS, 2006).  
Pode-se basear no modelo de sistema de comunicação ponto a ponto representado 
na Figura 8, em que estima-se, a partir de um emissor, uma comunicação confiável de uma 
mensagem 𝑀 a uma taxa de 𝑅 bits por transmissão a um receptor, através de um canal de 
comunicação com ruído. Para este fim, no emissor codifica-se a mensagem em uma palavra 
código 𝑋𝑛 que é transmitida através do canal em 𝑛 instâncias de tempo (também referidas como 
transmissões ou utilizações do canal). Ao receber a sequência ruidosa 𝑌𝑛, há a decodificação 
no receptor para se obter a estimativa ?̂? da mensagem (EL GAMAL & KIM, 2011). 
 
Figura 8. Representação de um canal de comunicação 
 
Fonte: Elaborado pelo autor a partir de Cover e Thomas (2006, p. 193). 
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Primeiro, considera-se o problema de codificação de canal para um modelo de canal 
discreto sem memória (CDSM; em inglês: discrete memoryless channel – DMC) caracterizado 
por (𝒳, 𝑝(𝑦|𝑥), 𝒴), que consiste em um conjunto finito de entrada (ou alfabeto) 𝒳, um conjunto 
finito de saída 𝒴, e uma coleção de funções massa de probabilidade (FMPs; em inglês: 
probability mass function – PMF) condicionais 𝑝(𝑦|𝑥) em 𝒴 para todo 𝑥 ∈ 𝒳. Assim, se um 
símbolo de entrada 𝑥 ∈ 𝒳 é transmitido, a probabilidade de receber um símbolo de saída 𝑦 ∈
𝒴 é 𝑝(𝑦|𝑥).  
De acordo com Cover e Thomas (2006), os símbolos de origem de um alfabeto 
finito são mapeados em uma sequência de símbolos de canal, produzindo-se assim, a sequência 
de saída do canal. A sequência de saída é aleatória, mas tem uma distribuição que depende da 
sequência de entrada. Com base na sequência de saída, recupera-se a mensagem transmitida. 
Um código (2𝑛𝑅, 𝑛) para o CDSM 𝑝(𝑦|𝑥) consiste em: 
 Um conjunto de mensagens [1: 2𝑛𝑅] = {1, 2, … , 2⌈𝑛𝑅⌉}, onde ⌈𝑛𝑅⌉ representa a 
função teto34 de 𝑛𝑅; 
 Uma função de codificação (codificador) 𝑥𝑛: [1: 2𝑛𝑅] → 𝒳𝑛 que atribui uma 
palavra código 𝑥𝑛(𝑚) a cada mensagem 𝑚 ∈ [1: 2𝑛𝑅]; 
 Uma função de decodificação (decodificador) ?̂?: 𝒴𝑛 → [1: 2𝑛𝑅] ∪ {𝑒} que 
atribui uma estimativa ?̂? ∈ [1: 2𝑛𝑅] ou uma mensagem de erro 𝑒 para cada sequência recebida 
𝑦𝑛. 
Com relação à definição de um código (2𝑛𝑅, 𝑛) acima, a propriedade sem memória 
implica que: 
 
 
𝑝(𝑦𝑛|𝑥𝑛) = ∏𝑝(𝑦𝑖|𝑥𝑖)
𝑛
𝑖=1
. 
 
(3.107) 
 
Portanto, o canal é dito ser sem memória se a distribuição de probabilidade da saída 
depende apenas da entrada naquele momento, sendo condicionalmente independente das 
entradas ou saídas anteriores do canal. 
O conjunto ℒ = {𝑥𝑛(1), 𝑥𝑛(2),… , 𝑥𝑛(2⌈𝑛𝑅⌉)} é referido como o livro de código 
associado ao código (2𝑛𝑅, 𝑛). Assume-se que a mensagem é distribuída uniformemente pelo 
conjunto de mensagens, ou seja, 𝑀 ~ Unif[1: 2𝑛𝑅]. 
                                                     
34 Pontualmente, a função piso (floor function) ⌊𝑥⌋ denota o maior número inteiro não maior que 𝑥, e a função teto 
(ceiling function) ⌈𝑥⌉ denota o menor número inteiro não menor que 𝑥 (MERCA, 2011). Por exemplo, ⌊3,1415⌋ =
3 e ⌈3,1415⌉ = 4. 
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O desempenho de um determinado código é medido pela probabilidade de que a 
estimativa da mensagem seja diferente da mensagem real enviada. Mais precisamente, seja 
𝑚(ℒ) = 𝑃{?̂? ≠ 𝑚|𝑀 = 𝑚} a probabilidade condicional de erro, dado que a mensagem 𝑚 é 
enviada. Então, a probabilidade média de erro para um código (2𝑛𝑅, 𝑛) é definida como: 
 
 
𝑃𝑒
(𝑛)(ℒ) = 𝑃{?̂? ≠ 𝑀} =
1
2⌈𝑛𝑅⌉
∑ 𝑚(ℒ)
2⌈𝑛𝑅⌉
𝑚=1
. 
 
(3.108) 
 
Diz-se que uma taxa 𝑅 é alcançável se existe uma sequência de (2𝑛𝑅, 𝑛) códigos 
tais que lim𝑛→∞ 𝑃𝑒
(𝑛)
(ℒ) = 0 (COVER & THOMAS, 2006).  
 
3.4. Capacidade de um canal de comunicação ponto a ponto 
 
O que se quer dizer quando se afirma que A se comunica com B? Deseja-se expor 
a ideia de que a transferência de informação entre o emissor A e o receptor B pode ser 
compreendida como um processo físico e, portanto, está sujeita ao ruído incontrolável do 
ambiente e às imperfeições físicas do processo de comunicação. Deste modo, a comunicação é 
bem-sucedida se a mensagem intencionada por A foi, de fato, recebida e entendida por B 
(COVER & THOMAS, 2006). Contudo, há limitações na complexidade dos códigos que se 
pode utilizar nos sistemas práticos de comunicação e, portanto, é basicamente impossível atingir 
a capacidade de canal (PETERSON & MASSEY, 1963). 
Segundo Agrell et al. (2016, p. 5), em contraste com o significado coloquial da 
palavra “capacidade” mencionada no título da presente seção, a capacidade de canal é um 
conceito matemático e, portanto, aplica-se a canais matemáticos. Para elaborar afirmações que 
utilizam-se da Teoria da Informação acerca de um canal físico do mundo real, é preciso 
considerar um modelo de canal que capture a essência do comportamento do canal físico e 
forneça uma formulação matematicamente precisa, levando em conta a natureza aleatória da 
propagação do sinal. Assim sendo, um bom modelo de canal deve ser fisicamente realista e 
tratável para análise matemática, o que, em muitas situações, pode ser difícil de alcançar. Para 
uma grande variedade de links de comunicação “com e sem fio de cobre”, esses modelos 
existem e comumente são aceitos, sendo relativamente precisos para uma ampla gama de 
condições de transmissão, mas simples o suficiente para permitir a análise teórica da 
informação. 
70  
Agrell et al. (2016) complementam que, para operar próximo à capacidade de canal, 
é preciso utilizar códigos longos e algoritmos de decodificação complicados. Contudo, algumas 
análises teóricas sugerem que, ao minimizar o consumo total de energia, pode ser benéfico 
operar um sistema mantendo alguma distância da capacidade de canal. 
Cada uma das sequências de entrada possíveis induz uma distribuição de 
probabilidade nas sequências de saída (GRAY, 1990). Quando duas sequências de entrada 
diferentes podem dar origem à mesma sequência de saída, evidencia-se a importância do uso 
de códigos eficientes no processo de comunicação para minimizar a ocorrência de erros na 
decodificação (MAY & PAPADEMETRIOU, 2012; VITERBI, 1973). 
Tendo em vista os conceitos abordados anteriormente, não é nenhuma surpresa que 
a capacidade de um canal não seja descrita a partir do número de símbolos que ele, o canal, 
pode transmitir, mas sim através da quantidade de informação que ele transmite. Portanto, a 
capacidade de um canal deve ser descrita em termos da capacidade de transmitir o que é 
produzido por uma fonte de informação (SHANNON, 1948). Segundo Moser e Chen (2012), a 
capacidade de canal mede a quantidade de informação que pode ser transportada pelo canal; 
caracterizando a quantidade máxima de taxa de transmissão para que seja possível estabelecer 
uma comunicação confiável. 
Antes de tratar dos canais ruidosos, é possível dar uma noção intuitivamente 
razoável da taxa de transmissão de informação, e também da capacidade de um canal discreto 
sem ruído. Shannon (1948) apresenta um caso geral, em que considera-se um tempo arbitrário 
𝑇 e define-se 𝑁(𝑇) como o número de mensagens distintas de duração 𝑇. Para este caso, pode-
se medir a taxa de transmissão de informações através da equação: 
 
 
𝐶 = lim
𝑇 → ∞
log 𝑁(𝑇)
𝑇
. 
(3.109) 
 
Tendo em mente que 𝑇 se aproxima do infinito, o limite dessa razão mede a 
capacidade do canal discreto (SHANNON, 1948), ou seja, a taxa máxima na qual é possível 
comunicar informações através de um canal sem ruído (GOLDSTINE, 1961). 
Segundo Reza (1961, p. 122), respeitando as premissas acima, pode-se reduzir o 
problema da capacidade nesses canais de comunicação a um problema combinatório a partir de 
𝑁(𝑇). Define-se o alfabeto [𝑎1, 𝑎2, … , 𝑎𝑛] e as durações associadas [𝑡1, 𝑡2, … , 𝑡𝑛]. Dessa forma, 
o número de palavras distintas de duração 𝑇 é dado por: 
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𝑁(𝑇) = ∑ 𝑁(𝑇 − 𝑡𝑘)
𝑘=𝑛
𝑘=1
. 
 
(3.110) 
 
A seguir, descreve-se um exemplo a fim de evidenciar que a capacidade de canal 
depende dos processos combinatórios de 𝑁(𝑇), conforma consta em Reza (1961, p. 123): 
 
Exemplo 3.1. Considera-se um alfabeto que consiste em dois pulsos retangulares 
de alturas iguais. A duração dos pulsos é de 2 e 4 unidades de tempo. Objetiva-se determinar o 
cálculo da capacidade de um canal sem ruído que transmite mensagens de longa duração (as 
mensagens são encaminhadas ao canal de maneira independente e equiprovável). 
 
Solução. Pode-se definir a equação de diferenças (difference equation), definida 
recursivamente como: 
 
 𝑁(𝑇) = 𝑁(𝑇 − 2) + 𝑁(𝑇 − 4). (3.111) 
 
Assumindo-se que 𝑁(−3) = 𝑁(−2) = 𝑁(−1) = 0, obtém-se os resultados 
mostrados na Tabela 2 a seguir. 
 
Tabela 2. Resultados do Exemplo 3.1 
𝑻 𝑵(𝑻) 𝐥𝐨𝐠𝑵(𝑻)  𝟏 
𝑻
𝐥𝐨𝐠𝑵(𝑻) 
2 1 0 0 
3 1 0 0 
4 2 1 0,250 
5 2 1 0,200 
6 3 1,585 0,264 
7 3 1,585 0,226 
8 5 2,322 0,290 
9 5 2,322 0,258 
10 8 3 0,300 
15 21 4,392 0,292 
19 55 5,781 0,304 
Fonte: Reza (1961, p. 123). 
 
72  
Após alguns exemplos de fontes e uma discussão sobre o canal discreto sem ruído, 
Shannon, em seu artigo seminal, analisa o canal discreto com ruído. A prova de Shannon de 
que as mensagens podem ser transmitidas com um erro muito pequeno se a taxa de origem for 
menor que a capacidade de canal é indireta e não construtiva. Mas, ao discutir a codificação 
para transmissão, ele fornece uma codificação de comprimento variável, na qual códigos curtos 
são atribuídos a mensagens mais prováveis e códigos longos a mensagens menos prováveis 
(PIERCE, 1973).  
Shannon (1948) percebeu que a dificuldade está em analisar o sistema para qualquer 
comprimento de bloco finito 𝑛, e reformulou o problema para encontrar a capacidade de canal 
𝐶, que é a taxa máxima de comunicação 𝑅 =
 𝑘 
𝑛
 em bits por transmissões do canal, tal que a 
probabilidade de erro possa ser arbitrariamente pequena quando o tamanho do bloco é 
suficientemente grande. Ele estabeleceu uma caracterização simples e elegante da capacidade 
de canal 𝐶 em termos da informação mútua máxima 𝐼(𝑋; 𝑌) entre a entrada 𝑋 e a saída 𝑌: 
 
 𝐶 = max
𝑝(𝑥)
𝐼(𝑋; 𝑌), (3.112) 
 
em que o valor máximo é tomado sobre todas as distribuições de entrada possíveis 𝑝(𝑥). 
Moser e Chen (2012) afirmam que, embora essa definição de capacidade seja 
bastante agradável intuitivamente, é uma mera quantidade matemática, ou seja, um número que 
é o resultado de um problema de maximização. No entanto, o teorema de codificação de canal 
declara que ela realmente é a capacidade de um canal, no sentido de que só é possível transmitir 
informação de forma confiável (ou seja, com probabilidade de erro muito pequena) através do 
canal, desde que a taxa de transmissão esteja abaixo da capacidade do canal. 
Por outro lado, encontrar modelos de comunicação que disponham de uma solução 
para a capacidade de canal já esclarecida e consolidada na literatura é, em geral, difícil, com 
exceção de alguns canais simples (ASH, 1965; MOSER & CHEN, 2012), como por exemplo, 
o canal binário simétrico (CBS; em inglês: binary symmetric channel – BSC), que é mostrado 
na Figura 9 a seguir. 
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Figura 9. Representação de um canal binário simétrico 
 
Fonte: Elaborado pelo autor a partir de Reza (1961, p. 114). 
 
Com relação ao modelo de canal exposto na Figura 9, Reza (1961, p. 114) 
estabelece suas probabilidades e a capacidade de canal da seguinte forma: 
 
 𝑃{0} = 𝛼, (3.113) 
 
 𝑃{1} = 1 − 𝛼, (3.114) 
 
 𝑃{0|0} = 𝑃{1|1} = 𝑝, (3.115) 
 
 𝑃{0|1} = 𝑃{1|0} = 𝑞. (3.116) 
 
Desse modo, assumindo-se 𝐻(𝑋) = 1 (incerteza máxima para dois eventos 
equiprováveis), tem-se: 
 
 𝐻(𝑋) = 𝐻(𝛼, 1 − 𝛼) = −𝛼 log 𝛼 − (1 − 𝛼) log(1 − 𝛼), (3.117) 
 
 𝐻(𝑋|𝑌) = −(𝑝 log 𝑝 + 𝑞 log 𝑞), (3.118) 
 
 𝐼(𝑋; 𝑌) = 𝐻(𝛼, 1 − 𝛼) + 𝑝 log 𝑝 + 𝑞 log 𝑞, (3.119) 
 
 𝐶 = 1 + 𝑝 log 𝑝 + 𝑞 log 𝑞. (3.120) 
 
A fim de exemplificar o cálculo da capacidade de canal utilizando-se de valores 
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específicos, expõe-se a seguir, uma nova análise de um CBS, em que tanto as probabilidades 
de entrada 𝑃{𝑋} quanto as probabilidades condicionais de saída 𝑃{𝑋|𝑌} foram atribuídas de 
forma arbitrária. 
Diante dessa alteração, pode-se expor a seguinte representação para o CBS. 
 
Figura 10. Representação de um CBS com probabilidades arbitrárias 
 
Fonte: Elaborado pelo autor a partir de Reza (1961, p. 114). 
 
Assim, de acordo com o modelo exibido na Figura 10, pode-se estabelecer suas 
probabilidades e a capacidade de canal da seguinte forma (assume-se que log 0,70 = −0,51, 
log 0,30 = −1,74, log 0,85 = −0,23 e log 0,15 = −2,74): 
 
 𝑃{0} = 0,70, (3.121) 
 
 𝑃{1} = 0,30, (3.122) 
 
 𝑃{0|0} = 𝑃{1|1} = 0,85, (3.123) 
 
 𝑃{0|1} = 𝑃{1|0} = 0,15, (3.124) 
 
 𝐻(𝑋) = −0,70 log 0,70 − 0,30 log 0,30 = 0,36 + 0,52 = 0,88, (3.125) 
 
 𝐻(𝑋|𝑌) = −0,85 log 0,85 − 0,15 log 0,15 = 0,20 + 0,41 = 0,61, (3.126) 
 
 𝐼(𝑋; 𝑌) = 0,88 − 0,61 = 0,27, (3.127) 
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 𝐶 = 0,27 𝑏𝑖𝑡. (3.128) 
 
Ademais, Reza (1961, p. 114) ainda apresenta a capacidade de canal para o canal 
de apagamento binário (CAB; em inglês: binary erasure channel – BEC), um modelo de 
comunicação que possui dois caracteres de entrada {0,1} e três caracteres de saída {0,1, ? }. O 
caractere “?” indica o fato de que a saída é apagada e nenhuma decisão determinística pode ser 
tomada acerca do caractere transmitido. 
Na Figura 11 mostra-se uma representação de um CAB. 
 
Figura 11. Representação de um canal de apagamento binário 
 
Fonte: Elaborado pelo autor a partir de Reza (1961, p. 114). 
 
Para o modelo exposto na Figura 11, pode-se definir suas probabilidades e a 
capacidade de canal da seguinte forma: 
 
 𝑃{0} = 𝛼, (3.129) 
 
 𝑃{1} = 1 − 𝛼, (3.130) 
 
 𝑃{0|0} = 𝑃{1|1} = 𝑝, (3.131) 
 
 𝑃{? |0} = 𝑃{? |1} = 𝑞. (3.132) 
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Desse modo, assumindo-se 𝐻(𝑋) = 1 (incerteza máxima para dois eventos 
equiprováveis), tem-se: 
 
 𝐻(𝑋) = 𝐻(𝛼, 1 − 𝛼), (3.133) 
 
 𝐻(𝑋|𝑌) = 1 − 𝑝, (3.134) 
 
 𝐼(𝑋; 𝑌) = 𝐻(𝛼, 1 − 𝛼) + 𝑝 − 1, (3.135) 
 
 𝐶 = 𝑝. (3.136) 
 
Com a finalidade de exemplificar o cálculo da capacidade de canal utilizando-se de 
valores específicos, expõe-se a seguir, uma nova análise de um CAB, em que tanto as 
probabilidades de entrada 𝑃{𝑋} quanto as probabilidades condicionais de saída 𝑃{𝑋|𝑌} foram 
atribuídas de forma arbitrária. 
Em decorrência dessa alteração, pode-se expor a seguinte representação para o 
CAB. 
 
Figura 12. Representação de um CAB com probabilidades arbitrárias 
 
Fonte: Elaborado pelo autor a partir de Reza (1961, p. 114). 
 
Logo, de acordo com o modelo exibido na Figura 12, pode-se estabelecer suas 
probabilidades e a capacidade de canal da seguinte forma (assume-se que log 0,35 = −1,51, 
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log 0,65 = −0,62, log 0,90 = −0,15 e log 0,10 = −3,32): 
 
 𝑃{0} = 0,35, (3.137) 
 
 𝑃{1} = 0,65, (3.138) 
 
 𝑃{0|0} = 𝑃{1|1} = 0,90, (3.139) 
 
 𝑃{? |0} = 𝑃{? |1} = 0,10, (3.140) 
 
 𝐻(𝑋) = −0,35 log 0,35 − 0,65 log 0,65 = 0,53 + 0,40 = 0,93, (3.141) 
 
 𝐻(𝑋|𝑌) = 1 − 0,90 = 0,10, (3.142) 
 
 𝐼(𝑋; 𝑌) = 0,93 − 0,10 = 0,83, (3.143) 
 
 𝐶 = 0,83 𝑏𝑖𝑡. (3.144) 
 
Diante dos resultados apresentados acerca de dois modelos de canais simétricos, é 
conveniente expor algumas considerações sobre outras classes de canais que, de acordo com 
Ash (1965, p. 50-52), são fáceis de se analisar: 
 
a. Um canal é sem perdas (lossless) se 𝐻(𝑋|𝑌) = 0 para todas as distribuições de 
entrada. Em outras palavras, um canal sem perdas é caracterizado pelo fato de que a entrada é 
determinada pela saída e, portanto, nenhum erro de transmissão pode ocorrer. Portanto, os 
valores de 𝑌 podem ser particionados em conjuntos disjuntos 𝐴1, 𝐴2, … , 𝐴𝑛, de modo que 
𝑃{𝑌 ∈ 𝐴𝑖|𝑋 = 𝑥𝑖} = 1, 𝑖 ∈ ℕ
∗. 
b. Um canal é determinístico (deterministic) se 𝑝(𝑦𝑗|𝑥𝑖) = 1 ou 0 para todo 𝑖, 𝑗; ou 
seja, se 𝑌 é determinado por 𝑋 ou, equivalentemente, 𝐻(𝑌|𝑋) = 0 para todas as distribuições 
de entrada. Um exemplo de canal determinístico é aquele cuja entrada 𝑋 é a identidade de uma 
carta de baralho escolhida dentre um baralho comum de 52 cartas e cuja saída 𝑌 representa o 
naipe da carta escolhida. Se a carta for selecionada aleatoriamente para que todos os valores de 
𝑋 e, portanto, de 𝑌, sejam igualmente prováveis, então a informação processada é 𝐻(𝑌) −
𝐻(𝑌|𝑋) = 𝐻(𝑌). 
c. Um canal é sem ruído (noiseless) se ele for simultaneamente sem perdas e 
determinístico. 
d. Um canal é de capacidade zero (useless) se 𝐼(𝑋; 𝑌) = 0 para todas as 
distribuições de entrada. Equivalentemente, pode-se caracterizar um canal de capacidade zero 
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pela condição de que 𝐻(𝑋|𝑌) = 𝐻(𝑋) para todo 𝑝(𝑥) ou, analogamente, 𝑋 e 𝑌 são 
independentes para todo 𝑝(𝑥). Como a independência de 𝑋 e 𝑌 significa que 𝑝(𝑦𝑗|𝑥𝑖) = 𝑝(𝑦𝑗), 
para todo 𝑖, 𝑗, um canal é de capacidade zero se, e somente se, sua matriz de canal tiver linhas 
idênticas. Pode-se compreender um canal sem perdas e um canal de capacidade zero como os 
extremos das configurações de canais possíveis. O símbolo de saída de um canal sem perdas 
especifica exclusivamente o símbolo de entrada, alcançando assim, uma transmissão perfeita 
de informações. Um canal de capacidade zero embaralha completamente todas as mensagens 
de entrada. Como 𝑝(𝑥𝑖|𝑦𝑗) = 𝑝(𝑥𝑖) para todo 𝑖, 𝑗, a distribuição condicional de 𝑋 após o 
recebimento de 𝑌 é igual à distribuição original de 𝑋. Portanto, o conhecimento da saída não 
diz nada sobre a entrada. Além disso, para se determinar a entrada, pode-se também ignorar 
completamente a saída (ASH, 1965). 
 
Antes de meados da década de 1940, acreditava-se que não era possível recuperar 
perfeitamente os dados transmitidos que estavam sujeitos à corrupção de ruído, a menos que a 
taxa de transmissão se aproximasse de zero (MOSER & CHEN, 2012). No entanto, Shannon 
(1948), em seu trabalho seminal, refutou esse raciocínio e estabeleceu o teorema de codificação 
de canal (channel coding theorem). 
Moser e Chen (2012, p. 140) expõem o teorema de codificação de canal de 
Shannon: 
 
Teorema 3.6 (Teorema de codificação de canal de Shannon). Para um canal de informação 
de tempo discreto, é possível transmitir mensagens com uma probabilidade de erro 
arbitrariamente pequena se a taxa de comunicação 𝑅 estiver abaixo da capacidade de canal 𝐶. 
Especificamente, para cada taxa 𝑅 < 𝐶, existe uma sequência de (2𝑛𝑅, 𝑛) esquemas de 
codificação com probabilidade média de erro 𝑃𝑒
(𝑛) → 0 à medida que 𝑛 → ∞. Por outro lado, 
qualquer sequência de (2𝑛𝑅, 𝑛) esquemas de codificação com 𝑃𝑒
(𝑛) → 0 deve apresentar 𝑅 ≤ 𝐶. 
Portanto, qualquer tentativa de se transmitir a uma taxa maior do que a capacidade falhará, no 
sentido de que a probabilidade média de erro é estritamente maior que zero. 
 
Embora o Teorema 3.6 afirme a existência de bons esquemas de codificação com 
probabilidade de erro arbitrariamente pequena para um longo comprimento de bloco 𝑛, ele não 
fornece uma maneira de implementar os melhores esquemas de codificação. De fato, o único 
conhecimento que se pode deduzir do Teorema 3.6 é, talvez, que “um bom código favorece um 
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grande comprimento de bloco”. Desde as descobertas originais de Shannon, pesquisadores 
tentaram desenvolver esquemas práticos que facilitassem a codificação e decodificação; entre 
eles, o código de Hamming pode ser compreendido como o mais simples de uma classe de 
códigos corretores de erros algébricos (algebraic error-correcting codes) capazes de corrigir 
um erro em um bloco de bits (MOSER & CHEN, 2012). 
De acordo com Pierce (1961), depois de discutir o caso discreto com e sem ruído, 
Shannon se volta para o caso contínuo, que é consideravelmente mais difícil. A fórmula para a 
capacidade de canal 𝐶, que fornece a taxa na qual pode-se transmitir dígitos binários com erro 
insignificante sobre um canal contínuo no qual um sinal de largura de banda 𝑊 e potência 𝑃 é 
misturado com um ruído branco gaussiano (RBG; em inglês: white gaussian noise – WGN) de 
largura de banda 𝑊 e potência 𝑁. Como a mensagem possui 𝑇 segundos de duração, o número 
correspondente de bits por segundo denotado por 𝐶, é dado por: 
 
 
𝐶 = 𝑊 log (1 +
 𝑃 
𝑁
)  𝑏𝑖𝑡𝑠/s, 
(3.145) 
 
Esta fórmula é muito semelhante à uma expressão clássica emblemática da Teoria 
da Informação, comumente referida como fórmula de Shannon (ou fórmula de Shannon-
Hartley), dada por: 
 
 
𝐶 =
 1 
2
 log (1 +
 𝑃 
𝑁
), 
(3.146) 
 
para a capacidade de informação de um canal de comunicação com relação sinal-ruído (RSR) 
que apresenta uma forma simples 
 𝑃 
𝑁
. 
A diferença entre (3.145) e (3.146) é essencialmente o conteúdo do teorema de 
amostragem, que também é chamado de teorema de Shannon, responsável por assegurar que o 
número de amostras independentes que podem ser transmitidas através de um canal de largura 
de banda 𝑊 hertz é de 2𝑊 amostras por segundo (RIOUL & MAGOSSI, 2014). 
Depois de considerar seus diferentes casos, fórmulas e implicações, é evidente que 
a capacidade de canal constitui uma contribuição valiosa da Teoria da Informação. Mesmo hoje, 
várias décadas após o trabalho seminal de Shannon, ainda se usa a noção de capacidade para 
pensar sobre como os mais diversos canais de comunicação se comportam. As expectativas 
corroboram o ideal de que os resultados sobre a capacidade serão cada vez mais importantes no 
futuro (EFFROS & POOR, 2017), à medida que novos dispositivos de telecomunicações sejam 
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projetados e implementados. 
 
3.5. Canais multiusuários 
 
Shannon introduziu as noções de codificação e capacidade de canal em uma 
configuração de comunicação muito simples, permitindo encontrar o maior rendimento 
alcançável de um determinado canal de comunicação, com uma probabilidade de erro 
arbitrariamente baixa (AGRELL & KARLSSON, 2015). As técnicas que ele usou para analisar 
os canais nessa configuração são aplicáveis também para outros modelos de comunicação que 
vão além do ponto a ponto. Modelos de canal multiusuário generalizam modelos de canais 
ponto a ponto incorporando múltiplos transmissores, múltiplos receptores, fluxo 
multidirecional de informações ou alguma combinação desses recursos (EFFROS & POOR, 
2017). 
Effros e Poor (2017) ainda afirmam que as generalizações do modelo de canal de 
Shannon não se limitam a aumentar o número de transmissores ou receptores nas redes. Outras 
generalizações incluem canais compostos, que capturam canais com estatísticas desconhecidas 
ou variáveis; canais de escuta (wiretap), que modelam canais com intrusos (eavesdroppers); 
além de canais arbitrariamente variáveis, que capturam canais sobre interferência proposital 
(jamming).  
Além disso, o teorema de separação determina que os códigos de fonte e de canal 
podem ser projetados independentemente sem perda de otimalidade. Essa otimalidade teórica 
da modularidade reforçou a noção de camadas em rede, levando ao desenvolvimento separado 
de aspectos de codificação de fonte e canal em um sistema de comunicação. O teorema de 
separação vale para fontes estacionárias e ergódicas35 e canais com os pressupostos usuais de 
atraso e complexidade infinitos (VEMBU et al., 1995). No entanto, o teorema de separação de 
fonte-canal de Shannon não se generaliza para redes multiusuário (GÜNDÜZ et al., 2009). 
Segundo Cover (1975a, p. 250), um canal multiusuário, denotado por: 
 
 (𝑋1 × 𝑋2 × …× 𝑋𝑚, 𝑝(𝑦1, 𝑦2, … , 𝑦𝑛|𝑥1, 𝑥2, … , 𝑥𝑚), 𝑌1 × 𝑌2 × …× 𝑌𝑛), (3.147) 
 
é definido para 𝑚 conjuntos finitos 𝑋𝑖, 𝑖 = 1, 2, … ,𝑚; 𝑛 conjuntos finitos 𝑌𝑗 , 𝑗 = 1, 2, … , 𝑛; e 
                                                     
35 Grosso modo, a natureza ou estatística das sequências de caracteres ou mensagens produzidas por uma fonte 
ergódica não mudam com o tempo; isto é, a fonte é estacionária. Além disso, para uma fonte ergódica, as 
estatísticas baseadas em uma mensagem aplicam-se de forma igualitária a todas as mensagens geradas pela fonte 
(PIERCE, 1961). 
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uma coleção de distribuições de probabilidade 𝑝( ∙ , ∙ , … , ∙ |𝑥1, 𝑥2, … , 𝑥𝑚) em 𝑌1 × 𝑌2 × …×
𝑌𝑛, uma para cada (𝑥1, 𝑥2, … , 𝑥𝑚) ∈ 𝑋1 × …× 𝑋𝑛. A interpretação é que 𝑥1, 𝑥2, … , 𝑥𝑚 são as 
respectivas entradas de 𝑚 emissores e 𝑦1, 𝑦2, … , 𝑦𝑛 são as respectivas saídas nos terminais 
receptores 1, 2, … , 𝑛. Presume-se que o canal seja sem memória e assume-se que as mensagens 
sejam independentes.  
Seja 𝑅𝑖(𝑆), 𝑆  {1, 2, … , 𝑛} a taxa na qual a informação independente é enviada 
precisamente do emissor 𝑖 aos receptores 𝑗 ∈ 𝑆. O problema consiste em caracterizar a região 
de capacidade 𝒞 das taxas simultaneamente alcançáveis. 
Cover (1975a) afirma que a maioria dos problemas de comunicação em rede 
apresentam as propriedades do tipo descrito nos parágrafos anteriores. No entanto, uma exceção 
a essa formulação é o canal de duas vias de Shannon (1961), que será analisado no próximo 
capítulo. Neste canal, usos subsequentes de canal pelo transmissor 𝑖 podem depender do sinal 
passado recebido pelo receptor 𝑖. 
Cover (1975a, p. 251) apresenta os seguintes casos de estudo, que serão levados em 
consideração para a condução da presente pesquisa, visto que são fundamentais para o 
entendimento do problema de interesse: 
 Caso 1 (𝒎 = 𝒏 = 𝟏): este é o problema do canal “simples” solucionado por 
Shannon (1948); 
 Caso 2 (𝒎 ≥ 𝟐,𝒏 = 𝟏): este é o canal de acesso múltiplo, completamente 
solucionado por Ahlswede (1971) e Liao (1972); 
 Caso 3 (𝒎 = 𝟏,𝒏 ≥ 𝟐): este é o canal de difusão de Cover (1972), que constitui 
o objeto de pesquisa do presente estudo; 
 Caso 4 (𝒎 ≥ 𝟐,𝒏 ≥ 𝟐): este é o problema geral de comunicação em redes 
multiusuários sem feedback. Ulrey (1975) obteve alguns resultados sobre este problema, que 
infelizmente não incluem a formulação de canais de difusão. No entanto, os resultados de Ulrey 
incluem o trabalho de acesso múltiplo previamente conhecido e lançam alguma luz sobre as 
regiões de taxas alcançáveis para o canal de difusão, que foram consideradas por van der 
Meulen (1975). 
Enquanto o interesse em canais multiusuários varia com o passar do tempo, em 
decorrência da dificuldade dos problemas, é evidente que o aumento contínuo do tamanho das 
modernas redes de comunicação contribuem para que a Teoria da Informação Multiusuário (que 
proporciona considerações e propriedades fundamentais para o entendimento da Teoria da 
Informação em Rede) constitua uma importante área de pesquisa (EFFROS & POOR, 2017). 
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4. TEORIA DA INFORMAÇÃO EM REDE 
 
O presente capítulo aborda alguns pontos marcantes sobre o desenvolvimento de 
pesquisas em canais multiusuários e destaca os principais conceitos e resultados precursores na 
Teoria da Informação em Rede (Seção 4.1). Além disso, são apresentadas as definições 
matemáticas e limites na região de capacidade do canal de duas vias (Seção 4.2) e do canal de 
acesso múltiplo (Seção 4.3). Por fim, uma descrição introdutória e o esboço de alguns exemplos 
básicos sobre o canal de difusão são expostos na Seção 4.4. Vale mencionar, que esta última 
seção não exibe nenhuma representação esquemática ou definições matemáticas sobre canais 
de difusão, visto que tal conteúdo é de interesse do Capítulo 6. 
 
4.1. Apontamentos históricos 
 
Os exemplos de canais multiusuários mencionados na Seção 3.5 são normalmente 
usados para modelar ambientes de comunicação sem fio. No entanto, as redes sem fio não são 
as únicas redes de comunicação multiusuário. Afinal de contas, o trabalho de Shannon foi 
originalmente inspirado pela comunicação nas redes de telefonia fixa e telegráfica de seu tempo, 
cada uma das quais conectava um vasto número de usuários através de enormes redes de fios. 
O campo da codificação de rede começou com questões sobre a capacidade da codificação em 
redes. Em alguns cenários, notadamente no caso de codificação de rede multicast, a capacidade 
é conhecida e algoritmos eficientes estão disponíveis para alcançar esses limites na prática. No 
entanto, para a maioria das redes, as capacidades de codificação permanecem sendo 
investigadas (EFFROS & POOR, 2017). 
Em geral, as redes de comunicação têm múltiplas fontes disponíveis nos nós da 
rede, onde os dados de origem devem ser transmitidos ao seu destino. Alguns (potencialmente 
todos) nós funcionam como transmissor, enquanto outros atuam como receptor na presença de 
ruídos. O canal de comunicação36 é caracterizado por uma matriz de transição de probabilidades 
das entradas dos terminais de transmissão para as saídas dos terminais de recepção. Assume-se 
que todas as transmissões compartilham um meio de comunicação comum; casos especiais, 
como transmissão ortogonal, podem ser especificados através da matriz de transição de canais. 
                                                     
36 Convém reafirmar que de certa forma, pode-se definir um canal de comunicação sob duas “perspectivas”. A 
primeira, consiste no entendimento de canal como um meio físico caracterizado, por exemplo, por fios e cabos. 
No entanto, pode-se tratar o conceito de canal sob um olhar teórico, marcado por definições matemáticas e 
probabilísticas, haja vista que utiliza-se de distribuições de probabilidade sobre as sequências de entrada 𝑥1, … , 𝑥𝑛 
e sequências de saída 𝑦1 , … , 𝑦𝑛. 
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As fontes vêm de uma distribuição conjunta arbitrária, isto é, elas podem estar correlacionadas 
(GÜNDÜZ et al., 2009). 
Segundo El Gamal e Kim (2011), a Teoria da Informação em Rede visa estabelecer 
os limites fundamentais do fluxo de informação em redes e os esquemas de codificação ótimos 
que atingem esses limites. Ela estende os teoremas fundamentais de Shannon (1948) na 
comunicação ponto a ponto e o teorema do fluxo máximo e corte mínimo (max-flow min-cut 
theorem) de Elias et al. (1956) e Ford e Fulkerson (1956), tanto para redes gráficas unicast 
quanto para redes gerais com várias origens e que apresentem destinos e recursos 
compartilhados. Embora a teoria esteja longe de atingir uma relativa completude, muitos 
resultados sofisticados, e técnicas, foram desenvolvidos nos últimos quarenta anos com 
potenciais aplicações em redes do mundo real. 
O primeiro artigo na Teoria da Informação em Rede tratava o canal de duas vias 
(CDV; em inglês: two-way channel – TWC) de Shannon (1961). Uma continuidade para este 
trabalho foi alcançada apenas uma década mais tarde, por artigos seminais que tratavam: o canal 
de acesso múltiplo (CAM; em inglês: multiple access channel – MAC) de Ahlswede (1971) e 
Liao (1972); o canal de difusão (broadcast channel) de Cover (1972); e compressão distribuída 
sem perdas (distributed lossless compression) de Slepian e Wolf (1973a). 
Esses resultados estimularam uma série de pesquisas sobre a Teoria da Informação 
em Rede, desde os meados dos anos 1970 até o início dos anos 1980, período este que foi 
marcado pelo desenvolvimento de novas técnicas e pelo entendimento cada vez mais refinado 
dos problemas de comunicação (EL GAMAL & KIM, 2011). Segundo Körner e Orlitsky 
(1998), problemas combinatórios de grande interesse aparecem como casos especiais desses 
modelos. Muitos desses problemas surgem naturalmente através de combinações e geralmente 
são tratados sem referência à teoria de Shannon.  
No entanto, muitos problemas, incluindo o canal de duas vias de Shannon, 
permaneceram abertos e houve pouco interesse nesses resultados por parte dos teóricos da 
informação e dos engenheiros de comunicação. O intervalo dos anos 1980 aos anos 1990 
representa uma “década perdida” para a Teoria da Informação em Rede, durante a qual poucos 
trabalhos foram publicados e muitos pesquisadores mudaram seu foco para outras áreas. O 
advento da Internet e da Comunicação Sem Fio, impulsionado pelos avanços na tecnologia de 
semicondutores, codificação por compressão e correção de erros, processamento de sinais e 
ciência da computação, reavivou o interesse pelo assunto e ocasionou um aumento de estudos 
no campo desde meados dos anos 1990 (EL GAMAL & KIM, 2011). 
El Gamal e Kim (2011) ainda complementam que, além do progresso em antigos 
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problemas abertos, trabalhos recentes têm lidado com novos modelos de rede, novas abordagens 
para codificação de redes, aproximações de capacidade e leis de escala, e tópicos na interseção 
de redes e Teoria da Informação. Algumas das técnicas desenvolvidas na Teoria da Informação 
em Rede, como decodificação de cancelamento sucessivo, codificação de múltiplas descrições, 
refinamento sucessivo de informações e codificação de rede, estão sendo implementadas em 
redes reais. 
Um sistema com muitos emissores e receptores contém muitos elementos novos no 
problema de comunicação: interferência, cooperação e feedback. Estas são algumas das 
questões que são investigadas pela Teoria da Informação em Rede. O problema geral é de fácil 
formulação: “dados muitos emissores e receptores e uma matriz de transição (de 
probabilidades) de canal que descreve os efeitos da interferência e do ruído na rede, o objetivo 
é decidir se as mensagens nas fontes podem ou não ser transmitidas pelo canal”. Esse problema 
envolve a codificação de origem distribuída (compressão de dados), bem como a comunicação 
distribuída (localizando a região de capacidade da rede). No entanto, este problema geral ainda 
não foi resolvido (COVER & THOMAS, 2006, p. 509).  
De acordo com Cover e Thomas (2006), exemplos de grandes redes de 
comunicação incluem redes de computadores, redes de satélites e o sistema telefônico. Mesmo 
dentro de um único computador, existem vários componentes que se comunicam entre si. Uma 
teoria completa de informações em rede teria amplas implicações para o design de redes de 
comunicação e computação.  
Como as redes sem fio podem possivelmente desempenhar um papel importante 
nas futuras redes de comunicação, redes de sensores e redes de sensores-atuadores, é importante 
entender o que essas redes são capazes de fazer e como operá-las para maximizar suas 
capacidades (XIE & KUMAR, 2004). 
Todos os problemas anteriores se enquadram na área geral da teoria de 
multiusuários ou de informações em rede. De acordo com El Gamal e Kim (2011), apesar do 
pressuposto de que uma teoria abrangente para as redes possa estar além das técnicas atuais de 
pesquisa, ainda há alguma esperança de que todas as respostas envolvam apenas formas 
elaboradas de informação mútua e entropia relativa.  
 
4.2. Canal de duas vias de Shannon 
 
Desenvolvimentos recentes em comunicações full-duplex (SABHARWAL et al., 
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2014) aumentaram o interesse em estudar o CDV e suas extensões (CHAABAN et al., 2016; 
CHENG & DEVROYE, 2014; ONG et al., 2013). Um CDV modela um cenário em que dois 
nós se comunicam entre si em ambas as direções, ou seja, cada nó é uma origem e um destino 
de mensagem (CHAABAN et al., 2017). Shannon (1961) propôs este problema e encontrou um 
limite interno e externo para a região de capacidade. No entanto, a capacidade do CDV geral 
ainda é desconhecida e constitui um problema aberto dentro da Teoria da Informação em Rede. 
Weng et al. (2018) abordam o caso do canal de duas vias discreto sem memória 
(CDV-DSM; em inglês: discrete memoryless two-way channel – DM-TWC) na forma de uma 
única letra (single-letter form) e afirmam que a dificuldade em encontrar a região de capacidade 
de canal ocorre devido à causalidade da transmissão, uma vez que os emissores podem gerar 
entradas de canal adaptando-se às saídas de canal recebidas anteriormente. A região de 
capacidade de CDVs é conhecida apenas para alguns casos de estudo específicos, como CDVs 
com ruído branco aditivo e gaussiano (HAN, 1984), CDVs determinísticos (CHENG & 
DEVROYE, 2014), CDVs com ruído aditivo discreto (SONG et al., 2016), e CDVs 
semideterminísticos injetivos (CHAABAN et al., 2017). Sendo importante ressaltar, que os 
limites interno e externo de Shannon (1961), ainda desempenham um papel importante na 
caracterização da região de capacidade. 
 
4.2.1. Modelo do sistema de comunicação e definições matemáticas 
 
Como mostrado na Figura 13, o CDV tem dois terminais, cada um dos quais tem 
uma entrada e uma saída. O objetivo é estabelecer uma comunicação confiável em cada 
terminal. No terminal 1 há o envio da entrada de canal 𝑥1, que é recebida no terminal 2 como 
saída de canal 𝑦2. Simultaneamente, no terminal 2 há o envio da entrada de canal 𝑥2, que é 
recebida no terminal 1 como saída de canal 𝑦1. O modelo de CDV levado em consideração na 
presente seção é do tipo E, ou seja, a transmissão em uma direção interfere com a transmissão 
na direção oposta. 
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Figura 13. (a) Um CDV do tipo E é equivalente a (b) dois canais unidirecionais do tipo E 
 
Fonte: Adaptado de Varshney (2013, p. 2795). 
 
Um CDV sem memória é completamente especificado pela atribuição da 
probabilidade de transição 𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2) para 𝑥1 ∈ 𝒳1, 𝑥2 ∈ 𝒳2, 𝑦1 ∈ 𝒴1 e 𝑦2 ∈ 𝒴2. Vale 
mencionar a existência dos alfabetos de entrada 𝒳1 e 𝒳2 e dos alfabetos de saída 𝒴1 e 𝒴2. 
A codificação em cada terminal depende da mensagem a ser transmitida e da 
sequência de símbolos recebidos anteriormente naquele terminal. Da mesma forma, a 
decodificação em cada terminal depende da mensagem transmitida e da sequência de símbolos 
recebidos naquele terminal (VARSHNEY, 2013). 
Na Figura 14 destacam-se os processos de codificação e decodificação no CDV. 
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Figura 14. Representação de um CDV do tipo E 
 
Fonte: Adaptado de Varshney (2013, p. 2796). 
 
Um código (𝑛, 𝐾21, 𝐾12) para um CDV é definido como o conjunto 
(𝜙1, 𝜙2, 𝜓1, 𝜓2, 𝑀12, 𝑀21), em que 𝑀12 = {1, 2, … , 𝐾12} e 𝑀21 = {1, 2, … , 𝐾21} são os 
conjuntos de mensagens disponíveis para comunicação dos terminais 1 ao 2 e dos terminais 2 
ao 1, respectivamente. 
As funções de codificação 𝜙1 e 𝜙2 nos terminais 1 e 2, respectivamente, são 
estratégias de comunicação que dependem da mensagem a ser transmitida e da sequência de 
saída do canal recebida anteriormente. Portanto, 𝜙1 deve ser considerada uma sequência de 
códigos para cada comprimento de bloco possível: 
 
 𝜙1 = (𝜙11( ∙ ), 𝜙12( ∙ , ∙ ), … , 𝜙1𝑛( ∙ , ∙ , … , ∙ )), (4.1) 
 
em que 𝜙11:𝑀12 ↦ ℝ, 𝜙12:𝑀12 × ℝ ↦ ℝ, e assim por diante até 𝜙1𝑛:𝑀12 × ℝ
𝑛−1 ↦ ℝ. Este 
processo ocorre da mesma forma para 𝜙2. 
As funções de decodificação 𝜓1 e 𝜓2 nos terminais 1 e 2, respectivamente, são 
definidas da seguinte maneira: 
 
 𝜓1:𝑀12 × ℝ
𝑛 ↦ 𝑀21, (4.2) 
 
 𝜓2:𝑀21 × ℝ
𝑛 ↦ 𝑀12. (4.3) 
 
A operação 𝜓1 ocorre da seguinte maneira: no terminal 1, se a mensagem 
𝑚12 ∈ 𝑀12 foi enviada e a sequência ?⃗?1 foi recebida, no decodificador 𝜓1 há uma declaração 
de que ?̂?21 = 𝜓1(𝑚12, ?⃗?1) ∈ 𝑀21 foi recebido. Este processo ocorre da mesma forma para 𝜓2. 
As probabilidades de erro 𝑃𝑒1, 𝑃𝑒2 são definidas como: 
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𝑃𝑒1 =
1
𝐾12 𝐾21
∑ ∑ 𝑃{?̂?21 ≠ 𝑚21|𝑚12, 𝑚21}
𝐾12
𝑚12=1
𝐾21
𝑚21=1
, 
 
(4.4) 
 
 
𝑃𝑒2 =
1
𝐾12 𝐾21
∑ ∑ 𝑃{?̂?12 ≠ 𝑚12|𝑚12, 𝑚21}
𝐾12
𝑚12=1
𝐾21
𝑚21=1
. 
 
(4.5) 
 
Além disso, o máximo de 𝑃𝑒 = max(𝑃𝑒1, 𝑃𝑒2). 
Um par de números não-negativos (𝑅1, 𝑅2) é uma taxa alcançável para o CDV se, 
para qualquer 𝜂 > 0 e qualquer 0 < 𝜆 < 1, existir um código (𝑛, 𝐾21, 𝐾12), tal que: 
 
  1 
𝑛
log 𝐾21 ≥ 𝑅1 − 𝜂, 
(4.6) 
 
  1 
𝑛
log 𝐾12 ≥ 𝑅2 − 𝜂, 
(4.7) 
 
e 𝑃𝑒 ≥ 𝜆. 
O conjunto de todas as taxas alcançáveis é a região de capacidade 𝒞 do CDV. 
Obviamente, o objetivo é determinar uma expressão simples para a região de capacidade do 
CDV geral, no entanto, isso ainda não foi alcançado e configura um problema aberto na área de 
Teoria da Informação em Rede (CHAABAN et al., 2017; HEKSTRA & WILLEMS, 1989; 
VARSHNEY, 2013; WENG et al., 2018). 
 
4.2.2. Limites na região de capacidade 
 
Shannon estabeleceu um limite interno e um limite externo para a região de 
capacidade do CDV-DSM. 
De acordo com Varshney (2013), sejam 𝑋1 e 𝑋2 quaisquer variáveis aleatórias de 
entrada, com as correspondentes variáveis aleatórias de saída 𝑌1 e 𝑌2, induzidas pela atribuição 
de probabilidade de transição do CDV. Então, a distribuição de probabilidade dessas variáveis 
é dada por: 
 
 𝑝(𝑥1, 𝑥2, 𝑦1, 𝑦2) = 𝑝(𝑥1, 𝑥2)𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2), (4.8) 
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onde 𝑝(𝑥1, 𝑥2) é uma distribuição geral de entrada. Para 𝑋1𝑋2𝑌1𝑌2, seja 𝑇(𝑋1𝑋2𝑌1𝑌2) o conjunto 
de todos os pares de taxas (𝑅1, 𝑅2) que satisfazem: 
 
 𝑅1 ≤ 𝐼(𝑋1, 𝑌2|𝑋2), (4.9) 
 
 𝑅2 ≤ 𝐼(𝑋2, 𝑌1|𝑋1). (4.10) 
 
Separadamente, dado o conjunto de todos os 𝑋1𝑋2𝑌1𝑌2 com distribuição de 
probabilidade na forma (4.8) como 𝒫𝐸, e seja 𝒫𝐼 o subconjunto de 𝑋1𝑋2𝑌1𝑌2 com uma 
distribuição de entrada que toma a seguinte forma: 
 
 𝑝(𝑥1, 𝑥2, 𝑦1, 𝑦2) = 𝑝(𝑥1)𝑝(𝑥2)𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2). (4.11) 
 
Assim, juntando ambos, têm-se: 
 
 𝑇𝐼 = fechamento convexo de ⋃ 𝑇(𝑋1𝑋2𝑌1𝑌2)
𝑋1𝑋2𝑌1𝑌2 ∈ 𝒫𝐼
, (4.12) 
 
 𝑇𝐸 = fechamento de ⋃ 𝑇(𝑋1𝑋2𝑌1𝑌2)
𝑋1𝑋2𝑌1𝑌2 ∈ 𝒫𝐸
. (4.13) 
 
As regiões de taxas 𝑇𝐼 e 𝑇𝐸 são um limite interno e um limite externo da região de 
capacidade 𝒞 de um CDV-DSM: 
 
 𝑇𝐼 ⊂ 𝒞 ⊂ 𝑇𝐸 . (4.14) 
 
As três regiões 𝑇𝐼, 𝑇 e 𝑇𝐸 são todas convexas e têm as mesmas interceptações nos 
eixos, conforme mostrado na Figura 15. De acordo com Shannon (1961), para qualquer ponto 
dentro de 𝑇, as probabilidades de erro se aproximam de zero exponencialmente com o 
comprimento de bloco 𝑛. Para qualquer ponto fora de 𝑇, pelo menos uma das probabilidades 
de erro para os dois códigos deixará de ser limitada por zero e assumirá um limite 
independentemente do comprimento do bloco. 
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Figura 15. Limites na região de capacidade do CDV-DSM 
 
Fonte: Adaptado de Shannon (1961, p. 614). 
 
Finalmente, esses resultados podem ser parcialmente generalizados para canais com 
certos tipos de memória. Se existir um estado interno do canal de tal forma que seja possível 
retornar a este estado em um número limitado de etapas (independentemente da transmissão 
anterior), existirá novamente uma região de capacidade 𝒞 com propriedades semelhantes 
(SHANNON, 1961).  
 
4.3. Canal de acesso múltiplo 
 
De acordo com El Gamal e Kim (2011), o CAM pode ser compreendido como um 
modelo simples para comunicação ruidosa de muitos para um, como o uplink37 de um sistema 
celular ou, como uma analogia didática, como o caso de vários repórteres fazendo perguntas a 
um entrevistado.  
Segundo Han (1979), o estudo da região de capacidade do CAM é um ramo 
importante no extenso campo dos canais multiusuários, que foram introduzidos por Shannon 
(1961). El Gamal e Cover (1980) afirmam que o CAM é o modelo de canal multiusuário mais 
compreendido dentro da Teoria da Informação em Rede, visto que a capacidade de transmissão 
já é conhecida para seu caso geral (ao contrário do CDV e do canal de difusão). 
                                                     
37 Como traduções disponíveis na literatura, pode-se mencionar “enlace reverso” e “enlace de subida”. 
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A primeira classificação detalhada dos CAMs pode ser creditada a Ahlswede 
(1971), que apresentou uma possibilidade de caracterização “simples” para a região de 
capacidade de canais com muitas fontes de informação (emissores). Subsequentemente, alguns 
pesquisadores, como Liao (1972) e Slepian e Wolf (1973b), realizaram esforços na investigação 
deste modelo de canal e estabeleceram resultados básicos.  
Dentre eles, é importante salientar que Slepian e Wolf (1973b) introduziram o 
conceito de CAM com fontes correlacionadas, isto é, uma fonte comum e duas fontes privadas 
para dois terminais de entrada, mostrando uma caracterização de sua região de capacidade.  
A representação do sistema de comunicação é demonstrada na Figura 16 a seguir. 
 
Figura 16. Representação de um CAM com fontes correlacionadas 
 
Fonte: Elaborado pelo autor a partir de Slepian e Wolf (1973b, p. 1039). 
 
Além disso, Ulrey (1975) estudou a região de capacidade do canal com muitas 
fontes não correlacionadas e muitos receptores “simultâneos”. A região de capacidade do CAM 
gaussiano foi alcançada por Wyner (1974), sendo que Cover (1975a) também apresenta 
algumas considerações sobre este caso.  
 
4.3.1. Modelo do sistema de comunicação e definições matemáticas 
 
Inicia-se com a análise do modelo do sistema de comunicação de acesso múltiplo 
exibido na Figura 17, onde em cada emissor uma mensagem independente é transmitida de 
forma confiável a um receptor comum. Como tal, o emissor 𝑗 = 1, 2 codifica a sua mensagem 
𝑀𝑗 em uma palavra código 𝑋𝑗
𝑛 e transmite-a através do canal partilhado. Ao receber a sequência 
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𝑌𝑛, o decodificador encontra estimativas ?̂?𝑗, 𝑗 = 1, 2 das mensagens. Como os emissores 
transmitem suas mensagens através de um canal de ruído comum, surge uma compensação entre 
as taxas de comunicação confiável para as duas mensagens, dado que quando um emissor 
transmite em uma taxa alta, o outro emissor pode precisar reduzir sua taxa para garantir a 
comunicação confiável de ambas as mensagens. Assim como no caso de comunicação ponto a 
ponto, estuda-se o limite nessa troca quando não há restrição no comprimento do bloco de 
código 𝑛 (EL GAMAL & KIM, 2011). 
 
Figura 17. Representação de um CAM com mensagens independentes 
 
Fonte: Elaborado pelo autor a partir de El Gamal e Kim (2011, p. 81). 
 
Segundo El Gamal e Kim (2011), considera-se um modelo de canal de acesso 
múltiplo discreto sem memória (CAM-DSM; em inglês: discrete memoryless multiple access 
channel – DM-MAC) de 2 emissores, caraterizado por (𝒳1 × 𝒳2, 𝑝(𝑦|𝑥1, 𝑥2), 𝒴), que consiste 
em três conjuntos finitos 𝒳1, 𝒳2, 𝒴 e uma coleção de variáveis condicionais com funções de 
probabilidade 𝑝(𝑦|𝑥1, 𝑥2) em 𝒴 (uma para cada par de símbolos de entrada (𝑥1, 𝑥2)). 
Um código (2𝑛𝑅1, 2𝑛𝑅2, 𝑛) para o CAM-DSM consiste em: 
 Dois conjuntos de mensagens [1: 2𝑛𝑅1] e [1: 2𝑛𝑅2]; 
 Dois codificadores, onde o codificador 1 atribui uma palavra código 𝑥1
𝑛(𝑚1) a 
cada mensagem 𝑚1  [1: 2
𝑛𝑅1] e o codificador 2 atribui uma palavra código 𝑥2
𝑛(𝑚2) a cada 
mensagem 𝑚2  [1: 2
𝑛𝑅2]; 
 Um decodificador que atribui uma estimativa (?̂?1, ?̂?2)  [1: 2
𝑛𝑅1] × [1: 2𝑛𝑅2] 
ou uma mensagem de erro 𝑒 para cada sequência recebida 𝑦𝑛. 
Assume-se que o par de mensagens (𝑀1,𝑀2) é distribuído uniformemente sobre 
[1: 2𝑛𝑅1] × [1: 2𝑛𝑅2]. Consequentemente, 𝑥1
𝑛(𝑀1) e 𝑥2
𝑛(𝑀2) são independentes. Define-se a 
probabilidade média de erro da seguinte forma: 
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 𝑃𝑒
(𝑛)
= 𝑃{(?̂?1, ?̂?2) ≠ (𝑀1, 𝑀2)}. (4.15) 
 
Diz-se que um par de taxas (𝑅1, 𝑅2) é alcançável para o CAM-DSM se existe uma 
sequência de (2𝑛𝑅1, 2𝑛𝑅2, 𝑛) códigos tal que lim𝑛→∞ 𝑃𝑒
(𝑛)
= 0. A região de capacidade 𝒞 do 
CAM-DSM é o fechamento do conjunto de pares de taxa alcançáveis (𝑅1, 𝑅2). Às vezes, 
interessa a capacidade de soma 𝐶sum do CAM-DSM, definida como 𝐶sum  =  max{𝑅1 +
𝑅1: (𝑅1, 𝑅2) ∈ 𝒞}. 
 
4.3.2. Limites na região de capacidade 
 
Inicialmente, consideram-se os limites simples na região de capacidade do CAM-
DSM. Para o caso em questão, as taxas máximas individuais alcançáveis são dadas por: 
 
 𝐶1 = max
𝑥2,𝑝(𝑥1)
𝐼(𝑋1; 𝑌|𝑋2 = 𝑥2), (4.16) 
 
 𝐶2 = max
𝑥1,𝑝(𝑥2)
𝐼(𝑋2; 𝑌|𝑋1 = 𝑥1). (4.17) 
 
Usando essas taxas, é possível alcançar quaisquer pares de taxas abaixo do 
segmento de linha entre (𝐶1, 0) e (0, 𝐶2) através do tempo compartilhado (time sharing), que 
produz o limite interno exibido na Figura 18. Seguindo etapas semelhantes à prova inversa do 
teorema de codificação de canal, pode-se mostrar que a taxa de soma é limitada por: 
 
 𝑅1 + 𝑅2 ≤ 𝐶12 = max
𝑝(𝑥1),𝑝(𝑥2)
𝐼(𝑋1, 𝑋2; 𝑌). (4.18) 
 
De acordo com El Gamal e Kim (2011), ao combinar os limites das capacidades 
individuais (4.16) e (4.17) com a soma (4.18), obtém-se o limite externo geral na região de 
capacidade esboçada na Figura 18 a seguir. 
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Figura 18. Limites interno e externo na região de capacidade do CAM-DSM 
 
Fonte: Adaptado de El Gamal e Kim (2011, p. 83). 
 
Na Figura 18 evidencia-se que os limites não coincidem para o caso de CAM-DSM 
analisado na presente seção. No entanto, os limites podem coincidir para alguns casos 
específicos de CAM, conforme mostrado no Exemplo 4.1 a seguir.  
 
Exemplo 4.1. Considera-se um CAM multiplicador binário (CAM-MB; em inglês: 
binary multiplier multiple access channel – BM-MAC), onde as entradas 𝑋1 e 𝑋2 são binárias 
e a saída 𝑌 = 𝑋1 ∙ 𝑋2. Então, pode-se verificar que 𝐶1 = 𝐶2 = 𝐶12 = 1.  
Dessa forma, os limites interno e externo coincidem e a região de capacidade é o 
conjunto de pares de taxas (𝑅1, 𝑅2), tais que: 
 
 𝑅1 ≤ 1, (4.19) 
 
 𝑅2 ≤ 1, (4.20) 
 
 𝑅1 + 𝑅2 ≤ 1. (4.21) 
 
A representação do sistema de comunicação e os limites na região de capacidade 
do CAM-MB são mostrados na Figura 19 a seguir. 
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Figura 19. Representação e limites na região de capacidade de um CAM-MB 
 
Fonte: Elaborado pelo autor a partir de El Gamal e Kim (2011, p. 83). 
 
Agora, que já foram tratadas as definições matemáticas e os métodos necessários 
para determinar os limites na região de capacidade do CDV e do CAM, o entendimento do 
problema geral de canais de difusão e sua consequente análise matemática passa a constituir 
uma extensão oportuna dos resultados abordados nas seções anteriores.  
 
4.4. Canal de difusão e exemplos básicos 
 
O artigo clássico de Cover (1972), anunciou uma nova direção para a investigação 
de sistemas multiusuários e gerou uma mudança generalizada nas estruturas vigentes, se 
comparado com a ênfase da Teoria da Informação de Shannon, que tratava apenas dos sistemas 
de comunicação ponto a ponto com emissor e receptor únicos (um para um). 
Tanto é o caso, que o artigo seminal de Cover foi um dos vencedores do prêmio 
IEEE ITSOC Paper Award do ano de 1973. Esta é uma premiação anual, cujo objetivo consiste 
em: “reconhecer publicações excepcionais no campo, a fim de estimular o interesse e incentivar 
contribuições para áreas de interesse da Sociedade de Teoria da Informação” (ITSOC, 2019).  
Além disso, é importante mencionar que outros 4 artigos relacionados à 
investigação de canais de difusão também foram condecorados com esta premiação, são eles: 
 
 IEEE ITSOC Paper Award 1981 
 Tsybakov, B. S., & Mikhailov, V. A. (1978). СВОБОДНЫЙ СИНХРОННЫЙ ДОСТУП 
ПАКЕТОВ В ШИРОКОВЕЩАТЕЛЬНЫЙ КАНАЛ С ОБРАТНОЙ СВЯЗЬЮ38. Problemy Peredachi 
                                                     
38 Versão em inglês: Tsybakov, B. S., & Mikhailov, V. A. (1978). Free synchronous packet access in a broadcast 
channel with feedback. Problems of Information Transmission, 14(4), 259-280. 
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Informatsii, 14(4), 32-59. 
 Capetanakis, J. I. (1979). Tree algorithms for packet broadcast channels. IEEE Transactions on 
Information Theory, 25(5), 505-515. 
 
 IEEE ITSOC Paper Award 2007 
 Weingarten, H., Steinberg, Y., & Shamai, S. (2006). The capacity region of the gaussian 
multiple-input multiple-output broadcast channel. IEEE Transactions on Information Theory, 52(9), 3936-3964. 
 
 IEEE ITSOC Paper Award 2016 
 Geng, Y., & Nair, C. (2014). The capacity region of the two-receiver gaussian vector broadcast 
channel with private and common messages. IEEE Transactions on Information Theory, 60(4), 2087-2104. 
 
Embora Shannon enfatizasse sistemas de um único usuário, ele introduziu a ideia 
dos sistemas mais gerais que seriam necessários em redes de usuários, mas ele não estendeu 
seus resultados básicos para esses sistemas. Quase 25 anos depois, o canal de difusão de Cover 
foi o primeiro grande avanço nessa área, fornecendo limites teóricos de desempenho e 
construções reais para bons códigos em um sistema envolvendo um único emissor com vários 
receptores (NAE, 2014). Desde então, o problema primário e fundamental tem sido encontrar a 
caracterização de uma única letra39 (single-letter characterization) de sua região de capacidade 
geral, problema este, que passou a ser exaustivamente investigado (HAN & COSTA, 1987). 
Este sistema de comunicação compreende uma tentativa de enviar diferentes 
informações de uma única fonte (emissor) para vários receptores (BAHRAMI & HODTANI, 
2015; VAN DER MEULEN, 1977). É possível pensar na fonte única como sendo composta por 
várias subfontes, cada uma produzindo informações diferentes. Para modelar os vários graus de 
dependência entre as subfontes, é conveniente considerar várias situações de comunicação para 
o canal de difusão, incluindo os casos de envio tanto de mensagens privadas quanto de 
mensagens comuns (BERGMANS, 1973; VAN DER MEULEN, 1977). 
O canal de difusão é uma continuidade determinante para a Teoria da Informação 
de Shannon, influenciando a concepção teórica e o desenvolvimento prático de sistemas de 
comunicação multiusuário wireless e satélite. O modelo simples proporcionou um bom ajuste 
para certos sistemas práticos e inspirou muitas extensões e variações adequadas para os sistemas 
de comunicação modernos (NAE, 2014). 
Pode-se apresentar algumas situações práticas bem elementares de canais de 
                                                     
39 Para sistemas gerais sem memória, os teóricos da informação têm interesse em encontrar soluções na forma de 
“uma única letra”. Isso reflete o fato de que o desempenho ideal pode ser abordado por um código aleatório gerado 
através de cópias i.i.d. de alguma distribuição escalar (PHILOSOF & ZAMIR, 2009). 
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difusão, cujo entendimento pode auxiliar na criação de ideias básicas sobre este paradigma de 
comunicação. Três exemplos são descritos a seguir, conforme consta em Cover e Thomas 
(2006, p. 560-562): 
 
Exemplo 4.2 (Estação de TV). O exemplo mais simples de um canal de difusão é 
uma estação de rádio ou TV. Mas este exemplo pode não ser tão fiel com as situações reais, no 
sentido de que, normalmente, a estação quer enviar a mesma informação para todos aqueles que 
estão sintonizados; a capacidade é essencialmente max𝑝(𝑥) min𝑖 𝐼(𝑋; 𝑌𝑖), que pode ser menor 
que a capacidade do pior receptor. Mas pode-se desejar organizar as informações de tal maneira 
que os melhores receptores recebam informações extras, produzindo uma imagem ou som 
melhor, enquanto os piores receptores continuam recebendo informações mais básicas. Como 
as emissoras de TV introduzem TV de alta definição (HDTV), pode ser necessário codificar as 
informações para que os receptores mais fracos recebam o sinal regular de TV, enquanto os 
receptores mais fortes recebam as informações adicionais para o sinal de alta definição. Os 
métodos para realizar este processo serão abordados e discutidos no Capítulo 6. 
 
Exemplo 4.3 (Professor em uma sala de aula). Considera-se um professor que 
transmite informações a todos os alunos de uma turma em uma sala de aula. Para efeitos de 
canais de difusão, leva-se em conta o entendimento (escuta pelos alunos) das informações 
transmitidas pelo professor. Um professor transmite informações a muitos alunos. Ou seja, se 
o professor falar muito baixo, os alunos que estão próximos dele irão entender, diga-se escutar, 
as mensagens proferidas pelo professor. Por outro lado, os alunos que estão longe do professor 
(na sala de aula) terão mais dificuldade de escutar. Isso pode se inverter se ele falar muito alto. 
Com isso, os alunos que estão longe irão escutar, mas os alunos de perto terão uma certa “sobra” 
no quesito intensidade de voz. Aliado a isso, estão os ruídos e as sobreposições de vozes. Qual 
é a intensidade de voz do professor, ao transmitir as mensagens, de modo que todos escutem, 
de modo confiável, sem falta e sem excesso? 
 
Exemplo 4.4 (Locutor de espanhol e holandês). Para ilustrar a ideia de 
superposição, pode-se considerar um exemplo básico de um locutor que sabe se comunicar em 
espanhol e holandês. Existem dois ouvintes: um entende apenas espanhol e o outro entende 
apenas holandês. Supõe-se, por simplicidade, que o vocabulário de cada idioma tenha 220 
palavras (pode-se assumir 220 = 1048576 palavras), e que o locutor se comunique a uma taxa 
de uma palavra por segundo em qualquer idioma. Então, o emissor pode transmitir 20 bits de 
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informação por segundo ao receptor 1, ao falar com ele o tempo todo; nesse caso, o emissor 
não envia nenhuma informação ao receptor 2. Da mesma forma, ele pode enviar 20 bits de 
informação por segundo ao receptor 2 sem enviar nenhuma informação ao receptor 1. Portanto, 
ele pode obter qualquer par de taxas com 𝑅1 + 𝑅2 = 20 pelo simples compartilhamento de 
tempo. Mas ele pode fazer melhor? 
Vale mencionar, que o ouvinte holandês, apesar de não entender espanhol, pode 
reconhecer quando a palavra é espanhola. Da mesma forma, o ouvinte espanhol pode 
reconhecer quando ocorre uma palavra holandesa. O locutor pode usar isso para transmitir 
informações; por exemplo, se a proporção de tempo que ele usa para cada idioma for de 50%, 
onde em uma sequência de 100 palavras, cerca de 50 serão holandesas e 50 serão espanholas. 
Mas há muitas maneiras de se ordenar palavras em espanhol e holandês; de fato, existem 
aproximadamente (
100
50
) ≈ 2100𝐻(
 1 
2
)
 maneiras de ordená-las. A escolha de uma dessas 
ordenações transmite informações aos dois ouvintes. Esse método permite que o locutor envie 
informações a uma taxa de 10 bits por segundo para o receptor holandês, 10 bits por segundo 
para o receptor espanhol e 1 bit por segundo de informações comuns aos dois receptores, para 
uma taxa total de 21 bits por segundo, que é mais do que o alcançável pelo simples 
compartilhamento de tempo. Este é um exemplo de superposição de informação (COVER & 
THOMAS, 2006). 
 
O canal de difusão possui apenas um terminal de entrada para que os vários tipos 
de informações sejam codificados em uma única palavra código, sendo que o próprio canal de 
difusão é especificado por um conjunto de canais unidirecionais (via única), um canal para cada 
receptor, com um alfabeto de entrada em comum (VAN DER MEULEN, 1977).  
No cenário clássico de difusão, é nos receptores que ocorre a decodificação das 
mensagens de modo independente. No entanto, o crescente interesse em redes de comunicação 
motiva a consideração de cenários de broadcast nos quais em cada nó da rede, além de haver 
decodificação de suas próprias informações, ainda se auxilia no processo de decodificação 
desempenhado em outros nós. Esse problema surge naturalmente em redes de sensores, onde 
num transmissor externo à rede, realiza-se o download de dados na rede, por exemplo, para 
configurar o conjunto de sensores. O conceito de cooperação entre receptores também é 
relevante para redes ad-hoc gerais (DABORA & SERVETTO, 2006).  
Em vista disso, além de todas as motivações apresentadas anteriormente acerca da 
investigação em canais de difusão, também pode ser necessário levar em consideração a 
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importância e as implicações do efeito de cooperação existente entre receptores em alguns casos 
práticos específicos, e de que forma este efeito pode influenciar nas taxas de transmissão no 
canal de difusão. 
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5.  DESENVOLVIMENTO HISTÓRICO E CIENTÍFICO DAS 
PESQUISAS SOBRE CANAIS DE DIFUSÃO 
 
No presente capítulo, expõe-se uma análise bibliométrica acerca do cenário mundial 
de pesquisas em canais de difusão. Dessa forma, descreve-se a metodologia empregada para a 
coleta de dados (Seção 5.1) e alguns indicadores gerais relacionados aos metadados das 
publicações identificadas (Seção 5.2). Uma análise mais detalhada da produção científica é 
desenvolvida na Seção 5.3, e na Seção 5.4 observam-se os casos de estudo que integram o 
estado da arte de canais de difusão.  
 
5.1. Caracterização do método empregado para a coleta de dados 
 
As publicações são fontes de dados muito adequadas para investigar taxas de 
crescimento de assuntos científicos (BORNMANN & MUTZ, 2015). Para Riviera (2013), a 
comunicação na ciência é realizada através de publicações, visto que as explicações científicas 
e, em geral, grande parte do conhecimento científico, estão contidos em documentos escritos, 
que constituem a própria literatura científica. 
É possível definir um estudo bibliométrico como uma ferramenta de análise 
quantitativa da literatura, que envolve um conjunto de técnicas que permitem quantificar a 
comunicação escrita (ARAÚJO & COSTA, 2016). Uma análise bibliométrica constitui uma 
ferramenta útil para a identificação de indicadores acerca de um corpo de conhecimento, além 
de evidenciar a evolução, distribuição e desenvolvimento das pesquisas que compreendem um 
campo ou assunto de interesse (MICHALOPOULOS & FALAGAS, 2005; SORIANO et al., 
2018).  
Elas têm sido aplicadas para avaliar as relações entre autores, instituições, 
periódicos ou países, além de medir o impacto da pesquisa e das relações que envolvem 
cocitações e palavras-chave comuns entre publicações (MARTÍNEZ-GÓMEZ, 2015; 
SORIANO et al., 2018). Por outro lado, vale mencionar que ainda existem divergências quanto 
ao nome daquele que descobriu essa proposta de investigação.  
Segundo Hood e Wilson (2001), a cunhagem do termo “bibliometria” é 
frequentemente creditada a Alan Pritchard, uma vez que eles propôs esse termo para substituir 
a expressão pouco usada e, de certa forma, um tanto ambígua de “bibliografia estatística” 
(statistical bibliography). Dentre os autores que concordam que Pritchard (1969) é o 
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responsável por inaugurar este termo, pode-se mencionar Fairthorne (1969), Khurshid e Sahai 
(1991) e Soper et al. (1990). No entanto, Fonseca (1973) apresenta uma crítica à tendência dos 
autores da língua inglesa em ignorar obras em línguas românicas40, chamando a atenção para o 
uso equivalente do termo francês “bibliométrie”, por Paul Otlet em 1934. 
Hood e Wilson (2001) afirmam que, embora Otlet (1934) tenha empregado antes o 
termo “bibliométrie”, foi Pritchard (1969, p. 348) quem definiu amplamente o novo conceito 
de bibliometria, como sendo uma “aplicação de métodos matemáticos e estatísticos a livros e 
outros meios de comunicação”. 
O presente capítulo caracteriza-se pelo desenvolvimento de uma análise 
bibliométrica com caráter quantitativo acerca da produção científica sobre canais de difusão em 
Teoria da Informação. Os indicadores apresentados foram obtidos por meio de buscas 
realizadas nas bases de dados Scopus® (Elsevier BV) e Web of Science™ Thomson Reuters 
(conhecida anteriormente como ISI Web of Knowledge). 
As etapas para a condução da análise bibliométrica seguiram o fluxo do esquema 
representado na Figura 20 a seguir. 
 
                                                     
40 Também conhecidas como línguas neolatinas ou línguas latinas. Dentre elas, pode-se mencionar: espanhol, 
francês, italiano, português e romeno. 
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Figura 20. Etapas da análise bibliométrica e os respectivos indicadores obtidos 
 
Fonte: Elaborado pelo autor. 
 
É importante destacar a utilização do software VOSviewer (versão 1.6.10) para a 
formulação de gráficos de redes de colaboração diante dos indicadores de produção científica 
obtidos pelas buscas nas bases de dados. No entanto, é essencial explicitar que este não é o 
único software disponível para tal finalidade, visto que as análises bibliométricas também 
podem ser conduzidas utilizando outros pacotes de software, tais como: CiteSpace, Publish or 
Perish, HistCite, BibExcel e Gephi. Fica a critério do pesquisador definir qual a ferramenta 
mais adequada para atender aos objetivos de pesquisa. 
A análise bibliométrica foi desempenhada no presente estudo com o intuito de 
estabelecer uma análise histórica e localizada da produção científica sobre canais de difusão, 
tendo em vista que este levantamento seria capaz de propiciar a geração de questionamentos 
acerca da relevância e da heterogeneidade dos focos de pesquisa passados e recentes. Além, é 
claro, de balizar as estratégias de pesquisa sobre problemas abertos em canais de difusão. 
Com relação aos critérios utilizados na busca, inicialmente, foram definidos apenas 
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parâmetros para Título (deveria conter “broadcast channel”) e Tópico (deveria conter 
“information theory” no título e/ou abstract e/ou palavras-chave). Esses critérios foram 
estabelecidos com o objetivo de obter a recuperação do maior número possível de trabalhos que 
tratavam do objeto de pesquisa. Vale ressaltar, que as buscas nas bases de dados foram 
realizadas no dia 13 de março de 2019.  
 
5.2. Resultados iniciais e delineamento das buscas 
 
Sendo assim, após a inserção destes critérios, foram obtidos 977 documentos na 
Scopus e 63 documentos na WOS. A publicação mais antiga disponível na Scopus é o artigo 
seminal de Cover publicado em 1972. Por outro lado, o documento mais antigo disponível na 
WOS é outro artigo de Cover, intitulado “Comments on broadcast channels”, que foi publicado 
no 44º volume do periódico IEEE Transactions on Information Theory em 199841. 
A fim de realizar uma análise inicial da amostra de publicações, identificou-se que 
dentre os 63 documentos indexados na WOS, apenas 5 não estavam disponíveis na base Scopus. 
Portanto, neste primeiro momento, a análise compreende uma amostra de 982 documentos (977 
da Scopus e 5 da WOS). Com relação ao tipo de acesso a esses documentos, identificou-se que 
apenas 27 (2,7%) possuíam Acesso Aberto (Open Access). 
A distribuição do tipo de documento apontou que a grande maioria dos trabalhos 
são documentos de conferência (653; 66,5%), sendo pertinente ressaltar que as conferências do 
IEEE compreendem importantes meios de veiculação para documentos na área de Teoria da 
Informação. Os outros trabalhos foram publicados na forma de artigos em periódicos (317; 
32,3%), cartas (3; 0,3%), erratas (2; 0,2%), relatórios (2; 0,2%), capítulo de livro (1; 0,1%), 
artigo no prelo (1; 0,1%), nota (1; 0,1%) e revisão (1; 0,1%). 
Os documentos em questão, foram escritos em seis idiomas, sendo Inglês o 
principal idioma das publicações (961; 97,9%), tendo em vista que grande parte dos journals e 
demais meios de impacto, qualidade e reputação (dados pelos indicadores SJR e JCR) publicam 
artigos na língua inglesa. Os demais documentos foram escritos em Russo (12; 1,2%), Chinês 
(5; 0,5%), Japonês (2; 0,2%), Francês (1; 0,1%) e Polonês (1; 0,1%).  
Também foi verificada a questão dos principais patrocinadores de financiamento 
(funding sponsors) das pesquisas, sendo importante ressaltar que os estudos podem ser 
                                                     
41 Cover, T. M. (1998). Comments on broadcast channels. IEEE Transactions on Information Theory, 44(6), 2524-
2530. 
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financiados por mais de uma agência. Dessa forma, os principais patrocinadores e a respectiva 
quantidade de documentos em que ocorriam na base de dados Scopus foram: National Science 
Foundation (54); IEEE Foundation (36); National Natural Science Foundation of China (17); 
Israel Science Foundation (11); National Science Foundation (10); National Research 
Foundation of Korea (8); e Natural Sciences and Engineering Research Council of Canada (8). 
Desde os primeiros trabalhos com bibliometria, a análise de palavras-chave sempre 
foi compreendida como uma atividade fundamental (DING et al., 2001), tendo em vista que ela 
pode propiciar a dedução de novos indicadores, promovendo assim, um aprimoramento no 
desenvolvimento de pesquisas sobre o objeto de estudo de interesse (WANG & CHAI, 2018).  
Portanto, é importante verificar as palavras-chave mais recorrentes nas publicações, 
uma vez que elas representam elementos fundamentais para a realização de pesquisas mais 
específicas sobre o tema. Dessa forma, as 10 palavras-chave mais recorrentes e a respectiva 
quantidade de documentos em que ocorriam na base de dados Scopus foram: “broadcasting” 
(588); “communication channels (information theory)” (547); “broadcast channels” (437); 
“information theory” (372); “codes (symbols)” (338); MIMO systems” (167); “radio 
broadcasting” (166); “channel state information” (164); “signal receivers” (155); e “capacity 
regions” (134). 
Na Figura 21 apresenta-se um gráfico de rede em que se enfatiza a densidade de 
ocorrência das palavras-chave na base de dados Scopus. Para a elaboração do gráfico em 
questão, foram consideradas apenas aquelas palavras que apresentavam um mínimo de 30 
ocorrências, o que constitui uma amostra de 58 palavras-chave. 
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Figura 21. Gráfico de densidade de ocorrência de palavras-chave 
 
Fonte: Elaborado pelo autor a partir de Scopus42 (2019).  
 
As cores no gráfico da Figura 21 estão associadas à frequência de ocorrência das 
palavras-chave, ou seja, elas são categorizadas em ordem decrescente de ocorrência: vermelho 
(maior ocorrência), amarelo, verde e azul (menor ocorrência). A proximidade com que as 
palavras-chave são exibidas no gráfico relaciona-se com a sua coocorrência, ou seja, com a 
ocorrência conjunta das palavras-chave nos mesmos artigos (como uma forma de 
“colaboração”). 
As Seções 5.1 e 5.2 apresentam uma análise descritiva dos dados obtidos. Para a 
construção dessas seções, foram desconsiderados documentos dos seguintes tipos: cartas, 
erratas, capítulo de livro, artigo no prelo e notas. Além disso, desconsiderou-se também os 
seguintes tipos de fonte: livros, séries de livros e relatórios. 
                                                     
42 Disponível em: <http://www.scopus.com>. Acessado em 13 de março de 2019 às 08:10 horas. 
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Para isso, adotou-se o seguinte filtro de busca na base de dados Scopus: 
 
( TITLE ( broadcast AND channel ) AND TITLE-ABS-KEY ( information AND theory ) ) AND ( EXCLUDE ( 
DOCTYPE , “ip” ) OR EXCLUDE ( DOCTYPE , “le” ) OR EXCLUDE ( DOCTYPE , “er” ) OR EXCLUDE ( 
DOCTYPE , “ch” ) OR EXCLUDE ( DOCTYPE , “no” ) ) AND ( EXCLUDE ( SRCTYPE , “k” ) OR 
EXCLUDE ( SRCTYPE , “r” ) OR EXCLUDE ( SRCTYPE , “b” ) ) 
 
Com relação à base de dados WOS, considerou-se apenas os 5 artigos que não 
estavam disponíveis na base Scopus, pois, conforme mencionado anteriormente, 58 dos 63 
artigos (92%) da WOS também estão indexados na Scopus. Essa atualização nos critérios de 
seleção foi realizada com a intenção de construir indicadores mais relevantes de produção 
científica. Dessa forma, a quantidade de documentos foi reduzida de 982 a 961, evidenciando-
se assim, o descarte de 21 documentos científicos. 
 
5.3. Análise bibliométrica e o cenário mundial de pesquisas em canais de 
difusão 
 
Inicialmente, é essencial desenvolver uma análise histórica do período do 
surgimento do conceito de canais de difusão em Teoria da Informação que, conforme citado 
anteriormente, iniciou-se em 1972; passando assim, por períodos de muita atenção ao tema e 
também por períodos de pouca atenção ao tema. 
Na Figura 22 apresenta-se a frequência absoluta (histograma) de publicações no 
período de 1972 a 2019. 
 
107  
Figura 22. Gráfico de frequência absoluta de publicações no período de 1972 a 2019 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e WOS43 (2019). 
 
Por meio da análise da Figura 22, torna-se evidente o crescimento “exponencial” 
de publicações a partir do século XXI e, apesar dos anos 2011 e 2012 apresentarem queda 
considerável na quantidade de publicações (diminuição de 35% a 40% em comparação com os 
dois anos anteriores), a média de 55,8 publicações anuais nos últimos 10 anos (2009 a 2018), 
constitui um valor bem alto quando comparado às décadas anteriores, principalmente em 
relação ao século XX. Vale mencionar, que as 6 publicações do ano de 2019 levam em 
consideração apenas documentos já publicados e indexados nas bases Scopus e/ou WOS no dia 
13 de março de 2019. 
Na Figura 23 apresenta-se uma distribuição das publicações levando-se em conta 
os países envolvidos. 
 
                                                     
43 Disponível em: <http://apps.webofknowledge.com>. Acessado em 13 de março de 2019 às 08:40 horas. 
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Figura 23. Gráfico de distribuição de publicações por país no período de 1972 a 2019 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e WOS (2019). 
 
A estratificação das publicações segundo os países das instituições de afiliação dos 
autores, indica que países de diversos continentes estão engajados em pesquisas sobre canais 
de difusão, mas evidencia um predomínio dos autores estadunidenses, dado que 390 
publicações contam com ao menos um autor vinculado a uma instituição dos Estados Unidos, 
o equivalente a 40,6% de todas as publicações sobre o assunto no mundo. Mesmo que 2015 
tenha sido o ano com mais publicações sobre canais de difusão, o ano que contou com mais 
publicações de autores estadunidenses foi 2009, ano em que estiveram envolvidos em 33 dos 
74 artigos (44,6%) publicados. 
Na Figura 24 exibe-se a rede de colaboração científica mundial de acordo com os 
países das instituições de afiliação dos autores. Para a concepção do gráfico em questão, foram 
considerados apenas aqueles países que apresentam um mínimo de 3 publicações, o que 
constitui uma amostra de 31 países.  
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Figura 24. Rede de colaboração científica entre países no período de 1972 a 2019 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019).  
 
Segundo van Eck e Waltman (2019), na visualização de redes, os elementos (nós) 
são representados por seu rótulo e, por padrão, também por um círculo. O tamanho do rótulo e 
do círculo de um nó são determinados pelo peso (influência) do nó na rede. Quanto maior o 
peso de um nó, maior o rótulo e o círculo. Para alguns nós, o rótulo pode não ser exibido. Isso 
ocorre para evitar rótulos sobrepostos. A cor de um nó é determinada pelo cluster44 ao qual ele 
pertence. As linhas entre os nós representam as ligações (links) entre eles.  
No intuito de identificar redes de colaboração de países específicos, na Figura 25 
evidencia-se a rede de colaboração científica dos Estados Unidos que, conforme já foi 
mencionado, representa o principal país na realização de pesquisas sobre canais de difusão. Os 
critérios para a concepção do gráfico permanecem os mesmos (mínimo de 3 publicações para 
o país). 
 
                                                     
44 Um cluster é um conjunto de nós intimamente relacionados. Cada nó em uma rede é atribuído a exatamente um 
cluster. O número de clusters é determinado por um parâmetro de resolução. Quanto maior o valor desse 
parâmetro, maior o número de clusters. Na visualização de uma rede bibliométrica, o software VOSviewer usa um 
esquema de cores para indicar o cluster ao qual um nó foi atribuído (VAN ECK & WALTMAN, 2014). 
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Figura 25. Rede de colaboração científica dos Estados Unidos no período de 1972 a 201945 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019).  
 
Com base na análise da Figura 25, é evidente que os Estados Unidos contam com 
uma rede de colaboração bem ampla e conectada com países de vários continentes. 
No intuito de promover uma análise do cenário brasileiro, foi verificado que 
existem apenas 6 trabalhos que contam com a participação de autores afiliados a instituições 
brasileiras, constituindo assim, um percentual muito baixo (0,62%) do total de publicações 
mundiais no período de 1972 a 2019.  
Na Tabela 3 apresentam-se todos os documentos identificados na base de dados 
Scopus que contam com ao menos um autor afiliado a uma instituição brasileira46. Vale 
mencionar, que a busca na base WOS não retornou nenhum documento. Além disso, foi 
realizada uma busca adicional na base SciELO47, como uma tentativa de ampliar esta amostra 
de publicações e proporcionar uma caracterização mais ampla do cenário brasileiro de pesquisas 
sobre canais de difusão, no entanto, nenhuma publicação foi identificada. 
                                                     
45 Considerando-se publicações com algum autor afiliado a uma instituição estadunidense, esses são os anos das 
publicações mais antiga e mais recente, respectivamente. 
46 Foram levados em consideração autores vinculados a instituições brasileiras, e não de nacionalidade brasileira. 
Como exemplo, é possível mencionar o Prof. Dr. Max Henrique Machado Costa da Faculdade de Engenharia 
Elétrica e de Computação da Universidade Estadual de Campinas, que é um dos autores do artigo “Broadcast 
channels with arbitrarily correlated sources”, retornado nas buscas nas bases de dados. No entanto, à época deste 
artigo (1987), o Prof. Dr. Max Costa estava afiliado ao Departamento de Engenharia Elétrica da Stanford 
University e, neste caso, a publicação em questão é contabilizada aos Estados Unidos, e não ao Brasil. Ademais, o 
Prof. Dr. Max Costa ainda é autor do artigo “Writing on dirty paper” publicado em 1983, onde ele apresenta uma 
técnica de codificação precursora dentro da Teoria da Informação e que influencia diretamente na região de 
capacidade do CD-MEMS. 
47 Disponível em: <http://www.scielo.org>. Acessado em 13 de março de 2019 às 10:20 horas. 
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Tabela 3. Artigos com autores afiliados a instituições brasileiras 
Artigo Citações Qualis-CAPES 
§* Blundo, C., Mattos, L. A. F., & Stinson, D. R. (1995). Multiple key 
distribution maintaining user anonymity via broadcast channels. Journal of 
Computer Security, 3(4), 309-322. 
11 Não possui 
* Khisti, A., Silva, D., & Kschischang, F. (2010, June). Secure-broadcast 
codes over linear-deterministic channels. Proceedings of the IEEE 
International Symposium on Information Theory, Austin, USA, 18. 
7 Não possui 
* Silva, D., Pivaro, G., Fraidenraich, G., & Aazhang, B. (2017). On integer-
forcing precoding for the gaussian MIMO broadcast channel. IEEE 
Transactions on Wireless Communications, 16(7), 4476-4488. 
2 A1 em Ciência da 
Computação; A1 em 
Engenharias IV 
De Castro, F. C. C., De Castro, M. C. F., Fernandes, M. A. C., & Arantes, 
D. S. (2000). 8-VSB channel coding analysis for DTV broadcast. IEEE 
Transactions on Consumer Electronics, 46(3), 539-547. 
 
Publicado também em: 
De Castro, F. C. C., De Castro, M. C. F., & Arantes, D. S. (2000, June). 8-
VSB channel coding analysis for DTV broadcast. Proceedings of the IEEE 
International Conference on Consumer Electronics, Los Angeles, USA, 19. 
5 
 
 
 
 
 
(1) 
A1 em Ciência da 
Computação; A2 em 
Engenharias IV 
 
 
 
Não possui 
Fernandes, F. G., Lopes, R. R., & Zanatta Filho, D. (2008, July). Zero-
outage strategy for multi-antenna broadcast channels with limited feedback. 
Proceedings of the IEEE Workshop on Signal Processing Advances in 
Wireless Communications, Recife, PE, Brazil, 9. 
1 Não possui 
Nota: Artigos marcados com (*) foram publicados em cooperação com autores estrangeiros. O artigo marcado 
com (§) é o único que não possui pelo menos um autor da Universidade Estadual de Campinas. 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e CAPES48 (2019). 
 
Dentre os artigos listados na Tabela 3, é fundamental mencionar que 3 foram 
publicados em coautoria com autores de instituições estrangeiras (Rice University e University 
of Nebraska – Lincoln dos Estados Unidos, University of Toronto do Canadá, University of York 
do Reino Unido e Universita di Salerno da Itália). Com o objetivo de proporcionar uma 
representação deste cluster de pesquisas entre instituições brasileiras e instituições estrangeiras, 
na Figura 26 exibe-se a rede de colaboração científica do Brasil. 
 
                                                     
48 Disponível em: 
<http://sucupira.capes.gov.br/sucupira/public/consultas/coleta/veiculoPublicacaoQualis/listaConsultaGeralPeriod
icos.jsf>. Acessado em 13 de março de 2019 às 13:10 horas. 
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Figura 26. Rede de colaboração científica do Brasil no período de 1995 a 201749 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019).  
 
Logicamente, quando se comparam as redes de colaboração científica entre Estados 
Unidos e Brasil, a diferença reside na quantidade de ramificações, já que o cluster brasileiro 
envolve apenas 4 países, sendo um deles, o próprio Estados Unidos. No entanto, é importante 
destacar que algumas instituições estadunidenses apresentam grupos de pesquisa com uma forte 
atuação no desenvolvimento de publicações em Teoria da Informação e uma grande maturidade 
para a construção de resultados inéditos e a publicação de artigos seminais sobre o tema, o que 
atrai a atenção dos demais países e, consequentemente, propicia a expansão e o fortalecimento 
da rede de colaboração estadunidense. 
Dessa forma, é evidente que o próximo passo da análise bibliométrica baseia-se na 
verificação de participação em publicações por instituição, conforme é mostrado na Figura 27 
a seguir. 
 
 
 
 
 
 
                                                     
49 Considerando-se publicações com algum autor afiliado a uma instituição brasileira, esses são os anos das 
publicações mais antiga e mais recente, respectivamente. 
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Figura 27. Gráfico de distribuição de participações em publicações por instituição no período 
de 1972 a 2019 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e WOS (2019). 
 
Tendo em vista que os Estados Unidos representam o principal país no 
desenvolvimento de pesquisas sobre canais de difusão, é evidente que a maioria das instituições 
são estadunidenses, sendo que a Stanford University é a líder mundial. Vale mencionar, que 
alguns dos principais autores em Teoria da Informação já tiveram algum vínculo com esta 
universidade, tais como: Thomas Cover, Robert Gray, Abbas El Gamal, David Tse, Tsachy 
Weissman, Andrea Goldsmith, John Cioffi, Chandra Nair, entre outros. 
Vale ressaltar que as instituições Stanford University, University of California – 
Berkeley, University of Southern California e California Institute of Technology exibidas na 
Figura 27, localizam-se no estado da Califórnia, que é popularmente conhecido por sediar o 
Vale do Silício, região que se destaca pela presença de diversas empresas de alta tecnologia 
com atuação constante nas áreas de eletrônica e informática. Portanto, uma conexão entre 
pesquisas sobre canais de difusão para o desenvolvimento de inovações tecnológicas, constitui 
um ponto interessante a ser considerado, uma vez que a solução de problemas matemáticos em 
canais de difusão (broadcast channels) pode implicar na solução de problemas práticos de 
comunicação entre sistemas eletroeletrônicos, conforme já foi mencionado. 
Além disso, também foi observado que autores da Universidade Estadual de 
Campinas estão presentes em 5 artigos (incluindo artigos em colaboração com autores de outras 
instituições), o que faz dela a instituição mais engajada em pesquisas sobre canais de difusão 
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no Brasil e na América Latina. Ademais, na Figura 27 é mostrado que autores das instituições 
Universidade Federal de Santa Catarina e Universidade de Brasília também se envolvem em 
pesquisas sobre o tema, já que cada uma delas é representada em 1 artigo. 
Em seguida, foram selecionados os principais autores sobre o tema, levando em 
consideração apenas a quantidade de publicações e desconsiderando quaisquer indicadores 
adicionais (citações, autocitações, fator de impacto e índice-h da fonte etc.). Sendo assim, os 
principais autores são apresentados na Tabela 4 a seguir. 
 
Tabela 4. Principais autores no período de 1972 a 2019 
Autor(es) Quantidade de publicações 
Shamai, S. 38 
Nair, C. 19 
Goldsmith, A. J.; Jindal, N. 18 
Liang, Y.; Poor, H. V. 17 
Boche, H. 16 
Cioffi, J. M. 14 
Steinberg, Y. 13 
Dabora, R.; Gesbert, D.; Utschick, W. 12 
Caire, G.; Khandani, A. K.; Kramer, G.; Oechtering, T. J.; 
Ulukus, S.; Yang, S. 
11 
Hassibi, B.; Joham, M.; Kobayashi, M.; Vishwanath, S.; 
Wang, C. C. 
10 
Davidson, T. N.; Geng, Y.; Liang, Y. C.; Schaefer, R. F.; 
Skoglund, M.; Slock, D.; Wyrembelski, R. F. 
9 
Aref, M. R.; Georgiadis, L.; Liu, R.; Nosratinia, A.; 
Piantanida, P. 
8 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e WOS (2019).  
 
Antes de discutir sobre a quantidade de publicações dos principais autores sobre 
canais de difusão, é importante ter uma ideia acerca da rede de colaboração científica entre tais 
autores, para identificar seus clusters, e de que forma eles impactam no desenvolvimento de 
publicações sobre o tema. 
Sendo assim, na Figura 28 evidencia-se a rede de colaboração científica mundial 
entre autores. Para a construção do gráfico em questão, foram considerados apenas aqueles que 
apresentam um mínimo de 3 publicações e 10 citações, estabelecendo-se assim, uma amostra 
de 167 autores. 
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Figura 28. Rede de colaboração científica entre autores no período de 1972 a 2019 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
Inicialmente, é fundamental explicar que nos gráficos de rede destacam-se as 
ligações de coautoria nos documentos selecionados nas buscas em bases de dados. Por este 
motivo, Cover, que é responsável por alguns dos trabalhos precursores em canais de difusão, 
não possui nenhum nó no gráfico da Figura 28, apesar de atender aos critérios definidos, já que 
as buscas retornaram 3 publicações que, juntas, totalizavam mais de 1300 citações. Isto se deve 
ao fato de que Cover é o único autor destes artigos e, portanto, não há como ter um nó sem 
ligações na rede, visto que não há colaboração nessas publicações. 
Não obstante os Estados Unidos representarem, digamos, uma potência em 
pesquisas sobre canais de difusão, na Tabela 4 destaca-se que o israelense Shlomo Shamai 
constitui o principal autor sobre o assunto, sendo responsável por 38 publicações. Shamai é 
professor do Departamento de Engenharia Elétrica da Technion – Israel Institute of Technology 
e suas pesquisas englobam um amplo espectro de tópicos em Teoria da Informação e 
Comunicação Estatística. Além disso, já foi condecorado com diversas honrarias, como a 
Claude E. Shannon Award de 2011 (entregue pelo IEEE ITSOC) e a IEEE Richard W. Hamming 
Medal de 2017.  
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Recorrendo à Figura 27, a Technion é apresentada como a instituição vice-líder 
mundial em pesquisas que tratam do conceito de canais de difusão, basicamente em decorrência 
do grande número de publicações de Shamai, uma vez que ele está presente em 65% (38 dentre 
58) das publicações desta instituição. 
Shamai publica em cooperação com outros autores e, dessa forma, a fim de 
proporcionar uma representação do cluster de pesquisas deste autor, na Figura 29 exibe-se a 
rede de colaboração científica de Shamai. Os critérios para a criação do gráfico permanecem os 
mesmos (mínimo de 3 publicações e 10 citações para o autor). 
 
Figura 29. Rede de colaboração científica de Shamai no período de 1997 a 201650 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
Por meio de uma análise da Figura 29, é perceptível que Shamai dispõe de uma 
ampla rede de colaboração para o desenvolvimento de pesquisas em canais de difusão. Com 
relação aos principais coautores e suas respectivas quantidades de publicações, é possível 
mencionar: Yingbin Liang – The Ohio State University (10), Harold Vincent Poor – Princeton 
University (9) e Giuseppe Caire – Technical University of Berlin (6). A rede de colaboração de 
Shamai envolve grande parte dos clusters mundiais de pesquisas sobre o assunto, que foram 
                                                     
50 Anos das publicações mais antiga e mais recente do autor, respectivamente. 
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apresentados na Figura 28. 
Com o intuito de complementar a análise das redes de colaboração dos principais 
autores sobre canais de difusão, na Figura 30 destaca-se a rede de colaboração científica de 
Chandra Nair, o vice-líder do ranking de autores. Os critérios para a concepção do gráfico 
permanecem os mesmos (mínimo de 3 publicações e 10 citações para o autor). 
 
Figura 30. Rede de colaboração científica de Nair no período de 2007 a 201751 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
O autor indiano Chandra Nair, membro da Chinese University of Hong Kong, é o 
segundo autor mais participativo em publicações, apesar de ser responsável por uma quantidade 
de publicações 50% menor (metade) que Shamai, com 19 artigos. No entanto, ele está presente 
em todos os 17 artigos da Chinese University of Hong Kong sobre canais de difusão (em seus 
outros 2 artigos, Nair publicou como membro da Microsoft Research), sendo, estima-se, o 
grande responsável por esta instituição ocupar a 10ª posição no ranking de produtividade sobre 
o assunto. Por outro lado, é fundamental ressaltar a colaboração de Yanlin Geng, que também 
é membro da Chinese University of Hong Kong e é coautor em 8 dos 19 artigos (42%) de 
Chandra Nair.  
Além disso, na Figura 30 mostra-se que Nair e Shamai já foram parceiros em 
artigos. Os pesquisadores trabalharam juntos no artigo “On broadcast channels with binary 
inputs and symmetric outputs”, que possui uma versão publicada no congresso IEEE 
International Symposium on Information Theory de 2010 e outra versão publicada no periódico 
IEEE Transactions on Information Theory em 2013, contabilizando assim, 2 publicações em 
                                                     
51 Anos das publicações mais antiga e mais recente do autor, respectivamente. 
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comum, apesar de ser basicamente o mesmo estudo. 
Com relação aos objetivos de pesquisa de Chandra Nair, é possível afirmar que 
grande parte de seus artigos são direcionados à investigação de diferentes casos de estudo em 
canais de difusão degradados (gaussiano, mais capaz, menos ruidoso, entre outros) e à análise 
dos limites internos e externos da região de capacidade, com um grande enfoque para o limite 
interno de Marton (objeto principal de pesquisa em 4 de seus 19 artigos). 
Vale mencionar, que o egípcio Abbas El Gamal, membro da Stanford University, 
um dos mais importantes pesquisadores em Teoria da Informação em Rede, é coautor em 3 dos 
19 artigos (16%) de Chandra Nair. El Gamal é conhecido por ter publicado o livro “Network 
information theory” juntamente com Young-Han Kim (membro da University of California San 
Diego), que é uma das principais referências em Teoria da Informação em Rede. Além disso, 
este livro aborda casos importantes e aponta alguns problemas abertos em canais de difusão.  
O próximo passo da análise bibliométrica compreenderá a distribuição dos artigos 
por área de conhecimento, resultando na Figura 31 a seguir. 
 
Figura 31. Distribuição dos artigos por área de conhecimento 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019) e WOS (2019). 
 
Ao promover o diagnóstico das áreas de conhecimento relacionadas com a 
produção científica em canais de difusão, a Ciência da Computação se mostrou dominante, já 
que compreendia 787 documentos levantados nas buscas, seguido pelas áreas de Engenharias e 
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Matemática, que englobavam 434 e 315 publicações, respectivamente. 
A Figura 31 foi elaborada a partir de uma amostra de 961 artigos, sendo importante 
mencionar que uma grande parcela destes documentos se relacionava com mais de uma área de 
conhecimento. 
Na Tabela 5 apresentam-se as principais fontes de divulgação de publicações sobre 
canais de difusão. 
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Tabela 5. Principais fontes de divulgação das publicações 
Nome do periódico ou conferência Quantidade de 
publicações 
Índice-h  
(SJR) 
Fator de impacto  
(JCR) 
IEEE International Symposium on 
Information Theory (ISIT) 
(1972, 1994-1995, 1997, 2000-ativo) 
249 71 
(0,49) 
- 
IEEE Transactions on Information Theory 117 241 
(1,16) 
2,187 
IEEE Information Theory Workshop (ITW) 
(2016) 
46 4 
(0,36) 
- 
IEEE Transactions on Communications 30 182 
(1) 
 
IEEE Vehicular Technology Conference 23 100 
(0,23) 
- 
IEEE Transactions on Wireless 
Communications 
22 177 
(1,25) 
5,888 
IEEE International Conference on 
Communications 
(2016) 
22 7 
(0,33) 
 
- 
IEEE Workshop on Signal Processing 
Advances in Wireless Communications 
(1997, 2004-2011, 2016) 
17 46 
(0,36) 
- 
IEEE Globecom Global Telecommunications 
Conference 
(1995-2010) 
17 85 
(0) 
- 
IEEE Transactions on Signal Processing 13 220 
(1,25) 
4,203 
IEEE ICASSP International Conference on 
Acoustics Speech and Signal Processing 
Proceedings 
(1981, 1983-1991, 1993-ativo) 
13 119 
(0,40) 
- 
IEEE Asilomar Conference on Signals 
Systems and Computers 
(1993, 1997-ativo) 
12 63 
(0,25) 
- 
IEEE International Symposium on Personal 
Indoor and Mobile Radio Communications 
(1995-1998, 2000-ativo) 
11 66 
(0,27) 
- 
IEEE Journal on Selected Areas in 
Communications 
10 207 
(1,74) 
7,172 
IEEE Communications Letters 8 122 
(0,59) 
2,723 
IEEE Transactions on Vehicular Technology 8 136 
(0,75) 
4,432 
Problems of Information Transmission 7 15 
(0,35) 
0,359 
Fonte: Elaborado pelo autor a partir de Scopus (2019), WOS (2019), SJR52 (2019) e JCR53 
(2019). 
 
Após verificar a Tabela 5, é possível constatar que praticamente todas as fontes de 
divulgação de pesquisas sobre canais de difusão são congressos ou periódicos do IEEE, com 
                                                     
52 Disponível em: <http://www.scimagojr.com>. Acessado em 13 de março de 2019 às 16:30 horas. 
53 Disponível em: <http://jcr.clarivate.com>. Acessado em 13 de março de 2019 às 17:50 horas. 
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exceção do periódico Problems of Information Transmission. O congresso IEEE International 
Symposium on Information Theory (ISIT) organizado anualmente pela ITSOC, constitui a 
principal fonte para a publicação de pesquisas sobre o assunto, seguido pelo periódico IEEE 
Transactions on Information Theory que, apesar de não concentrar a maior quantidade de 
publicações, pode ser visto como o principal veículo de divulgação de trabalhos na área de 
Teoria da Informação, sendo que diversos artigos seminais já foram publicados nesse periódico, 
que está em circulação desde 1953. Vale especificar, que essa revista foi publicada de 1953 a 
1962 com o nome de IRE54 Transactions on Information Theory. 
No que diz respeito ao fator de impacto do veículo de divulgação, o periódico IEEE 
Journal on Selected Areas in Communications, que concentra 10 artigos sobre canais de 
difusão, se destaca pelo seu JCR de 7,172, sendo este um valor bem elevado dentre as 
publicações na área de Telecomunicações. 
Após tratar da frequência de publicações, publicações por país, publicações por 
autor, redes de colaboração científica (países e autores), áreas de conhecimento e fontes de 
divulgação das publicações, resta apenas a identificação dos artigos mais citados sobre canais 
de difusão. A identificação de tais trabalhos, representa uma atividade relevante, visto que pode 
corroborar o entendimento de aspectos determinantes, e muitas vezes inovadores, acerca dessa 
linha de pesquisa em canais de difusão. 
No entanto, se faz necessário um breve entendimento das circunstâncias que 
envolvem a geração de citações, tendo em vista que este é um fenômeno de grande interesse da 
área de conhecimento Ciência da Informação. 
As citações, graças às suas propriedades restritivas e facilitadoras, constituem o 
motor do processo de estruturação do conhecimento científico, garantindo a expansão das 
comunidades científicas. Os estudos de citações desempenham um papel importante nas áreas 
de Biblioteconomia e Ciência da Informação. No entanto, a Sociologia da Ciência e o 
entendimento de suas “métricas” constituem objetos de interesse para quaisquer pesquisadores 
(RIVIERA, 2013). Nessas circunstâncias, a análise de citações constitui um dos elementos 
fundamentais nos estudos quantitativos da ciência (VAN RAAN, 1998). 
Sendo assim, na Tabela 6 são apresentados os artigos mais citados sobre canais de 
difusão, limitando-se a exibição, apenas, de artigos com mais de 300 citações.  
 
                                                     
54 O Institute of Radio Engineers (IRE) foi uma organização profissional que existiu de 1912 até 31 de dezembro 
de 1962. Em 1º de janeiro de 1963, fundiu-se com o American Institute of Electrical Engineers (AIEE) para formar 
o IEEE (ETHW, 2019). 
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Tabela 6. Artigos mais citados (com mais de 300 citações) 
Artigo Citações 
Csiszár, I., & Körner, J. (1978). Broadcast channels with confidential messages. IEEE 
Transactions on Information Theory, 24(3), 339-348. 
2239 
Caire, G., & Shamai, S. (2003). On the achievable throughput of a multiantenna gaussian 
broadcast channel. IEEE Transactions on Information Theory, 49(7), 1691-1706. 
1723 
Weingarten, H., Steinberg, Y., & Shamai, S. (2006). The capacity region of the gaussian 
multiple-input multiple-output broadcast channel. IEEE Transactions on Information Theory, 
52(9), 3936-3964. 
1052 
Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information Theory, 18(1), 
2-14. 
1020 
Viswanath, P., & Tse, D. N. C. (2003). Sum capacity of the vector gaussian broadcast channel 
and uplink-downlink duality. IEEE Transactions on Information Theory, 49(8), 1912-1921. 
887 
Capetanakis, J. I. (1979). Tree algorithms for packet broadcast channels. IEEE Transactions 
on Information Theory, 25(5), 505-515. 
634 
Yu, W., & Cioffi, J. M. (2004). Sum capacity of gaussian vector broadcast channels. IEEE 
Transactions on Information Theory, 50(9), 1875-1892. 
530 
Jindal, N., Rhee, W., Vishwanath, S., Jafar, S. A., & Goldsmith, A. J. (2005). Sum power 
iterative water-filling for multi-antenna gaussian broadcast channels. IEEE Transactions on 
Information Theory, 51(4), 1570-1580. 
440 
Tse, D. N. C. (1997, June-July). Optimal power allocation over parallel gaussian broadcast 
channels. Proceedings of the IEEE International Symposium on Information Theory, Ulm, 
Germany, 6.  
344 
Li, L., & Goldsmith, A. J. (2001). Capacity and optimal resource allocation for fading 
broadcast channels. I. Ergodic capacity. IEEE Transactions on Information Theory, 47(3), 
1083-1102. 
334 
Wagner, S., Couillet, R., Debbah, M., & Slock, D. T. M. (2012). Large system analysis of 
linear precoding in correlated MISO broadcast channels under limited feedback. IEEE 
Transactions on Information Theory, 58(7), 4509-4537. 
325 
Bergmans, P. P. (1973). Random coding theorem for broadcast channels with degraded 
components. IEEE Transactions on Information Theory, 19(2), 197-207. 
306 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
Dentre os artigos listados na Tabela 6, é importante mencionar que o artigo seminal 
de Cover publicado em 1972, que introduziu o conceito de canais de difusão, não é o mais 
citado, o que não minimiza o seu impacto ou sua importância, visto que ele foi responsável por 
todo o desenvolvimento de pesquisas nessa área. Shamai é coautor em 2 dos 3 artigos mais 
citados, sendo que 33 de seus 38 artigos (87%) foram publicados no século XXI, o que restringe 
o espaço de tempo para a geração de citações, visto que 5 dos 12 artigos (41%) apresentados na 
Tabela 6 foram publicados no século XX. 
O artigo mais citado foi publicado em 1978 pelos húngaros Imre Csiszár e János 
Körner que, na época, eram membros do Mathematical Institute of the Hungarian Academy of 
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Sciences. Ambos os autores foram condecorados com a Claude E. Shannon Award, sendo 
Csiszár em 1996 e Körner em 2014. No artigo em questão, há resultados sobre a transmissão 
simultânea de mensagens para uso comum e transmissão de mensagens confidenciais. Para este 
modelo, eles caracterizam as taxas alcançáveis em termos de quantidades de informação, de 
modo que a região de taxas é, a princípio, computável55 (CSISZÁR & KÖRNER, 1978).  
Csiszár e Körner (1978) trataram de questões relacionadas à confidencialidade de 
mensagens em sistemas de comunicação e apresentaram resultados e implicações matemáticas 
para este problema. Esse fato constitui um ponto importante que permitiu a continuidade no 
desenvolvimento de pesquisas sobre o assunto, tendo em vista que questões relacionadas à 
confidencialidade e segurança da informação passaram a se constituir como preocupações 
recorrentes tanto para a implementação quanto para a utilização de recursos tecnológicos. 
Deste modo, na Seção 5.3 o objetivo foi o de apresentar uma caracterização acerca 
do cenário mundial de pesquisas em canais de difusão, evidenciando-se diversos indicadores e 
informações que serão de grande valor para a continuidade da pesquisa desempenhada no 
presente trabalho. No entanto, não se promoveu nenhuma diferenciação no que diz respeito aos 
casos de estudo de canais de difusão tratados na literatura, apenas limitou-se para o “pano de 
fundo” geral que envolve o assunto.  
A tarefa de tratar a produção científica com um olhar mais crítico em relação aos 
diversos casos de estudo que constituem o estado da arte de canais de difusão será discutida na 
Seção 5.4. 
 
5.4. Mapeamento científico dos casos de estudo em canais de difusão 
 
Conforme mencionado anteriormente, na presente seção, o objetivo é fazer um 
levantamento dos casos de estudo em canais de difusão, a fim de propiciar a identificação de 
trabalhos precursores e seus respectivos impactos no desenvolvimento de pesquisas sobre o 
assunto. 
Num primeiro momento, não há nenhum interesse em explicitar quais casos de 
estudo em canais de difusão já dispõem de uma solução para um propenso problema relacionado 
à sua região de capacidade de canal, ou seja, são considerados tanto problemas já resolvidos 
quanto problemas abertos. 
                                                     
55 O termo computável refere-se, grosso modo, à existência de algoritmo, no sentido matemático, tais como 
Máquinas de Turing, Lambda Calculus etc. Uma discussão sobre o conceito de algoritmos e computabilidade pode 
ser encontrada, por exemplo, em Cutland (1980) e Garey e Johnson (1990). 
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Na Tabela 7 evidenciam-se 24 casos de estudo em canais de difusão e suas 
respectivas publicações pioneiras. Tais informações foram identificadas através de diversas 
buscas realizadas nas bases de dados Scopus, WOS e IEEE Xplore, contando ainda com a 
utilização de várias fontes bibliográficas para auxiliar neste processo. 
 
Tabela 7. Casos de estudo em canais de difusão e seus respectivos “surgimentos” 
Caso de estudo 1ª publicação verificada (Scopus, WOS e IEEE Xplore) 
Binário simétrico  
(Binary symmetric) 
Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information 
Theory, 18(1), 2-14. 
Composto  
(Compound) 
Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information 
Theory, 18(1), 2-14. 
Gaussiano  
(Gaussian) 
Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information 
Theory, 18(1), 2-14. 
Degradado  
(Degraded) 
Cover, T. M. (1972). Broadcast channels. IEEE Transactions on Information 
Theory, 18(1), 2-14. 
Cooperativo 
(Cooperative) 
Bergmans, P. P., & Cover, T. M. (1974). Cooperative broadcasting. IEEE 
Transactions on Information Theory, 20(3), 317-324. 
Blackwell Gelfand, S. I. (1977). ПРОПУСКНАЯ СПОСОБНОСТЬ ОДНОГО 
ШИРОКОВЕЩАТЕЛЬНОГО КАНАЛА56. Problemy Peredachi Informatsii, 
13(3), 106-108. 
Mais capaz  
(More capable) 
Körner, J., & Marton, K. (1977). Comparison of two noisy channels. In: Csiszár, 
I., & Elias, P. (Eds.). Topics in information theory (Colloquia Mathematica 
Societatis János Bolyai, Keszthely, Hungary, 1975), Volume 16, pp. 411-423. 
Amsterdam, Netherlands: Elsevier, North Holland Publishing Co. 
Menos ruidoso  
(Less noisy) 
Körner, J., & Marton, K. (1977). Comparison of two noisy channels. In: Csiszár, 
I., & Elias, P. (Eds.). Topics in information theory (Colloquia Mathematica 
Societatis János Bolyai, Keszthely, Hungary, 1975), Volume 16, pp. 411-423. 
Amsterdam, Netherlands: Elsevier, North Holland Publishing Co. 
Determinístico  
(Deterministic) 
Pinsker, M. S. (1978). ПРОПУСКНАЯ СПОСОБНОСТЬ 
ШИРОКОВЕЩАТЕЛЬНЫХ КАНАЛОВ БЕЗ ШУМОВ57. Problemy Peredachi 
Informatsii, 14(2), 28-34. 
Escuta 
(Wiretap) 
Csiszár, I., & Körner, J. (1978). Broadcast channels with confidential messages. 
IEEE Transactions on Information Theory, 24(3), 339-348. 
Binário de distorção 
simétrica 
(Binary skew-symmetric) 
Hajek, B. E., & Pursley, M. B. (1979). Evaluation of an achievable rate region for 
the broadcast channel. IEEE Transactions on Information Theory, 25(1), 36-46. 
Semideterminístico 
(Semideterministic) 
Marton, K. (1979). A coding theorem for the discrete memoryless broadcast 
channel. IEEE Transactions on Information Theory, 25(3), 306-311. 
Poisson Cruz, R., & Hajek, B. (1982). A new upper bound to the throughput of a multi-
access broadcast channel. IEEE Transactions on Information Theory, 28(3), 402-
405. 
                                                     
56 Versão em inglês: Gelfand, S. I. (1977). Capacity of one broadcast channel. Problems of Information 
Transmission, 13(3), 240-242. 
57 Versão em inglês: Pinsker, M. S. (1978). Capacity of noiseless broadcast channels. Problems of Information 
Transmission, 14(2), 97-102. 
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Assimétrico 
(Asymmetric) 
Bruyn, K. D. (1985). Codes for the asymmetric broadcast channel, generated by 
permutations. IEEE Transactions on Information Theory, 31(3), 419-422. 
Desvanecimento 
(Fading) 
Goldsmith, A. J. (1996, November). Capacity of broadcast fading channels with 
variable rate and power. Proceedings of the IEEE Global Telecommunications 
Conference, London, UK, 9. 
Múltiplas entradas e 
múltiplas saídas – MEMS 
(Multiple input multiple 
output – MIMO) 
Vishwanath, S., Jindal, N., & Goldsmith, A. J. (2002, April-May). On the capacity 
of multiple input multiple output broadcast channels. Proceedings of the IEEE 
International Conference on Communications, New York, USA, 5. 
Retransmissão  
(Relay) 
Dabora, R., & Servetto, S. (2004, June-July). Broadcast channels with cooperating 
receivers: a downlink for the sensor reachback problem. Proceedings of the IEEE 
International Symposium on Information Theory, Chicago, USA, 12. 
Multiplexação de divisão 
de frequência ortogonal – 
MDFO 
(Orthogonal frequency 
division multiplexing – 
OFDM) 
Wunder, G., Zhou, C., & Feistel, A. (2004, November). Optimal OFDM downlink 
scheduling for UMTS HSDPA evolution. Proceedings of the IEEE Asilomar 
Conference on Signals, Systems and Computers, Pacific Grove, USA, 38. 
Apagamento/Apagamento 
binário 
(Erasure/Binary erasure) 
Dana, A. F., & Hassibi, B. (2005, September). The capacity region of multiple 
input erasure broadcast channels. Proceedings of the IEEE International 
Symposium on Information Theory, Adelaide, Australia, 13.  
Múltiplas entradas e saída 
única – MESU 
(Multiple input single 
output – MISO) 
Lee, F. K. H., Emami, S. M., Oteri, O. F., & Paulraj, A. J. (2005, October-
November). Tomlinson-Harashima precoding for MISO frequency-selective 
broadcast channels. Proceedings of the IEEE Asilomar Conference on Signals, 
Systems and Computers, Pacific Grove, USA, 39. 
Bidirecional 
(Bidirectional) 
Oechtering, T. J., Schnurr, C., Bjelaković, I., & Boche, H. (2007, March). 
Achievable rate region of a two phase bidirectional relay channel. Proceedings of 
the IEEE Annual Conference on Information Sciences and Systems, Baltimore, 
USA, 41. 
Temporal 
(Time-varying) 
Jang, E. W., Cho, Y., Choi, J. W., & Cioffi, J. M. (2007, June). Scheduling for 
time-varying broadcast channels. Proceedings of the IEEE International 
Symposium on Information Theory, Nice, France, 15. 
Multinível 
(Multilevel) 
Borade, S., Zheng, L., & Trott, M. (2007, June). Multilevel broadcast networks. 
Proceedings of the IEEE International Symposium on Information Theory, Nice, 
France, 15. 
Quântico 
 (Quantum) 
Yard, J., Hayden, P., & Devetak, I. (2011). Quantum broadcast channels. IEEE 
Transactions on Information Theory, 57(10), 7147-7162.  
Fonte: Elaborado pelo autor a partir de Scopus (2019), WOS (2019) e IEEE Xplore58 (2019). 
 
Com base na Tabela 7, é possível afirmar que os surgimentos dos casos de estudo 
encontram-se bem distribuídos com o passar do tempo, uma vez que em cada uma das décadas, 
desde o surgimento do conceito de canais difusão, há ao menos um novo caso de estudo. Por 
outro lado, a década de 1970, além de compreender o artigo seminal de Cover (1972), foi a 
década marcada pelo surgimento do maior número de casos de estudo, 12 dentre 24 (50%). 
No entanto, não basta apenas conhecer os casos de estudo, seus trabalhos 
                                                     
58 Disponível em: <http://ieeexplore.ieee.org>. Acessado em 13 de março de 2019 às 20:40 horas. 
126  
precursores e os autores responsáveis pela sua concepção. A identificação dos casos de estudo 
que concentram mais atenção por parte dos pesquisadores da área, constitui uma atividade 
importante para a consolidação de uma caracterização mais ampla acerca da produção científica 
em canais de difusão (broadcast channels).  
Na Figura 32 apresenta-se um gráfico da distribuição de publicações em cada caso 
de estudo. Para a concepção do gráfico em questão, foram consideradas apenas as publicações 
disponíveis na base de dados Scopus pois, conforme mencionado anteriormente, ela 
compreende basicamente toda a amostra de publicações sobre canais de difusão identificadas 
no presente estudo (99,49% está indexado tanto na Scopus quanto na WOS, e 0,51% está 
indexado apenas na WOS). 
O exemplo a seguir consiste em um dos filtros adotados para a busca na base de 
dados Scopus: 
 
( TITLE ( broadcast AND channel ) AND TITLE-ABS-KEY ( information AND theory ) AND TITLE-ABS-
KEY ( binary AND symmetric ) ) 
 
O exemplo acima corresponde ao filtro utilizado para a busca de publicações 
relacionadas ao canal de difusão binário simétrico (CD-BS; em inglês: binary symmetric 
broadcast channel – BS-BC) que consiste em um dos casos de estudo tratados por Cover (1972) 
em seu artigo seminal. Em seguida, este filtro foi ajustado para os demais casos, mas sempre 
mantendo a sua estrutura básica com relação a: Título (deveria conter “broadcast channel”) e 
Tópico (deveria conter “information theory” no título e/ou abstract e/ou palavras-chave). A 
única modificação aplicada às buscas foi a adição de um segundo filtro de Tópico, sendo que 
os documentos levantados deveriam conter “nome_do_caso_de_estudo” no título e/ou abstract 
e/ou palavras-chave. 
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Figura 32. Distribuição de publicações por caso de estudo 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
Com relação à Figura 32, é importante mencionar que mais de um caso de estudo 
pode ser tratado em um único artigo e, por isso, apesar do gráfico em questão ser elaborado a 
partir de uma amostra de 1327 publicações, não significa que foram considerados 1327 
documentos distintos, inclusive, esse número é maior do que a amostra de 982 documentos 
levantados na Seção 5.2, que compreende todas publicações sobre broadcast channels 
indexadas nas bases de dados Scopus e WOS. Isso pode ser verificado, por exemplo, pelo fato 
de que, em um artigo que trate o caso de um canal de difusão menos ruidoso (CD-MR; em 
inglês: less noisy broadcast channel – LN-BC), que é um modelo de canal degradado, é muito 
provável que o artigo em questão seja contabilizado também como canal de difusão degradado 
(CD-DG; em inglês: degraded broadcast channel – DBC), visto que todo CD-MR é um CD-
DG. No entanto, é necessário que os autores utilizem as nomenclaturas “less noisy broadcast 
channel” e “degraded broadcast channel” no mesmo artigo para que essa “ambiguidade” seja 
contabilizada no gráfico da Figura 32. 
Além disso, também é preciso mencionar que em um artigo que aborde o CD-MR, 
os autores, comumente, proporcionam considerações sobre o canal de difusão mais capaz (CD-
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MC; em inglês: more capable broadcast channel – MC-BC) e, dessa forma, o artigo em questão 
seria contabilizado 2 vezes para a composição do gráfico (1 vez para cada caso de estudo). 
Além disso, se for explicitado que os modelos de canais correspondem à CD-DGs, o artigo seria 
contabilizado 3 vezes. Por fim, se esse mesmo artigo apresentar considerações sobre o canal de 
difusão gaussiano (CDG; em inglês: gaussian broadcast channel – GBC), que também é um 
modelo de canal degradado, o artigo em questão seria contabilizado 4 vezes para a composição 
do gráfico da Figura 32, apesar de ser inegável que ele constitui um único documento. 
Por meio de uma análise da Figura 32, é evidente que o canal de difusão de 
múltiplas entradas e múltiplas saídas (CD-MEMS; em inglês: multiple input multiple output 
broadcast channel – MIMO-BC) representa o principal caso de estudo em canais de difusão, 
sendo tratado em 292 documentos em um período de 2002 a 2019. Dessa forma, é fundamental 
ressaltar que a frequência de publicações acerca deste caso de estudo é bem elevada, visto que 
o CD-MEMS consiste em um caso relativamente recente, já que foi identificado que seu 
surgimento se deu em 2002, exatamente 30 anos após a publicação do trabalho precursor de 
Cover (1972). 
O CD-MEMS é seguido pelo CDG, que é objeto de pesquisa em 272 documentos. 
Ao contrário do CD-MEMS, o CDG consiste em um dos casos de estudo mais antigos em canais 
de difusão, dado que ele foi tratado pela primeira vez no artigo clássico de Cover (1972), 
juntamente com o CD-BS e o canal de difusão composto (CDC; em inglês: compound 
broadcast channel – CBC), sendo que estes dois últimos casos apresentam uma frequência de 
ocorrência idêntica, já que ambos são tratados em 20 publicações. 
Antes de passar às etapas finais da análise bibliométrica, é fundamental ter em 
mente que a distribuição de publicações por caso de estudo está atrelada à vários fatores, que 
envolvem desde a complexidade matemática do caso em questão, sua importância e relevância 
para problemas práticos, limitação do corpo de conhecimento, ou ainda se a região de 
capacidade do caso abordado já foi previamente alcançada e está disponível na literatura, visto 
que a atratividade e o impacto da publicação podem vir a ser minimizados se ela tratar de um 
problema de comunicação já elucidado. Logicamente, cada caso de estudo é marcado por 
particularidades, o que dificulta a identificação de fatores universais capazes de influenciar o 
interesse dos pesquisadores da área e, consequentemente, na frequência de publicações 
relacionadas à problemas de comunicação específicos. 
Na Figura 33 exibe-se um diagrama de área polar elaborado com o intuito de 
evidenciar os quadrantes de investigação em canais de difusão, ou seja, constitui uma tentativa 
de generalizar todos os casos de estudo identificados na literatura em quatro grupos bem 
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definidos que caracterizam a distribuição de publicações. 
 
Figura 33. Quadrantes de investigação em canais de difusão 
 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
 
No que diz respeito à Figura 33, nela, indica-se que 64% das pesquisas sobre canais 
de difusão são voltados para a investigação de 4 casos de estudo específicos. São eles: CD-
MEMS, CDG, CD-DG e canal de difusão com desvanecimento (CD-DN; em inglês: fading 
broadcast channel – FBC). Por outro lado, os outros 20 casos de estudo levantados 
compreendem apenas 36% das publicações.  
Os gráficos apresentados nas Figuras 32 e 33 estão fortemente relacionados, e 
podem ser levados em consideração para a tomada de decisão acerca de quais os casos de estudo 
mais atrativos para o desenvolvimento de pesquisas futuras em canais de difusão, visto que eles 
apresentam uma caracterização importante do estado da arte que envolve esse assunto. 
No entanto, além de conhecer a distribuição de publicações por casos de estudo, a 
identificação dos países, instituições e autores engajados na investigação de cada um destes 
casos específicos pode proporcionar informações valiosas para a realização de estudos futuros 
e a construção de resultados inéditos acerca de um problema.  
Sendo assim, a Tabela 8 compreende um mapeamento da produção científica em 
canais de difusão, destacando os países, instituições e autores mais produtivos em cada um dos 
24 casos de estudo identificados. Vale mencionar, que todas as instituições brasileiras e autores 
afiliados a essas instituições, assim como suas respectivas quantidades de documentos foram 
adicionados à tabela (entre parênteses), como uma tentativa de detalhar um pouco mais o 
cenário nacional de pesquisas em broadcast channels. 
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Tabela 8. Mapeamento da produção científica por caso de estudo 
Caso de estudo Principais  
países 
Principais  
instituições 
Principais  
autores 
Binário simétrico  Estados Unidos (9); 
Hong Kong (6); 
Israel (3); 
Dinamarca (1); 
França (1); 
Alemanha (1); 
Índia (1); 
Japão (1) 
Chinese University of Hong Kong 
(6);  
Technion – Israel Institute of 
Technology (3); 
Altai Technologies Ltd. (2);  
Stanford University (2);  
University of California, Berkeley 
(2) 
Nair, C. (8); 
Geng, Y. (4); 
Wang, Z. V. (4); 
El Gamal, A. (2); 
Jog, V. (2); 
Bergmans, P. P. (1); 
Pinsker, M. S. (1); 
Shamai, S. (1) 
Composto Estados Unidos (10); 
Alemanha (6); 
Israel (6); 
França (3); 
Singapura (2); 
Suécia (2); 
Itália (1) 
Technion – Israel Institute of 
Technology (6); 
Technical University of Munich (4);  
University of Southern California 
(3);  
Technical University of Berlin (2);  
Nokia Bell Labs (2) 
Shamai, S. (6); 
Boche, H. (4); 
Liang, Y. (3); 
Wyrembelski, R. F. (3); 
Benammar, M. (2); 
Caire, G. (2); 
Chong, H. F. (2); 
Liang, Y. C. (2) 
Gaussiano Estados Unidos (135);  
Israel (38); 
Canadá (26); 
China (22); 
Alemanha (17); 
França (14); 
Irã (9); 
Suíça (9); 
⋮ 
Brasil (3) 
Technion – Israel Institute of 
Technology (30);  
Stanford University (27);  
Princeton University (17);  
Texas A and M University (9);  
Swiss Federal Institute of 
Technology, Lausanne (9); 
⋮ 
*Universidade Estadual de 
Campinas (3); 
§Universidade Federal de Santa 
Catarina (1) 
Shamai, S. (28); 
Goldsmith, A. J. (12); 
Cioffi, J. M. (10); 
Poor, H. V. (10); 
Vishwanath, S. (10); 
Jindal, N. (9); 
Liang, Y. (8); 
Liu, R. (7); 
⋮ 
*Arantes, D. S. (2); 
*De Castro, F. C. C. 
(2); 
*De Castro, M. C. F. 
(2); 
*Fraidenraich, G. (1); 
*Pivaro, G. (1); 
*Fernandes, M. A. C. 
(1); 
§Silva, D. (1) 
Degradado  Estados Unidos (70); 
Israel (25); 
China (10); 
Canadá (9); 
Japão (8); 
Singapura (7); 
Suíça (7); 
Alemanha (6) 
Technion – Israel Institute of 
Technology (19);  
Stanford University (13);  
Princeton University (7);  
University of California, Berkeley 
(7);  
Swiss Federal Institute of 
Technology, Lausanne (7) 
Steinberg, Y. (10); 
Liang, Y. (9); 
Shamai, S. (9); 
Dabora, R. (7); 
Aref, M. R. (4); 
Caire, G. (4); 
Chong, H. F. (4); 
Dai, B. (4) 
Cooperativo Estados Unidos (15); 
Alemanha (6); 
Irã (4); 
Reino Unido (4); 
França (3); 
Israel (3); 
Hong Kong (2); 
Itália (2) 
Technical University of Munich (5); 
Imperial College London (4); 
University of Maryland (3); 
Sharif University of Technology 
(3); 
Princeton University (2) 
 
Ding, Z. (4); 
Leung, K. K. (4); 
Akhbari, B. (3); 
Aref, M. R. (3); 
Liang, Y. (3); 
de Kerret, P. (2); 
Ekrem, E. (2); 
Gesbert, D. (2) 
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Blackwell Alemanha (1); 
Estados Unidos (1); 
França (1); 
Israel (1) 
Technical University of Munich (1);  
Ben-Gurion University of the 
Negev (1);  
TELECOM ParisTech (1);  
University of California, San Diego 
(1) 
Bassalygo, L. A. (2); 
Pinsker, M. S. (2); 
Gelfand, S. I. (1); 
Goldfeld, Z. (1); 
Hajek, B. E. (1); 
Kramer, G. (1); 
Permuter, H. H. (1); 
Pursley, M. B. (1) 
Mais capaz  Hong Kong (3); 
Estados Unidos (2); 
Austrália (1); 
Canadá (1); 
China (1); 
Israel (1) 
Chinese University of Hong Kong 
(3);  
University of Colorado at Boulder 
(1);  
University of Newcastle, Australia 
(1);  
Stanford University (1);  
University of Waterloo (1) 
Nair, C. (4); 
Geng, Y. (3); 
Wang, Z. V. (2); 
Asadi, B. (1); 
Deng, Z. X. (1); 
El Gamal, A. (1); 
Farsani, R. K. (1); 
Kim, H. (1) 
Menos ruidoso Estados Unidos (9); 
França (3); 
Irã (3); 
Hong Kong (2); 
China (1); 
Alemanha (1); 
Japão (1) 
Ferdowsi University of Mashhad 
(3);  
Chinese University of Hong Kong 
(2);  
University of Maryland (2);  
New York University (2);  
TELECOM ParisTech (1) 
Hodtani, G. A. (3); 
Bahrami, S. (2); 
Benammar, M. (2); 
Ekrem, E. (2); 
Erkip, E. (2); 
Liu, Y. (2); 
Nair, C. (2); 
Piantanida, P. (2) 
Determinístico Estados Unidos (19); 
Alemanha (10); 
França (9); 
Suíça (5); 
Israel (4); 
Austrália (3); 
Canadá (3); 
China (3); 
⋮ 
Brasil (2) 
Technical University of Munich (5);  
University of California, Berkeley 
(4);  
Princeton University (3);  
SUPELEC Campus de Gif (3);  
Swiss Federal Institute of 
Technology, Lausanne (3);  
⋮ 
Universidade Estadual de 
Campinas (2) 
Kramer, G. (3); 
Abbe, E. (2); 
Benammar, M. (2); 
Boche, H. (2); 
Couillet, R. (2); 
de Kerret, P. (2); 
Debbah, M. (2); 
Diggavi, S. N. (2); 
⋮ 
Fernandes, F. G. (1); 
Lopes, R. R. (1); 
Zanatta Filho, D. (1); 
Silva, D. (1) 
Escuta Estados Unidos (17); 
Israel (6); 
França (5); 
Canadá (4); 
China (3); 
Alemanha (3); 
Irã (2); 
Arábia Saudita (2); 
⋮ 
Brasil (1) 
Technion - Israel Institute of 
Technology (6); 
Princeton University (5); 
Laboratoire des Signaux et 
Systèmes (3); 
University of Maryland (3); 
Texas A and M University (3); 
⋮ 
Universidade Estadual de 
Campinas (1) 
Poor, H. V. (4); 
Shamai, S. (4); 
Liu, R. (3); 
Liu, T. (3); 
Alouini, M. S. (2); 
Barg, A. (2); 
Benammar, M. (2); 
Bloch, M. R. (2); 
⋮ 
Silva, D. (1) 
Binário de 
distorção simétrica 
Hong Kong (4); 
Estados Unidos (3); 
Índia (1); 
Irã (1) 
Chinese University of Hong Kong 
(4); 
University of California, Berkeley 
(2); 
Altai Technologies Ltd. (1); 
Stanford University (1); 
Indian Institute of Technology, 
Bombay (1) 
Nair, C. (5); 
Geng, Y. (2); 
Jog, V. (2); 
Wang, Z. V. (2); 
Anantharam, V. (1); 
El Gamal, A. (1); 
Gohari, A. (1) 
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Semideterminístico China (3); 
Alemanha (2); 
Israel (2); 
França (1); 
Hong Kong (1) 
Southeast University, China (2); 
Technical University of Munich (2); 
Ben-Gurion University of the 
Negev (2); 
Chinese University of Hong Kong 
(1); 
SUPELEC Campus de Gif (1) 
Goldfeld, Z. (2); 
Kramer, G. (2); 
Permuter, H. H. (2); 
Benammar, M. (1); 
Deng, Z. (1); 
Geng, Y. (1); 
Nair, C. (1); 
Piantanida, P. (1) 
Poisson Estados Unidos (6); 
Grécia (1); 
Israel (1); 
Itália (1); 
Rússia (1); 
Suíça (1); 
Turquia (1) 
Stanford University (2);  
University of Connecticut (2);  
Technion – Israel Institute of 
Technology (1);  
Nokia Bell Labs (1);  
Massachusetts Institute of 
Technology (1) 
Georgiadis, L. (2); 
Lapidoth, A. (2); 
Papantoni-Kazakos, P. 
(2); 
Telatar, I. E. (2); 
Urbanke, R. (2); 
Bross, S. I. (1); 
Cioffi, J. M. (1); 
El Gamal, A. (1) 
Assimétrico Estados Unidos (4); 
China (2); 
França (2); 
Bélgica (1); 
Canadá (1); 
Egito (1); 
Itália (1); 
Japão (1) 
University of Minnesota Twin 
Cities (2); 
The Royal Institute of Technology 
KTH (1); 
CNRS Centre National de la 
Recherche Scientifique (1); 
Cairo University (1); 
Beihang University (1) 
Babaheidarian, P. (1); 
Benetti, E. (1); 
Bruyn, K. D. (1); 
El-Keyi, A. (1); 
Elbatt, T. (1); 
Elmahdy, A. M. (1); 
Gesbert, D. (1); 
Hameed, S. (1) 
Desvanecimento Estados Unidos (67); 
França (20); 
Israel (16); 
China (13); 
Canadá (12); 
Arábia Saudita (6); 
Suíça (6); 
Alemanha (5); 
⋮ 
Brasil (1) 
Technion – Israel Institute of 
Technology (15); 
Stanford University (10); 
EURECOM Ecole d’Ingénieur et 
Centre de Recherche en Sciences du 
Numérique (9); 
Princeton University (7); 
University of Waterloo (6); 
⋮ 
*Universidade Estadual de 
Campinas (1); 
§Universidade Federal de Santa 
Catarina (1) 
Shamai, S. (13); 
Caire, G. (7); 
Jindal, N. (7); 
Alouini, M. S. (5); 
Goldsmith, A. J. (5); 
Khandani, A. K. (5); 
Kobayashi, M. (5); 
Liang, Y. (5); 
⋮ 
*Fraidenraich, G. (1); 
*Pivaro, G. (1); 
§Silva, D. (1) 
MEMS Estados Unidos (87); 
China (49); 
França (28); 
Alemanha (27); 
Coréia do Sul (26); 
Canadá (24); 
Reino Unido (21); 
Israel (18); 
⋮ 
Brasil (1) 
Technical University of Munich 
(19);  
Technion – Israel Institute of 
Technology (15);  
EURECOM Ecole d’Ingénieur et 
Centre de Recherche en Sciences du 
Numérique (15); 
Stanford University (11);  
University of Texas at Austin (10);  
⋮ 
*Universidade Estadual de 
Campinas (1); 
§Universidade Federal de Santa 
Catarina (1) 
Shamai, S. (13); 
Jindal, N. (11); 
Utschick, W. (11); 
Khandani, A. K. (9); 
Joham, M. (8); 
Gesbert, D. (7); 
Caire, G. (6); 
Goldsmith, A. J. (6); 
⋮ 
*Fraidenraich, G. (1); 
*Pivaro, G. (1); 
§Silva, D. (1) 
Retransmissão  Estados Unidos (18); 
Alemanha (14); 
China (6); 
Suécia (6); 
Irã (4); 
Reino Unido (4); 
Austrália (3); 
Technical University of Munich 
(10);  
The Royal Institute of Technology 
KTH (6);  
Technical University of Berlin (5);  
Sharif University of Technology 
(4);  
Boche, H. (10); 
Oechtering, T. J. (8); 
Wyrembelski, R. F. (8); 
Aref, M. R. (4); 
Bjelaković, I. (4); 
Liang, Y. (4); 
Skoglund, M. (4); 
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Israel (3) University of Illinois at Urbana-
Champaign (3) 
Ding, Z. (3) 
MDFO Alemanha (7); 
Espanha (3); 
Finlândia (2); 
Itália (2); 
Estados Unidos (2); 
China (1); 
Índia (1) 
Universität Ulm (3); 
Centre for Wireless 
Communications Finland (2); 
Oulun Yliopisto (2); 
Technical University of Munich (2); 
Università degli Studi di Padova (1) 
Bossert, M. (2); 
Cioffi, J. M. (2); 
Codreanu, M. (2); 
Huppert, C. (2); 
Juntti, M. (2); 
Angel Lagunas, M. (1); 
Bauch, G. (1); 
Benvenuto, N. (1) 
Apagamento/ 
Apagamento 
binário 
Estados Unidos (24); 
França (6); 
Grécia (6); 
Alemanha (5); 
Suíça (4); 
Austrália (3); 
Índia (3); 
Taiwan (2) 
Purdue University (9);  
Aristotle University of Thessaloniki 
(6);  
Technical University of Munich (5);  
Center for Research and 
Technology – Hellas (5);  
CentraleSupélec (5) 
Wang, C. C. (9); 
Georgiadis, L. (6); 
Tassiulas, L. (5); 
Gatzianas, M. (4); 
Yang, S. (4); 
Fragouli, C. (3); 
Piantanida, P. (3); 
Sadeghi, P. (3) 
MESU França (21); 
Estados Unidos (18); 
Reino Unido (9); 
China (7); 
Coréia do Sul (7); 
Canadá (5); 
Alemanha (4); 
Suécia (4) 
EURECOM Ecole d’Ingénieur et 
Centre de Recherche en Sciences du 
Numérique (13); 
SUPELEC Campus de Gif (8); 
Imperial College London (7); 
Korea University (6); 
Stanford University (4) 
Gesbert, D. (7); 
Kobayashi, M. (7); 
Clerckx, B. (5); 
Yi, X. (5); 
Tandon, R. (4); 
Yang, S. (4); 
Chen, J. (3); 
Debbah, M. (3) 
Bidirecional Alemanha (12); 
Suécia (9); 
Estados Unidos (2) 
The Royal Institute of Technology 
KTH (9); 
Technical University of Munich (7); 
Technical University of Berlin (5); 
Fraunhofer Institute for 
Telecommunications, Heinrich-
Hertz-Institut, HHI (3); 
Princeton University (2) 
Oechtering, T. J. (11); 
Boche, H. (10); 
Wyrembelski, R. F. (8); 
Skoglund, M. (7); 
Bjelaković, I. (4); 
Andersson, M. (2); 
Do, T. T. (2); 
Schaefer, R. F. (2) 
Temporal Estados Unidos (13); 
Canadá (2); 
China (2); 
Irã (2); 
Israel (2); 
França (1); 
Taiwan (1) 
Stanford University (7); 
Brigham Young University (3); 
University of Waterloo (2); 
Ben-Gurion University of the 
Negev (2); 
University of California, San Diego 
(2) 
Dabora, R. (4); 
Goldsmith, A. J. (5); 
Jensen, M. A. (3); 
Anderson, A. L. (2); 
Cioffi, J. M. (2); 
Khandani, A. K. (2); 
Zeidler, J. R. (2); 
Caire, G. (1) 
Multinível Estados Unidos (3);  
Irã (2); 
Canadá (1); 
Alemanha (1) 
Ferdowsi University of Mashhad 
(2); 
University of Texas at Dallas (2); 
Rice University (1); 
Universität Ulm (1); 
University of Waterloo (1) 
Abotabl, A. A. (2); 
Hodtani, G. A. (2); 
Nosratinia, A. (2); 
Aazhang, B. (1); 
Ahmed, N. (1); 
Bagherikaram, G. (1); 
Bahrami, S. (1); 
Bossert, M. (1) 
Quântico Estados Unidos (5); 
Alemanha (4); 
Canadá (3); 
Japão (2); 
China (1); 
Turquia (1) 
Louisiana State University (4);  
McGill University (3);  
Japan National Institute of 
Information and Communications 
Technology (2);  
Gottfried Wilhelm Leibniz 
Universitat (1); 
Technical University of Munich (1) 
Wilde, M. M. (5); 
Savov, I. (2); 
Seshadreesan, K. P. (2); 
Takeoka, M. (2); 
Akan, O. B. (1); 
Boche, H. (1); 
Cai, M. (1); 
Das, S. (1) 
Fonte: Elaborado pelo autor a partir de Scopus (2019). 
134  
 
Diante dos indicadores mostrados na Tabela 8, é possível deduzir algumas 
considerações no que diz respeito aos pesquisadores engajados em casos de estudo específicos 
em canais de difusão. Inicialmente, não configura nenhuma surpresa que os Estados Unidos 
sejam compreendidos como o país mais produtivo em 18 dos 24 casos de estudo (75%) pois, 
conforme já foi mencionado, aproximadamente 40,1% de todas as publicações sobre canais de 
difusão contam com a participação de ao menos um autor vinculado a uma instituição 
estadunidense. 
Ademais, é importante mencionar uma observação interessante acerca das 
instituições, visto que a Stanford University, apesar de ser a instituição que mais desenvolve 
publicações sobre canais de difusão, é a mais produtiva em apenas 2 dos 24 casos de estudo 
(8%), que são: Poisson e Temporal. No entanto, a Technion – Israel Institute of Technology é 
a mais produtiva em 5 dos 24 (21%), que são: Composto, Gaussiano, Degradado, Escuta e 
Desvanecimento; o que faz dela a instituição líder na maior quantidade de casos de estudo 
específicos em canais de difusão.  
Com relação aos autores, Shamai é o mais produtivo em 5 dos 24 casos de estudo 
(21%), sendo eles: Composto, Gaussiano, Escuta, Desvanecimento e MEMS. Além disso, 
Shamai é vice-líder no caso Degradado, sendo superado apenas pelo israelense Yossef 
Steinberg, que também é membro da Technion – Israel Institute of Technology e o 5º autor mais 
importante da rede de colaboração científica de Shamai, já que ele está presente em 5 de seus 
38 artigos (13%). Por outro lado, Nair é o autor mais produtivo em 3 dos 24 casos de estudo 
(12,5%), sendo eles: Binário simétrico, Mais capaz e Binário de distorção simétrica. 
No intuito de caracterizar uma análise do cenário nacional, foi identificado que as 
instituições brasileiras e autores afiliados a essas instituições, direcionam suas atenções para os 
seguintes casos de estudo (a quantidade de documentos está descrita entre parênteses): 
Gaussiano (3), Determinístico (2), Escuta (1), Desvanecimento (1) e MEMS (1). Vale ressaltar, 
que a Universidade Estadual de Campinas é a única instituição brasileira representada em 
publicações de todos esses 5 casos de estudo. 
Para finalizar, é importante mencionar que neste capítulo desenvolveu-se uma 
análise bibliométrica, com fins de caracterização da progressão histórica de pesquisas sobre 
canais de difusão e da identificação dos principais autores engajados em pesquisas sobre o tema, 
assim como suas respectivas redes de colaboração. O diagnóstico dos casos de estudo também 
foi desenvolvido de modo semelhante e indica uma contribuição valiosa para a condução dos 
demais capítulos que compõem a presente Dissertação. 
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6. REGIÃO DE CAPACIDADE DE CANAL EM CANAIS DE 
DIFUSÃO 
 
O presente capítulo exibe as definições matemáticas de um modelo de comunicação 
com múltiplos receptores (Seção 6.1), analisa um caso de estudo específico, o canal de difusão 
discreto sem memória com 2 receptores (Seção 6.2), apresenta os principais limites na região 
de capacidade disponíveis na literatura (Seção 6.3), expõe um mapeamento da produção 
científica e destaca alguns resultados sobre o canal de difusão de tempo contínuo (Seção 6.4), 
e evidencia alguns problemas abertos conhecidos em canais de difusão (Seção 6.5). 
 
6.1. Canal de difusão geral com vários receptores  
 
Conforme já foi mencionado, o canal de difusão consiste em um modelo 
matemático de um emissor com muitos receptores. Cover (1972) apresenta um modelo de canal 
de difusão geral com 𝑘 receptores, que é reproduzido na Figura 34 a seguir. 
 
Figura 34. Primeira representação de um canal de difusão na literatura (caso geral) 
 
Fonte: Adaptado de Cover (1972, p. 2). 
 
O problema básico é o de encontrar o conjunto de taxas simultaneamente 
alcançáveis (𝑅1, 𝑅2, . . . , 𝑅𝑘), que possam ser aplicadas a todos os canais simultaneamente. O 
background básico para a comunicação por difusão é marcado pelas abordagens maximin e 
tempo compartilhado (COVER, 1972). 
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Ao considerar que os canais de transmissão para os 𝑘 receptores tenham as 
respectivas capacidades de canal 𝐶1, 𝐶2, … , 𝐶𝑘 em bits por segundo, tem-se uma primeira 
abordagem, trivial, a abordagem maximin: 𝐶min = min{𝐶1, 𝐶2, … , 𝐶𝑘}. Se os canais forem 
“compatíveis”, cada receptor “entenderá” perfeitamente a taxa 𝑅 = 𝐶min 𝑏𝑖𝑡𝑠/s. Aqui, a taxa 
de transmissão é limitada pelo “pior canal”. No outro extremo, a informação poderia ser enviada 
a uma taxa 𝑅 = 𝐶max, com taxas resultantes 𝑅𝑖 = 0, 𝑖 = 1, 2, … , 𝑘 − 1, para todos, exceto o 
“melhor canal”, e a taxa 𝑅𝑘 = 𝐶max para o “melhor canal” (COVER, 1975a). 
Uma outra ideia poderia ser a do tempo compartilhado, caso em que são alocadas 
proporções de tempo 1, 2, … , 𝑘,𝑖 ≥ 0,∑ 𝑖 = 1, para transmissão nas capacidades 
𝐶1, 𝐶2, … , 𝐶𝑘. Assumindo-se compatibilidade dos canais e que 𝐶1 ≤ 𝐶2 ≤ ⋯ ≤ 𝐶𝑘, tem-se então 
que a taxa de transmissão de informação através do canal 𝑖 é dada por: 
 
 𝑅𝑖 = ∑ 𝑗𝐶𝑗
𝑗 ≤ 𝑖
,       𝑖 = 1, 2, . . . , 𝑘. (6.1) 
 
A intuição subjacente aos canais de difusão é que essas regiões de taxas alcançáveis 
podem ser excedidas pela codificação ideal. Acontece que não se deve transmitir 
simultaneamente para vários canais à taxa do pior canal, nem se deve tentar transmitir 
informação por um método de tempo compartilhado ou de multiplexação de tempo, mas deve-
se distribuir a informação de alta taxa através da mensagem de baixa taxa (COVER, 1975a). 
A Figura 35 pode ser compreendida como a representação mais simplista de um 
canal de difusão discreto sem memória (CD-DSM; em inglês: discrete memoryless broadcast 
channel – DM-BC). De acordo com Bergmans (1973), o alfabeto de entrada é 𝒳, e o alfabeto 
de saída do 𝑗-ésimo terminal é 𝒴𝑗. A probabilidade de transição do canal de difusão é 
𝑝(𝑦1, 𝑦2, … , 𝑦𝑘|𝑥). 
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Figura 35. Representação simplificada de um canal de difusão com vários receptores 
 
Fonte: Elaborado pelo autor a partir de Bergmans (1973, p. 197).  
 
É preciso impor uma restrição de “não colaboração” entre os receptores conectados 
aos diferentes terminais do canal de difusão, uma vez que, sem essa restrição, não há uma 
situação de difusão real. A restrição de não colaboração permite fatorar o canal de difusão em 
seus 𝑘 canais componentes. Assim, é necessário considerar apenas as funções massa de 
probabilidade (FMPs) condicionais marginais 𝑝(𝑦1|𝑥), 𝑝(𝑦2|𝑥),… , 𝑝(𝑦𝑘|𝑥) dos canais 
componentes 𝐴1, 𝐴2, … , 𝐴𝑘, conforme é mostrado na Figura 36. Neste contexto, todos os canais 
de difusão com as mesmas FMPs condicionais marginais serão equivalentes (BERGMANS, 
1973). 
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Figura 36. Representação de um canal de difusão com vários receptores (canais componentes 
em destaque) 
 
Fonte: Elaborado pelo autor a partir de Bergmans (1973, p. 198). 
 
Assumindo-se que 𝐶𝑗 é a capacidade do canal componente 𝑗, e ela é definida de 
maneira usual à informação mútua máxima entre as variáveis aleatórias 𝑋 e 𝑌𝑗, então, sem perda 
de generalidade, é possível assumir, como hipótese, que: 
 
 𝐶1 > 𝐶2 > ⋯ > 𝐶𝑘. (6.2) 
 
Não há igualdades em (6.2), mas será demonstrado nas seções seguintes que isso 
não é uma restrição. 
Tais definições, permitem que este canal de difusão com 𝑘 componentes seja 
utilizado para transmitir a saída de 𝑘 fontes independentes 𝑆1, 𝑆2, … , 𝑆𝑘 para 𝑘 usuários, 
conectados às saídas dos canais componentes em uma relação de um para um (BERGMANS, 
1973). Dessa forma, pode ser dito que a saída da 𝑗-ésima fonte destina-se a ser recebida pelo 𝑗-
ésimo receptor, conforme exibido na Figura 37 a seguir. 
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Figura 37. Representação de um canal de difusão com vários receptores (codificador, canais 
componentes e decodificadores em destaque) 
 
Fonte: Elaborado pelo autor a partir de Bergmans (1973, p. 198). 
 
Se 𝐼𝑗 é o conjunto de resultados possíveis da fonte 𝑆𝑗 e, além disso, assumindo-se 
que todos os elementos de 𝐼𝑗 têm a mesma probabilidade, então não se tem perda de 
generalidade em um teorema de codificação de canal que, de fato, representa o pior caso. O 
comprimento do código é dado por 𝑛. 
O tamanho de 𝐼𝑗 é 𝑀𝑗, e a taxa da fonte 𝑆𝑗 é dada por: 
 
 
𝑅𝑗 =
 1 
𝑛
log𝑀𝑗 . 
(6.3) 
 
No que diz respeito ao sistema de comunicação exibido na Figura 37, as seguintes 
notações devem ser levadas em consideração: 
 
 𝐢 = (𝑖1, 𝑖2, … , 𝑖𝑘), (6.4) 
 
 𝐈 = 𝐼1 × 𝐼2 × …× 𝐼𝑘, (6.5) 
 
 𝐑 = (𝑅1, 𝑅2, … , 𝑅𝑘), (6.6) 
 
 𝐌 = (𝑀1, 𝑀2, … ,𝑀𝑘), (6.7) 
 
 
𝑀 = |𝐈| = ∏𝑀𝑗
𝑘
𝑗=1
. 
 
(6.8) 
 
Com vistas à análise do caso geral de canais de difusão com vários receptores que, 
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de certa forma, não dispõe de um corpo de conhecimento tão abrangente na literatura, na Seção 
6.2 apresenta-se a análise do CD-DSM com apenas 2 receptores, um sistema de comunicação 
que, apesar de ainda apresentar uma formulação simples e, de certa forma, generalista, fornece 
definições matemáticas determinantes para diversos casos de estudo mais refinados.  
Por outro lado, é fundamental realizar algumas considerações sobre o CD-DSM 
com vários receptores, no intuito de propiciar uma introdução às suas definições matemáticas, 
que serão analisadas de forma minuciosa para o caso de 2 receptores na Seção 6.2.  
Segundo Nair e Wang (2011), é importante considerar o problema que envolve a 
comunicação confiável de 𝑘 mensagens independentes 𝑀1, … ,𝑀𝑘 através de um CD-DSM 
composto por 𝑘 receptores 𝑌1, 𝑌2, … , 𝑌𝑘.  
Um código (2𝑛𝑅1 × …× 2𝑛𝑅𝑘 , 𝑛) para o CD-DSM consiste em:  
 Um conjunto de mensagens [1: 2𝑛𝑅1] × …× [1: 2𝑛𝑅𝑘]; 
 Um codificador que atribui uma palavra código 𝑥𝑛(𝑚1, … ,𝑚𝑘) para cada t-upla 
de mensagens (𝑚1, … ,𝑚𝑘); 
 𝑘 decodificadores, onde o decodificador 𝑙 atribui uma estimativa ?̂?𝑙(𝑦𝑙,1
𝑛 ) ∈
[1: 2𝑛𝑅𝑙] ou uma mensagem de erro 𝑒 para cada sequência recebida 𝑦𝑙,1
𝑛 , 1 ≤ 𝑙 ≤ 𝑘. Assumem-
se que as mensagens são uniformemente distribuídas sobre [1: 2𝑛𝑅] × … [1: 2𝑛𝑅𝑘]. A 
probabilidade de erro é definida como 𝑃𝑒
(𝑛) = 𝑃{⋃ ?̂?𝑙 ≠ 𝑀
𝑘
𝑙 =1 }. 
Diz-se que uma t-upla de taxas (𝑅1, … , 𝑅𝑘) é alcançável, se existir uma sequência 
de códigos (2𝑛𝑅1 × …× 2𝑛𝑅𝑘 , 𝑛) com 𝑃𝑒
(𝑛) → 0 à medida que 𝑛 → ∞. A região de capacidade 
é definida como o fechamento da união de todas as taxas possíveis (NAIR & WANG, 2011). 
O interesse em delimitar o número de receptores constitui uma tentativa de delinear 
um problema específico mais suscetível à consolidação de alguma contribuição (resultado 
inédito na literatura) a partir do presente estudo ou por meio da continuidade de pesquisas 
direcionadas à investigação desta formulação clássica de canais de difusão. 
Por fim, é essencial mencionar que as seções posteriores que compõem o presente 
capítulo não evidenciam quaisquer caracterizações relativas aos canais componentes dos 
exemplos de canais de difusão tratados nesse texto. No entanto, todas as considerações 
apresentadas sobre os canais componentes devem ser conhecidas e assumidas para os próximos 
casos a serem analisados. 
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6.2. Canal de difusão discreto sem memória com 2 receptores 
 
Utilizando-se de todas as definições apresentadas acerca do canal de difusão geral 
com vários receptores, a presente seção pode ser compreendida como um exercício 
desempenhado para delimitar o problema de comunicação apresentado anteriormente, no 
intuito de tratar um dos casos mais difundidos na literatura e que corresponde a um objeto de 
pesquisa comumente investigado por alguns dos principais pesquisadores da área. 
Sendo assim, considera-se o sistema de comunicação representado na Figura 38, 
onde o emissor deseja comunicar de forma confiável uma mensagem privada a cada receptor e 
uma mensagem comum a ambos os receptores. Ele codifica o trio de mensagens (𝑀0, 𝑀1, 𝑀2) 
em uma palavra código 𝑋𝑛, e a transmite através do canal. Ao receber 𝑌𝑗
𝑛, o receptor 𝑗 = 1, 2 
encontra as estimativas ?̂?0𝑗 e ?̂?𝑗 da mensagem comum e sua mensagem privada, 
respectivamente. Uma troca (tradeoff) surge entre as taxas das três mensagens quando uma das 
taxas é alta, as outras taxas podem precisar ser reduzidas para garantir a comunicação confiável 
de todas as três mensagens (EL GAMAL & KIM, 2011). 
 
Figura 38. Representação de um canal de difusão com 2 receptores composto de mensagens 
privadas e uma mensagem comum 
 
Fonte: Elaborado pelo autor a partir de El Gamal e Kim (2011, p. 105). 
 
Primeiro, considera-se um modelo de CD-DSM com 2 receptores caracterizado por 
(𝒳, 𝑝(𝑦1, 𝑦2|𝑥), 𝒴1 × 𝒴2), que consiste em três conjuntos finitos 𝒳, 𝒴1, 𝒴2, e uma coleção de 
FMPs 𝑝(𝑦1, 𝑦2|𝑥) em 𝒴1 × 𝒴2 (uma para cada símbolo de entrada 𝑥).  
De acordo com Cover e Thomas (2006), o canal de difusão é considerado sem 
memória se: 
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𝑝(𝑦1
𝑛, 𝑦2
𝑛|𝑥𝑛) = ∏𝑝(𝑦1𝑖, 𝑦2𝑖|𝑥𝑖)
𝑛
𝑖=1
. 
 
(6.9) 
 
Um código (2𝑛𝑅0, 2𝑛𝑅1, 2𝑛𝑅2, 𝑛) para o CD-DSM consiste em: 
 Três conjuntos de mensagens [1: 2𝑛𝑅0], [1: 2𝑛𝑅1] e [1: 2𝑛𝑅2]; 
 Um codificador que atribui uma palavra código 𝑥𝑛(𝑚0, 𝑚1, 𝑚2) a cada trio de 
mensagens (𝑚0,𝑚1, 𝑚2)  [1: 2
𝑛𝑅0] × [1: 2𝑛𝑅1] × [1: 2𝑛𝑅2]; 
 Dois decodificadores, onde o decodificador 1 atribui uma estimativa 
(?̂?01, ?̂?1)  [1: 2
𝑛𝑅0] × [1: 2𝑛𝑅1] ou uma mensagem de erro 𝑒 para cada sequência recebida 
𝑦1
𝑛, e o decodificador 2 atribui uma estimativa (?̂?02, ?̂?2)  [1: 2
𝑛𝑅0] × [1: 2𝑛𝑅2] ou uma 
mensagem de erro 𝑒 para cada sequência recebida 𝑦2
𝑛. 
Assume-se que o trio de mensagens (𝑀0, 𝑀1, 𝑀2) é uniformemente distribuído em 
[1: 2𝑛𝑅0] × [1: 2𝑛𝑅1] × [1: 2𝑛𝑅2]. De acordo com Nair e Zizhou (2008), a probabilidade de a 
mensagem decodificada ser diferente da mensagem transmitida (intencionada), constitui a 
probabilidade média de erro, que é definida da seguinte forma para o caso em questão: 
 
 𝑃𝑒
(𝑛)
= 𝑃{(?̂?01, ?̂?1) ≠ (𝑀0, 𝑀1) ou (?̂?02, ?̂?2) ≠ (𝑀0, 𝑀2)}. (6.10) 
 
Segundo Cover (1975b), um trio de taxas (𝑅0, 𝑅1, 𝑅2) é dito ser alcançável para o 
CD-DSM, se existir uma sequência de códigos (2𝑛𝑅0, 2𝑛𝑅1, 2𝑛𝑅2, 𝑛), tais que: 
 
 lim
𝑛→∞
𝑃𝑒
(𝑛)
= 0. (6.11) 
 
A região de capacidade 𝒞 do CD-DSM é o fechamento do conjunto de trios de 
taxas alcançáveis (𝑅0, 𝑅1, 𝑅2). 
O Lema 6.1 evidencia uma observação simples, mas muito importante para a 
continuidade da presente investigação. Sua premissa baseia-se na falta de cooperação entre os 
2 receptores.  
 
Lema 6.1. A região de capacidade do CD-DSM depende das FMPs condicionais no canal 
𝑝(𝑦1, 𝑦2|𝑥) somente através das FMPs condicionais marginais 𝑝(𝑦1|𝑥) e 𝑝(𝑦2|𝑥). 
 
Prova do Lema 6.1. Consideram-se as probabilidades individuais de erro: 
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 𝑃𝑒𝑗
(𝑛)
= 𝑃{(?̂?0𝑗, ?̂?𝑗) ≠ (𝑀0, 𝑀𝑗)},    𝑗 = 1, 2. (6.12) 
 
Nota-se que cada termo depende apenas da sua FMP condicional marginal 
correspondente 𝑝(𝑦𝑗|𝑥), 𝑗 = 1, 2. Pela união dos limites dos eventos, 𝑃𝑒
(𝑛)
≤ 𝑃𝑒1
(𝑛)
+ 𝑃𝑒2
(𝑛)
. 
Também 𝑃𝑒
(𝑛)
≥ max{𝑃𝑒1
(𝑛)
, 𝑃𝑒2
(𝑛)
}. Assim, lim𝑛→∞ 𝑃𝑒
(𝑛)
= 0 se lim𝑛→∞ 𝑃𝑒1
(𝑛)
= 0 e 
lim𝑛→∞ 𝑃𝑒2
(𝑛)
= 0, o que implica que a região de capacidade de um CD-DSM depende apenas 
das FMPs condicionais marginais. Isto completa a prova do Lema 6.1 (EL GAMAL & KIM, 
2011). 
 
6.3. Limites na região de capacidade 
 
Diante das definições matemáticas apresentadas, analisam-se os limites internos e 
externos na região de capacidade de alguns casos de estudo de canais de difusão mais 
recorrentes na literatura.  
Inicialmente, para simplificar a apresentação, concentra-se na região de capacidade 
do CD-DSM que apresenta apenas mensagens privadas, ou seja, o objetivo consiste em 
determinar os limites na região de capacidade quando 𝑅0 = 0.  
A Figura 39 a seguir, exibe uma representação de um CD-DSM com 2 receptores e 
𝑅0 = 0. 
 
Figura 39. Representação de um canal de difusão com 2 receptores composto de mensagens 
privadas 
 
Fonte: Elaborado pelo autor a partir de Cover e Thomas (2006, p. 561). 
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Propriedades do CD-DSM 𝑝(𝑦1, 𝑦2|𝑥) apresentados na Figura 39: 
 Um código (2𝑛𝑅1, 2𝑛𝑅2, 𝑛) para o CD-DSM consiste em: 
 Dois conjuntos de mensagens: [1: 2𝑛𝑅1] e [1: 2𝑛𝑅2]; 
 Um codificador: 𝑥𝑛(𝑚1, 𝑚2); 
 Dois decodificadores 𝑗 = 1, 2: ?̂?𝑗(𝑦𝑗
𝑛). 
 Distribuição das mensagens: (𝑀1, 𝑀2) ~ Unif([1: 2
𝑛𝑅1] × [1: 2𝑛𝑅2]). 
 Probabilidade média de erro: 𝑃𝑒
(𝑛)
= 𝑃{(?̂?1, ?̂?2) ≠ (𝑀1, 𝑀2)}. 
 Alcançabilidade das taxas: (𝑅1, 𝑅2) são alcançáveis se ∃ códigos (2
𝑛𝑅1, 2𝑛𝑅2, 𝑛) 
com lim𝑛→∞ 𝑃𝑒
(𝑛)
= 0. 
 Região de capacidade: fechamento do conjunto de pares de taxas alcançáveis 
(𝑅1, 𝑅2). 
De acordo com Geng et al. (2011), uma caracterização avaliável da região de 
capacidade para o CD-DSM constitui um problema aberto bem conhecido, apesar de já dispor 
de alguns limites internos e externos bem difundidos na literatura, tais como o limite interno da 
codificação de superposição, o limite interno de Marton e o limite externo de Nair-El Gamal, 
que serão detalhados posteriormente. 
Seja 𝐶𝑗 = max𝑝(𝑥) 𝐼(𝑋; 𝑌𝑗), 𝑗 = 1, 2, as capacidades dos CDSMs 𝑝(𝑦1|𝑥) e 
𝑝(𝑦2|𝑥). Essas capacidades definem o limite interno de tempo compartilhado na Figura 40. Ao 
permitir a cooperação total entre os receptores, obtém-se o limite da taxa de soma: 
 
 𝑅1 + 𝑅2 ≤ 𝐶12 = max
𝑝(𝑥)
𝐼(𝑋; 𝑌1, 𝑌2). (6.13) 
 
A combinação desse limite com os limites de capacidade individual fornece o limite 
externo na região de capacidade na Figura 40. El Gamal e Kim (2011) evidenciam que os limites 
do CD-DSM coincidem com os limites do CAM-DSM. 
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Figura 40. Limites interno e externo na região de capacidade do CD-DSM 
 
Fonte: Adaptado de El Gamal e Kim (2011, p. 106). 
 
O limite de tempo compartilhado pode ser estreito em alguns casos, conforme 
detalhado no Exemplo 6.1 a seguir. 
 
Exemplo 6.1. Considera-se um CD-DSM simétrico, em que 𝒴1 = 𝒴2 = 𝒴 e 
𝑝𝑌1|𝑋(𝑦|𝑥) = 𝑝𝑌2|𝑋(𝑦|𝑥) = 𝑝(𝑦|𝑥). Neste exemplo, 𝐶1 = 𝐶2 = max𝑝(𝑥) 𝐼(𝑋; 𝑌). Como a 
região de capacidade depende apenas dos marginais de 𝑝(𝑦1, 𝑦2|𝑥), é possível assumir que 𝑌1 =
𝑌2 = 𝑌. Assim: 
 
 𝑅1 + 𝑅2 ≤ 𝐶12 = max
𝑝(𝑥)
𝐼(𝑋; 𝑌) = 𝐶1 = 𝐶2. (6.14) 
 
A representação do sistema de comunicação e os limites na região de capacidade 
do CD-DSM simétrico são expostos na Figura 41 a seguir. 
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Figura 41. Representação e limites na região de capacidade de um CD-DSM simétrico 
 
Fonte: Elaborado pelo autor. 
 
Para o caso em questão, o limite interno de tempo compartilhado é estreito. No 
entanto, o Exemplo 6.2 a seguir, evidencia um caso em que o limite externo é estreito. 
 
Exemplo 6.2. Considera-se um CD-DSM com componentes ortogonais, onde 𝒳 =
𝒳1 × 𝒳2 e 𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2) = 𝑝(𝑦1|𝑥1) 𝑝(𝑦2|𝑥2). Para este exemplo, a região de capacidade é 
o conjunto de pares de taxas (𝑅1, 𝑅2) tal que 𝑅1 ≤ 𝐶1 e 𝑅2 ≤ 𝐶2; assim, o limite externo é 
estreito, mas o limite interno de tempo compartilhado não é. 
A representação do sistema de comunicação e os limites na região de capacidade 
do CD-DSM ortogonal são demonstrados na Figura 42 a seguir. 
 
Figura 42. Representação e limites na região de capacidade de um CD-DSM ortogonal 
 
Fonte: Elaborado pelo autor. 
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Como será visto em seções posteriores, nenhum limite é estreito para o caso geral. 
Além disso, a região de capacidade do CD-DSM também não é conhecida em geral (EL 
GAMAL & KIM, 2011; GENG et al., 2013; HAN & COSTA, 1987; KIM, 2016; MARTON, 
1979; NAIR, 2009). 
As seções posteriores da presente Dissertação, foram elaboradas com a finalidade 
de expor matematicamente os principais limites na região de capacidade de canais de difusão 
presentes na literatura, além de expor algumas considerações e apontamentos históricos sobre 
a concepção de cada um destes resultados. 
 
6.3.1. Limite interno da codificação de superposição 
 
Conforme já foi mencionado no Capítulo 1, o limite interno da codificação de 
superposição foi apresentado por Cover (1972) em seu artigo seminal. De acordo com Nair 
(2010), pode-se dizer que em canais onde um receptor é dominante (mais forte) em relação a 
outro receptor, a codificação de superposição é ótima. Segundo Cover (1998), em muitos casos, 
pode ocorrer que um sinal recebido seja uma versão degradada ou corrompida de outro. 
Os canais dessa classe são comumente referidos como “degradados” e, dentre os 
casos de estudo mais conhecidos de canais de difusão degradados, é possível mencionar o CD-
MR, o CD-MC e o CDG. 
El Gamal e Kim (2011) afirmam que os casos de estudo de CD-DSMs menos 
ruidosos e mais capazes foram introduzidos por Körner e Marton (1977), e o surgimento tanto 
do CDG quanto do limite interno da codificação de superposição ocorreu no artigo seminal de 
Cover (1972). Além disso, vale mencionar que Bergmans (1973) apresenta considerações 
importantes sobre a técnica de codificação de superposição e apresenta a Prova de 
Alcançabilidade da região de capacidade do CD-DSM degradado. 
Nair (2010, p. 4207) afirma que várias noções de dominância foram consideradas 
na literatura e um breve resumo delas é apresentado na sequência: 
 
1. Receptor degradado: Diz-se que o receptor 𝑌2 é uma versão degradada do 
receptor 𝑌1 se existe uma matriz de transição de probabilidades 𝑝(𝑦2|𝑦1), tal que: 
 
 𝑝(𝑦2|𝑥) = ∑𝑝(𝑦2|𝑦1)𝑝(𝑦1|𝑥)
𝑦1
. (6.15) 
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A região de capacidade de um CD-DG é dada pela união de pares de taxas (𝑅1, 𝑅2) 
que satisfazem:  
 
 𝑅2 ≤ 𝐼(𝑈; 𝑌2), (6.16) 
 
 𝑅1 + 𝑅2 ≤ 𝐼(𝑈; 𝑌2) + 𝐼(𝑋; 𝑌1|𝑈), (6.17) 
 
sobre todo (𝑈, 𝑋), tal que 𝑈 → 𝑋 → (𝑌1, 𝑌2) formam uma cadeia de Markov. 
Na Figura 43 exibe-se uma representação de um CD-DG de 2 receptores. 
 
Figura 43. CD-DG com variável aleatória auxiliar 𝑈 
 
Fonte: Elaborado pelo autor a partir de Cover (1998, p. 2525). 
 
2. Receptor menos ruidoso: Diz-se que o receptor 𝑌2 é menos ruidoso que o 
receptor 𝑌1 se, para cada 𝑈 → 𝑋 → (𝑌1, 𝑌2) a desigualdade 𝐼(𝑈; 𝑌1) ≥ 𝐼(𝑈; 𝑌2) se mantiver. 
 
Observação 1: van Djik (1997) apresenta uma definição equivalente, ao afirmar que 
o receptor 𝑌2 é menos ruidoso que o receptor 𝑌1 se, e somente se, 𝐼(𝑋; 𝑌1) − 𝐼(𝑋; 𝑌2) for uma 
função convexa59-∩ na distribuição de entrada 𝑝(𝑥). 
 
A região de capacidade de um CD-MR é dada pela união de pares de taxas (𝑅1, 𝑅2) 
que satisfazem: 
 
 𝑅2 ≤ 𝐼(𝑈; 𝑌2), (6.18) 
                                                     
59 Diz-se que uma função de variável real 𝑦 = 𝑓(𝑥) é convexa em um intervalo real se, para qualquer 𝑥1 e 𝑥2 nesse 
intervalo: 
 1 
2
[𝑓(𝑥1) + 𝑓(𝑥2)] ≤ 𝑓 (
𝑥1+𝑥2
2
). Geometricamente, essa relação pode ser interpretada dizendo que a 
conexão entre os pontos 1 e 2 localiza-se abaixo da curva 𝑓(𝑥) (REZA, 1961). 
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 𝑅1 + 𝑅2 ≤ 𝐼(𝑈; 𝑌2) + 𝐼(𝑋; 𝑌1|𝑈), (6.19) 
 
sobre todo (𝑈, 𝑋), tal que 𝑈 → 𝑋 → (𝑌1, 𝑌2) formam uma cadeia de Markov. 
 
3. Receptor mais capaz: Diz-se que o receptor 𝑌2 é mais capaz que o receptor 𝑌1 
se, para toda 𝑝(𝑥) a desigualdade 𝐼(𝑋; 𝑌1) ≥ 𝐼(𝑋; 𝑌2) se mantiver. 
A região de capacidade de um CD-MC é dada pela união de pares de taxas (𝑅1, 𝑅2) 
que satisfazem: 
 
 𝑅2 ≤ 𝐼(𝑈; 𝑌2), (6.20) 
 
 𝑅1 + 𝑅2 ≤ 𝐼(𝑈; 𝑌2) + 𝐼(𝑋; 𝑌1|𝑈), (6.21) 
 
 𝑅1 + 𝑅2 ≤ 𝐼(𝑋; 𝑌1), (6.22) 
 
sobre todo (𝑈, 𝑋), tal que 𝑈 → 𝑋 → (𝑌1, 𝑌2) formam uma cadeia de Markov. 
 
Pode-se mostrar que se um CD-DSM é degradado, então é menos ruidoso, e que se 
um CD-DSM é menos ruidoso, então é mais capaz. O contrário de cada uma dessas declarações 
não é válido, em geral (EL GAMAL & KIM, 2011; KÖRNER & MARTON, 1977). 
Primeiro, fornece-se um esboço da ideia básica de codificação de superposição para 
o canal de difusão. A variável aleatória auxiliar 𝑈 representa o centro de nuvem distinguível 
para ambos os receptores 𝑌1 e 𝑌2, ou seja, ela codifica a parte das mensagens e refinamentos 
que são recuperados por ambos os decodificadores (KIM et al., 2015). Segundo Cover (1998), 
cada nuvem consiste em 2𝑛𝑅1 palavras código 𝑋𝑛 distinguíveis pelo receptor 𝑌1. O pior 
receptor, 𝑌2, só pode ver as nuvens, enquanto o melhor receptor pode ver as palavras código 
individuais dentro das nuvens. 
Isso sugere uma abordagem de codificação em camadas na qual a mensagem do 
receptor mais fraco é tratada como uma mensagem “pública” (comum) e a mensagem do 
receptor mais forte é tratada como uma mensagem “privada”. O receptor mais fraco recupera 
apenas a mensagem pública, enquanto o receptor mais forte recupera ambas as mensagens 
usando decodificação de cancelamento sucessivo (EL GAMAL & KIM, 2011). 
El Gamal e Kim (2011) detalham o esquema de codificação de superposição para o 
seguinte caso: 
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4. Canal de difusão binário simétrico: O CD-BS consiste em um CBS (𝑝1) e um 
CBS (𝑝2), conforme representado na Figura 44 a seguir. 
 
Figura 44. CD-BS e seu limite interno de tempo compartilhado 
 
Fonte: Adaptado de El Gamal e Kim (2011, p. 107). 
 
Supõe-se que 𝑝1 < 𝑝2 <
 1 
2
. Usando o tempo compartilhado, é possível alcançar a 
linha reta entre as capacidades 1 − 𝐻(𝑝1) e 1 − 𝐻(𝑝2) dos CBSs individuais. É também 
possível alcançar taxas mais altas que a divisão do tempo? Para responder a essa pergunta, 
considera-se a seguinte técnica de codificação de superposição exposta na Figura 45 a seguir.  
 
Figura 45. Codificação de superposição para o CD-BS 
 
Fonte: Adaptado de El Gamal e Kim (2011, p. 108). 
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Para 𝛼 ∈ [0,
 1 
2
], seja 𝑈 ∼ Bern (
 1 
2
) e 𝑉 ∼ Bern(𝛼) independentes, e 𝑋 = 𝑈 ⊕ 𝑉. 
Gerar aleatoriamente e independentemente, 2𝑛𝑅2 sequências 𝑢𝑛(𝑚2) independentes e 
identicamente distribuídas (i.i.d.) Bern (
 1 
2
) (centros de nuvem). Gerar aleatoriamente e 
independentemente, 2𝑛𝑅1 sequências 𝑣𝑛(𝑚1) i.i.d. Bern(𝛼). O emissor transmite 
𝑥𝑛(𝑚1,𝑚2) = 𝑢
𝑛(𝑚2) ⊕ 𝑣
𝑛(𝑚1) (palavra código de satélite). 
Para recuperar 𝑚2, o receptor 2 decodifica 𝑦2
𝑛 = 𝑢𝑛(𝑚2) ⊕ (𝑣
𝑛(𝑚1) ⊕ 𝑧2
𝑛) 
enquanto trata 𝑣𝑛(𝑚1) como ruído. A probabilidade de erro de decodificação tende a zero como 
𝑛 → ∞ se 𝑅2 < 1 − 𝐻(𝛼 ∗ 𝑝2), onde 𝛼 ∗ 𝑝2 = 𝛼?̅?2 + ?̅?𝑝2. 
O receptor 1 usa decodificação de cancelamento sucessivo – ele primeiro decodifica 
𝑦1
𝑛 = 𝑢𝑛(𝑚2) ⊕ (𝑣
𝑛(𝑚1) ⊕ 𝑧1
𝑛) para recuperar 𝑚2 enquanto trata 𝑣
𝑛(𝑚1) como parte do 
ruído, subtrai 𝑢𝑛(𝑚2), e então decodifica 𝑣
𝑛(𝑚1) ⊕ 𝑧2
𝑛 para recuperar 𝑚1. A probabilidade de 
erro de decodificação tende a zero quando 𝑛 → ∞ se 𝑅1 < 𝐼(𝑉;  𝑉 ⊕ 𝑍1) = 𝐻(𝛼 ∗ 𝑝1) −
𝐻(𝑝1) e 𝑅2 < 1 − 𝐻(𝛼 ∗ 𝑝1). Esta última condição já é satisfeita pela restrição de taxa para o 
receptor 2, desde que 𝑝1 < 𝑝2. 
Assim, a codificação de superposição leva a um limite interno que consiste no 
conjunto de pares de taxas (𝑅1, 𝑅2), tais que: 
 
 𝑅1 ≤ 𝐻(𝛼 ∗ 𝑝1) − 𝐻(𝑝1), (6.23) 
 
 𝑅2 ≤ 1 − 𝐻(𝛼 ∗ 𝑝1), (6.24) 
 
para algum 𝛼 ∈ [0,
 1 
2
]. Este limite interno excede o limite interno de tempo compartilhado, 
conforme representado na Figura 46 a seguir. 
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Figura 46. Limite interno da codificação de superposição para o CD-BS 
 
Fonte: Adaptado de El Gamal e Kim (2011, p. 108). 
 
Para complementar a análise do limite alcançado pela codificação de superposição 
na região de capacidade, na Figura 47 exibe-se a otimalidade desta técnica quando comparada 
com as abordagens maximin e tempo compartilhado diante dos resultados apresentados por 
Cover (1972) em seu artigo precursor. 
 
Figura 47. Conjunto de taxas alcançáveis para o CD-BS 
 
Fonte: Adaptado de Cover (1972, p. 4). 
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Na Figura 47 exibe-se o desenho de uma curva obtida que ultrapassa a linha de 
tempo compartilhado. Também é possível notar que perto do ponto minimax, a inclinação é 
zero. Assim, uma degradação infinitesimal na taxa para o canal mais fraco permitirá um 
aumento infinitesimal na taxa para o canal mais forte. Deste modo, deduz-se que a superposição 
de informação ultrapassa o limite de tempo compartilhado para o CD-BS (COVER, 1972).  
Cover (1972, p. 4) afirma que este exemplo “conduz naturalmente a uma conjectura 
relativa à avaliação da região de capacidade para uma classe especial de canais de difusão em 
que um canal é uma versão degradada do outro”. 
De acordo com Nair (2010, p. 4208), a técnica de codificação de superposição pode 
ser generalizada para obter o seguinte limite interno na região de capacidade: 
 
Teorema 6.1 (Limite interno da codificação de superposição). A união de pares de taxas (𝑅1, 
𝑅2) é alcançável para o CD-DSM 𝑝(𝑦1, 𝑦2|𝑥) se: 
 
𝑅2 ≤ 𝐼(𝑈; 𝑌2), 
 
𝑅1 + 𝑅2 ≤ 𝐼(𝑈; 𝑌2) + 𝐼(𝑋; 𝑌1|𝑈), 
 
𝑅1 + 𝑅2 ≤ 𝐼(𝑋; 𝑌1), 
 
sobre todo (𝑈, 𝑋), tal que 𝑈 → 𝑋 → (𝑌1, 𝑌2) formam uma cadeia de Markov. 
 
Cover (1998, p. 2525) descreve o esquema de codificação de superposição e expõe 
a seguinte Prova do Teorema 6.1:  
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Prova do Teorema 6.1. Fixe 𝑝(𝑢) e 𝑝(𝑥|𝑢). 
Geração aleatória de livro de código: Gerar 2𝑛𝑅2 palavras código independentes de 
comprimento 𝑛, 𝑢𝑛(𝑚2), 𝑚2 ∈ {1, 2, … , 2
𝑛𝑅2}, de acordo com ∏ 𝑝(𝑢𝑖)
𝑛
𝑖=1 . Para cada palavra 
código 𝑢𝑛(𝑚2), gerar 2
𝑛𝑅1 palavras código independentes 𝑥𝑛(𝑚1,𝑚2) de acordo com a FMP 
condicional ∏ 𝑝(𝑥𝑖|𝑢𝑖(𝑚2))
𝑛
𝑖=1 . Aqui, 𝑢
𝑛(𝑚2) desempenha o papel de centro de nuvem 
compreensível para ambos 𝑌1 e 𝑌2, enquanto 𝑥
𝑛(𝑚1,𝑚2) é a 𝑚1-ésima palavra código de 
satélite na 𝑚2-ésima nuvem. O centro de nuvem 𝑢
𝑛(𝑚2) nunca é realmente enviado. 
Codificação: Para transmitir o par (𝑀1, 𝑀2), enviar a palavra código correspondente 
𝑥𝑛(𝑀1, 𝑀2). 
Decodificação: O receptor 𝑌2 determina a única ?̂?2, tal que (𝑢
𝑛(?̂?2), 𝑦2
𝑛) ∈ 𝒯𝜀
(𝑛)
. Se não 
houver nenhuma ou mais de uma, um erro será declarado. 
O receptor 𝑌1 procura pelo único (?̂?1, ?̂?2), tal que (𝑢
𝑛(?̂?2), 𝑥
𝑛(?̂?1, ?̂?2), 𝑦1
𝑛) ∈ 𝒯𝜀
(𝑛)
. Se não 
houver nenhum ou mais de um, um erro será declarado. 
Análise de erro (esboço): A condição 
 
𝑅2 ≤ 𝐼(𝑈; 𝑌2), 
 
garante que ?̂?2 = 𝑀2 com alta probabilidade, porque existem 2
𝑛𝐼(𝑈;𝑌2) 𝑢𝑛’s distinguíveis como 
observado por 𝑌2. A informação extra em 𝑥
𝑛 ~ 𝑝(𝑥𝑛|𝑢𝑛) é visualizada como ruído por 𝑌2. A 
condição 𝑅1 < 𝐼(𝑋; 𝑌1|𝑈) garante que o receptor 𝑌1 possa decodificar ?̂?1 = 𝑀1 com alta 
probabilidade, dado que o receptor já decodificou 𝑀2. 
 
Devido à falta de evidência de que a região de codificação de superposição pode 
ser melhorada, ou de ideias sobre como melhorá-la, a determinação da otimalidade da região 
de codificação de superposição é declarada como um problema aberto (NAIR & 
YAZDANPANAH, 2017). 
 
6.3.2. Limite interno de Marton 
 
O limite interno de Marton na região de capacidade do CD-DSM de 2 receptores é 
um dos mais citados na literatura. Os resultados iniciais foram apresentados pela húngara 
Katalin Marton no artigo intitulado “A coding theorem for the discrete memoryless broadcast 
channel”, publicado no 25º volume do periódico IEEE Transactions on Information Theory em 
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197960. Não se sabe se o limite interno de Marton é ótimo em geral (GENG et al., 2014; 
GOHARI et al., 2014), apesar de ser estreito para todos os canais de difusão com regiões de 
capacidade conhecidas (EL GAMAL & KIM, 2011). 
Além disso, a região de Marton é o limite interno mais conhecido para um CD-
DSM geral (ANANTHARAM et al., 2013; EL GAMAL & VAN DER MEULEN, 1981). Para 
calcular o limite interno de Marton, é necessário resolver um problema de otimização em um 
conjunto de distribuições conjuntas nas variáveis aleatórias de entrada e auxiliares61. Encontrar 
propriedades otimizadoras não apenas resulta na avaliação eficiente da região, mas também 
pode ajudar a comprovar a fatoração do limite interno de Marton e, portanto, sua otimização 
(GOHARI et al., 2012). 
Sendo assim, na presente seção, abordam-se 3 teoremas para o limite interno de 
Marton. Diante das definições dos teoremas, serão expostas considerações acerca da 
aplicabilidade e alcançabilidade de cada um, tendo em mente que o objetivo desta seção não 
consiste em demonstrar a prova dos teoremas, apenas evidenciá-los e indicar a conexão entre 
seus resultados.  
Inicialmente, o limite interno de Marton para um CD-DSM de 2 receptores sem 
informação comum é definido no Teorema 6.2 a seguir, disponível em Nair (2009, p. 1): 
 
Teorema 6.2 (Limite interno de Marton para mensagens privadas sem 𝑼𝟎). A união de 
pares de taxas (𝑅1, 𝑅2) é alcançável para o CD-DSM 𝑝(𝑦1, 𝑦2|𝑥) se: 
 
𝑅1 ≤ 𝐼(𝑈1; 𝑌1), 
 
𝑅2 ≤ 𝐼(𝑈2; 𝑌2), 
 
𝑅1 + 𝑅2 ≤ 𝐼(𝑈1; 𝑌1) + 𝐼(𝑈2; 𝑌2) − 𝐼(𝑈1; 𝑈2), 
 
para alguma FMP 𝑝(𝑢1, 𝑢2) e função 𝑥(𝑢1, 𝑢2), tal que (𝑈1, 𝑈2) → 𝑋 → (𝑌1, 𝑌2) formam uma 
cadeia de Markov. 
 
O limite interno de Marton é estreito para a classe de canais de difusão 
                                                     
60 Marton, K. (1979). A coding theorem for the discrete memoryless broadcast channel. IEEE Transactions on 
Information Theory, 25(3), 306-311. 
61 Busca-se estabelecer propriedades otimizadoras às distribuição conjuntas 𝑝(𝑢0, 𝑢1, 𝑢2, 𝑥) que auxiliem tanto na 
avaliação eficiente da região de capacidade quanto na fatoração e otimização do limite interno de Marton até que 
seja possível provar, por exemplo, que ele é estreito em geral, elucidando assim, para esse caso, o problema da 
região de capacidade de canal em canais de difusão. 
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semideterminísticos (EL GAMAL & VAN DER MEULEN, 1981), nos quais 𝑌1 é uma função 
de 𝑋, isto é, 𝑌1 = 𝑦1(𝑋). Segundo El Gamal e Kim (2011), pode-se definir a variável aleatória 
auxiliar 𝑈1 = 𝑌1, o que simplifica o limite interno de Marton para o conjunto de pares de taxas 
(𝑅1, 𝑅2), de forma que: 
 
 𝑅1 ≤ 𝐻(𝑌1), (6.25) 
 
 𝑅2 ≤ 𝐼(𝑈; 𝑌2), (6.26) 
 
 𝑅1 + 𝑅2 ≤ 𝐻(𝑌1|𝑈) + 𝐼(𝑈; 𝑌2), (6.27) 
 
para alguma FMP 𝑝(𝑢, 𝑥). 
Para o caso especial de CD-DSMs completamente determinísticos62 (fully 
deterministic DM-BCs), onde 𝑌1 = 𝑦1(𝑋) e 𝑌2 = 𝑦2(𝑋), a região de capacidade simplifica 
ainda mais o conjunto de pares de taxas (𝑅1, 𝑅2), de forma que: 
 
 𝑅1 ≤ 𝐻(𝑌1), (6.28) 
 
 𝑅2 ≤ 𝐻(𝑌2), (6.29) 
 
 𝑅1 + 𝑅2 ≤ 𝐻(𝑌1, 𝑌2), (6.30) 
 
para alguma FMP 𝑝(𝑥).  
Segundo Kim e El Gamal (2016), é importante observar que essa classe de canais 
de difusão com dois componentes de canal determinísticos não pertence a nenhuma classe de 
canais de difusão para os quais a região de capacidade é conhecida. No entanto, fornece mais 
uma classe de canais de difusão para os quais a codificação de Marton é ótima. 
Contudo, El Gamal e Kim (2011) afirmam que o limite interno de Marton pode ser 
estendido ao caso de mensagens comuns pelo uso da codificação de superposição e divisão de 
taxa (rate splitting), juntamente com a multicodificação (multicoding) e geração de livro de 
código de tipicalidade conjunta (joint typicality codebook generation). 
El Gamal e Kim (2011, p. 207) descrevem as técnicas de multicodificação e geração 
de livro de código de tipicalidade conjunta da seguinte forma: 
Para cada mensagem 𝑚𝑗, 𝑗 = 1, 2, gera-se um sublivro de código ℒ𝑗(𝑚𝑗), que 
consiste em uma sequência 𝑢𝑗
𝑛 gerada independentemente. Para cada par de mensagens 
                                                     
62 Podem ser referidos apenas como “determinísticos”. 
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(𝑚1,𝑚2), identifica-se um par de sequências típicas conjuntas (jointly typical sequence pair) 
(𝑢1
𝑛, 𝑢2
𝑛) no sublivro de código de produto (product subcodebook) ℒ1(𝑚1) × ℒ2(𝑚2). Observa-
se que, embora esses pares de palavras código sejam dependentes, eles representam mensagens 
independentes. Para enviar (𝑚1,𝑚2), é preciso transmitir uma função símbolo a símbolo 
(symbol-by-symbol function) 𝑥(𝑢1𝑖, 𝑢2𝑖), 𝑖 ∈ [1: 𝑛], do par de sequências selecionado (𝑢1
𝑛, 𝑢2
𝑛). 
Dessa forma, cada receptor decodifica a palavra-código pretendida usando a decodificação de 
tipicalidade conjunta. Por fim, um requisito crucial para que o esquema de codificação de 
Marton seja bem-sucedido é a existência de pelo menos um par de sequências típicas conjuntas 
(𝑢1
𝑛, 𝑢2
𝑛) no sublivro de código de produto escolhido ℒ1(𝑚1) × ℒ2(𝑚2).  
Assim, o limite interno na região de capacidade do CD-DSM é estabelecido pelo 
Teorema 6.3 a seguir, disponível em El Gamal e Kim (2011, p. 212): 
 
Teorema 6.3 (Limite interno de Marton com mensagem comum). A união de trios de taxas 
(𝑅0, 𝑅1, 𝑅2) é alcançável para o CD-DSM 𝑝(𝑦1, 𝑦2|𝑥) se: 
 
𝑅0 + 𝑅1 < 𝐼(𝑈0, 𝑈1; 𝑌1), 
 
𝑅0 + 𝑅2 < 𝐼(𝑈0, 𝑈2; 𝑌2), 
 
𝑅0 + 𝑅1 + 𝑅2 < 𝐼(𝑈0, 𝑈1; 𝑌1) + 𝐼(𝑈2; 𝑌2|𝑈0) − 𝐼(𝑈1; 𝑈2|𝑈0), 
 
𝑅0 + 𝑅1 + 𝑅2 < 𝐼(𝑈1; 𝑌1|𝑈0) + 𝐼(𝑈0, 𝑈2; 𝑌2) − 𝐼(𝑈1; 𝑈2|𝑈0), 
 
2𝑅0 + 𝑅1 + 𝑅2 < 𝐼(𝑈0, 𝑈1; 𝑌1) + 𝐼(𝑈0, 𝑈2; 𝑌2) − 𝐼(𝑈1; 𝑈2|𝑈0), 
 
para alguma FMP 𝑝(𝑢0, 𝑢1, 𝑢2) e função 𝑥(𝑢0, 𝑢1, 𝑢2), tal que (𝑈0, 𝑈1, 𝑈2) → 𝑋 → (𝑌1, 𝑌2) 
formam uma cadeia de Markov. Além de computar esta região, é suficiente considerar que 
|𝒰0| ≤ |𝒳| + 4, |𝒰1| ≤ |𝒳| e |𝒰2| ≤ |𝒳|. 
 
Gohari e Anantharam (2012) basearam-se em perturbações para estabelecer que é 
suficiente considerar (𝑈0, 𝑈1, 𝑈2) com tamanhos de alfabeto limitados por |𝒰0| ≤ |𝒳| + 4, 
|𝒰1| ≤ |𝒳| e |𝒰2| ≤ |𝒳| para calcular os pontos extremos no limite interno de Marton no 
Teorema 6.3. De acordo com Geng et al. (2014), em geral, o cálculo do limite interno de Marton 
é difícil e, antes de Gohari e Anantharam (2012), esse limite não era estritamente avaliável. No 
entanto, mesmo adotando as limitações nas cardinalidades, a avaliação explícita dos limites 
ainda é uma tarefa difícil. 
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El Gamal e Kim (2011, p. 212-213) apresentam o seguinte esboço para a Prova do 
Teorema 6.3: 
 
Prova do Teorema 6.3 (esboço). Dividir 𝑀𝑗, 𝑗 = 1, 2, em duas mensagens independentes 𝑀𝑗0 
na taxa 𝑅𝑗0 e 𝑀𝑗𝑗  na taxa 𝑅𝑗𝑗. Por isso, 𝑅𝑗 = 𝑅𝑗0 + 𝑅𝑗𝑗 . Gerar aleatoriamente e 
independentemente 2𝑛(𝑅0+𝑅10+𝑅20) sequências 𝑢0
𝑛(𝑚0, 𝑚10, 𝑚20). Para cada 
(𝑚0, 𝑚10, 𝑚20, 𝑚11), gerar um sublivro de código ℒ1(𝑚0,𝑚10, 𝑚20, 𝑚11) consistindo de 
2𝑛(?̃?11−𝑅11) sequências independentes 𝑢1
𝑛(𝑚0,𝑚10, 𝑚20, 𝑙11), 𝑙11 ∈ [(𝑚11 − 1)2
𝑛(?̃?11−𝑅11) +
1:𝑚11 2
𝑛(?̃?11−𝑅11)]. Da mesma forma, para cada (𝑚0,𝑚10, 𝑚20, 𝑚22), gerar um sublivro de 
código ℒ2(𝑚0,𝑚10, 𝑚20, 𝑚22) consistindo de 2
𝑛(?̃?22−𝑅22) sequências independentes 
𝑢1
𝑛(𝑚0, 𝑚10, 𝑚20, 𝑙22), 𝑙22 ∈ [(𝑚22 − 1)2
𝑛(?̃?22−𝑅22) + 1:𝑚22 2
𝑛(?̃?22−𝑅22)]. Como na etapa de 
geração do livro de código no esquema de codificação de Marton para o caso de mensagem 
privada, para cada (𝑚0, 𝑚10, 𝑚11,𝑚20, 𝑚22), encontrar um par de índices (𝑙11, 𝑙22), tal que 
𝑢𝑗
𝑛(𝑚0, 𝑚10, 𝑚20, 𝑙𝑗𝑗) ∈ ℒ𝑗(𝑚0, 𝑚10, 𝑚20, 𝑚𝑗𝑗), 𝑗 = 1, 2, e: 
 
(𝑢1
𝑛(𝑚0, 𝑚10, 𝑚20, 𝑙11), 𝑢2
𝑛(𝑚0, 𝑚10, 𝑚20, 𝑙22) ∈ 𝒯𝜀′
(𝑛)
), 
 
 e gerar 𝑥𝑛(𝑚0,𝑚10, 𝑚11, 𝑚20, 𝑚22) como: 
 
𝑥𝑖 = 𝑥(𝑢0𝑖(𝑚0,𝑚10, 𝑚20), 𝑢1𝑖(𝑚0, 𝑚10, 𝑚20, 𝑙11), 𝑢2𝑖(𝑚0, 𝑚10, 𝑚20, 𝑙22)), 
 
para 𝑖 ∈ [1: 𝑛]. Para enviar o trio de mensagens (𝑚0, 𝑚1,𝑚2) = (𝑚0, 𝑚10, 𝑚11, 𝑚20, 𝑚22), 
transmitir 𝑥𝑛(𝑚0, 𝑚10,𝑚20, 𝑚11,𝑚22).  
O receptor 𝑗 = 1, 2 usa a decodificação de tipicalidade conjunta para encontrar o 
único trio de mensagens (?̂?0𝑗 , ?̂?𝑗0, ?̂?𝑗𝑗). 
 
O limite interno de Marton para um CD-DSM de 2 receptores com mensagens 
privadas, utilizando a variável aleatória auxiliar comum 𝑈0 (para este caso, 𝑅0 = 0), é dado 
pelo Teorema 6.4 a seguir, disponível em Geng et al. (2014, p. 22): 
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Teorema 6.4 (Limite interno de Marton para mensagens privadas com 𝑼𝟎). A união de 
pares de taxas (𝑅1, 𝑅2) é alcançável para o CD-DSM 𝑝(𝑦1, 𝑦2|𝑥) se: 
 
𝑅1 ≤ 𝐼(𝑈0, 𝑈1; 𝑌1), 
 
𝑅2 ≤ 𝐼(𝑈0, 𝑈2; 𝑌2), 
 
𝑅1 + 𝑅2 ≤ min{𝐼(𝑈0; 𝑌1), 𝐼(𝑈0; 𝑌2)} + 𝐼(𝑈1; 𝑌1|𝑈0) + 𝐼(𝑈2; 𝑌2|𝑈0) − 𝐼(𝑈1; 𝑈2|𝑈0), 
 
para alguma FMP 𝑝(𝑢0, 𝑢1, 𝑢2) e função 𝑥(𝑢0, 𝑢1, 𝑢2), tal que (𝑈0, 𝑈1, 𝑈2) → 𝑋 → (𝑌1, 𝑌2) 
formam uma cadeia de Markov. Além de computar esta região, é suficiente considerar que 
|𝒰0| ≤ |𝒳| + 4, |𝒰1| ≤ |𝒳| e |𝒰2| ≤ |𝒳|. 
 
Segundo El Gamal e Kim (2011), o limite interno definido no Teorema 6.4 é estreito 
para todas as classes de canais de difusão com regiões de capacidade de mensagem privada 
conhecidas. Além disso, pode ser mostrado que o caso especial de 𝑈0 = ∅ (isto é, o limite 
interno de Marton no Teorema 6.2) não é estreito em geral para o CD-DG. Portanto, é necessária 
uma variável aleatória auxiliar comum (𝑈0), mesmo quando se codifica apenas para mensagens 
privadas.  
A fim de verificar esse requisito para a otimalidade do limite interno de Marton, 
Nair (2009) desenvolveu um estudo para responder a seguinte questão: “por que uma variável 
aleatória comum 𝑈0 ajuda a melhorar a região de taxas alcançáveis de Marton quando apenas 
mensagens privadas são necessárias?” (NAIR, 2009, p. 1). Motivado por essa questão, ele gerou 
uma região de taxas sem uma variável aleatória 𝑈0 gerada de forma explícita; em vez disso, ele 
caracterizou a divisão de cada mensagem privada em duas partes: uma parte que também é 
decodificada pelo outro receptor e outra que é decodificada apenas pelo receptor pretendido. 
 
6.3.3. Limite externo de Nair-El Gamal 
 
Define-se, nessa seção, o limite externo de Nair-El Gamal na região de capacidade 
de canais de difusão. Os resultados iniciais foram apresentados pelos autores Chandra Nair e 
Abbas El Gamal no artigo intitulado “An outer bound to the capacity region of the broadcast  
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channel63”, apresentado no 14º IEEE International Symposium on Information Theory em 
200664. No artigo em questão, Nair e El Gamal (2006) introduziram um novo limite externo na 
região de capacidade do CD-DSM de 2 receptores com base nos resultados de El Gamal (1979), 
e mostraram que que este limite é mais estreito que os demais limites externos existentes na 
literatura. 
Da mesma forma que ocorreu a apresentação do limite interno de Marton, na 
presente seção abordam-se 3 teoremas para o limite externo de Nair-El Gamal. Diante das 
definições dos teoremas, serão expostas considerações acerca da aplicabilidade e 
alcançabilidade de cada um, tendo em mente que o nosso objetivo para a presente seção não 
consiste em demonstrar a prova dos teoremas, apenas evidenciá-los e promover uma conexão 
entre seus resultados.  
O limite externo de Nair-El Gamal para um CD-DSM de 2 receptores sem 
informação comum é definido no Teorema 6.5 a seguir, disponível em Nair e El Gamal (2006, 
p. 2206): 
 
Teorema 6.5 (Limite externo de Nair-El Gamal para mensagens privadas sem 𝑼𝟎). O 
conjunto dos pares de taxas (𝑅1, 𝑅2) satisfazendo: 
 
𝑅1 ≤ 𝐼(𝑈1; 𝑌1), 
 
𝑅2 ≤ 𝐼(𝑈2; 𝑌2), 
 
𝑅1 + 𝑅2 ≤ min{𝐼(𝑈1; 𝑌1) + 𝐼(𝑈2; 𝑌2|𝑈1), 𝐼(𝑈2; 𝑌2) + 𝐼(𝑈1; 𝑌1|𝑈2)}, 
 
para alguma escolha de distribuições conjuntas 𝑝(𝑢1, 𝑢2, 𝑥) = 𝑝(𝑢1, 𝑢2)𝑝(𝑥|𝑢1, 𝑢2), constitui 
um limite externo para a região de capacidade do CD-DSM sem informação comum. 
 
Segundo Nair e El Gamal (2006), é possível mostrar que o limite definido no 
Teorema 6.5 está contido no limite de Marton (1979). No entanto, Nair e El Gamal (2006) 
revelaram que essa contenção é restrita ao canal de difusão binário de distorção simétrica (CD-
BDS; em inglês: binary skew-symmetric broadcast channel – BSS-BC), cuja representação do 
                                                     
63 Outra versão deste artigo, inclusive com o mesmo título, está disponível em: Nair, C., & El Gamal, A. (2007). 
An outer bound to the capacity region of the broadcast channel. IEEE Transactions on Information Theory, 53(1), 
350-355. 
64 Nair, C., & El Gamal, A. (2006, July). An outer bound to the capacity region of the broadcast channel. 
Proceedings of the IEEE International Symposium on Information Theory, Seattle, USA, 14. 
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canal é exposta na Figura 48 a seguir. 
 
Figura 48. Representação de um canal de difusão binário de distorção simétrica 
 
Fonte: Nair e El Gamal (2006, p. 2208). 
 
Agora, considera-se o seguinte limite externo na região de capacidade do CD-DSM 
com mensagem comum, disponível em Nair e El Gamal (2006, p. 2205): 
 
Teorema 6.6 (Limite externo de Nair-El Gamal com mensagem comum). O conjunto de 
trios de taxas (𝑅0, 𝑅1, 𝑅2) satisfazendo: 
 
𝑅0 ≤ min{𝐼(𝑈0; 𝑌1), 𝐼(𝑈0; 𝑌2)}, 
 
𝑅0 + 𝑅1 ≤ 𝐼(𝑈0, 𝑈1; 𝑌1), 
 
𝑅0 + 𝑅2 ≤ 𝐼(𝑈0, 𝑈2; 𝑌2), 
 
𝑅0 + 𝑅1 + 𝑅2 ≤ min{𝐼(𝑈0, 𝑈1; 𝑌1) + 𝐼(𝑈2; 𝑌2|𝑈0, 𝑈1), 𝐼(𝑈0, 𝑈2; 𝑌2) + 𝐼(𝑈1; 𝑌1|𝑈0, 𝑈2)}, 
 
para alguma distribuição conjunta de forma 𝑝(𝑢0, 𝑢1, 𝑢2, 𝑥) =
𝑝(𝑢1) 𝑝(𝑢2) 𝑝(𝑢0|𝑢1, 𝑢2) 𝑝(𝑥|𝑢0, 𝑢1, 𝑢2), constitui um limite externo para a região de 
capacidade do CD-DSM com informação comum. 
 
Os argumentos da Prova do Teorema 6.6 são essencialmente os mesmos usados por 
El Gamal (1979) na Prova de Conversão para a classe de CD-MCs, onde é feita a identificação 
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𝑈0𝑖 = 𝑀0, 𝑈1𝑖 = 𝑀1, 𝑈2𝑖 = 𝑀2, 𝑌1
𝑖−1 e 𝑌2,𝑖+1
𝑛 . A independência das mensagens 𝑀1 e 𝑀2 implica 
a independência das variáveis aleatórias auxiliares 𝑈1 e 𝑈2, conforme especificado (NAIR & 
EL GAMAL, 2006). 
Observa-se que o limite externo definido no Teorema 6.6 leva imediatamente ao 
limite externo para o caso em que não há informação comum, ou seja, 𝑅0 = 0. Nesse caso, 
utiliza-se a variável aleatória auxiliar comum 𝑈0. Essa situação é tratada pelo Teorema 6.7 a 
seguir, disponível em Nair e El Gamal (2006, p. 2206): 
 
Teorema 6.7 (Limite externo de Nair-El Gamal para mensagens privadas com 𝑼𝟎). O 
conjunto de todos os pares de taxas (𝑅1, 𝑅2) satisfazendo: 
 
𝑅1 ≤ 𝐼(𝑈0, 𝑈1; 𝑌1), 
 
𝑅2 ≤ 𝐼(𝑈0, 𝑈2; 𝑌2), 
 
𝑅1 + 𝑅2 ≤ min{𝐼(𝑈0, 𝑈1; 𝑌1) + 𝐼(𝑈2; 𝑌2|𝑈0, 𝑈1), 𝐼(𝑈0, 𝑈2; 𝑌2) + 𝐼(𝑈1; 𝑌1|𝑈0, 𝑈2)}, 
 
para alguma distribuição conjunta de forma 𝑝(𝑢0, 𝑢1, 𝑢2, 𝑥) =
𝑝(𝑢1) 𝑝(𝑢2) 𝑝(𝑢0|𝑢1, 𝑢2) 𝑝(𝑥|𝑢0, 𝑢1, 𝑢2), constitui um limite externo para a região de 
capacidade do CD-DSM sem informação comum. 
 
As regiões de capacidade foram estabelecidas para um número de casos especiais e 
em todos os casos em que a capacidade é conhecida, o limite interno de Marton e o limite 
externo de Nair-El Gamal produzem a mesma região, ou seja, eles coincidem (JOG & NAIR, 
2010). 
No intuito de sintetizar a caracterização dos limites definidos anteriormente, é 
possível destacar alguns comentários de El Gamal e Kim (2011, p. 217), onde os autores 
afirmam que:  
 O limite de Nair-El Gamal é estreito para todos os canais de difusão com regiões 
de capacidade conhecidas. Nota-se que o limite externo do Teorema 6.6 coincide com o limite 
interno de Marton com mensagem comum no Teorema 6.3 para cada FMP 𝑝(𝑢0, 𝑢1, 𝑢2, 𝑥) que 
atinge um ponto na fronteira do limite externo. No entanto, esse limite não é estreito em geral. 
 Pode ser mostrado que o limite externo de Nair-El Gamal sem mensagem 
comum, isto é, com 𝑅0 = 0, simplifica o limite externo conforme apresentado no Teorema 6.5, 
isto é, 𝑈0 não é necessário ao avaliar o limite externo no Teorema 6.7 com 𝑅0 = 0. Isto está em 
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contraste com o limite interno de Marton, onde a região de mensagem privada sem 𝑈0 no 
Teorema 6.2 pode ser estritamente menor do que aquela com 𝑈0 no Teorema 6.4. 
 
6.4. Considerações sobre o canal de difusão contínuo 
 
Diante das definições e considerações apresentadas nas seções anteriores, é 
evidente que a presente pesquisa se concentrou basicamente na investigação de canais de 
difusão discretos, visto que os sistemas de tempo discreto compreendem uma parcela 
predominante de pesquisas em canais de difusão na literatura. 
No intuito de promover o levantamento de indicadores de produção científica sobre 
canais de difusão contínuos, foram conduzidas algumas buscas na base de dados Scopus no dia 
13 de março de 2019. Os critérios utilizados nas buscas são descritos na Tabela 9, assim como 
as respectivas quantidades de publicações identificadas.  
 
Tabela 9. Critérios e resultados das buscas sobre canais de difusão contínuos 
Busca Quantidade de publicações 
1. Continuous broadcast channel (Tópico) + Information 
theory (Tópico) 
60 
2. Broadcast channel (Título) + Continuous (Todos os 
campos) + Information theory (Tópico) 
24 
3. “Continuous-time broadcast channel” (Todos os 
campos) 
1 
4. “Continuous broadcast channel” (Tópico) 0 
5. “Continuous broadcast channel” (Todos os campos) 0 
Fonte: Elaborado pelo autor a partir de Scopus (2019).  
 
A Tabela 9 evidencia que os canais de difusão de tempo contínuo não atraem muita 
atenção por parte dos pesquisadores da área. Apesar de as Buscas 1 e 2 retornarem uma 
quantidade relevante de publicações, uma breve leitura dos resumos e objetivos destes artigos, 
deixou claro que uma grande parcela deles não possui como objeto de pesquisa “canais de 
difusão contínuos” ou até mesmo “canais de difusão” propriamente ditos, em razão de os 
critérios adotados nas buscas serem, de certa forma, vagos e abrangentes. Isto pode ser 
comprovado pelo fato de as Buscas 4 e 5 não retornarem nenhum documento, ou seja, a 
utilização da expressão “canal de difusão contínuo” é basicamente inexistente na literatura. 
Por outro lado, a literatura ressalta que os canais de difusão, assim como os demais 
modelos de comunicação da Teoria da Informação e da Teoria da Informação em Rede 
compreendem a investigação de sistemas de tempo contínuo. Desse modo, é muito recorrente 
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se perguntar: “por que os teóricos da informação desenvolvem poucas pesquisas direcionadas 
ao caso contínuo?”. 
Segundo Liu e Han (2014), os canais de tempo contínuo já são considerados e 
investigados há muito tempo na Teoria da Informação, sendo até mesmo mencionados por 
Shannon (1948) em seu trabalho seminal. Desde então, os canais contínuos, especialmente os 
canais gaussianos ponto a ponto de tempo contínuo, passaram a constituir um objeto de pesquisa 
importante dentro da Teoria da Informação. No entanto, até onde se sabe, a fronteira de pesquisa 
da Teoria da Informação em Rede tem se concentrado apenas nos canais de tempo discreto. 
De certa forma, a origem desse fenômeno pode ser encontrada nos resultados 
originais de Shannon, onde os canais de tempo contínuo foram convertidos em tempo discretos 
associados, antes de serem analisados. Os argumentos de Shannon, articulam convincentemente 
que “um canal de tempo contínuo é o limite de largura de banda limitada em tempo discreto, 
uma vez que a largura de banda tende ao infinito”, e tal premissa desempenhou um papel de 
grande importância dentro da Teoria da Informação (LIU & HAN, 2014). 
A fim de demonstrar um exemplo de tal conversão, é possível tratar da seguinte 
formulação convencional de canal com ruído gaussiano branco: 
 
 𝑌(𝑡) = 𝑋(𝑡) + 𝑍(𝑡),          𝑡 ≥ 0, (6.31) 
 
onde 𝑋(𝑡) é a entrada, 𝑌(𝑡) é a saída do canal de tempo contínuo, e 𝑍(𝑡) é o componente de 
ruído gaussiano branco. Infelizmente, por razões muito sutis, os ruídos gaussianos brancos não 
existem como processos estocásticos “regulares”, o que implica, imediatamente, “que mesmo 
definindo a capacidade de informação em (6.31), este ainda é um problema matemático 
complicado” (LIU & HAN, 2014, p. 2421). Para contornar este problema, uma abordagem 
proposta por Shannon é supor que o canal tem limite de largura de banda 𝑊. Então, assumindo 
que 𝑋 tenha um limite de potência média 𝑃, e 𝑍 tenha densidade espectral de potência plana 1, 
é possível representar o canal de tempo contínuo, usando o seguinte canal de tempo discreto 
associado por amostragem de entrada e saída a cada 
1
(2𝑊)
 segundos: 
 
 𝑌𝑛
(𝑊) = 𝑋𝑛
(𝑊) + 𝑍𝑛
(𝑊),          𝑛 ≥ 1, (6.32) 
 
onde o processo de ruído {𝑍𝑛
(𝑊)} é independente e identicamente distribuído (i.i.d.) com 
variância 1. É bem conhecido da teoria de canais gaussianos de tempo discreto que a capacidade 
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(por segundo) do canal indicado em (6.32) pode ser calculada como: 
 
 
𝐶(𝑊) = 𝑊 log (1 +
𝑃
2𝑊
). 
(6.33) 
 
A capacidade infinita de largura de banda 𝐶 do canal indicado em (6.31) é definida 
como: 
 
 𝐶 = lim
𝑊→∞
𝐶(𝑊), (6.34) 
 
que pode ser facilmente calculado como 
 𝑃 
2
. Segundo Liu e Han (2014), a conversão em questão, 
aplicada à canais de tempo discreto fornece grandes insights para compreender os canais de 
tempo contínuo, estabelecendo-os como limites de tempo discretos associados, o que 
invariavelmente induz uma mudança de modelo da configuração de tempo contínuo para a 
configuração de tempo discreto. Uma análise minuciosa, no entanto, revela que a capacidade 
definida em (6.34) não é intrinsecamente baseada no canal de tempo contínuo em (6.31), ao 
contrário, é tomada como o supremo (diga-se, o menor dos limites superiores) da capacidade 
dos canais de tempo discreto associados em (6.32). 
Já foi mencionado no presente estudo, que os pesquisadores da área esforçaram-se 
para que a codificação do canal de difusão alcançasse taxas de dados mais altas do que a forma 
de transmissão tradicional por meio de tempo compartilhado. De acordo com Kim e Bajcsy 
(2012), o canal de difusão gaussiano de tempo discreto foi estudado extensivamente devido à 
sua relevância prática, sendo que diversos estudos mostraram que a codificação de superposição 
alcança a região de capacidade deste canal. O principal problema na codificação para o canal 
de difusão consiste em multiplexar65 de forma confiável mais de uma mensagem em um 
símbolo de canal. As técnicas de codificação mencionadas, multiplexam as mensagens no 
domínio de símbolo de tempo discreto e a ligação com o canal de tempo contínuo é feita com a 
taxa de transmissão e amostragem de Nyquist. 
Vale mencionar, que apesar de o canal de difusão gaussiano compreender grande 
parte das pesquisas sobre canais de tempo contínuo, os pesquisadores da área também 
promoveram esforços na investigação de outros canais, como por exemplo, o canal de difusão 
                                                     
65 Multiplexação (multiplexing) é um método pelo qual múltiplos sinais analógicos de mensagens ou fluxos de 
dados digitais, vindos de diferentes fontes, são combinados em um sinal através de um meio compartilhado 
(BAHARUDIN et al., 2013). 
166  
Poisson de tempo contínuo (continuous-time Poisson broadcast channel), sendo que Kim et al. 
(2016) mostraram que a região de capacidade deste canal é alcançada via codificação de 
superposição para a maioria dos valores de parâmetro do canal. 
Portanto, é possível afirmar que a investigação de canais de difusão de tempo 
contínuo conta com a aplicação de técnicas de conversão para modelos de tempo discreto 
associados e, dessa forma, além de facilitar sua análise, ainda possibilita que os resultados 
alcançados sejam pertinentes com o sistema contínuo de interesse.  
A fim de expor um caso prático que corrobore as ideias apresentadas, é possível 
mencionar um simples exemplo descrito por Yoshihisa et al. (2006), onde os autores afirmam 
que à medida que a difusão de dados de mídia contínua, como áudio e vídeo, tornou-se cada 
vez mais popular, em um sistema de difusão típico, um servidor transmite dados de forma 
repetitiva e contínua, sendo importante que os clientes possam reproduzir dados sem 
interrupção do começo ao fim da transmissão. Diante deste cenário, é evidente que ele constitui 
um caso contínuo, no entanto, é possível apresentar resultados para esse sistema de 
comunicação através das técnicas mencionadas e expostas na presente seção, uma vez que seria 
realizada uma conversão para os canais de tempo discreto associados. 
 
6.5. Problemas abertos em canais de difusão 
 
Tendo em mente todos os exemplos, representações de modelos de comunicação, 
definições matemáticas e considerações históricas expostas no presente capítulo, é de extrema 
importância evidenciar quais as configurações de canais de difusão que ainda constituem 
problemas abertos na literatura de Teoria da Informação e Teoria da Informação em Rede.  
Conforme mencionado anteriormente, o modelo geral de canal de difusão proposto 
por Cover (1972) ainda constitui um problema aberto, assim como o CD-DSM, cuja região de 
capacidade não é conhecida em geral. No entanto, é fundamental identificar problemas abertos 
mais específicos na literatura, uma vez que a consolidação de soluções para os diferentes casos 
de estudo e suas variações, podem fornecer resultados importantes para a elucidação do caso 
geral. 
A seguir, são apresentados alguns problemas abertos em canais de difusão 
identificados através da condução da presente pesquisa. O autor desta Dissertação e seu 
orientador, agradecem à colaboração do Prof. Dr. Chandra Nair do Departamento de 
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Engenharia da Informação da Chinese University of Hong Kong por ter validado66 e 
disponibilizado alguns comentários e sugestões por e-mail, acerca dos problemas levantados. 
Sendo assim, os problemas abertos foram separados em 2 grupos primários sugeridos pelo Prof. 
Dr. Chandra Nair, que serão levados em consideração para exposição na sequência. 
 
Grupo 1. Canais de difusão de 2 receptores 
 
Grupo 1.1. Canais de difusão discretos sem memória de 2 receptores (sem 
estado/feedback) 
 
Problema Aberto 1. Geng et al. (2013, p. 6980): A região de capacidade do CD-
DSM geral de 2 receptores é desconhecida. 
 
Problema Aberto 2. Yates e Tse (2011, p. 2): Mesmo no caso em que não há 
mensagem comum (𝑅0 = 0), a região de capacidade do canal de difusão geral é desconhecida. 
 
Problema Aberto 3. El Gamal e Kim (2011, p. 220): Qual é a capacidade de soma 
do CD-BDS? 
 
Problema Aberto 4. El Gamal e Kim (2011, p. 220): O limite interno de Marton é 
estreito em geral? 
 
Comentários do Prof. Dr. Chandra Nair: 
Todas estas questões dizem respeito à determinação da região de capacidade do 
CD-DSM de 2 receptores. Este é um problema central aberto nesta área e ainda permanece 
“muito aberto”. Em particular, não se sabe se a região alcançável dada por Marton é estreita ou 
não. 
Portanto, tais questões estão relacionadas, e pode-se notar isso pela análise do 
Problema Aberto 3. Por exemplo, dado que seja possível exibir que a capacidade de soma do 
CD-BDS é maior que a prevista por Marton, que reduz a divisão aleatória de tempo (randomized 
time-division), então resolve-se também o Problema Aberto 4. Ao contrário, se comprovar que 
                                                     
66 Os problemas listados foram declarados pelo Prof. Dr. Chandra Nair como pertencentes ao estado de “abertos” 
em 22 de março de 2019. 
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a capacidade de soma do CD-BDS é dada por divisão aleatória de tempo (também conhecida 
como Marton), então novas ideias são necessárias para a solução do problema. 
Ademais, se mostrar que o Problema Aberto 4 pode ser respondido com “Sim”, 
então resolve-se também o Problema Aberto 1 e o Problema Aberto 2. Foram desempenhadas 
tentativas de testar a otimalidade de Marton, comparando a região de uma letra (single-letter) 
com a região de duas letras (multi-letter). A justificativa para esse teste é que: a região de 
Marton é ótima “se, e somente se” para cada canal de difusão de 2 receptores, sua região de 
duas letras corresponde à região de uma letra. No entanto, este teste envolve a avaliação da 
região de uma letra e da região de duas letras. 
 
Grupo 1.2. Canais de difusão discretos sem memória de 2 receptores 
(estado/feedback) 
 
Problema Aberto 5. El Gamal e Kim (2011, p. 191): Qual é a capacidade de 
mensagem comum do CD-DSM com estado discreto sem memória (DSM; em inglês: discrete 
memoryless – DM) quando a informação de estado está disponível não causalmente no 
codificador? 
 
Comentários do Prof. Dr. Chandra Nair: 
Em um artigo disponível no arXiv, Nair et al. (2010) mostram que um palpite 
ingênuo não é ótimo. 
 
Problema Aberto 6. El Gamal e Kim (2011, p. 454): Qual é a capacidade de soma 
do CDG simétrico de 2 receptores com feedback? 
 
Problema Aberto 7. El Gamal e Kim (2010, p. 470): Qual é a região de capacidade 
de feedback do canal de difusão com ruído branco aditivo e gaussiano (CD-RBAG; em inglês: 
additive white gaussian noise broadcast channel – AWGN-BC)? (Por que o feedback aumenta 
a capacidade neste caso?). 
 
Problema Aberto 8. El Gamal e Kim (2011, p. 598): Qual é a região de capacidade 
ergódica do canal de difusão com desvanecimento gaussiano (CD-DNG; em inglês: gaussian 
fading broadcast channel – GF-BC) rápido quando a informação de ganho do canal está 
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disponível somente nos decodificadores? 
 
Problema Aberto 9. Tse e Yates (2012, p. 3453): A região de capacidade do CD-
DN com estado de canal conhecido nos receptores, mas desconhecido no emissor, permanece 
não resolvida. 
 
Comentários do Prof. Dr. Chandra Nair: 
O Problema Aberto 8 e o Problema Aberto 9 estão claramente relacionados. A 
capacidade é conhecida para a situação DSM. A principal questão com a contraparte gaussiana 
é determinar a distribuição maximizadora. Sabe-se, no entanto, que existem regimes de 
parâmetros onde os gaussianos não são ótimos. 
 
Grupo 2. Canais de difusão discretos sem memória de 3 ou mais receptores (sem 
estado/feedback) 
 
Problema Aberto 10. El Gamal e Kim (2011, p. 125): Qual é a região de capacidade 
do CD-MR com 4 ou mais receptores? 
 
Comentários do Prof. Dr. Chandra Nair: 
A região de capacidade para o caso de 3 receptores pode ser alcançada via 
codificação de superposição, sendo que tais resultados estão disponíveis em Wang e Nair (2010) 
e Nair e Wang (2011).  
Em particular, não se sabe se a estratégia de codificação de superposição é ótima 
para o CD-MR com 4 ou mais receptores. Meu palpite é que é ótima. 
 
Problema Aberto 11. El Gamal e Kim (2011, p. 125): Qual é a região de capacidade 
do CD-MC com 3 ou mais receptores? 
 
Comentários do Prof. Dr. Chandra Nair: 
A região de capacidade para o caso de 3 receptores é exibida como sendo 
estritamente maior do que a produzida pela estratégia de codificação de superposição, sendo 
que tais resultados estão disponíveis em Nair e Xia (2012). A codificação de superposição é 
ótima para o caso de 2 receptores. 
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Problema Aberto 12. El Gamal e Kim (2011, p. 220): Qual é a região de capacidade 
do CD-DSM geral de 3 receptores com uma mensagem comum destinada a todos os 3 
receptores e uma mensagem privada destinada a 1 receptor? 
 
Comentários do Prof. Dr. Chandra Nair: 
Eu considero este problema pelo menos tão difícil quanto determinar a região de 
capacidade do CD-DSM geral de 2 receptores. 
 
Problema Aberto 13. El Gamal e Kim (2011, p. 253): Qual é a região de capacidade 
do canal de difusão de produto gaussiano (CD-PG; em inglês: gaussian product broadcast 
channel – GP-BC) com mais de 2 receptores? 
 
Problema Aberto 14. El Gamal e Kim (2010, p. 270): Simples caracterização 
espectral do CDG para mais de 2 receptores. 
 
A descrição original dos problemas abertos (em inglês) está disponível no Apêndice 
A, que foi elaborado e adicionado ao presente documento a fim de mitigar qualquer dúvida que 
possa ser originada a partir da análise exclusiva dos problemas abertos traduzidos (pelo autor) 
que foram listados anteriormente. 
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7. APLICAÇÃO TECNOLÓGICA RELACIONADA AO PROBLEMA 
DE CANAIS DE DIFUSÃO (DOWNLINK) 
 
No presente capítulo, indica-se uma aplicação tecnológica cuja essência pudesse ser 
compreendida através do problema de comunicação em canais de difusão. Desse modo, exibe-
se a fundamentação e as definições matemáticas relacionadas ao problema downlink (Seção 
7.1), expõe-se um caso prático de comunicação que ilustra uma extensão tecnológica do 
downlink (Seção 7.2), e descreve-se uma avaliação elementar de um caso particular de canal de 
difusão (Seção 7.3). 
 
7.1. Fundamentação do problema downlink e suas definições matemáticas 
 
Goldsmith (1997) descreve o posicionamento histórico e conceitual do enlace de 
descida (downlink) dentro da Teoria da Informação da seguinte forma: 
 
“Os sistemas de comunicação sem fio exigem o uso eficiente do espectro disponível 
limitado e do canal com desvanecimento subjacente. Os métodos para dividir o 
espectro entre muitos usuários incluem divisão de frequência (frequency-division), 
tempo compartilhado/divisão de tempo (time-division), divisão de código (code-
division) e combinações híbridas desses métodos. Apesar da realização de diversas 
comparações de desempenho dessas técnicas para sistemas celulares (ver CHIH-LIN 
I et al., 1993; GILHOUSEN et al., 1991; GUNDMUNDSON et al., 1992; JUNG et 
al., 1993), a capacidade de Shannon de um sistema multicelular usando qualquer um 
desses métodos permanece um problema aberto (POTTIE, 1995).  
A dificuldade em determinar a capacidade de um sistema multicelular é incorporar a 
reutilização de frequências e os modelos de interferência correspondentes nas 
definições matemáticas de entropia e informação mútua de Shannon (SHANNON & 
WEAVER, 1949). Algum progresso na avaliação da capacidade do canal de uplink 
em sistemas multicelulares para modelos de interferência simples invariantes no 
tempo foi feito em Wyner (1994). Nenhum trabalho análogo foi feito para o canal de 
downlink.  
O canal de downlink, neste contexto, refere-se às ligações de um transmissor central 
para vários receptores, por exemplo, de uma ETB para unidades móveis em um 
sistema celular. Este canal também é chamado de broadcast channel na literatura de 
Teoria da Informação”. (GOLDSMITH, 1997, p. 569). 
 
Portanto, o crescimento exponencial do uso de telefones celulares e do acesso sem 
fio à Internet levou a uma grande expectativa de que os padrões sem fio emergentes suportassem 
novos aplicativos com diferentes demandas de qualidade de serviço (QS). O principal obstáculo 
para fornecer garantias de QS em aplicativos sem fio são as variações de tempo da qualidade 
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do canal devido a efeitos de desvanecimento multitrajeto67 (multi-path fading) e mobilidade de 
usuários. Em canais multiusuários, tal como o downlink de sistemas celulares, ocorre que, em 
cada canal, alguns usuários têm condições de canal favoráveis e outros usuários lidam com 
desvanecimentos profundos (DASHOUK et al., 2007).  
Essa diversidade multiusuário pode ser explorada para maximizar a taxa de 
transferência (throughput) com transmissão oportunista para o usuário com condições de canal 
mais favoráveis. Embora este escalonamento com reconhecimento de canal maximize a taxa de 
transferência do sistema, ele é alheio ao status do comprimento da fila e pode deteriorar 
substancialmente a qualidade do serviço, como atraso e imparcialidade dos usuários (QIN & 
BERRY, 2003; SHARIF & HASSIBI, 2005). 
Ademais, é fundamental mencionar que existe uma dualidade interessante entre os 
problemas de conformação de feixes68 (beamforming) uplink e downlink. Tse e Viswanath 
(2002) exibem essa dualidade e a usam para demonstrar que os resultados efetivos de largura 
de banda obtidos para o uplink podem se traduzir em resultados de largura de banda efetivos 
para o downlink. Além disso, Jindal et al. (2001) mostram que a região de capacidade do CDG 
está contida na região de capacidade do CAM correspondente, com a restrição de potência de 
transmissão do canal de difusão traduzida na soma de potências no CAM. Os autores nomeiam 
o resultado como uma conexão de dualidade. 
Considera-se um cenário de transmissão de downlink encontrado em sistemas 
celulares, onde há uma estação base que tem dados destinados a muitos usuários, conforme 
exibido na Figura 49 a seguir. 
 
                                                     
67 O desvanecimento é o desvio da atenuação (perda gradual da intensidade) do sinal. Varia de acordo com a área 
geográfica, o tempo e a frequência (LAVANYA et al., 2016). O desvanecimento multitrajeto exibe dispersão nos 
domínios de tempo e frequência. À medida que os componentes do multitrajeto se propagam sobre diferentes 
percursos de transmissão com diferentes comprimentos, eles alcançam o receptor com diferentes atrasos de tempo, 
o que dá origem à dispersão do tempo (SUZUKI, 1977). 
68 Em sistemas de comunicação sem fio, a conformação de feixes é usada para a transmissão de sinal de estações 
base com múltiplas antenas para um ou vários equipamentos de usuário. O objetivo de transmitir por conformação 
de feixes é maximizar a potência do sinal recebido por cada usuário, enquanto minimiza a potência do sinal de 
interferência dos outros usuários, aumentando assim a capacidade (ALI et al., 2017). 
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Figura 49. Cenário de downlink entre uma ETB e um canal de difusão com 𝑛 nós 
 
Fonte: Adaptado de Durisi et al. (2016, p. 1723). 
 
Conforme já foi mencionado, as definições matemáticas do modelo de canal de 
downlink se espelham no modelo de canal de uplink, conforme exposto na Figura 50. Contudo, 
analisam-se apenas os aspectos relativos ao caso do downlink (à direta). 
 
Figura 50. Diagrama de blocos dos modelos de canal de uplink e downlink 
 
Fonte: Adaptado de He et al. (2018, p. 1994). 
 
Segundo He et al. (2018), diz-se que os canais são duais um do outro se suas 
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matrizes de canal satisfazem 𝑯𝑑,ℓ = 𝑯𝑢,ℓ
𝑇 . Além disso, He et al. (2018, p. 1994-1995) 
apresentam as seguintes definições matemáticas para o modelo de canal de downlink:  
Existe um único transmissor de 𝑁-antenas e 𝐿-receptores. 𝑀ℓ representa o número 
de antenas no ℓésimo receptor e 𝑀 = ∑ 𝑀ℓℓ  o número total de antenas de recepção. O 
transmissor tem 𝐿 mensagens: a ℓésima mensagem 𝑤d,ℓ é definida de forma independente e 
uniforme de {1, 2, … , 2𝑛𝑅d,ℓ} e destina-se ao ℓésimo receptor. O transmissor usa um codificador 
ℰd: {1, 2, … , 2
𝑛𝑅d,1} × …× {1, 2, … , 2𝑛𝑅d,𝐿} → ℝ𝑁×𝑛 para mapear essas mensagens em uma 
entrada de canal 𝐗d = ℰd(𝑤d,1, … , 𝑤d,𝐿), onde 𝑛 representa o comprimento de bloco. Esta 
entrada de canal deve satisfazer uma restrição de potência total 𝔼[Tr(𝐗d𝐗d
T)] ≤ 𝑛𝑃total. 
Para 𝑚 = 1,… , 𝐿, a saída de canal observada pelo 𝑚ésimo receptor é: 
 
 𝐘d,𝑚 = 𝐇d,𝑚𝐗d + 𝐙d,𝑚, (7.1) 
 
onde 𝐇d,𝑚 ∈ ℝ
𝑀𝑚×𝑁 é a matriz de canal do transmissor ao 𝑚-ésimo receptor e o ruído 𝐙d,𝑚 ∈
ℝ𝑀𝑚×𝑁 é elementar gaussiano i.i.d. com média 0 e variância 1. O receptor passa sua saída de 
canal através de um decodificador 𝒟d,𝑚: ℝ
𝑀𝑚×𝑛 → {1, 2, … , 2𝑛𝑅d,𝑚} para obter uma estimativa 
?̂?d,𝑚 = 𝒟d,𝑚(𝐘d,𝑚) da mensagem desejada. 
No geral, diz-se que as taxas de downlink 𝑅d,1, … , 𝑅d,𝐿 são atingíveis se, para algum 
𝜖 > 0 e 𝑛 suficientemente grande, existe um codificador e decodificadores tais que 
ℙ(⋃ {?̂?d,ℓ ≠ 𝑤d,ℓ}
𝐿
ℓ=1 ) < 𝜖. A região de capacidade de downlink é o fechamento do conjunto 
de todas as taxas alcançáveis. 
Finalmente, muitas vezes será útil trabalhar com as seguintes matrizes 
concatenadas: 
 
 
𝐘d ≜ [
𝐘d,1
⋮
𝐘d,𝐿
]   𝐇d ≜ [
𝐇d,1
⋮
𝐇d,𝐿
]   𝐙d ≜ [
𝐙d,1
⋮
𝐙d,𝐿
], 
 
(7.2) 
 
que nos permitem escrever de forma compacta a saída do canal de downlink como: 
 
 𝐘d = 𝐇d𝐗d + 𝐙d. (7.3) 
 
Como mostrado por Weingarten et al. (2006), a região de capacidade 𝒞d do 
downlink (CD-MEMS) é o casco convexo (convex hull) do conjunto de t-uplas de taxas 
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(𝑅d,1, … , 𝑅d,𝐿) que satisfazem: 
 
 
𝑅𝜃(ℓ) ≤
 1 
2
log (
det (𝐈 + ∑ 𝐇d,𝜃(𝑚)𝐊𝜃(𝑚)𝐇d,𝜃(𝑚)
T
𝑚≥ℓ )
det (𝐈 + ∑ 𝐇d,𝜃(𝑚)𝐊𝜃(𝑚)𝐇d,𝜃(𝑚)
T
𝑚>ℓ )
), 
 
(7.4) 
 
para alguma permutação 𝜃 de {1, 2, … , 𝐾} e matrizes positivas semidefinidas 𝐊1, … , 𝐊𝐿 que 
satisfazem a soma da restrição de potência ∑ Tr(𝐊ℓ) ≤
𝐿
ℓ=1 𝑃total. Ela pode ser obtida usando a 
codificação de papel sujo (dirty-paper coding) no transmissor, decodificação de tipicalidade 
conjunta (joint typicality decoding) nos receptores e tempo compartilhado. 
Segundo Hassibi e Sharif (2007), o estudo do CD-MEMS, onde o transmissor e 
(possivelmente) os receptores têm múltiplas antenas, é consideravelmente recente. De fato, este 
estudo provou ser bastante desafiador, uma vez que o CD-MEMS com ruído gaussiano se 
enquadra na categoria de canais de difusão não degradados, para os quais a capacidade não é 
geralmente conhecida. Determinar a região de capacidade para o CD-MEMS tem sido, portanto, 
um dos maiores desafios da Teoria da Informação nos últimos anos. 
Curiosamente, verifica-se que a conformação de feixes que tem sido 
tradicionalmente usada em CD-MEMSs é comprovadamente subótima. Além disso, a região de 
capacidade é alcançada usando uma técnica de codificação de canal chamada de codificação de 
papel sujo proposta por Costa (1983), um esquema não relacionado à codificação de 
superposição que pré-subtrai a interferência de outros usuários (HASSIBI & SHARIF, 2007).  
 
7.2. Extensão tecnológica do problema downlink 
 
Na presente seção, analisa-se uma situação prática que consiste em uma extensão 
tecnológica do enlace de descida (downlink). Vale mencionar, que é possível identificar outros 
exemplos na literatura além do caso apresentado, uma vez que a concepção do paradigma de 
comunicação downlink sustentou diversos avanços tecnológicos que emergiram com o passar 
do tempo. 
Após a realização de uma busca nas bases de dados Scopus e WOS, identificou-se 
vários estudos direcionados ao tratamento de questões tecnológicas na área de 
telecomunicações, que relacionavam-se com o downlink (ou com alguma variação deste 
problema). Em vista disso, apresenta-se a conceituação e as definições matemáticas do modelo 
de comunicação investigado por Wang et al. (2018), cuja motivação do estudo baseia-se no 
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desenvolvimento de esquemas de codificação para o cenário de downlink de uma rede de acesso 
via rádio em nuvem (em inglês: cloud radio access network – C-RAN) em que um processador 
central se comunica com dois usuários móveis por meio de duas estações base (EBs), sendo que 
as EBs atuam como nós de retransmissão e cooperam entre si por meio de links limitados por 
taxa e sem erros (error-free rate-limited links). 
Segundo Wang et al. (2018, p. 5726), as C-RANs constituem candidatas 
promissoras às redes de comunicação sem fio de quinta geração (5G), sendo que as abordagens 
mais recorrentes para codificação em downlinks C-RANs são o compartilhamento de dados e 
a compressão de sinais, que podem ser descritas da seguinte forma: 
 Compartilhamento de dados: o processador central divide cada mensagem em 
submensagens independentes e as transmite para uma ou várias EBs. As EBs mapeiam as 
submensagens recebidas em palavras código e as dissemina através da rede de interferência. Os 
usuários móveis decodificam suas partes pretendidas da mensagem e tratam a interferência 
como ruído. Se houver 𝑛 EBs, pode existir até 2𝑛 − 1 submensagens, sendo que cada uma delas 
é enviada para um subconjunto específico de EBs. 
 Compressão de sinais: O processador central pré-calcula as entradas do canal 
virtual e descreve suas versões compactadas através dos links de taxa limitada para as EBs. As 
EBs, por sua vez, reconstroem os sinais comprimidos e os transmitem pela rede de interferência. 
Vale mencionar, que tendências em redes sem fio de quinta geração (5G) preveem 
inúmeros desafios relacionados à demanda de tráfego de dados em decorrência do crescimento 
explosivo de dispositivos e aplicativos sem fio (NGUYEN, 2018). Portanto, este é um cenário 
a ser considerado para a definição do modelo de comunicação a ser implementado, já que isso 
pode influenciar, por exemplo, na integridade e confidencialidade das informações veiculadas 
na rede.  
Na Figura 51 exibe-se uma representação do modelo de comunicação analisado por 
Wang et al. (2018). 
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Figura 51. Downlink C-RAN de duas EBs com cooperação e dois usuários móveis 
 
Fonte: Adaptado de Wang et al. (2018, p. 5728). 
 
Wang et al. (2018, p. 5728) apresentam as seguintes definições matemáticas para o 
canal downlink representado na Figura 51: 
Considera-se a C-RAN composta por um processador central, duas EBs com 
cooperação e 2 usuários móveis, conforme mostrado na Figura 51. O processador central se 
comunica com as duas EBs através de tubos individuais de bits sem ruído e com capacidades 
finitas. Define-se 𝐶𝑘 como a capacidade do link entre o processador central e a EB 𝑘, tal que 
𝑘 = 1, 2.  
Além disso, as EBs também podem se comunicar através de tubos individuais de 
bits sem ruído e com capacidades finitas. Define-se 𝐶𝑘𝑗 como a capacidade do link da EB 𝑗 para 
a EB 𝑘, tal que 𝑗, 𝑘 = 1, 2. A rede das EBs para os usuários móveis é modelada como um canal 
de interferência69 discreto sem memória (CI-DSM; em inglês: discrete memoryless interference 
channel – DM-IC) (𝒳1 × 𝒳2, 𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2), 𝒴1 × 𝒴2), que consiste em quatro conjuntos 
finitos 𝒳1, 𝒳2, 𝒴1, 𝒴2 e uma coleção de FMPs condicionais 𝑝(𝑦1, 𝑦2|𝑥1, 𝑥2). 
Com a ajuda das duas EBs, o processador central “deseja comunicar” duas 
mensagens 𝑀1 e 𝑀2 aos usuários 1 e 2, respectivamente. Supõe-se que 𝑀1 e 𝑀2 sejam 
independentes e uniformemente distribuídas sobre [2𝑛𝑅1] e [2𝑛𝑅2], respectivamente. Na 
presente análise, restringe-se a atenção ao processamento de informações em uma base bloco a 
                                                     
69 Consiste em um modelo que mapeia múltiplas comunicações um para um entre saltos únicos (single-hop multiple 
one-to-one), como pares de EBs, aparelhos de comunicação que se comunicam por uma banda de frequência que 
sofre interferência intercelular ou pares de pessoas conversando entre si em uma festa. A região de capacidade do 
canal de interferência não é conhecida em geral (EL GAMAL & KIM, 2011, p. 131). O canal de interferência foi 
estudado pela primeira vez por Ahlswede (1974). 
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bloco, onde cada bloco consiste em uma sequência de 𝑛 símbolos. Assim sendo, o processo de 
comunicação é dividido em três fases sucessivas: 
1. Processador central para EBs: o processador central transmite dois índices 
(𝑊1,𝑊2) = 𝑓0(𝑀1, 𝑀2) para as EBs 1 e 2, respectivamente, onde 𝑓0: [2
𝑛𝑅1] × [2𝑛𝑅2] →
[2𝑛𝐶1] × [2𝑛𝐶2] é o codificador do processador central. 
2. Comunicação de conferência de EB para EB: a EB 1 transmite um índice 𝑊21 =
𝑓1(𝑊1) à EB 2, onde 𝑓1: [2
𝑛𝐶1] → [2𝑛𝐶21] é o codificador de conferência (conferencing 
encoder) da EB 1. Por outro lado, a EB 2 transmite um índice 𝑊12 = 𝑓2(𝑊2) à EB 1, onde 
𝑓2: [2
𝑛𝐶2] → [2𝑛𝐶12] é o codificador de conferência da EB 2. 
3. EBs para usuários móveis: a EB 1 transmite uma sequência 𝑋1
𝑛 = 𝑔1(𝑊1,𝑊12) 
sobre o CI-DSM, onde 𝑔1: [2
𝑛𝐶1] × [2𝑛𝐶12] → 𝒳1
𝑛 é o codificador de canal da EB 1. Logo, a 
EB 2 transmite uma sequência 𝑋2
𝑛 = 𝑔2(𝑊2,𝑊21) sobre o CI-DSM, onde 𝑔2: [2
𝑛𝐶2] ×
[2𝑛𝐶21] → 𝒳2
𝑛 é o codificador de canal da EB 2. 
Após receber a sequência 𝑌ℓ
𝑛 ∈ 𝒴ℓ
𝑛, o usuário móvel ℓ ∈ {1,2} encontra uma 
estimativa ?̂?ℓ = 𝑑ℓ(𝑌ℓ
𝑛) da mensagem 𝑀ℓ, onde 𝑑ℓ: 𝒴ℓ
𝑛 → [2𝑛𝑅ℓ] é o decodificador do usuário 
ℓ. A coleção dos codificadores 𝑓0, 𝑓1, 𝑓2, 𝑔1, 𝑔2 e dos decodificadores 𝑑1, 𝑑2, compõe um 
código (2𝑛𝑅1, 2𝑛𝑅2, 𝑛). 
Sendo assim, define-se a probabilidade média de erro como: 
 
 
𝑃𝑒
(𝑛)
= ℙ(⋃{?̂?ℓ ≠ 𝑀ℓ}
2
ℓ=1
). 
 
(7.5) 
 
Diz-se que um par de taxas (𝑅1, 𝑅2) é alcançável, se existir uma sequência de 
códigos (2𝑛𝑅1, 2𝑛𝑅2, 𝑛), tais que: 
 
 lim
𝑛→∞
𝑃𝑒
(𝑛)
= 0. (7.6) 
 
 Ademais, entende-se que a região de capacidade é o fechamento do conjunto de 
pares de taxas alcançáveis. 
Por fim, observa-se a seguinte relação entrada-saída para o canal: 
 
 
[
𝑌1
𝑌2
] = [
𝑔11
𝑔21
  
𝑔12
𝑔22
] [
𝑋1
𝑋2
] + [
𝑍1
𝑍2
], 
(7.7) 
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onde 𝑋𝑘 ∈ ℝ é a entrada de canal da EB 𝑘, 𝑌ℓ é a saída de canal observada no usuário ℓ. 
Ademais, 𝑔ℓ𝑘 ∈ ℝ é o ganho do canal da EB 𝑘 para o usuário ℓ, e (𝑍1, 𝑍2) são independentes e 
identicamente distribuídas (i.i.d.) 𝒩(0,1) e cada EB deve satisfazer uma restrição média de 
potência 𝑃, isto é, 
 1 
𝑛
∑ 𝑥𝑘𝑖
2 ≤ 𝑃𝑛𝑖=1  para todo 𝑘 ∈ {1,2}. 
Observou-se então que, através de uma extensão tecnológica do problema downlink, 
obtém-se um novo modelo de comunicação com múltiplos receptores, a saber, o canal de 
interferência, que trata o caso de 2 emissores e 2 receptores. Assim como o canal de difusão, a 
“região de capacidade do canal de interferência não é conhecida em geral” (EL GAMAL & 
KIM, 2011, p. 131) sendo, portanto, mais um problema aberto na Teoria da Informação em 
Rede. 
Ao se tratar um exemplo, um caso prático de downlink (canal de difusão) em que 
utiliza-se um par de EBs em sua definição, deparou-se com um paradigma de comunicação 
distinto dos problemas conhecidos. Portanto, uma alteração tecnológica do sistema implicou na 
alteração do modelo de comunicação inicial. 
 
7.3. Estudo de um caso particular 
 
A partir deste entendimento, expõe-se a seguir, a análise da concepção de um canal 
de difusão composto por 3 receptores. O intuito é fornecer uma avaliação elementar, ou seja, 
sem se atentar para especificações teóricas70, tanto que objetiva-se verificar como se compõe 
cada fluxo de informação (𝑋 → 𝑌1, 𝑋 → 𝑌2 e 𝑋 → 𝑌3) em um canal ponto a ponto (um para um), 
que, de certa forma, difere da usual comunicação por difusão descrita nas seções anteriores. 
Deste modo, é importante mencionar que o modelo de comunicação é composto por 
um único emissor (𝑋) e 3 receptores (𝑌1, 𝑌2 e 𝑌3), sendo que existe um canal de comunicação 
distinto entre o emissor 𝑋 e cada um dos receptores 𝑌𝑗, 1 ≤ 𝑗 ≤ 3. Supõe-se que existe apenas 
uma única mensagem 𝑀 a ser transmitida para cada um dos emissores e, pelo fato de existirem 
três canais de comunicação, é preciso realizar três codificações distintas para 𝑀, visto que cada 
um dos canais apresenta probabilidades de entrada 𝑃{𝑋} e probabilidades condicionais de saída 
𝑃{𝑋|𝑌} específicas (atribuídas de forma arbitrária), o que, inevitavelmente, afeta na incerteza 
marginal 𝐻(𝑋) e na incerteza condicional 𝐻(𝑋|𝑌) de cada um dos canais. 
                                                     
70 Por exemplo, não é especificado se o modelo de comunicação analisado, trata-se de um canal de difusão 
degradado ou de um canal de difusão determinístico, ou quaisquer variações do caso geral apresentadas na 
presente pesquisa. 
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Logo, o cálculo da capacidade de canal (𝐶𝑖, 1 ≤ 𝑖 ≤ 3) para cada fluxo de 
informação fornecerá valores particulares que são determinantes para identificação das taxas de 
transmissão (𝑅𝑖, 1 ≤ 𝑖 ≤ 3) alcançáveis em cada caso. Com isso, espera-se obter todas as 
combinações possíveis alternando-se as taxas de transmissão entre os canais. Vale mencionar, 
que não se pode alternar as capacidades de canal, haja vista que elas estão estritamente 
relacionadas com a informação mútua 𝐼(𝑋; 𝑌𝑗) e, portanto, não é possível simplesmente 
“transferir” este valor para outro fluxo de informação. 
Na Figura 52 apresenta-se uma representação do modelo de comunicação 
considerado para análise. 
 
Figura 52. Representação do canal de difusão analisado 
 
Fonte: Elaborado pelo autor. 
 
Diante da representação mostrada na Figura 52, busca-se determinar as capacidades 
de canal “individuais” para cada fluxo de informação. Designou-se que, para cada um dos 
canais um para um, existem dois caracteres de entrada {0,1} e dois caracteres de saída {0,1} 
possíveis. Essa definição possui o propósito de simplificar o modelo de comunicação analisado, 
tendo em vista que minimiza-se as probabilidades de entrada e probabilidades condicionais de 
saída a serem determinadas para cada caso. 
Logo, considerando o fluxo de informação 𝑋 → 𝑌1 (Canal 1), pode-se estabelecer 
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suas probabilidades e a capacidade de canal da seguinte forma (assume-se que log 0,75 =
−0,41, log 0,25 = −2, log 0,80 = −0,32 e log 0,20 = −2,32): 
 
 𝑃{0} = 0,75, (8.1) 
 
 𝑃{1} = 0,25, (8.2) 
 
 𝑃{0|0} = 𝑃{1|1} = 0,80, (8.3) 
 
 𝑃{0|1} = 𝑃{1|0} = 0,20, (8.4) 
 
 𝐻(𝑋) = −0,75 log 0,75 − 0,25 log 0,25 = 0,31 + 0,50 = 0,81, (8.5) 
 
 𝐻(𝑋|𝑌1) = −0,80 log 0,80 − 0,20 log 0,20 = 0,26 + 0,46 = 0,72, (8.6) 
 
 𝐼(𝑋; 𝑌1) = 0,81 − 0,72 = 0,09, (8.7) 
 
 𝐶1 = 0,09 𝑏𝑖𝑡. (8.8) 
 
Em seguida, considerando o fluxo de informação 𝑋 → 𝑌2 (Canal 2), pode-se 
estabelecer suas probabilidades e a capacidade de canal da seguinte forma (assume-se que 
log 0,50 = −1, log 0,65 = −0,62 e log 0,35 = −1,51): 
 
 𝑃{0} = 𝑃{1} = 0,50, (8.9) 
 
 𝑃{0|0} = 𝑃{1|1} = 0,65, (8.10) 
 
 𝑃{0|1} = 𝑃{1|0} = 0,35, (8.11) 
 
 𝐻(𝑋) = −0,50 log 0,50 − 0,50 log 0,50 = 0,50 + 0,50 = 1, (8.12) 
 
 𝐻(𝑋|𝑌2) = −0,65 log 0,65 − 0,35 log 0,35 = 0,40 + 0,53 = 0,93, (8.13) 
 
 𝐼(𝑋; 𝑌2) = 1 − 0,93 = 0,07, (8.14) 
 
 𝐶2 = 0,07 𝑏𝑖𝑡. (8.15) 
 
Por fim, considerando o fluxo de informação 𝑋 → 𝑌3 (Canal 3), pode-se estabelecer 
suas probabilidades e a capacidade de canal da seguinte forma (assume-se que log 0,40 =
−1,32, log 0,60 = −0,74, log 0,95 = −0,07 e log 0,05 = −4,32): 
 
 𝑃{0} = 0,40, (8.16) 
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 𝑃{1} = 0,60, (8.17) 
 
 𝑃{0|0} = 𝑃{1|1} = 0,95, (8.18) 
 
 𝑃{0|1} = 𝑃{1|0} = 0,05, (8.19) 
 
 𝐻(𝑋) = −0,40 log 0,40 − 0,60 log 0,60 = 0,53 + 0,44 = 0,97, (8.20) 
 
 𝐻(𝑋|𝑌3) = −0,95 log 0,95 − 0,05 log 0,05 = 0,07 + 0,21 = 0,28, (8.21) 
 
 𝐼(𝑋; 𝑌3) = 0,97 − 0,28 = 0,69, (8.22) 
 
 𝐶3 = 0,69 𝑏𝑖𝑡. (8.23) 
 
Mediante uma observação das capacidades de canal obtidas, pode-se afirmar que 
𝐶3 > 𝐶1 > 𝐶2. Ademais, o cálculo de 𝐶3 retornou um valor bem maior do que o obtido em 𝐶1 
e 𝐶2, sendo que as duas últimas não apresentam uma diferença tão grande entre si. Portanto, 
pode-se declarar que o receptor 𝑌3 é mais forte que o receptor 𝑌1 que, por sua vez, é mais forte 
que o receptor 𝑌2. 
Novamente, é importante ressaltar que não promove-se nenhuma atenção às 
especificações teóricas de canais de difusão que foram apresentadas nas seções anteriores do 
presente trabalho71. O intuito é tratar o problema broadcast channel de maneira simplificada 
para justificar a importância dos métodos e resultados disponíveis na literatura que relacionam-
se à investigação da região de capacidade de canal para o caso de múltiplos receptores. 
Após identificar as capacidades de canal para cada um dos fluxos de informação, 
deve-se voltar a atenção para as taxas de transmissão 𝑅𝑖 alcançáveis em cada caso. Tendo em 
vista que a taxa de transmissão está diretamente relacionada com a capacidade do canal em 
questão, pode-se simplesmente atribuir de forma arbitrária valores que respeitem à restrição 
𝑅𝑖 < 𝐶𝑖, apresentada no teorema de codificação de canal de Shannon disponível no Capítulo 3 
do presente documento. 
Num primeiro momento, é possível definir a seguinte composição de taxas de 
transmissão: 𝑅1 = 0,08 𝑏𝑖𝑡𝑠/s, 𝑅2 = 0,062 𝑏𝑖𝑡𝑠/s e 𝑅3 = 0,54 𝑏𝑖𝑡𝑠/s. Dessa forma, ao 
analisar individualmente cada uma das taxas de transmissão, é evidente que elas atendem ao 
                                                     
71 Apesar de ser verificado que o modelo de comunicação analisado consiste em um canal de difusão degradado, 
não é relevante levar em consideração essa definição assim como suas propriedades matemáticas, haja vista que 
pretende-se “esquivar” das fundamentações teóricas para proporcionar uma análise elementar a fim de clarificar a 
essência do problema broadcast channel. 
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limite estabelecido, a saber, a capacidade de canal. Logo, se essas taxas de transmissão forem 
adotadas pelo emissor, cada um dos receptores irá obter sua mensagem de maneira, a princípio, 
satisfatória. A única possível exceção a ser mencionada, é o caso do fluxo de informação 𝑋 →
𝑌3 onde, apesar de 𝑅3 < 𝐶3 possibilitar a transmissão de informações, não tira-se tanto proveito 
da capacidade de canal, visto que opta-se por uma taxa de transmissão que equivale a “apenas” 
78,26% da capacidade do canal em questão. 
Logicamente, espera-se otimizar as taxas de transmissão em qualquer modelo de 
comunicação de interesse, já que, grosso modo, quanto maior o valor de 𝑅, mais se aproveita 
da capacidade de canal proporcionada. No entanto, conforme já foi mencionado na presente 
pesquisa, em alguns casos, pode ser benéfico operar um sistema de comunicação mantendo 
alguma distância da capacidade de canal. Como os valores das taxas de transmissão deste 
exemplo foram determinadas de forma arbitrária, vale indicar essa observação para justificar o 
porquê de não se adotar 𝑅𝑖 = 𝐶𝑖 ou ainda 𝑅𝑖 extremamente próximo a 𝐶𝑖 (de acordo com os 
valores definidos, 𝑅1 equivale a 88,89% de 𝐶1, 𝑅2 equivale a 88,57% de 𝐶2 e 𝑅3 equivale a 
78,26% de 𝐶3). 
Sendo assim, pode-se listar todas as combinações possíveis com as taxas de 
transmissão estabelecidas. É importante ressaltar, que realiza-se simplesmente a transferência 
das taxas 𝑅𝑖 entre os três fluxos de informação mapeados no modelo de comunicação. Essa 
tarefa é conduzida com a finalidade de evidenciar que, em alguns casos, ao se transferir a taxa 
de transmissão de um canal para outro, mesmo que esta taxa não tenha sido calculada a partir 
de valores específicos previamente obtidos (a saber, probabilidade de entrada, probabilidade 
condicional de saída, incerteza marginal, incerteza condicional, informação mútua e capacidade 
de canal) do canal em questão, a alcançabilidade de 𝑅𝑖 ainda pode se mostrar possível. 
As combinações de transferência dos valores de 𝑅𝑖 entre os canais são listadas a 
seguir: 
 
a. (𝑋; 𝑌1; 𝐶1; 𝑅1) → (𝑋; 𝑌1; 0,09; 0,08): Alcançável. 
 
b. (𝑋; 𝑌1; 𝐶1; 𝑅2) → (𝑋; 𝑌1; 0,09; 0,062): Alcançável. 
 
c. (𝑋; 𝑌1; 𝐶1; 𝑅3) → (𝑋; 𝑌1; 0,09; 0,54): Não alcançável. 
 
d. (𝑋; 𝑌2; 𝐶2; 𝑅1) → (𝑋; 𝑌2; 0,07; 0,08): Não alcançável. 
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e. (𝑋; 𝑌2; 𝐶2; 𝑅2) → (𝑋; 𝑌2; 0,07; 0,062): Alcançável. 
 
f. (𝑋; 𝑌2; 𝐶2; 𝑅3) → (𝑋; 𝑌2; 0,07; 0,54): Não alcançável. 
 
g. (𝑋; 𝑌3; 𝐶3; 𝑅1) → (𝑋; 𝑌3; 0,69; 0,08): Alcançável. 
 
h. (𝑋; 𝑌3; 𝐶3; 𝑅2) → (𝑋; 𝑌3; 0,69; 0,062): Alcançável. 
 
i. (𝑋; 𝑌3; 𝐶3; 𝑅3) → (𝑋; 𝑌3; 0,69; 0,54): Alcançável. 
 
No que diz respeito às combinações expostas, observou-se que em 6 das 9 (66,67%) 
situações de comunicação, a taxa de transmissão é alcançável, ou seja, 𝑅𝑖 < 𝐶𝑖. Tal resultado, 
mostra que em vários fluxos de informação, ainda seria possível estabelecer comunicação entre 
emissor e receptor. Logicamente, em alguns casos, como por exemplo em (g) e (h), apesar da 
taxa de transmissão ser alcançável, aproveita-se muito pouco a capacidade de canal entre 𝑋 e 
𝑌3, o que, a princípio, não seria um cenário muito satisfatório, já que busca-se otimizar a taxa 
de transmissão para que o emissor possa transmitir informações de maneira cada vez mais 
eficiente e confiável ao receptor e, na medida do possível, adotar todos os refinamentos 
possíveis/necessários à mensagem. 
No caso (g), 𝑅1 equivale a 11,59% de 𝐶3; enquanto no caso (h), 𝑅2 equivale a 8,98% 
de 𝐶3. Utilizar uma taxa de transmissão tão abaixo da capacidade de canal não é uma prática 
muito interessante, a menos que o sistema de comunicação tratado apresente limitações físicas 
e tecnológicas ou restrições de qualquer natureza. 
Na Figura 53 mostra-se uma representação da região de capacidade 𝒞 para o modelo 
de comunicação analisado. Vale mencionar que, para facilitar a compreensão, desrespeitou-se 
a escala métrica na elaboração da figura. 
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Figura 53. Representação da região de capacidade do canal de difusão analisado 
 
Fonte: Elaborado pelo autor. 
 
Para a concepção da região de capacidade 𝒞 demonstrada na Figura 53, definiu-se 
cada uma das taxas de transmissão 𝑅𝑖 como um eixo (ou dimensão) para o mapeamento dos 
pontos referentes às taxas alcançáveis. 
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8. CONCLUSÕES E PERSPECTIVAS FUTURAS 
 
Neste trabalho, fez-se uma breve revisão da Teoria da Informação, enunciando os 
principais teoremas de Claude Shannon. Em Shannon (1948), o foco residia na transmissão de 
mensagens de um ponto a um outro ponto. Assim sendo, ele não abordou transmissões de 
múltiplos emissores a múltiplos receptores em seu artigo clássico. Como um caso particular, 
tem-se a transmissão de um ponto a mais de um receptor. 
Thomas Cover, em 1972, levanta o questionamento sobre como seria, ou poderia 
ser, a região de capacidade de canal em casos como esse. Isso abre espaço para investigações 
na área denominada de canais de difusão (ou broadcast channels). O próprio problema exposto 
no artigo de Cover (1972), ainda não foi resolvido. Com foco na busca por “estratégias de 
ataque” a esses problemas abertos, procedeu-se nesse trabalho uma análise bibliométrica com 
vistas ao entendimento do “estado da arte” que permeia os problemas voltados aos canais de 
difusão. 
Essa investigação nos alerta para a presença de problemas combinatoriais e para a 
força das medidas de informação na busca pela região de capacidade de canal, em particular, 
para a medida de informação conhecida como entropia.  
Na Figura 54 encontra-se uma representação do propósito da presente pesquisa, 
qual seja, analisar e diagnosticar o problema proposto por Cover (1972), canal de difusão, que 
está contido na área de Teoria da Informação. Ademais, evidencia-se as perspectivas para 
trabalhos futuros, haja vista que, neste trabalho, após o diagnóstico elaborado, entende-se que 
inovações nessa área devem advir de inovações na entropia, frequentemente mencionada nesta 
Dissertação como função de incerteza. Ou seja, a caracterização de medida de informação está 
presente e com fortes implicações nos eixos: Teoria da Informação, Canal de difusão e Região 
de capacidade de canal (geral).  
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Figura 54. Representação esquemática de perspectivas para trabalhos futuros 
 
Fonte: Elaborado pelo autor. 
 
Na Figura 55 expõe-se com mais detalhes a importância da função de incerteza 
(entropia de Shannon) nas pretensas inovações em problemas abertos voltados à região de 
capacidade de canal.  
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Figura 55. Representação esquemática da importância da função de incerteza 
 
Fonte: Elaborado pelo autor. 
 
Estima-se, como perspectivas futuras, que seja possível investir, com foco nos 
problemas abertos, em duas vertentes. A primeira perspectiva consiste na reescrita de alguns 
problemas abertos na literatura com outras medidas de informação que não a entropia de 
Shannon, diga-se entropia mista72. Com isso, acredita-se que seja possível uma nova leitura de 
broadcast channels e, desse modo, abrir espaço para novas abordagens também. A segunda 
perspectiva é a de investir nos múltiplos canais de difusão vistos como eixos numa estrutura da 
Lógica Modal Temporal73. Assim, torna-se possível modelar os canais com Lógica e suas taxas, 
entropias etc., como variáveis de uma Álgebra Max-Plus (COHEN et al., 1989). A Álgebra 
Max-Plus juntamente com a Lógica Modal Temporal pode fornecer possibilidades de análise 
de cenários possíveis para a região de capacidade de canal, desde que estejam inseridos, tanto 
a Lógica Modal Temporal quanto a Álgebra Max-Plus, num contexto de um Sistema Dinâmico 
de Eventos Discretos74 (SDED; em inglês: Discrete Event Dynamic System – DEDS). 
                                                     
72 Não há dúvidas de que a entropia de Shannon revelou-se muito bem-sucedida na Teoria de Códigos e na Teoria 
da Comunicação. No entanto, nos últimos vinte anos, foram promovidas investigações a fim de substituir essa 
entropia “bem-sucedida” de Shannon por outras medidas de incerteza mais gerais (FORTE, 1984). 
73 Conforme exposto em Magossi (1994). Conceitualmente, as lógicas temporais podem ser compreendidas como 
um caso particular da lógica modal (MAGOSSI, 1998). 
74 Dentre as classificações aplicáveis aos sistemas dinâmicos, comumente utiliza-se a distinção entre sistemas 
contínuos e sistemas discretos (MAGOSSI, 1998). Os SDEDs são sistemas cujo espaço de estado é discreto e, por 
isso, o mecanismo de transição de estado é orientado a eventos que ocorrem de forma assíncrona ao longo do 
tempo (CASSANDRAS & LAFORTUNE, 2008). 
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APÊNDICE A. Descrição original dos problemas abertos em canais de 
difusão 
 
 
 
Group 1. Two receiver broadcast channels 
 
Group 1.1. Two receiver discrete-memoryless broadcast channels (no 
state/feedback) 
 
Open Problem 1. Geng et al. (2013, p. 6980): The capacity region of a general two-
receiver discrete memoryless broadcast channel is unknown. 
 
Open Problem 2. Yates and Tse (2011, p. 2): Even in the case where there is no 
common message (𝑅0 = 0), the general BC capacity region is unknown. 
 
Open Problem 3. El Gamal and Kim (2011, p. 220): Is Marton’s inner bound tight 
in general? 
 
Open Problem 4. El Gamal and Kim (2011, p. 220): What is the sum-capacity of 
the binary skew-symmetric broadcast channel? 
 
Group 1.2. Two receiver discrete-memoryless broadcast channels 
(state/feedback) 
 
Open Problem 5. El Gamal and Kim (2011, p. 191): What is the common-message 
capacity of the DM-BC with DM state when the state information is available non causally at 
the encoder? 
 
Open Problem 6. El Gamal and Kim (2011, p. 454): What is the sum-capacity of 
the 2-receiver symmetric Gaussian BC with feedback? 
 
Open Problem 7. El Gamal and Kim (2010, p. 470): What is the feedback capacity 
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region of the AWGN-BC? (Why does feedback increase capacity here?). 
 
Open Problem 8. El Gamal and Kim (2011, p. 598): What is the ergodic capacity 
region of the Gaussian fading BC under fast fading when the channel gain information is 
available only at the decoders? 
 
Open Problem 9. Tse and Yates (2012, p. 3453): The capacity region of fading 
broadcast channels with channel state known at the receivers but unknown at the transmitter 
remains unresolved. 
 
Group 2. Three or more receiver discrete-memoryless broadcast channels (no 
state/feedback) 
 
Open Problem 10. El Gamal and Kim (2011, p. 125): What is the capacity region 
of less noisy BCs with four or more receivers? 
 
Open Problem 11. El Gamal and Kim (2011, p. 125): What is the capacity region 
of more capable BCs with three or more receivers? 
 
Open Problem 12. El Gamal and Kim (2011, p. 220): What is the capacity region 
of the general 3-receiver DM-BC with one common message to all three receivers and one 
private message to one receiver? 
 
Open Problem 13. El Gamal and Kim (2011, p. 253): What is the capacity region 
of the Gaussian product BC with more than 2 receivers? 
 
Open Problem 14. El Gamal and Kim (2010, p. 270): Simple characterization of 
the spectral Gaussian BC for more than 2 receivers. 
