INTRODUCTION
Whenever a surgeon conducts endoscopic surgery, or a chemist builds a model for a protein, or a friend contemplates how to arrange furniture in a new home, they are engaging in feats of complex spatial reasoning. Components of spatial reasoning can be selectively impaired following brain injury, which indicates a certain degree of functional localization. This in turn suggests that an effective way to understand how the brain performs such tasks is to identify the neural systems that implement components of mental spatial transformations and explore their properties.
Two classes of mental spatial transformation may be particularly important for everyday spatial reasoning. Object-based spatial transformations are imagined rotations or translations of objects relative to the spatial reference frame of the environment. Egocentric perspective transformations are imagined rotations or translations of one's point-of-view relative to that reference frame. Imagine an experienced surgeon teaching a new resident an endoscopic procedure. In order to decide what the resident should do, the surgeon needs to imagine possible movements of the surgical tools (an object-based transformation). To explain this to the resident, the surgeon needs to imagine what the situation looks like from the resident's point of view (an egocentric perspective transformation). In both cases, relations between environment-centered, object-centered, and viewer-centered representations are updated. However, the nature of the updating differs. For object-based transformations, an object-based reference frame changes relative to the environment-centered and viewer-centered frames. For egocentric perspective transformations, the viewer-centered frame changes relative to the environment-centered frame and the object-centered frame, but those two remain fixed relative to each other. These two classes of transformation are by no means exhaustive; others such as imagined limb movements likely play an important role in some spatial reasoning tasks.
Although these two classes of transformation are logically dissociable, it does not follow from this that they are dissociated in the brain or in behavior. One possibility is that different logical classes of spatial transformation are carried out by a single spatial transformation system. Another possibility is that there are specialized neural structures for performing different spatial updating computations. The research reported here was motivated by the latter view, which we call the multiple systems framework (Zacks et al., in press ). This framework implies that though similar spatial reasoning tasks may share a number of computational components (stimulus encoding, image comparison, response planning and execution), they should dissociate systematically based on the type of transformation performed. As will be seen in the following paragraphs, the limited evidence available from behavioral experiments, neuropsychological case studies, and neuroimaging studies is consistent with this view.
There is now a large behavioral literature on transformations of spatial mental images. Much of this literature has concentrated on a particular objectbased transformation: mental rotation (for reviews, see Kosslyn, 1994; Shepard and Cooper, 1982) . This research has demonstrated that observers can solve many kinds of spatial judgment problems by mentally rotating an image of a stimulus. In the most common paradigm, participants judge whether two objects presented at differing orientations are identical or mirror-images. Response time typically increases monotonically with orientation disparity (Shepard and Cooper, 1982; Shepard and Metzler, 1971) . Similar results have been observed in paradigms in which participants name novel pictures of common objects. Many objects have a canonical orientation, and naming time for novel pictures increases monotonically as the picture is rotated from that orientation (Jolicoeur, 1985) . These results support the view that mental rotation is a continuous transformation that is isomorphic with physical object rotation, though other accounts have been proposed (Just and Carpenter, 1985; Pylyshyn, 1979) .
Egocentric perspective transformations are less well understood behaviorally. They do not seem to follow the same chronometric pattern as object-based transformations. In an elegant study, Parsons (1987) asked observers to make left-right judgments about pictures of bodies with one arm extended, presented at varying orientations. The functions relating orientation of the stimuli to response time differed substantially and systematically from those observed in mental rotation paradigms, suggesting a different transformation was being performed. Moreover, the relationship between orientation and response time in this task correlated well with that observed when participants were instructed to imagine themselves in the position of the depicted figure (an egocentric perspective transformation).
A few studies have compared egocentric perspective transformations and object-based transformations directly elicited by direct instruction. Huttenlocher and Presson (1973) and Presson (1982) asked observers either to imagine an array of objects rotating or to imagine themselves rotating around the array. Participants reported being able to perform both tasks as requested. For both tasks, trials with rotation were slower than trials without rotation, indicating that some sort of transformation was performed. The pattern of responding indicated that the two transformations have different properties: Matching to a picture was easier following imagined rotations of the array, whereas answering questions about the locations of items was easier after imagined rotations of the viewer. (See also Wraga et al., 1999; Wraga et al., 2000.) In short, prior behavioral evidence is consistent with the view that multiple systems subserve different spatial transformations, but much of this evidence is indirect.
Neuropsychological and neurophysiological evidence suggests that posterior association cortex is important for performing both sorts of mental spatial transformations. Patients with lesions to posterior parietal, temporal and occipital regions have difficulty in wayfinding (Farrell, 1996) , reduced scores on tests of spatial intelligence (Warrington et al., 1986) , and impaired performance on laboratory tasks requiring spatial transformations (De Renzi, 1982) . The literature also hints at a dissociation between object-based transformations and egocentric perspective transformations, though indirectly. Imagined rotations of objects appear to be selectively impaired by lesions to the right hemisphere (Ratcliff, 1979) , and are performed more efficiently by the right hemisphere in patients whose corpus callosum has been severed as well as in neurologically intact participants (Corballis, 1997; Ditunno and Mann, 1990) . Electroencephalographic (Pegna et al., 1997; Pierret et al., 1994; Rosler et al., 1995; Wijers et al., 1989; Yoshino et al., 2000) and functional imaging (Alivisatos and Petrides, 1997; Barnes et al., 2000; Cohen et al., 1996; Harris et al., 2000; Richter et al., 2000; Richter et al., 1997; Rypma et al., 1996; Tagaris et al., 1997; Vingerhoets et al., 2001) studies have found that tasks thought to require mental rotation yield activity in the same areas, though often in the left as well as right hemisphere. Egocentric perspective transformations appear to be particularly dependent on left posterior cortex. In a classic study, Semmes and colleagues asked patients to point to parts of their own bodies based on a diagram, and to walk simple routes based on a map. Both tasks require egocentric perspective transformations, and both were selectively impaired in patients with focal posterior lesions (Semmes et al., 1963) . Recently, functional imaging studies have found activity in left-lateralized posterior regions associated with several tasks that may involve egocentric perspective transformations (Aguirre and D'Esposito, 1997; Bonda et al., 1996) . One challenge in interpreting these data, particularly in the case of patient studies, is that the tasks used include substantial stimulus encoding, judgment, and response formulation components, and these are difficult to control adequately. Zacks et al. (1999) directly compared object-based transformations and egocentric perspective transformations using functional magnetic resonance imaging (fMRI). They adapted a task developed by Ratcliff (1979) in a clinical study, in which participants made spatial judgments about pictures of a schematic human figure with one arm outstretched. In a control condition, participants reported on which side of the screen the outstretched arm of an upright figure appeared. In one experimental condition participants reported which arm of an upright figure was outstretched. They reported solving this problem by imaging themselves in the position of the figure, an egocentric perspective transformation. Compared to the control condition, this led to an increase in activity at the junction of the parietal, temporal, and occipital lobes, particularly on the left. In a second experimental condition, participants reported which arm of a figure was outstretched for upside-down figures. Participants reported mentally rotating the figure to upright, an object-based transformation (see also Ratcliff, 1979) . This led to further increases in parietal-temporal-occipital cortex, but the further increases were higher, more lateral, and stronger in the right hemisphere. Together, these findings suggest dissociable bases for egocentric perspective transformations and object-based transformations. Similar results have recently been reported in a related paradigm, which included converging data from a split-brain patient (Funnell et al., 2001) .
As studies such as these indicate, the human body has a dual status in people's perceptual experience of spatial transformations. On the one hand, people perceive others' bodies moving relative to themselves and to the environmental reference frame. These are real object-based spatial transformations. On the other hand, people also experience their own bodies moving as they locomote. These are real egocentric perspective transformations.
As goes perception, often so goes imagery (Kosslyn, 1994; Podgorny and Shepard, 1978; Shepard, 1994) . Imagined transformations of bodies may be either object-based spatial transformations or egocentric perspective transformations. Both are important in anticipating changes in the world: object-based transformations for changes in the orientation of other bodies as they move in the world and perspective transformations for changes of point-of-view as we move in the world. The dual status of bodies in invoking both kinds of spatial transformation may provide a window on mental spatial transformations, by allowing one to flexibly elicit different spatial transformations with the same stimuli. Zacks et al. (in press ) explored the ability of bodies to elicit object-based and perspective transformations in a tightly controlled behavioral paradigm. We describe this paradigm in some detail, as it forms the basis for the present study. Two tasks were designed to selectively elicit each type of transformation with the same stimuli and responses, allowing for direct comparisons between the two. The same-different task was designed to elicit an object-based transformation, mental rotation (Shepard and Cooper, 1982; Shepard and Metzler, 1971) . Observers viewed pairs of pictures of bodies with an outstretched arm, either identical or mirror images, that differed in their picture-plane orientation, and judged whether they were identical. In the version used by Zacks et al. (and unlike most mental rotation studies) one of the two pictures always appeared at an upright (canonical) orientation. In the left-right task, observers viewed a single picture appearing at a random picture-plane orientation, and identified whether the body's left or right arm was outstretched. In both tasks an object appeared in a left or right version on each trial, in a randomly-chosen orientation. The tasks used identical pictures, and in both cases responses were made by pressing one of two buttons.
The same-different task was expected to yield an object-based transformation, because the task requires comparisons between multiple objects relative to their intrinsic reference frames and can be made without a change to the observer's egocentric perspective. The left-right task was expected to yield an egocentric perspective transformation, because the spatial judgment is specified relative to the reference frame of the pictured body, and can be performed by imagining one's own body in the position of the picture. This hypothesized difference in spatial transformations was predicted to lead to systematic differences in behavioral performance. Based on prior research, if the samedifferent task did in fact elicit an object-based transformation, it should lead to a monotonic relationship between stimulus orientation and response time (Shepard and Metzler, 1971) . By contrast, if the leftright task led to an egocentric perspective transformation, prior research indicated that there would be little relationship between orientation and response time (Parsons, 1987) . Next, if the two tasks elicit different spatial transformations, they should have different relationships to psychometric tests of spatial ability. Both predictions were borne out by the data.
The results from this paradigm provide independent evidence for the proposal that object-based transformations and egocentric perspective transformations are performed by dissociable neural systems. They also establish that the two tasks, when performed with pictures of bodies, allow an experimenter to selectively elicit object-based and egocentric perspective transformations. The same-different and left-right tasks have two attractive features for neuroimaging studies. First, they allow one to compare putatively different mental spatial transformations while holding constant the stimuli presented and the response required. This is critical, because any experimental task brings to bear a number of sources of neural activity in addition to those of interest. Tight comparisons between tasks that share encoding and response components allow stronger inferences about the source of differences in brain activity between the tasks. Second, these two tasks allow one to parametrically modulate the orientation of the stimuli, which modulates response time in the same-different task but leaves response time in the left-right task unchanged.
The available evidence points toward a model of object-based and egocentric perspective transformations, which can be formulated within the multiple systems framework. The key feature of the model is that updating of the relationship between an object's intrinsic spatial reference frame and those of the environment and the viewer (object-based image transformation) is dissociable from updating of the relationship between an observer's egocentric reference frame and those of the environment and the objects within it (egocentric perspective image transformation). This implies that if a task that is performed primarily by object-based transformations is compared to a task performed primarily by egocentric perspective transformations, the regions specific to performing image updating should doubly dissociate. However, object-based spatial transformation tasks and egocentric perspective transformation tasks should also activate a number of common brain areas, because they share a number of operations: stimulus encoding, property lookup, image comparison, response selection, and response execution. Thus, in tightly controlled comparisons one should observe a large number of common active regions and a small number of regions that show differential activity for each of the two classes of transformation.
In the current study, we directly compared neural activity during performance of the same-different and left-right tasks with fMRI. For both tasks pictures of bodies were used, in an attempt to selectively elicit object-based transformations and egocentric perspective transformations, respectively. A rapid event-related design (Buckner and Braver, 1999) was used in which multiple trials of each task were performed, closely spaced, and stimulus orientation was varied from trial to trial. This allowed us to measure changes in brain activity as a function of task, stimulus orientation, and response time.
The study was designed to address three hypotheses regarding object-based and egocentric perspective transformations. First, it was hypothesized that regions in posterior parietal, superior temporal, and occipital cortex would be active during these tasks and modulated by task parameters. Second, it was hypothesized that a subset of these areas would show differential activity in the two tasks, some showing greater activity when performing the same-different task, and others showing greater activity when performing the left-right. Finally, we predicted that areas showing differential activity in the two tasks would be lateralized, with areas more active in the same-different task tending to fall in right posterior regions, and areas more active in the left-right task tending to fall in left posterior regions.
The ability to manipulate task parameters and correlate their behavioral and neural consequences provides a means of further constraining interpretations of functional neuroimaging data. It is now well known that there are areas of the cortex that show increases or decreases across a wide range of cognitive tasks with visual stimuli. Common decreases in activity have been argued to reflect ongoing processing that is transiently interrupted when attention is focused on a task (Gusnard and Raichle, 2001; Raichle et al., 2001 ). Such processing may include monitoring of one's somatic state and of peripheral sensory input. Performing a task that requires a narrow attentional focus may lead to inhibition of these ongoing functions. When, in any particular study, activity is observed in these areas that doesn't submit to ready explanation, it is tempting to attribute this activity to such ongoing processing. Parametric manipulations provide a more principled way to make such attributions: Changes in activity that are unrelated to the specifics of task performance are unlikely to be affected by parametric task manipulations.
MATERIALS AND METHODS

Participants
The research reported here was approved by the human studies committee of the Washington University Medical School, and was carried out in accord with its procedures. Twenty-four participants (15 female, ages 19 to 31) took part. All were right-handed. Data from 6 were participants unusable due to equipment difficulties (3), poor task performance (1), or movement during scanning (2), leaving 18 whose data were analyzed.
Stimuli and Tasks
Participants made judgments about line drawings of human bodies (see Fig. 1 ). Each picture showed a man facing the viewer with one arm extended and the other at his side. The orientation of the body in the picture plane was varied in 30°increments from Ϫ180 to 180°c lockwise from upright. Two poses were used: the man's outstretched arm was either extended straight away from the body, perpendicular to the axis of the torso and in the same plane as the rest of the body or crossed over his chest.
In the same-different task, two pictures were presented on each trial. The top picture was always presented in the upright (0°) orientation; which arm was extended (left or right) and which pose was shown (arms crossed or uncrossed) was chosen at random. The bottom picture appeared at a randomly chosen orientation. The pose was always the same as for the top picture, but which arm was extended was chosen at random. Thus, on half of the trials the two figures were identical, and on half of the trials they were mirror images. On each trial the orientation disparity between the two figures varied randomly. Participants were instructed to press a button with one index finger if the two figures were identical (same) and to press a button with the other index finger if the two figures were mirror images (different). Assignment of buttons to same and different responses was counterbalanced across participants. They were told to respond quickly and accurately.
In the left-right task, the two pictures presented were identical in all respects. Participants were told they could make their judgment about either figure. The picture's orientation, pose, and which arm was extended were randomly selected on each trial. Thus, the displays for the left-right task were essentially the same as those for the same-different task except that the two figures were always identical and the orientation of the top figure varied, as well as that of the bottom figure. Participants were instructed to press a button with their left index finger if the figure's left arm was extended, and to press a button with their right index finger if the figure's right arm was extended. In this task, the second figure is redundant; it was presented to control the visual properties of the stimuli presented. Participants were told to respond quickly and accurately.
For both tasks, the stimulus remained on the screen for 2.44 s (one image acquisition). Between trials, a small black plus sign was projected on the middle of the screen, and participants were instructed to fixate it. The duration of the intertrial interval varied randomly (see MRI Imaging below).
Displays were rear projected from an LCD projector placed behind the bore of the scanner to a screen placed at the opening of the scanner, and were viewed through a mirror attached to the head coil. The stimuli took up approximately 8°of visual angle in the horizontal direction, and 16°in the vertical direction. Responses were recorded using a custom built fiber optic button box, placed on the participants abdomen with one index finger on each of two buttons. Stimulus presentation and response recording were controlled by a Macintosh computer (Apple, Cupertino, CA) running the PsyScope experimental presentation software (Cohen et al., 1993) .
Participants performed two alternating blocks of each task. Task was blocked because switching between the two tasks on each trial was found to be difficult. Each block consisted of 56 trials. Across the two blocks of the same-different task, all possible combinations of pose (2), extended arm (2), orientation of the bottom figure (12), and match between the top and bottom figure (2) were tested once. Across the two blocks of the left-right task, all possible combinations of pose (2), extended arm (2), and orientation (12) were tested twice. (For data analysis, clockwise and counterclockwise rotations were combined, i.e., 30°was grouped with Ϫ30°, 60°with Ϫ60, etc.. We therefore tested 0 and 180°twice as often as the other orientations, to maintain equivalent numbers of observations at each level of collapsed orientation.) Before scanning, participants were given instructions and practiced 56 trials of each task outside the scanner.
Magnetic Resonance Imaging
Imaging was performed on a 1.5 T Vision scanner (Siemens, Erlangen, Germany) at the Research Imaging Center of the Mallinckrodt Institute of Radiology at Washington University. Structural images were acquired using a sagittal 3-D magnetization prepared rapid acquisition gradient echo recalled (MP-RAGE) T1-weighted sequence, with 1-mm 3 isotropic voxels. Functional imaging was performed using an asymmetric spin-echo echoplanar pulse sequence with a flip angle of 90°and a time to echo of 37 ms, optimized for blood oxygen level dependent (BOLD) contrast (T2*) (Conturo et al., 1996; Ogawa et al., 1990) , which has been shown to be closely related to local synaptic activity (Logothetis et al., 2001) . Eighteen axial slices were acquired with a thickness of 7 mm and in-plane resolution of 3.75 mm. The time to recall (TR) for each slice was 135.2 ms, resulting in a total acquisition time of 2.44 s for each functional image. The time to echo (TE) was 37 ms and the flip angle was 90°. T2-weighted structural images were acquired in the planes of the functional images, with an in-plane resolution of 0.938 mm to facilitate alignment of the functional data to a standard stereotactic space.
Each functional run took 488 s (200 image acquisitions), and included one block of 56 trials of one of the two tasks. The first four images were acquired before beginning the task to allow transient signals to diminish. Presentation of the stimulus was time locked to the beginning of the image acquisition, and the stimulus remained on screen for one image acquisition (2.44 s). Stimulus presentation was followed by a variable intertrial interval, during which the participant fixated on a small central cross (see Stimuli and Tasks). On half of the trials this interval was 0 ms, i.e., the next trial began immediately. On one quarter of the trials the interval was 2.44 s (one image acquisition), and on one quarter of the trials it was 4.88 s (two image acquisitions). This approximates an exponential distribution of intertrial intervals, and has been shown to optimize statistical power for event-related fMRI designs .
Head motion was minimized by fitting each participant with a thermoplastic mask after placement on the scanner bed. Participants were briefed regarding the importance of minimizing head motion and were reminded of this regularly.
fMRI Data Analysis
Functional data were preprocessed prior to statistical analysis using methods standard for our laboratory (Ojemann et al., 1997; Zacks et al., 2001) . First, individual images for each scan were collated into a single four dimensional array. Second, timing offsets among slices were compensated for using sinc interpolation. Third, systematic odd vs. even intensity differences due to contiguous interleaved slice acquisition were removed using suitably chosen scale factors. Fourth, head motion was corrected using a six parameter rigid body realignment with 3-D cubic spline interpolation. Finally, the MP-RAGE image and functional data were aligned to an atlas constructed by the methods of Lancaster et al. (2000) to conform to the coordinate scheme of Talairach and Tournoux (1988) .
The data were analyzed as a function of task and response time, using in-house software . Although orientation was the experimentally manipulated variable, the behavioral pattern observed in prior studies of the two tasks dictated an analysis in terms of response time rather than orientation, because responses were expected to be slower and more dependent on orientation in the same-different task.
This means that in an analysis based on orientation, effects of task and orientation would be confounded by response time. Response times for correct responses were binned on a within-participants basis into three tertiles: fast, medium, and slow. Bins were calculated across both tasks, which controls for overall difficulty differences between the two tasks, but results in different numbers of trials for each combination of task and response time. The mean value for the first tertile (33.3rd percentile) was 1028.9 ms, SD ϭ 154.4 ms; the mean value for the second tertile (66.7th percentile) was 1320.7, SD ϭ 198.1 ms. For both analyses, seven fMRI data acquisition timepoints (each taking up 2.44 s, for a total time window of 17.08 s) following stimulus presentation were included in each trial. MR signal was modeled as a function of timepoint as well as task and response time, rather than by fitting an hemodynamic response function to the data. This approach has the advantage of avoiding assumptions about the shape of the hemodynamic responses in any given brain region (Burock and Dale, 2000) . Thus, for both analyses the experimental design was a 2 (task) by 3 (response time) by 7 (timepoints) repeated measures design.
Analysis proceeded in three stages. First, activity related to task performance in each voxel of each participant's brain was modeled using the general linear model. Second, these modeled responses were submitted to a repeated measures analysis of variance (ANOVA), and regions that showed task-related transient changes were identified. Third, activity in those regions was characterized using regionwise repeated measures ANOVAs.
In the first stage, evoked brain responses for each trial type for each voxel of each participants brain were estimated using the general linear model with the MR signal at each voxel during each image acquisition as the dependent variable. The model included predictor variables for task, orientation or response time, and timepoint. Low frequency noise and linear drift were also modeled and removed at this stage, and the data were spatial smoothed with a gaussian kernel, full width at half maximum ϭ 7.5 mm.
In the second stage, these modeled responses were used as the dependent measure in a voxel-wise repeated measures analysis of variance (ANOVA), with task, response time, and timepoint as independent variables. This resulted in an F statistic for each voxel for each main effect and interaction. The degrees of freedom for the F statistics were adjusted to correct for inhomogeneous variance (Ollinger and McAvoy, 2000) , the map of the main effect of timepoint was converted from F to Z statistics, and regions of reliable activity were identified by selecting voxels within a contiguous cluster of five or more face-connected voxels whose Z score exceed 4.5. (Henceforth, we will refer to voxels or regions showing reliable task-related changes in fMRI signal as "activated.") This threshold has been shown to correspond to a mapwise type I error rate of 0.05 (McAvoy and Ollinger, 2001 ). The result of this stage was a map of voxels that in the group showed reliable transient changes associated with task performance for the group as a whole.
In the third stage regions were selected from this map of activated voxels by choosing peaks in which the Z statistic was at a local maximum. To identify peaks, the activation map was smoothed with a 6-mm hard spherical kernel and peaks were chosen by an automatic algorithm. Peaks closer than 18 mm were combined by taking the midpoint between them. For each peak, a 12-mm sphere was drawn around the peak voxel; overlapping spheres were divided at the plane midway between the peaks. Activated voxels within each sphere were averaged to form a region. The averaged timecourses from these regions were then submitted to a regionwise ANOVA with the same independent variables as the original voxelwise ANOVA. This allowed us to characterize, for each region identified on the basis of the main effect of timepoint, whether it showed a reliable main effect of task, of response time, or reliable interactions between the main effects. Note that under the null hypothesis of no effects each of the main effects and interactions are independent. This means that the identification of regions based on the main effect of timepoint and subsequent probing of their other main effects and interactions with regionwise analyses is unbiased. The regionwise ANOVAs involved a substantial number of comparisons, so Bonferroni corrections were used (i.e., the nominal type I error rate of 0.05 was divided by the number of regions analyzed).
RESULTS
Behavioral Performance
Participants whose error rate was higher than 25% in any block were excluded from further analysis; one participant was replaced based on this criterion (see Participants above). For the remaining participants, performance was accurate: Error rates were 3.2% in the left-right task and 5.0% in the same-different task. There were also a small number of trials on which no response was recorded, either because the participant failed to respond or because the button box failed (2.8% in the left-right task and 3.7% in the samedifferent task).
As can be seen in Fig. 2 , performance in the two tasks differed substantially. In the same-different task, response time increased monotonically with stimulus orientation, whereas in the left-right task response time was independent of orientation. This pattern was tested first by calculating the mean response time for each participant for each combination of task and orientation, and submitting these scores to a 2 (task) by 12 (orientation) repeated-measures ANOVA. There were reliable main effects of task [F(1,30) ϭ 14.0, P Ͻ 0.001] and orientation [F(11,165) ϭ 10.8, P Ͻ 0.001], as well as a reliable task-by-orientation interaction [F(11,165) ϭ 25.3, P Ͻ 0.001]. To characterize the relationship between orientation and response time better, we calculated the correlation between orientation and response time for correct trials on each task for each participant. The mean correlation for the same-different task was 0.48 (SD ϭ 0.10); the mean correlation for the left-right task was Ϫ0.18 (SD ϭ 0.18). These two means differed reliably, t(15) ϭ 12.2, P Ͻ 0.001. Both distributions of correlations differed reliably from zero. For the left-right task, t(15) ϭ 4.17, P Ͻ 0.001; for the same-different task, t(15) ϭ 19.0, P Ͻ 0.001.
The pattern of increasing response times with increasing orientation of the same-different task, but not for the left-right task, is consistent with that observed in behavioral studies with much larger samples (Zacks et al., in press) In the current dataset, the correlation between orientation and response time for the left-right task was slightly but reliably negative, which has not been observed in previous studies. The difference in response time profiles between the two tasks is consistent with the view that they involve different spatial reasoning subsystems.
Identifying Regions of Transient Activity
Voxels that showed transient activity when performing the spatial reasoning tasks were identified as described in fMRI Data Analysis above. A voxelwise ANOVA was conducted, with timepoint relative to stimulus onset, task, and response time as independent variables and MR signal as the dependent variable. Voxels that showed a main effect of timepoint above threshold (Z ϭ 4.5) and were in a contiguous cluster of seven or more voxels were identified and are shown in Fig. 3 . As expected, a considerable volume of tissue showed reliable task-related activity. Clusters of activity included primary visual cortex, motor cortex, the cerebellum, and a significant portion of the parietal and posterior temporal lobes. Voxels identified at this stage could reflect activity due to low-level visual processing of the stimulus, the execution of a motor response, or any other neural change involved in performing the task, in addition to activity due to the performance of a mental spatial transformation. Peaks of most reliable task-related modulation within the activated voxels were identified and regions of interest were drawn around those peaks, using automated algorithms (see fMRI Data Analysis, above). The algorithms identified 36 peaks, spanning the large volume of activated tissue. The locations of these peaks are given in Table 1 . Estimated timecourses of activity were averaged over each region for each participant, and each region was submitted to a 2 (task) by 3 (response time) by 7 (timepoint) ANOVA.
In the regionwise ANOVA, regions whose activity was related to the participant's response time will show a main effect of response time or a response time-by-timepoint interaction. Of the 36 regions that showed task-related activity, 32 showed a reliable response time-by-timepoint interaction. Of the 32, 5 also showed a reliable main effect of response time (see Table 1 ). (There were no regions that had a reliable main effect of response time but no interaction.) The typical pattern is illustrated in Fig. 4 . For both tasks, slow trials showed greater activity than fast trials; with medium trials falling in between.
FIG. 3.
Regions of the brain that showed task-related activity, superimposed on the average anatomical image for the 16 participants. Highlighted regions had a corrected Z score greater than 4.5 and were contained in a region of at least five such voxels, a threshold which has a mapwise type I error rate of P ϭ 0.05 (see fMRI Data Analysis).
Regions Whose Activity Was Modulated by Task
In the regionwise ANOVA, regions whose activity profile was different for the two tasks will exhibit a task by timepoint interaction or a main effect of task. Three regions showed a reliable task by timepoint interaction (see Fig. 5a and Table 1 ). The most superior of these (region 19 in Table 1 ) spanned the occipitotemporal junction and middle occipital gyrus (BA 18/19/ 37). The two inferior regions included the posterior lingual gyrus (BA 18/19) and superior medial cerebellum. All regions showed transient (i.e., task-related) increases for both tasks, and larger changes in activity for the same-different task than the left-right task. That is, for every region in which activity differed for the two tasks, the difference was that the change in activity was greater for the same-different task. The typical pattern is shown in Fig. 5b . There were no regions that showed a reliable main effect of task.
Decreases in Activity and Lack of Modulation by Response Time
Inspection of the timecourses showed that most regions were characterized by an increase following stimulus onset that closely resembled the hemodynamic response to a brief impulse of neural activity (Boynton et al., 1996; Miezin et al., 2000; see Fig. 4 ). However, seven regions showed decreases, rather than increases, in activity. These are shown in Fig. 6 (see also Table 1) , and included posterior lateral parietal cortex, anterior cingulate cortex, the precuneus, and medial prefrontal cortex. This network has been shown to consistently decrease in blood oxygenation during a wide range of cognitive tasks , and may reflect temporary inhibition of a default high level of activity in these regions . Activity in these regions was relatively insensitive to changes in task or in the speed of response. None of the regions had a reliable main effect of task or task-by-timepoint interaction. The three parietal regions showed reliable response time-by-timepoint interactions [F(12,180) Ͼϭ 2.91, corrected P Ͻϭ 0.04], but these were small compared to the regions that increased in activity during task performance (see Table 1) .
As noted previously, 32 of the 36 activated regions were modulated by response time, as indicated by an interaction between response time and timepoint. All Table 1 . This region had a reliable main effect of response time and reliable interaction between response time and timepoint in the regionwise ANOVA (see fMRI Data). An axial slice through the center of the region is shown in a. (b) Graphs the average timecourse of the region for fast, medium, and slow trials for each task. In both tasks, greater activity was observed for slower trials.
four of the regions that did not have a reliable response time by timepoint interaction were areas whose activity decreased during task performance. Further, the three remaining regions in which decreases were observed showed a small relationship to response time (see Table 1 ). In other words, every region whose activity increased when performing the task also showed modulation by response time, and every region whose activity decreased when performing the task showed weak or no modulation by response time.
There were no regions that showed a reliable threeway interaction between task, response time, and timepoint.
DISCUSSION
The current results confirm that mental spatial transformations are demanding cognitive operations. The present results show evidence of widespread BOLD activity during performance of these tasks, consistent with previous neuroimaging results. The tasks Note. Peaks were identified based on the main effect of timepoint in a voxelwise ANOVA, as described in the text. For each peak, the results of the regionwise ANOVA are summarized in the third and fourth columns. Modulation by response time is indicated in column 3 (response time by timepoint interaction) and modulation by task is indicated in column 4 (task by timepoint interaction). All P values are corrected for multiple comparisons with a Bonferroni correction.
a The main effect of response time was also statistically reliable (P Ͻ 0.05). * P Ͻ 0.05. ** P Ͻ 0.01. *** P Ͻ 0.001. used in the current study require encoding a visual stimulus, which has been found to lead to hemodynamic changes in primary visual cortex (Kwong et al., 1992) as well as extrastriate occipital and temporal areas (De Yoe et al., 1994) . Planning and executing a motor response on each trial would be expected to draw on primary motor cortex and motor planning areas (Rao et al., 1993) . The tasks also require adaptively controlling attention and formulating a decision, processes known to depend on prefrontal cortex (Casey et al., 2000) . Performing two spatial reasoning tasks led to robust activation in all these areas. The statistical methods used here permitted identification of these areas without a priori assumptions about the shape of the hemodynamic response in any of the regions involved.
Effects of Task
In a small subset of activated regions, all in right posterior cortex, the change in fMRI signal was greater for the same-different task than for the left-right task. Because response time was explicitly modeled in these analyses, this difference can not be attributed to a confound with response time. These areas, then, are differentially involved in performing the same-different task. Regions showing task effects included right parietal, occipital, and temporal cortex. The differential activity of these regions during performance of an object based transformation is consistent with previous imaging results ( Barnes et al., 2000; Cohen et al., 1996; Kosslyn et al., 1998; Richter et al., 2000 Richter et al., , 1997 Tagaris et al., 1997; Vingerhoets et al., 2001) . The right lateralization of that activity is consistent with one recent study of mental rotation of alphanumeric characters (Harris et al., 2000) , but inconsistent with another study using a similar method (Alivisatos and Petrides, 1997) .
The finding that right hemisphere areas are more active for object-based transformations than egocentric perspective transformations is consistent with that of a recent study that manipulated the stimuli, rather than the task, to investigate spatial transformations. Kosslyn et al. (1998) asked participants to make samedifferent judgments about the original Shepard and Metzler (1971) cube figures and about pictures of hands, both during PET scanning. They observed greater right hemisphere activity for the cube stimuli than for the hands. One possibility is that the hands, being human body parts, led to relatively more use of egocentric perspective transformation strategies. However, this interpretation should taken as speculative, because the use of hands as stimuli probably also elicited substantial imagined limb movements (Parsons, 1987; Parsons et al., 1995) . In terms of the multiple systems framework, imagined limb movements constitute a third class of spatial transformation, and so these results are at least as likely to reflect the contribution of that system as the hypothesized egocentric perspective system. (In fact the relationship between movement-related processing and mental rotation was the object of the Kosslyn et al. study.) The finding that activity in the medial superior cerebellum was modulated by task is something of a surprise. However, few previous studies have imaged the cerebellum during mental transformation tasks. This area has been found to show hemodynamic responses to a wide range of demanding cognitive tasks (Shulman, , suggesting a nonspecific role. However, it has also been implicated in recent functional imaging studies of biological motion perception (Grossman et al., 2000) and the item-specific component of a skill learning task (Poldrack and Gabrieli, 2001) . One speculation that is consistent with both of these results is that the activity may be due to the processing of imagined object movement in an objectbased transformation.
Although the visual stimulus presented in the two tasks was equated by using two figures for both the same-different and left-right tasks, this does not guarantee that demands on attention were also equated. The fact that one can perform the left-right task while attending to only one of the figures, whereas performing the same-different task requires comparing the two figures, leads to the prediction that the same-different task would place greater demands on spatial attention. This would lead one to predict that areas known to be involved in planning eye movements and shifts of spatial attention, such as the frontal eye fields and supplementary eye fields, would be more active in the same-different task. Overall, we did observe robust activity in the lateral precentral sulcus and medial frontal gyrus, regions associated with human FEF and SEF, respectively (Corbetta et al., 1998) . However, we observed no task differences in these regions, suggesting that differences in spatial attention demands were not dramatic.
Response Time and Neural Duty Cycle
A majority of activated regions showed greater changes in MRI signal for trials on which latencies were longer. Such a pattern is evidence for a duty cycle effect, in which greater MRI signal during a task may be attributable to the participant's having spent a greater proportion of each trial performing the task (and a smaller proportion resting between trials). In task comparisons based on block designs, duty cycle effects are often a potential confound, because in a block design areas that are equally active during performance of two tasks may appear to be more involved in the task that is performed more slowly. In the current case, effects of response time were directly modeled and are of interest: Greater signal changes in an area for slow trials compared to fast trials indicates the region in question is in some way related to the mental transformation. It does not follow, however, that such a region is responsible for actually implementing the image transformation rather than preparing a response or representing the visual image, because these input and output processes may be prolonged on trials with longer responses.
The minority of regions whose activity was not modulated by response time were regions in which activity decreased while performing the task, possibly reflecting transitory inhibition of processes associated with the brain's "default state" Raichle et al., 2001) . If ongoing monitoring processes are actively inhibited during the performance of a cognitive task, this pattern would be expected. Areas that are active during task performance can show great sensitivity to duty cycle: The longer the task, the more neural activity and the greater the BOLD response. However, active inhibition of ongoing processing is likely to be a coarser grained effect, corresponding to a signal to temporarily suspend activity in response to the onset of a stimulus.
The fact that many regions involved in performance of these tasks show effects of response time is an interesting and somewhat counterintuitive finding. It seems clear that a region involved in the actual computation of an analog transformation should show greater activity on trials for which the transformation takes longer. But primary visual cortex? (Recall that the stimuli remained on the screen for a fixed interval, independent of response time, and participants were instructed to fixate the center of the screen continuously.) Effects of response time in primary sensory areas could arise from increased attention to the stimulus on longer trials, a supposition that is consistent with the finding that participants visually scan stimuli throughout mental rotation studies (Just and Carpenter, 1985) . Several laboratories have now reported attentional modulation of BOLD signals in primary visual cortex (e.g., Gandhi et al., 1999; Huk and Heeger, 2000; Somers et al., 1999) . Effects of response time in primary motor cortex could reflect the downstream consequences of motor conflict, given that people appear to prepare multiple motor responses in tasks that generate response conflict (DeSoto et al., 2001) . In fu- Table 1 , indicated with yellow arrows) for fast, medium, and slow trials for each task. ture research, the effects of attention duration on activity in early visual areas can be explored by limiting stimulus presentation duration. Effects of attention duration, and of motor conflict, could be characterized by developing catch trial designs in which no spatial judgment is performed on some proportion of trials .
Implications for the Multiple Systems Framework
The data provide partial support for the view that multiple systems subserve different mental spatial transformations. The model described in the Introduction assumed that there are different brain areas responsible for different classes of spatial image updating. One area or set of areas was hypothesized to perform object-based spatial image updating, whereas a different area or set of areas was hypothesized to perform egocentric perspective transformations of the mental image. That is, the model predicts the presence of double dissociations between object-based transformations and egocentric perspective transformations. As predicted, there were regions that showed differential activity in the two tasks. Also as predicted, regions that were more active for the same-different task were all in right posterior cortex. However, no areas were observed that were more active in the left-right task than the same-different task. In short, whereas the model predicts the presence of double dissociations, only a single dissociation was observed.
One possibility is that the failure to observe regions with greater fMRI signal changes during the left-right task simply reflects a type II error. As conducted here, the left-right task was performed overall faster than the same-different task. This may make areas that are preferentially engaged by the left-right task more difficult to detect. (Note that this is an issue of statistical power, rather than of confounding, which could lead to type I errors.) One way to test this possibility is to design tasks to elicit egocentric perspective transformations that can be behaviorally validated and which are as difficult or more difficult than a comparable task dependent on object-based spatial transformations.
Another possibility is that the proposed model requires revision. The current data are also consistent with a hierarchical version of the model, in which one set of areas is required for egocentric perspective trans- Table 1 , indicated with a yellow arrow) for fast, medium, and slow trials for each task.
formations, and additional processing is required to perform object-based transformations. That is, the computations used to perform an object-based transformation may include the computations used to perform an egocentric perspective transformation as a strict subset.
At this point we favor the original model based on the sum of the available evidence. As discussed in the Introduction, the neuropsychological literature provides indirect evidence for the predicted pattern of dissociation. Moreover, the hierarchical model has a hard time accounting for the fact some spatial judgments are made more easily following an egocentric perspective transformation than following an objectbased transformation (Huttenlocher and Presson, 1973; Presson, 1982; Wraga et al., 2000) . According to that model, there should be questions that are difficult to answer after egocentric transformations, because the required information hasn't been computed, but if the object-based transformation contains the egocentric perspective transformation as a subcomponent there should be no questions that are easier to answer after an egocentric perspective transformation. A second behavioral observation also poses difficulty for the hierarchical model: we have found that performance on the same-different task declined when participants were given instructions to perform it by carrying out an egocentric perspective transformation (Zacks and Tversky, 2000) . (Conversely, performance in the leftright task declined when participants were asked to perform it by carrying out an object-based transformation.) If the object-based transformation includes the egocentric perspective transformation as a subcomponent, then asking participants to imagine an egocentric perspective transformation as part of performing the task should be consistent with what they do naturally and so shouldn't affect performance. In sum, we believe the available data currently favor the double-dissociation model, but the current observations suggest that the hierarchical model is also a viable possibility.
The present data contribute to an emerging picture of how components of spatial reasoning can be implemented by isolable neural subsystems. The multiple systems framework provides a means of framing this picture, of formulating models of the relationship between classes of spatial transformations, patterns of behavioral performance, and neurophysiology.
