Abstract. Ground staff agents of airlines operate many jobs at airports such as passengers check-in, planes cleaning, etc. Shift planning aims at building the sequences of jobs operated by ground staff agents, and have been widely studied given its impact on operating costs. As these jobs are closely related to flights arrivals and departures, flights delays disrupt ground staff schedules, which leads to high additional costs. Our goal is to provide a solution for shift planning at Air France that takes into account these additional costs. We therefore introduce a stochastic version of the shift planning problem that takes into accounts the cost of disruptions due to delay, and a column generation approach to solve it. The key element of our column generation is the algorithm for the pricing subproblem, which we model as a stochastic resource constrained shortest path problem. Numerical results on Air France industrial instances prove the relevance of the shift planning problem and the efficiency of the solution method. The column generation can solve to optimality instances with up to two hundred and fifty jobs. Moving from the deterministic problem to the stochastic one including delay costs enables to reduce the total operating costs by 3% to 5% on our instances.
1. Introduction 1.1. Context. Operations research has played an important role in airline management for more that fifty years [2] . Applications span a large spectrum of airlines activities, from revenue management to crew operations, air traffic management, etc. In this paper, we focus on ground staff shift planning, which consists in building the schedules of ground staff agents.
During the last decades, the rise of global air traffic has been followed by an increase in flights delays. More than 20% of European flights are delayed by more than fifteen minutes in 2005 [22] . Disruption of passenger connections, crews, and ground operations is a major source of cost for airlines [6] . More specifically, disruptions of ground operations have two negative consequences. First, ground operations contribute to delay propagation: as a flight cannot take-off if mandatory jobs have not been performed by ground staff, a ground staff agent that is delayed on a given job propagates this delay to the flights corresponding to its next jobs. And second, avoiding this propagation of delay requires additional staff to perform ground operations. Building ground staffs schedules that are resilient with respect to delay is therefore growing challenge for airlines.
This paper is the result of a project initiated by Air France, the main French airline, to build such schedules.
Literature review.
Many different kinds of jobs, also called tasks in the literature, are operated by airline ground staff agents in airports. Herbers [12, Chapter 1] describes these jobs and the contribution of operations research to their optimization. If there is a large variety of jobs, from runway operations to plane cleaning, the same kind of optimization approaches can be applied to the different kind of jobs. However, ad-hoc approaches are sometimes developed to deal with specific jobs such as check-in counters [24] and cargo facilities [21, [29] [30] [31] . Ground staff planning in airports is generally done in three stages. Task generation takes in input the set of flights operated and generates the set of jobs that must be operated by ground staff agents. Shift planning then builds the sequences of jobs or shifts that will be operated by agents on a given day. At this stage, shifts are not assigned to a specific agent but respect several working rules on working time and breaks. Finally, rostering combines these shifts into rosters spanning an horizon of several days and assign them to agents. These stages tend to be integrated in recent contributions [4, 21] . If airplane and crew scheduling lead to problems specific to airlines [2] , the ground staff scheduling problems mentioned are more classical and well identified in the general literature on workforce scheduling. Ernst et al. [11] and Van den Bergh et al. [25] provide detailed reviews of this literature. As delay propagates along shifts operated on a given day, resilience of ground staff operations with respect to delay must be enforced during shift planning.
Shifts can be partitioned into different shift types, which are identified by a starting time, an ending time, and different breaks. Two kinds of approaches are used for shift planning. In demand-level shift planning, jobs are affected to shift types, but the shifts, i.e. the sequences of jobs operated for each shift type are not built. This problem is known as the shift scheduling problem [7] in the general workforce literature [11] . On the contrary, task-level shift planning builds the shifts. This problem integrates shift scheduling and interval scheduling [15] problems of the general workforce literature [11] . Task-level is more precise that demandlevel shift planning, but it also leads to more involved optimization problems. As the cost of a shift generally depends only on its type, demand-level shift planning is the most frequently used in the general workforce literature and for ground staff scheduling [5, 13, 23] . Jobs are then assigned shortly before operations [8] . However, task-level shift planning has also been proposed for ground staff scheduling [24] . As delay propagates along shifts, demand-level shift planning cannot deal with delay propagation, and we use a task-level shift planning approach.
Mathematical programming, heuristics, and constraint programming are the main solution methods used in workforce optimization [25] , the two first ones being the most frequent. For ground staff scheduling, approaches rely on mixed-integer programming [13, 21, 23, 24, [29] [30] [31] , matheuristics based on column generation and local search [5] , and tabu search [4] . Decomposition methods and column generation approaches such as the one we use are frequent in the general workforce literature [25] but not in ground staff scheduling.
Uncertainty models on demand volume, demand arrival time, and manpower availability have been proposed in personnel scheduling problems [25] . Uncertainty in demand has been considered in cargo ground staff scheduling [30, 31] , and resilience with respect to delay of airplane and crew schedules [1, 9, 10, 16, 26, 28, 32] , using stochastic and robust optimization approaches. [27] has proposed a model for delay propagation taken into account ground staff shifts. But to the best of our knowledge, no ground staff shift planning approach taking into account delay propagation has been proposed.
1.3.
Contribution. The first contribution of this paper is a stochastic ground staff shift planning problem that can deal with Air France specific context. The framework is flexible enough to deal with the different kind of jobs operated by ground agents of the company. The way delay is propagated along shifts, the online management of delay, and the resulting costs for the airline have been modeled with care. We notably introduce a modeling hypothesis on delay propagation that fits the way the airline handles delay and simplifies optimization. Scenario based distributions are considered in solution methods.
Second, we provide compact integer formulation for the deterministic task-level shift planning and generalize it to the stochastic task-level shift planning. If similar formulations of the deterministic problem have been considered in the literature, our formulation is tailored for Air France specific problem, and off-the-shelf solvers are able to solve to optimality instances with hundreds of jobs in a few seconds. The stochastic version can solve heuristically instances with a few dozens of jobs, and highlights the difficulty of the stochastic shift scheduling problem.
Our main contribution is a column generation approach to the stochastic shift planning problem that can solve to optimality instances with up to 210 jobs and 200 scenarios in a few minutes, and instances with up to 250 jobs and 200 scenarios in at most a few hours on a standard computer. To the best of our knowledge, this is the first practically efficient algorithm for shift planning with delay propagation. The pricing subproblem of the column generation build interesting shifts, and the master problem selects the shifts that will be operated. As delay propagates along shifts, stochasticity is handled in the pricing subproblem. The performance of our approach lies in the efficiency of the pricing subproblem algorithm. We solve this pricing subproblem using a framework for resource constrained shortest path recently introduced by the second author [20] . We emphasize the the framework does not explain how to model a concrete problem in practice. Indeed, to successfully apply the framework, we had to introduce a non-trivial algebraic structure to model delay propagation. This algebraic structure provides insights on delay propagation and is a contribution on its own. Furthermore, the framework had never been applied to a concrete stochastic industrial problem, and our work demonstrates the relevance of such an approach.
Finally, we demonstrate the practical relevance of a stochastic approach including the cost of delay: moving from the deterministic problem to the stochastic one enables to reduce the total operating costs by 3% to 5% on our instances.
1.4.
Organization of the paper. The deterministic and stochastic shift planning problems are introduced in Section 2. Section 3 provides the compact integer formulation as well as numerical experiments on industrial instances. The column generation approach and numerical experiments showing its performance on industrial instances are detailed in Section 4. These experiments show the relevance of stochastic shift planning. The algorithm solving the pricing subproblem of the column generation is presented in Section 5. All proofs are postponed to the appendix.
Problem statement
We now introduce our ground staff shift planning problem.
2.1. Jobs, shifts, and lunch breaks. Ground staff shift planning consists in assigning a given set of jobs to teams of skilled agents. This set of jobs may be composed of various jobs, such as ensuring baggage check-in, helping to print baggage tag at the interactive kiosk, or being in charge of the boarding. Each team starts at a given time, operates jobs, possibly making a scheduled lunch break in-between two jobs, and finishes at a given time. This sequence of activities is called a shift. Roughly speaking, the ground staff shift planning consists in building the shifts, that is, the sequences of jobs operated by the staff teams, in order to operate the jobs at minimum cost.
More formally, we denote by H b the finite set of times at which staff members can start working, and by H e the finite set of time at which they can stop working. Let J be the set of jobs to be scheduled, and B be the set of possible lunch breaks. An activity j is either a job in J or a break in B. are constants in Z + . More formally, a shift sh is feasible if it satisfies the following rules.
( Figure 1 illustrates two shifts, one of them containing a lunch break. Yellow rectangles illustrate the shifts time intervals, black lines the jobs time intervals, and blue lines the lunch breaks. . When a flight is delayed, the delay is propagated to the jobs associated with the flight. Depending on the type of the job, delay may influence the beginning time, the ending time (e.g. ensuring check-in), or both (e.g. cleaning plane), causing potential issues in the schedule of the agent realizing them as some job successions may not be possible anymore. At Air France, in that situation, back-up agents are sent by the operations' manager to realize all the jobs that the initial agent cannot realize. A job is said to be rescheduled if it is operated by a back-up agent. As rescheduling a job is costly, the airline wants to minimize the number of rescheduled jobs. A job is rescheduled if (i) the agent who is supposed to operate it is still doing a previous job when the job starts, if (ii) operating it would prevent the agent from taking a lunch break, or if (iii) the job is very late. The rationale behind this third condition is the following: we want to avoid rescheduling due to small delays, but not rescheduling due to large delays. Indeed, large delay are rare in practice, and it makes sense to reschedule very late jobs, as we would otherwise obtain shifts with unnecessary long slacks between jobs. Based on (iii), we make the following simplifying assumption.
Hypothesis 1. Delay propagates only to the next job under condition (i) and (ii).
In other words, a job in a shift sh can be rescheduled due to the job right before in sh, but not due to the previous ones. Let ξ b j and ξ e j be the realized beginning and ending time of a job j. Both ξ b j and ξ e j are random variables from the set of scenarios Ω to Z + . Let ζ j be a binary random variable indicating if job j is very late. Job j i in a shift sh is operated by a back-up agent if one of the following conditions is satisfied.
(i) job j i−1 is operated before j i and not by a back-up agent, and ξ
i−2 and lunch break j i−1 are operated before j i in sh, and ξ Figure 2 illustrates how these conditions work under several delay scenarios. Under scenario ω 1 , job j 2 is operated by a back-up agent due to condition (iii), while under scenario ω 2 , a back-up agent is needed for j 3 due to (i). Under scenario ω 3 , job j 2 and j 3 still cannot be operated by the same agent. But as j 2 is operated by a back-up agent, j 3 can be operated by the initial agent. Remark 1. Our approach applies to different kinds of ground staff jobs. The definition of a very late job, that is, of ζ j , depends on the kind of job j that is operated. The duration of some jobs such as cleaning the plane is deterministic while the duration of others such as boarding passengers is random. Some operations realized on the planes cannot be interrupted for security reasons, while some other jobs such as being at the checking-board can be operated by several successive teams of agents. For clarity, we consider here variables ζ j as an input. We denote by SH the set of well scheduled shifts. The following proposition shows that we can restrict ourselves to well-scheduled shifts, and is proved in appendix.
Proposition 1.
Given an arbitrary feasible shift sh, there exists a well-scheduled shift sh ′ containing the same jobs and such that c sh ′ ≤ c sh . 2.5. Problem statement. The stochastic ground staff shift planning problem (PB) consists in finding a set S of well-scheduled shifts of minimum cost and such that each job in J is operated by at least one shift in S (PB) min sh∈S c sh : S ⊆ SH and there is sh ∈ S such that j ∈ sh for each j ∈ J .
Compact Mixed Integer Linear Program
3.1. Shift digraph. We first explain how well-scheduled shifts can be modeled as paths in an acyclic directed graph. This will make the description of the integer program a straightforward job. Let {bl, al} be a set of two elements, bl and al respectively stand for before lunch and after lunch. Let
 be respectively the set of jobs that can be operated before or after the lunch break in a shift starting at h b . The set of vertices is
where o and d are respectively an origin and a destination vertex. The set of arcs A contains the following ordered pairs of V × V .
•
in H e and j in J satisfying t
and el ∈ {bl, al} , and for each arc a in A, let
otherwise.
There is a bijection between well-scheduled shifts and o-d paths in D, which associates to a well-scheduled shift sh an o-d path P such that a job j is in sh if and only if P intersects V j .
The proof of Proposition 2 is given in appendix. We explain here the semantic of our digraph on the example illustrated on Figure 4 . Consider the o-d path P in red on Figure 4 . According to Proposition 2, there is a unique well-scheduled shift sh = t b sh , j 1 , j 2 , . . . , j k , t e sh that corresponds to P . We are now going to describe it. For each beginning time Figure 4 . Example of modeling with four feasible time intervals jobs in sh. If (j, h b , bl) is in P , it indicates that job j is operated before the lunch break in sh, and if (j, h b , al) is in P , that j is operated after the lunch break in sh. On Figure 4 , the vertices in the yellow rectangles correspond to jobs operated before the lunch break, and the orange rectangles to those operated after lunch break. On our red path P , three jobs are operated, j 2 , j 3 , and j 4 , and a lunch break is taken between j 2 and j 3 . The penultimate vertex of an o-d path P is a vertex h e ∈ H e . It indicates that the ending time t e sh is equal to h e . For instance, on our red path, t e sh = h e 2 . The proof of Proposition 2 shows that, given an o-d path P , the shift sh constructed using the method described satisfies rules (1) and (2). s.t.
The binary variable x a indicates if arc a is in the solution. Constraint (2c) is a flow constraint, and together with the integrality of the x a , it ensures that the solution of (2) Table 1 describes eight of these instances, whose identifying number is provided in the first column. The first column gives instances name, and the second column the number of jobs in the instance. The third column gives the number of intervals [t b , t e ] with t b ∈ H b , t e ∈ H e , t b < t e , and t e − t b < τ max . For instances 1 to 4, demand-level shift planning has been done as a preprocessing. All the shifts sh are on a fixed time interval [t b sh , t e sh ] of six hours, and do not contain lunch breaks. We introduce them for testing purpose: the only difficulty in these instances comes from delay costs -without these stochastic costs, they can be solved in polynomial time using a flow approach. On the contrary, the last four instances deal with jobs distributed over the whole day, from 00:29 am to 11h59 pm. For these instances, the starting time h b , the ending time h e , and the breaks of the shifts must be chosen. Finally, the last column gives the maximal number of jobs in a well-scheduled shift.
3.3.3. Compact MILP approach results. Table 2 provides the computing time required to solve MILP (2) associated to each instance with respectively 100 scenarios and 200 scenarios. Due to a time limit of 3600s, the optimality gap reached in the time allocated is also presented for each problem. In columns "Optimality gap", opt means that the instance has been solved to optimality, and symbol " − " means that problem is not solvable due to memory issues, or that no solution has been found in 3600s. The second and third column provide results for the deterministic version of the problem. By deterministic we refer to the classical jobs assignment problem, without taking into account any delays nor back-up agents, and use MILP (2) without variables y v,ω and constraint (2d). The fourth and fifth columns, and sixth and seventh columns provide results for the stochastic ground staff shift planning problem as presented in (PB), with respectively 100 scenarios and 200 scenarios. Deterministic instances are solved to optimality in a few seconds. Even for instances with a small number of jobs, MILP (2) is hardly tractable by Gurobi, and the difficulty greatly increases with both the number of jobs and the number of scenarios. In comparison, the deterministic problem is easily solvable by a compact MILP approach. These results confirm that taking into account delays, as stated in (PB), makes the problem very hard to solve and legitimate the column generation approach. Table 2 . Running time needed to solve the different integer programs and optimality gap reached 4. Column generation approach . MILP (2) has a poor relaxation that impedes its resolution. In order to deal with larger instances, we now introduce a set-partitioning formulation of the stochastic ground staff shift planning problem. Consider the following master problem.
Deterministic problem
Binary variable y sh indicates if a shift sh ∈ SH belongs to the solution. The notation sh ∋ j means that the job j is realized during the sequence of sh, thus the constraint (3b) ensures that all jobs in J are covered. Master problem (3) is therefore immediately equivalent to our problem (PB). Remark that we can replace (3c) by y sh ∈ Z + as for each shift sh, c sh ≥ 0, and we can replace = by ≥ in (3b) because removing a job j from a well-scheduled shift sh gives a well-scheduled shift sh ′ such that c sh ′ ≤ c sh , The advantage of (3) over the compact formulation (2) comes from its stronger relaxation. Indeed consider the Dantzig-Wolfe reformulation of (2) obtained by replacing the polyhedron defined by (2c) and (2d) by the convex hull of its integer points. As the vertices of the polyhedron defined by (2c) correspond to the o-d paths in D, Proposition 2 ensures that this Dantzig-Wolfe reformulation is our master problem (3). The number of shifts SH being exponentially large, (3) cannot be given directly to a solver and must be solved by column generation.
4.1.
Column generation algorithm for the linear relaxation. Our algorithm to solve (3) requires a subroutine to solve the linear relaxation of (3). We solve this linear relaxation using Algorithm 1, which is a standard column generation algorithm. In Algorithm 1, we denote by λ j the dual variable associated to constraint 3b for job J. A set of feasible shifts SH ′ ⊂ SH covering all the jobs in J is easily obtained by taking a one job shift for each job in J. Section 5 provides our algorithm to solve the pricing subproblem of Step 5.
Column generation theory ensures that Algorithm 1 converges after a finite number of iterations, the value of c low returned by the algorithm is the value of an optimal solution of the linear relaxation of (3), and λ j is the dual value associated to y j in a basic optimal solution of the relaxation. Indeed, simplex algorithm theory ensures that an optimality criterion of a solution of the linear relaxation of (3) is the non-negativity of the corresponding reduced costs
Algorithm 1 considers a master problem (3) restricted to a set of shifts SH ′ of tractable size, and dynamically adds shifts to SH ′ until the optimality criterion (4) is matched. Additional details on column generation can be found in [17] . . The only originality of Algorithm 1 lies in the use of the constant ∆. In the usual column generation, the pricing subproblem seeks a column sh of minimum reduced costc sh = c sh − j∈sh λ j . Solving the pricing subproblem is generally the time consuming part of a column Algorithm 1 Column Generation algorithm 1: input: a set of jobs J, a set of feasible shifts SH ′ ⊂ SH covering all the jobs in J, a negative real number ∆; 2: repeat 3: solve (3) restricted to shifts in SH ′ with any standard LP solver;
4:
denote c low its optimal value, and λ j the dual value associated to (3b);
5:
find a shift sh ∈ SH whose reduced costc sh = c sh − j∈sh λ j is either less than M or minimal; 6: (pricing subproblem) 7: ifc sh > ∆ then 
generation. It is well known that adding an arbitrary shift of negative reduced cost instead of a shift of minimal reduced cost is sufficient to ensure convergence to an optimal solution, and leads to an easier pricing subproblem. However, adding such an arbitrary shift instead of the minimal one strongly increases the number of iterations on our problem. The use of the constant ∆ enables to turn the pricing subproblem into "find a column of nearly minimal reduced cost", and have the advantages of both previous options: it leads to an easier pricing subproblem without increasing to much the number of iterations of the column generation.
4.2.
Exact column generation scheme. We can now state Algorithm 2, our exact solution algorithm for problem (3) . Lemma 4 below ensures that the value returned is the Algorithm 2 Exact solution algorithm for (3)
1: Input: a set of jobs J, a set of feasible shifts SH ′′ ⊂ SH covering all the jobs in J; 2: solve the linear relaxation of (3) optimal value of (3). Indeed, at Step 7, c upp is the value of a solution of (3) and hence an upper bound on its optimal solution, and the previous section ensures that c low and (c sh ) sh∈SH are respectively the value and reduced costs of an optimal solution of the linear relaxation of (3).
Lemma 4.
[18, Proposition 2.1, p. 389] Consider an integer program in standard form with variables (x i ) for which the linear relaxation admits a finite optimal valuev. Suppose given an upper bound UB on the optimal value of the integer program. Then for every i such that c i > UB −v, the variable x i is equal to 0 in all optimal solutions of the integer program wherec i denotes the reduced cost of the variable z i when the linear relaxation has been solved to optimality.
Again, a set of feasible shifts SH ′′ ⊂ SH covering all the jobs in J is easily obtained by taking a one job shift for each job in J. A potential limit of Algorithm 2 is that the number of pairing generated at Step 7 might be intractably large. In that case, Algorithm 2 should be replaced by a branch and price. However, in all our numerical experiments, c upp − c low happens to be very small, the number of pairing generated at Step 7 remains tractable, and Algorithm 2 enables to solve the problem to optimality.
Numerical results.
. We run the experiments under the settings of Section 3.3.1 and consider the instances introduced in Section 3.3.2 with the same scenarios. . Table 3 and Table 4 present the performances of Algorithm 2 on our instances of the stochastic ground staff shift planning problem (PB), with respectively 100 scenarios and 200 scenarios. In both tables, the first column gives the name of the instance solved by Algorithm 2. All instances are solved to optimality. The second column gives the number of steps in the column generation Algorithm 1. The third, fourth and fifth columns provide respectively the percentage of time spent in the pricing subproblem, in the column generation, and in retrieving the integer solution, i.e., in the steps 3 to 9 of Algorithm 2. The sixth column indicates the total time needed to solve problem (3) using Algorithm 2. Finally, the last column presents the percentage by which the cost of the solution returned by Algorithm 2 is smaller than the cost of the solution obtained using the deterministic approach that does not take into account delay -the optimal solution of the deterministic problem is obtained using the MIP of Section 3. Table 4 . Performances of Algorithm 2 to solve master problem (3) with 200 scenarios to optimality not take into account delay. Indeed, this enables to reduce the total operating cost by 3% to 5%. This improvement seems to increase with the number of jobs, probably due to additional flexibility in the design job sequences.
The column generation approach enables to solve to optimality instances with up to 250 scenarios in a few minutes, and instances with up to 300 scenarios in a few hours. The number of scenarios does not impact too much the computing time. The critical element in the performance is the pricing subproblem: most of the computing time is spent solving instances of the pricing subproblem. And the factor that limits the size of the instance we can solve is the pricing subproblem algorithm -Algorithm 3 introduced in the next section. Indeed, on larger instances, the list L of candidate paths used by Algorithm 3 becomes too large and saturates the memory of our computer.
Finally, Tables 5 and 6 provide results explaining why we can use Algorithm 2 instead of a branch-and-price, for instances with respectively 100 and 200 scenarios. In both tables, the first column indicates the instance solved. The column "final integrality gap" provides the gap (c r − c low )/c low between the optimal integer value c r of (3) and the value c low of its linear relaxation computed at Step 2 of Algorithm 2. The column "intermediate integrality gap" provides the gap (c upp − c low )/c low between the linear relaxation c low of (3) and the value c upp of the integer solution computed at Step 8 of Algorithm 2. The fourth column gives the number of variables satisfying the condition of step 7 of Algorithm 2, thus including both the ones generated through the column generation in Algorithm 1 and the ones generated through step 7 in Algorithm 2. We underline that the integrality gap at the end of the column generation, (c upp − c low )/c low , is very small. This explains the practical efficiency of Algorithm 2. Indeed, for 10 instances out of 16, there is no integrality gap, and Algorithm 2 stops at Step 5. On the other instances, the integrality gap is non-greater than 0.04% and at most 18345 columns are generated at Step 7. Furthermore, in these cases, the optimal integer solution is found at step 3 of Algorithm 2, and the next steps only prove its optimality. Table 6 . Numerical results on master problem (3) with 200 scenarios. All instances are solved to optimality.
Pricing subproblem
. We now introduce a solution scheme for the pricing problem 5.1. Framework and algorithm . We follow Parmentier and Meunier [19] in their presentation of the Monoid Resource Constrained Shortest Path Problem framework [20] .
A partially ordered set (M, ) is a lattice if any pair (q, q ′ ) of elements of M admits a greatest lower bound or meet denoted by q ∧ q ′ , and a least upper bound or join denoted by q ∨ q ′ .
is a lattice, and is compatible with ⊕. We call q a the resource of the arc a. The sum a∈P q a is the resource of a path P , and we denote it by q P . The real number c (q P ) is its cost, and the path P is feasible if ρ (q P ) is equal to 0. We therefore call c and ρ the cost and the infeasibility functions.
Enumeration algorithm.
We now describe an enumeration algorithm for the Monoid Resource Constrained Shortest Path Problem. The algorithm takes in input a collection (B v ) v∈V of sets B v of lower bounds b in M such that, for each v-d path Q, there exists a bound b in B v satisfying b ≤ q Q . We explain later how such bounds are computed. We define key(P ) as (6) key
where v is the last vertex of P , and the minimum is equal to +∞ if the set is empty. The empty path at a vertex v is the path with no arcs starting and ending at vertex v. Its resource is the neutral element of the monoid. We denote by P + a the path composed of a path P followed by an arc a. Extract from L a path P of minimum key(P ) in L; 6: v ← last vertex of P ; 7: if v = D, ρ(q P ) = 0, and c(q P ) < c for all a ∈ δ + (v) such that key(P + a) < c
L ← L ∪ {P + a} This algorithm differs from the resource constrained shortest path algorithms in the literature [14] by the fact that it relies on bounds to discard paths, while the standard algorithms rely on dominance. On stochastic resource constrained shortest path problems, dominance between paths is rare and does not enable to discard paths efficiently [20] . Algorithm 3 is in fact a generalization to resource constrained shortest path problem of the A * algorithm [3] . One advantage of the Monoid Resource Constrained Shortest Path Problem framework [20] is that it gives an algorithm which, given an instance of the Monoid Resource Constrained Shortest Path Problem and an integer κ, computes sets of bounds B v of size κ that can be used by Algorithm 3. In our numerical experiments, we use this algorithm with κ = 100, following the advices of Parmentier and Meunier [19, Find an o-d path P satisfying c(q P ) ≤ ∆ or an o-d path Q of minimum c(q Q ). Algorithm 3 is easily adapted to this variant. Indeed, it suffices to stop the algorithm and return the path P at Step 8 if c(q P ) ≤ ∆.
Step 7 of Algorithm 2 requires to solve the following variant Generate all the o-d paths P satisfying c(q P ) ≤ c upp − c low .
Again, we can easily adapt Algorithm 3. It suffices to maintain a set S of solutions (initially empty), to replace c U B
od by c upp − c low in Steps 7 and 10, to replace Step 8 by S ← S ∪ {P }, and to return S. The set S returned contains all the o-d paths P satisfying ρ(q P ) = 0 and c(q P ) ≤ c upp − c low .
5.2.
Modeling the pricing sub-problem. We now explain how to model our pricing sub-problem (5) as a Monoid Resource Constrained Shortest Path Problem.
Digraph.
We use the digraph D defined in Section 3. As Proposition 2 ensures that there is a bijection between o-d paths in D and well scheduled shifts, we only need to define a lattice ordered monoid to take into account shifts costs.
5.2.2.
A lattice ordered monoid modeling job successions. We now introduce a monoid that enables to count the number of rescheduled jobs in the shift corresponding to an o-d path.
Consider an o-d path P composed of an o-v path Q followed by a v-d path R. Then the jobs in R that will be rescheduled in the shift of P depends on Q. Indeed, consider the red path P on Figure 4 , that we partition into Q composed of o, (j 2 , h . Then within the shift encoded by the red path, j 3 is rescheduled. But within the shift encoded by the path P ′ obtained by replacing Q by o, (j 3 , h b 2 , al), job j 3 is not rescheduled. Hence, the resource of the v-d path R must contain enough information to identify the number of jobs of R that will be rescheduled in any o-d path ending by R. But remark that, given a subpath R of an o-d path P , knowing if the first job of R is rescheduled in the shift sh of P , rules (i) to (iii) enable to identify which jobs of R are rescheduled in sh. Figure 5 illustrates jobs corresponding to such subpaths. Hence, in all the o-d paths containing R, there are only two possible options on the jobs of R that will be rescheduled: the jobs rescheduled when the first job is rescheduled, and the jobs rescheduled when it is not. We now build our monoid based on this observation.
Let Begin, DoFirst, and DoNotFirst be respectively identified with Z + , Z we use to model the number of jobs realized by back-up agents is of the form M s = {e, ∞} ∪ S where S is the following subset of Begin × DoFirst × DoNotFirst
The semantic of our monoid is as follows. Each path P in D is decorated by a vector of resources in M s , one for each scenario ω. Element e is the neutral element and decorates paths P containing no arcs. Element ∞ is the supremum. Suppose now that a path P is decorated with
  for ω, and let sh be the corresponding partial shift. Then
at which the first job j of sh starts under ω, being it rescheduled or not. Component do(c 1 , t 1 ) (resp. dt(c 1 , t 1 )) indicates the number c 1 (resp. c 1 ) of rescheduled jobs in sh and the time t 1 (resp t 1 ) at which the team operating sh finishes the last non rescheduled job of sh under the hypothesis that the first job of sh is not rescheduled (resp. rescheduled). These different quantities are illustrated on Figure 5 .
non rescheduled job rescheduled job Figure 5 . Partial shift sh with five jobs with rescheduled and non-rescheduled first job under two different scenarios
We now explain the rationale behind the constraints that elements of Begin × DoFirst × DoNotFirst must satisfy to be in S. Let P be a path decorated with
and let sh be the corresponding partial shift. If there are two successive jobs j and j ′ in sh such that ξ e ≤ ξ b , then consider j and j ′ to be the first pair of such jobs, then necessarily t 1 = t 1 , as illustrated by scenarios ω 1 and ω 2 on Figure 5 . In that case, c 1 = c 1 − 1 if there is an odd number of jobs strictly before j ′ in sh, and c 1 = c 1 is there is an even number. These two possibilities are illustrated by scenarios ω 1 and ω 2 on Figure 5 . If there are no two successive jobs j and j ′ in sh such that ξ e sh ≤ ξ b sh , then either there is an even number of jobs in sh, and we have t 1 > t 1 and c 1 = c 1 , or there is an odd number, and we have t 1 < t 1 and c 1 = c 1 − 1, as illustrated by scenario ω 3 on Figure 5 . This result is explicitly proven in the appendix, for a more detailed explanation see the proof of Proposition 1.
. We define the operator ⊕ on M s as follows:
, and
and
Remark that ⊕ is not commutative. The different cases in the definition of operator ⊕ depend on the possibility to operate the first job of the second sequence after the last non rescheduled job of the first sequence.
The proof, which is available in appendix, shows that M s is stable by ⊕ and the associativity of ⊕. We define the operator on M s as follows. ensures that a resource with lower cost both when the first job is rescheduled and when it is not, is considered as lower.
Lemma 7.
Order is compatible with the operator ⊕.
. We denote by ∧ lex the lexicographical minimum on Z 2 + . Let ∧ be the binary operator on M s defined by,
is a lattice with meet operator ∧.
The proof shows that M s is stable by the operator ∧, and that the latest defines a greatest lower bound for any pair (q, q ′ ) of elements of M s . See appendix for more details. The following theorem is an immediate corollary of the four previous lemmas.
is a lattice ordered monoid with meet operator ∧.
Full lattice ordered monoid.
To model the pricing subproblem, we use a resource in M s for each scenario ω in Ω, and a resource λ ∈ R to model the wage costs and the reduced costs. As (R, +, ) is a lattice ordered monoid with meet operator min, the set M = M Ω s ×R endowed with the componentwise sum and order is a lattice ordered monoid as a product of two lattice ordered monoids.
5.2.4.
Resources on the arcs. Let a ∈ A be an arc of D. We define for each scenario ω ∈ Ω a resource q ω a on the arc a. The resource r a of an arc a is of the form ((q ω a ) ω∈Ω , λ a ), with
where . and
Proposition 10. Let P be an o-d path and sh the corresponding shift. Then
where t b P (ω) is the time at which the first job of sh starts under ω, t 1 P (ω) the time at which the last job of sh under ω ends if non-rescheduled, else has value −∞, t 1 P (ω) the time at which the last job of sh under ω would have end is the first job of sh was rescheduled under ω and if the last job is non-rescheduled, else has value −∞, c The sequence of job j 1 , j 2 , . . . , j k is a feasible shift if and only if the corresponding path p is an o-d path in D whose resource q p satisfies ρ(q p ) = 0. Furthermore, in that case, c(q p ) = c sh − j∈sh λ j .
Proofs
Proof of Proposition 1. Let sh be a feasible shift containing breaks, and sh ′ be the shift obtained by removing all its breaks but one, denoted j, and replacing j by the break [t−τ br , t], where t = min(t e sh , t e lunch ) if j is the last activity of sh, min(t b j ′ , t e lunch ) otherwise, where j ′ is the activity after j in sh.
Then sh ′ is a well-scheduled shift containing the same jobs as sh. Furthermore, sh and sh ′ have the same beginning and ending time. Removing a break from a shift can only decrease the number of rescheduled job. Indeed, suppose that we remove a break br between jobs j i and j i+1 . If j i is rescheduled or if we do not have ξ In addition we add to that sequence a break denoted j b in the two following cases:
• if there exists an edge of the form (
, we add it between j i and j i+1 , and define t . In addition all the other inequalities still hold. If j b has been added after the last job j k of the sequence, which ensures that the edge (j k , h b , bl), t e sh exits. According to how we choose the beginning and ending time of such a break, since the previous edge exists, we have t As both cases lead to the insertion of a lunch break in the sequence, and as we have already mentioned, an edge between a bl element and an al element exists only if there is at least time τ br between the two sequencing jobs or between the last job and the end of the shift, (2) is respected. Finally we are going to prove that every o-d path in D corresponds to a unique feasible well-scheduled shift as defined in Part 2.4. If the feasible shift sh doesn't contain a break, then it is a well scheduled shift. Let us focus on the case where at least a break j b has been introduced in the sequence of jobs. Regarding how we defined its beginning and ending times, they respect the definition of well-scheduled break. In addition the shift built contains at most one lunch break as there is at most one edge between a bl element and an al element, or with the end of the shift, and is thus a well-scheduled shift. Finally, since a shift is uniquely defined by its sequence of jobs, including the lunch break, and its beginning and ending times, the uniqueness is immediately proved. Let us show that every feasible well-scheduled shift sh represented by the following sequence t
sh is associated to a unique o-d path P in D, defined by the following rule.
sh and h e = t e sh , and add to path P the vertex (h e ). Then browse the sequence in increasing order and for every job j i different from a break:
• if j i ∈ J bl ∩ J al , if we had already encounter a break, then add to the path P the vertex (
Using the same reasoning as the one we used to show that an o-d path represents a wellscheduled feasible shift, we can show that every pair of two successive vertices of P is an arc, and thus prove that P is an o-d path in D. As a path in D is uniquely represented by its succession of vertices, then the uniqueness of P is also proved, which concludes the proof.
Proposition 5 is proved in Parmentier and Meunier [19] .
Proof of lemma 6. For the purpose of this proof we introduce the following equations.
Let us prove that M s is stable by ⊕. Let q a , q b ∈ M s , and x = q a ⊕ q b . We prove the result by disjunction of cases. If q a ∈ {e, ∞} or q b ∈ {e, ∞}, then by definition of ⊕, the result is immediate.
• Let us prove that x satisfies (P1). Let us assume that we have t 1 < t 1 (H). We deduce that t With the two first inequalities, we deduce that t With the two first inequalities, we deduce that t • Let us prove that x satisfies (P2). Let us assume that we have t 1 < t 1 . Thus we can already deduce that t With the two first inequalities, we deduce that t With the two first inequalities, we deduce thatt As q a ∈ M s , q a satisfies (P3), and thus x satisfies (P3) .
, and we have As q a ∈ M s , q a satisfies (P3), and thus x satisfies (P3) .
As x satisfies (P1), (P2) and (P3), x ∈ M s and this concludes the stability of ⊕. We now prove the associativity of ⊕. Let q a , q b , q c ∈ M s , and
If q a ∈ {e, ∞} or q b ∈ {e, ∞} or q v ∈ {e, ∞}, then by definition of ⊕, result is immediate. To conclude we have proved that q a ⊕ (q b ⊕ q c ) = (q a ⊕ q b ) ⊕ q c and thus the operator ⊕ is associative. This concludes the proof: (M s , ⊕) is a monoid.
Proof of lemma 7. For the purpose of this proof we use notations established in proof of Lemma 6 and introduce the following equations.
u ) Let us prove that the order is compatible with the operator ⊕. Let q a , q b ∈ M s be such as q a q b . Let q x be in M s . We are going to show by disjunction of cases that q a ⊕ q x q b ⊕ q x . Let q t = q a ⊕ q x , and q u = q b ⊕ q x . We want to prove q t q u . If q a ∈ {e, ∞} or q b ∈ {e, ∞}, then by definition of and ⊕, the result is immediate.
• Let us prove that q u and q t satisfy (O1). We have t 
+ else t
Finally we have proved both q x ⊕ q a q x ⊕ q b and q a ⊕ q x q b ⊕ q x , thus the addition is compatible with the order.
Proof of lemma 8. In this proof we use notations established in proofs of Lemmas 6 and 7. We first prove by disjunction of cases the stability of ∧. It will then follow that ∧ defines a greatest lower bound for any pair of elements belonging to M s . Let q a , q b ∈ M s , q = q a ∧ q b . We are going to show that q ∈ M s . If q a ∈ {e, ∞} or q b ∈ {e, ∞}, then by definition of and ∧, the result is immediate. Suppose now that let q a =   bg(t Proof of Proposition 10. Let sh be a shift and P the origin-destination path associated. As seen with the proposition 2, P always exists. We denote q P = ((q 
(*)
Initialization: the result for n = 1 is immediate from the definition of arc resources. Legacy: Assume (*) true for paths of length n. Consider a path P of length n+1 and denote sh the associated shift or sequence of tasks. P can be decomposed as Q + a, with Q a path of length n and a a single arc. Let consider a scenario ω ∈ ω. We have t b q (ω) = t b P (ω), and by hypothesis, (*) is true for path Q, thus t b q (ω) is the time at which the first job of path Q starts under ω, which is also the first job of path P . If the succession of Q with a is possible, i.e. t a (ω). As (*) is true for Q, as a is an arc, and as the last job of P is the job represented by arc a:
• if t • if ζ j (ω) = 1, then c 1 a (ω) = 1 and thus c 1 P (ω) is the number of rescheduled job in sh under ω since arc a represents an always rescheduled job.
• else ζ j (ω) = 0, then c 1 a (ω) = 0 and thus c 1 P (ω) is the number of rescheduled job in sh under ω, since the succession of Q with a is possible and thus does not generated any reschuled cost. We easily show in the same way that t 1 (ω) is the time at which the last job of sh under ω would have end if the first job of sh was rescheduled under ω and if the last job is nonrescheduled, else is −∞, and c 1 P (ω) the number of jobs of sh that would have been rescheduled if the first job of sh was rescheduled under ω. Else the succession of Q with a is not possible, i.e. t 1 q (ω) > t b a (ω). As (*) is true for Q and as a is an arc, by using the same argumentss than previously regarding initialization of resource on the arcs in each possible case, we conclude that (*) is true for any path P of length n+1. Since any o-d path P has a finite number of vertices, and since (*) is true for every n, its concludes the proof. 
