Abstract. We obtain time independent bounds on derivatives, prove convergence, and establish a rate of convergence for Godunov's numerical method as applied to the initial value problem for a resonant inhomogeneous conservation law which is treated as a 2 2 nonstrictly hyperbolic system. We compare the results with a corresponding analysis of Glimm's method and see that our analysis gives equivalent (sharp) convergence rates in the strictly hyperbolic setting, but an improvement is seen in Godunov's method over Glimm's method in the nonstrictly hyperbolic resonant regime. The 2 2 Glimm and Godunov methods are the only methods for which we can obtain time independent bounds on derivatives; these bounds represent a purely nonlinear phenomenon because there are no corresponding time independent bounds for the linearized equations which blow up at a linear rate in time.
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where u E R, a E R, and we let U (a,u). This is the special case of an n x n resonant nonlinear system as introduced in [10] , [11] . System (1) is a system with the two wave speeds A0(V) 0 and AI(U) Of/Ou. Here we consider the problem of the convergence of the 2 x 2 Godunov method for solutions of (1) 
O--/l(U,) /= O, 0 Condition (3) states that the wave speeds 0 and/1 coincide at U,, condition (4) states that the nonlinear family of waves is genuinely nonlinear at U,, and condition (5) is a nondegeneracy condition introduced in [11] that determines a canonical structure to the nonlinear wave curves in a neighborhood of the state U,. The initial value problem is more complicated when wave speeds coincide, and one can show that unlike the strictly hyperbolic problem, in the resonant problem (1), the total variation of the solution at time t > 0 (a measure of the strength of the nonlinear waves present)
cannot be bounded by the total variation of the initial data in this setting, even for sufficiently weak solutions. Moreover, the process by which solutions decay to time asymptotic wave patterns is correspondingly more interesting and more complicated than in the strictly hyperbolic case [17] , [7] . In this paper we obtain time independent bounds on derivatives, prove convergence, and establish a rate of convergence, for
Godunov's numerical method as applied to solutions of (1) and (2) in a neighborhood of such a state U,. The fact that such time independent bounds exist at all is a purely nonlinear phenomenon and is surprising in that the resonant linearized system blows up. The analysis in [22] carries over directly to problems (1) and (2), thus providing a corresponding convergence theorem for Glimm's numerical method.
We prove that the 2 x 2 Godunov method converges to a weak solution of (1) and (2) (modulo extraction of a subsequence) by showing that the total variation of any approximate solution of (1) and (2) at time t > 0 is bounded by the initial total variation when the total variation is measured under the singular transformation (a, u) --, (a, z), which was introduced in [22] (see also [8] ). We sharpen the analysis in [22] that gives a rate of convergence for Glimm's method, and we use the improved estimates to conclude that the best rate of convergence of the 2 x 2 Godunov method implied by our analysis is (6) ir(UAx, ) O(/xl/(I+P)), where Uzxx =-(azxx, UzXx) denotes the Godunov approximate solution, p is the order of contact between the wave curves at the points of coinciding wave speeds, and R denotes the residual of the weak solution (7) R(U, 4)
where (x,t) is any smooth test function. We can compare this with the rate of convergence of Glimm's method in this problem, which by our methods (sharpening [22] ) is given by (8) 
ut + fa(U.)ax O, and thus it is easy to see that the solution in the linearized case is u(x,t)
-fa(U.)a'(x)t + no(x). Thus in the linear problem, u and all x-derivatives of u blow up at a linear rate. The results here and in [22] confirm that. solutions of the nonlinear problem satisfy time independent bounds on derivatives when u0(.) and a(.)
are of bounded variation, and this shows that the nonlinear problem is much more regular than the linearized problem. The methods of Oleinik [19] [23] where exponential growth bounds on are obtained under similar assumptions via an upwind scheme that applies to the polymer equations (see (10) below, an Eulerian formulation of (1) and (2)).) A special case of a resonant system of form (1) is obtained in the Lagrangian formulation of the polymer equations (see [5] and [22] )
System (10) is the Eulerian formulation of a model for the polymer flooding of an oil reservoir, a two-phase, three-component flow in which s represents the saturation of the aqueous phase, c represents the concentration of polymer within this phase, and g f/s plays the role of the particle velocity of water, 0 <_ s, c <_ 1. The relevant constitutive assumption is that g(., c) is positive, convex down, and g(0, c) 0 g(1, c) [5] . These assumptions imply that the wave speeds A0 0 and A1 s2gs coincide on a curve in state space. The equivalence of system (10) with system (1) is obtained through the Lagrangian map defined by specifying (x,t) through the
The Lagrangian map takes system (10) to the equivalent system [11]
which is of form (1) under the identification a c, u l/s, and z . Since the state space and wave curves are the same for system (10) and (11), the analysis of Glimm's method for (1) or (11) is equivalent to that given in [22] for (10), but the analysis of Godunov's method is fundamentally different. Indeed, we are able to obtain the time independent bounds for Godunov's method in the Lagrangian formulation essentially because the contact discontinuities move at zero speed, and thus the process of averaging at each time step does not involve states on the contact discontinuities in (11) as it does in the Eulerian formulation (10). As a final comment, we note that in this paper we address the problem of solving the initial value problem for (1) by Godunov' s method locally in a neighborhood of a state U. where (3)- (5) hold. However, the analysis applies globally to the problem (11) under the appropriate constitutive assumptions.
It is important to note that (6) and (8) give rates of convergence which depend only on the total variation of the initial data Uo(z) (ao(z),uo(z)) as measured under the singular transformation . There is no corresponding time independent convergence rate provided by the methods of Kruzkov [13] and Oleinik [19] since their methods do not provide time independent bounds on derivatives and apply only when a(z) is sufficiently smooth. A study of (1) when a is of bounded variation is equivalent to studying the time asymptotic wave patterns when a is smooth.
2. Preliminaries. We now construct solutions of (1) and (2) by the 2 x 2 Godunov scheme. We first review the solution of the Riemann problem and the construction of the singular transformation as they apply to system (1) near a state U. satisfying (3)-(5). We rewrite system (1) as (12) Vt + F(V) =O, where U (a, u) and F(U) (0, f(u)). Nonstrictly hyperbolic systems of form (12) were previously discussed in [12] , [5] , [7] - [11] , but the construction of first given in [22] applies to the Eulerian formulation (10) of (12) We now define the singular transformation :(a, u) --+ (a,z) by specifying the function z z(a, u). For a given U (a, u), let Ur(U) be the point where the 0-wave curve through U intersects the transition curve F, so that Ur E F and f(Ur) f(V 
We use the following proposition which was obtained in [22] for the Eulerian problem (10), but which is valid for the Lagrangian problems (11) or (1) because the Lagrangian transformation that takes (10) to (11) preserves the weak equations and thus the structure of the wave curves in state space. For a proof we refer to [22] J {y} cr {j-1/3, j,j + 1/3}, {j Z,n Z}. Here we let "}'jn___l/3,')'r,')')n+l/3 label the three waves emanating from the mesh point (xj, t) from left to right in the xt-plane, respectively (see Fig. 3 ). (28) VarazU(., t) <_ 4VarazU0(.).
In particular, (28) is a time independent bound on the derivatives of the solution. Note that because Oz/Ou 0 on F, Varaz(U) <_ Varau(U), but (28) does not provide a bound on the total variation of the conserved quantities U. Indeed, counterexamples [22] show that, just as in the linearized problem (6), the Vara(U(.,t)) cannot be bounded uniformly by Vara (U0) for solutions of the resonant nonlinear problem (1). 4 THEOREM 3. Assume that the integral curves of Ro and R1 make pth order contact at each point U F ) B in the at-plane, and assume that Uo satisfies the assumptions of Theorem 2 (Varaz(U0) < oc, Uo(x) B). Let U/xx(X, t) be the approximate solution generated from Uo by Godunov Proof. Since U/xx(X,t) is an exact weak solution of (1) 
