Remote sensing (RS) has been used to monitor inaccessible regions. It is considered a useful technique for deriving important environmental information from inaccessible regions, especially North Korea. In this study, we aim to develop a tree species classification model based on RS and machine learning techniques, which can be utilized for classification in North Korea. Two study sites were chosen, the Korea National Arboretum (KNA) in South Korea and Mt. Baekdu (MTB; a.k.a., Mt. Changbai in Chinese) in China, located in the border area between North Korea and China, and tree species classifications were examined in both regions. As a preliminary step in developing a classification algorithm that can be applied in North Korea, common coniferous species at both study sites, Korean pine (Pinus koraiensis) and Japanese larch (Larix kaempferi), were chosen as targets for investigation. Hyperion data have been used for tree species classification due to the abundant spectral information acquired from across more than 200 spectral bands (i.e., hyperspectral satellite data). However, it is impossible to acquire recent Hyperion data because the satellite ceased operation in 2017. Recently, Sentinel-2 satellite multispectral imagery has been used in tree species classification. Thus, it is necessary to compare these two kinds of satellite data to determine the possibility of reliably classifying species. Therefore, Hyperion and Sentinel-2 data were employed, along with machine learning techniques, such as random forests (RFs) and support vector machines (SVMs), to classify tree species. Three questions were answered, showing that: (1) RF and SVM are well established in the hyperspectral imagery for tree species classification, (2) Sentinel-2 data can be used to classify tree species with RF and SVM algorithms instead of Hyperion data, and (3) training data that were built in the KNA cannot be used for the tree classification of MTB. Random forests and SVMs showed overall accuracies of 0.60 and 0.51 and kappa values of 0.20 and 0.00, respectively. Moreover, combined training data from the KNA and MTB showed high classification accuracies in both regions; RF and SVM values exhibited accuracies of 0.99 and 0.97 and kappa values of 0.98 and 0.95, respectively.
Introduction
North Korea is suffering from extreme forest degradation due to food and energy shortages [1] [2] [3] . Degraded and deforested lands are vulnerable to natural disasters, such as landslides and floods, which not only cause environmental damage, but also destroy agricultural infrastructure [1] [2] [3] . This results in a vicious cycle of degradation in the forest by woodcutting to address food and fuel shortages.
classification algorithm that can be applied in North Korea, we selected two common coniferous species for investigation at both study sites: Korean pine (Pinus koraiensis, Siebold & Zucc.) and Japanese larch (Larix kaempferi (Lamb.) Carriere). It is meaningful to analyze the distribution of these two species as they are the forest species that North Korea considers economically essential [34] .
Hyperion data, which are hyperspectral satellite data, have been used to classify tree species due to the abundance of spectral information acquired from more than 200 spectral bands. However, no new Hyperion data are available because the satellite has not been operated since 2017. Recently, Sentinel-2 satellite multispectral imagery has been used in tree species classification. Therefore, it is necessary to compare the two kinds of satellite data from Hyperion and Sentinel-2 to determine the possibility of species classification using the lower spectral resolution satellite. In order to achieve this goal, the following questions were posed:
1.
Can Hyperion data with machine learning algorithms, such as RFs and SVMs, be adopted for tree classification? 2.
Can Sentinel-2 data be used for tree species classification with RF and SVM algorithms instead of Hyperion data? 3.
Can training data that were built in the KNA be used for the tree classification of MTB?
Materials and Methods

Study Areas
The study was conducted throughout the area of the KNA in South Korea (37 • 45 N, 127 • 10 E) and the MTB region in China (42 • 16 N, 127 • 59 E) ( Figure 1 ). Due to the inaccessibility of North Korea, MTB was selected to identify the possibility of species classification in North Korea because it is a national boundary region between China and North Korea. China owns the northern part of MTB, named Mt. Changbai in Chinese, while North Korea owns the southern part of MTB, named Mt. Baekdu in Korean. Both countries have similar topographic and climate conditions in this region [35, 36] . 
Data
In this study, EO-1 Hyperion and Sentinel-2 data were used to classify Korean pine and Japanese larch. Hyperion level 1R and 1T data and Sentinel-2 level lC data were obtained from the official website of the United States Geological Survey (USGS) (http://earthexplorer.usgs.gov/) ( Table 1) . There was only one scene of Hyperion data in the KNA region, which was obtained on 7 September 2010. The scene has period gap with Sentinel-2 data; however, this did not influence the study results because Hyperion data were used to establish the classification algorithm procedure and to confirm The KNA is located in Gwangneung Forest. Gwangneung Forest was a royal forest, and houses the mausoleum of King Sejo of the Joseon Dynasty. Thus, it has been strictly managed to minimize human disturbance over the last 500 years. The Gwangneung Arboretum was established in 1987 in affiliation with the National Institute of Forest Science (NIFoS), controlled by the Korea Forest Service (KFS), and has been open to the public since then. It became known as the KNA on 24 May 1999. The KNA contains 1120 ha of natural forest, 100 ha of specialized gardens, a forest museum, the Korea National Herbarium, a temperate house, and the Tropical Plant Resource Center. The KNA was designated as one of the United Nations Educational, Scientific and Cultural Organization (UNESCO) biosphere reserve in June of 2010 [37] .
Mt. Baekdu is the highest mountain on the Korean peninsula. The administrative area is bordered by North Korea's Yanggang Province and China's Jilin Province, with a total area of 8000 km 2 . The climate is a typical alpine climate and experiences severe climatic changes. The average annual temperature is 6-8 • C, the maximum temperature is 18-20 • C, the January average temperature is −23 • C (lowest −47 • C), and the average daily temperature in July is 4.8 • C. The annual average humidity is 74%, and is the highest during the summer and low in winter [38] . The flora of MTB include 330 species, 47 families, and 162 genera [38] . It is called a "three-dimensional botanical garden" because it is composed of primeval forests (mixed coniferous and broadleaf forests and coniferous forests). Due to the influences of climate and topography, the temperature gradually decreases according to the altitude above sea level. The vertical distribution of plants in MTB is that of temperate broadleaf forests below 720 m above sea level, mixed forests of polar and temperate coniferous and broadleaf forests at altitudes of 720-1100 m, sub-polar coniferous forests from 1100-1700 m, polar and sub-alpine forests from 1700-2000 m, and between 2000 m and 2700 m are alpine and mossy plains. This apparent vertical distribution is unique worldwide. Mt. Baekdu was designated by North Korea as a protected vegetation area. It was registered as an International Biosphere Reserve in 1989 with an area of 14,000 ha. In China, MTB was designated as a nature reserve in 1906 [38] .
In this study, EO-1 Hyperion and Sentinel-2 data were used to classify Korean pine and Japanese larch. Hyperion level 1R and 1T data and Sentinel-2 level lC data were obtained from the official website of the United States Geological Survey (USGS) (http://earthexplorer.usgs.gov/) ( Table 1) . There was only one scene of Hyperion data in the KNA region, which was obtained on 7 September 2010. The scene has period gap with Sentinel-2 data; however, this did not influence the study results because Hyperion data were used to establish the classification algorithm procedure and to confirm the possibility of tree species classification using satellite data. Sentinel-2 data were used for tree species classification in both study regions. Additionally, PlanetScope Level 3B data were used to produce textural feature bands. A digital forest map of South Korea provided by NIFoS was used to derive training and validation data. Based on this forest map, 3000 training and 315 validation data points were randomly generated. The validation sampling number was set based on international standards [39] . Researchers at Yanbian University built training and validation data of MTB and performed the classification validation of MTB. Finally, Shuttle Radar Topography Mission (SRTM) 1-arc second digital elevation model (DEM) data, which were obtained from the USGS website, were used to generate elevation, slope, and aspect maps. 
Methodology
The study procedure is shown in the flowchart of Figure 2 . As a first step, image preprocessing, including topographic correction and atmospheric correction, was performed and then, the spectral separability between endmembers of Korean pine and Japanese larch selected from Hyperion data was investigated. The spectral similarity between endmembers of the KNA selected from Hyperion data and Sentinel-2 data was also investigated to confirm the applicability of Sentinel-2 data for classification. Hyperion bands corresponding to the Sentinel-2 wavelength were extracted and used to analyze the spectral similarity with Sentinel-2 data. The spectral similarity between endmembers of the KNA and MTB selected from multi-seasonal Sentinel-2 data (April-October) was then assessed for selecting the best seasonal Sentinel-2 image of the KNA and MTB for classification. Additionally, textural information was extracted by using the gray-level co-occurrence matrix (GLCM) [40] from PlanetScope data. Elevation, slope, and aspect maps were then generated from SRTM DEM data.
data and Sentinel-2 data was also investigated to confirm the applicability of Sentinel-2 data for classification. Hyperion bands corresponding to the Sentinel-2 wavelength were extracted and used to analyze the spectral similarity with Sentinel-2 data. The spectral similarity between endmembers of the KNA and MTB selected from multi-seasonal Sentinel-2 data (April-October) was then assessed for selecting the best seasonal Sentinel-2 image of the KNA and MTB for classification. Additionally, textural information was extracted by using the gray-level co-occurrence matrix (GLCM) [40] from PlanetScope data. Elevation, slope, and aspect maps were then generated from SRTM DEM data.
In the second step, tree species classification using Hyperion data in the KNA was performed. During classification, additional attribute data, such as elevation, slope, aspect, and texture, were added step-by-step. Classification 1 was performed only with Hyperion data. Classification 2 used both Hyperion and topographic data (e.g., elevation, slope, and aspect). Classification 3 was accomplished with Hyperion data, topographic data, and texture data.
In the third step, Wilk's lambda test was conducted to reduce the dimensionality of Hyperion data to decrease analytical costs, and to confirm the possibility of classification using dimensionally reduced Hyperion data. The fourth step involved classifying tree species using Hyperion data with Sentinel-2 band information, as well as original Sentinel-2 data. The final step was to classify tree species on MTB using Sentinel-2 data with a training set from the KNA, MTB, and both combined. Training sets from the KNA and MTB were built using a data frame in the R statistical package ver. 3.5.1. Thus, both datasets were combined by rows using the 'rbind()' command in R. 
Preprocessing
Hyperion data contained 242 bands, and many of them were found unsuitable for the analyses in this study due to the low signal-to-noise ratio. Thus, 147 bands were selected for analysis based on previous studies [8, 10, 41] . All bands were separately visualized, and bands that were not calibrated or had very high noise were eliminated following visual inspection. Atmospheric correction was performed using the Environment for Visualizing Images ver. 5.0 (ENVI) fast line-of-sight atmospheric analysis of spectral hyper-cubes (FLAASH) algorithm. The Level 1R image was In the second step, tree species classification using Hyperion data in the KNA was performed. During classification, additional attribute data, such as elevation, slope, aspect, and texture, were added step-by-step. Classification 1 was performed only with Hyperion data. Classification 2 used both Hyperion and topographic data (e.g., elevation, slope, and aspect). Classification 3 was accomplished with Hyperion data, topographic data, and texture data.
In the third step, Wilk's lambda test was conducted to reduce the dimensionality of Hyperion data to decrease analytical costs, and to confirm the possibility of classification using dimensionally reduced Hyperion data. The fourth step involved classifying tree species using Hyperion data with Sentinel-2 band information, as well as original Sentinel-2 data. The final step was to classify tree species on MTB using Sentinel-2 data with a training set from the KNA, MTB, and both combined. Training sets from the KNA and MTB were built using a data frame in the R statistical package ver. 3.5.1. Thus, both datasets were combined by rows using the 'rbind()' command in R.
Hyperion data contained 242 bands, and many of them were found unsuitable for the analyses in this study due to the low signal-to-noise ratio. Thus, 147 bands were selected for analysis based on previous studies [8, 10, 41] . All bands were separately visualized, and bands that were not calibrated or had very high noise were eliminated following visual inspection. Atmospheric correction was performed using the Environment for Visualizing Images ver. 5.0 (ENVI) fast line-of-sight atmospheric analysis of spectral hyper-cubes (FLAASH) algorithm. The Level 1R image was georeferenced using the Level 1T image. Hyperion data were projected onto the Universal Transverse Mercator (UTM) projection, World Geodetic System (WGS) 84 datum, and zone 52N.
Sentinel-2 level 1C data were orthoimages in UTM/WGS84 projection, and provided in top-of-atmosphere (TOA) reflectance. Thus, an atmospheric correction was needed to calculate the surface reflectance. In order to calculate surface reflectance, a Sen2Cor algorithm [42] was used; it was developed by the European Space Agency (ESA), which also develops, manages, and distributes Sentinel-2 data.
Texture Analysis
Textural features can help to improve the accuracy of tree species classifications [14] . The GLCM is one of most well-known texture analysis algorithms, and has been widely adopted by the RS community [43] [44] [45] [46] [47] [48] [49] [50] [51] . The GLCM represents the distance and angular relationship over a sub-area of an image of a specified size. It measures the spatial frequency of co-occurrences of gray pixel levels in a user-defined moving kernel to quantify texture and to form the co-occurrences of pixels in the kernel. Consideration of the window size that captures the target class should be given while calculating the GLCM texture scale. The optimal window size should be determined by the spatial resolution of the image and the size of the tree canopy [14] . In this study, the angular second moment (ASM), contrast (CON), dissimilarity (DIS), entropy (ENT), homogeneity (HOM), mean (MEAN), and variance (VARIANCE) were used. A series of GLCM texture measures were calculated according to the following equations [40] :
where quant k is the quantization level of band k (e.g., 2 8 = 0 to 255) and h c (i,j) is the (i,j)th entry in one of the angular brightness value spatial-dependency matrices. Textural feature analysis was performed using the 'glcm' package in R.
Spectral Separability and Similarity Analysis
In order to investigate the spectral separability between Korean pine and Japanese larch, the Jeffries-Matusita (JM) distance was applied to the endmembers selected from Hyperion and Sentinel-2 data. Jeffries-Matusita distance values range from 0 (i.e., identical distributions) to 1.414 (i.e., complete dissimilarity), and it is generally implemented to quantify the degree of separation [8, 40] . The spectral similarity between endmembers from the KNA and MTB was also assessed to investigate whether it is possible to use a training dataset of the KNA for the classification of trees in the MTB area. For the similarity test, a spectral angle mapper (SAM) algorithm, which is also commonly applied to assess spectral similarity by RS user group [8, 40] , was used. The SAM results range from 0 (i.e., lower similarity) to 1 (i.e., higher similarity) [52] .
Classification Algorithms
Random Forest
The RF was developed by Leo Breiman and Adele Cutler [53] . It generates many decision trees (e.g., 500 trees) to define unclassified pixels, with its associated attributes, such as spectral reflectance, elevation, and slope, into a class. Each decision tree classifies the pixel into one class, and it votes for that class. The forest classifies the pixel to the class having the most votes from all of the trees in the forest [13, 40, [53] [54] [55] .
Each of the individual decision trees is grown as follows [53] :
1. N samples are randomly selected with replacement from the entire training data. These N samples are used as training data in each decision tree model to generate trees. In general, approximately 70% of the total sample is extracted and used as training data in each tree model, and the remaining 30% is termed "out-of-bag" (OOB) and not used during training; 2.
If there are M input variables, a number m of input variables of M is randomly selected with replacement at each node of the decision trees, and then the best node variables are determined among the m variables. The value of m is constant in an RF, and usually the square root of M, which is the total number of input variables, is used; 3.
Each decision tree is created to the maximum possible size without pruning.
Each class can be weighted with a priori facts. Random forests are efficient for extensive datasets, which is an advantageous feature for analyzing sizeable RS data [40] . They also provide information on which variables are important for classification. If there were random interchange in the data for particular predictors, the variable importance would be calculated based on the degradation of the prediction [13, 56] . It helps to understand which predictor(s) are driving the differences in accuracy between different classifications [57] .
The variable importance can be measured using the mean decrease in Gini (MDG). The MDG measures how much a variable reduces the Gini impurity metric in a particular class [54, 58] . Additionally, RFs provide OOB estimates of error rates, which are measured by counting the number of misclassifications and dividing this number by the total number of observations. Error rates can be used to choose the best fitting model [31, 59, 60] . In numerous studies, classifications have been performed using RFs and their superiority over other classification techniques has been demonstrated [13, 59, [61] [62] [63] [64] .
Support Vector Machine
Support vector machines were suggested by Vapnik [65] . They are advanced and useful classifiers, which can manage classification problems in hyperspectral data and have been widely used for tree species classification [14] . Support vector machines use training data to find the optimal hyperplane between classes [66, 67] . At this time, it finds the optimal hyperplane between two classes that maximizes the margin between the closest training samples of the classes. The points at the boundary are called support vectors, and the middle of the margin is the optimal hyperplane separating the classes [68] . Training points located on the opposite side of the separating hyperplane have negative weights to reduce their effects. If it is not feasible to determine a linear hyperplane, a kernel function is used to convert the original data into a higher dimensional space to find a suitable hyperplane [68] . The equation is as follows [40] :
where ς i denotes positive slack variables used to allow some of the samples to fall on the wrong side of the hyperplane, C ∑ ς i is a term used to penalize solutions for which ς i are very large, and w T · Φ(x i ) + b is a hyperplane in a higher dimensional feature space [11, 40] . The basic SVM approach may be extended to optimize the nonlinear surface using the following decision function [40] :
where a i are nonnegative Lagrange multipliers used to search the optimal separating hyperplane, and K(x, x i ) is a kernel function, which replaces the inner product (x·x i ) in order to solve computational problems in a higher dimensional space [40, 69] . For SVM classification, the radial basis function kernel type was used with optimal gamma and cost values that were determined by a commonly used grid search approach [8, 70] . Random forest and SVM classifications were performed using the 'randomForest' and 'e1071' packages in R. Accuracy assessments were performed with 'confusionMatrix' in the 'caret' package of R using validation data. The confusion matrix provides the overall accuracy, kappa statistic value, user accuracy, and producer accuracy [40] . Additionally, a receiver operating characteristic (ROC) curve was used to evaluate the predictive capability of the models. The ROC curve was produced by plotting the true positive rate against the false positive rate at various threshold settings. If a model had an area under the curve (AUC) closer to 1 and was higher than 0.5, this meant that the model had a good predictive capability [71] .
Data Dimensionality Reduction
Hyperion data have 242 bands. Generally, the dimensionality is reduced before classification to decrease the processing cost and to use only the optimal bands. In addition to classification, the purpose of this study was also to investigate the applicability of Sentinel-2 data for tree species classification. The applicability of dimensionality reduction was investigated in order to determine whether dimensionally reduced Hyperion data can be used for tree species classification and if it is possible, if it is feasible to classify tree species using selected Hyperion data corresponding to Sentinel-2 band information. To reduce the dimensionality of Hyperion data, a stepwise discriminant analysis procedure based on Wilk's lambda test statistic, which has been used for Hyperion data preprocessing by several research groups [8, 15, 72] , was performed.
Wilk's lambda (Λ) was given by Green and Carroll [73] as:
In Equation (10), W is the within-groups sum of squares and cross-product matrix, B is the between-groups sum of squares and cross-product matrix, and T is the total sum of squares and cross-products matrix, such that:
where g is the number of groups, n i is the number of observations in the ith group, X i is the mean vector of the ith group, X is the mean vector of the all observations, and X ij = the jth multivariate observation in the ith group. Wilk's lambda ranges from 0 to 1; the values close to 0 mean that the groups are well separated, while the values close to 1 mean that the groups are poorly separated. The stepwise discriminant analysis was performed using the 'greedy.wilks' function of the 'klaR' package in R. Table 2 shows the spectral separability between Korean pine and Japanese larch selected from the Hyperion and Sentinel-2 data of the KNA and MTB. Each spectrum represents the mean spectra of each species in each dataset. The JM distance value of the KNA from Hyperion data was 0.027, and those of the KNA and MTB from Sentinel-2 data were 0.009 to 0.275, respectively. It seems from Table 2 that there was no separability between the reflectance spectra of Korean pine and Japanese larch. However, as shown in Figure 3 , the reflectance spectra of Korean pine were slightly different from those of Japanese larch. According to previous studies, coniferous needles have slightly lower visible (VIS) reflectances and higher near infrared (NIR) reflectances than broad leaves [24, 26] . Moreover, Larix sp. have similarity spectra to broad leaves [74] . Thus, it is reasonable that Korean pine exhibited a higher NIR reflectance and lower shortwave infrared (SWIR) reflectance than Japanese larch, as Pinus sp. have exhibited higher NIR reflectances and lower SWIR reflectances than Larix sp. in previous studies [74] . Pinus sp. have exhibited higher NIR reflectances and lower SWIR reflectances than Larix sp. in previous studies [74] . Table 3 shows the spectral similarity between endmember spectra derived using Sentinel-2 reflectance images of the KNA and MTB. As shown in the table, all season spectra exhibited very high SAM scores, which means that they were highly similar. Among them, spectra for May at the KNA had the highest similarity (SAM = 1) to spectra for June at MTB. Meanwhile, late May and early June are the best months for tree classification at MTB [75] ; therefore, images from May at the KNA and June at MTB were chosen for classification. Table 3 shows the spectral similarity between endmember spectra derived using Sentinel-2 reflectance images of the KNA and MTB. As shown in the table, all season spectra exhibited very high SAM scores, which means that they were highly similar. Among them, spectra for May at the KNA had the highest similarity (SAM = 1) to spectra for June at MTB. Meanwhile, late May and early June are the best months for tree classification at MTB [75] ; therefore, images from May at the KNA and June at MTB were chosen for classification. Table 4 shows the accuracy of RF and SVM classifications using Hyperion data. In RF classification using Hyperion data, the overall accuracy of 0.82 (kappa statistic = 0.64) was achieved. The producer accuracy of Korean pine and Japanese larch in RF classifications were 0.85 and 0.80, respectively. Additionally, the user accuracy of Korean pine and Japanese larch in RF classifications were 0.78 and 0.86, respectively. The species classification performance using an SVM classifier on Hyperion data was better (overall accuracy = 85%, kappa statistic = 0.71) than RF classification. The producer accuracy of Korean pine and Japanese larch in SVM classification were 0.86 and 0.84, respectively, while the user accuracy of Korean pine and Japanese larch were 0.84 and 0.87, respectively. The producer accuracy and user accuracy increased for both species.
Results and Discussion
Spectral Separability and Similarity
Classification with Hyperion Data of the Korea National Arboretum
The distribution of species can vary depending upon geographical characteristics, and spectral reflectances can be affected by the terrain aspect. In order to consider such geographical effects, elevation, slope, and aspect maps were also utilized in this study. Table 4 shows that topographical analysis was more accurate than non-topographic analysis. The overall accuracy and kappa statistics of RF and SVM classifications were 0.83 and 0.65, and 0.86 and 0.73, respectively. Overall RFs and SVMs with topographical analyses yielded higher producer accuracies (>0.81 and >0.86, respectively) and user accuracies (>0.80 and >0.85, respectively).
Japanese larches shed their leaves in the fall and remain leafless throughout the winter period, while Korean pine is an evergreen. Thus, there is a difference in the tree canopies between Korean pine and Japanese larch, and in the timing of the first leaf buds and first autumn foliage. In order to reflect these properties, textural analysis results of both April and September images using GLCM were used as textural image bands. Table 4 shows the effects of textural image application. The overall accuracy and kappa statistics of RF and SVM classifications improved from 0.83 and 0.65, and 0.86 and 0.73, respectively, to 0.88 (RF) and 0.75 (SVM), and 0.90 (RF) and 0.81 (SVM). Overall RF and SVM gave higher producer accuracies (>0.86, >0.90) and user accuracies (>0.86, >0.90). Table 5 shows the variable importance derived from the RF of classification 3. It shows the top 20 crucial variables within 147 bands, topographic data, and textural data. As can be seen in the table, several textural features occupy the top ranks. Topographical data (aspect) and vegetation-related bands, which are related to chlorophyll, nitrogen, and protein, were also found to be significant. The textural information and topographical factors were added stepwise in classification 2 and classification 3, and the accuracy increased as each factor was added. Additionally, the OOB estimate of the error rate decreased from 18.2% in classification 1 to 17.4% in classification 2, and to 14.1 in classification 3. Moreover, the AUC increased from 0.82, 0.85 in classification 1 to 0.83, 0.86 in classification 2, and to 0.88, 0.90 in classification 3. Therefore, topographical data and textural data were able to increase the classification accuracy of tree species. 
Wilk's Lambda Result of the Korea National Arboretum
Based on the Wilk's Lambda test, 55 bands were selected as optimal bands in the 437-2335 nm wavelength region (Table 6 ). Among them, 15 bands were from VIS, 15 bands from NIR, and 25 bands from SWIR regions. Usually, interspecies differences increase near longer wavelengths and are prevalent in SWIR regions [74, 80] . The selected bands were related to chlorophyll in VIS, leaf and canopy structure in NIR, and water content, nitrogen, cellulose, starch, and sugar in SWIR (Table 6 ). Table 7 shows the accuracy of RF and SVM classifications using 55 bands of Hyperion data. The overall accuracies of RF and SVM classifications were 0. 82 (Table 8) . As a result, it was confirmed that the selection of bands can provide cost-effective results for tree species classification, and there was less of a reduction in the accuracy of RFs than SVMs.
In order to confirm the possibility of applying Sentinel-2 data for tree species classification, Hyperion bands corresponding with Sentinel-2 wavelengths were selected and applied to classification. Random forest and SVM classifications exhibited overall accuracies of 0.86 and 0.89 (kappa statistics 0.72 and 0.79), respectively (Table 7) . Overall, RF and SVM yielded high producer accuracies (>0.84 and >0.89) and user accuracies (>0.84 and >0.89). As a result, the classification results showed a high degree accuracy; thus, the possibility of applying Sentinel-2 data for tree species classification was confirmed, and Sentinel-2 data were applied for classifying the tree species of the KNA and MTB. 
Sentinel-2 Analysis
Tree species classification was performed with Sentinel-2 data in the KNA. In RF and SVM classification using Sentinel-2 data, the overall accuracies of 0.89 and 0.86, with kappa statistics of 0.77 and 0.72, respectively, were achieved (Table 9 ). Overall, RFs and SVMs yielded high producer accuracies (>0.86 and >0.83, respectively) and user accuracies (>0.86 and >0.84, respectively) ( Table 9 ). While SVMs were more accurate than RFs in classifications using Hyperion data, RFs were more accurate in classifications using Sentinel-2 data. Figure 4 shows the visual comparison of the forest map versus tree species classification maps derived from Hyperion data and Sentinel-2 data in the KNA. As shown in this figure, the shapes of the forest map, Hyperion results, and Sentinel-2 results are quite similar. 
Classification of Mt. Baekdu
In order to investigate the possibility of using the training dataset of the KNA for tree species classification of MTB, RFs and SVMs were utilized and showed overall accuracies of 0.60 and 0.51 and kappa values of 0.20 and 0.00, respectively (Table 10 ). The producer accuracies of Korean pine and Japanese larch were 0.97 and 0.23, respectively, while the user accuracies of these species were 0.56 (Korean pine) and 0.87 (Japanese larch). Using the KNA data, the model classified most Japanese larch as Korean pine. It was assumed that spatial differences cause the spectral variation between the KNA and MTB, even though the same tree species are observed [12] . As shown in Figure 5 , the NIR spectra of MTB are higher than those of the KNA. According to the results of previous studies (Table 6) , NIR is related to leaf and canopy structures, such as vegetation stress and dynamics, the leaf area index (LAI), and starch. It was also assumed that trees in the KNA have more vegetation stress and lower LAIs than those in the MTB region. To support this hypothesis, the normalized difference vegetation index (NDVI), which is highly correlated with LAI and vegetation conditions [40] , was used to compare the KNA and MTB. The mean NDVI of MTB (0.864) was higher than that of the KNA (0.836). Thus, it was assumed that the forest density or conditions caused spectral differences and classification errors. Additionally, a spectrum of Korean pine was smaller than that of Japanese larch, unlike the previously reported general patterning [74] . spectra of MTB are higher than those of the KNA. According to the results of previous studies (Table  6) , NIR is related to leaf and canopy structures, such as vegetation stress and dynamics, the leaf area index (LAI), and starch. It was also assumed that trees in the KNA have more vegetation stress and lower LAIs than those in the MTB region. To support this hypothesis, the normalized difference vegetation index (NDVI), which is highly correlated with LAI and vegetation conditions [40] , was used to compare the KNA and MTB. The mean NDVI of MTB (0.864) was higher than that of the KNA (0.836). Thus, it was assumed that the forest density or conditions caused spectral differences and classification errors. Additionally, a spectrum of Korean pine was smaller than that of Japanese larch, unlike the previously reported general patterning [74] .
The NDVI of Korean pine in the KNA (0.823) was lower than that of Japanese larch in the KNA (0.849). In line with the comparison data between the KNA and MTB, it was assumed that Korean pines in the KNA had lower LAIs or exhibited abnormal vegetation conditions in May. The difference between the mean spectra of Korean pine and Japanese larch was small, while the variation in the two spectra overlapped in various ranges. This information could be used to classify tree species reasonably well within the same geographic location. However, it could not be adopted among different geographic locations, as has been similarly shown in previous studies [12] .
In order to increase the predictive ability of the model, the training data of the KNA were combined with training data of MTB, which showed a high classification accuracy (i.e., >0.98 overall accuracy and >0.97 kappa statistics) ( Table 10 ). The overall accuracy and kappa statistics of RF and SVM classifications were improved from 0.60 and 0.20, and 0.51 and 0.00 to 0.99 and 0.97, and 0.98 and 0.95, respectively. Overall, RFs and SVMs yielded higher producer accuracies (>0.98 and >0.97) and user accuracies (>0.98 and >0.97) (Table 10 ). Additionally, the combined training data model showed good performance in KNA classifications, with high overall accuracy (>0.88) and kappa statistic (>0.76). The NDVI of Korean pine in the KNA (0.823) was lower than that of Japanese larch in the KNA (0.849). In line with the comparison data between the KNA and MTB, it was assumed that Korean pines in the KNA had lower LAIs or exhibited abnormal vegetation conditions in May. The difference between the mean spectra of Korean pine and Japanese larch was small, while the variation in the two spectra overlapped in various ranges. This information could be used to classify tree species reasonably well within the same geographic location. However, it could not be adopted among different geographic locations, as has been similarly shown in previous studies [12] .
In order to increase the predictive ability of the model, the training data of the KNA were combined with training data of MTB, which showed a high classification accuracy (i.e., >0.98 overall accuracy and >0.97 kappa statistics) ( Table 10 ). The overall accuracy and kappa statistics of RF and SVM classifications were improved from 0.60 and 0.20, and 0.51 and 0.00 to 0.99 and 0.97, and 0.98 and 0.95, respectively. Overall, RFs and SVMs yielded higher producer accuracies (>0.98 and >0.97) and user accuracies (>0.98 and >0.97) (Table 10) . Additionally, the combined training data model showed good performance in KNA classifications, with high overall accuracy (>0.88) and kappa statistic (>0.76). Figure 6 shows the visual comparison of the forest map versus tree species classification maps derived from Sentinel-2 data in the MTB region. As shown in the figure, the shapes of the forest map and the combined training data model results are quite similar. This demonstrates that the combined training data models were accurate enough for use in predicting Korean pine and Japanese larch in both regions. Based on this result, it is assumed that Korean pine and Japanese larch in North Korea can be predicted using the developed model, as North Korea is geographically located between the KNA and MTB. 
Conclusions
In this study, a tree species classification model was developed by combining training data from South Korea with those from China in order to predict the distribution of tree species in North Korea. From the study results, three research questions were answered:
1. Hyperion data with machine learning algorithms, such as RF and SVM, can be adopted for tree classification; 2. Sentinel-2 data may be used for tree species classification with RF and SVM algorithms corresponding Hyperion data; 3. A training dataset that was built in the KNA cannot be used for tree classification of MTB.
However, combined training data from the KNA and MTB showed high classification accuracies in both regions.
The results showed that the developed model had enough reliability to predict Korean pine and Japanese larch in the Mt. Baekdu region with an accuracy of >98%. The model developed in this study is able to classify tree species in inaccessible regions, such as North Korea. In order to improve the model, more tree species sampling on the Korean peninsula and across Northeast Asia should be performed in the future. 
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