Fuglede's conjecture [2] states that a set Ω ⊂ R n tiles R by translations if and only if L 2 (Ω) has an orthogonal basis of exponentials. We obtain new partial results supporting the conjecture in dimension 1.
The results
A Borel set Ω ⊂ R n of positive measure is said to tile R n by translations if there is a discrete set T ⊂ R n such that, up to sets of measure 0, the sets Ω + t, t ∈ T, are disjoint and t∈T (Ω + t) = R n . We will refer to T as the translation set, and write R = Ω ⊕ T . We also say that Λ = {λ k : k ∈ Z} ⊂ R n is a spectrum for Ω if: {e 2πiλ k ·x } k∈Z is an orthogonal basis for L 2 (Ω).
( 1.1) (See e.g., [3] , [4] , [6] , [8] , [11] , [9] , [12] , [13] , [16] , [17] , [18] , [19] ). For convex domains Ω ⊂ R n , the problem is now understood to be related to the geometry of the set {ξ :χ Ω (ξ) = 0} ( [12] , [3] , [4] ), and the 2-dimensional convex case is close to being resolved [5] . The general case is much more complicated, even in dimension 1, and is still nowhere near resolution. The purpose of this paper is to relate the spectral set conjecture for domains Ω = A+ [0, 1] ⊂ R to purely algebraic questions concerning the multiplicative properties of roots of certain types of polynomials, and to provide partial answers to these questions.
We briefly summarize some of the previous work relevant to the subject. Lagarias and Wang [18] proved that if Ω ⊂ R is a bounded domain and Ω ⊕ T = R, then T is rational and periodic. The question of when a given periodic set Λ is a spectrum for a given tile set T was discussed in [19] , [22] . In particular, it is proved in [19] (Theorem 1.2) that if Ω ⊕ T = R, T = B + N Z, B ⊂ Z, and the cyclic group Z N has the strong Tijdeman property, then Ω is a spectral set; however, there are examples of Z N which do not have the Tijdeman property, see [17] . Our Theorem 1.5 uses the recent results of [1] to improve on Theorem 1.3 of [19] .
It is not known whether a spectrum Λ of a bounded domain Ω ⊂ R must always be rational and periodic. For domains of the form Ω = A + [0, 1), the results of [10] (see Proposition 1.3 below) imply that Λ must indeed be periodic. The rationality of Λ seems to be a more difficult question; Theorem 1.10 below is a modest partial result in this direction.
Several special cases of the conjecture have been investigated in more detail, see e.g., [15] , [23] . Note that the articles [19] , [23] considered also the related question of the existence of a universal spectrum, i.e., a common spectrum for all domains Ω which tile R n by the same set of translations T . This question will not be addressed in the present paper.
Let
We will say that Λ is a spectrum for Ω if (1.1) holds. Clearly, we may assume that a 0 = 0, λ 0 = 0.
k=0 x a k , where a k are distinct non-negative integers. We will say that {θ 1 , . . . , θ N −1 } ⊂ (0, 1) is a spectrum for A(x) if the θ j are all distinct and:
where
The reason for this terminology is the following result, due to Jorgensen and Pedersen [10] (see also [22] ). [10] ) Let Ω and Λ be as in (1.2) , 0 ∈ Λ. Then Λ is a spectrum for Ω if and only if all of the following are satisfied:
Proposition 1.3 (Jorgensen -Pedersen
, where θ 0 = 0 and θ j , j = 1, . . . , N − 1, are as in (ii).
This result was stated in [10] in terms of unitary matrices: it is easy to see that the condition (ii) above is satisfied if and only if the matrix (e 2πia j θ k ) j,k is unitary, which was the condition given in [10] . Our reformulation of it in terms of polynomials was motivated by the recent work of Coven and Meyerowitz [1] , who related the tiling properties of a set A ⊂ Z to the algebraic properties of the corresponding polynomial A(x) = a∈A x a . (Note that such polynomials were also used in [23] .)
The main result of [1] is as follows. Recall that, for s ∈ Z, the s-th cyclotomic polynomial Φ s (x) is defined inductively by x s − 1 = k|s Φ s (x); equivalently, Φ s (x) = (x − ǫ i ), where ǫ i are the s-th primitive roots of 1. Define A(x) as above, and let S A be the set of prime powers s such that Φ s (x) divides A(x). Consider the following conditions on A(x): It is not known whether (T2) must hold whenever A tiles Z (it does hold in all cases known to the author). Clearly, A ⊂ Z tiles Z if and only if A + [0, 1) tiles R, hence the relevance of this result to the problem under consideration.
Our first result is that (T1), (T2) also guarantee the existence of a spectrum, and that a partial converse holds. Here and in the sequel, A is a subset of Z with 0 ∈ A, N = #A ≥ 2, A(x), S A are defined as above, and Ω = A + [0, 1). (ii) If Ω is a spectral set with a spectrum Λ ⊂ s −1 Z, where s = p α is a prime power, then Ω tiles R by translations.
An easy application of Corollary 1.6 yields the following.
Corollary 1.7 Assume that N = 3, then Ω is a spectral set if and only if it tiles R by translations.
Note, however, that a spectrum need not always satisfy Λ ⊂ p −α Z, even if N is a power of p. For instance, Ω = {0, 1, 6, 7} + [0, 1) has a spectrum Λ = {0,
In light of the next theorem, the case when the degree of A(x) is relatively small (equivalently, the set Ω is contained in a relatively short interval) seems to be a natural starting point for further investigation. 
The equivalence (iii) ⇔ (iv) ⇔ (v) (for an arbitrary domain Ω) is Fuglede's theorem [2] , and the implications (iv) ⇒ (i), (v) ⇒ (ii) are trivial. Our new result is that the implications (i) ⇒ (iii) and (ii) ⇒ (iii) hold for A as in the theorem. Note that the set Ω n = [0, n] ∪ [2n, 3n] tiles R and is a spectral set, but is not a fundamental domain for any group; this shows that the inequality M < 3N/2 cannot be weakened.
Another special case which can be partially worked out is that of irreducible polynomials.
Proposition 1.9 (i) Suppose that A tiles Z and that A(x) is irreducible. Then N is prime,
(ii) Suppose that A(x) is irreducible, has a spectrum, and that deg(A(x)) < 5N 2 − 1. Then the conclusions of (i) hold, and, in particular, A tiles Z.
We do not know whether a spectrum must always be rational, or whether any spectral set must have a rational spectrum. However, we have the following partial result. If m, n are integers, we will use (m, n) to denote the greatest common divisor of m, n. The cardinality of a finite set A is denoted by #A.
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Proof of Theorem 1.4
We first prove (i). Assume that (T1), (T2) hold, and define S A as in the introduction. Consider the set B of all numbers of the form:
where k s ∈ {0, 1, . . . , p − 1} for each prime p|N , amd each s = p α ∈ S A . We claim that B is a spectrum for A.
, where p i are distinct primes. We have: 
where 
where β i is the largest exponent such that p
= 0, and k i is an integer not divisible by p i . By Lemma 2.1 below,
This immediately implies (2.2): since p
Proof. The roots of Φ s (x) are the primitive s-th roots of unity, i.e., the numbers e 2πik/s for (k, s) = 1. We write:
It suffices to check that k, s are relatively prime. Suppose therefore that there is a prime p such that p|k and p|s. 
Let r 1 < . . . < r m be the distinct values of α ij in (2.3). Since Φ p α ij (x) is the minimal polynomial of e 2πiθ ij , we must have
From this and (2.1) it follows that
and in particular N ≥ p m . Thus (ii) will follow if we prove that N ≤ p m . To do this, it suffices to verify that the polynomial
has at most p m roots ǫ i such that
The proof is by induction on m. If m = 1, all roots of F 0,r 1 (x) = (x − 1)Φ p r 1 (x) are of the form e 2πik/p r 1 , k ∈ Z. If k, k ′ belong to the same residue class (mod p r 1 −1 ), then k − k ′ and p r 1 are not relatively prime, hence either the corresponding roots e 2πik/p r 1 and e 2πik ′ /p r 1 are equal, or else e 2πi(k−k ′ )/p r 1 is not a root of F 0,r 1 (x). Since there are only p distinct residue classes (mod p), the claim follows for m = 1. Assume now that the claim is true with m replaced by m − 1. Let ǫ j = e 2πik j /r m be roots of F 0,r 1 ,...,rm (x) satisfying (2.4). We divide them into p equivalence classes Θ 0 , Θ 1 , . . . , Θ p−1 :
By the same argument as above, if ǫ i , ǫ j belong to the same Θ l , ǫ i /ǫ j cannot be a root of Φ p rm (x), and must therefore be a root of F 0,r 1 ,...,r m−1 (x) = (x − 1)Φ p r 1 (x) . . . Φ p r m−1 (x). By the inductive hypothesis, #Θ l ≤ p m−1 . Since the number of Θ l 's is p, the claim follows. We may assume that a 0 < a 1 < . . . < a N −1 , M = a N −1 + 1. We must prove that each of the conditions (i), (ii) of Theorem 1.8 implies that Ω is a fundamental domain for N Z, i.e., A = {0, 1, . . . , N − 1}(mod N ).
Part 1: (i) ⇒ (iv).
Assume that A tiles Z by translations, i.e., there is a set B = {b i } i∈Z ⊂ Z such that A ⊕ B = Z (and, consequently, Ω ⊕ B = R). We may assume that b i < b i+1 for all i. Define:
The interval [b i , c i+2 ) contains three disjoint translates of Ω (Ω i , Ω i+1 , Ω i+2 ), hence we must have c i+2 − b i ≥ 3N . Using also that M < 3N/2, we see that:
We also have the trivial inequality c i ≥ b i+1 (if it failed, Ω ⊕ B would have "gaps" (c i , b i+1 ).) Hence each I i may overlap only with its immediate predecessor I i−1 and successor I i+1 :
For m > 0, define:
Then:
where we used that ∞ i=−∞ χ Ω i ≡ 1 and that, by (3.1),
(Here and in the sequel, O(1) denotes a quantity which, for any fixed N and M , is bounded uniformly in m as m → ∞.) On the other hand, counting the Ω i 's contained in [b 1 , c m ] and the I i 's having non-empty intersection with it, we obtain that:
for some α < 3/2 independent of m. From (3.2) and (3.3) we have:
which yields that:
In particular, lim m→∞ 
contains at least one unit interval to the right of I i , and, in particular,
Hence:
so that:
This proves (iv).

Part 2: (ii) ⇒ (v).
Suppose that Ω is a spectral set. By Proposition 1.3, A(x) = x a i has a spectrum {θ 1 , . . . , θ N −1 } ⊂ (0, 1). We will also denote θ 0 = 0. Then:
We will first prove that G = {ǫ ij : i, j = 0, 1, . . . , N − 1} is a group. This will follow from:
Indeed, assume (3.4), then for any ǫ ij , ǫ kl ∈ G we have ǫ ij ǫ kl = ǫ i ′ m ǫ ml ′ = ǫ i ′ l ′ ∈ G; since G is finite and contains 1 = ǫ ii , this proves the claim that G is a group. We now prove (3.4). Observe that:
Hence it suffices to prove that:
For each pair (i, j) define:
then (3.5) is equivalent to:
We have ǫ ii = 1, and A(ǫ ij ) = 0 for all i = j, hence the number of the possible values that ǫ ij may take is bounded by
On the other hand, since θ i are distinct, so are ǫ i0 , ǫ i1 , . . . , ǫ i,N −1 for any i. Hence for any i, j, the number of values which occur both in {ǫ i0 , ǫ i1 , . . . , ǫ i,N −1 } and in {ǫ j0 , ǫ j1 , . . . ,
Thus E ij , E kl are two subsets of {0, 1, . . . , N − 1} of cardinality > N/2, whereupon (3.6) follows. We have proved that G is a group, hence G must be the set of all n-th roots of 1 for some n ∈ Z. But A(ǫ ij ) = 0 for all ǫ ij ∈ G, hence the polynomial P n (x) = 1 + x + . . . + x n−1 divides A(x), and, in particular, n = P n (1)|A (1) Observe that the proof of the implication (ii) ⇒ (v) did not actually use that the degree of A(x) was < 3N 2 − 1, but only that A(x) has < 3N 2 − 1 roots of modulus 1. Hence we have also proved the following result, which will be used in the proof of Theorem 1.10. SInce N = 1, it follows from (2.1) that N is prime and k = N α for some α ∈ N. Then
[1], Lemma 1.1), and it is trivial to verify that {0,
N α } is a spectrum for A(x). It remains to prove (ii). Suppose that A(ǫ) = 0 for at least one root of unity ǫ. Since A is irreducible, A(x) = Φ s (x) for some s; using (2.1) as above, we find that N = A(1) is prime and hence the conclusions of (i) hold. In particular, A = {0, α, 2α, . . . , (N − 1)α} tiles Z.
Assume therefore that A(x) has a spectrum {θ 1 , . . . , θ n−1 }, and that θ 1 is irrational. We will prove that A(x) must have at least N roots off the circle |x| = 1; combining this with Lemma 3.1, we find that deg(A(x) ≥ 5N 2 − 1. Let ǫ j = e 2πiθ j . Then ǫ j and ǫ jk := ǫ j /ǫ k , j = k, are roots of A(x), and ǫ 1 is not a root of unity. By Kronecker's theorem [14] , A(x) has at least one root ξ with |ξ| = 1. Also,ǭ 1 is a root of A 1 (x), hence by elementary Galois theory so is 1/ξ. Thus A(x) has at least one root of modulus > 1.
Let ξ 1 be a root of A(x) of maximal modulus; from the previous paragraph we have |ξ 1 | > 1. Since A(x) is irreducible, its Galois group G is transitive, hence there is a σ ∈ G such that σ(ǫ 1 ) = ξ 1 . Define ξ i = σ(ǫ i ), then ξ i and ξ ij := ξ i /ξ j = σ(ǫ ij ) are roots of A(x). Consider the sequence of roots:
Let j ≥ 2. By the maximality of |ξ 1 |, we have |ξ j | ≤ |ξ 1 | and
Moreover, since |ξ 1 | = 1, at most one of ξ j , ξ 1j has modulus 1. Hence the sequence ξ 2 , ξ 3 , . . . , ξ N −1 , ξ 12 , ξ 13 , . . . , ξ 1,N −1 .
contains at least N − 2 entries with modulus > 1. Since the ξ i are distinct and = 1 for i = 0, the value ξ 1 appears only once in (4.1), and any other value is taken at most twice (once as ξ j and once as ξ 1j ′ ). Hence (4.1) contains at least 1 + (N − 2)/2 = N/2 distinct roots of modulus > 1. Similarly, using 1/ξ 1 instead of ξ 1 , we may find at least N/2 distinct roots of modulus < 1. This proves the claim that A(x) has at least N roots off the unit circle.
Further incremental improvements may be possible: for instance, if N is odd, the above argument actually shows that if A(x) is irreducible and has a spectrum ⊂ Q, it has at least N +1 roots off the unit circle, hence deg(A(x)) ≥ 5N/2. However, new techniques will probably be needed to improve the bound on deg(A(x)) more substantially, or to dispense with it altogether.
Miscellaneous
Proof of Theorem 1.10. The proof is similar to that of Proposition 1.9 (ii). Suppose that A(x) has a spectrum {θ 1 , . . . , θ n−1 }, and that θ 1 is irrational. We will use Kronecker's theorem to prove that A(x) must have at least N/2 roots off the unit circle, which together with Lemma 3.1 proves the theorem.
We define ǫ j = e 2πiθ j , ǫ jk := ǫ j /ǫ k . Since ǫ 1 is not a root of 1, by Kronecker's theorem [14] the minimal polynomial A 1 (x) of ǫ 1 has at least one root ξ with |ξ| = 1.
The Galois group G of A(x) acts transitively on the roots of A 1 (x), hence there is a σ ∈ G such that σ(ǫ 1 ) = ξ 1 . Define ξ i = σ(ǫ i ), ξ ij := ξ i /ξ j = σ(ǫ ij ); then: ξ 2 , ξ 3 , . . . , ξ N −1 , ξ 12 , ξ 13 , . . . , ξ 1,N −1 (5.1)
are roots of A(x). Since |ξ 1 | = 1, at most one of each pair ξ j , ξ 1j (j ≥ 2) has modulus 1. Hence the sequence (5.1) contains at least N + 1 entries with modulus = 1. Since the ξ i are distinct and = 1, the value ξ 1 appears only once in (5.1), and any other value is taken at most twice, so that (5.1) contains at least 1 + (N − 2)/2 = N/2 distinct roots of modulus = 1. Note that, unlike in the proof of Proposition 1.9, we may not always be able to map ǫ 1 to a root of maximal modulus, which is why we have found only N/2 (and not N ) roots of modulus = 1.
Proof of Corollary 1.7. Let A = {0, a 1 , a 2 }. We may assume that (a 1 , a 2 ) = 1: indeed, let k ∈ Z, then A tiles Z if and only if kA tiles Z ([1], Lemma 1.4(1)), and {θ 1 , θ 2 } is a spectrum for A(x) if and only if {θ 1 /k, θ 2 /k} is a spectrum for (kA)(x) = A(x k ).
If A tiles Z, A(x) has a spectrum by Corollary 1.6(i). Conversely, suppose that A(x) has a spectrum {θ 1 , θ 2 }, then:
1 + e 2πia 1 θ j + e 2πia 2 θ j = 0, j = 1, 2.
Hence e 2πia 1 θ j , e 2πia 2 θ j are cubic roots of 1, and in particular a 1 θ j , a 2 θ j ∈ 1 3 Z. Since (a 1 , a 2 ) = 1, there are integers k 1 , k 2 such that k 1 a 1 + k 2 a 2 = 1, so that θ j = k 1 a 1 θ j + k 2 a 2 θ j ∈ 1 3 Z.
By Corollary 1.6(ii), A tiles Z.
