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This paper describes an optimal algorithm for searching for a minimum (or a 
maximum) of a discrete periodic bimodal function of period P. Recursive comput- 
ing is used to prove the optimality of the search algorithm. An application of the 
algorithm for a clustering analysis of a data communication network is pro- 
vided. B 1989 Academic Press, Inc. 
Some problems related to applications require an analysis of a function 
h defined on R and computable on a set S of N discrete points xl, . . . , 
x~. In many applications, all Xi, i = 1, . . . , N, are easy to compute; 
however, every evaluation of h is a time-consuming process. A specific 
example is provided later in the paper. 
The goal of this paper is to describe an optimal algorithm for searching 
for a minimum (or a maximum) of a periodic discrete bimodal function h 
using a minimal number of evaluations of h in the worst case. We demon- 
strate how an optimal algorithm can be constructed if h(xi + kP) = h(xi) 
for all integer k, and i = 1, . . . , N. Here P is the period. We assume that 
a value of P and all xi, . . . , xN are known. 
DEFINITION 1. h is a periodic bimodal function with period P on a set 
of discrete points xi , . . . , xN if there exist two points x, and xs (which 
we call a minimizer and a maximizer, respectively), such that either 
h,>. . . > h,-, > h, < h,+, < . . . < h,-, < h, > h,+, > . . . > hN 
> hN+I = h 
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or 
h,<. . . < h,-, < h, > h,+, > . . . > hr-, > h, < h,+l < . . . < hN 
< hN+l = hl, 
where h; = h(xi) and xN+i = xi + P. 
This paper is a logical continuation of a paper by Veroy (1986a) where h 
was a periodic bimodal function of period P and did not have a plateau on 
(a, a + P); i.e., there are no two points x and y such that a < x < y < a + 
P and for all z E (x, y), h(z) = const. Furthermore in this paper we assume 
that for every c there are no more than three points xi, Xj, xk such that 
Xi < Xj C xk < Xi + P = xi+N and hi = hj = hk = C (1) 
(see Comment 7). 
DEFINITION 2. h, is a local minimum of a function h if h,-1 > h, < 
h r+l, where hi = h(xi). A local maximum is defined analogously. It is easy 
to observe that a periodic function has an equal number of local minima 
and maxima on the period P. 
MINIMAX SEARCH STRATEGY 
We describe a search strategy which is minimax in the following sense: 
Let H be a set of all functions of a period P, Q be a set of all possible 
strategies which finds a minimum h, (or a maximum h,), and e(h, q) be the 
number of required evaluations to find a minimum h, (or a maximum h,). 
Then q* is optimal in the worst case strategy if 
min max e(h, q) = max e(h, 4”). (2) 
qEQ hEH hEH 
Comment 1. It is obvious that N evaluations of h at points xi are 
enough to solve any problem by total enumeration. We demonstrate that 
an optimal search algorithm requires time complexity of order @(log N). 
Comment 2. It is important to stress that if h is a function computable 
at every value of x, it is impossible to find an exact value of a minimum of 
h for a finite number of evaluations of h. That is why Veroy (1986a) 
considered an optimal algorithm which computes an interval of length t in 
which a minimizer x, of a function h is located using a minimal number of 
evaluations of the function h. Related results are presented by Gal (1971). 
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(For more details on complexity of approximately solved problems see 
Traub and Woiniakowski, 1980; Traub, 1985; Traub et al., 1983.) In this 
paper, we describe an optimal algorithm which finds exact values of both 
a local minimizer X, and a local minimum h, of h. 
Most of the known optimal algorithms that search for an extremum of a 
function f deal with cases where f is a unimodal function on a known 
interval (n, 6). A partial bibliography on these algorithms is provided by 
Veroy (1986a) and Bellman and Dreyfus (1962). Parallel minimax search 
for an extremum of a unimodal function is described by Karp and 
Miranker (1968). Additional bibliography (about 40 references) on the 
subject is listed in Traub and Woiniakowski (1980). Further ideas and 
approaches on optimal algorithms and information-based complexity, es- 
pecially in optimization, are considered by Nemirovsky and Yudin 
(1983a,b). 
DETECTING TRIPLET 
DEFINITION 3. We say that (xi, Xj, ok) is a detecting triplet (DT) if 
there are three points xi < Xj < xk on a period P and h; 2 hj E- hk. 
Since h is a periodic function, it is very easy to find an initial DT. 
Indeed, select two arbitrary points xi and xj such that x; < Xj andj - i 5 
N - 1. If hi 5 hj, consider xk = Xj - P. Then (XX, xi, Xj) is a DT, since h,, 2 
hi 5 hj . However, if hi > hj, consider XL = X; + P. In that case (x; , xi, xk) 
is a DT. 
PROPERTIES OF DETECTINGTRIPLET 
THEOREM 1. Zf (xi, xj, XL) is a DT, then there exists a local minimum 
h, such that xi < x, < XI. 
Proof. Follows immediately from the fact that h is periodic on a pe- 
riod P, from the definition of DT, and from property (1). 
THEOREM 2. Let us consider a point xp such that xi < xp < xk and 
xp # xj) where (x; , xi, X& is a DT. Let XP < xj. If hp I hj 9 then (xi 3 XP , xj) 
is a DT, else (xp, xi, xk) is a DT. Analogously, if xj < XP and hj 5 hp, then 
(Xi, xj, up) is a DT, else (xj , XP , X& is u DT. 
Proof. Proceeds analogously to the proof for Theorem 1. 
Comment 3. It follows from Theorems 1 and 2 that every evaluation 
of h decreases an interval of uncertainty on which a minimizer x,. is 
located. 
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Every detecting triplet (Xi, Xj, xk) divides a set of all points Xi, X;+I , 
. . .) xk iId tW0 subsets: VI = {Xi+, , . . . ,xj-r}andcrz={,rj+1,. . . , 
x&l}. Let u = lo11 = j - i - 1 and u = 1~~1 = k - j - 1. 
DETECTING STATE 
DEFINITION 4. We say that a search is in a detecting state (DS) {u, u} if 
there is a detecting triplet (xi, Xi, xk) such that there are u discrete points 
between xi and x,~ and u discrete points between xi and XL for which values 
of h are not known yet. 
DEFINITION 5. E(u, u) is a minimal number of evaluations of h re- 
quired to find a local minimum h, in the worst case if the search starts 
from a detecting state {u, u}. Since from the definition it is obvious that 
E(u, u) = E(u, u), further for the sake of simplicity we assume that u 2 u. 
THEOREM 3. Function E(u, u) satisjies the recurrence equations 
E(u, u) = min E(u - z - 1, Z) + 1 if u > u; (3) 
ocz<u-u 
and 
E(u, u) = E(u, 0) + 1. (4) 
Proof. Based on an analysis of the two recurrence equations 
(a) E(u, u) = min max[E(u, z), E(z, M - z - I)] + 1 
05:<,, 
= min E(u, z) + 1 = E(u, 0) + 1, 
oc;<,, 
since E(u, u) is a symmetric (E(u, u) = E(u, u)) and a nondecreasing 
function of both arguments; 
(b) Ek u) = min[Edu, uh Ed4 41, 
where 
E,(u, u) = min max[E(u - z, - 1, z), E(z, u)l + 1 
O%<U (5) 
E2(u, u) = min max[E(u, z), E(z, u - z - I)] + 1 
05z<u (6) 
242 BORIS S. VEROY 
Then it follows from (6) that 
min max[E(u, z), E(z, u - z - I)1 = min E(z, max(u, u - z - 1)) 
oaz<u 
= min E(u, z) = E(u, 0) (7) 05z<u 
since u 2 u > u - z - 1 and E(*, .) is a monotone nondecreasing function 
of both arguments. 
At the same time, from (5) it follows that 
min max[E(u - z - 1, z), E(z, u)l = mm E(z, max(u - z - 1, u)) 
oaz<u orz<u 
= min E(z, u - z - 1) 
O~Z<U 
I E(u - 1, 0) I E(u, 0). (8) 
Then Eq. (3) follows from (7) and (8): Indeed, 
E(u, u) = min[ min E(z, u - z - I), E(u, 0)l + 1 
05r<u-u 
= min E(z, u - Z - 1) + 1. 
0%.-a-u 
DUALITY 
In order to find an optimal search strategy as defined in Eq. (2), it will 
be convenient to consider the following two dual problems. On every 
subinterval [x, x + ~1 let h be a function computable at exactly N points, 
and 12 be a number of evaluations of the function h to find exact values of a 
minimizer x, and a minimum h, such that h(x,) = h,. 
Primal Problem. Given N, find a minimal number of required evalua- 
tions n. 
Dual Problem. Given a number IZ of evaluations, find a maximal num- 
ber N. 
Since in order to find an initial DS, exactly two evaluations of h are 
always required it is rather natural to define an optimal DS {c, d} in such 
a way that it has the largest sum c + d among all detecting states {u, u} 
and such that E(c, d) = E(u, u). It is obvious that c + d + 2 = N, and 
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E(c, d) + 2 = n. From these equations we can establish a relationship 
between N, c, and n: 
E(c, N - c - 2) = n - 2. 
OPTIMAL DETECTING STATE 
DEFINITION 6. A DS {c, d} is an optimal DS if an inequality c + d 2 
u + u holds for all u and u and E(c, d) = E(u, u). 
Further, we assume that c 2 d. It is clear from the definition that (0, 0} is 
an optimal DS, and E(0, 0) = 0. From now on we assume that {c, d} # 
{O, 01. 
THEOREM 4. Zf{c, d} is an optimal detecting state, then 
(a) c f 4 Pa) 
(b) E(c, d) = E(d, c - d - 1) + 1, (9b) 
(c) d>c-d- 1. (9c) 
Proof. (a) First, let us show that (0, 0) is the only optimal DS where 
c = d. In all other cases c # d. Otherwise, we consider E(c + 1, c). From 
(3) it follows that E(c + 1, c) = mine,,,, E(c - z, z) + 1 = E(c, 0) + 1. 
Since from (4), E(c, c) = E(c, 0) + 1, then E(c + 1, c) = E(c, c). Hence 
{c, c} is not an optimal DS. Thus if {c, d} is an optimal DS, then c # d. We 
must remember that for simplicity it is assumed that c > d. Then from (3) 
E(c,d)= min E(c-Z- l,z)+ 1. 
Orzrc-d- I 
(IO) 
(b) Let 
E(c, d) = E(c - z” - 1, zo) + 1 (11) 
andletzO=c-q-l#c-d-l.ThenfromO#zO=c-q-lsc- 
d - 1 it follows that q L d. If q > d, then {c, d} is not an optimal DS. 
Indeed, 
E(c, q) = min E(C - z - 1, z) + I 
oazsz-q-l 
=E(q,c-q- l)+ 12 min E(c-z- l,z)+ 1 
Oczsc-d-l 
= E(q, c - q - 1) + 1 
= E(c, d). (12) 
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Hence E(c, q) = E(c, d), but c + q > c + d. This contradiction proves 
that q = d. 
(c) Now it remains to demonstrate that d > c - d - I if c > d. First 
of all, as was shown above, c - d - 1 f d if d > 0. Let us assume that 
c - d - I > d, and let us consider a DS {c, c - d - I}. 
E(c,c-d- I)= minE(c-z- 1,~) 
,k:5d 
+ I iE(c-d- l,d) 
+ I = E(c, d). (13) 
On the other hand, from monotonicity E(c, c - d - I) 2 E(c, d). Hence 
E(c, c - d - I) = E(c, d), since from the assumption 2c - d - I > c + d. 
Thus {c, d} is not an optimal DS. The contradiction proves that d > 
c-d- I. 
MAINTHEOREM. Let {c,, d,} be an optimal DS starting from which an 
optimal search requires n evaluations of h to find x, and h,. Then, for all IZ 
Cfi = Fn+2 - I, d, = F,+I - 1, (14) 
whereF0 = 0, F, = 1, Fk = Fk_, + Fkv2. 
Proof (by induction). Step 1. It is easy to check that E(1, 0) = 1 or 
{c, , 4) = (1, 01. 
Step 2. Let us assume that c, = Fn+2 - I and d, = F,,+, - 1 for all 
n I k. 
Step 3. It is obvious that E(c,, d,) = E(c,-I , d,_,) + 1 for all n 2 1. On 
the other hand, from statements (9b) and (SC) of Theorem 4 it follows that 
ck=dk+landdk=ck+l-dk+I-1ordk+I=Fk+2-l,andck+l=d~+ck+ 
1 = (Fk+, - 1) + (Fk+2 - 1) + 1 = Fk+j - 1. 
OPTIMAL ALGORITHM IF N = F,, 
Al. If F,, = I, then h, = h, and x, = x,; stop. 
A2. Select an integer LO arbitrarily, R,, = Lo + F,,-, 
A3. Compute g(L) and g(R”). where g(t) = h(x,). 
A4. (Selecting an initial detecting state). Ifg(&) 2 g(R,J, then A, = Lo, B, = Lo + F,, , 
R,=R~,LI=A,+F~~~:,~IS~B,=R~,A~=R~-F,,L,=L~,R,=B,-F,-~. 
A5. If g(&) 2 g(R& then AL+, = LL, temp = R(R~), Ln+, = R1, R1+, = 24 - Ai, 
comPuteg(R1+l),Bk+I =&,Il+, = & - L,:.g(Lk+,)= temp;elseB,+, = R1, temp = g(Ld, 
&+I =L,L,+, = 2R1 -&,computeg(L~+,),A L+I = Al; IL+, = RI - Al, g(RI+I) = temp. 
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A6. While 1~ > I, repeat A5. 
A7. h, = temp, stop. 
Comment 4. It is obvious that after small modifications the algorithm 
(Al, A7) can be applied to searching for a local maximum as well. Indeed, 
in Steps A4 and A5 just replace if statements on “if g(&) I g(&)” and 
on “if g(L,J I (RjJ,” respectively. 
OPTIMAL ALGORITHM IF Fnml < N < F,, 
For simplicity of notation in this section x(i) = xi. 
In Step A2 select L,, = I, R,, = I f F,,-, 
In Step A4 additionally do 
If g(& 2 g(R& then select arbitrarily F,, - N fictitious points x(i) for 
N + 1 5 i 5 F,, where x(N) < x(N + 1) < . . . < x(F,) < x(,Q + P and 
g(N + 1) = . . . = g(F,J = g(L,,) (15) 
else select F,, - N arbitrarily fictitious points x(i) for R,, + 1 - F, s 
i 5 RO - N where x(&J - P < x(RO + 1 - F,) < . . . < x(Ro - N) < 
x(& + 1) - P and 
g(Ro + 1 - F,,) = . . . = g(Ro - N) = g(Ro). (16) 
Comment 5. For RO + 1 - N ZG k < 0, x(k) = x(k + N) - P and 
g(k) = dk + N). 
Comment 6. Although property (1) does not hold here because of 
conditions (15) and (16), it is easy to check that Theorems 1 and 2 are true 
in spite of these conditions. 
COMPLEXITY OFTHE OPTIMAL SEARCH ALGORITHM 
ANDTHESEARCHPROBLEM 
It is easy to check that E(F,, - 1, F,-I - 1) = n - 2. Hence if N = F,, 
then an initial optimal detecting state {c, d} = {F,-I - 1, Fn-2 - l}. Since 
it takes two evaluations of h to find an initial detecting state and since 
E( F,- i - I, F,I-2 - 1) = n - 3, then the total number of evaluations M(N) 
of h required to find its minimum (or maximum) is 
M(F,J = n - 1. (17) 
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Since F, = (~~/5t’~)[l + o(n)], where w = (5r12 + 1)/2, then 
M(F,J = lo&(S1”F,J - 1 = @(log N). 
Equation (17) describes not only the combinatorial complexity (the 
“cost”) of the optimal search algorithm but the information complexity of 
the search for extrema problem as well (see Traub, 1985; Woiniakowski, 
1985). 
AN EXAMPLE OF A PERIODIC DISCRETE FUNCTION 
Some problems of a clustering require the analysis of a function h 
defined on R and computable on a set S of N points Al, . . . , AN located 
on a plane. Let L be a specially selected line which we will rotate around a 
fixed point B and let x be an angle of rotation of L. Then each position of L 
divides the set S into two subsets St(x) and S&K). If gi and g2 are “costs” 
associated with the first and second subsets (clusters), then 
h(x) = gdSl(xN + g&W)) (18) 
is a total “cost” of both clusters as a function of x. It would be natural to 
find such clusters Sr and SZ that the total “cost” is minimal. 
It is obvious that h is a periodic function with a period P equal 180”. Let 
BC be a horizontal line, and xi = angle(A;BC). Since h is a constant on an 
interval (Xi, xi+t), i = 1, . . . , N, it will be sufficient to describe its values 
h,,. . . , hN at the corresponding points xl, . . . , x~ only. Henceforth, h 
is a periodic discrete function computable at N points xl, . . . , XN and 
h(xi + k * 180) = h(xJ for any integer k, where all xl, x2, . . . , xN are 
easily computable if the point B is specified. How to select the point B and 
the functions gl and g2 is beyond the scope of this paper. Further details 
and applications on the subject are provided by Veroy (1986b). 
Comment 7. Since h is a real function [see (18)], the value of which 
depends on all data (locations of points A, , . . . , A,) the condition (1) 
holds almost always (with probability one). It does not hold in specially 
constructed cases where, for example, all points are located symmetri- 
cally in some sense. Everywhere in the paper we assume that h is com- 
puted exactly. In a case where h is evaluated approximately, a more 
elaborate approach is required. Numerous ideas which can be applied in 
this case are considered by Yudin (1974, 1981, 1982). 
A CASE OF A PERIODIC BIMODAL FUNCTION 
It is obvious that every periodic function has an even number of local 
extrema (equal to the number of local minima and local maxima). 
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If h is periodic and bimodal, then the algorithm (Al, A7) will find a 
global minimum h, = h(x,). On the other hand, if the number of extrema 
is four, then every local minimum is less than every local maximum. 
However, if the number of extrema is six or greater, then even that cannot 
be guaranteed. In this case a more elaborate search must be applied using, 
for example, a combination of optimal search for extrema (a local mini- 
mum and a local maximum) and further descent from the local maximum, 
or a combination of an optimal search with statistical methods of search. 
Systematic description of the latter is provided by Rastrigin (1968). 
SPEEDUPOF OPTIMALVSTOTAL SEARCH 
Let 
S(N) = N/M(N), 
where N is the total number of discrete points Xi, i = 1, . . . , N, and 
M(N) is the time complexity (number of required evaluations of h for the 
optimal search algorithm). Then S(N) is a speedup of the optimal search 
vs total search. 
Let us consider N = F,, . Then from (16) 
Fil _ (1.618 + * *)” F n -= S(FJ = M(Fn) n-1 S’+z - 1) . 
For example, if N = 233; 1597; 11,946 then the corresponding numbers of 
required evaluations are M(N) = 12; 16; 20 and respective speedups are 
S(N) = 20; 100; 600. 
A rather interesting search algorithm on a bimodal function is described 
by Chazelle and Dobkin (1987). However, that algorithm requires twice as 
many function evaluations as the optimal algorithm described in Veroy 
(1986a) and in this paper. 
COMPUTEREXPERIMENTS AND POSSIBLE APPLICATIONS 
The algorithm (Al, A7) was applied to divide a set S of N points into 
two subsets S, and SZ in such a way that each subset (cluster) has its 
“own” center (Cr and CZ, respectively), and all points of a cluster are 
interconnected with “their” center. Several other clustering algorithms 
are described by Hartigan (1975). The goal was to choose clusters and to 
select an appropriate location for every center C1 and CZ in order to 
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minimize the total cost of all interconnections. Since the approach can be 
applied recursively, it is obvious that it has numerous applications in a 
regional planning (see Verkhovsky, 1963, 1964), emergency systems de- 
sign, military operations, and networks design (see, for example, Veroy, 
1982, 1983a,b). The algorithm was applied to design a least-cost data 
communication network which interconnects N potential customers (us- 
ers) via a satellite and two earth stations. Terminology, problematics, and 
other details on satellite communication networks are provided by Martin 
(1978). 
An average time to find the minimum of total cost h on IBM AT for N = 
230 is 2 hr and 10 min if total search is applied. The optimal search 
algorithm requires an average of 6.5 min only. For N = 375 average times 
are 5 hr, 27 min, and about 7 min, respectively. 
Over 1000 computer experiments for different values of N (10 5 N 5 
600) and other parameters demonstrated remarkable statistical properties 
of the function h. It is bimodal in almost all cases for N + 20 with only one 
exception: h is multimodal when its relative range (global maximum/ 
global minimum - 1) is small (-5%). 
Further details are provided in the paper on average combinatorial 
complexity of divide-and-conquer algorithms (Veroy, 1988). For more 
details (definitions and major results) on average and probabilistic com- 
plexity see Kadane and Wasilkowski (1985), Karp (1976), Rabin (1976), 
Smale (1983), Wasilkowski (1985), and Nemirovsky and Yudin (1983a,b). 
SUMMARY 
The optimal algorithm for search of an extremum (a minimum or/and a 
maximum) of a periodic discrete function h is described. A dynamic pro- 
gramming approach is used to demonstrate that in the worst case the 
algorithm requires @(log N) evaluations of the function h. The example of 
a periodic discrete function is provided and basic results of computer 
experiments are described. The algorithm is recursively applied to design 
a least-cost data communication network which interconnects N users via 
a satellite and a number of earth stations. A successful application of the 
algorithm is based on some statistical properties of the function h. 
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