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Abstract—A realistic computer-simulation of a breast com-
puted tomography (CT) system and subject is constructed. The
model is used to investigate the optimal number of views for
the scan given a fixed total X-ray fluence. The reconstruction
algorithm is based on accurate solution to a constrained, TV-
minimization problem, which has received much interest recently
for sparse-view CT data.
I. INTRODUCTION
Dose reduction has been a primary concern in diagnostic
computed tomography (CT) in recent years [1]. Interest in low
intensity X-ray CT is also motivated by the potential to employ
CT for screening, where a large fraction of the population
will be exposed to radiation dose and the majority of subjects
will be asymptomatic. This abstract examines the screening
application of breast CT; we simulate breast CT projection data
and perform image reconstruction based on constrained, total-
variation (TV) minimization. The specific question of interest
is: given a fixed, total X-ray flux, what is the optimal number
of views to capture in the CT scan? As the total flux is fixed,
more views implies less photons per view, resulting in a higher
noise level per view. On the other hand, fewer views may
not provide enough sampling to recover the underlying object
function. The optimal balance of these two effects will depend
on the imaged subject and the imaging task. For this reason,
we have focused on the breast CT application as a case study,
which also has received much attention in the literature [2]–
[4].
From the perspective of non-contrast CT, the breast has
essentially four gray levels corresponding to: skin, fat, fibro-
glandular or malignant tissue, and calcification. In designing
the CT system, physical properties of the subject that are
important are the complexity of the fibro-glandular tissue,
which could be the limiting factor in determining the minimum
number of views in the scan, and micro-calcifications and
tumor spiculations, which challenge the resolution of the
system.
The image reconstruction algorithm, investigated here, is
based on accurate solution of constrained, TV-minimization.
Constrained, TV-minimization is reconstruction by solving an
optimization problem suggested in the compressive sensing
(CS) community for taking advantage of sparsity of the
subject’s gradient magnitude [5,6]. Various algorithms based
on TV-minimization have been investigated for sparse-view
CT data [7]–[13], but we have also recently begun investi-
gating TV-minimization for many-view CT with a low X-
ray intensity. While the emphasis in many of these works
has been algorithm efficiency, the aim here is different in
that we seek accurate solution to TV-minimization in order
to simplify the trade-off study. With accurate solution of
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TV-minimization, the resulting image can be regarded as a
function of only the parameters of the optimization problem,
removing the additional variability inherent in inaccurate but
efficient TV-minimization solvers. The actual solver used here
employs an accelerated gradient-descent algorithm which is
described in an accompanying abstract and in Ref. [14,15].
This solver allows us to investigate the behavior of the solution
to constrained, TV-minimization as the number of projections
is varied at fixed total flux. As this is a preliminary study,
the evaluation is based upon visual inspection of images
obtained with a realistic computer-phantom and a CT data
model incorporating physics of the low-intensity scan. Section
II describes the system and subject model in detail; Sec. III
briefly describes the reconstruction algorithm; and Sec. IV
presents indicative results of the sampling/noise trade-off study
for breast CT.
II. BREAST CT MODEL
We model the salient features of a low intensity X-ray
CT system and a breast subject to gain an understanding
of the trade-off between noise-per-projection and number-of-
projections.
A. phantom
The breast phantom has four components: skin, fat, fibro-
glandular tissue and micro-calcifications. The latter two com-
ponents are the most relevant and are now described in detail.
We refer all gray values to that of fat, which is taken to be
1.0. The skin gray level is set to 1.15.
Fibro-glandular tissue: The gray value is set to 1.1. The
pattern of this tissue is generated by a power law noise
model described in Ref. [16]. The complexity of this tissue’s
attenuation map is similar to what one could find in a breast
CT slice. For the present study, the background fibro-glandular
tissue, fat and skin are represented with as a 1024x1024
digital phantom, from which projections are computed. The
reason for doing so, is that we want to isolate the issue
of structural complexity of the background, while removing
potential ambiguity of projection model mismatch.
Micro-calcifications: 5 small ellipses with attenuation values
ranging from 1.8 to 2.1. In this case, the ellipse projections are
generated from a continuous ellipse model, and unlike the rest
of the phantom, these projections are not consistent with the
digital projection system matrix. For these structures, object
pixelization is a highly unrealistic model because of their small
size; hence we employ the continuous model to generate their
projection data.
The complete phantom along with a blow-up of a region
of interest (ROI) containing the micro-calcifications is shown
in Fig. 1. The complexity of background is apparent, and al-
though the phantom is indeed piece-wise constant, the gradient
magnitude has 55,000 non-zero values due to the structure
complexity. This number is relevant for the CS argument on
the accuracy of TV-minimization. While there has been no
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Fig. 1. Left: complete breast phantom shown in a gray scale window
[0.9,1.25]. Right: same phantom with a blown-up inlay of 7.5x7.5 mm2 ROI
containing the micro-calcifications. The ROI grayscale window is [0.9,1.8].
All image reconstruction results are shown in this format.
analysis of CS recovery for CT-based system matrices, one
can expect that at least twice as many samples as non-zero
elements in the gradient magnitude will be needed for accurate
image reconstruction with TV-minimization under noiseless
conditions.
B. data model
As the primary goal of this study is to investigate a
noise trade-off, the CT model includes a random component
modeling the detection of finite numbers of X-ray quanta.
The process of generating the simulated CT data starts with
computing a noiseless sinogram:
gj =
∫
Lj
d`fdigital[~r(`)] + fµcalc[~r(`)], (1)
where gj is the jth line integral of the phantom over the ray Lj
with the index j running from 1 to Ndata; Ndata is the product
of the number of projections and the number of detector
bins per projection; and fdigital[~r(`)] and fµcalc[~r(`)] represent
the digital and continuous components of the phantom, re-
spectively. The measurements gj are used for the noiseless
reconstructions.
In order to include a random element to the data, which
depends on Ndata in a fairly realistic way, we compute a mean
photon number per detector bin based on gj and a total photon
intensity of the scan:
n(mean)j =
Nphoton
Ndata
exp(−gj),
where Nphoton is the total number of photons in the scan
and is here selected to be a value typical of mammography.
Note that the model the scale factor will cause the mean
number of photons per bin to decrease as the number of
ray measurements increases. From n(mean)j , a realization nj
is selected from a Gaussian distribution, using n(mean)j as the
mean and variance. This Gaussian distribution closely models
a Poisson distribution for large n(mean)j . Finally, the photon
number noise realization is converted back to a realization
of a set of line integrals:
gj = − ln
(
Ndata
Nphoton
nj
)
.
It is this data set which will be used for the noisy reconstruc-
tions below. While this model incorporates the basic idea of
the noise-level trade-off, there are still limitations of the study.
The incident intensity on each detector bin is assumed to be
the same; no correlation with neighboring bins is considered;
electronic noise in the detector is not accounted for; and
reconstructions are performed from a single realization as
opposed to an ensemble of realizations.
III. IMAGE RECONSTRUCTION BY CONSTRAINED
TV-MINIMIZATION
In order to perform the image reconstruction, we employ
CS-motivated, constrained, TV-minimization:
~f∗ = argmin‖~f‖TV subject to |X ~f − ~g|2 ≤ 2 and ~f ≥ 0,
(2)
where the norm ‖ · ‖TV is the sum over the gradient magni-
tude of the image; the system matrix X represents discrete
projection converting the image estimate ~f to a projection
estimate ~g;  is a data error tolerance parameter controlling
how closely the image estimate is constrained to agree with the
available data; and the last constraint enforces non-negativity
of the image. This optimization problem has served to aid
in designing many new image reconstruction algorithms for
CT. As the CT application is quite challenging, most of these
algorithms do not yield the solution ~f∗() of Eq. (2), which
should only depend on  once the CT system parameters are
fixed. As a result, these algorithms yield images which also
depend on algorithm parameters. This is not necessarily a bad
thing, but it becomes difficult to survey the effectiveness of
Eq. (2) for various CT applications.
In applied mathematics, motivated by CS, there has been
much effort in developing accurate solvers to Eq. (2), but
few of these solvers can be applied to systems as large as
those encountered in CT. To address this issue, we have been
investigating means of accelerating gradient methods, which
can be implemented for systems on the scale typical of CT.
The proposed set of algorithms are described in detail in
an accompanying submission to the meeting [15]. We do
not discuss the algorithm here, but we point out that the
optimization problem solved is modified, but equivalent to Eq.
(2):
~f∗ = argmin α‖~f‖TV + |X ~f − ~g|2 subject to ~f ≥ 0, (3)
where the data error term has been included in the objective
function, leaving only positivity as a constraint. The penalty
parameter α replaces the role of  above. We use the ac-
celerated gradient algorithm to solve Eq. (3) to a numerical
accuracy greater than what would be visible in the images;
thus, we describe the following resulting images as solutions
to this optimization problem. To make the connection with the
Eq. (2) is straight-forward; the corresponding  to a given α
is found by computing |X ~f∗−~g| where ~f∗ is found from Eq.
(3).
IV. RESULTS
For this initial survey of a breast CT simulation, we show
two main sets of results. The first set of images are recon-
structed from noiseless data for different numbers of views.
The idea is to see how well TV-minimization performs in
recovering the complex breast phantom under ideal conditions.
The second set of images includes noise at a fixed exposure,
and as described in Sec. II-B, the noise-level per projection
increases with the the number of projections.
All reconstructions are performed on a 1024x1024 grid with
100 micron pixel widths. The simulated fan-beam geometry
has an 80 cm source to detector distance with a circular source
Fig. 2. Left column: images reconstructed by TV-minimization. Right
column: images reconstructed by FBP. The data do not include noise, and
the number of views are 64, 128, 256, and 512 going from top to bottom.
trajectory of radius 60 cm. The detector is modeled as having
1024 detector bins, and there is no truncation in the projection
data.
A. image reconstruction from noiseless data
In Fig. 2, we show images reconstructed from 64 to 512 pro-
jections for both TV-minimization and filtered back-projection
(FBP). For TV-minimization in this study we set α = 10−6,
which corresponds to a very tight data constraint. As noted
above the sparsity of the gradient magnitude is on the order
of 50,000. Accordingly, from CS-based arguments, one could
only expect to start to achieve accurate reconstruction when
the number of measured line integrals exceeds 100,000, which
in this case means 100 projections. An important part of CS
theory deals with computing the factor between the sparsity
Fig. 3. Same as Fig. 2 except the noise model discussed in Sec. II-B is
included.
level and necessary number of measurements for accurate
recovery. This factor is unknown for TV-minimization applied
to the X-ray transform, but we can see from the reconstructions
that the accuracy is greatly improved in going from 128 views
to 256 views. There is still a perceptible improvement in the
image recovery in going to 512 views, which still represents
an under-determined system despite the fact that 512 views
is normally not thought of as a sparse-view data set. Again,
it is the complexity of the phantom which is responsible
for this behavior. The accompanying FBP results give an
indication on the ill-posedness of reconstruction from the
various configurations with different numbers of projections.
The results for the micro-calcification ROI are interesting
in that this particular feature of the image is recovered for all
data sets down to the 64-projection data set. This is not too
surprising because the micro-calcifications are certainly sparse
Fig. 4. Images for 512-view, noisy projection data obtained with TV-
minimization for (left) α = 1× 10−3, (middle) α = 5× 10−4, and (right)
α = 2× 10−4.
in the gradient magnitude. But this result emphasizes that the
success of an image reconstruction algorithm depends also on
the imaging task and the subject.
For the larger goal of determining the optimal number of
views, it is clear that ”structure noise” – artifacts due to the
complex object function– can play a significant role for this
breast phantom.
B. image reconstruction from noisy data
For the noise studies, we again investigate data sets with
the view number varying between 64 and 512. For these
reconstructions, α is also varied between 1. × 10−6 and
5. × 10−4. In Fig. 3, we show the TV-minimization images
compared with FBP, as a reference. The optimal values of α for
each TV-minimization image is chosen by visual inspection.
The FBP fill images are smoothed by convolving with a
Gaussian distribution of width 140 microns (chosen by visual
inspection), and the ROI images are unregularized. While it
is not too surprising that the FBP image quality appears to
increase with projection number, it is somewhat surprising that
the same trend is apparent for image reconstruction by TV-
minimization. The 512-view data set seems to yield, visually,
the optimal result in that the ROI appears to have the least
amount of artifacts. While most of the micro-calcifications
are visible in each reconstruction, the artifacts and noise
texture in the sparse-view images can be distracting and
mistaken for additional micro-calcifications. It seems that the
increased noise-level per view impacts the reconstruction less
than artifacts due to insufficient sampling. That we obtain this
result with a CS algorithm is interesting, and warrants further
investigation with more rigorous and quantitative evaluation.
To appreciate the impact of α, we focus on the 512-view
data set and display images in Fig. 4 for three cases. Small
α corresponds to a tight data constraint, resulting in salt-and-
pepper noise in the image due to the high noise-level of the
data. Increasing α reduces the image noise and eventually
removes small structures.
V. CONCLUSION
We have performed a preliminary investigation of a fixed
X-ray exposure trade-off between number-of-views and noise-
level per view for a simulation of a breast CT system. This
investigation employed a CS image reconstruction algorithm
which should favor sparse-view data. Moreover, the simulated
data are generated from a digital projection matched with the
projector used in the image reconstruction algorithm – another
factor that should favor sparse-view data. Despite this, the
complexity of the subject overrides these points and it appears
that the largest number of views, in the study, yields visually
the optimal reconstructed images. When other physical factors
are included in the data model, for example, partial volume
averaging and X-ray beam polychromaticity, one can expect
that this same conclusion will hold.
Extensions to the image reconstruction algorithm will ad-
dress better noise modeling. One can expect an improvement
in image quality by employing a weighted, quadratic data error
term derived from a realistic CT noise model. As for CS-
motivated image reconstruction, the breast CT system may
benefit from exploiting other forms of sparsity.
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