Wireless sensor networks (WSNs) are important parts of Internet of Things or Cyber-Physical Systems (CPS). WSNs can be seen as a new type of distributed database systems. The data query processing is very important for WSNs. In this paper, we proposed a Continuous Top-k Contour Regions Querying algorithm (CTCRQ) which can continuously obtain the top-k contour regions and does not lose the rate of precision (accuracy). We take full advantage of the kth value of top-k result in current round as the threshold to suppress the nodes whose readings do not belong to the top-k result in next round. Extensive experiments are conducted to evaluate the performance of the proposed CTCRQ approach by using a synthetic data set. The results provide a number of insightful observations and show that CTCRQ substantially outperforms Centralized algorithm, Centralized Optimized algorithm, and CCM algorithm in terms of data transmitted.
Introduction
With the development of microelectronics, embedded computing, and wireless communication technology, sensor hardware technology is also improved. Low-power, tiny sensor nodes can be integrated with information collection, data processing, wireless communication, and other functions [1] . Wireless sensor networks (WSNs) composed by a large number of sensor nodes are used to collect and process information of perceived objects.
The sensor nodes are usually battery-powered and deployed in harsh physical environments. It is usually impossible to replace the batteries or the nodes. So the goal of querying in wireless sensor networks (WSNs) is to reduce the energy consumption and prolong the network lifetime. Compared with the calculation, the communication between sensor nodes consumed much more energy. For example, executing one instruction needs energy consumption about 0.84 nJ, but the energy consumption of transmitting a sensory data packet is about 0.685 mJ between MICA2 sensor nodes [2] . So the key problem of saving the energy consumption is to reduce the amount of data transmission.
There are many energy-efficient queries in WSNs, for example, top-k querying [3] [4] [5] [6] [7] [8] , contour regions querying [9] [10] [11] [12] [13] [14] [15] , aggregate querying [16] , event querying [17, 18] , and so forth. The traditional continuous top-k querying in WSNs can return the list of sensor nodes with the highest (or lowest) readings at every sampling period.
To visualize the sensor network regions, we can use the contour mapping. A contour map of an attribute (e.g., temperature) displays the distribution of the attribute value over the topographic regions. Figure 1 shows the contour regions of temperatures in a real volcanic area, Kawah Ijen crater lake [3] . The sink can detect and analyze the environmental events using the contour regions.
There are many continuous contour regions querying schemes for WSNs, including eScan [9] , isoline aggregation [10] , Iso-Map [11, 12] , CCM [13] , the literature in [14] , and improved Isoline aggregation [15] . These schemes will obtain the overall contour mapping regions. Most of these protocols use approximate algorithms to reduce the data transmitted but may lose the rate of precision (accuracy). In other words, these algorithms obtain approximate contour mapping regions.
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It is difficult to achieve the overall contour mapping regions and not lose the rate of precision (accuracy), because sensor nodes have constrained resources and insufficient knowledge. If top-k highest (or lowest) contour regions can satisfy the user's requirements, it will significantly reduce the data transmitted and then save a great number of energy as well as prolong the network lifetime. In practice, as shown in Figure 2 , scientists wish to concentrate on studying the most important environmental events, and they can continuously obtain the top-k contour regions with the highest (or lowest) temperatures at every sampling period. In addition, in some specific applications, people are often interested in the most important regions in the network. For example, Traffic Radio Station wants to find the most congested regions to obtain the overall traffic situation and then broadcast the traffic conditions to drivers in a city; scientists need to find the most dense regions of animals gathering in a forest to learn about the animals' living habit status; farmers hope to find the most arid regions in a farm to give priority to irrigate; museum curator wants to know the most dense showcases which visitors gathered to determine the tour route.
In this paper, we focus on the top-k highest (or lowest) contour regions, not the overall contour regions. But the top-k highest (or lowest) contour regions are accurate, not approximate. Our contributions are summarized as follows.
(i) Compared with obtaining the approximate overall contours region, the amount of data transmitted of our obtaining top-k highest (or lowest) contour regions algorithm is less.
(ii) We take full advantage of the th value of top-k result in current round as the threshold to suppress the nodes whose readings do not belong to the top-k result in next round.
(iii) Extensive experiments are conducted to evaluate the performance of the proposed CTCRQ approach by using a synthetic data set. The results provide a number of insightful observations and show that CTCRQ substantially outperforms Centralized algorithm, Centralized Optimized algorithm, and CCM algorithm in terms of amount of Kbytes (kilo bytes) data transmitted.
The remainder of this paper is organized as follows. Section 2 summarizes related work. Section 3 introduces some assumptions. Section 4 describes the proposed CTCRQ scheme in detail. Section 5 presents experimental results. Section 6 concludes the paper.
Related Work
We have studied many querying algorithms in WSNs, but we have not found a Continuous Top-k Contour Regions Querying algorithm as we proposed. There are many top-k querying algorithms [3] [4] [5] [6] [7] [8] and continuous contour regions querying schemes for WSNs [9] [10] [11] [12] [13] . We have selected part of them to analyze their core mechanisms, characteristics, advantages, and disadvantages.
First, let us introduce some top-k querying algorithms. In POT [3] protocol, they classify sensor nodes into a number of Partial Ordered Trees (POT), and the sink maintains the global ranking list (GR). POT protocol is useful for the occasion that top-k results are spatially correlated. When the top-k results are not spatially correlated, FILA [4] protocol outperforms POT.
In FILA [4] protocol, at every sampling point, if the new sensed data of a node does not change beyond the filtering window, the data will not be sent to the sink. If the sensed data comes into the filtering window of other nodes, the sink will broadcast to all nodes in the WSNs and acquire the needed data. In FILA, the transmission of data is discrete.
In PRIM [5] and PRIM-c [6] protocols, there are partial TDMA frames in the TDMA schedule for collecting sensor readings. The sensed data are sent at different frames based on different values, and the higher sensor data can be sent to the sink in the more previous frames. The protocols are typical methods to save energy at the expense of time.
In XP [7] protocol, the authors construct a new routing structure in a bottom-up, spatially clustered fashion (called cluster tree) for the cross-pruning (XP) framework. Because the aggregation node will broadcast a filtering threshold to its remaining children, it will consume more energy additionally.
Second, we will show some continuous contour regions querying protocols.
eScan [9] focuses on monitoring the remaining energy information of nodes in wireless sensor networks. The sensor nodes will report their remaining energy via a data collection tree. When the data is being sent back to the sink, intermediate nodes will aggregate the information as it flows. If the nodes are geographically adjacent and their readings are in the same value range, the aggregation may be done. Data is aggregated into polygons of similar value.
In isoline aggregation [10] protocol, each node needs to broadcast its reading to its neighbors. When a node receives the readings of all neighbors, the node will compare its reading with the readings of all neighbors. If the readings lie in different sides of an isoline, then a report needs to be generated. Reported isoline consists of the reading of one node and the readings of its neighbors whose readings come across the isoline.
In Iso-Map [11, 12] protocol, they proposed a parameter gradient direction based on the isoline aggregation [10] protocol. When all isoline nodes send their 3-tuple to the sink, the sink can construct the contour map based on the received 3-tuple. 3-tuple includes the isolevel of the node, position of the node, gradient direction of the node. The literature in [12] is an expanded version of the Iso-Map [11] .
In CCM [13] protocol, each node maintains a CNarray structure, where 1 or 0 bit information of 's onehop neighbors is saved, sequenced in counterclockwise cyclic order around the node . If the reading of node and the reading of its neighbor fall into the same level, uses 0 to represent the reading of its neighbor in CN-array, otherwise uses 1 to represent it. Each node updates its CN-array after receiving neighboring node broadcasts. Only a few contour nodes need to report their readings and CN-arrays to the sink and suppress their neighbors.
In the literature [14] , a group of mobile data collecting nodes are deployed. The sensors are mounted on mobile objects so that they can be located in sample positions within target areas. Then the nodes emit signal vertically towards an upper reference plane. By detecting the returned wave, the receiver will work out the correct distance. Finally, an algorithm is applied on all the collected samples to plot the contour map. In this literature, many mobile nodes are deployed. While in our application scenario, the sensor nodes are stationary.
Preliminaries
In this paper, there are sensor nodes constituting a network by self-organized manner. The sensor nodes sample the data periodically. Each sampling period is called a round. The sink node continuously requests the list of top-k contour regions with the highest (or lowest) contour level in every sampling period. The th sensor node is denoted by and the corresponding sensor nodes set = { 1 , 2 , . . . , }, | | = . We make the following assumptions.
(1) All ordinary sensor nodes are homogeneous and have the same capabilities. The communication radiuses of all ordinary nodes are the same. When all nodes are deployed, they will be stationary, and each one has a unique identification (ID).
(2) There is only one sink (base station), and the sink node can be recharged.
(3) Links are symmetric. If node can communicate with node , node can also communicate with node .
(4) The energy resource of ordinary sensor nodes is highly limited and unreplenished.
The CTCRQ Scheme
The temporal data correlation [19, 20] means that the sensed readings are quite similar during a short period of time. We can use the temporal data correlation to reduce the number of data transmitted. If the data in current round is the same as the data in the last round, the data do not need to be sent to the sink repeatedly, which can save the energy consumption, as well as extend the network lifetime. If the data of a node is unlikely to belong to the top-k regions, the data will also be filtered.
4.1.
Definitions. The idea of a normalized mechanism (which is the same as quantization of SENS-Join [21] ) is to approximate a continuous range of values by a relatively small set of discrete values.
Definition 1. The whole range of an attribute value can be bounded using [min value, max value). Figure 3 displays the detailed temperature of each node in the network, and the whole range of the temperature is [0, 100). UpperB. step = UpperB − LowerB. As shown in Figure 4 , there is a temperature value sub-range [26. 5, 27 .0) and the step is 0.5. Definition 3. We use a parameter suffix to express the normalized result value. suffix = floor((value −min value)/step). The function floor(A) returns the nearest integer which is less than or equal to . For example, (5/4) = 1. If the temperature is 26.2, the normalized result value suffix is ((26.2 − 0)/0.5) = 52, which can be expressed by 1 byte. We have defined the whole range of an attribute value as [min value, max value). The whole normalized range of an attribute value will be [min suffix, max suffix). Thus the continuous real readings can be expressed by discrete integers. The parameter NodesList means the list of node id. If the number of nodes in the NodesList is 0, the NodesList will be denoted by NULL. If the nodes have the same suffix, they can be aggregated into the same NodesList. As shown in Figure 4 , the NodesList of StrContour6 has no nodes, which is denoted by NULL. The attribute value sub-range [LowerB, UpperB) of StrContour5 is [26.0, 26.5), and the corresponding suffix is 52. The suffixes of nodes 1, 2, 3, 4, and 5 are the same, and these nodes are linked to the NodesList of StrContour5.
Definition 5. The total contour regions of the network can be expressed by a vector VecContour. Vector is implemented using dynamic array. The element of vector VecContour is the structure StrContour. As shown in Figure 4 , the VecContour includes 6 valid StrContour, which are StrContour1, StrContour2,. . ., and StrContour6, respectively.
If the NodesList ofa StrContour is not NULL, the StrContour denotes a contour (polygon) region. The adjacent nodes in the same NodesList are interconnected to form one or more than one contour subregions. As shown in the top subfigure of 
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Detailed CTCRQ Scheme. Based on the above discussions and analyses, we proposed a Continuous Topk Contour Regions Querying (CTCRQ) algorithm, which means continuously obtaining top-k StrContours with the highest (or lowest) suffix of the attribute value. In CTCRQ, if the reading of a node is not out of the value sub-range, the node will not report its reading to the sink in next round.
As shown in Figure 5 , it is the flow chart of the sink. At the beginning of each round, the sink waits and receives the reported values from sensor nodes. Then the sink calculates the top-k results. If the number of the top-k results is greater than or equal to k, the sink broadcasts M NEXT ROUND BEGIN(ThresholdSuffix) message and exits. Otherwise, the sink broadcasts a M PROBE(Thre-sholdSuffix, OldThresholdSuffix) message to all nodes in the network. Then, the sink waits and receives the reported values from sensor nodes. After that, the sink calculates the top-k results and broadcasts M NEXT ROUND BEGIN(ThresholdSuffix) message and exits.
The detailed algorithms are shown in Algorithm 1 (Sink algorithm) and Algorithm 2 (Sensor node algorithm).
As shown in Algorithm 1, in the initialize phase, the threshold suffix ThresholdSuffix is equal to min suffix. When the sink receives a data message which includes one or more than one sensor node's data information, the sink finds the old location of each node in the NodesList of StrContour based on suffix and deletes it then links to the new location in NodesList of other StrContour. Then the sink sorts StrContours based on suffix in the VecContour. From max suffix to ThresholdSuffix, the sink calculates the top-k StrContours (contour regions) whose NodesList is not NULL based on suffix. If the number of top-k results is greater than or equal to k, the sink sets the ThresholdSuffix to be the suffix of the th StrContours. The suffix of the kth StrContours is denoted by TopkSuffix. After that the sink broadcasts an M NEXT ROUND BEGIN(ThresholdSuffix) message to all nodes in the network to prepare for next round sampling. The threshold suffix ThresholdSuffix is contained in this message. The current round terminates. If the number of StrContours is less than , it will enter the probing phase. The sink sets OldThresholdSuffix to be ThresholdSuffix. From ThresholdSuffix to min suffix, if the StrContour has one or more than one data updated, the sink adds this StrContour to the top-k result set (contour regions). If the number of result sets is greater than or equal to k, the sink sets the ThresholdSuffix to be TopkSuffix, otherwise sets the ThresholdSuffix to be min suffix. The sink broadcasts an M PROBE(ThresholdSuffix, OldThresholdSuffix) message to all nodes in the network and waits for a time period which guarantees the required data can be collected. When the time period expired, the sink calculates the top-k results and broadcasts M NEXT ROUND BEGIN(ThresholdSuffix) message and exits.
Next, we will describe the sensor node algorithm which is shown in Algorithm 2. The parameter PreviousSuffix preserves the previous suffix of last round in which the sensor node sends data to the sink. In the initialize phase, Previous-Suffix is set to be −1.
When the sensor node receives an M NEXT ROUND BEGIN(ThresholdSuffix) message, which means the beginning of the next round, the sensor node begins to sample the sensory attribute value and calculates CurrentSuffix based on the attribute value. The data (readings) of a sensor node will be sent to the sink in the following 2 cases. Case 1. If CurrentSuffix is not equal to PreviousSuffix, and PreviousSuffix is greater than or equal to ThresholdSuffix, the sensor node sets PreviousSuffix to be CurrentSuffix and sends the data to the sink. As shown in Figure 6 on the left part of the figure, ThresholdSuffix is 6. The dotted line denotes no data sending. When PreviousSuffix1 is 7 and CurrentSuffix is equal to 8, 6, or 5, the sensor node will send the data to the sink.
Case 2.
If CurrentSuffix is not equal to PreviousSuffix, Pre-viousSuffix is less than ThresholdSuffix and CurrentSuffix is greater than or equal to ThresholdSuffix, the sensor node sets PreviousSuffix to be CurrentSuffix and sends the data to the sink. As shown in Figure 6 on the left part of the figure, ThresholdSuffix is 6. When PreviousSuffix2 is 2 and CurrentSuffix is 6, the sensor node will send the data to the sink.
When the sensor node receives an M PROBE(Thre-sholdSuffix, OldThresholdSuffix) message, the data (readings) of a sensor node will be sent to the sink in the following 2 cases.
Case 3. If CurrentSuffix is not equal to PreviousSuffix, Pre-viousSuffix is greater than or equal to ThresholdSuffix and less than OldThresholdSuffix and CurrentSuffix is less than OldThresholdSuffix, the sensor node sets PreviousSuffix to be CurrentSuffix and sends the data to the sink. As shown in Figure 6 on the right part of the figure, ThresholdSuffix is 3 and OldThresholdSuffix is 6. When PreviousSuffix3 is 4 and CurrentSuffix is 5, 3, or 2, the sensor node will send the data to the sink. Case 4. If CurrentSuffix is not equal to PreviousSuffix, Pre-viousSuffix is less than ThresholdSuffix and CurrentSuffix is greater than or equal to ThresholdSuffix and less than OldThresholdSuffix, the sensor node sets PreviousSuffix to be CurrentSuffix and sends the data to the sink. As shown in Figure 6 on the right part of the figure, ThresholdSuffix is 3 and OldThresholdSuffix is 6. When PreviousSuffix4 is 1 and CurrentSuffix is 3, the sensor node will send the data to the sink. Proof. In each round, the final top-k result set will be obtained with probing phase or without probing phase.
Theorem
If the final top-k result set is obtained without probing phase, each sensor node only receives the M NEXT ROUND BEGIN message, as shown in Figure 6 on the left part of the figure. FS denotes the final top-k result set:
When the sensor node receives an M NEXT ROUND BEGIN(ThresholdSuffix) message, the data will be sent to the sink in Cases 1 and 2, as shown in Algorithm 2.
SS denotes the sending data set by sensor nodes.
(2)
International Journal of Distributed Sensor Networks PreviousSuffix = CurrentSuffix; (10) Sends the data to the sink; (11) else // does not belongs to the top-k contour regions in last round. (12) if (CurrentSuffix >= ThresholdSuffix) // Case 2 (13) PreviousSuffix = CurrentSuffix; (14) Sends the data to the sink; (15) end-if (16) end-if (17) 
Hence, the final top-k result set FS is a part of the sending data set (SS-case 1 ∪ SS-case 2).
If the final top-k result set is obtained with probing phase, each sensor node receives the M NEXT ROUND BEGIN and M PROBE messages, as shown in Figure 6 on the right part of the figure. FS denotes the final top-k result set:
If the sensor node receives an M PROBE(ThresholdSuffix, OldThresholdSuffix) message, the data will be sent to the sink in Cases 3 and 4, as shown in Algorithm 2.
Case 4
8
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The following is based on the formula (2).
The following is based on the formula (3).
Hence, the final top-k result set is a part of the sending data set ( -1 ∪ -2 ∪ -3 ∪ -4). Based on the above analysis, the sink will obtain the correct top-k result set.
Simulation Results
To analyze the performance of our algorithm, we conduct experiments using omnetpp-4.1 [22] .
We use a synthetic data set. We randomly deployed 300 homogeneous sensor nodes in the 400 * 400 m 2 rectangular region and the sink is located at the center. The data is generated using Gaussian distribution in which mean is proportional to the distance between a sensor node and the sink; the standard deviation is 0.5. As shown in Figure 7 (a), the data values of all nodes are less than 10 in round 1. Starting from round 2, the data values of nodes closed to the sink increase gradually. As shown in the Figure 7(b) , about round 25, the data values of the nodes which are closer to the sink are in the range [50-60), and the node is farther away from the sink; the data value is smaller. As shown in Figure 7 value of all nodes decreases gradually, it forms the subfigure (b) about round 75 and subfigure (a) about round 100. After that the data values of all nodes increase gradually, the cycle continues until it gets 1000 rounds data. We use this data set to simulate the process of expansion and shrinking gradually of the contour lines. Our scheme is based on the TAG [23] routing algorithm and assumes communication links are error-free as well as MAC layer is ideal case. To compute the bytes transmitted, we define a sampling period as a round. Each of the following simulation result represents an average summary of 10 runs.
In our simulation, the size of node ID is 2 bytes. The attribute values are normalized and one normalized attribute value suffix occupies 1 byte. In CCM [13] algorithm, the parameter CN-array occupies 2 bytes.
The transmission range of the sink node is usually greater than the transmission range of ordinary sensor node, so we assume that the transmission range of the sink node can cover most regions of the monitoring networks.
Performance Analysis.
As mentioned above, energy consumption is a critical issue for wireless sensor networks and radio transmission is the most dominate source of energy consumption. Thus, we measure the total and maximum amount of Kbytes (kilo bytes) data transmitted in wireless sensor networks as the performance metrics. Maximum amount of Kbytes data transmitted means the largest amount of data transmitted to the sink of a node among all nodes. We use this metric to evaluate the network lifetime, because one node which sends the largest amount of data to the sink means the node will consume the maximum energy and will die fastest. Therefore, compared with these two metrics, maximum amount of Kbytes data transmitted is more important than the total amount of Kbytes data transmitted.
As mentioned above, there are many continuous contour querying algorithms, such as eScan [9] , isoline aggregation [10] , Iso-Map [11, 12] , CCM [13] , the literature in [14] , and improved Isoline aggregation [15] . In these algorithms, the literature in [12] is an expanded version of the Iso-Map [11] . In the literature in [14] , many mobile nodes are deployed. While in our application scenario, the sensor nodes are stationary. So the algorithm proposed in the literature in [14] is not suitable as a comparison algorithm. The improved Isoline aggregation [15] algorithm has no essential breakthrough compared with the isoline aggregation [10] algorithm, while the CCM [13] algorithm is a representative and energy efficient algorithm in these algorithms. Thus, we compared our CTCRQ algorithm with CCM algorithm.
For fair comparison, we modified the CCM algorithm a little. If CN-array and value range are not changed then node does not broadcast a "report sent message" to its onehop neighbors and does not send its ID back to the sink. If the sink does not receive a "report sent message" from node , it denotes that the value of node is not changed. In this way, the network can further reduce the amount of data transmitted than the original CCM algorithm.
To obtain the top-k contour region, the naive approach, that we called Centralized Algorithm, is that all nodes transmit their data to the sink at every round. The total data transmitted is 5031.5 Kbytes. The maximum data transmitted is 337.125 Kbytes. The total and maximum data transmitted of Centralized algorithm are obviously larger than the ones of other three algorithms (Centralized Optimized, CTCRQ, and CCM algorithms).
Centralized Optimized Algorithm uses temporal data correlation to reduce the amount of data transmitted. In this optimized version, nodes report their data (readings) directly to the sink only when their values have changed from one value sub-range to another.
We first investigate the impact of changing the value subrange of StrContour on the network performance. Parameter step indicates the difference of sub-range, as shown in Definition 2. As shown in subfigures (a) and (b) of Figure 8 , with the step increasing, the total and maximum Kbytes transmitted of all three algorithms decrease. The greater the step is, the greater the scope of the value sub-range is, as well as the smaller the possibility of the data need to be sent is. With the step increases, the total and maximum Kbytes transmitted of CTCRQ algorithm decrease too, and the trend is gentle. Because they only calculate the bytes transmitted of top-6 region nodes, and the number of top-6 region nodes is less than the nodes of total network. When the step size is relatively smaller, the number of nodes which have changed their values from one sub-range to another sub-range is more, and the number of nodes that need to be reported is more too. In CCM algorithm, using the CN-array technology, a reporting node can suppress all contour nodes around it. Hence, when the step size is relatively smaller, the CCM algorithm is superior to the Centralized Optimized algorithm.
With the step size increasing, the number of nodes which have changed their values from one sub-range to another sub-range decreases and the number of nodes that need to be reported decreases too. In CCM algorithm, if a node changed its value from one sub-range to another sub-range, the node will broadcast its node ID and value information to its neighbor nodes. Its neighbor nodes may not change their values. Then the node will send "report sent message" which only includes the information of itself to the sink. While in the Centralized Optimized algorithm, nodes send their data (readings) to the sink only when their values have changed from one sub-range to another. Hence, when the step size is relatively larger, CCM algorithm is not as good as the Centralized Optimized algorithm.
The total and maximum Kbytes transmitted of CTCRQ algorithm are less than the ones of Centralized Optimized and CCM algorithms.
As shown in subfigures (c) and (d) of Figure 8 , with the number of top-k increasing, the total and maximum Kbytes transmitted of CTCRQ algorithm increase too. Both in calculating the total number of bytes transmitted and the maximum amount of bytes transmitted, CTCRQ algorithm is better than Centralized Optimized and CCM algorithms.
Experimental result shows that CTCRQ algorithm outperforms the existing ones in term of data transmission.
Conclusions and Future Work
In this paper, we proposed a Continuous Top-k Contour Regions Querying (CTCRQ) algorithm in wireless sensor networks. Our experimental result shows that the proposed CTCRQ scheme can reduce the amount of bytes transmitted as well as extend the network lifetime.
In the future, we plan to extend the proposed scheme to other aggregate functions such as join, average, and sum.
