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A∞-ACTIONS AND RECOGNITION OF RELATIVE LOOP SPACES
EDUARDO HOEFEL, MURIEL LIVERNET, AND JIM STASHEFF
Abstract. We show that relative loop spaces are recognized by A∞-actions. A certain
version of the 2-sided bar construction is used to prove such recognition theorem. The
operad Act∞ of A∞-actions is presented in terms of the Boardman-Vogt resolution of the
operad Act. We exhibit an operad homotopy equivalence between such resolution and the
1-dimensional Swiss-cheese operad SC1.
1. Introduction
Given an A∞-space X and a topological space P , an A∞-action of X on P is, by
definition, an A∞-map X → End(P ). In this paper, we show that any A∞-action is
weakly equivalent to the A∞-action of a loop space on a relative loop space. It is also
shown that the weak equivalence is A∞-equivariant.
The history of the notion of homotopy actions goes somewhat like the following. Starting
in 1895 with Poincare´’s definition of the fundamental group of a topological space [Poi10],
the concept of homotopy associativity became well established, but the higher homotopies
had to wait some six decades to be recognized [Sug57]. Meanwhile, the corresponding
notion of a homotopy action (or action up to homotopy) was at least implicit in the action
of the fundamental group π1(X) on the set π1(X,A) for A ⊂ X. The next step was
taken by Hilton1 [Hil53] in considering the long exact sequence associated to a fibration
F → E → B,
· · · → πn(F )→ πn(E)→ πn(B)→ πn−1(F )→ · · ·
ending with
· · · → π1(B)→ π0(F )→ π0(E)→ π0(B).
Of course, exactness is very weak at the end since the last three are in general only sets, but
exactness at π0(F ) is in terms of the action of π1(B) on π0(F ). This passage to homotopy
classes obscures the ‘action’ of ΩB on F . Initially, this was referred to as a homotopy
action, meaning only that λ(µf) was homotopic to (λµ)f for f ∈ F and λ, µ ∈ ΩB.
If X is a topological monoid, Nowlan [Now71] developed the notion of an A∞-action of
X fibrewise on a fibration p : P → B and hence of an A∞-principal fibration when X is the
fiber of p. Nowlan’s results were generalized to the case in which X is itself an A∞-space by
Iwase and Mimura [IM89]. Given an A∞-space X and a map h : X → P , they introduced
the notion of A∞-action along h.
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In the present paper, the map h as well as its higher analogous maps hn : X
×n → P are
part of an Act∞-algebra structure on the pair (X,P ), where the operad Act∞ is defined
in section 3.2. We also show that the structure of an Act∞-algebra on the pair (X,P ) is
naturally equivalent to the existence of a A∞-map X → End(P ).
The homotopy orbit space P X, defined originally by Iwase and Mimura, will be pre-
sented in terms of the 2-sided bar construction and will play a crucial role in the present
paper. Our main result, Theorem 2.18, says that any A∞-action is A∞-equivariantly
weakly equivalent to a relative loop space action, thus providing a natural rectification re-
sult for A∞-actions. The concepts of A∞-action and A∞-equivariance are treated in detail
in section 2. Rectification of homotopy algebras in the context of colored operads has been
studied in more generality by Berger and Moerdijk [BM07].
The operad Act∞ is defined in section 3 in terms of the Boardman-Vogt resolution of
Act. In section 4 we discuss in the details the relations between A∞-actions and the 1-
dimensional Swiss-cheese operad SC1. The n-dimensional Swiss-cheese operad SCn will be
used, in a sequel to this paper, to prove corresponding results for relative n-loop spaces
with n > 1.
1.1. Conventions and Notation. In this paper, all spaces are assumed to be compactly
generated, Hausdorff and to have non-degenerate base points. All products and spaces of
maps are taken with respect to the compactly generated topology. Throughout this paper,
a weak equivalence will always mean a weak homotopy equivalence between topological
spaces. All the operads considered in this paper are non-symmetric. Concerning colored
operads, we will follow the definitions and notation of [BM07]. Most of the colored operads
involved are 2-colored, i.e., the set of colors {c1, c2} has two elements. An algebra over a
2-colored operad consists of a pair of spaces (Ec1 , Ec2). Such pairs are not to be confused
with the topological pairs (Y,B) where B is a subspace of Y . Whenever it is clear from the
context that the color c1 comes before the color c2, given any pair (X,P ) one can assume
that X is the space of color c1 while P has color c2. For simplicity we will use the notation:
xi...j = (xi, . . . , xj) ∈ X
×(j−i+1)
for any set X and any integers i < j.
Acknowledgments. The first author is supported by CNPq (grant 237798/2012-3) for
a long term visit to Universite´ Paris 13 and is grateful to its hospitality. This work is
partially supported by CAPES/COFECUB Research Project 763/13 “Factorization Al-
gebras in Mathematical Physics and Algebraic Topology” coordinated by the second au-
thor. The authors are grateful to the Isaac Newton Institute and to the organizers of the
“Grothendieck-Teichmu¨ller Groups, Deformation and Operads” Programme during which
a great part of this work was accomplished.
2. Recognition of Relative Loop Spaces
In this section we introduce the notion of A∞-actions and of A∞-equivariance. We will
prove a recognition theorem according to which any A∞-action is weakly equivalent to
the action of a loop space on a relative loop space in an A∞-equivariant way. The proof
involves the 2-sided bar construction for A∞-actions.
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2.1. A∞-spaces and A∞-maps. We begin by recalling the definitions of A∞-spaces and
A∞-maps. When studying A∞-maps between A∞-spaces X and Y , we will concentrate in
the case where Y is a topological monoid with unit.
We will recall the definition of metric trees, i.e., trees such that each internal edge
has a length in [0, 1]. It will be convenient to first introduce the edge-labeled trees as an
assignment of a number to each internal edge. Then the space of metric trees is naturally
defined as a quotient of the space of edge-labeled trees.
2.1.1. Metric trees and edge-labeled trees. Let us consider planar oriented finite trees such
that some edges are external, i.e., half-open segments attached to a single vertex. Hence our
trees are non-compact, albeit finite. We assume that each vertex has at least two incoming
edges and that the trees are rooted in the sense that there is only one external edge with
an outward orientation. Any external edges that is not the root is inward oriented and will
be called a leaf.
For each tree T , its number of leaves will be denoted by |T |. The set of internal edges
in T will be denoted by i(T ) while its cardinality is denoted by |i(T )|.
Definition 2.1. A tree T endowed with a function ℓ : i(T ) → [0, 1] will be called an
edge-labeled tree. The function ℓ will be called an edge-labeling on T .
For a fixed tree T , the space of edge-labellings on T can be identified with [0, 1]×|i(T )|.
We denote by Tn the space of edge-labeled trees with n leaves, it is topologized as the
disjoint union:
Tn =
⊔
|T |=n
[0, 1]×|i(T )| .
Given two edge-labeled trees T and S and r ∈ [0, 1], the edge-labeled tree T ◦ri S is
obtained by grafting the root of the tree S on the ith leaf of T and by assigning the length
r to the newly created edge. This operation of grafting trees satisfies the usual operadic
relations:
U ◦qi (T ◦
r
j S) =(U ◦
q
i T ) ◦
r
j+i−1 S, 1 6 i 6 |U |, 1 6 j 6 |T |, (1)
(U ◦qi T ) ◦
r
j S =(U ◦
r
j S) ◦
q
i+|S|−1 T, 1 6 j < i 6 |U |. (2)
In order to define metric trees, we introduce a natural identification ∼ on Tn that is
defined as follows. If some internal edge is labelled by 0, then the tree is identified to the
tree obtained by collapsing that edge into a single vertex.
Definition 2.2 (metric trees). We define the space of metric trees with n-leaves as the
quotient Tn /∼, where ∼ is the above defined relation. The topology on Tn/∼ is the quotient
topology. Any element of Tn /∼ will be called a metric tree with n-leaves.
2.1.2. A∞-spaces. Let us recall the definition of A∞-spaces as algebras over the operad
K = {Kn}n>0 defined by the associahedra. We will use the Boardman and Vogt [BV73]
parametrization of Kn by planar metric trees, i.e., we will think of the associahedra Kn as
the space Tn /∼ of metric trees with n-leaves.
The grafting operation on Tn is well defined on Kn = Tn /∼ and it induces the operad
structure of K:
◦i : Kn ×Km → Kn+m−1, 1 6 i 6 n.
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where T ◦i S = T ◦
1
i S.
The components K1 and K0 are defined as one point spaces. The only point of K1
corresponds to the tree with only one edge and no vertices. It plays the role of the identity
in the operad K. The only point δ0 of K0 induces the degeneracy maps si in the sense that
grafting δ0 to the ith leaf of a tree in Kn is equal to erasing that leaf.
There is one subtlety in the definition of the degeneracy maps si that can be solved as
follows. Suppose that the metric tree T has some vertex with exactly two incoming edges
and one of those edges is the ith leaf. After erasing that leaf, the adjacent vertex will
only have one incoming edge. For the map si to be well defined, we need to include one
further relation. The adjacent vertex having only one incoming edge will be erased and
the resulting edge will have length equal to the maximum of the lengths of the previous
adjacent edges:
•
α
β
∼ max{α,β} .
Now we can consider that the degeneracy maps
si : Kn → Kn−1, 1 6 i 6 n,
given by si(τ) = τ ◦i δ0, are well defined.
There is another operation on edge-labeled trees that will be useful in this paper. Such
operations will be called shift and deshift. The shift (resp. deshift) operation will be
denoted by T 7→
−→
T (resp. T 7→
←−
T ) and is characterized by the following properties for
any trees S and T and for any r ∈ [0, 1]:
−→
δk = δk;
−−−−→
S ◦ri T =
−→
S ◦ri+1 T ;
−−−−−→
S ◦r|S| T =
−→
T ◦r1
−→
S , for 1 6 i < |S|. (3)
←−
δk = δk;
←−−−−
S ◦rj T =
←−
S ◦rj−1 T ;
←−−−−
S ◦r1 T =
←−
T ◦r|T |
←−
S , for 1 < j 6 |S|. (4)
One can check that this definition does not depend on the decomposition of a tree as
in (1) and (2). The shift
−→
T can be understood by reversing the orientation of all edges
joining the last leaf to the root. On the other hand, the deshift
←−
T can be understood by
reversing the orientation of all edges joining the first leaf to the root. Notice that a shift
followed by a deshift is the identity.
Definition 2.3 (A∞-spaces). An A∞-space is a topological space X endowed with the
structure of an algebra over the operad K = {Kn}n>0.
A K-algebra structure on X is equivalent to the existence of a family of maps
Mn : Kn ×X
n → X, n > 0,
such that for any ρ ∈ Kn and τ ∈ Km, the following relation holds:
Mn+m−1(ρ ◦i τ ;x1, ..., xn+m−1) =Mn(ρ;x1, ...,Mm(τ ;xi, ..., xi+m−1), ..., xn+m−1).
For δ0 ∈ K0, since the degeneracies are given by si(ρ) = ρ ◦i δ0, we have in particular:
Mn−1(si(ρ);x1, . . . , xn−1) =Mn(ρ;x1, . . . , xi−1, eX , xi, . . . , xn−1),
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where 1 6 i 6 n and e
X
= M0(δ0) is the only point of X in the image of the map
M0 : K0 → X. The element eX will be called the unit of the A∞-structure on X.
In the present paper, unless otherwise stated, all A∞-spaces are assumed to have a strict
unit as above. For A∞-spaces with homotopy units, we refer the reader to [Mur11, MT11,
Iwa12].
2.1.3. A∞-maps. Later in this section we will recall the fact that spaces admitting an
A∞-structure are precisely those spaces having the weak homotopy type of loop spaces.
Similarly, maps between A∞-spaces having the weak homotopy type of loop maps are called
A∞-maps (see [Sta70], Theorem 8.12).
In the next definition we recall the notion of A∞-maps f : X → Y where X is an
A∞-space and Y is a topological monoid (i.e., an associative H-space with unit eY ). It is
possible to define A∞-maps between two A∞-spaces in full generality by taking advantage
of the W -construction introduced by Boardman and Vogt. For any operad P, let Pb→w
be the operad whose algebras are pairs of P-algebras with a morphism between them (for
details, see: [MSS02, Mar04]). An A∞-map between two A∞-spaces is then defined as
the structure of an algebra over the operad W (Assb→w) compatible with the given A∞-
structures.
Definition 2.4 (A∞-maps). Let Y be a monoid and X an A∞-space. We say that a
map f : X → Y is an A∞-map if there exists maps {fi : Ki+1 × X
i → Y }i>1 such that
f(x) = f1(δ2;x), for all x ∈ X and:
fk(ρ ◦j+1 τ ;x1...k) =f|ρ|−1(ρ;x1...j−1,M|τ |(τ ;xj...j+|τ |−1), xj+|τ |...k), (5)
fk(ρ ◦1 τ ;x1...k) =f|τ |−1(τ ;x1...|τ |−1) · f|ρ|−1(ρ;x|τ |...k), (6)
for 1 6 j < |ρ|, where ρ and τ are metric trees such |ρ|, |τ | > 2 and k = |ρ|+ |τ | − 2.
If moreover the family satisfies:
fn−1(sj+1(ρ);x1, . . . , xn−1) = fn(ρ;x1, . . . xj−1, eX , xj , . . . , xn−1), for n > 1,
where f0(δ1) = eY , then the A∞-map is called unital.
Notice that for unital A∞-maps we have: f(eX ) = eY . There is a sequence of poly-
hedra parameterizing the higher homotopies of an A∞-map, such polyhedra are known
as multiplihedra. The correspondence between the multiplihedra and W (Assb→w) is not
immediate and involves the so called level trees introduced in [BV73]. A nice description
of such relations, can be found in [For08, Tsu12]. The multiplihedra can also be obtained
as a compactification of a certain class of configuration spaces, as shown by Merkulov in
[Mer11].
Given any topological monoid M , in the following definition the monoid structure given
by the opposite product defined on the space M will be denoted by: Mop.
Definition 2.5 (A∞-action). Given an A∞-space X and a space P , a left A∞-action of X
on P is defined as a unital A∞-map X → End(P ). On the other hand, a right A∞-action
of X on a space Q is defined as a unital A∞-map X → End(Q)
op.
For any A∞-space, if P admits a left (resp. right) A∞-action, we will say simply that
P is a left (resp. right) X-space. The structure of left X-space on P will be denoted by
X x∞ P , while right X-space structures will be denoted by Q y∞ X.
A∞-ACTIONS AND RECOGNITION OF RELATIVE LOOP SPACES 6
Proposition 2.6. Let X be an A∞-space and P a topological space. An A∞-action struc-
ture X x∞ P is equivalent to a family of maps {Ni : Ki × X
i−1 × P → P}i>1 such that
N1 = IdP and the following conditions are satisfied:
i) Nk(ρ ◦j τ ;x1,...,k−1, p) = N|ρ|(ρ;x1,...,j−1,M|τ |(τ ;xj,...,j+|τ |−1), xj+|τ |,...,k−1, p),
for 1 6 j 6 |ρ| − 1, |τ | > 0;
ii) Nk(ρ ◦|ρ| τ ;x1, . . . , xk−1, p) = N|ρ|(ρ;x1, . . . , x|ρ|−1, N|τ |(τ ;x|ρ|, . . . , xk−1, p)),
where ρ and τ are arbitrary metric trees and k = |ρ|+ |τ | − 1.
Proof. Assuming that a family of maps Ni is given as above, we use the deshift operation
(4) on trees to define the unital A∞-map from X to End(P ):
fn−1(T ;x1,...,n−1)(p) = Nn(
←−
T ;x1,...,n−1, p), for n > 2.
To see that f is unital, we take T = ρ ◦i τ with |τ | = 0 and use condition i). For n = 1
we observe that p = N1(δ1; p) = N2(δ2; eX , p). Hence:
f(e
X
)(p) = f1(δ2; eX )(p) = N2(δ2; eX , p) = p
in other words: f(e
X
) = IdP .
Let us check the compatibility with the operadic composition ◦1:
fn−1(T ◦1 S;x1,...,n−1)(p) = Nn(
←−−−−
T ◦1 S;x1,...,n−1, p) =
= Nn(
←−
S ◦|S|
←−
T ;x1,...,n−1, p) = N|S|(
←−
S ;x1,...,|S|−1, N|T |(
←−
T ;x|S|,...,n−1, p)) =
= f|S|−1(S;x1,...,|S|−1)f|T |−1(T ;x|S|,...,n−1)(p),
where n = |S|+ |T | − 1. Checking the compatibility for the others ◦i
′s is similar.
We left to the reader the proof of the converse by using the shift
−→
T . 
Observation 2.7. Analogous results hold for right A∞-actions. For τ = δ0 ∈ K0, relation
i) is: Nr−1(sj(ρ);x1, . . . , xr−2, p) = Nr(ρ;x1, . . . , xj−1, eX , xj , . . . , xr−2, p).
2.2. Moore loops and Moore paths. Let R+ be the space of non-negative real numbers.
The space of Moore paths on a topological space B is defined as follows:
P
M
(B) = {(γ, r) ∈ BR
+
× R+ : γ(t) = γ(r), ∀t > r}
For any (γ, r) ∈ P
M
(B), the number r will be referred to as the length of the Moore path
(γ, r). By abuse of notation we will often denote a Moore path simply by γ and its length
by |γ|, such abuse of notation must be understood as: |(γ, r)| = r. The operation of
cutting path is defined as follows. Given 0 6 a < b and an element (γ, r) ∈ P
M
(B) the path
(γ[a,b], b− a) is defined by
γ[a,b](t) =
{
γ(t+ a), 0 6 t 6 b− a,
γ(b), t > b− a.
The space of based Moore paths on a based topological space (B, ∗) is defined as follows:
P∗
M
(B) = {(γ, r) ∈ P
M
(B) : γ(0) = ∗}.
The space of Moore loops on (B, ∗) is defined as:
Ω
M
(B) = {(γ, r) ∈ P
M
(B) : γ(0) = ∗ and γ(r) = ∗}.
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All spaces are topologized with the compactly generated topology.
There is a composition on P
M
(B) given by (γ1, r1)(γ2, r2) = (γ1 · γ2, r1 + r2), for (γ1, r1)
and (γ2, r2) in PM (B). In fact, γ1(r1) = γ2(0), where γ1 · γ2 is the juxtaposition defined by:
(γ1 · γ2)(t) =
{
γ1(t), 0 6 t 6 r1,
γ2(t− r1), r1 6 t.
Such operation defines the structure of a monoid action Ω
M
(B) xP∗
M
(B). Given an
inclusion A ⊆ B, the space of relative Moore loops is defined as:
Ω
M
(B,A) = {(γ, r) ∈ P∗
M
(B) : γ(r) ∈ A}.
Again there is a monoid action Ω
M
(B) xΩ
M
(B,A) given by juxtaposition.
2.3. Two-sided Bar Construction for A∞-actions. Let us begin by recalling the two-
sided bar construction. In our particular case, the definition will be given in terms of the
Associahedra, hence there is no need to use the geometrical realization of simplicial objects.
Given an A∞-space X along with right and left X-spaces, the 2-sided bar construction
amounts to considering planar metric trees whose first leaf is labeled by the elements of
the right X-space, the last leaf is labeled by elements of the left X-space and the remaining
leaves are labeled by the elements of the A∞-space X.
The identifications are essentially those of Boardman-Vogt’s M -construction whose ele-
ments are called cherry trees. Except that when the first (resp. last) leaf is involved, the
identification must take into account the right (resp. left) A∞-actions on the corresponding
spaces.
Definition 2.8 (2-sided bar construction). Let (X, {Mk}k>0) be an A∞-space and let P
and Q be left and right X-spaces respectively, with structure maps given by: Nk : Kk ×
X×k−1× P → P and Rk : Kk ×Q×X
×k−1 → Q, for k > 1. We define B(Q,X,P ) as the
following quotient.
B(Q,X,P ) =
(∐
n>0
Kn+2 ×Q×X
×n × P
)/
≡
where ≡ is the relation defined by:
(ρ ◦i+1 τ ;x0, x1, . . . , xn+1) ≡ (ρ;x0, . . . , xi−1, E|τ |(τ ;xi,...,i+|τ |−1), xi+|τ |, . . . , xn+1)
where x0 ∈ Q, xn+1 ∈ P and |τ | > 1 with 0 6 i 6 |ρ| − 1. In this definition, Ek is just
a symbol that must be replaced by Rk, Nk or Mk according to the position (left, right or
middle) it occupies in the formula.
The topology of B(Q,X,P ) is the limit topology of the sequence Bn−1(Q,X,P ) ⊆
Bn(Q,X,P ), where Bn(Q,X,P ) denotes the image of
Kn(Q,X,P ) =
n∐
k=0
Kk+2 ×Q×X
×k × P,
under the quotient map and each Bn(Q,X,P ) is given the quotient topology.
A∞-ACTIONS AND RECOGNITION OF RELATIVE LOOP SPACES 8
In terms of metric trees, the identifications in the above definition occur when some
internal edge has length 1. For instance, we have the following identifications:
xi+1 xj−1
x0 xi τ
✸✸✸✸
✡✡✡✡
xj xn+1
ρ
1✹✹✹✹ ✠✠✠
qqqqqq
❏❏❏❏❏❏
=
x0 xi M xj xn+1
ρ
✷✷✷✷ ☞☞☞
✈✈✈✈✈✈
❈❈❈❈❈ and
x0 x1 xj−1
τ
✷✷✷✷
✝✝✝✝
xj xn+1
ρ
⑥⑥⑥⑥1
✿✿✿✿✿
=
R xj xn+1
ρ
✆✆✆✆
✵✵✵✵
where M =Mj−i−1(τ ;xi+1,...,j−1) and R = Rj(τ ;x0, x1,...,j−1). The above trees are simpli-
fied since only part of their leaves are shown.
Given an A∞-space X, bothX and the one point space ∗ are X-spaces with the canonical
and trivial actions respectively.
Definition 2.9. Let X be an A∞-space with a left A∞-action X x∞ P .
i) The classifying space of X is defined as B(∗,X, ∗) and denoted by BX.
ii) The homotopy orbit space of the A∞-action X x∞ P is defined as B(∗,X, P ) and will
be denoted by PX.
Notation. For each element (T ; q, x[n], p) ∈ Kn+2 ×Q×X
n × P , its class in B(Q,X,P )
will be denoted by [T ; q, x[n], p].
There is an important map f : X → Ω
M
(BX) that can be defined as follows. For each
x ∈ X, the loop f(x) ∈ Ω
M
(BX) of length 2 is defined by:
f(x)(t) =
{
[δ2 ◦
1−t
2 δ2; ∗, x, ∗], 0 6 t 6 1,
[δ2 ◦
t−1
1 δ2; ∗, x, ∗], 1 6 t 6 2.
The map f will be called the usual map. The following picture illustrates the map f .
The idea is that x is sitting over a leaf which is sliding along the edges of the tree. It
defines a closed loop because the action on {∗} is trivial.
x ∗
∗ •
✹✹✹ ☛☛☛
•
❃❃❃ 1−t
✝✝✝✝
for 0 6 t 6 1 and
∗ x
•
✸✸✸ ✡✡✡ ∗
•
   t−1
✽✽✽✽ for 1 6 t 6 2, (7)
The fact that P is a deformation retract of B(X,X,P ) and that the usual map X →
Ω
M
(BX) is an A∞-homotopy equivalence are two fundamental facts about the two-sided
bar construction. It follows that B(X,X,P ) provides a model for P which is appropriate for
the study of the A∞-equivariance of A∞-actions. Given their importance for our purposes,
we will show that those facts are valid for the version of 2-sided bar construction used
in the present paper. The idea behind the proofs is the process of sliding edges of trees
associated with the homotopy extension property.
For the next theorems we need to introduce further notation: an edge-labeled tree T
is called comb-reducible if it decomposes as T = L ◦u1 R for some trees L,R and some
u ∈ [0, 1], and comb-irreducible otherwise. Thus any edge-labeled tree T decomposes
uniquely as follows:
T = Tk+1 ◦
uk
1 Tk ◦
uk−1
1 . . . ◦
u1
1 T1 (8)
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where the trees Ti are comb-irreducibles. We will call such a decomposition the comb
decomposition of a tree.
In what follows, we will define certain Moore paths from a given tree T . Since each
Moore path must have a length, we first define: l(T ) = 2(1 +
∑k
r=1 ur). Note that:
l(T ◦r1 S) = l(T ) + l(S) + 2r − 2.
For any tree T , the number l(T ) will be called the length of T . The length is well defined
on the quotient space Kn. Note that one can extend the length on K1 by l(δ1) = 0.
Theorem 2.10. The usual map X → Ω
M
(BX) is an A∞-map.
Proof. We need to exhibit maps fn : Kn+1×X
n → Ω
M
(BX) for n > 1, such that relations
(5) and (6) are verified and f1 coincides with the usual map X → ΩM(BX). To that end,
we use a family of maps σn+1 : Kn+1 × R
+ → Kn+2, for n > 0. The existence of a similar
family of maps was originally proven by the third author in [Sta63] (see Proposition 25).
See Lemma 2.11 for a proof of their existence.
For simplicity, we omit the subscript and for any T ∈ Kn+1, σ(T ) will be a Moore path
σ(T ) : R+ → Kn+2 of length l(T ), defined above. The properties of σ that are relevant for
the A∞-structure are the following:
σ(T )(0) = δ2 ◦2
←−
T and σ(T )(l(T )) = δ2 ◦1 T ; (9a)
σ(T1 ◦i T2) = σ(T1) ◦i T2, for 1 < i 6 |T1|; (9b)
σ(T1 ◦1 T2) = (σ(T2) ◦|T2|+1
←−
T1) · (σ(T1) ◦1 T2), (9c)
where
←−
T is the deshift (4) and the trees T1 and T2 are such that |T1|, |T2| > 2. In
addition we ask that σ(δ2) coincides with the sliding of edges described in (7).
Finally, the maps fn : Kn+1 ×X
n → Ω
M
(BX) are defined by:
fn(T ;x[n])(t) = [σ(T )(t); ∗, x[n], ∗].
The fact that such a family verifies the required conditions follows from the properties of
σ and the definition of the 2-sided bar construction.
In fact, the condition on σ(δ2) implies that f1 : X → ΩM(BX) is the usual map. From
(9a) we have that fn(T ;x[n]) is indeed a loop because of the trivial action of X on {∗}. On
the other hand, equation (9b) along with the identifications in B(∗,X, ∗) implies that the
family of maps {fn} satisfies the condition (5) in the definition of A∞-maps.
To finish this proof, we just need to check equation (6) in the definition of A∞-maps.
We observe that equation (9c) implies that:
fn(T1 ◦1 T2;x[n]) = fi(T2;x[i]) · fj(T1;x[j]),
where i+ j = n and the loop fi(T2;x[i]) given by the movement of the tree T2 is followed
by the loop fj(T1;x[j]) given by the movement of T1, as schematically illustrated (i.e. not
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showing the true number of leaves) in the following picture:
( ←−T1 ✄✄❈❈❈
←−
T2
✻✻✻
1
✂✂✂
•
✸✸✸ 1−t
✄✄✄
)
·
(
T2
❀❀❀ ✄✄✄ ←−
T1
✄✄
❀❀
•t
❀❀❀❀ 1
✄✄✄
)
·
(
T2
❀❀❀ ✄✄✄ ←−
T1
✄✄
❀❀
•1
❀❀❀❀ 1−t
✄✄✄
)
·
( T2❃❃ ②②②
T1
✆✆✆
1
❆❆❆
•t
❃❃❃ ✠✠✠
)
.
where t ∈ [0, 1] for each tree, and · denotes the juxtaposition of paths. 
Lemma 2.11. There exists a family of maps σn : Kn × R
+ → Kn+1 for n > 2 satisfying
the properties (9) presented above.
Proof. We use a recursive argument involving edge-labeled trees.
For any tree T ∈ Tn the path σ(T ) : R
+ → Kn+1 has the following property:
σ(T )(t) =
{
δ2 ◦
1−t
2
←−
T , 0 6 t 6 1,
δ2 ◦
t−l(T )+1
1 T, l(T )− 1 6 t 6 l(T ),
(10)
This property defines the path σ(δn) for any corolla for l(δn) = 2.
Let us assume that σ is defined for edge-labeled trees with k < n leaves and satisfies
(10). Now consider a tree T such that T = T1 ◦
r
i T2
When 1 < i, define: σ(T ) = σ(T1) ◦
r
i T2.
When i = 1, define σ(T ) as the following juxtaposition of paths
(σ(T2)[0,l(T2)+r−1] ◦
r
|T2|+1
←−
T 1) · (σ(T1)[1−r,l(T1)] ◦
r
1 T2).
Note that this definition is consistent thanks to (10). It is not hard to check that these
definitions are independent of the decomposition of a tree as in (1) and (2), that σ satisfies
(10), that σ is continuous with respect to T and that it passes to the quotient space Kn.
Moreover, properties (9) follow directly from the construction of σ. 
The intuitive description of the paths σ(T ) is in terms of sliding vertices along edges in
a coherent way, as illustrated in equation (23).
Theorem 2.12. For any A∞-action X x∞ P , the space P is a deformation retract of
B(X,X,P ).
Proof. The embedding P →֒ B(X,X,P ) is defined by p →֒ [δ2; e, p]. Now consider the map
B(X,X,P ) → P given by [T ;x, x[n], p] 7→ Nn+2(T ;x, x[n], p), where the {Ni}
′
i>1s are the
structure maps of the A∞-action X x∞ P . This map is well defined because the equivalence
relations in the definition of B(X,X,P ) involve the A∞-structure maps. The composition
P → B(X,X,P )→ P is the identity on P .
Let us show that B(X,X,P )→ P → B(X,X,P ) is homotopic to the identity. This last
map, can be explicitly described as follows:
[T ;x, x[n], p] 7→ [δ2 ◦2 T ; e, x, x[n], p].
The proof is divided in several steps. We first build for any tree T ∈ Kn, a path
γT : [0, 1] → Kn+1 such that γT (0) = T ◦1 δ2 and γT (1) = δ2 ◦2 T yielding to a homotopy
Γ : K(X,X,P ) × I → B(X,X,P ). Unfortunately this homotopy does not pass to the
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quotient space B(X,X,P ). However, given two elements x, y ∈ K(X,X,P ) such that
x ≡ y we will prove in a second step that Γ(x) is homotopic to Γ(y). In the last step, we
prove, using the homotopy extension property, that we can replace Γ by a Γ˜, homotopic to
Γ and satisfying Γ˜(x) = Γ˜(y) whenever x ≡ y.
Notation. Given an edge-labeled tree T ∈ Tn and its comb decomposition (8)
T = Tr+1 ◦
ur
1 Tr ◦
ur−1
1 . . . ◦
u1
1 T1,
we define:
• T = Ri ◦
ui
1 Li, where Ri = Tr+1 ◦
ur
1 Tr ◦
ur−1
1 . . . ◦
ui+1
1 Ti+1 and
Li = Ti ◦
ui−1
1 Tr ◦
ur
1 . . . ◦
u1
1 T1 for any 1 6 i 6 r.
• l(T ) = 2(1 +
∑r
k=1 uk)
• li(T ) = 1 + 2
∑i−1
k=1 uk + ui for 1 6 i 6 r.
When there is no confusion, we will write l, li instead of l(T ), li(T ).
First step: the construction of Γ.
The path γT : [0, 1] → Kn+1 is obtained by sliding continuously δ2 along the path from
the left most leaf of T to its root as follows
γT (t) =

T ◦1−lt1 δ2, 0 6 t 6
1
l
,
Rk ◦
uk
1 δ2 ◦
lt−(lk−uk)
2 Lk,
lk−uk
l
6 t 6 lk
l
, 1 6 k 6 r,
Rk ◦
lk+uk−lt
1 δ2 ◦
uk
2 Lk,
lk
l
6 t 6 lk+uk
l
, 1 6 k 6 r,
δ2 ◦
lt−(lr+ur)
2 T,
lr+ur
l
6 t 6 1.
A direct inspection shows that it is well defined, continuous and passes to the quotient
space Kn. Furthermore, the following relations hold, ∀T, S, u ∈ [0, 1] and i > 2:
γT◦ui S =γT ◦
u
i+1 S, (11)
γT◦u1S(t) =

T ◦u1 γS
(
l
l(S)t
)
, 0 6 t 6 l(S)+u−1
l
,
γT
(
t−
l(S)+2u−2
l
1−
l(S)+2u−2
l
)
◦u2 S,
l(S)+u−1
l
6 t 6 1.
(12)
In addition, ∀T ∈ Kn,∀t ∈ [0, 1],
Mn+1(γT (t); e, x[n]) =Mn(T ;x[n]). (13)
The paths γT define the map
Γ : K(X,X,P ) × I → B(X,X,P )
(T ;x;x[n], p)× t 7→ [γT (t); e, x, x[n], p]
Second step: first homotopies.
From equation (11), ∀t ∈ [0, 1] and i > 1:
Γ(T ◦i+1 S;x, x[n], p)(t) = Γ(T ;x, x1,...,i−1, E|S|(S;xi,...,i+|S|−1), xi+|S|,...,n, p)(t).
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It implies that Γ passes to the quotient by the equivalence relation of definition 2.8 when
i > 1. It remains to check the case i = 0. From equation (12) and relation (13)
Γ(T ◦1 S, x, x[n], p)(t) =
[T ;M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p], 0 6 t 6
l(S)
l
,
Γ(T,M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p)
(
t−
l(S)
l
1− l(S)
l
)
, l(S)
l
6 t 6 1.
Consequently there is a homotopy between Γ(T ◦1 S) and Γ(T ):
H(T◦1S,T )(x, x[n], p)(t, u) =[T ;M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p], 0 6 t 6 (1− u)
l(S)
l
,
Γ(T,M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p)
(
t−(1−u) l(S)
l
1−(1−u) l(S)
l
)
, (1− u) l(S)
l
6 t 6 1.
Before continuing the proof, we need some technical facts whose proofs are left to the
reader. For α1, α2, α3 : I → Y such that α1(1) = α2(0) and α2(1) = α3(0) and for
0 < a < b < 1, define:
(α1 ∗
a α2)(u) =
{
α1(
u
a
), 0 6 u 6 a,
α2(
u−a
1−a ), a 6 u 6 1,
and (α1 ∗
a α2 ∗
b α3)(u) =

α1(
u
a
), 0 6 u 6 a,
α2(
u−a
b−a ), a 6 u 6 b,
α3(
u−b
1−b ), b 6 u 6 1.
The following relation holds:
(α1 ∗
a
b α2) ∗
b α3 = α1 ∗
a α2 ∗
b α3 = α1 ∗
a (α2 ∗
b−a
1−a α3).
For 0 < a < b < c, let xc;a,b :=
a(c−b)
b(c−a) ∈]0, 1[. For any 0 < a1 < a2 < a3 < c,
(α1 ∗
xc;a1,a2 α2) ∗
xc;a2,a3 α3 =
α1 ∗
xc;a1,a3 α2 ∗
xc;a2,a3 α3 = α1 ∗
xc;a1,a3 (α2 ∗
xc−a1;a2−a1,a3−a1 α3) (14)
Consequently:
H(T,T3)(x, x[n], p)(t) =
H(T,T3◦1T2)(x, x[n], p)(t) ∗
xl;l1,l1+l2 H(T3◦1T2,T3)(M|T1|(x, x1,...,|T1|−1), x|T1|,...,n, p)(t), (15)
where T = T3 ◦1 T2 ◦1 T1, l1 = l(T1), l2 = l(T2), l = l(T ) and where the composition of
paths is relative to the variable u in the definition of H.
Note that for any trees T, S, V and i > 1 one has
H(T◦1S,T )(x, x1,...,i−1, E|V |(V ;xi,...,i+|S|−1), xi+|S|,...,n, p) ={
H((T◦1S)◦i+1V,T )(x, x[n], p), 1 6 i+ 1 6 |S|,
H((T◦1S)◦i+1V,T◦i+1−|S|V )(x, x[n], p), |S|+ 1 6 i+ 1 6 |T |+ |S| − 1.
(16)
Last step: construction of Γ˜.
In this step we will use induction to build homotopies Ψn : Kn(X,X,P ) × I × I →
B(X,X,P ) satisfying:
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Ψn+2(T ;x, x[n], p)(t, 0) = Γ(T ;x, x[n], p)(t),
Ψn+2(T ;x, x[n], p)(0, u) = [T ;x, x[n], p],
Ψn+2(T ;x, x[n], p)(1, u) = [δ2; e,Nn+2(T ;x, x[n], p)],
(17)
Ψn+2(T ◦i+1 S;x, x[n], p) = Ψ|T |(T ;x, x1,...,i−1, E|S|(S;xi,...,i+|S|−1), xi+|S|,...,n, p), (18)
for i > 0 and
Ψn+2(T ◦1 S, x, x[n], p)(t, 1) = Ψ|T |(T ;M|S|(x, x1,...,|S|−1), x|S|,...,n, p)(t, 1). (19)
As a consequence the path Γ˜ : K(X,X,P ) × I → B(X,X,P ) defined by
Γ˜(T ;x, x[n], p)(t) = Ψ|T |(T ;x, x[n], p)(t, 1)
is well defined on B(X,X,P ) and provides the required deformation retract.
We start by Ψ2(δ2;x, p)(t, u) = Γ(δ2;x, p)(t). Let us assume that Ψk is defined for k 6
n+ 1 and satisfies the above conditions.
Since the inclusion of the boundary ∂Kn into Kn is a cofibration, then the map
∂Kn+2 ×X
n+1 × P × I ∪Kn+2 ×X
n+1 × P × ∂I → Kn(X,X,P ) × I
is also a cofibration. Then using the homotopy extension property, it is enough to define
Ψ on
Yn = (∂Kn+2 ×X
n+1 × P × I ∪Kn+2 ×X
n+1 × P × ∂I)× I ∪Kn(X,X,P ) × I × {0}.
Equations (17), and (18) implies that Ψ is defined by induction on Yn except for the
elements of the form (T ◦1 S, x, x[n], p). We then define
Ψn+2(T ◦1 S, x, x[n], p)(t) =
H(T◦1S,T )(x, x[n], p)(t) ∗
xl;l(S),l−1 Ψ|T |(T ;M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p)(t).
Since l = l(T ) + l(S) and l(T ) > 2, then l(S) < l − 1 < l and the composition is well
defined because
H(T◦1S,T )(x, x[n], p)(t, 1) = Ψ|T |(T ;M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p)(t, 0) =
Γ(T ;M|S|(S;x, x1,...,|S|−1), x|S|,...,n, p)(t).
Moreover, relations (14) and (15) imply that this definition is independent of the decom-
position of a tree T = T1 ◦1 S1 = T2 ◦1 S2. Similarly relations (18) and (16) imply that
this definition is independent of the decomposition of a tree T = T1 ◦1 S1 = U ◦i+1 V , with
i > 0. Finally, one can check that this definition satisfies (17), and (19). 
The following corollary is obtained by projecting onto B(∗,X, P ) the inverse of Γ˜.
Corollary 2.13. For any A∞-action X x∞ P , there exists a map
αP : B(X,X,P )→ PM (B(∗,X, P ))
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such that
αP ([T ;x;x[n], p])(0) =[δ2; ∗, Nn+2(T ;x;x[n], p)]
αP ([T ;x;x[n], p])(1) =[T ; ∗;x[n], p]
αP ([δ2, x, p])(t) =
{
[δ2 ◦
1−2t
2 δ2; ∗, x, p], 0 6 t 6
1
2 ,
[δ2 ◦
2t−1
1 δ2; ∗, x, p],
1
2 6 t 6 1.
In the next theorem we state, without proof, another well known and important property
of the 2-sided bar construction. Before stating the theorem, let us recall that an H-space
X is called grouplike when its product induces a group structure on π0(X). When the
H-space in question is an A∞-space, then the grouplike property implies that all possible
translations
Mn(T ;x1,...,i−1, , xi+1,...,n) : X → X
are weak equivalences, for all n > 2, T ∈ Kn and xj ∈ X.
Theorem 2.14. If X is grouplike, then B(X,X,P )→ B(∗,X, P ) is a quasi-fibration.
Theorem 2.15. If X is grouplike, then the usual map f : X → Ω
M
(BX) is a weak
equivalence.
Proof. Corollary 2.13 applied to P = ∗ with the trivial A∞-action implies that α∗ :
B(X,X, ∗) → P∗
M
(BX) is a weak equivalence since B(X,X, ∗) is contractible as well as
P∗
M
(BX). Moreover α∗ restricted to X has value in ΩM(BX) and is homotopic to the
usual map. Finally B(X,X, ∗) → B(∗,X, ∗) is a quasi-fibration and the usual five lemma
argument shows that the usual map X → Ω
M
(BX) is a weak equivalence. 
2.4. A∞-equivariance. Let us now describe the notion of A∞-equivariance for maps be-
tween spaces admitting A∞-actions. Our approach will be analogous to the one given for
A∞-maps in section 2.1.
Definition 2.16. Consider an A∞-space (X, {Mn}n>0) and an X-space P with structure
maps {Nj : Kj ×X
j−1 × P → P}j>1 and a monoid Y with a monoid action Y xQ. We
say that a map F : P → Q is A∞-equivariant with respect to an A∞-map {fi : Ki+1×X
i →
Y }i>1 if there is a family {Fn : Kn+1×X
n−1×P → Q}n>1 such that F1 = F and, for any
τ ∈ Ki+1 and ρ ∈ Kj+1, satisfies the following conditions:
Fn(τ ◦k ρ;x[n−1], p) =
Fi(τ ;x1,...,k−2,Mj+1(ρ;xk−1,...,k+j−1), xk+j,...,n−1, p), 2 6 k 6 i;Fi(τ ;x1,...,i−1, Nj+1(ρ;xi,...,n−1, p)), k = i+ 1;
fi(ρ;x1,...,j) · Fj(τ ;xj+1,...,n−1, p), k = 1.
where i+ j = n and the action M xQ is denoted by: m · q.
Any A∞-action X x∞ P can be canonically extended to an action on the (unreduced)
cone CP . Since the action X x∞ P in general does not fix the base point p0 ∈ P , we need
to work with the unreduced cone. The natural embedding P →֒ Ω
M
(CP X,P X) is
defined by
p 7→ γp(t) = [δ2; ∗, [p, t]] ,
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where we recall that P X := B(∗,X, P ). We will show that the natural embedding
is A∞-equivariant with respect to X → ΩMB(∗,X,CP ), the A∞-map obtained as the
composition:
X → Ω
M
B(∗,X, ∗) →֒ Ω
M
B(∗,X,CP ). (20)
where X → Ω
M
BX is the usual map of Theorem 2.10.
Proposition 2.17. The natural embedding P →֒ Ω
M
(CP X,P X) sending p to γp is
A∞-equivariant with respect to the A∞-map X → ΩM(CPX) defined by (20).
Proof. The proof will follow the lines of the proof of theorem 2.10
We will exhibit a family of maps
Fn : Kn+1 ×X
n−1 × P → P
M
∗(CPX), for n > 1.
To any (T ;x[n−1], p) ∈ Kn+1×X
n−1×P , the map Fn associates the following juxtaposition
of paths:
Λ(T ;x[n−1], p) ·
[
T ; ∗, x[n−1], [p, t]
]
where Λ defines the path Λ(T ;x[n−1], p)(t) =
[
λ(T, t); ∗, x[n−1], [p, 0]
]
, where λ is defined as
a family of maps λn : Kn → PM (Kn) whose construction is well tailored to ensure {Fn}n>1
has the properties of definition 2.16. More precisely, λ(T ) satisfies:
λ(T )(0) = δ2 ◦2 s|T |(
←−
T ) and λ(T )(|λ(T )|) = T ;
λ(T1 ◦i T2) = λ(T1) ◦i T2, for 1 < i 6 |T1|;
λ(T1 ◦1 T2) = (σ(T2) ◦|T2|+1 s|T1|(
←−
T 1)) · (λ(T1) ◦1 T2),
(21)
These conditions ensure that {Fn}n>1 has the properties of definition 2.16.
As in the proof of lemma 2.11, we will construct the family λn : Kn → PM (Kn) recursively.
However, the case in which the vertex adjacent to the root has valence (i.e., number of
incoming edges) equal to 2 will be treated separately.
First case: We define λ(T ) for trees T whose valence of the vertex adjacent to the root
is > 2. In this case, the Moore path λ(T ) has length l(T )− 1 and is such that:
λ(T, t) = δ2 ◦
1−t
2 s|T |
←−
T , 0 6 t 6 1. (22)
In particular, this defines λ(δn) for any corolla δn with n > 3, since |λ(δn)| = l(δn)−1 = 1.
Let us assume that λ is defined for edge-labeled trees with k < n leaves and whose
number of incoming edges at the root is > 2, and that it satisfies (22). Let us now consider
a tree T such that T = T1 ◦
r
i T2.
For 1 < i, we define: λ(T ) = λ(T1) ◦
r
i T2. On the other hand, for i = 1 the path λ(T ) is
defined as the following juxtaposition of paths:(
σ(T2)[0,l(T2)+r−1] ◦
r
|T2|+1
s|T1|(
←−
T 1)
)
·
(
λ(T1)[1−r,l(T1)−1] ◦
r
1 T2
)
.
where we have used the operation γ[a,b] defined in subsection 2.2.
It is not hard to check that these definitions are independent of the decomposition of a
tree as in (1) and (2), that λ satisfies (22), that λ is continuous with respect to T and that it
passes to the quotient space Kn. The properties (21) follow directly from the construction
of λ.
A∞-ACTIONS AND RECOGNITION OF RELATIVE LOOP SPACES 16
Second case: We define λ(T ) where the number of incoming edges at the root of T is 2.
Let us first define λ(δ2) = δ2 as the constant path with length 0.
Now, let us consider T = (δ2 ◦
v
2 T2) ◦
u
1 T1 and define λ(T ) as the following juxtaposition:(
σ(T1)[0,l(T1)+u−1] ◦
Max(u,v)
|T1|+1
T2
)
·
(
(δ2 ◦
Max(u,v)−t
2 T2)[0,Max(u,v)−v] ◦
u
1 T1
)
Notice that in particular we have: λ(δ2 ◦
u
1 T1) = λ((δ2 ◦
1
2 δ1) ◦
u
1 T1) = σ(T1)[0,l(T1)+u−1] and
λ(δ2 ◦
v
2 T2) = λ((δ2 ◦
v
2 T2) ◦
1
1 δ1) = (δ2 ◦
1−t
2 T1)[0,1−v]. It is necessary to check that this
construction is well defined on the quotient Kn, in particular one has to check that it is
compatible with the first case when u or v tends to 0. The properties (21) must also be
checked. The verification of these facts are long but straightforward. 
For the (n+1)-corolla δn+1 ∈ Kn+1, it follows that Fn(δn+1;x[n−1], p) is defined by first
“sliding vertices along edges” as follows:
x[n−1]︷︸︸︷ [p, 0]
∗ •
✺✺✺✺
✠✠✠✠
•
✾✾✾✾ 1−s
✠✠✠✠✠✠
for 0 6 s 6 1 and
∗
x[n−1]︷︸︸︷
[p, 0]•
✾✾✾✾
✠✠✠✠
•
✝✝✝✝s−1
✽✽✽✽✽
for 1 6 s 6 2, (23)
and ending with the path [δ2; ∗; [p, t]], taking the base point to [δ2; ∗; [p, 1]].
Theorem 2.18 (Recognition Theorem of Relative Loop Spaces). For any A∞-action
X x∞ P , there is a weak equivalence P → ΩM(CP X,P X) that is A∞-equivariant with
respect to the natural map X → Ω
M
(CPX).
Proof. The A∞-equivariance is the statement of Proposition 2.17. Let us show that the
map P → Ω
M
(CP X,P X) is a weak equivalence. Let us consider β : B(X,X,P ) →
Ω
M
(CPX,P X) obtained as the composition of paths
β([T ;x, x[n], p]) =
[
δ2; ∗, [Nn+2(x, x[n], p), t]
]
· ιαP ([T ;x, x[n], p])
where ι is the embedding P
M
(P X) →֒ P
M
(CP X) and αP has been defined in Corollary
2.13. Now β induces a map of quasi-fibrations:
X // _

ev−1([p0, 1]) _

B(X,X,P )
β
//

Ω
M
(CPX,P X)
ev

PX P X,
where ev : Ω
M
(CPX,PX)→ PX is the evaluation map that takes each relative loop
to its final point in PX.
Since CP is contractible, projecting onto its tip gives a weak equivalence ev−1([p0, 1])→
Ω
M
(BX). The top map followed by this weak equivalence is homotopic to the usual map
X →֒ Ω
M
(BX) which is a weak equivalence. Hence the top map is a weak equivalence and
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the usual five lemma applies to show that the middle map is a weak equivalence. As a
consequence the weak equivalence β composed with the usual inclusion P →֒ B(X,X,P )
which is known to be a homotopy equivalence (see Theorem 2.12) is a weak equivalence.
The map so obtained is given by
p 7→ ([δ2; ∗, [p, t]]︸ ︷︷ ︸
γp(t)
) · (
[
δ2 ◦
1−2t
2 δ2; ∗, eX , [p, 1]
]
) · (
[
δ2 ◦
2t
1 δ2; ∗, eX , [p, 1]
]
)︸ ︷︷ ︸
ρp
.
It is then enough to prove that ρp is homotopic to a constant path in order to prove that
the map p 7→ γp is a weak equivalence. The path ρp lifts to a map ρ˜p : I → B(X,X,P )
replacing ∗ by eX . The map Hp : I × I → B(∗,X, P ) defined by Hp(t, u) = αP (ρ˜p(t), u) is
a homotopy from the constant path at [δ2, ∗, p] to ρp thanks to Corollary 2.13. 
3. The 2-colored operad of A∞-actions
In this section, we study the approach to A∞-actions by means of Boardman-Vogt W -
construction W (Act) on the operad of monoid actions Act. We also compare our definition
with the one given by Iwase and Mimura in [IM89].
3.1. The operad Act. The 2-colored non-symmetric operad of monoid actions on spaces
will be denoted by Act, i.e., it is the operad whose algebras consist of a topological monoid
X and a left X-space P . The colors in this case will be called closed and open and denoted
{c, o}, according to the following convention:
• To any topological monoid X, there will be assigned the color closed c.
• The color open o will be assigned to any X-space P .
Such choice of color comes from Theorem 2.18 where the elements of the monoid correspond
to loops while the elements of the X-space correspond to relative loops to which we assign
the color open, because relative loops are not necessarily closed.
Definition 3.1 (Operad of left actions). Let us define Act as the {c, o}-colored operad such
that Act(p, 0; c) and Act(p, 1; o) are singletons for any p > 0, and Act(p, q; x) is the empty
space otherwise.
An algebra over Act consists of a pair (X,P ) such that X is a topological monoid and P
is a left X-space. The unit e is the base point of X. The action of X on P is given by the
only point of Act(1, 1; o). The compatibility between action and the product follows from
the fact that Act(n, 1; o) is a singleton. The product on X is given by the only point of
Act(2, 0; c), its associativity follows from the fact that each Act(n, 0; c) is a single point space
and the identity element exists because of the degeneracy induced by Act(0, 0; c). For the
same reason, the action determined by Act is unital in the sense that e
X
· p = p, ∀p ∈ P .
The operad of non-unital actions will be denoted by Act. It coincides with Act except
when p = q = 0, in which case it is defined as the empty space: Act(0, 0; c) = ∅.
3.2. The operad Act∞. Let us now introduce the operad Act∞ whose algebras are pre-
cisely A∞-actions X x∞ P . We will give a definition of Act∞ in terms of the Boardman
and Vogt’s W -construction. In the next section we will explore in details the link between
A∞-actions and the 1-dimensional Swiss-cheese operad SC1.
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Since in this work the A∞-actions are strictly unital, in the following definition we use
the W -construction on the operad of non-unital actions Act and augment it by including
the strict unit, i.e., by defining Act∞(0, 0; c) as the one point space K0.
Definition 3.2. The operad Act∞ is defined as follows: Act∞(p, q; x) = W
(
Act
)
(p, q; x),
for p+ q > 0, and Act∞(0, 0; c) = K0.
Since Act(p, 0; x) and Act(p, 1; o) are spaces with a single point, the trees in Act∞ can
be viewed as planar metric trees with colored edges. The edges of color c (closed) will be
represented by straight line segments. When the color is open, this will be indicated by
the symbol o over the edge. For instance, we have the trees
1 2 ... p
•
❅❅❅❅❅
✵✵✵✵
✍✍✍✍
o⑦⑦
⑦⑦
o
and
1 2 ... p
•
❅❅❅❅❅
✵✵✵✵
⑦⑦⑦⑦⑦
belonging respectively to Act∞(p, 1; o) and Act∞(p, 0; c).
Since the open leaf of a tree in Act∞(p, 1; o) is the last leaf of a planar tree, and since
Act∞(0, 0; c) = K0 will induce the degeneracy for closed leaves, it follows from Proposition
2.6 that Act∞-algebras are precisely A∞-actions.
Iwase and Mimura [IM89] have defined A∞-actions along a given map as follows.
Definition 3.3 (A∞-action after Iwase-Mimura). Given an A∞-space (X, {Ms}), a space
P and a map h : X → P , an (left) A∞-action of X on P along h is a sequence of maps
{Ni : Ki ×X
i−1 × P → P}i>1, such that N1 = IdP and:
i) Nk(ρ ◦j τ ;x1, . . . , xk−1, p) = Nr(ρ;x1, . . . , xj−1,Ms(τ ;xj , . . . , xj+s−1), . . . , xk−1, p), for
1 6 j 6 r − 1.
ii) Nk(ρ ◦r σ;x1, . . . , xk−1, p) = Nr(ρ;x1, . . . , xk−s;Ns(σ;xk−s+1, . . . , xk−1, p)),
iii) Nk(µ;x1, . . . , xk−1, p0) = h(Mk−1(sk(µ);x1, . . . , xk−1)).
where k = r + s− 1, ρ ∈ Kr, τ, σ ∈ Ks, µ ∈ Kk and p0 is the base point of P .
Observation 3.4. Notice that when s = 0, condition i) says that
Nk(µ;x1, ..., xi−1, e, xi+1..., xk−1, p) = Nk−1(si(µ);x1, ..., x̂i, ..., xk−1, p),
for any 1 6 i 6 k − 1. If we impose the condition s > 1, then we get a “non-unital
A∞-action” (i.e., an A∞-action under which the unit e does not necessarily act trivially).
From Proposition 2.6, it follows that any family of maps as in the above definition gives
rise to an A∞-action. The converse is true up to A∞-equivariant weak equivalence because
of Theorem 2.18. Indeed, let (B,A) be a pair of topological spaces and consider the action
Ω
M
(A) xΩ
M
(B,A). By choosing a path p0 ∈ ΩM (B,A) as the base point, the map
h : Ω
M
(B)→ Ω
M
(B,A) can be defined as h(γ) = γ · p0. Since it is an action in the strict
sense, it follows immediately that it is an action along h as defined above.
Let us close this section by observing that an W
(
Act
)
-algebra structure on a pair (X,P )
is equivalent to the existence of a family of maps as in definition 3.3 satisfying only relations
i) and ii) with the condition s > 1. Such structures will be called non-unital A∞-actions.
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4. The one-dimensional Swiss-cheese operad
In this section we will explore the relations between the operad of A∞-actions and the one
dimensional Swiss-cheese operad. Such comparison will imply in particular the existence
of an A∞-action Ω(B) x∞ Ω(B,A) in the space of usual loops and usual paths endowed
with the Poincare´ product of loops and juxtaposition of paths.
4.1. The Operad SC1. The one dimensional Swiss-cheese operad is a 2-colored operad.
The elements of color open consist of those configurations of little intervals inside the radius
1 interval centered at the origin: [−1, 1] that are invariant under the map x 7→ −x. On the
other hand, the elements color closed are the usual little intervals in [0, 1].
4.1.1. Composition law. The space of usual little intervals configurations will be denoted
by SC1(n, 0; c) while the space of open little intervals configurations will be denoted by
SC1(n, i; o), where i = 0 when there is no little interval in [−1, 1] that is centered at the
origin and i = 1 for those open symmetric configurations of little intervals in [−1, 1] having
a little interval centered at the origin.
The composition law SC1(n, 0; c) is the usual composition law of the little intervals
operad. The composition law for SC1(n, i; o) goes as follows. First the composition
◦o : SC1(p, 1; o) × SC1(q, i; o)→ SC1(p+ q, i; o) (24)
is given by the usual gluing operation in the little interval centered at the origin, and
◦ci : SC1(k, i; o) × SC1(n, 0; c)→ SC1(k + n− 1, i; o) (25)
is given by first symmetrizing the configuration in [0, 1] into a symmetric configuration
in [−1, 1] and then gluing the resulting positive and negative little intervals of the new
symmetric configuration accordingly into the corresponding little intervals of the ith pair
of conjugated little intervals in SC1(k, 1), as illustrated by Figure 1 where the gluing is
from the bottom to the top.
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Figure 1. Illustration of ◦c1 : SC1(1, 1; o) × SC1(2, 0; c) → SC1(2, 1; o).
Note also that one can interpret SC1(n, 1, o) as the configuration of n+1 little intervals
such that the last little interval contains 1. We will use this interpretation in the sequel.
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4.1.2. Example. That the classical [0, 1]-parameterized based loop space admits an A∞-
structure is a straightforward generalization of the standard proof of homotopy associa-
tivity, which involves only a homotopy defined on [0, 1]. The specific pentagonal higher
homotopy illustrated in [Sta70] involves precisely dyadic homeomorphisms [Deh11] of [0, 1]
to itself as do the higher homotopies.
The [0, 1]-parameterized space of relative loops on a pair A ⊆ B is defined as:
Ω(B,A) = {γ : [0, 1] → B : γ(0) = ∗ and γ(1) ∈ A}.
To see that the pair (ΩB,Ω(B,A)) is an SC1-algebra, we observe that the closed part
of SC is isomorphic to the little intervals operad and it acts on ΩB in the usual way. For
the open part of SC, the action on (ΩB,Ω(B,A)) is given by:
ρ : SC1(n, 1, o) × Ω(B)
×n × Ω(B,A)→ Ω(B,A)
where the path ρ(d; ℓ1, . . . , ℓn, γ) is obtained by running each loop ℓi through the cor-
responding little interval, as one usually does in loop spaces and then the path γ through
the subinterval of d containing 1. The remaining points of [0, 1] are taken to the base
point of B. From the definition of SC1(n, 1, o), the configuration d will always have a little
interval containing 1, hence if γ is a path that is not a loop, then ρ(d; ℓ1, . . . , ℓn, γ) is also
a path that is not a loop, i.e., the map ρ respects the color.
4.2. Homotopy equivalence. There exists an operad morphism θ : W
(
Act
)
→ SC1 so
that θc(n, 0) : W
(
Act
)
(n, 0; c) → SC1(n, 0; c) and θ
o(n, 1) : W
(
Act
)
(n, 1; o) → SC1(n, 1; o)
are homotopy equivalences for any n > 1.
It is possible to exhibit θ in an elementary way as follows. Each corolla inW
(
Act
)
(n, 0; c)
is taken to a configuration of little intervals in SC1(n, 0; c) where each subinterval has diam-
eter 1
n
, while each corolla in SC1(n, 1; o) is taken to a of little intervals in SC1(n, 1; o) where
each subinterval has diameter 1
n+1 , thus the configuration contains 1. The compatibility
with the operad structure is obtained via a convex combination. To be more precise we
define θ by double induction, on the number of leaves of a tre T and then on the number
of internal leaves. If the latter number is zero, T is a corolla and θ has been defined on
corollas. Then, one defines for any tree T = X ◦ri Y in W
(
Act
)
the configuration θ(T ) as
(1− r)θ(X) ◦i θ(Y ) + rθ(X ◦
0
i Y ).
From the existence of the above operad homotopy equivalence, it follows the existence of
a non-trivial W
(
Act
)
-algebra structure on the pair: (Ω(B,A),ΩB). In other words, there
is a non-unital A∞-action of ΩB on Ω(B,A).
We observe that the strict unit plays a crucial role in Theorem 2.18. Hence one cannot use
the above operad homotopy equivalence θ to prove the Swiss-cheese recognition principle:
“every SC1-algebra is homotopy equivalent to a pair of the form (Ω(B,A),ΩB)”.
The Swiss-cheese recognition principle is indeed true in general for the Swiss-cheese
operad SCn with n > 1, as will be shown in a sequel to this paper. On the other hand,
without Theorem 2.18 one cannot show that any A∞-action X x∞ P (defined just as an
unital A∞-map X → End(P )) is homotopy equivalent to a SC1-algebra. Hence, the results
of the present paper are not particular cases of the Swiss-cheese recognition principle.
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