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Let H be a collection of n hyperplanes in I~ J, d~>2. For each cell c of the 
arrangement of H let fi(c) denote the number of faces of c of dimension i, and let 
f(c)=Z~l-~fi(c). We prove that Zcf(c)2=O(ndlog td/2j in), where the sum 
extends over all cells of the arrangement. Among other applications, we show that 
the total number of faces bounding any m distinct cells in an arrangement of n 
hyperplanes in ~d is O(ml/2n d/2 log (Ld/2J- W2 n) and provide a lower bound on the 
maximum possible face count in m distinct cells, which is close to the upper bound, 
and for many values of m and n is (2(ml/2na/2). © 1994 Academic Press, Inc. 
1. INTRODUCTION 
Let H be a collection of n hyperplanes in ~d, d~> 2. Let ~¢ = .~/(H) 
denote the arrangement of these hyperplanes; ee [E]  for general informa- 
* Work on this paper by the third author has been supported by Office of Naval Research 
Grant N00014-90-J-1284, by National Science Foundation Grant CCR-89-01484, and by 
grants from the U.S.-Israeli Binational Science Foundation, the Fund for Basic Research 
administered by the Israeli Academy of Sciences, and the G.I.F., the German-Israeli 
Foundation for Scientific Research and Development. 
311 
0097-3165/94 $6.00 
Copyright © 1994 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
312 NOTE 
tion concerning arrangements. For each (d-dimensional) cell c of d let 
f,.(c) denote the number of/-dimensional faces on the boundary of c, for 
__~d--1 i=0 ,1  .... ,d - l ,  and let f ( c ) -  i=o~(C). We refer to f (c)  as the 
complexity of the cell c. Our main result is: 
THEOREM 1.1. 
f(c)2 = O(n a logLa/2j-1 n), 
c 
where the sum extends over all cells of ~¢, and the constant of proportionality 
depends on d. 
A related but potentially smaller quantity, namely Zcf (c ) fa_ l (c ) ,  is 
known to be O(n d) [E, ESS]. This of course implies Theorem 1.1 for d= 2 
and d= 3, using Euler's relation, but appears to be a weaker statement for 
d~>4, where the number of low-dimensional faces in a convex polytope 
can be much larger than the number of its facets. The problem of 
obtaining similar bounds for ~]c f (c)  2 in higher dimensions has been raised 
independently by many researchers, who generally conjectured that this 
sum is also O(na). Our result almost settles this question; since the only 
lower bound we have for this sum is £2(nd), there remains the problem of 
closing the small gap that still exists between the upper and lower bounds. 
The sum-of-squares bound has several interesting applications. First of 
all, since the number of cells in a simple arrangement of n hyperplanes in 
d-space is O(na), the well known fact that Zcf (c )= O(n a) implies that the 
average complexity of a cell is constant, and our bound on 57c f (c)  2 implies 
that the variance of the cell complexitities i  at most polylogarithmic. We 
note in passing that Zc f (c)  ~ may exceed O(n d) if ~ > 2 (take d to be even 
and construct an arrangement with one cell having complexity O(nLd/ZJ)). 
On the other hand, we conjecture that Zc f (c)  ~ = O(n a) for 1 ~< ~ < 2, but 
we do not yet have a proof. A weaker O(ndlog ~(Ld/zJ 1)/2 n) upper bound 
can be deduced as in the proof of Theorem 3.1 or of Lemma 3.4. 
Another application follows a "one-line" proof technique used in [E ], and 
shows that the total complexity of any m distinct cells in an arrangement 
of n hyperplanes in ~a is O(ml/Znd/Zlog~La/23-1)/2n). This should be 
compared with the O(m2/3n a/3 + n a- 1) bound established in [EGS, AA] on 
the maximum number of facets bounding m distinct cells. We provide 
some easy lower bound constructions that show that the maximum total 
complexity of m cells is fairly close to £2(ml/2n d/2) and for many values of 
m, n, and d actually attains this bound. 
Other algorithmic applications of our results were discovered by 
Chazelle and Friedman [CF]  and by Matou~ek [Ma],  who apply our 
bounds to derive new and efficient echiques for point location and vertical 
ray shooting among hyperplanes. 
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2. SUM OF SQUARES OF CELL COMPLEXITIES 
In what follows, we only consider simple arrangements, i.e., 
arrangements where any d hyperplanes intersect in a single point and no 
d+ 1 hyperplanes have a point in common. This involves no loss of 
generality, because we can always turn a non-simple arrangement into 
a simple one by a slight perturbation of its hyperplanes, o that no cell 
complexity is decreased. 
In addition, even though we speak of arrangements in ~,  it is more 
convenient to think of them as being in real projective d-space. This makes 
a separate analysis of the unbounded cells unnecessary, but otherwise has 
no asymptotic effect on any of the quantities analysed in this paper. For 
example, the sum of squares of cell complexities increases, as two antipodal 
cells in ~d correspond to one "bigger" cell in projective space. 
Our proof of Theorem 1.1 is based on an inductive argument similar to 
that used in a recent new proof of the "Zone Theorem" for arrangements 
lESS]. We begin with a simple lemma: 
LEMMA 2.1. For a simple convex polytope ~ in ~a with more than d 
facets, 
1. f j (~)=O( f i (~) ) ,  whenever 1<~i<j<d, and 
2. f i (~)  = O(frd/27(~)), for every i = 0, ..., d -  1, 
with the constants of proportionality depending only on i, j, and d. 
Proof. An /-face F of ~ has exactly d -  i incident (i + 1 )-faces. Indeed, 
F lies in the intersection of d -  i hyperplanes supporting facets of ~, so an 
( i+ 1)-face incident o F must lie in the intersection of all but one of these 
hyperplanes, and there is exactly one (i + 1)-face in each such intersection. 
Moreover, since each ( i+ 1)-face in a polytope is bounded, it must be 
incident to at least i+ 2/-faces, which implies 
d- i  
This implies that f j (~)= O(f i (~)),  ifj>~ i, and in fact f j (~)<~fi(~),  for all 
j >~ i > [_d/2_; 
On the other hand, it is well known that the Dehn-Sommerville 
relations for a simple convex polytope completely determine its entire 
f -vect°r fo(~)  .... , fa -x (~)  once its upper halff;a/2q(~ ) ..... fd 1(~) is fixed. 
In other words, fo(~),...,fL(d_ll/2j(~ ) can be expressed in terms of 
f;a/2~(~),.. . , fa-l(~); see, for example, Problem 6.2 in [E]. Since the 
Dehn-Sommerville r lations form a system of linear equations on the f ' s  
with coefficients depending solely on d and the face dimensions, claim 2 
follows easily from claim 1. II 
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Proof of Theorem 1.1. By Lemma 2.1, it suffices to prove that 
~, frd/2q(c) 2= O(n d logL d/2j-ln)" 
c 
Hence it is enough to bound the number of visible pairs (e,f), namely pairs 
for which e and f are [-d/2]-faces of a common cell c o fd .  Let Fd(n ) 
denote the maximum number of such visible pairs, over all possible simple 
arrangements on n hyperplanes in ~d. 
We prove, by induction on d and on n, that Fd(n)<<. CdnalogLd/ZJ-ln, 
for appropriate constants Cal. The base case is d=2 where the result 
follows from Theorem 5.5 of [E], as already noted. 
Suppose the claim is true up to dimension d -  1. Let H= {hi, ..:, hn} be 
a collection of n hyperplanes in ~d. Consider the arrangement d = ~4(H) 
and let F(H) denote the number of visible pairs (e, f )  over all cells of ~¢. 
Remove one hyperplane hi from H, and let Hi denote the resulting 
collection. We now reinsert hi into ~= ~¢(Hi), and wish to bound the 
number of visible pairs (e, f )  in s¢ so that neither e nor f is contained 
in hi. We do so by considering all such pairs (e, f )  in ~,  and by analyzing 
what happen s to each pair when h i is reinserted. There are three cases to 
consider: 
Case (a). e and f belong to a cell c of ~i that is not cut by hi. In this 
case c is also a cell of d ,  and the pair is counted once in both F(Hi) 
and F(H). 
Case (b). e andfbe long to a cell c of ~ that is cut by hi, but hi does 
not cut both e and f. In this case it is easily seen that (e, f )  can contribute 
at most one pair to F(H)-- i f  hi cuts neither of these faces, then the pair 
either persists or disappears, and if hi cuts, say, e but not f, then (e, f )  is 
replaced by just one new visible pair, in which e is replaced by its portion 
lying on the same side of hi as f. 
Case (c). e and f are both cut by hi. In this case the cell c of s~ that 
contains e and f is cut by hi into two cells, and both e and f are cut into 
two portions each, which in turn form two new visible pairs of faces. Thus 
in this case our count increases by 1. We assign the pair (e, f )  to the pair 
(e', f ' )  within hi, where e '= e~hi, f '  =f~ hi, which is a visible pair of 
(I-d/2] - 1)-faces in the (d -  1)-dimensional rangement d '  of n - 1 hyper- 
planes obtained by restricting ~ to h i. By the induction hypothesis, the 
number of such pairs is bounded by C'd_lnJ-I 1ogUd 1)/2J--I n, for an 
appropriate constant C'd l (which is not necessarily the constant Cd 1 
provided by the inductive hypothesis, because the dimensionality, 
[-d/2] - 1, of the faces in the reduced problem restricted to hi is not always 
the "correct" dimensionality that we have assumed inductively, namely 
NOTE 315 
[ - (d -  1)/2]; when d is even, we need an additional correcting factor, which 
is provided by Lemma 2.1(2)). 
We conclude that the number of visible pairs (e, f )  with neither e nor 
F(Hi)+Cd_I n 1ogk(d 1)/2J-- l f contained in hi is bounded by , d 1 n. 
Repeating the argument and summing these expressions over all 
hyperplanes hi, we note that each pair is counted at least n -d*  times, 
where d*= 2[_d/2_]. Indeed, a pair is not counted only when the removed 
hyperplane hi is either one of the [_d/2J hyperplanes of H containing e or 
one of the [_d/2_] hyperplanes of H containingf  This allows us to write the 
recurrence 
n , 1 1ogL(d- 1)/2J 1 n] ,  Fd(n)<~n~--  [Fe(n-- 1)+Ca in a- 
valid for n > d*. To solve it, we put Fa(n)= (n ! / (n-  d*)!) Gd(n), obtaining 
the recurrence 
(n -  l -d* ) ! )  
ad(n)=ad(n - -1 )+O n d llogL(d-l)/2J 'n .  ~2 i  ~ 
=Ge(n_ l )+O(n  d 1 d*logt_(d 1) /2 J - - in )  ' 
for n > d*. We distinguish two cases. If d is even, then d*= d and the 
solution of the above recurrence is 
G a(n) = O(log (a/2)-2 n . log n) = O(log t-a~23 l n) 
implying 
Fd(n)=O(ndlog La/2j in). 
If d is odd, then d*  = d -  1 and the recurrence solves to 
Ga(n) = O(n log L(e- 1)/22- 1 n) = O(n log ~-e/2J- 1 n), 
so that 
Fd(n) = O(n d log Ld/zj - 1 n). 
This completes the proof of the theorem. II 
We do not know whether this bound is tight in dimensions greater 
than 3. A lower bound of f2(n a) is trivial to establish. It would also be 
interesting to estimate the constants of proportionality, in the spirit of 
lESS]. 
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Remark. In trying to assess the potential of this analysis technique, we 
note that our recurrence can be written as 
n 
Fd(n) ~<n-~-jg [Fd(n-- 1)+flaF d l (n -  1)] 
for some constants /~d. Such a recurrence solves to O(n d) provided for all 
d one has d* ~< d-  1. In our case, the bound increases by a factor of log n 
for every dimension where d*= d, namely for every even dimension. 
We present another application of the same recurrence, indicating only 
a rough sketch of the proof. We begin with a definition. Given an arrange- 
ment d = d(H)  of n hyperplanes in Na, let the zone ~e~(~4) of a hyper- 
plane h ~ H be the collection of cells of d whose interior is crossed by h. 
Then we have 
THEOREM 2.2 (Extended Zone Theorem). For any d>>. 2, 
f ( c ) f (c~h)=O(nd- l log  a 2n), 
ce~h(s¢) 
where c c~ h & viewed as a (d-1)-dimensional cell in the arrangement 
obtained by restricting d to h. 
Note that if we replace each f (c  n h) by 1, the left-hand sum is the com- 
plexity of the zone of h, which is known to be O(n d 1). In two dimensions 
we have f (c  c~ h)= O(1), so the sum becomes O(n), as asserted. For d~> 3, 
finding sharp bounds for the above sum has been an open problem. Again, 
the upper bound that we provide is still greater than the best known lower 
bound of Q(n a- i )  by a polylogarithmic factor, and a remaining open 
problem is to close this gap. 
Sketch of proof Since for each cell c~, (d )  the number f (c)  (resp. 
f (c  c~ h)) is at most a constant multiple (depending on d) of the number of 
[-d/2-]-faces of c (resp., [-(d-1)/2~-faces of c c~ h), it is sufficient o bound 
the number of "visible" pairs (e, f ) ,  where e is a [-d/27-face of a cell c of 
~h(su¢) and f is a [ - (d-  1)/27-face of c~h.  Let F'a(n) be the maximum 
number of visible pairs. Repeating, with only slight modifications, the argu- 
ment in the proof of Theorem 1.1, we see that the same recurrence relation 
holds, except hat the role of d in the bounds is played by d -  1 and d* = 
Ld/2J + L (d -  1)/2J = d -  1, as there are Ld/2J hyperplanes of H containing 
e and L (d -1) /2 J  hyperplanes of H containing f By the remark made 
above, we "lose" a logarithmic factor for every dimension above the base 
case d= 2. | 
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Remark. If we apply Theorem 2.2 to the zones ~, (~4(H-  {h})), for all 
he l l ,  and sum up the left-hand sums, we obtain, up to a constant of 
proportionality, the familiar sum ~]cf(c)  2. However, the sum of the right- 
hand sides, namely O(ndlog J 2n), is larger than the bound obtained 
directly in Theorem 1.1. 
3. THE COMPLEXITY OF MANY CELLS IN HYPERPLANE ARRANGEMENTS 
In this section we give an application of our results to the problem 
of estimating the maximum possible number of faces of all dimensions 
bounding m distint cells in an arrangement d = .N'(H) of n hyperplanes in
Ed. In the last few years, some related problems have received considerable 
attention. The question of estimating the maximum possible number of 
facets (i.e., (d-1)-faces) bounding m distinct cells in s~C(H)has been 
analyzed in [EGS],  and finally settled by Agarwal and Aronov [AA]; it 
was shown that this number is 6)(m2/3n d/3 +n d- l )  whenever m is f2(n a 2) 
and O(nd). (In the case m= O(na-2), it is easily seen that the maximum 
possible number of facets is O(mn); see, for example, Edelsbrunner [El .)  
On the other hand, to the best of our knowledge, no non-trivial bounds 
on the number of faces of dimension less than d -  1 is known for d> 3 
[E, Problem 6.10]. In this section, we obtain an upper bound and some 
less than fully satisfactory lower bounds on this quantity. 
3.1. Definitions 
Given a set H of n hyperplanes and a set P of m points in [~a (d>~ 2), 
none on a hyperplane of H, we call a cell of d (H)  non-empty if it contains 
one or more points of P. Let Ki(P, H) = Z~,f,.(c), with the sum taken over 
the non-empty cells of ~4(H), and define 
K~(m, n)= max Ki(P, H). 
IPI =m 
]HI - -  n 
In addition, let Kd(m, n) = Z J -  ~ K/d(m, n). In what follows we may assume, • i=0 
as above, that the arrangement d is simple, since a sufficiently small per- 
turbation of the hyperplanes in H does not decrease the complexity of any 
non-empty cell. It is easily seen that for m ~> n J, K~(m, n)= O(nJ). On the 
other hand, the upper bound theorem for simple polytopes states that 
K~(1, n)=O(nmin{a-i'La/2J}); see, for example, Theorem6.12 in [E]. In 
what follows, we restrict ourselves to the case 1 ~<m <n< The following 
two sections are concerned with obtaining upper and lower bounds on 
K~(m, n), respectively. 
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3.2. Upper Bound 
THEOREM 3.1. Ka(m, n) = O(ml/2n a/2 log (I-d/z J -  1)/2 n). 
Proof (cf. [E]). Consider a set P of m points in an arrangement of 
~' = d(H)  of n hyperplanes in Nd. Then 
Ka(P,H) = ~ f(c)<~ml/2"( ~ f(c)2) 1/2 
non-empty  c E d non-empty  c ~ 
~ml/2. f(c)2 = O(ml/2(n alogLa/2J 1 n)1/2) 
c' E ~cJ / 
= O(ml/2na/2 log/La/2j-1)/2 n), 
where we have used the Cauchy Schwartz inequality and Theorem 1.1. II 
3.3. Lower Bounds 
In this section, we obtain lower bounds on Kg(m, n) and, therefore, also 
on Ka(m, n). 
LEMMA 3.2. 
Kg(m, n)= Kto (m, 2) .12(nL(a-t)/2J), 
for any integer 0 <. l <~ d with m <~ n( 
Proof Consider an arrangement ~¢(H') of n/2 hyperplanes in R t, which 
contains m distinct cells with a total of Kt0(m, n/2) vertices. Pick a set P' of 
m points to mark these m cells. Now consider an arrangement d (H" )  of 
n/2 hyperplanes in Na z in which the cell Co containing the origin 0 has 
f2(n La-ty2j) vertices--such an arrangement exists by the lower bound part 
of the upper bound theorem for simple polytopes. We now construct a new 
arrangement ~¢(H) of n hyperplanes in Nd= NZx Na-(  The hyperplanes 
are h 'xR a-t, for h'~H', and Nlxh", for h"eH". Let P=P'x  {0}. It is 
easily checked that a non-empty cell in d (H)  is just the Cartesian product 
of a non-empty cell in ~¢(H') and c 0. Thus the number of its vertices is the 
product of the numbers of vertices of these two cells. In particular, 
Ka(m, n) >~ Ko(P, H)= Kto (m, 2) " O(nLIa-z)/23), 
as claimed. | 
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Now let k be the integer satisfying n J -x  2<m~<nd-2k. Put l=d-2k  
in the preceding lemma to obtain 
For l>~ 2, by the results of lEGS, AA], we have 
Kit l(m, n) = f2(m2/3nl/3 + n t- 1). 
The case I= 0 or 1 (depending on whether d is even or odd, respectively) 
must be handled separately; we omit the details. Put m=n t ~, with 
0 ~< 7 ~< 2. Then it is easily checked that 
where 
We thus obtain 
3 
c~ for 0~<c~<~ 
3= ~ 3 
-~ for -~<c~<2.2 
THEOREM 3.3. (a) Kod(m, n )= f2(ml/2n d/2 1~4)for all valid choices of m, 
n, and d, except when d is odd and m<.n, in which case Koa(m,n)= 
f2(mnLd/2J). (A matching upper bound for the case of odd d and m <~ n follows 
from the upper bound theorem for simple polytopes.) 
(b) Kdo(m,n)=£2(ml/2n d/2) when m=O(na-2k), k=O, 1,...,[_d/2_J. 
Thus for these values of m, Ka(m, n) is within a polylogarithmic factor of 
m 1/2//d/2. 
3.4. DISCUSSION 
We mention another interesting connection between Ka(m,n) and 
Zcf (c )  2. As seen in the proof of Theorem 3.1, an upper bound on the 
second quantity implies an upper bound on Kd(m, n). However, a converse 
relationship holds as well: 
LEMMA 3.4. I f  Ka(m, n) = O(m~/2na/2fl(n)), then 5~cf(c) 2= O(nafl2(n) 
log n), where the sum is taken over all cells c of a d-dimensional rrangement 
of n hyperplanes, and fi(n) is a arbitrary function of n. 
582a/65/2-11 
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Proof. Since Kd(m, n) is an upper bound on the maximum possible 
total number of faces in m largest cells in any arrangement ofn hyperplanes 
in Nd, the ruth largest cell in any such arrangement has at most Kd(m, n)/m 
faces. Thus the sum of squares of cell complexities does not exceed 
°~d) (Kd(m, n!)2 °S)/ml/2na/2fl(n)\2 
= Z - 
m-I  m 
= O(na~2(n) log n), 
as claimed. | 
Remark. It is curious that in this reverse transformation, if we 
substitute 
fl(n) = O(log (I-a/2J 1)/2 n), 
we lose another factor of logn in the resulting bound for ~cf (C)  2 (as 
compared with the bound in Theorem 1.1). Can a tighter relationship 
between these quantities be derived? 
4. OPEN PROBLEMS 
Clearly, we would like to know if the bound stated in Theorem 1.1 is 
tight. We conjecture that the correct bound is O(nd). A related open 
problem is to close the polylogarithmic gap in the Extended Zone 
Theorem. Again, we conjecture that the correct bound there is O(n d- 1). It 
would also be interesting to remove the gap between the lower and the 
upper bounds on Kd(m, n) discussed in Section 3. In addition, one might 
want to investigate the dependence of K~(m, n) on i--a question that we 
have entirely avoided in this paper. 
Finally, we mention that the inductive proof technique of Theorem 1.1, 
which we have adapted from lESS], seems to be powerful and versatile 
enough to be applicable to a variety of problems involving arrangements. 
In addition to the applications in [-ESS] and in the present paper, it has 
been recently succesfully applied to obtain sharp bounds on the complexity 
of the zone of an algebraic surface in an arrangement of hyperplanes 
[APS] and on the complexity of one cell in an arrangement of (d -  1)- 
simplices in d-space [AS]. 
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