Isolating non-text components from the text components present in handwritten document images is an important but less explored research area. Addressing this issue, in this paper, we have presented an empirical study on the applicability of various Local Binary Pattern (LBP) based texture features for this problem. This paper also proposes a minor modification in one of the variants of the LBP operator to achieve better performance in the text/non-text classification problem. The feature descriptors are then evaluated on a database, made up of images from 104 handwritten laboratory copies and class notes of various engineering and science branches, using five well-known classifiers. Classification results reflect the effectiveness of LBP-based feature descriptors in text/non-text separation.
Introduction
Documents, in the modern day, are required to be stored in digitized form to increase their longevity, portability and security. In order to achieve this purpose, the development of a complete Document Image Processing System (DIPS) has become an utmost need. Along with the other steps, any DIPS needs to identify the texts present in a document image separately from the non-text components like tables, diagrams, graphic designs before processing the text through an Optical Character Recognition (OCR) engine [1] [2] [3] . The reason for this is very obvious: OCR engines do not process non-text components. Researchers, to date, have reported many solutions to this problem for printed documents [4] [5] [6] . However, the same is not true for regular handwritten documents; a rather limited amount of work is available in this area, to the best of our knowledge, among which two significant ones are [7, 8] . In document image processing, researchers mostly use OCR technology in order to work on word and/or character level to provide a viable solution for information content exploitation [9] .
In general, handwritten documents are unstructured i.e., in most cases, these documents do not follow any specific layout, unlike the printed documents. Thus, the appearance of text and non-text in handwritten documents is very chaotic. For example, text components often overlap with the non-text components. Furthermore, the building blocks (i.e., characters) of the text in handwritten documents do not follow the standard shape and size usually found in its printed counterpart. One of the key difficulties in the graphics recognition domain is also to work on complex and composite symbol recognition, retrieval and spotting [10] . Thus, the separation of text and non-text in handwritten documents is comparably complex than in printed documents.
Mostly, the reported solutions to the problem of text and non-text separation are done either at the region level [4] or at the connected component (CC) level [5, 6] . Methods that implement text/non-text separation at the region level initially perform region segmentation and then classify each segmented region as either a text or graphics region. For classifying the segmented regions, researchers have mostly used texture based features like Gray Level Co-occurrence Matrix (GLCM) [4, 11] Run-length based features [12, 13] or white tiles based features [14] . However, region segmentation based methods are very sensitive to the segmentation results. Poor segmentation can cause a significant degradation in the classification result. On the other hand, as CC based methods work at the component level, they do not suffer from such a problem. Methods that follow a CC based approach use shape-based features [5, 6] . In general, methods reported in this literature for text/non-text separation in handwritten documents have mostly followed the CC based approach [7, 8] . It is worth mentioning here that, as historical handwritten manuscripts suffer from various quality degradation issues, techniques like binarization and CC extraction become very error prone. Thus, in some recent articles [15] [16] [17] [18] , researchers have followed a pixel based approach, which avoids the binarization and CC extraction steps.
From the available research work on this topic, it can be observed that texture features like GLCM (Gray Level Co-occurrence matrix) [4, 11] , Run-length encoding based features [12, 13] , Black-and-white transitional matrix based feature [19] have been commonly used by researchers to solve the text/non-text separation problem for printed documents, as well as to separate handwritten and printed text sections in documents [20] . In a recent work [8] , a Rotation Invariant Uniform Local Binary Pattern (RIULBP) operator has also been used successfully to separate the text and non-text components in handwritten class-notes. Texture features have proven to be very useful in the field of text/non-text separation due to the fact that text regions and graphics regions in most cases have very different patterns, which can be exploited to differentiate between them. Motivated by this fact, in the present work, we have attempted to evaluate the performance of different Local Binary Pattern (LBP) based texture features to classify the components present in handwritten documents as text or non-text.
The key contributions of our paper are as follows:
1. We have given a detailed analysis of how accurately features extracted by different variants of the LBP operator from handwritten document images help in differentiating text components from non-text ones, which is one of the most challenging research areas in the domain of document image processing. For that purpose, we have considered five variants of LBP [21] , namely, the basic LBP [22] , improved LBP [23] , rotation invariant LBP [22] , uniform LBP [22] , and rotation invariant and uniform LBP [22] . 2. The contents of the dataset, used here for evaluation, have complex text and non-text components as well as variations in terms of scripts, as we have considered both Bangla and English texts. In addition to that, some of the documents have handwritten as well as printed texts. 3. We have also made a minor alteration to robust LBP [24] in order to develop robust and uniform LBP. A method to determine the appropriate threshold value used in this variant of LBP for handwritten documents has also been proposed.
Local Binary Patterns and Its Variants
LBP was first introduced by Ojala [25, 26] , as a computationally simple texture operator in a monochrome texture image.
The generalized definition of LBP, given in [22] , used M sample points evenly placed on a circle of radius R with its center positioned at (x cen , y cen ). The position (x p , y p ) of the neighboring point p, where p ∈ 0, 1, ..., M − 1 is given by
Let T be the feature vector representing the local texture:
where I cen and I p for p ∈ {0, 1, ..., M − 1} represent gray values of the center pixel and the neighboring pixels, respectively. To achieve gray scale invariance, the texture operator is modified to consider the di f f erence in intensities of the center pixel and its neighbors:
Furthermore, to achieve a robustness against the scaling of grayscale, only the signs of difference in intensities are considered:
Here,
Finally, the LBP operator, for the center pixel p cen having intensity value I cen with M neighbors (X 1 , X 2 , ..., X M ) of intensities (I 1 , I 2 , ..., I M ), respectively, can be defined below:
LBP creates an M-bit string. Hence, for M = 8, the values of LBP (M,R) (x cen , y cen ) can vary from 0 to 255. The process is depicted in Figure 1 . In order to efficiently extract texture features of various complexities, the original LBP operator has been modified to generate a number of variants.
Improved LBP (ILBP)
The main difference between ILBP [23] and simple LBP is that, instead of the intensity of the center pixel, the mean intensity value of all the pixels, including the center pixel, is used to find the intensity difference during binary pattern computation. In addition to that, while computing ILBP, the intensity of the center pixel is also compared with mean intensity. ILBP is formally defined as follows:
The value of f (x) is computed as given in Equation (2) . As ILBP additionally considers the center pixel, thus the value of ILBP (M,R) (x cen , y cen ) can vary from 1 to 511 (see Figure 2 ). 
Rotation Invariant LBP (RILBP)
RILBP [22] is achieved by bit-wise rotation (circularly) of the binary patterns and then by selecting the minimum value. This is done to cancel out the effect of rotation on a texture, which changes the pattern, although the texture in consideration is essentially the same. RILBP can formally be defined as follows:
Here, Rot(A, i) is a function that takes an M-bit binary pattern 'A' and performs i time circular bit-wise right shift operation on 'A'. The entire process is shown in Figure 3 . 
Uniform LBP (ULBP)
In ULBP [22] , the binary patterns with less than or equal to two numbers of zero/one transitions are considered as uniform patterns and the rest are considered as non-uniform patterns. In this variant of LBP, all the non-uniform patterns are marked with the same label, whereas, for uniform patterns, different labels are used, one for each pattern. This is performed because it has been observed that certain patterns constitute a major portion of all texture features. ULBP uses, M × (M − 1) + 3 symbols to label the patterns.
Rotation Invariant and Uniform LBP (RIULBP)
In RIULBP [22] , the patterns are chosen such that they are both rotation invariant and uniform. Similar to ULBP, here also all non-uniform rotation invariant patterns are placed in one separate bin. This variant of LBP can be formulated as
Robust and Uniform LBP (RULBP)
In the present work, we have proposed a minor but significant modification to Robust LBP (RLBP) [24] to develop RULBP. In RLBP, the argument of the function f (x) i.e., (I n − I cen ) (see Equation (2)) is replaced with (I n − I cen − th), where th acts as a threshold value. This essentially means that the value of I n has to be greater than the center pixel's gray value I cen by an amount th to produce a 1 (see Figure 4 ). This descriptor is devised with the idea of increasing the robustness to negligible changes in gray value. Therefore, the RLBP can be formally defined as follows:
In this work, we have given a notion of setting the value of th for text/non-text separation in handwritten documents and also incorporated the idea of 'uniform pattern' in RLBP to develop RULBP. To prove the effectiveness of LBP for texture classification [22] , it has been shown that over 90 percent of the LBPs (generated using a segment of the image) present in a textured surface are 'uniform patterns'. Besides that, as 'uniform patterns' consider a very limited number of 0/1 transition, they can efficiently detect the common microfeatures like corner, edge and spots. Thus, in the present work, we have amalgamated the concept of 'uniform patterns' with RLBP to generate RULBP. The formal definition of RULBP is given below:
The value of U(RLBP (M,R) (x cen , y cen )) is computed using Equation (8).
Selecting the Value of th
From Equation (9), it can be inferred that the threshold (th) in RLBP plays an important role and whose value might be application specific to some extent. Thus, in this work, we have attempted to rationalize it in the context of text/non-text separation in handwritten documents.
Most handwritten documents generally possess a large intensity variation at the stroke level due to the varied nature of writing instruments and non-uniformity in the amount of pressure applied while writing. This non-homogeneity over a single stroke can only be identified if we magnify the image (see the dark and bright patches within the stroke in Figure 5 . For example, LBP for the 3 × 3 segment, marked in red, in Figure 5 is '00010001'. However, the visual perception of a human being considers this as a homogeneous region with all zeros '00000000'. This property of handwritten documents may generate erroneous LBP feature values, which, in turn, fail to distinguish the text components from the non-text ones. In order to solve such problems, a threshold 'th' has been introduced in LBP to generate RLBP. This threshold ensures that two gray values that are not perceptibly different are not labeled differently. The problem with selecting a value of th is that, if the value is extremely large, then the entire region will behave like a homogeneous region with no intensity variation. This is because the binary pattern ,according to Equation (10), will be all zeros for every pixel. Therefore, we need to provide an upper limit, th max , on the value of th. To address this issue, we have set an upper limit, th max , on the value of th. Generally, in a real-life handwritten document image, the intensity of the background pixels reside within a close proximity of the maximum intensity 255. Here, we assume that the intensity of the background pixels will be in a range of [245, 255] . Now, for each image, we find the highest gray-scale intensity (I graymax ) less than 245. We claim that the pixel P having this intensity value has to be a part of some writing stroke. th max has to be such that, if we consider I cen has a value I graymax and a neighboring pixel has a value 245, f (x) as given in Equation (2) for x = I n − I cen − th gives a value 1. Therefore, th max = 245 − I graymax . The value of th can be anything between th max and 0. We have performed a weighted average of the threshold values in the range, with the weights increasing for higher values of th and found the ideal threshold th ideal to be at around a value of 100. We have taken various threshold values from 5 to 115 and found experimentally that the accuracy of classification is maximum at about a threshold of 100. It is to be noted that we have set this hardcore threshold value after conducting a exhaustive experimentation on the images belonging to our dataset. A change in document images might change the threshold value a bit, but, we foretell that, this assumption would give the researchers a clear hint to set the threshold value for the document images they consider.
Method
The input color image is first converted to the grayscale image and then the connected components (CCs) are extracted for feature computation and classification. The entire process is depicted in Figure 6 . For CC extraction, first the grayscale image is binarized and the bounding boxes (BBs) of all of the eight-connected components in the binarized image are calculated. Then, using these estimated bounding boxes, CCs from the corresponding grayscale image are extracted. As we are considering real-world handwritten documents, we need to be very careful about the noise present in these documents, which might affect the binarization and BB estimation process. Thus, for effective binarization, a background estimation and separation procedure is followed, prior to the actual binarization, using Otsu's method as given in [27] . During BB estimation from the binarized image, only the CCs having height and width greater than three pixels are considered to avoid noise. After extraction of the CCs from the grayscale image, six different LBP based features are computed. During feature computation, the radius R has been kept constant at 1 (i.e., the number of neighboring pixels M = 8). In order to compute a feature vector for each CC, we have generated a normalized histogram of those LBP values. The number of bins used depends on the particular LBP variant considered. Here, we should also point out that the LBP operators have been applied to each and every pixel of a CC, without any discrimination. 
Experimental Setup
Experimental setup for any pattern classification problem requires an annotated dataset, classifiers and a set of evaluation metrics. In this section, the data preparation procedure is described first, followed by details of the parameter values used by the classifiers. At the end, we present the evaluation metrics used in the experiment.
Database Preparation
It is found that the unavailability of a standard database may be one of the possible reasons for slow progress in some research areas, such as text/non-text separation from handwritten documents in spite of their importance. Keeping this fact in mind, in the present work, a database has been developed that consists of 104 handwritten engineering lab copies and class notes collected from an engineering college. These copies include textual contents along with a varying number of tables, graphic components and some printed texts. All of these lab copies are written by more than 20 students from different engineering and science streams. The age of the writers vary from 18 to 24. Please note that all these copies are written either in English or Bangla. The collected documents are scanned in 300 DPI (Dots per inch) using a flatbed scanner and then these scanned copies are stored as 24 bit 'BMP' files. A sample image from the current database is shown in Figure 7a and the corresponding ground truth image is shown in Figure 7b . In this work, from those 104 handwritten pages, a total of 66,058 CCs are extracted, out of which 25,011 are text components and 41,047 are non-text components. 
Classifiers
For classification of the extracted CCs, five well-known classifiers are used in this work, namely, Naïve Bayes (NB), Multi-layer perceptron (MLP), K-nearest neighbor (K-NN), Random forest (RF) and Support Vector Machine (SVM). In the current experimental setup, performances of Simple LBP, ILBP, RILBP, ULBP and RIULBP descriptors with each of the considered classifiers for the present dataset are measured. Then, the classifier that performs better in all or most cases is used to justify the newly hypothesized 'uniform pattern' in RLBP i.e., RULBP. It is to be noted that one of the key parameters of RULBP is th whose value is subjective to the document image. Here, different trial runs are performed to choose the optimal value of th. In this work, Weka 3 [28] , a data mining software (University of Waikato, Hamilton, New Zealand), has been used for classification and visualization purpose. The values of the classifiers' parameters used in the current experiment are given in Table 1 . Table 1 . Detail values of the parameters used by the classifiers under consideration.
Classifier Parameters with Values

NB
• • The maximum depth of the tree: unlimited
Performance Metrics
The performances of the LBP variants are measured using the following conventional metrics:
In Equations (11)- (14), TP, FP, TN and FN represent true positive, false positive, true negative and false negative, respectively. It is to be noted that all the experiments are done using 3-fold cross validation and the final results are computed after taking the average performance of the three folds.
Experimental Results
Detailed results for each LBP based feature descriptors except RULBP with each of the five classifiers for the current database are given in Table 2 . From Table 2 , it can be observed that the RF classifier outperforms others. Thus, classification results for RULBP with different threshold values are computed using RF classifier only. We also see that the RULBP operator gives the best accuracy in classification, among all the LBP variants considered. Detailed results depicting the performance of RULBP for different thresholds are given in Table 3 . A pictorial comparison among the performances of different LBP operators using RF classifier is given in Figure 8 . Figure 9 shows the image of a document containing text written in Bangla and classified using RULBP, which gives the best result among all LBP variants. In addition to this, a graphical comparison of the performance of various LBP variants are also presented in Figures 10 and 11 . The data in Table 2 forms the basis for the points in Figure 10 while the data in Table 3 forms the basis for the points in Figure 11 . In the literature, different texture feature descriptors have been used to separate text and non-text regions in printed documents. Here, we have considered two of the recent ones and compared their individual performances on our dataset, with the performance of the RULBP operator. One of the methods uses GLCM as feature descriptor [4] while the other uses Histogram of Oriented Gradients (HOG) [29] . Table 4 gives the accuracy of classification for each of the three feature descriptors using all five classifiers. It can be seen that the RULBP operator outperforms the other feature descriptors in most cases. 
Conclusions
In the present work, our objective is to validate the utility of LBP based feature descriptors for the classification of text and non-text components present in handwritten documents, in a comprehensive way. We have experimentally shown that RLBP performs better than simple LBP, ILBP, RILBP, ULBP and RIULBP. However, a major issue in using RLBP is the selection of a suitable threshold, which might be domain specific. In the current research attempt, we have selected the optimal value of the threshold on the basis of a few observations, which is also validated through an experiment. We have provided a justification for this selection as well, which we believe would lead to deeper insight into the selection of the threshold used for LBP, especially in the case of handwritten documents. Excluding that, we have proposed a minor modification to RLBP by incorporating the concept of a 'uniform pattern' to develop RULBP, and it has been shown experimentally that RULBP performs better than RLBP. In the future, we would look for the other texture based features along with some other variants of LBP to see their utility in the current context. In the future, we plan to enlarge the database by incorporating various types of document images, which, in turn, would motivate more researchers to do some tangible work. It is worth mentioning here that, in order to analyze the texts written in different scripts, a script recognition module is required [30] , since an OCR engine is script specific. Thus, our future plan is to incorporate the same in our model to make it more useful in a multi-script environment. Another area that we will look into is the generalization of the threshold value th, so that we may formulate a solid set of procedures that can be useful for any document, instead of using an empirical method to detect the same. 
