The exact solution of the Schrödinger equation for atoms, molecules and extended systems continues to be a "Holy Grail" problem for the field of atomic and molecular physics since inception. Recently, breakthroughs have been made in the development of hardwareefficient quantum optimizers and coherent Ising machines capable of simulating hundreds of interacting spins through an Ising-type Hamiltonian. One of the most vital questions associated with these new devices is: "Can these machines be used to perform electronic structure calculations?" In this study, we discuss the general standard procedure used by these devices and show that there is an exact mapping between the electronic structure Hamiltonian and the Ising Hamiltonian. The simulation results of the transformed Ising Hamiltonian for H2, He2, HeH + , and LiH molecules match the exact numerical calculations. This demonstrates that one can map the molecular Hamiltonian to an Ising-type Hamiltonian which could easily be implemented on currently available quantum hardware.
The above coefficients h ij and h ijkl are one and two-electron integrals which can be precomputed through classical methods and are used as inputs for the quantum simulation. The next step is to convert to a Pauli matrix representation of the creation and annihilation operators. We can then use the Bravyi-Kitaev transformation or the Jordan-Wigner transformation [17, 19] to map between the second quantization operators and Pauli matrices {σ x , σ y , σ z }. The molecular Hamiltonian takes the general form: 
Within the above, the indices α = x, y, z are anisotropic directions and the indices i and j are for the spin orbitals. Now, after having developed a k-local spin Hamiltonian (many-body interactions), one should use a general procedure [20, 21] to reduce to a 2-local (two-body interactions) spin Hamiltonian; this is a requirement since the proposed experimental systems are typically limited to restricted forms of two-body interactions. Therefore, universal adiabatic quantum computation requires a method for approximating a quantum many-body Hamiltonian up to an arbitrary spectral error using at most two-body interactions. Hamiltonian gadgets, for example offer a systematic procedure to address this requirement. Recently, we have employed analytical techniques resulting in a reduction of the resource scaling as a function of spectral error for the most commonly used device classifications: three-to two-body and k-body gadgets [22] .
Here we present a universal way of mapping an n qubit Hamiltonian, H, which depends on σ x , σ y , σ z to an rn qubits Hamiltonian, H ′ , consisting of only product of σ z . In this process we increase the number of qubits from n to rn, where the integer r plays the role of a "variational parameter" to achieve the desired accuracy in the final step of energy calculations.
If the eigenstate of H is given by ψ = i a i φ i , then the spin operators (σ i x , σ i y , σ i z ) acting on the i th qubit in |ψ . H can be transformed to H ′ in the newly mapped space, to state space |Ψ from |ψ . The mapping state |Ψ includes the r copies of the original n qubits. The mapping of Hamiltonian from H to H ′ can be written as:
σ ij implies mapping the i th qubit in |ψ to the j th qubit of the n-qubit space |Ψ (or the spin operator σ z acting on the [(j − 1)n + i] qubit) and S ′ (j), S ′ (k) represent the sign of the j th , k th of the n qubits in the new state of the rn qubits. Appropriately accounting for the correct signs guarantees that the number of n qubits in the new basis may be only positive. If we count the total number of n qubits in the basis φ i as b i , we can relate this number to the coefficient a i of basis φ i in original normalized state of n qubits by So far we are able to transform our Hamiltonian to a k-local Hamiltonian including only products of σ z terms. In the Supplementary Materials we show the details of the transformation to 2-local spin Hamiltonian but here we present an example of transforming 3-local to a 2-local Ising Hamiltonian [23] .
Here, we see that by including x 4 , one can show that minimizing 3-local is equivalent to minimizing the sum of 2-local terms.
Finally, we succeed in transforming our initial complex electronic structure Hamiltonian from the secondquantization form to an Ising-type Hamiltonian which can be solved using existing quantum computing hardware [14, 24, 8, 25] .
To illustrate this proposed method (details are in the Supplementary Materials), we present calculations for the Hydrogen molecule H 2 , the Helium dimer He 2 , HeH + diatomic molecule and the LiH molecule. First, we used the Bravyi-Kitaev transformation and the Jordan-Wigner transformation to convert the diatomic molecular Hamiltonian in the minimal basis set (STO-6G) to the spin Hamiltonian of (σ x , σ y , σ z ). Then we used our transformed Hamiltonian in rn-qubit space to obtain a diagonal k-local Hamiltonian of σ z terms. Finally, we reduced the locality to get a 2-local Ising Hamiltonian of the general form: These results show that our simulations based on a transformed Ising-tpe Hamiltonian matche the exact result for these diatomic molecules. This demonstrates that one can generally map the electronic ground state energy of a molecular Hamiltonian to an Ising-type Hamiltonian which could easily be implemented on presently available quantum hardware. Moreover, the recent experimental results for simple few electrons diatomic molecules presented by the IBM group have shown that a hardware-efficient optimizer implemented on a 6-qubit superconducting quantum processor is capable of producing the potential energy surfaces of such molecules [24] . The development of efficient quantum hardware and the possibility of mapping the electronic structure problem into an Ising-type Hamiltonian may grant efficient ways to obtain exact solutions to the Schrödinger equation, this being one of the most daunting computational problems present in both chemistry and physics.
Supplementary Material

Mapping between Hamiltonian
Here, we present a procedure to construct a diagonal Hamiltonian with a minimum eigenvalue corresponding to the ground state of a given initial Hermitian Hamiltonian.
For a given initial Hermitian Hamiltonian, an eigenstate |ψ can be expanded in a basis set |φ i as |ψ = i a i |φ i . This basis set consists of different combinations of spin-up and -down qubits. First we will assume that all expansion coefficients, a i , are nonnegative and will map the state to a new state |Ψ according to the following rules:
• |Ψ can be written as |Ψ = ⊗ i ⊗ bi j=1 |φ i and r = i b i .
• If the original state |ψ exists within an n-qubit subspace, the new state |Ψ should be in an rn qubit space, where r is the number of times we must replicate the n qubits to a achieve an arbitrary designated accuracy.
• The number of times, b i , we repeat the basis |ψ in an rn qubit state, |Ψ , approximates a i by
If r is large enough, b i is proportional to a i or we can just view
, where m b 2 m is the normalization factor.
Here we introduce notation to be used throughout the remaining text:
We designate the i th qubit within the k th n qubit subspace of the rn state space of |Ψ as i k .
Notation 2::
We use b(j) to represent the j th n-qubit in the space of |Ψ , is in the basis |φ b(j) .
b i may only be non-negative, yet a i may be positive or negative. For a negative a i , we will introduce a function S(b i ) containing the sign information to account for b i being non-negative. The mapping is described by the following rules:
• S(b i ) is the sign associated with b i coefficient which is negative if a i is negative and is positive if a i is positive.
• For the rn qubit state |Ψ , we can use a function S ′ (i) to record the sign associated with each n qubits in the rn qubits space. S ′ (i) represent the sign of the i th n qubits in the rn qubits space. Thus,
• As before, b i is the integer which approximates a i by
If r is large enough, we can just view
• |Ψ can be written as
Theorem 1:
With the mapping between |ψ and |Ψ as described in above, we can find a mapping between the Hamiltonian in the space of |ψ to the space of |Ψ .
|Ψ , which means I i in the space of |ψ can be mapped to they are the same it yields 1, otherwise 0. (For
we omit the operators for other digits which are the identity I.) Thus we get:
If and only if all digits of |φ b(j) and |φ b(k) are the same, the left and right results are equal to 1 otherwise they are equal to 0. we omit operators for other digits which are the identity I.)
Thus we get: . This can be easily verified by the above discussion.
Theorem 4:
Any Hermitian Hamiltonian in the space of |ψ can be written in the form of Pauli and Identity Matrices, which can be mapped to the space of |Ψ as described above.
Notation 3:
We denote the mapping between the j th n-qubit subspace and the k th n-qubit subspace in |Ψ ,
Proof:
If H can be written as:
We can write the mapped H ′ (j,k) as:
It can be verified following the rules above that:
Thus, if we add the sign functions S ′ (j) and S ′ (k), we achieve:
Also, in the same basis, we have:
Thus, as before, we can also get:
Combining the two together we can get:
We construct a matrix, C, in the space of |Ψ , which has elements m b 2 m as:
• ± over all combination of positive and negative signs of each digit in each i th of the n-qubit in space |Ψ .
• i over all n-qubit collection in |Ψ to check whether each n qubits is in a certain state. • ni k=1i over each qubits of i th n qubits in |Ψ .
is to check whether k th qubits of i th n-qubit subspace is in a certain state. 
Here, we present an algorithm combing j,k≤r The minimum eigenvalue: Here we prove that the minimum eigenvalue of H is achievable and the loop will converge when we obtain the minimum eigenvalue. According to Monotonic Decreasing, each time the eigenvalue we get will decrease. Because we have finite number of eigenvalues, which means we will finally come to the minimum eigenvalue. Also, if we set λ to be the minimum eigenvalue of H,
′ is just the minimum eigenvalue, we get λ ′ − λ = 0 and the loop stops.
Thus, we prove that the eigenvalue decreases and finally converges to the minimum eigenvalue of H.
Theorem 6:
To account for the sign, we just need to set i from 0 to ⌊ r 2 ⌋ and set signs of the first i th n-qubit to be negative and the others to be positive in |Ψ .
Proof:
If we have n qubits in the |Ψ space with negative sign, where |Ψ has total i n qubits with negative sign. If this n qubits are not in first i n qubits, we can rearrange it to the first i n qubits by exchanging it with n qubits in first i n qubits which has positive sign. Thus all combination can be reduced to the combination stated in Theorem 6.
Thus, we have established a transformation from an initial Hermitian Hamiltonian to a diagonal Hamiltonian and presented an algorithm to calculate the minimum eigenvalue of initial Hamiltonian using the diagonal Hamiltonian.
Example:
To illustrate the above procedure, we give details of the transformation for the simple model of two spin- 1 2 electrons with an exchange coupling constant J in an effective transverse magnetic field of strength B. This simple model has been used to discuss the entanglement for H 2 molecule [26] . The general Hamiltonian for such a system is given by:
where γ is the degree of anisotropy.
In the {|00 , |10 , |01 , |11 } basis, the eigenvectors can be written as (here we just use the eigenvectors to show how we map the Hamiltonian but in actual calculation we do not know the eigenvectors):
where
If we set r = 2, for example, if |ψ = |ξ 1 , |Ψ = |10 ⊗ |01 with S ′ (1) = 1 and S ′ (2) = 1. If |ψ = |ξ 2 , |Ψ = |10 ⊗ |01 with S ′ (1) = −1 and S ′ (2) = 1.
Abiding the previous mapping, the mapped Hamiltonian H ′ and matrix C can be written as:
If S ′ (1) = S ′ (2) = 1, we have: We can write matrix C as:
If −S ′ (1) = S ′ (2) = 1, we have:
We can write C in the matrix format: and γ = 0 [26] . 
Reduce Locality of the Transformed Hamiltonian
Here we present the procedure to reduce the locality of H ′ from k-local to a 2-local Ising-type Hamiltonian.
For x, y, z ∈ {0, 1} [23] :
and
So the 3-local x 1 x 2 x 3 can be transformed to 2-local by setting x 4 = x 1 x 2 :
We can prove that the min(
where f (x) is polynomial of all variables (including x 1 , x 2 , x 3 and other variables, excluding x 4 ).
If there exists x ′ makes g 1 (x ′ ) to be minimum, we can always make
Thus, we have
, or all x makes g 1 (x) minimum would also makes g 2 (x, x 4 ) minimum and vice versa.
Thus, we obtain: By using Bravyi-Kitaev transformation [19] , we have: 
Mapping the molecular Hamiltonian of LiH to an Ising Hamiltonian
Similar to H 2 and other molecules, next we treat LiH molecule with 4-electrons in a minimal basis STO-6G and use of Jordanâ-Wigner transformation. Using the technique defined above [29] we can reduce the locality to a Hamiltonian with 558 terms on 8 qubits. We just use 16 qubits for the simulations.
As in simulating of H 2 and HeH + , if we simulate LiH with more qubits we should get more accurate result. Because of computer resources, we run the simulations as shown in Fig (7) with only 16- 
