Every characteristic function ϕ can be written in the following way:
Introduction
By P we denote the set of all probability measures on a real line, by P(IE) the set of all probability measures on a linear space IE. For every characteristic function µ(ξ) = ϕ(ξ), ξ ∈ IE, of a measure µ we define Of course ϕ(ξ) = 1/(h(ξ) + 1). In the paper, we discuss properties of the set of all characteristc functions ϕ a (ξ) (and corresponding measures µ a ) having the form ϕ a (ξ) = a/(h(ξ) + a), with h(ξ) = h ϕ (ξ), for ϕ being a fixed characteristic function. According to the methods that we are using here there is no reason to specify precisely if a given characteristic function corresponds to a real random variable or to a random vector taking values in more complicated linear spaces. In order to save generality we will formulate our results for topological linear space IE with the space of linear functionals IE * , however in most of the examples we will consider just real random variables and their characteristic functions.
For every probability measure µ on IE with the characteristic function ϕ(ξ), ξ ∈ IE * we define the following sets:
Of course for every characteristic function ϕ we have that 1 ∈ T(ϕ) , ϕ ∈ C(ϕ), and every probability measure µ belongs to the class M( µ). The set T = T(ϕ) is a subset of complex plane Z or a subset of real line IR and 0 ∈ T(ϕ).
Notice that two characteristic functions χ, ψ belong to the same class C(ϕ) if and only if the following condition holds:
About the measures µ and ν we will say that they are linearly simmilar if there exists a characteristic function ϕ such that they both belong to the class M(ϕ).
Proposition 1.
For every characteristic function ϕ the following conditions hold:
.. are independent copies of X and Θ independent of X 1 , X 2 , ... has geometric distribution with parameter p ∈ (0, 1].
P roof. We start with proving (3) . Calculating the characteristic function of Y we obtain:
.
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Since µ ∈ C(ϕ), then there exists a = 0 such that µ(ξ) = a h(ξ)+a , thus, finally we obtain
To prove (2) it is enough to put χ(ξ) = µ(ξ) and apply the property (3). To see (1) notice that a ∈ T(ϕ) implies that the function χ(ξ) = a h(ξ)+a is a characteristic function, thus χ(ξ) = µ(ξ) for some probability distribution µ. Finally, from the proof of (3) it follows that if a ∈ T(ϕ), then the function
. The characteristic function of ν has the following form
We can see that ν(ξ) is a rational function of the argument h(ξ). Using now the theorem on simple fractions decomposition of rational functions (see e.g. [3] , [4] ) we obtain that
for suitable coefficients b i,j . This ends the proof. 
Examples of decomposition theorems
µ(ξ) ν(ξ) = a h(ξ) + a b h(ξ) + b .
Treating this product as a product of simple fractions of the variable h(ξ)
we easily obtain that
which ends the proof.
The proof is trivial and will be omitted. 
and consequently,
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Moreover,
P roof. The proof of the main part of the theorem follows easily from Lemma 2 and mathematical induction. In order to calculate a j and b k we shall first use the mathematical induction to prove that
which gives us the desired formula for m = 1. Applying mathematical induction again, with respect to m, except the classical calculations we shall remember also that the following formula holds:
Examples of classes M(ϕ)
Example 1. Consider the family of exponential distributions, i.e. probability distributions on IR with densities given by the formula:
Notice that the characteristic function of such distribution has the form:
thus the set of exponential distributions is equal to M(ϕ) with h(t) = −it and T(ϕ) = IR \ {0}, where for negative a ∈ T(ϕ) the corresponding distribution is concentrated on the negative half-line. It follows also from Proposition 1 that the convolution mixture of exponential distribution γ 1,a with respect to the geometric distribution with parameter p is exponential γ 1,ap , so it is the same as the distribution of the random variable p −1 X, where X has γ 1,a distribution. From the proof of Proposition 2 it follows easily that the distribution of symmetrization of the distribution γ 1,a has the form: .
