Abstract-This paper reviews control system analysis and synthesis techniques for robust performance with structured uncertainty in the form of multiple unstructured perturbations and parameter variations. The structured singular value, p, plays a central role. The case where parameter variations are known to be real is considered.
Introduction
This paper will review some basic methods for analyzing the performance and robustness properties of feedback systems. The particular approach taken here is from [l]-[G] which builds on results by many other researchers.
The general framework to be used in this paper is illustrated in the diagram in Figure 1 . Any linear interconnection of inputs, outputs, commands, perturbations, and a controller can be rearranged to match this diagram.
For the purpose of analysis the controller may be thought of as just another system component and the diagram reduces to that in Figure 2 . The analysis problem involves determining whether the error e remains in a desired set for sets of inputs u and perturbations A. The interconnection structure G can be partitioned so that the transfer function from u to e can be expressed as the linear fractional transformation e = F,(G,A) u = [G22 + G21A(I -GllA)-l Glz] u.
In Section 2 only uncertainty in u will be considered so this will be referred to as nominal performance to indicate that A = 0. Nominal performance will be seen to be equivalent to a norm test on G22. The main focus of this paper will be on 11 / I o 3 .
Section 3 considers stability in the presence of perturbations. This will be referred to as robust stability with robust used here to indicate that the property of stability is maintained under perturbations. For simple unstructured perturbations, this also leads naturally to a 11 0 Ilm norm test, but now on G11. The 11 lloo norm thus provides a single norm which handles botb nominal performance and robust stability. Unfortunately, norm bounds are inadequate in dealing with more realistic models of plant uncertainty involving structure and more complicated mathematical objects involving the structured singular value, p j are required.
The methods outlined in Sections 2 and 3 allow for assessing either nominal performance or robust stability.
Obviously, it would be desirable to treat performance with both noise and perturbations occurring simultaneously. Section 4 considers this problem and shows that this also leads to tests using p , but now involving the entire transfer function G. Thus p emerges as an essential analysis tool in dealing with robwt performance as well as with structured perturbations.
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The mathematical properties and computation of p are briefly taken up in Sections 5 for the case of complex perturbations and 6 for the real case. Here p is viewed as a natural generalization of both spectral radius and spectral norm, and this viewpoint leads to useful characterizations of p in terms of these more familiar quantities. One consequence is that estimates for p can be obtained by scaling of ordinary singular values. The implications of this approach for synthesis are also briefly considered in Section 7.
CCIPITROLS
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Nominal Performance
This section considers performance in terms of bounds on e in the presence of uncertain bounded inputs u. Bounds for both u and e are expressed in terms of signal power or energy. The terms power and energy are used here in a generalized sense to indicate that integrals of the square of the signals are involved. Suppose that u is a function of time such that on any finite interval it is square integrable. Then we may obtain bounds on u in terms of:
The prefix B denotes the unit ball. The bounds are scaled to 1 since any other scaling can simply be absorbed into the interconnection structure G. Likewise, any weighting or coloring filter can be absorbed into G so that only unweighted signals need be considered. Note that in practice, the use of weightinga on both u and e are essential to reflect the varying spatial and frequency content of both the input signals and the performance specifications.
Any linear interconnection of inputs, outputs, transfer functions, parameter variations, and perturbations can be rearranged to fit the diagram in figure 2, where T(A) < 1 but A is blockdiagonal. This is an obvious consequence of the fact that composition of linear fractional transformations are linear fractional, and it holds for perturbations to transfer functions as well as elements of state-space realizations. Reducing to the uniform norm bound typically requires the absorption into the nominal interconnection structure of scalings and weights. Then A will be a member of a set like
The relationship between u and e is expressed by the following
Performance Theorem (Power/Power): or its bounded subset:
The same theorem holds for u and e in BLz. This theorem is a trivial restatement of the induced norm but focuses attention on the use of 11 0 as a test for performance.
Robust Stability
In this section, we will consider plant perturbations, a type of uncertainty entirely different from uncertain input signals. Since plant perturbations can destabilize a nominally stable system, the first issue to be addressed is robust stability. In what follows, it makes no difference whether A is a constant complex , rational, or real-rational matrix so for simplicity it will be assumed constant complex. Stability will be taken to mean that the perturbed system has no closed rhp poles. Under these as- The term unstructured refers to the fact that A is assumed to be bounded but otherwise unknown. Typically weights are used when modeling plant uncertainty to reflect the frequency and spatial variation of the perturbations. These weights can always be absorbed into the nominal interconnection structure so in that sense it is no loss of generality to assume a uniform norm bound on A, It is in the assumption that no structural information is available for A that limits the usefulness of Theorem RSU. In practical problems, it is generally the case that the uncertainty consists of parameter variations and mdtiple normbounded perturbations. Using only a single norm-bounded perturbation for analysis is rarely adequate. Parameter variations typically arise because of uncertain coefficients in differential equation models of physical systems and involve real scalars. Norm-bounded perturbations often arise when trying to capture the effect of unmodeled dynamics and are themselves dynamic systems. This would typically lead to norm-bounded reairational perturbations, but for analysis, it is sufficient to instead consider constant complex matrix perturbations.
It is possible to define more general sets involving, for example, repeated perturbations, and these will be considered in Section 5. Nonsquare perturbations can easily be handled in what follows by augmenting the interconnection structure with rows or columns of zeros.
Given A E BA Theorem RSU could be used to obtain sufficient conditions for robust stability, but the test could be arbitrarily conservative. That is, it is easy to construct examples where llG1lllrn can be made arbitrarily large but no A E BA leads to instability. In order to obtain a precise generalization of Theorem RSU to handle structured uncertainty, we need the struc- Note that p is a function of M that depends on the structure of the A's in A. This dependency is typically not represented where Note that l/Gllcl is not actually a norm, but the notation is convenient. Note also that it depends not only on G but also the assumed structure of A.
Robust Performance
The methods outlined in the previous two sections allow for analyzing either nominal performance or robust stability. Obviously, it would be desirable to treat performance with both noise and perturbations occuring simultaneously [3] . The following theorem addresses exactly this problem. 
This theorem is the real payoff for using p. It's made possible by the equivalence of performance and robust stability when using 11 0 I l o o . The block An+l may be thought of loosely as a "performance block' used to turn the performance condition into a robust stability condition and finally into a test using p. Note that p is computed for the full G and is taken with respect to an augmented structure.
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p For Complex Perturbations
In the previous sections, it was shown that robust performance and stability with structured uncertainty reduces to computing p for constant matrices G(jw) and then taking sup over all w . For this to be useful, we must have ways of computing p or bounds for it. This section will begin by outlining some of the mathematical properties of p for complex perturbations and viewing it as a natural generalization of the spectral radius p , and the spectral norm (maximum singular value) 8 . The rest of this section will focus on using scalings to characterize p in terms of p and 8 .
Suppose that A is some subalgebra of matrices satisfying (X1lX E C} c A c CJYxN. (5.11 In this paper we will be interested in block diagonal A. Define the spectrum, s p ( M ) , and inverse spectrum, i s p ( M ) , of a matrix M E CNxh' with respect to the subalgebra A as This characterization emphasizes the view of p as a generalization of 8 and is simply a restatement of (3.4). Indeed, in the special cases where A is equal to one of its possible extreme sets in (5,1), pis exactly either the usual spectral radius or maximum singular value:
It is possible to use these two special cases to obtain bounds for p. For any set A it easy to see that but these bounds are not directly useful for computation as matrices may be found that make the differences between the bounds and p as large as desired.
It is possible to improve the bounds in (5.6) by using simple properties of A. Suppose that U and D are sets such that for
Then it is easy to see from the definition of that so the bounds in (5.6) can be improved to
The key theorems about p show when these inequalities are actually equalities.
Let us first consider the case where all the blocks are complex and none are repeated. Then we have the sets
It is easy to verify that (5.7) holds so that the inequaiities in (5.9) apply. What is more important is that SUP P(MU) = P ( W other conditions under which this upper bound is an equality but they are more cumbersome to state and generally of less interest. An example of strict inequality for the upper bound has been found for n = 4. Extensive computational experimentation has yet to find a matrix for which the upper bound exceeds p (actually some lower bound for p ) by more than 15%, and the upper bound is nearly equal for most matrices. This seems to be independent of matrix size and number of blocks. This is encouraging but additional theoretical work is needed to guarantee the quality of the upper bound in general, 
A. Unfortunately, it is not known under what conditions the
upper bound is also an equality. The computational experience with the case of repeated blocks is much more limited than with nonrepeated blocks, but the evidence so far suggests that the upper bound is also nearly an equality.
The case of repeated nonscalar blocks is just the obvious combination of the the above two cases.
The lower bounds in terms of p ( M U j have the desirable property of always achieving p independent of the number of blocks. Unfortunately, p ( M U ) can have multiple local maxima which are not global so direct computation of (5.11) by gradient search may not find the actual maximum. At this time there is no alternative scheme guaranteed to find the global maximum that has reasonable computational properties. Fan and Tits 1141 do have an alternative scheme for a lower bound which does not guarantee that p will be found but appears to be very fast and has many advantagea over using Computational experience to date has indicated that it is desirable in practice to use both upper and lower bounds for p , since the existing bounds nicely complement each other. The upper bound is easily computed but may not give p except in special cases. On the other hand, it appears to be nearly equal to p in all cases. The existing lower bounds (including both (5.11) and those in [14]) are, in principle, equal to p in all cases but may fail because of local maxima. By having an upper bound it is much easier to recognize when a local maxima is not globa! and restart the algorithm with another initial guess. Extensive computational experience has yet to reveal a (complex) p problem where the bounds obtained in this way differed by more than about 15%. More research is needed to show whether this is always true. It could simply turn out that counterexamples exist but are difficult to find.
Computation of p for Real Perturbations
The properties of p when A has some elements restricted to be real are quite different from the purely complex case. Suppose that This section will focus on upper bounds to p that can be obtained by scaling @. The choice of scaling is based on the following lemma which characterizes a useful class of scalings. In the following lemma, assume that and det(1-T22M) # 0 so that
Fl(T, M )
is well-defined.
Lemma:
This lemma says that if F,(T,A) "covers" BA then T can be used to obtain an upper bound for p. The next step is to identify a set of T's that satisfy the lemma. To this end define
where D and C are partitioned conformally with A. With these
It is a matter of some simple algebra to show that all T E T satisfy the lemma. Note that if there are no real parameters (m=O), then Fl(T,M) = DMD-' and this scaling reduces to that considered in (5.10) and (5.12).
Obtaining an upper bound based on (6.3) is somewhat more complicated than is possible in (5.12). The difficulty is that the above lemma only implies that p ( M ) 5 1 and does not scale.
Using the sets in (6.2), we can define & 8 (FI(T, (r 1 M ) The natural question is how good a bound is ji for p. Recail that for m = 0, n I 3 that ji = p for all matrices independent of block size (rn is the number of real parameters and n is the number of complex blocks). A simple extension of this result yields ji = p when m = 1, n 5 2. Although counterexamples exist for problems with more than these number of blocks, experience has shown that ji is often a good approximation to p even in these cases. While this experience is encouraging it is not conclusive and additional research is needed to establish the value of ji. Unfortunately, when there is more than one real parameter it is possible for p ( M ) <( b ( M ) .
p-Synthesis
The previous sections on analysis showed that the synthesis problem reduces to finding a stabilizing controller K so that
where F l ( P , K ) = 9 1 + Pl2 K ( I -P22K)-' 9 1 . The P here is a real-rational, proper transfer function matrix and is not necessarily stable. It will be assumed throughout that P12 has at least as many rows as columns, and vice versa for Pzl.
A complete solution to the synthesis problem for the a-norm was recently obtained ([1],[3]-[6] ), which removed the previous restrictions that P12 and P21 be square. Another feature of this solution is that it provided an efficient computational scheme using standard real matrix operations on statespace representations. This H,-synthesis solution can be used to provide an approach to solving the p-norm synthesis problem, refered to as p-synthesis. These results will be briefly reviewed before considering the achievable performance results.
The first step in the Hm synthesis solution involves finding 3 so that the substitution K = Fl(J, Q) yields
with Fl(P,K) internally stable iff Q E H,. This is a version of the so-called Youla parametrization [16] . Further, U is inner and V co-inner (U'U = I and VV' = I ) , and there exist This approach to p-synthesis has been successfully applied to several example problems. In principle, it could be used to obtain controllers that are arbitrarily close to p-optimal in the case of 3 or fewer blocks and provide nearly optimal controllers for the general case. This would depend on the suggested iterative scheme converging to the global optimal K and D. Unfortunately, individual convexity in the two parameten of an optimization problem does not imply joint convexity, and this scheme is not always guaranteed to converge globally to the best K and D .
To better understand the properties of the problem in (7.4) it is useful to consider the constant matrix probiem. Using (7.2), we can reduce It is known that this problem is convex in either D (actually ln(D)) or Q individually when the other is held fixed, but is not convex in both variables jointly. This means that the iterative scheme suggested as a possible approach to p-synthesis is not guaranteed to converge even in the constant matrix case. It is possible, however, to compute the desired D in (7.7) directly.
The result in (7.6) may be applied to (7.8) and (VD-'), is defined similarly. Note that [DU(U' D2U)-'/2 (DU),] is unitary. It can be shown that the right hand side of (7.8) is convex in ln(D) so that the 'optimal" scaling for (7.7) may be computed by search in advance.
This gives a tight lower bound for (7.7) and the resulting D scaling may be used to compute the optimal &. The p-optimal q is q = 0 which gives p = 1. For fixed d the a-optimal. q = d2 and for fixed q > 0 the a-optimal d is d = 4. Thus, iteratively solving for either q or d will immediately converge to the curve q = d2. For example, with the initial guess of q = d = 1, the iterative scheme will not change either q or d and will thus fail to find the global optimum.
On the other hand, = \/l+d2. which is clearly convex and achieves its minimum as d + 0. If the expression in (7.8) were used to compute the d in advance, it would be possible to find the optimal achievable level for (7.9). This example also illustrates why, strictly speaking, inf, not min must be used for the D scalings as in (5.9) . This issue will not be taken up in this paper. It turns out to be of little significance anyway.
The simplest application of these ideas to the selection of the D scalings for the p-synthesis problem is to compute an initial guess for D at each frequency using (7.8). This would be the optimal D for an acausal controller, and should provide a good initial guess for the optimal D for the causal controller probiem.
A deeper question is whether some generalization of (7.8) and its convexity properties applies to the rational case. While this seems likely, the details have not been worked out and the practical implications are uncertain. For some additional results on p-synthesis, see 1191.
