Unmanned aerial vehicles (drones) can be used in traffic and road monitoring applications. We investigate the benefit of using drones for simultaneous traffic state estimation and incident detection. Specifically, we propose a coupled planning and estimation framework where we adaptively navigate a drone to minimize the uncertainty on parameter and traffic state estimates. We show that the use of a drone provides significant improvement in incident detection under congested conditions. Without a drone, the estimation procedure in congested conditions is not able to distinguish between observations due to congestion under normal operating conditions and similar observations due to a reduction in capacity.
Introduction
Non-recurrent congestion is caused by capacity-reducing incidents such as accidents, adverse weather conditions, and work zones. This type of congestion is considered to be the primary source of travel time variability and accounts for up to 30% of congestion delay during peak periods [1, 2] . Traditionally, nonrecurrent congestion detection methods rely on comparing expected traffic conditions with sensor measurements. These algorithms detect that an incident occurred once collected data significantly deviates from expected conditions [3] . However, such outlier-based methods suffer from random traffic fluctuations that cause false alarms, and they are not capable of distinguishing incident data from traffic patterns that occur due to shock waves [3, 4] .
Furthermore, in order to accurately estimate traffic conditions, incident information should be integrated in traffic models by modifying certain parameters that reflect incident severity [5] . This led researchers to explore methods for jointly estimating the traffic state and parameters pertaining to incidents [6, 7] . Alternatively, traffic dynamics can be used to detect incidents by estimating the most likely traffic model from a set of models corresponding to different levels of incident severity [5, 8, 9, 10] . These methods are promising but they are still limited in certain situations where it is difficult to determine if observed measurements corresponds to congestion under normal operating conditions or an actual reduction in road capacity.
To address the aforementioned limitations, we propose a coupled estimation and planning framework that exploits the capability of mobile unmanned aerial vehicles (drones) in detecting road and traffic conditions. First, we analyze the impact of non-recurrent congestion on traffic model parameters and present a dual ensemble Kalman filter (EnKF) estimation scheme. The dual EnKF estimates traffic densities and incident parameters using density data and less frequent speed measurements. Then, we develop an on-line algorithm that routes an unmanned aerial vehicle with the objective of minimizing the uncertainty on EnKF traffic state and parameter estimates.
The remainder of this article is organized as follows. Section 2 discusses the literature relevant to incident detection and traffic state estimation. Section 3 presents the dual EnKF estimation procedure and the coupled planning-estimation framework for drone navigation and incident detection. In Section 4 we present results obtained for a freeway segment, and Section 5 discusses conclusions.
Literature Review
The majority of incident detection methods rely on evaluating abnormalities in observed traffic data. Threshold based algorithms have been applied since the 1970's, they compare the pattern of detector observations to threshold values in a decision tree [11] . Subsequently, time series analysis, artificial neural networks, and wavelet-based techniques have been used to examine traffic data and detect incidents [3, 4, 12, 13, 14] . The primary drawback of such algorithms is that they are not capable of estimating and predicting traffic states [5] .
To detect incidents and predict the corresponding traffic dynamics, researchers explored estimation methods that simultaneously estimate traffic states and parameters that reflect incident severity. Wang and Papageorgiou [7] proposed an extended Kalman filter that uses a macroscopic traffic flow model to estimate densities as well as calibrate the free flow speed and critical density. They implemented joint state estimation in which parameters and boundary variables are added to the state space, and they considered that flow and mean speed measurements could be obtained. Recent articles on simultaneous estimation of states and fundamental diagram parameters include the use of count and trajectory data in a single optimization framework [15] , and a moving horizon approach that determines the traffic state and incident parameters which minimize a quadratic cost function [6] .
Alternatively, researchers have investigated techniques which aim to identify the most likely traffic model given observed data. In the case of incident detection, each model represents a different parametrization of the traffic model that reflects a certain level of incident severity. The first article to consider this approach used an extended Kalman filter to select the most likely model [8] . Then, this framework was enhanced to allow for dependencies between models chosen across time steps [5] . Specifically, an interactive multiple model ensemble Kalman filter and a multiple model particle filter were developed to simultaneously estimate traffic state and incident severity given specified incident evolution dynamics [5, 9, 10] .
For typical sensor data such as speed and occupancy measurements, a major limitation of the aforementioned methods is that they are not able to distinguish between congestion observations due to incident induced capacity reductions, and similar observations from congested states under normal operating conditions. To address this problem, we propose the use of unmanned aerial vehicles to directly estimate incident severity and traffic state. Drones can be equipped with cameras to monitor road and traffic conditions [16] . Then, using image processing techniques they can detect incidents by analyzing objects in a frame across time [17, 18] .
This raises challenges pertaining to the appropriate parameter-state estimation and drone navigation procedures. We assume that density data from loop detectors and less frequent speed measurements from GPS equipped probe vehicles are available. For estimation, we use a dual state-parameter ensemble Kalman filter (EnKF) with traffic dynamics represented by the cell transmission model (CTM). This generates time-varying Gaussian distributions that represent the uncertainty on parameter and state estimates. To minimize this uncertainty, we develop an online one-step lookahead path planning algorithm that evaluates candidate drone trajectories based on anticipated reduction in average variance of state and parameter estimates.
While alternative optimization methods could be used to freely specify the estimation objectives [19] , the dual EnKF is a variance minimizing scheme that enables efficient updating of Gaussian covariance matrices which we exploit for drone path planning. In addition, compared to methods that estimate the most likely traffic model, the dual EnKF uses continuous incident parameters and is thus not limited to a specified set of incident severity levels. Importantly, this allows us to estimate any reduction in capacity that results from non-recurrent congestion instead of restricting our analysis to specific forms of disruptions.
Research Approach

Non-recurrent Congestion Impact on Traffic Model Parameters
The Lighthill-Whitham-Richards partial differential equation (LWR PDE) is used to represent traffic dynamics. This is shown in Equation 1 where ρ(x,t) and v(ρ(x,t)) are the density and velocity at a particular point in space and time, respectively. We use a speed-density relationship defined in Equation 2 that corresponds to a triangular flow-density diagram. In this equation, ρ cr is the critical density, ρ j is the jam density, and v max is the free flow speed.
The LWR PDE is discretized for practical implementation using a Godunov scheme to obtain the cell transmission model (CTM) [20, 21, 22] . Specifically, time is discretized into time steps of duration ∆t, and space is discretized into cells of length ∆x such that ∆x = v max ∆t. Letting n(x,t) be the number of vehicles in cell x at time t and y(x,t) be the number of vehicles entering cell x at the t-th time step, we can approximate n(x,t) and y(x,t) using Equations 3 and 4. Then, we can determine y(x,t) using Equation 5 and n(x,t) using Equation 6 . The calculated n(x,t) values can be used to track densities in cells across time via Equation 3 .
To investigate the impact of non-recurrent congestion on the speed-density relationship and vehicle throughput, we use the PTV VISSIM microsimulation software with reduced speed zones representing non-recurrent congestion regions [23] . First, we calibrate the speed-density relationship without any incidents for a three lane freeway by fitting Equation 2 through data points generated at a particular location along the freeway. The dashed line in Figure 1 corresponds to the fitted relationship under normal operating conditions. Then, we introduce different levels of incident severity using reduced speed zones and determine a least squares fit for a piecewise linear function through the observed speed and density data points. The intersection point of the two line segments indicates the critical density corresponding to a particular incident free flow speed. As shown in Figure 1 , the critical density increases with reduced speed. This is expected since at lower free flow speeds, vehicles can travel with shorter headways before backward shock waves are initiated. Note that the non-recurrent congestion incidents we consider do not significantly impact the jam density. This type of incidents could represent adverse weather conditions or roadside accidents and work zones. 
Dual State Ensemble Kalman Filter
To estimate traffic state and incident severity across time, we use a dual state space ensemble Kalman filter (EnKF) [24, 25, 26] . The traffic state is represented by densities propagated forward using the cell transmission model with additive Gaussian white noise. The incident severity is represented by the free flow speed parameters v max at incident prone locations. These parameters are propagated forward using a random walk. In terms of observations, the traffic state is directly observed using loop detector density measurements while the incident parameter v max is observed using Equation 2 given less frequent speed measurements.
The dual state EnKF is composed of two separate ensemble Kalman filters for traffic states and free flow speed working in parallel. Each EnKF is a stochastic filter that propagates ensemble members (samples) representing the state statistics. In particular, the ensemble mean is the best estimate on the true state and the ensemble covariance corresponds to the error in the ensemble mean [24, 25] . The traffic state EnKF is shown in Equations 7-14 where k t j is a vector of densities corresponding to ensemble member j at time t. CTM ∆t represents forward propagation of densities from time t until time t + ∆t using Equations 3-6 and w is Gaussian noise that reflects model errors. For N ensemble members, A is a matrix in which the columns are the ensemble members, 1 N is an N × N scale matrix such that every element is 1/N, andĀ is a matrix where every column is the ensemble mean. In terms of observations, d j represents a particular perturbation of the density measurements d using Gaussian observation errors denoted as ε, and D is a matrix storing the perturbed observations. ϒ is a matrix storing the observation perturbations. In addition, H is an observation matrix which in this case is the identity matrix since state density variables are observed directly. The updated ensemble members k t+∆t j are stored in columns of matrix A a and P is the updated ensemble covariance matrix. This analysis procedure is a variance minimizing scheme that enables nonlinear propagation of error statistics and iteratively computes the best state estimates. Compared to the extended Kalman filter, this procedure does not require linearizations and efficiently propagates the state error covariance matrix using ensemble members [24] .
The ensemble Kalman filter for estimating v max follows a similar procedure to the densities EnKF. The parameters are propagated through a random walk as shown in Equation 15 where v t j is an ensemble member containing the free flow speeds at incident prone locations. The random walk reflects the change in incident severity across time. However, the primary difference between the traffic state EnKF and free flow speed EnKF is the nonlinear observation operator.
Specifically, if we consider that the critical density ρ cr is a function of the free flow speed v max as shown in Figure 1 , then it would not be possible to create the linear observation matrix H. Ignoring the dependence of ρ cr on v max and given assimilated densities from the traffic state EnKF, we can construct time varying observation matrices that correspond to the observed velocities using Equation 2. However, this leads to a poor performance of the filter. To address this problem, we introduce diagnostic variables that represent model predicted measurements into the state space. In particular, we introduce the matrixÂ such that its columns are predicted velocities computed through a nonlinear function, M(·), which represents Equation 2 and accounts for the dependency of ρ cr on v max . Subsequently, the ensemble update equation is replaced with Equation 17 [25] .
The procedure for introducing diagnostic variables to address nonlinearities works well in situations where the function M(·) is monotonic and not highly nonlinear [25] . If M(·) is non-monotonic, then it would not be clear if the updates should increase or decrease v max with a change in observed speed. This has implications on specifying the dependence of ρ cr on v max . To maintain monotonic functions, we consider that as v max varies, the backward wave speed remains fixed at the calibrated value in incident free conditions. Graphically, this corresponds to updating the fundamental diagrams as shown using dashed lines in Figure 2 . The updated critical density ρ t cr for any value v t max is then given by Equation 18 where v 0 max and ρ 0 cr are the original calibrated parameters in case there are no incidents. From Figure 1 , we assume that the star markers will lie on the dashed line, which we believe is a reasonable assumption. We note that if the parameters are otherwise updated such that at any stage the backward wave speed increases when v max decreases or vice versa, the resulting M(·) functions will be non-monotonic.
Therefore, in the dual EnKF estimation procedure, we iteratively update traffic state estimates using Equations 7-14. Once we observe speed measurements, we use the ensemble mean of the assimilated densities for updating the free flow speed parameters via an EnKF approach for handling nonlinear observations and Equation 2. Then, the ensemble mean of the v max EnKF is used to update the parameters v max and ρ cr in the CTM ∆t forward model until future velocity measurements are obtained. This dual EnKF procedure is shown in Algorithm 1.
Algorithm 1 Dual EnKF for traffic states and free flow speed parameters at incident prone locations
Initialization:
(1) Define CTM based on incident-free calibrated parameters (2) Create initial ensembles for densities across cells (3) Create initial ensembles for free flow speeds at incident prone locations While dual estimation procedures are not capable of capturing correlation between the parameters and traffic state variables, they enable estimation of parameters based on filtered state estimates which may result in smoother parameter estimates [27, 28, 29] . Importantly, the dual estimation procedure allows for integration of data at different time scales to update v max parameters only when speed measurements are collected. Furthermore, using a dual state estimation procedure allows us to maintain separate covariance matrices for states and parameters. This is a critical component of the proposed drone navigation algorithm that aims to identify targeted observations that minimize the uncertainty on states and parameters. 
A-optimal Control for Unmanned Aerial Vehicle Navigation 3.3.1. Objective
The proposed dual state estimation procedure in the previous section can efficiently estimate states and parameters in situations where the densities vary significantly during the estimation time horizon. In addition, given low values of density as shown in region A of Figure 2 , we can effectively distinguish between speed observations that we expect the different fundamental diagrams to generate. However, in region B of Figure 2 , the fundamental diagrams coincide, and can not be distinguished from speed and density observations. This is expected in any estimation procedure that attempts to estimate the free flow speed or capacity from speed and density observations. Given high densities and low speed measurements, we would not be able to determine whether the observations correspond to congested conditions in an incident free fundamental diagram or if there is a reduction in physical capacity and free flow speed. In terms of the dual EnKF method, this would results in a high variance on the parameter estimates.
To address this problem for estimation in high density conditions, we propose the use of an unmanned aerial vehicle that can obtain targeted observations on the traffic state and road conditions. Specifically, the drone can collect accurate density measurements and direct v max observations up to observation errors. In this coupled estimation and planning process, we are not only determining the best traffic and parameter estimates, but also identifying the set of information maximizing drone observations. Therefore, given that variance minimizing parameters and traffic states for a specific set of observations are updated through the dual EnKF, we develop an on-line planning algorithm that determines the variance minimizing observations among the set of possible drone observations. This control protocol is referred to as A-optimal control [30, 31, 32] .
Consider thatψ t+∆T p is the best traffic state or parameter estimate obtained from the EnKF after ∆T drone observations into the future along path p. The expected variance of the error on the state estimate is equivalent to the trace of the error covariance matrix P. We use this as a measure of future uncertainty J t+∆T p that results after the drone traverses path p as shown in Equation 19 . Then, we aim to determine the path p * that minimizes this uncertainty measure among the set of m possible paths {p 1 , .., p m } as shown in Equation 20 . The main concern regarding trace minimization methods is that the objective J t+∆T p depends on the magnitude of the state variables [32] . Specifically, the units chosen to represent densities and speed impact the resulting uncertainty measure. However, by maintaining separate state error covariance matrices using the dual EnKF, we are able to set the objective as a weighted sum of the trace matrices. The weights account for the differences in scale between densities and free flow speeds. Furthermore, the weights can be used to represent the importance of minimizing the uncertainty on parameters relative to traffic states. We also normalize for the number of traffic state variables in the densities EnKF, K, and the number of parameters in the free flow speeds EnKF, V , to ensure that the resulting uncertainty measures are comparable. If we denote J t+∆T p,v max as the trace of the free flow speeds state error covariance matrix after ∆T observations along path p , J t+∆T p,ρ to be the corresponding measure for traffic densities, and λ to be the weighting factor, we can formulate the objective J t+∆T p over possible drone paths as shown in Equation 21 .
Online Approximation and Optimization
Once the drone moves along a path, it feeds accurate density measurements and direct v max observations to the dual EnKF. Then, the dual EnKF updates the state error covariance matrices based on observations from all available sensors and drone measurements. Since the state error covariance matrices are continuously updated, the resulting uncertainty measure J t+∆T p dynamically changes. In other words, after data is observed at every new drone position, the uncertainty J t+∆T p that would be obtained if the drone travels along a certain path is re-calculated based on the updated state error covariance matrices. Therefore, to minimize J t+∆T p and control the drone in an online setting, we need to continuously move the drone in the direction of the current uncertainty minimizing path. Specifically, we use a one step lookahead policy where at each time step we move the drone in the direction of the path that minimizes an approximation of the cost function J t+∆T p [33] . This approximate cost function,J t+∆T p , represents the uncertainty after ∆T steps into the future when the path is traversed . To determinẽ J t+∆T p , we assume that if a drone follows a particular path it would remain moving in the same direction along that path for the entire duration ∆T . In other words, we disregard the possibility of hovering or backtracking.
However, determiningJ t+∆T p requires knowledge of future observations that would be accumulated along path p. Specifically, to calculateJ t+∆T p , the state error covariance matrix after ∆T time steps should be obtained by propagating the current error statistics using the EnKF. We assume that the future density observations will be equal to the mean of density ensembles after forward propagation using CTM ∆t for all time steps in ∆T . In terms of the free flow speed parameters, we consider that the drone can directly observe the true values up to observation errors once it reaches the incident prone segment. Therefore, given current density and free flow speed ensembles from the dual EnKF, for every path we propagate the density ensembles forward using the cell transmission model to determine expected density observations as the drone moves along the path. Assuming that the drone will observe the mean of propagated ensembles and the true road condition, we run the dual EnKF for ∆T in the future using simulated observations and generate the state error covariance matrices that would be obtained if the drone traverses each path. Then, we calculateJ t+∆T p the trace of the covariance matrix after ∆T steps along path p. We identify the path which minimizesJ t+∆T p , and move the drone one step in the direction of that path. Subsequently, once the drone moves in the direction of the path, we receive actual observations from loop detectors, probe vehicles, and drone observations. We assimilate these observations and update the actual state error statistics as well as the parameters in the forward CTM model. The process is then repeated to determine the next drone step using the updated ensembles. The procedure is shown in Algorithm 2.
Algorithm 2 On-line algorithm for drone routing and estimation using the dual EnKF
(1) Define CTM based on incident free calibrated parameters (2) Create initial ensembles for densities across cells 
Results
As a proof of concept, we implement Algorithms 1 and 2 on a freeway with an off-ramp modeled in VISSIM [23] . The freeway length, drone starting position, and incident prone locations are shown in Figure 3 . In VISSIM, non-recurrent congestion at incident prone location is modeled using a reduced speed zone where the maximum speed is set in the range of 20 km/hr. The inflow demand at node 1 in Figure 3 is set at 6, 600 veh/hr. At node 2, half of the demand continues on to node 4 while the other half takes the off-ramp. We use these model parameters to simulate congested conditions upstream (region B in Figure 2 ) and uncongested conditions downstream (region A in Figure 2 ). In terms of observations, we consider that loop detectors feed density measurements at every time step (10 seconds), and that speed measurements are collected from GPS equipped probe vehicles every 30 time steps (5 minutes). For Algorithm 2, we set λ = 0.5 to represent equal weights for traffic state and parameter uncertainty measures. We determine ∆T dynamically as the number of time steps until the drone reaches node 1 if it is traveling upstream, or the number of time steps until it reaches node 4 if it is traveling downstream. We assume that the drone can observe 250 meters at every time step. In terms of free flow speed estimation, the performance of Algorithm 1 dif-fers significantly between uncongested and congested conditions. Specifically, as shown in Figure 7 , in uncongested conditions the dashed line corresponding to Algorithm 1 quickly converges to the true free flow speed at 20 km/hr. However, as shown in Figure 6 corresponding to congested conditions at the upstream incident location, Algorithm 1 is not able to identify the true free flow speed since it is operating in region B of Figure 2 . When a drone is introduced to aid in the estimation process, we can observe that the estimates of Algorithm 2 in Figure 6 (solid line) quickly converges to the true value of the free flow speed.
To investigate further the planning process resulting from Algorithm 2, we plot the drone movement on the freeway across time in Figure 8 . We can observe that the drone first moves to the upstream incident location since the variance on the upstream free flow speed is higher than the corresponding downstream variance. Once the drone observes the true conditions at the upstream incident location, it reverses direction towards the downstream incident. However, since the v max parameters are propagated through a random walk and the congested conditions at the upstream incident limit the ability to identify the true parameter, the drone decides to go back to the upstream incident location before it reaches the downstream incident. This is expected since as shown in Figure 7 the dual EnKF without drone can effectively estimate the true parameter at the uncongested downstream location. After obtaining 2 observations at the congested upstream location, the drone moves to the downstream incident and continues to traverse the freeway as shown in Figure 8 . We note that the drone spends 62% of the total estimation time between the middle starting position and the upstream incident prone location. 
Conclusions
Non-recurrent congestion is a primary source of travel time variability and congestion delays. Traditional methods for detecting non-recurrent congestion are not capable of simultaneously estimating traffic conditions and are susceptible to false alarms. On the other hand, methods that simultaneously estimate traffic conditions and incident severity suffer in congested conditions where it is difficult to distinguish between observations from congestion under normal operating conditions and observations that result due reductions in capacity.
We propose a coupled planning and estimation framework that relies on unmanned aerial vehicles (drones) to generate observations which minimize the uncertainty on certain parameters that reflect incident severity. Specifically, we develop an on-line one step lookahead algorithm that uses a dual ensemble Kalman filter (EnKF) to determine the uncertainty minimizing drone path at every time step. We test the algorithm on a freeway network and compare its performance against a dual EnKF that is not aided by drone observations. The drone assisted dual EnKF shows significant improvement in estimation capabilities under congested conditions. In particular, the drone observations allow us to determine the exact road condition up to observation error when it is not possible otherwise.
In future work, we aim to apply the proposed algorithm on urban networks. This will present challenges due to the number of possible paths that the drone can follow at every time step, and we will explore methods to efficiently scale the proposed algorithm. In addition, we will investigate methods for planning paths of multiple drones working in parallel.
