The current work investigates the effect of the nodal mass on the macroscopic mechanical behavior of nanoporous metals using the Finite Element Method. A nodal corrected beam modeling concept is introduced that allows local incorporation of the effective elastoplastic mechanical behavior of the nodal mass in the nodal area of a representative volume element (RVE). The calibration to the corresponding Finite Element solid model is achieved by integrating additional geometry and material parameters to the so-called nodal areas in the beam model. With this technique an excellent prediction can be achieved over a large range of deformation for different types of RVEs. From the results of the nodal corrected beam model, modified leading constants are determined in the scaling laws for Young's modulus and yield strength. The effect of the nodal correction is also studied with respect to various randomization levels. Finally, the ligament size dependent strength is analyzed by applying the proposed model to experimental data. It could be shown that the nodal correction improves the overall agreement with literature data, particularly for such data points that are related to samples with a high solid fraction.
Introduction
Nanoporous gold (NPG) made by de-alloying can be produced as macroscopic objects that exhibit a bi-continuous network of nanoscale pores and solid 'ligaments ' which are connected in nodes. The solid fraction of the porous body is approx. 30% [1] [2] [3] [4] . is used as the major parameter in several theoretical models for predicting the macroscopic mechanical behavior of the porous materials [5] [6] [7] [8] [9] . The Gibson-Ashby model [10] , as the most commonly used one among these models is reported to significantly overestimate the macroscopic mechanical response of nanoporous metals [11] [12] [13] [14] . The overestimation indicates that the mass utilization for deformation in such a material is not as efficient as assumed by the Gibson-Ashby structural model for open pore foams.
In a wider spectrum of attempts for understanding the extraordinary mechanical responses of nanoporous metals, extensive modeling approaches have been conducted. Atomistic and molecular dynamics simulations have been implemented to investigate the deformation behavior under tension and compression [6, [15] [16] [17] . It was found that the surface stress has a substantial impact on the tension/compression asymmetry, anomalous compliance and early yield. The simulations reported in [16] revealed significant stacking fault formation and dislocation accumulation within the nanosized ligaments, confirming the existence at the level of individual ligaments. In summary, the discussed highly efficient Finite Element beam models provide valuable insights into the mechanisms that control macroscopic strength and modulus, as well as elastic and plastic Poisson's ratio in dependence of solid fraction, randomization and surface energy. Further work should be aimed towards modeling structures that are more realistic. To begin with, the local incorporation of the nodal mass into the structure appears to be among the most relevant points.
Attempts for interpreting the significant discrepancy between the prediction of Gibson-Ashby model and experimental results have also been the scope of the recent researches. In the works of [8, 9, 12, 25] , the network structure was significantly simplified to unit cell structures, such as cubic, diamond or three-point bending beam. In extension to the Gibson-Ashby model, an additional parameter that incorporates the size of the nodes connecting the ligaments is introduced in these refined models. The extra mass of the nodes is investigated regarding the calculation of the solid fraction and the mechanical response of the unit cell. It is concluded that the nodal mass should be counted as another important factor that is associated with the relation between aspect ratio of the ligaments, solid fraction and macroscopic mechanical properties. More specifically, it was indicated that the discrepancy between the experimental measurements and the Gibson-Ashby model prediction is due to that there is a massive mass accumulated at the nodes, which does not contribute to the elastic deformation of the unit cell [9, 12, 25] .
The effect from the nodes on the elastic-plastic deformation was investigated by comparing results from finite element simulations for a finite element solid model with spherical nodes and a finite element beam model, that reduces the nodes to a coupling constraint of the connected beam elements, based on the diamond unit cell [8] . It was found that the elastic stiffening caused by the nodes is partially compensated by the effect of increasing shear deformation for thick ligaments. Concerning the plastic deformation behavior, the shortening of the ligament length due to the nodal mass was identified as an important effect that was incorporated as a correction factor in the proposed scaling laws. Thus, for the scaling law of the macroscopic mechanical behavior, the structural arrangement of the ligaments is not the only influential parameter; the different approaches for modeling the nodes in terms of their contribution to the solid fraction as well as elastic and plastic deformation behavior will also lead to different scaling laws compared to the Gibson-Ashby model.
The studies on nanoporous metals cannot be restricted to a simplified, geometrically perfect unit cell structure, due to that the real structure of nanoporous metals is a spatial network structure with complex topological and morphological characteristics [7, 13, 26, 27] . In order to investigate the structural parameters and obtain a more realistic deformation of the ligaments, highly generalized beam elements are used, which offer excellent computational efficiency even with thousands of ligaments modeled in a representative volume element (RVE). Based on the diamond lattice structure that was established in the work of [8] and further refined by [29] , the effects of ligament shape variation and randomization on the various deformation modes of bending, torsion, and tension/compression was investigated [18] . It could be shown, that the beam element B31 in ABAQUS [28] is capable of capturing all fundamental deformations for even thick beams with a ligament radius to length ratio, r / l , up to 0.5 corresponding to a solid fraction of 69%. So far one remaining drawback of the RVE built from beam elements is the unsolved question of how to model the mass in the nodal areas, because the ligaments in the model are conjugated at virtual nodes. This leads to a larger compliance and lower strength of the beam model. In the study of [29] , a correction of the macroscopic yield strength was considered by increasing the yield strength of the solid phase by a factor that was derived from the available lever for bending of the ligament which is shortened by the nodal mass, based on the correction derived in [8] . It is however unclear, how accurate and how general this approach is, particularly when the RVE has increasing complexity through adding randomization or variations of ligament shape.
In the current work, a modeling concept is proposed to address the issue of modeling the connecting nodes without losing the advantages of the beam model. More specifically, the elastic-plastic response of a tetrahedron building block modeled with beam elements is adjusted with respect to the mechanical responses of a corresponding solid model under bending deformation. For the calibration, the beam elements in the nodal area are assigned with parameters defining geometry and mechanical properties that can differ from those of the ligaments.
The integration of these so-called nodal beam elements into the RVE of [29] aims at predicting both elastic and plastic mechanical behavior comparable to the RVE that is built with solid elements and correctly includes the nodal deformation behavior. Furthermore, the scaling relations between the solid fraction and the elastic-plastic properties of nanoporous metals based on the nodal corrected beam model are analyzed and compared to previous studies. Gibson-Ashby scaling laws for elasticity and plasticity with modified leading constants are proposed that incorporate the effect of the nodal mass on the macroscopic mechanical response. The role of the nodal mass on the macroscopic mechanical response is also analyzed with respect to various randomization levels. Finally, the ligament size dependent strength of nanoporous gold is determined by applying the proposed model to experimental data. The results are discussed in the light of previous studies [29] .
Extension of the beam model
The goal of this section is to develop a RVE built with beam elements, where the mechanics of the connecting nodes is physically and locally included in each of the nodes of the beam structure. It shall serve for predicting the elastic-plastic macroscopic response of a nanoporous metal with high computational efficiency. This approach would allow eliminating the phenomenological correction factor that has limited accuracy and does not allow considering effects of local structural variations in the vicinity of the nodes.
In what follows, a beam nodal correction approach will be proposed that is based on a tetrahedron structure -the building block of the diamond structure -that allows studying the mechanical response on a more advanced level compared to a single ligament RVE. The tetrahedron structure serves for adjusting the elastic-plastic deformation behavior of the beam model in relation to a solid model of same geometry against bending. The approach will be validated with respect to torsion on the level of the tetrahedron structure and, in a second step, for larger RVEs that are compared to solid RVEs.
Tetrahedral building block
A tetrahedron structure consisting of four ligaments is sketched in Fig. 1 . It serves as the fundamental building block for the RVE, proposed by [8] . Fig. 1 a shows the structure modeled with solid elements. The geometry consists of the nodal area in form of a spherical mass connected with four ligaments, of which only half of the ligament is modeled. Fig. 1 b demonstrates the equivalent structure that is modeled with beam elements. The ligaments are connected by their common node via linking all displacement and rotational degrees of freedom. As the nature of the beam model, the nodal area contains intersecting volumes of the ligaments. Thus, the solid fraction has to be calculated independent of the volume of the elements in the finite element model based on the initial geometry shown in Fig. 1 a. While the calculation of the solid fraction can be easily carried out for the perfectly ordered diamond structure [8] and also for the randomized diamond structure [29] , the correct mechanical response requires a modification of the beam model.
As bending is the dominant deformation mechanism in nanoporous metals, the calibration of the model parameters will be carried out for such a deformation. This is achieved by applying a transverse displacement w at the end of the top ligament while fixing the other three ligament ends in space (shown in Fig. 1 a and b) . The following approach 
Table 1
Geometry parameters and resulting solid fractions for simulations with variation of r / l and c R .
aims at adjusting geometrical and material parameters of the beam elements in the nodal area, such that the mechanical response of the beam model is equivalent to that of the solid model. For introducing the geometrical parameters of the modified beam model, one ligament with its connecting node is schematically shown in Fig. 2 a and b . For the solid model in Fig. 2 a, the parameters R and l n are the nodal radius and the length between nodal center and the end of the ligament attached to the node, respectively. In the nodal corrected beam model, shown in Fig. 2 b, * and * are adjustable geometrical parameters describing the larger cross-section of the beam elements in the nodal area and the length between the node center and the end of the ligament, respectively. The ligament radius r and ligament length l that is defined as the distance between the two node centers, are common parameters for the solid model and the beam model. Another parameter c R is introduced, which is a constant governing the adjustable nodal mass by linking the ligament radius r and nodal radius R in the form of = √ 3∕2 ⋅ [8] . All the calculations in the study are conducted with the FEA code ABAQUS/Implicit [28] . The geometry of the solid and the beam model is meshed with R3D3 and B31 elements. In Table 1 three r / l ratios and c R values are listed that result in nine model realizations. The range of r / l is selected based on the range from the morphological study for the ligaments of NPG in the work of [9] , which includes the typical range of the solid fraction of NPG from 0.25 to 0.3 [8, 29] . A value of c R = 1 leads to the minimum possible size of the connecting node where the four ligaments touch, while c R = 1.1 is reported to represent a more realistic estimation of the node size in nanoporous metals [8] .
To apply the same loading condition to the solid model as to the beam model, the solid ligament cross sectional surface ( Fig. 1 a) is coupled to a rigid plate with a 'Coupling ' constraint that has a 'Continuum distribution '. The loading can be therefore assigned to the center point of the rigid plate and distributed to the whole surface [28] , ensuring the maximum level of the similarity between the solid and beam models with respect to the load application [18] .
The material behavior of the solid fraction is assumed to be elasticperfectly plastic with a Young's modulus E S of 81 GPa and a Poisson's ratio of 0.42. The yield strength y,S is 500 MPa and plastic deformation evolves without work hardening [8, 29] .
Calibration of the nodal beam elements
As mentioned in the previous section, the calibration of the beam model is conducted with the reference to the mechanical response of the solid model under bending deformation. Fig. 3 illustrates the von Mises stress distribution for a solid tetrahedron structure ( r / l = 0.25, c R = 1.1) under the transverse loading displacement w according to Fig. 1 a that leads to plastic bending and shearing of the top ligament, but also of the upper part of the connecting node and its surrounding ligaments.
The correction for the mechanical response of the beam tetrahedron structure is carried out by firstly adjusting its additional geometrical parameters * and * . To that end, the stiffness of the tetrahedron (for both of the beam and solid models), k = F / w , is computed from the first loading increment in the elastic regime, such that the structure is undergoing only small elastic deformation. The strength F is read as the reaction force of the tetrahedron structure in the plastic regime when Table 1 . The best fit is found where stiffness and strength results are simultaneously closest to the value of 1, represented by the yellow plane in Fig. 4 a.
It can be seen from Fig. 4 a that the stiffness k beam smoothly increases with * . In contrast to that, the strength ratio first increases in the same way with * but then arrives at a plateau. This is because plastic yielding would always initiate at the end of the ligament once the nodal region is sufficiently strong. Until then, the nodal region also contributes to the plastic deformation, as shown in Fig. 3 . The magnitude of the plateau is related to the lever length of the ligament that can be obtained in the form of − * . A larger value for * results in smaller lever length with the consequence for the yielding to require a larger external force, which again leads to an increase of the plateau value as shown in Fig. 4 a.
It can be noticed from Fig. 4 a, that the stiffness ratio lies consistently above the strength ratio for the given low r / l ratio of 0.19. For the results of larger r / l ratios of 0.25 and 0.31, it was found that the stiffness ratio is consistently below the strength ratio. This discrepancy cannot be resolved by adjusting the geometrical parameters * and * . For avoiding a more refined geometrical modeling of the nodal area which might lead to too many parameters and dependencies, it is feasible to additionally use the Young's modulus assigned to the beam elements in the nodal area, * , to independently adjust the effective stiffness of the nodal area. Therefore, with the three adjustable parameters * , * and * , a general fitting approach can be conducted according to the following steps:
a) The magnitude of * is determined such that the strength plateau (red circles in Fig. 4 a) lies on or slightly above the desired reference value F beam / F solid ≥ 1 represented by the yellow plane in Fig. 4 a. This is done by tuning the number of beam elements included in the nodal area, assigned with the nodal radius, * , while the remaining elements keep the radius of the ligament, r . b) * is secondly adjusted for the beam model to reproduce the correct strength of the solid model such that F beam / F solid = 1. c) The final calibration of * will resolve the remaining calibration of the stiffness k beam / k solid = 1 without affecting the strength that was calibrated before.
According to the steps listed above, for the case shown in Fig. 4 a, firstly * ∕ = 2.23 is determined, which is followed by the determination of * ∕ = 1.4. The fitting is completed by adjusting * to * ∕ = 0.75 and, as illustrated in Fig. 4 b, a 99% agreement is simultaneously reached for the stiffness and strength ratio, marked by the rectangle in Fig. 4 b. It should noted that an exact match in step a) is nor required neither desired, because we want to use the initial discretization of the ligament to form the elements in the nodal areas in the randomized RVEs structures. Other approaches with variable element length are also possible, but would need a remeshing of nodal area as well as the remaining ligament.
All nine geometries listed in Table 1 were analyzed following the steps introduced above. An overall fitting accuracy of 98% is achieved simultaneously for stiffness and strength. The results shown in Fig. 5 a-d are presented in form of the ratios of the adjustable parameters of the nodal corrected beam model to the corresponding parameters of the solid model, * ∕ , * ∕ , * ∕ , and * ∕ respectively. These ratios can be interpreted as indicators for the geometrical difference of the nodal area modeled by beam elements such that it predicts the macroscopic response of a solid model. Fig. 5 a shows that the value of * ∕ is strongly dependent on the r / l ratio and c R . As it is further shown in Fig. 5 b, the magnitude of * ∕ ( l is kept constant) for a given r / l does not depend on c R . This shows that the dependency of * ∕ on c R shown in Fig. 5 a is caused by the calculation of the l n values as function of c R . The decrease of * ∕ from 2 ± 0.2 to 1 ± 0.1 in Fig. 5 a suggests that the size of the nodal area is converging with increasing ligament size. In other words, the beam model's plastic behavior based on the same geometry is closer to that of the solid model for larger ligament sizes (this is further discussed in sect. 4.1). The same line of arguments applies to the ratio * ∕ , see Fig. 5 c. The third adjustable material parameter, * , controls the elastic behavior of the nodal area. Fig. 5 d demonstrates a general trend that the ratio of * ∕ increases from 0.75 for r / l = 0.19 to 2.5 ± 0.04 for r / l = 0.31. The required correction of the effective nodal stiffness increases progressively with increasing r / l ratio and, at the same time, it shows an increasing sensitivity with regard to the nodal extension, represented by c R . The general trend from a value below 1 to increasing values simply results from the discrepancy between the stiffness and strength ratio that has been discussed in context of Fig. 4 a. That ratio follows the opposite and has to be compensated by an increasing local Young's modulus assigned to the nodal beam elements. (3) are the fitting functions that are generated based on the date sets from Fig. 5 (a) , (c) and (d), respectively. The fitting constants are listed in Table 2 .
Eqs (1) -
* ∕ = 0 + 1 ⋅ ∕ (1) * ∕ = 0 + 1 ⋅ ∕ (2) * ∕ = 0 + 1 ⋅ exp ( 2 ⋅ ∕ )(3)
Model validation
It was reported in the work of [18] that besides bending as the major deformation mechanism, torsion represents another fundamental deformation that is caused by the spatially curved ligaments and should not be neglected. The torque in the ligaments occupies approx. 20% of ligament loading under macroscopic compressing of nanoporous gold. The validation of the proposed model is therefore firstly comparing the nodal corrected beam tetrahedron model to the solid model, see Fig. 1 , under external torsion loading. Fig. 6 shows the comparison between solid model (SM) and beam tetrahedron under torsion. The torque M t has been normalized with Er 3 . The overall fitting of the nodal corrected beam model (NCBM) is comparable to that of the beam model (BM), reaching a beam to solid stiffness ratio of 130% and an approx. 80% overall accuracy for the plastic deformation. The performance for torsion was found to be consistent across the whole range of r / l studied in the current work. As in randomized RVEs approx. 80% of the ligament deformation is originating from bending as the governing deformation mechanism and approx. 20% is related to torsion [18] , it is reasonable to assume that the overall error in the macroscopic response of the RVE is kept within 10%. As discussed in the introduction, the RVE beam model provides an ideal access for studying the mechanics of nanoporous materials. In contrast to the analyzes based on a building block, an RVE however contains thousands of ligaments interconnected in a network structure. Such a network structure is much more representative of the real material in terms of structural features, local loading of the ligaments as well as observable deformation mechanisms. The current nodal correction method is therefore integrated into the RVE beam model using the diamond structure, developed in the work of [8] . Three RVEs have been generated as solid and beam models for c R = 1.1 and ligament aspect ratios of r / l = 0.19, 0.25, and 0.31. In Fig. 7 a and b the RVEs are shown for r / l = 0.25 for the solid and the beam model (in rendering mode), respectively. The RVEs are loaded with the same compression deformation of 25% engineering strain on the top surface. Although the structure is perfectly ordered, it represents a further step of validation, because the macroscopic compression of the RVE translates into a different local load distribution and deformation in the tetrahedrons as applied during the calibration of the nodal corrected elements.
The resulting agreement for the macroscopic elastic modulus between the beam and solid RVE is 100 ± 5% for all three cases. Thus, the nodal corrected beam model is capable of predicting the elastic mechanical response of the RVE equivalently to the solid model.
Because an elastic-perfectly plastic material model is used so far, early convergence problems have been faced in all beam RVE simulations, possibly owing to buckling. Therefore, a more realistic elasticlinear plastic constitutive law is employed to the simulations of RVEs for both of the beam and solid models, using the same elastic properties E s = 81 GPa, = 0.42, along with yield stress y,S = 500 MPa, but a non-zero work hardening rate of 1000 MPa [8, 13] . Besides the consideration for resolving convergence problems, the application of the elastic-linear plastic material model is also motivated by the purpose of examining the generality of the nodal corrected beam modeling concept in presence of work hardening. Fig. 8 b shows the ratio of the resulting reaction force obtained for the nodal corrected beam RVE and the solid model RVE against the macroscopic compression strain, eng . The overall error of the elastic-plastic response of the nodal corrected beam RVE is within about 10% for all solid fractions (i.e. all considered r / l ratios). More specifically, the accuracy is 101% ± 5% for r / l = 0.19 and 0.31, and 103% ± 7% for r / l = 0.25. It can be concluded that the nodal corrected beam model provides a sufficiently accurate elastic-plastic mechanical response that has the same predictive quality of a corresponding solid model. At the same time it costs much less computation time and provides much more degrees of freedom concerning the introduction of a random structure [8, 29] as well as variation of ligament shapes in the RVE [18] .
Discussion of scaling laws
In this section we will apply the nodal corrected beam RVE proposed and validated in the previous sections for analyzing the impact of the nodal correction on the scaling laws for Young's modulus and strength. The resulting curves are compared to scaling laws from literature. For the nodal corrected beam RVE, the solid fraction is derived from the original geometry that corresponds to the solid RVE. Fig. 9 a and b represent the scaling behavior of the macroscopic Young's modulus and strength that are computed from the RVE normalized to the corresponding material properties of the solid fraction in the form E / E S , and y / y,S , respectively. The curves are shown in comparison with scaling laws suggested in previous works [8, 29] , as well as the original Gibson-Ashby scaling laws that serve as the common reference for all models. For open pore foams that imply bending as major deformation mechanism, the leading constants in Eqs. (4) and ( 5 ) are C E = 1 and C = 0.3 respectively [10] .
In Fig. 9 a, the scaling behavior of the Young's modulus, E / E S , calculated from the different RVEs is plotted against the solid fraction . The different values are the results of varying r / l ratios with 0.19, 0.25 and 0.31, given in Table 1 . The black solid line corresponds to Eq. (11) in [8] which describes the scaling law of the RVE beam model under consideration of the effect of shear deformation for thick beams, i.e. it is the approximation of the lower bound for the diamond RVE. The diamond Fig. 7 a) , the RVE nodal corrected beam model (this work, Fig. 7 b) and RVE beam model [29] , respectively. All results are for perfectly ordered diamond structure ( A = 0). unit cell is more compliant than that by Gibson and Ashby, which explains the comparably low stiffness also for smaller solid fractions. The RVE nodal beam model (RVE-BM) reproduces the agreement between the scaling law and the numerical results as in [8] .
The results from the nodal corrected beam model developed in this work, represented by the circles (RVE-NCBM), show an increase by approx. a factor of two compared to the beam model (RVE-BM). The data from the solid model (squares, RVE-SM) confirm the level of accuracy that is achieved by the incorporation of the nodal correction in the RVE.
The results of the nodal corrected beam model lead to a scaling relation that can be fitted by Eq. (4) with C E = 0.57, entered as green dashed line in Fig. 9 a. It is understood that this is still describing a perfect diamond unit cell. However, the structure of nanoporous metals is distorted and ligaments are curved and varying in aspect ratio. Previous studies showed that randomization of the structure leads to a further increase in compliance [8, 29] . In recent studies [14, 30] , experimentally constructed scaling relations are developed for the macroscopic Young's modulus of nanoporous gold, which suggest the power in Eq. (4) being 2.5 or 2.8 with C E = 1 or 0.86. However, the incorporation of the nodal mass in this work does not lead to an exponent different to 2 that according to [10] represents the highest power of all types of deformation (tension, compression, shear, bending). At this point the question remains unsolved how higher values in the exponent, as observed from experiments, can be explained by a structural model such as the RVE presented in this work. The analytical nodal correction (black solid line) proposed in the work of [8] as Eq. (10) forms the upper limit which agrees well with the results from the work of [29] represented by rhombus symbols in Fig. 9 b. In [8] the macroscopic strength for the RVE beam model was corrected by reducing the available lever for bending of the ligament by the radius of the nodal mass. In [29] this effect was translated into the beam model by increasing the yield strength of the solid fraction according to this structural strengthening effect. The latter approach has the advantage, that it does not affect the stiffness of the network structure. For both of the works, the nodal mass is taken account as a shortening of the effective bending lever of the ligaments and assuming that yield occurs at the edge formed by the ligament and the node. The results shown in Fig. 9 b lead to the conclusion that this type of correction provides reasonable results for solid fractions ≤ 0.15. It however significantly overestimates the effect of the nodal mass on the macroscopic strength for > 0.15, which is where the nanoporous metals are located. In view of these insights, we will revisit the analysis of [8] and [29] with support of the nodal corrected beam model in Sect.4.2.
The results of the nodal corrected beam RVE-NCBM (black circles) initially follow the solution for the upper limit but then deviate by continuing in a much less progressive way for > 0.15. This is because that the upper limit is constructed under the assumption that the plastic deformation will always happen at the end of the ligament that is analytically shortened for the presence of a node. This means that the nodal area for this upper limit is set to be infinitely strong, e.g. no plastic deformation can happen within the nodal area. However, the visual investigation on the local plastic deformation of the nodal corrected beam model and solid model indicates that, the nodal area is also plastically deformed. This trend becomes more significant with increasing , because larger solid fractions lead to less geometrical distinction * ∕ between the nodal area and the ligament as shown in Fig. 5 c. So that the nodal corrected model tends to predict a much lower strength at a higher . A fit of the data using the scaling law, Eq. (5) (green dashed line) leads to a leading constant C = 0.72. The increase of the leading constant C from 0.3 (Gibson-Ashby) to 0.72 (RVE-NCBM) demonstrates that the nodal mass strengthens the diamond structure by a factor of more than two.
Application in randomized RVEs

Effect of nodal mass for randomized structures
Up to this point, the diamond RVE was used with the purpose of a clean assessment of the effect of the nodal mass on the scaling relations. For investigating the new possibilities of the nodal corrected beam elements for a more realistic nanoporous structure, the randomization parameter A [8] is included in the RVE. This parameter defines a random displacement applied to each connecting node, leading to a spatial curvature of the connected ligaments. The parameter A defines the fraction of the amplitude of the equally distributed random displacement in relation to the unit cell size of the undistorted diamond unit cell. The effect of the randomization level on the solid fraction , caused by the spatial lengthening of the ligaments, has been taken into account in the following analyzis as suggested by [8, 29] . Concerning the macroscopic response of the RVE, increasing randomization decreases the values of E and y , as well as the degree of lateral extension. For more details we refer to [8, 29] .
For the nodal corrected beam model, the randomization characteristics are also introduced to the nodal areas because the lengthening of the elements applies to all elements of the model. This gives rise to the question if the lengthening of the elements caused by the randomization should be kept as is or if it should be avoided in the nodal areas of the nodal corrected beam model. For what follows, we assume that the nodal element properties follow the relationships that shown in Fig. 5 . This means that for a given ratio of * ∕ an increase in the ligament length l n , caused by the randomization, leads to a proportional increase in the nodal element length * . It is thus consistent to let the nodal elements elongate in the same way as the elements that form the ligament. As the purpose of the introduction of nodal corrected beam elements exclusively aims at a mechanically equivalent behavior with reference to the solid model, the calculation of the solid fraction remains unaffected.
All simulations for randomized structures are carried out for c R = 1.1. Each data point plotted in Fig. 10 represents the average of five realizations; the size of the error bar corresponds to the standard deviation. Fig. 10 a shows the ratio of the macroscopic Young's modulus of the nodal corrected beam model, E NCBM , to beam model, E BM , with respect to various randomization levels from A = 0 that is perfect ordered to A = 0.3 that is strongly disordered. It is shown that for all randomization levels the stiffness ratio increases nearly linearly with the solid fraction, indicating the contribution of the nodal mass to the stiffness. Moreover, with increasing randomization level the curves shift right and down. The right shift is due to the increase of solid fraction that is caused by the increase of the randomization level. The trend of slightly shifting downwards reveals the effect of the degree of randomization on the compliance in the nodal areas, which is slightly reducing the nodal mass contribution on the macroscopic elasticity. This effect is about 10% if we consider the full range from zero to maximum randomization.
The vertical axis of Fig. 10 b demonstrates the ratio of the yield strength of the nodal corrected beam model y,NCBM to the beam model y,BM with respect to various randomization levels. The general trend of Fig. 10 b to a is opposite, namely, increasing solid fraction leads to a relative decrease of the contribution of nodal mass to the macroscopic strength. For better understanding of this effect, the linkage between the current discussion to the discussions of Fig. 5 a, b and c is required. In the discussion of Fig. 5 it was stated that with increasing r / l the geometrical gap between a cylindrical shaped node and an actual spherical node response is closing with increasing solid fraction, i.e. * ∕ → 1 and * ∕ → 1 . It can be also be observed that the strength ratio gradually shifts downwards from 2.5 to 2 for A = 0 and from 1.8 to 1.5 for A = 0.3. Because the plastic deformation initiates in the transition from the nodal [32, 33] ; model data from [29] .
area to the ligament, the effect on the strength reduces with reducing size of the nodal elements. With increasing degree of randomization, the correlation between local geometry and macroscopic strength is more and more reduced and becomes weak for A = 0.3 and solid fractions of ≤ 0.3.
Analysis of experimental data
To evaluate the performance of the nodal corrected beam model the size dependent yield strength of the ligaments is determined from literature data on macroscopic compression of nanoporous gold samples with different ligament size.
In the work of [29] , the scaling relation for the macroscopic yield strength was used as the starting point for fitting the true stress-strain curves obtained from macroscopic compressing nanoporous gold samples with various ligament size [31, 32] using the RVE model. The outcomes that were from the fitting were a data set of yield strengths for the solid phase y,S in dependence of ligament size, represented by hollow circles in Fig. 11 . This data set is plotted against results from the works of [32, 33] as solid black symbols in Fig. 11 , that were determined using independent approaches. Roschning et al. 's results are of the same magnitude as those data reported in the referenced literatures, but one result for the 50 nm ligament size appeared to be an outlier which could not be explained by [29] . The only difference compared to the other data was that it had the highest solid fraction of all samples of = 0.3.
We re-analyzed the data with the nodal corrected RVE following the same approach proposed by [29] with a randomization level of A = 0.23 and a ligament aspect ratio of r / l = 0.25. The results, shown as solid red symbols in Fig. 11 , lead to an elevation of Roschning et al. 's results. The nodal corrected beam RVE seems to provide an overall closer alignment with the results from [32, 33] . In particular, the previous outlier is now closer to the overall trend.
The different elevation in the yield strength for the different data points can be understood with the help of Fig. 9 b. The nodal correction applied in [29] was based on a correction term which -as a result of the assumed rigidity of the nodal mass -increasingly overestimates the geometrical strengthening for increasing solid fraction. Because the materials yield strength and the geometrical strengthening effect are multiplicative with respect to the macroscopic strength, a reduction of the geometrical strengthening effect to the accurate value must be compensated by an increased yield strength of the solid fraction, y,S . The higher the solid fraction, the more the identified yield strength is elevated. Consequently, the original outlier, which has the highest solid fraction, gets mostly elevated.
Conclusions
In the current work, a new beam modeling concept for nanoporous metals has been proposed for predicting the macroscopic elastic-plastic response by incorporating the connecting nodal mass in the junctions of the network structure. The nodal corrected beam model is calibrated based on the mechanical response for bending of a beam tetrahedron structure in relation to its corresponding solid model by adjusting three additional parameters specifically assigned to the nodal area. An excellent agreement between the nodal corrected beam and solid RVE for elastic modulus and yield strength has been achieved, which is conducted without losing the advantage of the high computational efficiency.
The nodal correction leads to an increase in the macroscopic stiffness and strength of the beam model. The leading constant in the resulting scaling law for Young's modulus is C E = 0.57 and, compared to the beam model without nodal correction, about a factor of two larger. It is however still less stiff than the original Gibson-Ashby model that has a leading constant of C E = 1. The incorporation of the nodal mass does not change the exponent of 2 in the scaling law.
With respect to macroscopic plastic deformation, the correction suggested in [8, 29] significantly overestimates the effect of the nodal mass for solid fractions above 15%. It was found, that the scaling law of Gibson-Ashby very well fits the data from the simulations with the nodal corrected RVE, when the leading constant is set to be C = 0.72. This difference to [8] is now understood as a consequence of the overestimation of the effect of the nodal mass on the structural strength by the proposed correction term for solid fractions above 15%. After re-analyzing the literature data with the nodal corrected beam model RVE, the overall agreement of the size dependent yield strength from different sources is improved.
In line with the referenced literatures, the present work demonstrates once more the importance of local geometric features in terms of the macroscopic mechanical response of nanoporous metals. The nodal correction proposed in this work is one important element in addition to randomization and local ligament size variation. A further development of this modeling approach will offer various possibilities for the implementation of further details without losing its efficiency. 
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