Nearly all models of direction selectivity (DS) in visual cortex are based on feedforward connection schemes, where geniculate input provides all excitatory synaptic input to both pyramidal and inhibitory neurons. Feedforward inhibition then suppresses feedforward excitation for nonoptimal stimuli. Anatomically, however, the majority of asymmetric, excitatory, synaptic contacts onto cortical cells is provided by other cortical neurons, as embodied in the Canonical Microcircuit of . In this view, weak geniculate input is strongly amplified in the preferred direction by the action of intracottical excitatory connections, while in the null direction inhibition reduces geniculate-induced excitation.
We investigate analytically and through biologically realistic computer simulations the functioning of a cortical network based on massive excitatory, cortico-cortical feedback. The behavior of this network is compared to physiological data as well as to the behavior of a purely feedforward model of DS based on nonlagged input. Our model explains a number of puzzling features of direction selective simple cells, including the small somatic input conductance changes that have been measured experimentally during stimulation in the null direction, and the persistence of DS while fully blocking inhibition in a single cell. Although the operation at the heart of our network is amplification, the network passes the linearity test of (Jagadeesh et al., 1993 Cortical direction selectivity (DS) is usually thought to arise from a Barlow and Levick type feedforward scheme (Barlow and Levick, 1965) , in which the response to the preferred direction of motion arises from the afferent input, while the response Received Mar. 14, 1995; revised May 30, 1995; accepted June 6, 1995 in the opposite (null) direction is suppressed by spatially offset inhibition (Bishop et al., 1971; Benevento et al., 1972; Emerson and Gerstein, 1977; Torre and Poggio, 1978; Ganz, 1984; Koch and Poggio, 1985; Ruff et al., 1987; Maex and Orban, 1991; WSrgGtter and Holt, 199 1; Wiirgiitter et al., 1992) . Another class of models of direction selectivity were derived from spatio-temporal energy models of the psychophysics of motion detection (Adelson and Bergen, 1985; Watson and Ahumada, 1985) . They are based on either purely linear spatio-temporal filtering (Reid et al., 1987 (Reid et al., , 1991 Hamilton et al., 1989; McLean and Palmer, 1989; Saul and Humphrey, 1990; or such filtering followed by an expansive nonlinearity (Albrecht and Geisler, 1991; DeAngelis et al., 1993; Heeger, 1993) , and include both suppression in the null direction and facilitation in the preferred direction. In these models spatio-temporal tuning is sometimes obtained using combinations of laggednonlagged geniculate input (Mastronarde, 1987; Humphrey, 1990, 1992b; Emerson et al., 1992) . Variants of the first scheme are inconsistent with a number of features of cortical DS. In particular, these models fail to account for the massive excitatory interconnections seen in cortex, which numerically totally overshadow geniculo-cortical synapses. Indeed, in mammalian visual cortex, on the order of 10% of all excitatory synapses onto layer 4 cells are provided by thalamic afferent (actual estimates range from a low 2% to a high 28%; S LeVay, 1976; LeVay, 1986; Peters and Payne, 1993; Ahmed et al., 1994; Peters et al., 1994) . Even such an explicit nonlinear mode1 based on intracellular data as the one by Carandini and Heeger (1994) , disregards these anatomical findings.
Both classes of models fail to explain that intracellular in vivo recordings in cat simple cells fail to detect significant changes in somatic input conductance during stimulation in the null direction (Douglas et al., 1988; Berman et al., 1991) . In feedforward models, a large input from the direction symmetric lateral geniculate nucleus (LGN) is needed to generate the high firing rates observed during stimulation in the preferred direction. In the null direction, large inhibitory conductances changes would be needed to prevent the cell from firing to this excitatory input even in the absence of shunting inhibition. Physiological checks, assisted by simulations, have confirmed that these conductance changes should have been picked up by Douglas et al. (Koch et al., 1990; Dehay et al., 1991; Berman et al., 1992) . The remarkable lack of large inhibitory conductance changes has subsequently been reported by other laboratories (Pei et al., 1991; Ferster and Jagadeesh, 1992) .
To explain these puzzling observations, Douglas and Martin proposed the Canonical Microcircuit of neocortex Martin, 1990, 1991; Berman et al., 1991) , which includes strong excitatory connections among cortical pyramidal and spiny stellate cells. In this scheme, only weak LGN input is needed, since in the preferred direction the cortico-cortical connections amplify the initial excitation coming from the LGN; counteracting the small LGN input in the null direction requires only weak inhibition below the detection limit of Douglas et al. (1988) . In this view, Barlow-Levick inhibition in the null direction is combined with cortical amplification in the preferred direction, resulting in a direction selective cortical cell. We will call this scheme the cortical amplifier model. Douglas and Martin (1991a) used computer simulations with continuous, mean-rate neurons to qualitatively verify some of the key concepts of their model. We report here much more realistic computer simulations of a network of excitatory and inhibitory neurons (identified as pyramidal and smooth neurons; note, however, that the excitatory neurons could also be spiny stellate cells in layer 4) and compare in detail the properties of the cortical amplifier with those of a conventional feedforward model of DS. The cortical amplifier conforms to recent intracellular linearity tests (Jagadeesh et al., 1993) , and GABAblocking experiments ). In our model, DS is strong and relatively independent of velocity and contrast, as observed in neurons in area 17. Several of these properties cannot be obtained with a feedforward model using nonlagged input and based on Barlow and Levick's scheme for retinal DS. We provide analytical insights into the key anatomical and physiological parameters controlling the circuit's behavior. Some of these results have appeared (Suarez et al., 1992; Douglas et al., 1995) . Maex (1994) has simulated a similar model of cortical direction selectivity, with results similar to ours.
Materials and Methods

Design methodology
Our model describes events occurring in a small network of simple cells located in the primary visual cortex of the adult cat. For simplicity of implementation, only the ON portion of the X pathway is modeled (Lennie, 1980; Sherman, 1985) . Given the immense wealth of available experimental data on area 17 at the biophysical, anatomical and physiological level, and the large computational cost associated with simulating realistic cortical network models, we adopted the following design criteria in order to obtain results within a realistic time-frame. These included the following.
(1) Our desire to obtain the proper intracellular voltage dynamics and conductance changes forced us to use a realistic single-cell model that includes action potentials within a Hodgkin and Hodgkin framework. This, more than anything else, results in tremendous computational costs, given the small time-steps necessary for stable solution of the underlying differential equations. We are less concerned with the exact details of which membrane conductance has what type of kinetics and is located in what type of compartment. In our experience, this is not that relevant for the overall network dynamics operating at the 50-100 msec scale (Wehmeier et al.. 1989: W&@tter and .
(2) Given this cost, as well ai the large nimber (about 140) of hellular and network parameters associated with our model, it is simply not feasible to characterize its sensitivity to variations in parameters.
The simulations reported here-all based on a single parameter setting-should be taken as proof-of-concept that a massive cortical feedback excitation can in principle explain a number of otherwise puzzling anatomical and physiological observations. We then try to analyze a simplified model of the network to understand its key operations.
(3) We restricted ourselves to replicating a small number of experimental findings relevant to our purposes. These were (1) direction-selectivity, velocity-/and contrast-tuning over a wide range, (2) certain linearity constraints, (3) the biophysics of conductance changes, and (4) the effect of blocking inhibition. In this article, we do not consider a number of important phenomena such as the contribution of lagged geniculate cells to direction selectivity (Mastronarde, 1987; Humphrey, 1990, 1992b; Emerson et al., 1992) , orientation, color or disparity selectivity, end-stopping, ON as well as OFF input, and Cartesian nonseparability of simple receptive fields (Jones and Palmer, 1987a,b; Reid et al., 1991; . (4) Given this high dimensional parameter space, the poverty of our single cell model and the observed variability of single cell responses to visual stimuli, we can not reproduce the observed response curves quantitatively. Our goal was for our network to show proportional responses within the known range of firing rates.
We hope in future extensions of this work to tackle and possibly eliminate a number of these-at the moment-unavoidable simplifications and constraints.
Visual input Visual input to the network is provided by a one-dimensional retinogeniculate module, transforming a given input, usually a moving bar or grating, into a series of spikes mimicking the output of the geniculate relay cells (Victor, 1987) . Direction selectivity is strongest in the direction orthogonal to the preferred orientation of cells in area 17, and for simplicity our model is restricted to this one spatial dimension.
Visuul stimuli. Visual stimuli are provided to the model as 1-D pixel frames (see Fig. 3 ) with 1' per pixel resolution and an effective frame rate of 10 kHz. The amplitude at each pixel corresponds to the fractional deviation from the mean luminance. Moving bar stimuli were modeled by a group of same-valued pixels, moving at a constant velocity. Drifting sine wave gratings were modeled by moving patterns of pixel values that are modulated sinusoidally over space, and contrast-reversal stationary gratings by patterns of pixel values with separable spatial and temporal sinusoidal modulations. We give here the definition of stimulus contrast used in this article. For a bar, it is the Weber contrast:
where L is the luminance of the bar and Lb is the luminance of the background. For a moving grating, we use the Rayleigh-Michelson contrast:
where L,,,,, and L,,, are the maximum and minimum luminance in the pattern.
R&no-geniculute module. The dynamics of the geniculate input to striate cortex needs to be modeled with some care, because the timing of geniculate input is critical for direction selectivity, and because the velocity-response curves of our model cortical neurons are only meaningful if the velocity-response curve of the geniculate input is accurate. Beyond these considerations, the detailed properties of the retinal and geniculate cells are not central to our simulations. The response to visual stimulation of ON geniculate relay cells of the X type is computed as a transfer function. As in Wehmeier et al. (1989) , we model a patch of retinal cells located 1 mm away from the area centralis, or about 4.5" eccentricity. Receptive fields at that eccentricity have a difference of Gaussians, center-surround type of receptive field (Rodieck, 1965; Enroth-Cugell and Robson, 1966; Linsenmeier et al., 1982; Enroth-Cugell et al., 1983; see Fig. la ) with a center diameter of approximately 30 ' (Fig. lc; Peichl and Waessle, 1979, Linsenmeier et al., 1982) . The cells respond to a light stimulus by a transiently high discharge rate that adapts to a maintained level (Fig. Id) . We used Victor's model (1987) of the center component of retinal X cells to simulate the temporal properties of our geniculate cells (Fig. lb) . The Victor model postulates a series of low-pass filters followed by a highpass filter and some nonlinear processing at high contrast values. For reasons of computational efficiency, we used identical temporal filters for both center and surround, neglecting differences in their dynamics (Dawis et al., 1984) . Following Victor's model, the surround's response was substracted from the center's. The output of a model LGN cell is technically speaking not separable in time and space, because of a small temporal delay (3 msec) we introduced between the center and the surround response, consistent with experimental observations (Enroth-Cugel1 et al., 1983 impulses (spikes). We superimpose a spontaneous firing frequency of 8 Hz onto the stimulus-dependent response (Fig. Id) . For a 70% contrast bar moving at lO"/sec, peak firing rates are around 140 Hz (see Fig. 8 ).
We used slightly different parameters values from Victor's (1987) retinal model, because of the different response amplitudes of LGN neurons (Bullier and Norton, 1979; Cleland and Lee, 1985; Kaplan et al., 1987) . Additional contrast nonlinearities present in the LGN itself are probably insignificant in the context of our simulations, and were not included in the model (Kaplan et al., 1987) .
Only responses of the X pathway were simulated, because it accounts for most thalamic inputs to area 17 (Sherman, 1985; Ferster, 1989) . Furthermore, since cortical direction selectivity does not require any significant interaction between the ON and OFF subsystems (Schiller, 1982 (Schiller, , 1992 Sherk and Horton, 1984) , only responses of geniculate ON X neurons were simulated.
Spatially, the centers of the LGN neurons' receptive fields are positioned at one of six spatial locations which occur at 5' intervals (WBrgtjtter and . To ensure that each cortical neuron receives input from a realistic number of LGN neurons, the LGN array is twodimensional: there are 13 LGN neurons at each of the six spatial positions (a 6 X 13 array). Within each group of 13 cells, the one-dimensional spatial receptive fields are identical. Pyramidal neurons in cortex receive input from the first five groups of LGN neurons, and smooth neurons receive input from the last five groups of LGN neurons (see Fig. 3 ). Overall, there is a spatial offset of 5' between input fields of pyramidal and smooth neurons, providing the spatial asymmetry necessary for direction selectivity. Rather than connecting all 65 LGN cells to each cortical neuron, each geniculate afferent connects with a 30% probability to a given cortical neuron, so that on the average a cortical neuron receives input from 0.3.5.13 = 19.5 LGN cells. While this number is low in comparison to estimates from experimental data (Tanaka, 1983; Freund et al., 1985a,b; Peters and Payne, 1993; Peters et al., 1994) , it is adequate when one considers that the model simulates only one subfield of cortical neurons and only geniculate ON afferents.
Pyramidal cells Given our aim of reconciling certain biophysical aspects of cortical cells with their response to visual stimuli, we need to incorporate the following neuronal properties into our single cell models: (1) discrete action potentials, (2) realistic time constants, (3) firing rate adaptation (in pyramidal cells only), and (4) synaptic-induced conductance changes with synaptic reversal potentials. Accordingly, we adapted the following compromise between continuous Hopfield neurons and detailed biophysical models with hundreds of compartments Bernander, 1993; Bush and Sejnowski, 1993) .
The original model of the pyramidal cell was adapted from our anatomical and biophysical detailed model of a layer 5 pyramidal cell (Bernander, 1983; to mimick layer 4 pyramidal cells. Each neuron consists of a somatic compartment and three cylindrical compartments that represent the dendritic arbor. Each dendritic compartment is assigned a leak conductance (R,, = 10,000 0cm2) and a particular profile of synaptically mediated membrane conductances (Fig. 2a) . The soma contains five voltage-dependent ionic conductances that are modeled using Hodgkin-Huxley-like kinetics with voltage-independent time constants (Bernander et al., 1991; Bush and Douglas, 1991) . The currents are a transient sodium and a delayed rectifier potassium current that underlie action potentials; a high-threshold calcium current, I,,, and a calcium-dependent potassium current, f,,,, and for the cortical amplifier model, a transient, A-like potassium current, I,. 4, and LHP mediate the rapid (time constant 25-50 msec) adaptation seen in regular firing pyramidal cells (McCormick et al., 1985) . After increasing during an action potential, intracellular calcium (in the somatic compartment) decays exponentially with a time constant of 50 msec. This simplified cell's current-discharge curves (see section 3.6) are very similar to those of a substantially more complex pyramidal cell model that uses more than 300 compartments (Bernander et al., 1991) .
At rest, the somatic input resistance, time constant and membrane potential of our pyramidal cells are 27.2 MQ 7.75 msec, and -66.5 mV in the feedforward case, and 52.9 MQ 22.5 msec, and -54.2 mV for the cortical amplifier model. The input resistance is much smaller in the feedforward than in the feedback case, since the LGN to pyramid synaptic weight is much larger (see Table 1 ) and therefore also the synaptic background activity from the LGN. A larger input conductance also implies a smaller membrane time constant. The resting membrane potential is related to the neuron's threshold. The neuron's threshold, together with synaptic inhibition, contributes to direction selectivity; even if some LGN input is not cancelled by overlapping inhibition in the null direction it will not result in any response as long as it remains subthreshold. Since the LGN weight is larger in the feedforward case, the pyramidal neuron's threshold has to be larger too.
Smooth cells
The smaller, smooth, GABAergic stellate cells are modeled by removing the basal compartment from our pyramidal cell model (Fig. 2b ) and adjusting the size parameters for the remaining compartments . I,-., I,,,. and Z, were also removed to enable these cells to fire at high sustained rates without showing any adaptation, in agreement with intracellular data (McCormick et al., 1985) . Smooth cell parameters are identical in the feedforward and cortical amplifier models; at rest, the input resistance, time constant, and membrane potential of these cells are 65.2 MQ 11.4 msec, and -56.0 mV. Compared to the cortical amplifier's pyramidal cells, despite the larger resting LGN Connections are between all members of the cell types involved. The connection strength between two neurons is expressed in terms of the temporal integral over the postsynaptic conductance increase in response to a single presynaptic action potential, that is, I g(r)&, in units of pS.sec. The peak conductance (nS), and the synaptic time constants, 7, and 72 (in msec; see Eq. 3 and 4) are also given. The reversal potentials were 0 mV for all excitatory synapses, -75 mV for GABA, and -90 mV for GABA, synapses. All simulations in this article were carried out with the same set of parameters.
input (because of the larger LGN weight; see Table l ), the input resistance is larger because of the smaller membrane area. The short time constant reflects the effect of the large geniculate background activity.
Network connectivity
A connection diagram of the cortical amplifier network is shown in Figure 3 . It comprises 40 pyramidal and 10 smooth neurons, respecting the known proportions of cortical neurons (Winfield et al., 1980; Beaulieu and Colonnier, 1983; Hamos et al., 1983; Gabbott and Somogyi, 1986; Peters and Payne, 1993) . The connections between neurons reflect the connectivity of the canonical microcircuit with the exception that the pyramidal neurons do not connect to the inhibitory neurons. This lack of feedback inhibition in our current model substantially simplified our simulations.
Each cortical connection drawn in Figure 3 symbolizes synapses of equal strength from each neuron of one group to all neurons of the other group. Inhibition is of two types, GABA,, or transient, and GA-BA,, or sustained inhibition. As explained above, the LGN inputs to the smooth neurons are spatially displaced from those to the pyramidal neurons. Local inactivation experiments using GABA microiontophoresis provide some support for the presence of a spatial displacement between smooth neurons and the direction-selective pyramidal neurons that they inhibit (Eysel et al., 1988) .
For the feedforward model, the connection diagram is similar to Figure 3, except that there are no excitatory cortico-cortical connections, implementing a Barlow-Levick scheme for direction selectivity (Barlow and Levick, 1965) ; the connection weights are different, as we will see below.
Because excitatory and inhibitory synaptic inputs change the local membrane conductance to a certain ion or ions, massive synaptic input is expected to have a dramatic effect on a cell's spatio-temporal structure, in particular on the input resistance and time constants (Bernander et al., 1991; Rapp et al., 1992) . Therefore, it is important to explicitly model synaptic input as conductance change (in series with a battery), rather than a simple current injection, as common in nearly all neural network models.
The amplitudes of synaptic conductances and time constants that govern their behavior have yet to be determined experimentally in detail for pyramidal and spiny stellate cells in primary visual cortex (see also Bernander, 1993) . However, there are estimates from the literature that can be used for constraining our model. This data is usually based on in vitro cortical preparations (Tanaka, 1983; Connors et al., 1988; Thomson et al., 1988; Busch and Sakmann, 1990; Edwards et al., 1990; Kriegstein and LoTorco, 1990 ; LaCaille, 1991; Lytton and Sejnowski, 1991; Mason et al., 1991; Williams and Johnston, 1991) . In the model, the excitatory postsynaptic currents arise exclusively from fast, voltage-independent non-NMDA or AMPA synapses located in the proximal dendritic compartment (Fig. 2) . Voltage-dependent NMDA synaptic inputs are not included in the current version of our model (see Discussion). However, because we wanted to retain the slower dynamics of the NMDA receptor, we adopt the compromise of using voltage-independent excitatory synaptic input with a decay of 20 msec rather than the few milliseconds appropriate for a pure AMPA synapse. A second reason for using a 20 msec decaying input is to compensate for the lack of distal dendritic compartments. The associated low-pass filtering will lead to a broadening of the synaptic current flowing into the soma.
Two types of inhibitory postsynaptic currents are included: fast, shunting, chloride based GABA, inhibitory synapses are located in the somatic compartment, while slow, hyperpolarizing, potassium-based GABA, inhibitory synapses are located in the dendritic compartments (Connors et al., 1988; .
The time course of the geniculo-cortical and GABA, synaptic conductance change was a dual exponential (Wilson and Bower, 1989) G(t) = e-"~~ -e-"~, (3) while that for the excitatory cortico-cortical synapse and the GABA, mediated response was a single exponential,
(4) Final synaptic parameter values are shown in Table 1 . For the cortical amplifier case, each connection's strength is in the range of individual synaptic contacts, while for the feedforward model some connections would be in the upper range for individual synaptic contacts; instead, they may correspond to several synaptic contacts. For the cortical amplifier, the LGN-to-pyramidal weight was set so as to give a slightly suprathreshold excitation for low contrast values. The smooth-to-pyramidal GABA, and GABA, weights were just large enough to balance out the LGN excitation in the null direction over a range of velocities. The setting of the pyramidal-to-pyramidal weight was high enough to obtain peak firing rates that were compatible with experimental values (Orban et al., 1981a) , but low enough to still have proportional amplification (Suarez, 1995) . For the feedforward model, the LGN-to-pyramidal weight was large enough to enable model neurons to fire at physiological rates despite the strong delayed inhibition. Inhibitory connections were set according to the same criterion as in the cortical amplifier.
Noise. Two external noise sources provide trial-to-trial variability. Firstly, the geniculate input itself consists of Poisson distributed spikes generated by the retino-geniculate module (see above). Superimposed onto the stimulus driven geniculate response is a spontaneous firing activity of 8 Hz (Fig. Id) . Since the LGN weight is larger in the feedforward model than in the cortical amplifier model, the fluctuations in the resting somatic membrane potential are higher in the former case.
Secondly, some background noise is added to both pyramidal and smooth model neurons to simulate the effect of spontaneous activity in the numerous cortical neurons outside our network. Noise events are modeled either as conductance changes or as current injections. Parameters of each conductance change or current injection function are set so as to model inhibitory (GABA, or GABA,) or excitatory non-NMDA synaptic inputs; the locations are the same as for these inputs. In the pyramidal neurons, we assume that 44% of the noise originates from current injections and the rest from spontaneous conductance increases. There were only conductance increases in the smooth neurons.
For the feedforward model, the spontaneous firing frequency of the pyramidal and smooth cells is 0.046 ? 0.009 Hz and 8.2 + 0.2 Hz, while for the cortical amplifier model those values are 1.56 2 0.02 Hz and 8.1 + 0.1 Hz. Because we wanted to obtain good direction selectivity down to low contrast and low velocities, the threshold of the pyramidal neurons was higher than that of the smooth neurons, which explains the lower spontaneous rate of the pyramidal cells.
Computer implementation
The simulations were carried out on UNIX-based workstations. The program, written in C, was developed by H.S. as part of his Ph.D. thesis. The associated differential equations were numerically solved using the exponential method (Wilson and Bower, 1989 ) with a variable timestep (Press et al., 1992) . The shortest time constant in the system was 0.05 msec, the activation time constant of the transient sodium current. The minimum time step for solving the differential equations was set to 0.01 msec. On a SPARCstation 10, our program simulated 1 set of model output for a moving bar in about 404 set, not counting the time to simulate the visual input and LGN model output.
Data analysis Standard electrophysiological methods were used for data analyses.
Contrast-response and velocity-response curves. Contrast-response curves were obtained from sine wave gratings moving in the preferred direction with optimum spatial and temporal frequency (1 c/deg and 1 Hz), repeated for 26 cycles. Velocity-response curves were obtained from 0.5" wide bars moving in the preferred direction with high enough contrast to elicit a strong response (70% contrast), repeated six times with a half-second pause between each presentation. The response measure used was the peak response, computed from 8 msec binwidth poststimulus time histograms (PSTHs). Usually PSTHs were summed over all neurons of one group (pyramidal or smooth) to generate a compound (average) PSTH. The compound peak firing rate was computed from the compound PSTH as the highest bin in the histogram.
Direction index. The direction index (Or) was computed from the compound peak firing rate in the preferred direction, minus the peak spontaneous firing rate (P), and the compound peak firing rate in the nonpreferred direction, minus the peak spontaneous firing rate (NP): DI = lOO(1 -NP/P)% (5) Since the spontaneous firing rate is substracted to obtain P and NP, DZ may be larger than 100% if the peak firing rate in the nonpreferred direction is smaller than the peak spontaneous rate.
The Mean Direction Index (MDI) is a velocity-averaged direction index. The average is weighted by the response P, in the preferred direction (Orban, 1984) :
where n is the number of velocities for which the direction index has been computed. Blocking GABA. Blocking GABA, and GABA, inhibition to all or to one particular pyramidal neuron in the model is done by simply setting the corresponding weight to 0.
In one experiment, we blocked inhibition to only one pyramidal neuron in the model, and measured the direction selectivity index of that neuron before and after blockade. The experiment was repeated for every pyramidal neuron in the model; the results were presented as histograms of the distribution of the neurons' direction indices before and after blockade, mimicking an experiment in cat area 17 . The stimulus was a standard bar (70% contrast and moving at 2"/sec) that was repeated six times, and the response measure was the average number of spikes produced by a neuron while the stimulus is in the neuron's receptive field, corrected for the mean spontaneous rate. The mean spontaneous firing rate of pyramidal cells in the cortical amplifier was 1.56 Hz. While blocking inhibition in a given cell, a constant hyperpolarizing current was injected into the cell to bring spontaneous firing down to values close to the unblocked case. The same manipulation was performed by to ensure that the neuron's threshold was not changed by blocking inhibition.
Results
Basic peformance
The salient features of the cortical amplifier model's performance can be seen in Figure 4 in response to the presentation of a bar moving in the preferred (left-to-right direction on Fig.   3 ) and null directions. The pyramidal cell population is strongly direction-selective: generating a burst of spikes in the preferred direction, but no or only a few spikes in the null direction (given a spontaneous activity of 1.5 Hz, we expect three spikes to occur during this 2 set period); thus, the smooth-to-pyramidal weight is large enough relative to the LGN-to-pyramidal weight so that the inhibition completely cancels LGN excitation in the null direction.
In the preferred direction, the pyramidal neurons stop firing before the stimulus leaves their receptive field, because of inhibitory input from the smooth neurons, combined with the effect of high threshold and the calcium-dependent firing adaptation. Thus, pronounced firing in the pyramidal cells is followed by pronounced hyperpolarization, as observed in intracellular recordings from cat visual cortex (Benevento et al., 1972; Creutzfeldt et al., 1974; Ferster, 1988; . In turn, the smooth neurons are suppressed when the stimulus enters their LGN neurons' surrounds. Subsequently, some discharge occurs due to rebound as the stimulus leaves the surrounds. There is little late discharge in the pyramidal neurons because they have a higher threshold.
In the null direction, the smooth cells receive LGN input before the pyramidal neurons because the LGN input to the smooth cells is spatially displaced with respect to that of the pyramidal cells: the spatial offset is 5' and the bar speed is 2"/sec, corresponding to a delay of about 42 msec. This spatial offset is in our model the primary cause of direction selectivity. Because the small required weight of the smooth-to-pyramidal synapse, the cortical amplifier feedback model shows only moderate hyperpolarization (Fig. 4d) , as observed in the recordings from cat cortex. Indeed, the smooth-to-pyramidal weight is relatively small. In contrast, the hyperpolarization in the feed-forward model in the null direction is much deeper, due to the larger inhibition required to cancel the excitatory current (not shown).
High signal amplification is achieved within the canonical microcircuit. Figure 5a compares the excitatory recurrent current to a pyramidal cell with the excitatory current induced by the LGN afferents for a bar moving in the preferred direction. Clearly, the dominating excitatory input during response originates from other cortical neurons rather than the LGN. The LGN-topyramidal synaptic weight is small; nevertheless, the pyramidal neurons discharge strongly because of the current contributed by the connections between the pyramidal neurons. However, the LGN current is not the input signal being amplified by the network of pyramidal neurons. Instead, the total input signal to the pyramidal neurons is the LGN input current minus the total inhibitory current contributed by all smooth neurons: the net input current. This current is shown together with the LGN current in Figure 5b , for the same stimulus as Figure 5a . Initially, the net input current is positive because in the preferred direction the LGN current precedes the inhibitory current. Then, the inhibitory current becomes larger than the LGN's, so the net current becomes negative. Eventually, the inhibitory current decays, as the stimulus leaves the receptive field of the inhibitory neurons. The real amplification factor achieved by the canonical microcircuit is much larger than suggested in Figure 5a : it is about 4.7 in Figure 5b .
Finally, because of the weak geniculate input that only requires relatively little inhibition to suppress it below the firing threshold, pyramidal cells in the canonical amplifier show a maximal increase in their somatic input conductance of 60% Shown is the percent change in somatic input conductance as a function of time for a direction-selective pyramidal neuron during stimulation by a bar moving in the null direction. The input conductance is computed as discussed in the text. a, Cortical amplifier model: the small excitatory input from the LGN afferents is "vetoed" by a small inhibitory input, requiring only a moderate conductance increase. b, A much larger conductance increase is required in the feedforward model (with purely nonlagged input) due to the large LGN-mediated excitation. c, Estimated conductance change in a layer 6 pyramidal cell in the anesthetized cat in the absence of a visual stimulus (Control) and during null direction stimulation (Test; Douglas et al., 1988) ; %g,, is estimated from the decrement in membrane voltage evoked by hyperpolarizing current pulses (20-30 msec, 0.145 nA). No significant conductance change occurs (the significance level is 25% of baseline.) (Fig. 6~) . In contrast, the feedforward network's conductance increased by over three times the baseline (Fig. 6b ).
Contrast dependence of response and directionality For the cortical amplifier model, the contrast-response curve of pyramidal neurons in the preferred direction in response to a moving sinusoidal grating (Fig. 7b) has a threshold close to 0% contrast and is quite linear on a log-log scale with a slope of 0.62 (decade Hz/decade % contrast). Although physiologically there is much variability (Albrecht and Hamilton, 1982) , these characteristics are consistent with physiological data (Dean, 1981; Holub and Morton-Gibson, 1981; Tolhurst et al., 1981a; Albrecht and Hamilton, 1982; Ohzawa et al., 1982; Albrecht and Geisler, 1991) . The feed-forward case's contrast-response function is quite similar to that of the cortical amplifier, despite small differences in threshold. The LGN contrast-response curve compares well with physiological data (Shapley and Perry, 1986; Saul and Humphrey, 1990) . The strength of the cortical amplifier's response decreases dramatically when the excitatory cortico-cortical connections are removed (Fig. 7h) , demonstrating the extent to which they amplify the geniculate input. The model pyramidal neurons respond very little in the null direction, and the direction index is between 80 and 100% for most contrast values (Fig. 7e) . The invariance of the direction index over a broad range of contrast is characteristic of visual cortical neurons ( Fig. 7e ; Dean, 1980; Li and Creutzfeldt, 1984; Orban, 1984; Tolhurst and Dean, 1991) . Over 20% of area 17 neurons (and in particular, area 17 simple cells) have direction indices at the optimal velocity between 80 and 100% (Albus, 1980; Berman et al., 1987; Gizzi et al., 1990; Reid et al., 1991; Tolhurst and Dean, 1991; DeAngelis et al., 1993; .
Velocity dependence of response and directionality A strong test of any model of direction-selective cells in area 17 is whether model neurons are velocity low-pass, as are 63% of area 17 cortical neurons ( Fig. 8e ; Orban et al., 1981a; Orban, 1984) . These neurons respond very well to low velocities and little to velocities above 20"/sec. This property does not originate from LGN neurons, which have tuned, band-pass velocity-response curves with strong responses at high velocities ( Fig. 8b ; Dreher and Sanderson, 1973; Lee and Willshaw, 1978; Frishman et al., 1983; Orban et al., 1985; Gulyas et al., 1990) . A further test is the extent to which direction selectivity persists over a wide range of velocities; indeed, velocity low-pass cells usually have a flat DI-velocity relationship (Orban et al., 1981b; Orban, 1984; Fig. Sf) .
Model LGN neurons have physiologically plausible velocityresponse curves (Fig. 8a) , and the feedforward model's dependence on velocity (Fig. 8d) is similar, with the addition of a threshold, further reducing the peak response at low velocities.
In contrast, the cortical amplifier's velocity tuning curve (Fig.  8~) is qualitatively similar to area 17 velocity low-pass neurons. In particular, its response drops off by only 35% of the maximum response (70 Hz) at very low velocities. The response at the lowest velocity tested (0.33"/sec) is much larger than that at the highest velocity (40"/sec). A remaining discrepancy is that for our cells, the cutoff at high velocities is above area 17 neurons, but similar to that of the geniculate input.
Similar to velocity low-pass neurons, the cortical amplifier model's dependence of direction index (DI) on velocity is relatively flat over two orders of magnitude (Fig. 8c) , reflecting the small response in the null direction at all velocities; this invariance depends on two varieties of GABA mediated inhibition, as explained in the following section. The Mean Direction Index (MDI) is 76%, indicating that the cell is direction-selective in Orban's (1984) nomenclature, rather than direction asymmetric. At high velocities, direction selectivity is less strong, which parallels physiological data showing that a majority of cortical neurons having a direction preference that is stable with temporal Figure   8 . Velocity-response curves. Shown is the peak firing rate for a 70% contrast bar as a function of its velocity at different stages in our model, compared to physiological data. a, LGN model peak response given by the Victor (1987) model. b, Peak response of X geniculate cells in the adult, anesthetized cat (Frishman et al., 1983) . The following two panels show the peak response in the preferred (P) and null direction (M') of motion as well as the direction index [DZ = (P -NP)/P; Eq. 51 for pyramidal neurons in the cortical amplifier (c) or in the feedforward model (4. Both feedforward and cortical amplifier models are direction selective over two orders of magnitude of speed. e, Representative examples of velocity-response curves from velocity in low-pass cells in cat visual cortex (Orban, 1984, Fig. 8/5C ). J Examples of flat velocity-direction index (velocity-DI) curves from recordings in the adult cat (Orban, 1984 , Fig. 8/l 1A) Note that by convention the DI is negative if the preferred direction has a downward component. 
GABA blocking experiments
In the model, GABA, receptors give rise to short-latency, transient inhibition; in contrast, GABA, is associated with longlatency, prolonged inhibition (see Table 1 ). Paralleling these difference in dynamics, GABA, and GABA, are responsible for model direction selectivity at different velocities. At low velocities, there is a large time difference in the onset of the LGN input to smooth and pyramidal neurons, and GABA, mediates the inhibition that vetoes the response in the null direction. At high velocities, the difference in time of onset is small, requiring short-latency GABA, inhibition for direction selectivity. Therefore, the model can be used to make specific predictions about the effect of blocking GABA, or GABA, or both. Figure 9 illustrates how the cortical amplifier's velocity-response and DI curves transform under partial or complete block of inhibition, as in physiological experiments involving iontophoresis of antagonists (see, for instance, Sillito, 1977) .
In the null direction, blocking GABA, receptors increases the response dramatically at high velocities, thereby abolishing direction selectivity (Fig. SC) . It has little effect at low velocities. Conversely, blocking GABA, receptors strongly increases the null response at low velocities-eliminating direction selectivity here-but very little at high velocities. As expected, blocking both varieties of inhibition abolishes direction selectivity at all velocities. These results can be contrasted with the outcome of physiological experiments, where direction selectivity diminishes strongly or disappears under GABA, blockade (Sillito, 1975, Figure 9 . Blocking inhibition and direction selectivity. The first two panels show the peak firing rate for a 70% contrast bar as a function of velocity for motion in the preferred (a) and in the null direction (b) . The N curve indicates the normal response for the cortical amplifier. The peak firing rate increases when fast "shunting" GABA, inhibition is blocked (curve A). Removing only slow hyperpolarizing GA-BA, inhibition leads to curve B, while curve AB is obtained in the absence of any inhibition. The associated progressive loss in direction selectivity is document for the pyramidal cells in c. Blocking fast GABA, inhibition leads primarily to a loss of DI at high speeds, while the blockade of GABA, inhibition primarily affects DI at low speeds. In these simulated experiments, inhibition to all cells was eliminated. In d we demonstrate the effect of blocking both GABA, and GABA, inhibition to a single pyramidal cell. Such an experiment was carried out by Nelson et al. (1994) using GABA blockers intracellularly. DI was assessed with a 70% contrast bar. The average DI for all 40 pyramidal cells in the normal case (solid boxes) is 108% + 2%. When blocking inhibition to a single pyramidal cell only, DI in that cell is reduced to 68% 5 8% (dushed boxes; here carried out for each pyramidal cell in the network).
1977; Wolf et al., 1986 ) but does not appear to be reduced by GABA, blockade (Baumfalk and Albus, 1988) .
In the preferred direction, blocking GABA, results in a velocity-response curve that is velocity broadband (for the definition of velocity broadband see Orban, 1984) and quite similar to the LGN model's curve (Fig. 8a ), except at low velocities. In particular, the response at velocities higher than 20"/sec is large, as in LGN neurons and unlike area 17 velocity low-pass neurons. GABA, feedforward inhibition is responsible for the upper velocity cutoff.
A variant of that experiment is to block both GABA, and GABA, receptors onto a single pyramidal cell and to measure direction selectivity in that particular neuron before and after the block. Such an experiment can be repeated for each neuron in the cortical amplifier in turn, and the results plotted as histograms of the distribution of direction selectivity indices before and after blockade (Fig. 9d) . The response measure used in this case was the average number of spikes while the stimulus is in the neuron's receptive field; the neurons' firing rate was depressed below the spontaneous level in the null direction, resulting in direction selectivity indices larger than 100% for all neurons. Blocking inhibition in a single neuron gives strikingly different results from blocking inhibition in all neurons. Direction selectivity diminishes but is by no means abolished; similar results were obtained experimentally .
The cortical amplifier model maintains direction selectivity down to velocities as low as 0.33"lsec (see Fig. S ), in agreement with physiological data (Orban, 1984; Duysens et al., 1987; Saul and Humphrey, 1992a) . There is a direct numerical relationship between this low velocity limit and the duration of GABA, inhibition. For motion at low velocities in the null direction, there is a time interval when the bar has left the smooth neurons' receptive field but is still stimulating the pyramidal neurons; since the spatial displacement is 5', this interval lasts 250 msec at 0.33"lsec, approximately equal to the duration of GABA, synaptic conductance changes in the model; larger spatial displacements or lower velocities would imply a loss of direction selectivity. In the model, the ratio of the spatial displacement and GABA,'s time constant will determine the lowest velocity for which direction selectivity is still observed.
In addition to its role in direction selectivity, inhibition has a strong influence on the contrast-response curve, too. Figure 10 compares the response to contrast when blocking both GABA, and GABA, to the regular case (as in Fig. 7b ). The initial gain of the contrast-response curve is very much increased by blockade. Although saturation still occurs under blockade, the model neurons discharge at far higher rates for saturating contrasts.
Linearity to superposition Ferster and his colleagues (Jagadeesh et al., 1993) carried out an elegant set of intracellular experiments in direction-selective simple cells. After removing action potentials from individual voltage traces with a median filter, they showed that the (somatic) membrane potential signal evoked by a drifting sinusoidal grating can be predicted from the linear sum of responses to stationary contrast reversal gratings at several spatial phases, seemingly implying a simple linear feedforward model of direction-selective simple cells.
The Jagadeesh et al. (1993) linearity test is based on expressing drifting sinusoidal gratings as sums of eight stationary contrast-reversal gratings at specific spatial and temporal phases. With w the temporal frequency of the grating and k its spatial frequency, simple trigonometry implies sin(kx t ot) kr + n? 8
Let R(x) denote the neuron's somatic membrane potential in response to a stimulus X. If the cell's response is linear (according to Eq. 7) the response to a drifting grating can be predicted from responses to stationary gratings. The predicted response can be calculated from the equation tkR[sin(/cx + af).sin(ol + t T nf)].
The validity of this superposition property for the feedforward and cortical amplifier models was assessed by comparing the response predicted from stationary gratings to the actual response to drifting gratings. In our simulations, the average somatic potential (computed after removing action potentials via the same median filter as the one used by Jagadeesh et al., 1993) in the preferred and null directions could be predicted with an accuracy comparable to the experimental results (Fig. 11) . There was no need to adjust any parameters specifically to obtain the fit. For the cortical amplifier, this result is surprising in view of the importance of amplification for the model's functioning.
The preferred direction of motion as well as the direction index measured from the modulations of the intracellular somatic membrane potential (see Materials and Methods) could be predicted from the responses to the stationary gratings. The actual indices were 43.5% and 33.3% for the cortical amplifier and feedforward models, respectively, while the predicted indices were 66.0% and 39.4%. The direction index measured intracellularly (using the peak-to-peak amplitude of the modulation) was much smaller than the direction index measured from the peak firing rate in both cortical amplifier (43.5% vs 93.2%) and feedforward models (33.3% vs 97.4%), as has been observed in cat visual cortex (Jagadeesh et al., 1993) .
Since there are many nonlinearities in the cortical amplifier, an explanation of why that model passes the superposition test requires detailed analysis (Suarez, 1995b) . We will give here only a brief overview of the argument. The first main nonlinear operation present in both feedforward and cortical amplifier models is half-wave rectification in the LGN neurons. It results in a LGN current to the pyramidal neurons that is half-wave rectified instead of being a full sinusoid as in a linear system. Inhibitory currents to the pyramidal neurons are also half-wave rectified. The end result is that the waveform of the total current to pyramidal neurons has many higher-order Fourier components, for the responses to both moving sine wave gratings and stationary, contrast-reversal sine wave gratings. These nonlinear components in the responses could prevent linear superposition. However, many such waveforms, shifted in time, are summed before obtaining the current that is responsible for the potential shown in Figure 11 . For the sum of stationary contrast reversal gratings, the responses to several gratings with different spatial and temporal phases are summed. In that sum, Fourier components in the waveforms that are higher than first order will mostly cancel out. For the moving gratings, on the other hand, there is no explicit summation; however, the inputs to the pyramidal and smooth neurons originate from geniculate neurons at five spatial positions. The waveform of the total LGN current to both pyramidal and smooth neurons is effectively the sum of five waveforms corresponding each to current from LGN neurons at one spatial position. Again, the resulting waveform is highly sinusoidal. Thus, superposition holds. A suitable arrangements of ON and OFF subfields-which we did not implement here- 2 mvL 100 ms could possibly also contribute towards linearity in a feedforward network. The second main nonlinear operation is unique to the cortical amplifier and originates from excitatory cortico-cortical connections. These connections amplify the sinusoidal geniculate input current to the pyramidal neurons only in its positive phase, when the pyramidal neurons are discharging. This nonlinear amplification should result in an asymmetric sinusoid with a much larger positive phase, and should therefore disrupt the superposition test. However, in its positive phase, the LGN current by itself already brings the pyramidal neurons to threshold (otherwise there would be no action potentials and no amplification through excitatory cortico-cortical connections). Since the pyramidal neurons are already at threshold, this excitatory co&co-cortical current goes into producing additional spikes at the cell body (that acts like a current sink; Bernander et al., 1994) , rather than further depolarizing the cell body. These spikes are then stripped out by the median filter. Thus, the feedback current does not influence much the average transmembrane potential, ensuring that the superposition test holds (in real cells, the voltage threshold rises during a quick burst of spikes, explaining why the membrane potential after the spike stripping has a round appearance at the top of the voltage excursion; see Fig. 1 lf; in our simple model cells, the voltage threshold remains constant, accounting for the flat "tops" in Fig. 11~) . This mechanism can be tested experimentally through blockade of the spiking mechanism in one cell using pharmacological agents.
In summary, nonlinearities in both feedforward and cortical amplifier models originating from half-wave rectification of LGN inputs cancel because of spatial summation in the cortical neurons and spatio-temporal summation through the superposition test. Nonlinearities originating from amplification in the positive phase of the input current to the pyramids are mitigated by current sinking during spike production.
Analysis of a simpl$ed cortical amphjier model
The detailed biophysical model is not analytically tractable, because it is based on a high dimensional system of coupled, nonlinear partial differential equations. Nevertheless, it is possible to gain some qualitative insight into the cortical amplifier model's behavior through analysis of reduced models.
When a constant current is injected into the soma of a single pyramidal cell, the neuron responds with a stream of action potentials. The relationship between the current's amplitude Z and the resulting spiking frequency is known as the current-discharge curve, F,(Z). Initially during stimulation, this curve is steep. However, due to the inflow of calcium, causing activation of a calcium-dependent potassium current and adaptation of the firing frequency, the slope is later much reduced. The time constant of this adaptation is 15-50 msec (Ahmed et al., 1995) . The Firing rate (spikeshec) Figure 12 . Steady-state relationships in the cortical amplifier. We illustrate two steady-state relationships for pyramidal neurons in the cortical amplifier model, obtained by injecting constant current pulses into the pyramidal neurons only (in the absence of inhibition or geniculate input). a illustrates single cell properties: Z, (dashed line), and the adapted (A) and unadapted (UA) current-discharge curves F;(r). All curves have been shifted, with zero current corresponding to the current threshold (rhreobase). The behavior of the excitatory feedback network is characterized in b by the firing rate gain G(f), defined as the ratio of the pyramids maintained firing rate in the cortical amplifier to the pyramidal cell's firing rate f, in the absence of any recurrent connections, as a function off,. Note that amplification is very high at low input values, but then rapidly decreases to around 2.
unadapted and adapted current-discharge relations of a typical model pyramidal cell are shown in Figure 12~ . The slope of the adapted curve is 112 HzZnA for the first nA of input current. The F, function is not strictly linear because of refractoriness and other nonlinearities, but for the qualitative purposes of the following discussion, the F, curve can be considered linear. For the moment, let us ignore adaptation, although it is important for fully understanding the dynamics of the network. At the heart of the Canonical Microcircuit is massive, recurrent excitatory feedback, characterized by Z,, the function relating the input frequency of all excitatory, cortico-cortical synaptic inputs to a pyramidal cell (all assumed to fire at the same constant, frequency) to the maintained current flowing from these synapses into the soma. Z,, is estimated indirectly: a certain constant current is injected into the soma of all pyramidal neurons connected in the cortical amplifier configuration (in the absence of any inhibition), and their maintained firing rate is noted. The total current producing that firing rate is estimated from the adapted current-discharge curve, and the injected current is substracted from the total current to yield the contribution from recurrent excitatory connections. It is sometimes more convenient to display the inverse of Z,, (Fig. 12a) .
The discharge frequency of the pyramidal cells at equilibrium is defined implicitly by the requirement that the current-discharge curve, applied to the sum of the input current Z,, (delivered to all pyramidal neurons either by the LGN or via an intracellular electrode) and the recurrent current must be equal to the discharge frequency. In other words, the discharge rate f must satisfy (see also Fig. 13 ):
This equation is difficult to solve analytically because of the nonlinearities present in F, and I,,. Since we seek to isolate the central mechanism underlying the behavior of the cortical amplifier in order to understand its operation, let us assume that both functions are linear:
and L,(f) = ke,.K
From Equation 9, the pyramidal neuron discharge rate at equilibrium is now (12) where OL = k,,k,, is the product of the slope of the F, curve and the inverse of the Z,, curve (Fig. 12~) . Since the firing frequency must be positive, (Y < 1. In addition, linearization implies that the steady-state firing rate is linear in the input current. In our network, this holds only approximately.
An important steady-state function is thejring rate gain G(f). It is given by the pyramidal neuron's maintained firing rate for the cortical amplifier divided by the pyramid firing rate in the absence of any excitatory cortico-cortical connections and is expressed as a function of firing rate in the absence of excitatory cortico-cortical connections. G(f) measures the effectiveness of the recurrent connections in driving the pyramidal neurons, relative to the LGN input.
In the linear approximation, the firing frequency in the absence of recurrent connections is given by Equation 10, resulting in a firing rate gain: G(f) = $-. The cortical amplifier's behavior is qualitatively similar, although its gain is not independent of the firing frequency (Fig.  12b) . At low firing rates, the gain G(f) is large, because the slope of the adapted F, and the inverse of the Z,, curve are very nearly identical, implying that (Y is close to 1. For larger inputs, the slopes of the two curves diverge (Fig. 12b) and the gain of (a) Figure 13 .
Determining the steady-state discharge frequency. We represent here schematically the relations that determine the steady-state discharge frequency of pyramidal neurons in the cortical amplifier model. a, For a given input current I,, (vertical arrow), steady-state occurs at the firing rate (horizontal arrow) for which the horizontal separation between the two curves I, and F, is equal to I,,. In the absence of excitatory feedback, the firing rate is lower (follow the vertical arrow up to the f axis). As the difference between the slopes of these two curves goes to zero, the gain of the circuit, G(f), as a function of the firing frequency diverges (a --jr 1; see Eq. 13). b, If FL is steeper, it may intersect I,,. In that case, there may be sustained discharge in the absence of any input, at the firing rate indicated by the horizontal arrow. In particular, even if the network initially does not fire, any small input will cause it to reach that high sustained firing rate; even if the input is then withdrawn, it will maintain the high discharge frequency (hysteretic mode). the cortical amplifier decreases as a consequence. The gain G(f) can be increased by adjusting (Y, in particular by increasing the amplitude of the excitatory cortico-cortical synapses (see also Fig. 13) .
Despite strong positive feedback in the network, it has no trouble turning off once the LGN input returns to the resting level. The explanation lies in Equation 12. As long as the input current is smaller than the neuron's threshold, the pyramidal neurons do not fire. Note that that equation is only valid if OL = k,,k,, is less than 1. This can be understood graphically by looking at Figure 13 . The upper panel shows that the steady-state pyramidal neuron firing rate is the firing rate for which the horizontal separation between the two curves Z,, and F, is equal to Z,, (a graphical interpretation of Eq. 9). If that factor is larger than 1 the network will in general not turn off (Fig. 13b) . This hysteretic mode of operation is discussed in detail in Suarez (1995) .
Analysis of the velocity-response curve
The feedback excitatory connections in the cortical amplifier model result in a response that decreases much less at low velocities than the LGN model's (Fig. 8) . Furthermore, the response at high velocities (lO"/sec and above) is much diminished compared to the LGN neurons. Moving bars are transient stimuli, and these transformations are related to whether the network reaches equilibrium for bar stimulus with a given velocity, which depends in turn on the duration of the stimulus compared to the network's time constant. Using the linear approximation (Eqs. 10 and 11) and neglecting the membrane time constant, the system can be described by the following differential equation (Suarez, 1995) :
where rsyn is the decay time constant for the excitatory synaptic conductance change (20 msec), GLP the normalized weight of the thalamocortical connection, and & the combined LGN and inhibitory input. The pyramid firing rate f settles to steady-state with a certain time constant, the network's time constant T,,, = 7,J(l -0~). In conditions where there is amplification of the input, that is, when cx is slightly smaller than 1, the network's time constant becomes much larger than T,~". This very long time constant could, in principle, explain the enhanced response of the cortical amplifier at low velocities, as in Maex and Orban (1992) . However, Figure 14a shows that for a constant current injection lasting 25 msec, the network already reaches the firing rate that it will eventually settle to (after adaptation is complete) if the input were sustained. In other words, for a stimulus duration of 25 msec or more, the network's amplification, measured from its peak firing rate at that velocity, would be the same as for a sustained stimulus. We can therefore assume-for the purposes of the velocity-response curve-that 7 net = 25 msec, close to 7syn. This short network time constant originates in the calcium-dependent adaptation in the pyramidal neurons. Indeed, the slope of the unadapted F, is substantially larger than that of the adapted F, (see Fig. 12a ), so that initially cx is larger than 1 (Eq. 12). This results in faster growth of the firing rate during the initial portion of stimulus presentation, resulting in the short time constant demonstrated in Figure 14a .
This initial time constant is too short to account for the sharp decrease in amplification between low velocities and a velocity of, say, 5'lsec. Figure 14b plots the velocity-response curve obtained when the cortical amplifier's excitatory cortico-cortical connections were removed. The overall shape is very similar to the LGN's velocity-response curve after scaling and thresholding. The response at low velocities is very small. However, as can be seen in Figure 12b , the firing rate gain G(f) is much larger for small input firing rates than for large ones. Consequently, the LGN input is more strongly amplified at low than at high velocities.
This argument can be made more quantitative. We multiplied the firing rates in the absence of excitatory feedback as a function of velocity (Fig. 14b) with G(f) (Fig. 12b) . This simple Figure 14 . Explaining the cortical amplifier's velocity-response curve. a, For a constant current injection of 0.1 nA into all pyramidal neurons, peak firing rate as a function of the duration of the stimulus. The inset shows the pyramidal firing rate as a function of time for a sustained current injection. For 0.1 nA, the steady-state firing rate is 48 Hz; this firing rate is reached already in 25 msec, so in that sense the time constant of the system T,,, is 25 msec. Notice that due to adaptation, the maintained firing rate of the system is lower than its peak firing rate. b, Velocityresponse curve obtained in the preferred direction when all recurrent synapses have been removed (continuous), compared to the LGN's velocity-response curve (dashed, see also (Fig. 14~) is remarkably accurate at Y/set and lower velocities, explaining the strong responses to low speeds, despite changes by a factor of two in the geniculate firing rate between 0.33"lsec and S'lsec.
At speeds of lO"/sec and above, the actual amplification is much lower than predicted (Fig. 14~) . This reduction arises because the stimulus duration diminishes with velocity, and at some point is too short to allow buildup of excitation in the network.
It is important to realize that stimulus duration is not the same as the dwell time of the stimulus within the center portion of a LGN cell. Because LGN inputs to the pyramidal and smooth neurons overlap spatially, inhibition in the preferred direction arises from the smooth neurons while there is still LGN input to the pyramidal neurons. Therefore, the stimulus duration needs to be estimated from the difference between the excitatory geniculate and total inhibitory currents, called net input current. Figure 14d represents the net input current to a pyramidal neuron for a bar moving at 2'/sec in the preferred direction. At rest, the LGN background activity is responsible for some positive net input current (about 0.02 nA). As the stimulus enters the surround of the LGN neurons, their spontaneous response is inhibited, reducing the net input current to zero. When the stimulus enters the center portion of the LGN neurons, the net current quickly increases to about 0.075 nA. As the LGN input fields of the smooth neurons overlap with those of the pyramidal neurons, inhibitory current from the smooth neurons quickly reduces the net current to -0.08 nA. Subsequently, the net current first increases due to rebound when the stimulus leaves the pyramids' surround, then goes negative with rebound from the smooth neurons' surround, before reverting to its spontaneous background value. Stimulus duration can be estimated from the largest positive phase of the net input current trace, and is on the order of 50-100 msec. Since the stimulus duration is inversely proportional to velocity, at lO"/sec the duration is lo-20 msec, which is slightly less than the system's 25 msec time constant. This explains the reduced amplification at high velocities.
In summary, two processes are responsible for transforming the LGN's velocity-response curve into the cortical amplifier's. First, in contrast with Maex and Orban (1992) , the elevated response at low velocities does not originate in the network's time constant being lengthened by the excitatory feedback; instead, it is due to nonlinear amplification that is larger at low than at high LGN inputs. Secondly, the upper cutoff velocity is determined by the duration of the positive phase of the net input current and by the network's time constant, which in this case is only about 25 msec, due to calcium-dependent adaptation.
Discussion
The canonical microcircuit is the embodiment of compelling anatomical observations showing massive excitatory corticocortical feedback connections among spiny stellate and pyramidal cells in mammalian visual cortex (Berman et al., 1992; Peters and Payne, 1993; Ahmed et al., 1994; Peters et al., 1994) . Physiological support derives primarily from intracellular recordings in response to electrical pulse stimulation of cortical afferents and from pharmacological blockade experiments (Grieve and Sillito, 1991) . The role of the present article is to examine how a reduced version of the canonical microcircuit, encompassing the crucial, excitatory, cortico-cortical feedback, operates within the context of a realistic simulation of the dynamics of a small set of cortical neurons.
Assumptions and limitations
These simulations involve numerical solutions to a large number (about 1000) of coupled partial differential equations, with a sizable fraction thereof nonlinear, including about 140 cellular and network parameters. This forced us to adopt a number of simplifying assumptions, as discussed in detail at the beginning of Materials and Methods.
Both morphology and physiology of our model neurons were derived from experimentally recorded neurons. Nevertheless, these neurons were extensively simplified and are quite impoverished compared to real neurons, in order to remain within the practical limitations of large scale digital simulations (Wilson and Bower, 1989; Bush and Sejnowski, 1993) . In particular, model cells only had three or four compartments and we omitted for now any voltage-dependent synaptic transmission in our network.
Because of these practical limitations, we could not evaluate in general the sensitivity of the model to changes in individual parameters. Thus, our simulations should be taken as evidence a plausible network of spiking neurons can reproduce many aspects of the known phenomenology of simple cells in the adult cat striate cortex. Despite these limitations, it suggests a number of interesting experiments and allows us to understand how such networks could operate. This is the principal reason why we discussed the "linearized" model, since it allows us to identify CX, the product of the slope of the F, and the I,, curve, as the critical parameter governing the amplification properties of the network. Stability of the linear model requires cx < 1 (see Eq. 13). This implies that the synaptic weight controlling the strength of the cortico-cortical feedback strongly affects the slope of the contrast-response curve.
We modeled a patch of cortex as if it were a small group of direction-selective neurons that are fully interconnected with each other and that are not connected to any neurons outside the group. From what we know about the weak columnar organization of direction selectivity (Payne et al., 1980; Tolhurst et al., 1981b; Berman et al., 1987) and the high divergence and convergence of cortical networks, including long-range connections (Gilbert and Wiesel, 1983; Martin, 1984; Martin and Somogyi, 1985; Gabbott et al., 1987; White, 1989; Braitenberg and Schiiz, 1991; Ahmed et al., 1994) , these assumptions are unlikely to be true. However, they represent a valid starting point for grasping the cortical network's function. Also, neurons with similar response properties are likely to be more strongly connected, due to Hebbian mechanisms operating in cortex (Miller, 1992; Bliss and Collingridge, 1993) .
Our network operates in a domain called mean-field by physicists. In particular, the spikes are temporally dispersed and the network does not rely on the exact temporal alignment of spikes (unlike many of the networks studying temporal synchrony). Spike firing is correlated (see the raster plots in Fig. 4a ) but not at a fine, l-10 msec level. This allows us to use relatively slow excitatory, cortico-cortical synapses (see Table 1 ) and a small number of neurons. Faster cortico-cortical synapses would require the use of many more neurons in order to obtain realistic postsynaptic currents with the observed variability. While this is not an issue for cortex, it is an issue for our numerical simulations. We can make the cortico-cortical input considerably slower without changing any of our conclusions.
In order to facilitate our numerical simulations, the smooth neurons received only feedforward input, thereby rendering them insensitive to the direction of motion. Identified smooth (basket) cells in visual cortex are known to share direction selectivity and other receptive field properties with their excitatory neighbors (Martin et al., 1983) . Simulations with a much simplified single neuron model (having continuous firing rate output instead of discrete action potentials) that could be simulated substantially faster, showed that suitable response characteristics can be obtained in the presence of these connections, including physiological contrast-response, velocity-response, DI-contrast, and DI-velocity curves. Furthermore, the smooth neurons now showed direction preference.
We also left out a number of other phenomena that could contribute towards direction selectivity; in particular the effect of lagged and nonlagged geniculate input on direction selectivity (Mastronarde, 1987; Humphrey, 1990, 1992b; Emerson et al., 1992) as well as OFF as well as ON inputs. We plan to investigate these in our future work.
Basic mode of operation The results described above support the idea that massive, cortical feedback is a crucial part of normal cortical operations. As argued previously (Douglas et al., 1988) , the classical Barlow and Levick, feedforward model of direction selectivity requires large conductance changes in the null direction, greater than 100% (Fig. 6b) . However, direct measurements of somatic input conductance in the null direction have only demonstrated surprisingly small conductance changes ( Fig. 6c ; Douglas et al., 1988 Pei et al., 1991; Ferster and Jagadeesh, 1992) . In our detailed simulations, we find that the canonical microcircuit shows relatively small changes in conductance (Fig. 6a) , confirming a previous report with much more simplified neurons .
The recurrent feedback acts as a current amplifier (Fig. 5) , enabling a comparatively weak geniculate input to be greatly amplified. In this view, DS arises through inhibition in the null direction combined with amplification of the signal in the preferred direction. Recurrent excitation together with feedforward inhibition realizes a selective cortical amplifier, which amplifies the direction-selective signal only. The result is strong DS at all contrasts and velocities for which there is a response.
This strong amplification does not prevent the cortical neurons from ceasing to respond once the visual input moves out of their receptive fields. Although slightly higher intracortical excitation would allow the network to function in a "hysteretic" mode of operation (Suarez, 1995;  Fig. 13b ), even then inhibition would prevent the network from firing in the absence of stimulus. In the present simulations, the role of inhibition is to bound the overall level of excitation, to control the gain of the contrastresponse curve and to impose direction selectivity.
The gain of the amplifier is controlled by cr; the closer (Y is to one, the larger the gain (Eq. 13). Graphically, in terms of Figure 12a , the closer the slope of the F, and the inverse of the recurrent current, I,,,, the larger the gain (see also Fig. 13 ). This could be exploited by a simple adaptation circuit, in which the network continuously adjust the shape of I,,, until a particular gain is achieved.
The cortical amplifier's unique characteristics are strikingly highlighted by the persistence of DS in a neuron despite blocking both the neuron's GABA, and GABA, receptors (Fig. 9d) . This is explained by noting that other cortical cells that retain their direction selectivity provide recurrent, excitatory connec-tions to the fiducial neuron. Firm experimental support for this result provides an argument in favor of the canonical microcircuit.
The model's DS is relatively invariant with contrast ( Fig. 7) , as observed experimentally (Dean, 1980; Li and Creutzfeldt, 1984; Orban, 1984; Tolhurst and Dean, 1991) . In the model, this invariance is dependent on a high enough setting of the smoothto-pyramidal GABA, and GABA, weights; but especially, it requires smooth neurons' thresholds that are low, to ensure inhibition in the null direction even at low contrasts.
Linearity
The cortical amplifier model includes many nonlinear elements; nevertheless it-like the feedforward model-behaves remarkably linearly to grating superposition (Fig. 11) . We conclude that the fact that simple cells in area 17 in the anesthetized cat obey this superposition test (Jagadeesh et al., 1993) does not allow us to distinguish between feedforward and feedback network configurations. This result challenges conventional interpretations that linearity to superposition reflects the fundamental linearity of neurons.
Aspects of this test favor linearity. In particular, the summation of the responses to eight stationary gratings leads to cancellation of these higher components, revealing a dominant linear, sinusoidal component. If, however, the responses to only two stationary gratings are summed, superposition is not nearly as good (Suarez, unpublished observations) .
The significance of these findings is also that linear summation contributes in our model to direction selectivity to sine gratings, in agreement with physiological data (Reid et al., 1987 (Reid et al., , 1991 Albrecht and Geisler, 1991; DeAngelis et al., 1993; .
Velocity dependence Most area 17 cortical neurons are low-pass in velocity and temporal frequency. This behavior must be generated in cortex, since geniculate neurons show very different response properties (Dreher and Sanderson, 1973; Ikeda and Wright, 1975; Lee and Willshaw, 1978; Movshon et al., 1978; Derrington and Fuchs, 1979; Orban et al., 1981a Orban et al., , 1985 Orban et al., , 1986 Frishman et al., 1983; Gulyas et al., 1990; Maex and Orban, 1992; Saul and Humphrey, 1992a) . Moreover the membrane time constant of cortical neurons is too short to provide this low-pass filtering in a feedforward model (Wiirgotter and Holt, 1991) .
We confirm the validity of this argument, since the feedforward model's velocity-response is far from being low-pass (Fig.  8) . In addition, we propose a specific mechanism for the strong response at low velocities, based on our simulations of the canonical microcircuit. As shown in Results, the recurrent feedback connections have a far larger gain G(f) at low than at high inputs (Fig. 12b) . This nonlinear amplification is responsible for the strength of the model's response at low velocities, rather than a very long network time constant as in Maex and Orban (1992) . The response at very low velocities depends much more on feedback strength than the response at higher velocities. A prediction is that in experiments that reduce the amount of excitatory cortical feedback to a neuron, such as that done by Grieve and Sillito (1991) , should affect neuronal responses preferentially at low velocities, and the velocity-response curve might no longer be low-pass in character.
GABA, feedforward inhibition is responsible for the velocity upper cutoff (Fig. 9) by shortening the stimulus duration at velocities above 20"lsec, leading to a weak response despite the strong LGN input. That inhibition is responsible for the absence of response at high velocities has been hypothesized before (Goodwin and Henry, 1978; Duysens et al., 1985b) . As in experimental observations (Duysens et al., 1985a) , inhibition overlaps spatially with excitation in the model. However, the cut-off at high-velocities in our model neurons is by a factor of two above that reported in real cells. The reason for this are complex. We eliminated this high cut-off in an earlier, numerically even more complex network model by introducing pair-pulse depression for all GABA synapses, which allowed us to increase the weight of the inhibition to the pyramidal neurons while keeping the input conductance change small in the null direction, thus making inhibition stronger at high velocities (Fig. 4 in Suarez et al., 1992 ).
In our model, DS persists down to low velocities (0.33"/sec here), as observed physiologically (Orban et al., 1981b; Orban, 1984; Duysens et al., 1987; Saul and Humphrey, 1992a) . The model predicts that the ratio of the optimal spatial displacement for DS (Baker and Cynader, 1986) and the GABA,'s time constant should be approximately equal to the lowest direction-selective velocity. The optimal spatial displacement for DS corresponds approximately to the spatial displacement between pyramidal and smooth neurons (5'), a small fraction of the Gabor wavelength of a pyramidal neuron's receptive field profile (24'; see Suarez, 1995) , as found in cortical neurons by Baker and Cynader (1986) .
DS is relatively independent of velocity in velocity low-pass direction-selective neurons (Orban et al., 1981b; Duysens et al., 1987 ). In our model, rapid-onset inhibition mediated by GABA, contributes to DS above 2"/sec, while persistent inhibition mediated by GABA, is exclusively responsible for DS at lower velocities (Fig. 9) . Indeed, these differential roles of GABA, and GABA, in DS lead to specific model predictions. In past experiments (Sillito, 1975 (Sillito, , 1977 Baumfalk and Albus, 1988) , the influence of velocity has not been tested.
Conclusions
From the early days of Hubel and Wiesel (1962) until today (e.g., Carandini and Heeger, 1994) , it has always been assumed that geniculate input provides the dominant excitatory drive to striate cortex. From an anatomical point of view, given the small number of geniculate synapses on spiny stellate cells, it could be argued that the geniculate input only provides a minor fraction of the excitatory input, the majority originating in neighboring and recurrently connected cortical cells. As we have shown here, such a network can reproduce a host of experimental results pertaining to direction-selective cortical simple cells. Furthermore, our model makes specific predictions that can be tested using current experimental techniques.
Our efforts represent but a starting point for explaining other receptive field properties of visual neurons, such as their orientation, disparity tuning, spatial or spatio-temporal separability, within the framework of massive recurrent excitation. Furthermore, a similar network architecture could also be used to explain receptive field properties in other sensory cortical areas. The high degree of cortical interconnectivity raises the possibility that receptive field properties are much less determined by proper wiring of the incoming geniculate input than by collective computation in cortical networks. If true, this would imply that such static concepts as the "center of the receptive field" or the "optimal orientation" might be to a considerable extent depen-dent on the exact stimulus arrangement and behavioral state of the animal (Allman et al., 1985; Gulyas et al., 1987; Gilbert and Wiesel, 1990; Press et al., 1994; Sillito et al., 1994) .
