Introduction
This paper deals with the problem of 3-D mbotic visual tracking of targets whose motion consists of 3-D translational and rotational components. The visual tracking is accomplished through a camera mounted on the robot that computes the displacements of sevaal features that belong to the target These visual measurements are fed to an adaptive control algorithm that provides the inputs to a wtea'an robot control scheme after each measurement. Numerical issues related to the strong coupling of the rotational and translational degrees of freedom are treated in a way that guarantees tracking of the object. A single camera is used instead of a binocular system because one of our main objectives is to demonstrate that relatively unsophisticated offthe-self hardwase can be used to solve the 3-D tracking problem if the proper modeling and control issues are addressed.
The major differences of our algorithms from similar research efforts [1.2,3,4,5] axe the use of a single moving camera, the ability to compensate for inaccurate camera parameten and unknown depth (distance of the target with respect to the camera frame), the full 3-D tracking ability, the small number of parameters that estimated on-line, and the integration of the characterktics of the motion detection algorithm into the mathematical model for hacking. These differences allow the use of the proposed algorithms in poorly calibrated spaces or in spaces that are difficult to calibrate. such as underwater, space, end nuclear sites. This paper extends our previous work [6,7,8] in confrolled active vision by allowing tracking of full 3-D motion (translations and rotations) and by reducing the n u m k of parameters that should be estimated on-line. Experimental results are presented to show the strengths and the weaknesses of the proposed approach. The experiments are performed on the TROIKABOT multi-robotic system which operates under the CHIMERA Il d -t i m e operating system. The TROIKABOT system consists of three PUMAS60's. One PUMA carries the camera while another holds the target.
The organization of this paper is as follows: Section 2 describes the mathematical framework under which our problem is solved. The control, filtering, and estimation strategies are discussed in Section 3. The experimental results are presented in Section 4. Finally, in Section 5, the paper is summarized.
Modeling of the 3-D Robotic Visual Tracking Problem
This section describer the mathematid modeling of our problem. We assume a pinhole camera model with a frame R, placed at the focal point of the lens. Consider a target with a feature located at a point P with c o~r d i~t e s (X,, Y, , Z, ) in R, Moreover, the camera moves with a translational velocity T=(Zx,Ty.Tz)' and with an angular velocity R = (R, ,Ry , RJ' with respect to the camera frame R,. Since the camera and the target are moving simultaneously. we can write (using the approach described in [9]) the following equations for one feature point (d is a delay factor (d E ( 1,2. . . . I), f is the focal length of the camera, sa, s (LIC the dimensions (mmlpixel) of the camera's pixels, (x , y) 85e the image coordinates of the projection of the feature point P on the image plane, T is the sampling period, Q' is the backward shift operetor, and uo (k) and vo (k) are the components of the optical flow i n d u d at the time instant k by the motion of the object):
is the exogenous deterministic disturbances vector, and vF(k) = (vx (k) , vy ( k ) ) ' is the white noia vector.
The measurement vector yF (k) = b , (k) . yy ( k ) ) ' for this feature is given by:
where wF(k)=(wx(k), wY(k))' is a white noise vector (wF(k) -N(O,w>) and C,=I,.
The measurement vector is computed using the SSD algorithm which is described in [9].
One feature point is not enough to &emnine the control input vector U (k). The reason is that the numbex of system outputs is less than the number of control inputs. Thus, we are obliged to consider more points in our model. In d e r to solve for the control input that will be sent to the manipulator, it can be shown that at least three non-collinear feature points are needed. The reason for the non-wllindty rtqukement is investigated in [lo].
The statespace model for M (M 2 3) feature points can be written as:
I.
The superscript ( j ) denotes each one of the feature points 
where w (k) = (w;') (k) , wy") (k) , . . . where n (k) is the white noise vector. The new white noise vector n (k) comesponds to the measurement noise, to the modeling m, and to the noise introduced by inaccurate robot COnh'oL If we assume 
In the next section, we present the control and estimation techniques for the 3-D visual mcking problem.
Control and Estimation
The control objective is to move the manipulator in a such a way that the projections of the selected features on the image plane move to some desired positions or stay at their desired positions while the target is moving. This section examines the control strategies that realize this motion and the estimation scheme used to estimate the unknown parameters of the model. Some implementation issues arc also die Cussed.
Adaptive control techniques can be used for visual servoing around a moving object when the &pth of the object is not precisely known. Adaptive control techniques are. used for the recovery of the components of the translational and mtational velocity vectors, T(k) and R(k). nspectively, and are based on the estimated and not the actual values of the system's parameters. This approach is called cerkainty
. A large number of algorithms can be generated depending on which paramaer estimation scheme is used and which control law is chosen. The rest of this section is devoted to a detailed description of the control and estimation schemes.
Selection of an Efficient Control Law
Thc control objective is to track the motion of certain features of the and plaw their pmjedons on the image plane at some desired positions. The tracking of the features' projections is realized by an appropriate motion of the robotcamera system. A simple contml law c~l l be derived by the minimization of a cost function that includes the feature positional enor. the control signal, and the change in the contml mgnal:
The vector yo (k) represents the desired positions of the projwtions of the M (M 2 3) fcatum,s on the image plane. In our experiments, the vector y' (k) is known a priori and is constant over time. By placing weights on the contml signal, the change in the control signal, and the m r , we can choose. how much emphasis the controller is to place on minimizing each of the three quantities. Including the control signal and the change in the control signal in the cost function described by (8) causes the control input signal to be bounded and feasible. This is in agreement with the siructural and operational characteristics of the robotic system and the vision algorithm. A robotic system cannot track signals that command large changes in the features' image projections during the sampling interval T. In addition. our optical flow algorithm cannot detect displacements larger than 28 pixels per sampling interval T. The term Au'(k)L,b(k) of the cost function (8) introduces an integral t a m in the control law. This term is desirable since our mathe.matical model (3) has a detuministic disturbances component. One problem of the intFodudion of an integral term in the control law is the possible saturation of the control inputs. In order to compensate for this problem, one should turn off the integrator whenever a Saturation of the control inputs occurs.
The control law is derived from the minimization of the cost function If we want to include the noise of our model and the inaccuracy of the B (k) matrix in our control law, the control objective (8) becomes:
(10) where the symbol E { X ) denotes the expected value of the random variable X and Fk is the sigma algebra generated by the past measurements and the past control inputs up to time k. The new control law hx
where i (k) is the estimated value of the mahix B (k). The m-i# (k)
is dependent on the estimated values of the feah_lres' depth Zjb(k)
) and the cydinates of the fcatums' image projections. In particular, the mahix B (k) is defined as follows:
where id" (k) is:
In the experiments, the delay fador d is 2. so the control law (11) becomes:
Estimation of the Depth Related Parameters
The estimation of the depth (Z$) (k)) related parameters can be done in multiple ways. In this section. we present some of these algorithms. If the inverse of (sxZ!fi(k)/fi is defined as <!fi(k), then, equations (1) and (2) can be rewritten as:
where the vector n,$J) (k) is a gaussian noise vector with zero mean and N(fi (k) )), and B , $ ; (k), Bi? (k)
an given by:
By defining Au,'fi (k) and Au:fi (k) as Au/fi (k) = Bdfi (k) AT (k) and
(1 4)
The final transformation of equation (14) is done by using the vector Ay$fi(k) whichisdefinedas:
The new form of the equation (14) is:
( 1 5 
where s(j)(k) is a covariance scalar which corresponds to the white noise that characterizes the transition between the states, the superscript (-) denotes the pradicted value of a variable, and the superscript (+) denotes its updated value. The depth related parameter <,(fi(k) is a timevarying variable since the target moves in 3-D and the camera translates along its optical axis and rotates along the X and Y axis. The estimation scheme of equations (16)-(20) can compensate for the timevarying nature of <!fi (k) because it is designed under the assumption that the estimated variable undergoes a random change. One problem is to keep the covariance scalar p ( b (k) finite. Solutions for this can be found in [11] . In addition, we have implemented other estimation techniques which deal with time-varying panunctcrs [9] . In addition to the previous techniques, we propose the use of a m m a c c w form for the state update of <,(J)(k). This form is based on the equation (computational delays are included):
where U : ) (k) is defined as:
and AZAfi (k) is the change in depth induced by the motion of the target. It is assumed that U$) (k) does not change significantly between two time instances. The term U,$b(k) is created by the motion of the camera and is derived by an algebraic computation described in [9] . Equation (21) provides an appmximation of the change in the feature's depth Z:n(k) between two time instances given the feature's image CoordinatCE and the camera motion. This equation can be rewritten as:
Z,'fi(k) -2Z,("(k-I)-Z,'J'(k-2)+Az~'(k-d)-Az2'(k-d-l). (22)
By invexting the terms of the previous equation (22), the following equation is derived:
If we substitute the values of <jJ) (k) with their estimates, (23) will be transformed into:
The term +A'Z$I (k) is derived from A'Z$ (k) by substituting < ! I ' (k) with +<;h (k). In addition, equation (17) should be modified to incorporate the new equation for the updates of states. These estimation schemes n q u k the estimation of one parameter per feature-point and therefore, the real-time implementation of the estimation scheme is feasible. In addition, we have implemented an estimation scheme that computes two pammeters per feature point. This scheme is a variation of the previous estimation scheme and separately estimates the depth 
The subscript i denotes the X or Y direction. The estimation equations for each feature point are (i = 1 ,2):
+p)JI(k)=[ [-pjJI(k))-l+hi(k-d) (n:J'(k))-'l~,.(k-d)]-~ (27)
where Ay#' (k) and hi (k) denote the X or Y components of the vectors A yF (1) (k) and h (k), respctively, and (k) is the estimated value of either the team (f/ (sxZ!fi (k))) or the term (f/ (syZiB (k))). In pradice, the experimental results from the implementation of this estimation scheme prove to be comparable with the results of the first estimation scheme. Some researchers [3] propose the use of an adaptive scheme that estimates all the elements of the block matrix B (&) on-line. This approach is computationally expensive and not necessary.
Implementation Issues and Robot Controllers
In the experiments, we are f o d to bound the input signals in order to avoid saturation of the actuatoxs. After the computation of the translational T (&) = (T, (k) , Ty (k) , Tz (k))r and rotational velocity vectors R (k) = (R, (&) Ry (k) , R, (k>>T. we limit the input signals by performing several steps that are desgibed in PI. Thus, the vectors T (k) and R (k) are transformed to T' (k) and R' (k), respectively.
After computing the Vlational velocity vector T' (k) and the rotational velocity vector R (k) with respect to the camera frame Rs, we transform it to the endcffe-dor frame Re with the use of the transformation "r,. The transformed signals are fed to the robot controller of the PUMA which acts as the trackcr. We use the Unimation controllers which are interfaced to our system through multiple hnics IV-3230 CPU bocrrds. The Alta line is used and the desired trajectory in Cartesian space is updated e v q 28ms. We are currently in the process of substituting the Unimation controllers with Trident boards which can be programmed in C. Finally. the whole system rum under the CHIMERA I1 real-time o p d n g system [14] . The hardware configuration of the TROIKABOT system is described in [9].
The next section describes the experimental results of our algorithms on the TROIKABOT multi-robotic system.
Experimental Results
The algorithms have been verified by performing a number of experiments on the TROIKABOT robotic system [15] . A camera is mounted on the end-effector of one of the PUMAS which acts as the tracker. The other PUMA holds a target and mwes it accordingly. The real images are 492x510 and are quantized to 256 gray levels. The camera's pixel dimensions are: sx=O.Ollmm/pixel and sy=0.013mm/pixel. The focal length of the camera is 16mm and the objects move with full 3-D motion. The imtial depth of the objects' center of mass with respect to the camera frame Z, is 290mm. The maximum permissible translational velocity of the endeffector of the tracking robot is lOcm/sec and each of the components of the endeffector's rotational velocity (roll. pitch, yaw) is not allowed to exceed 0.3rad/sez. The objective is to move the manipulator so that the image propctions of features of the moving object move to some desid image positions or stay at their initial positions. The objeca used in the servoing examples are books, pencils, or any item with distinct features. The user uses the mouse to select features of the object to be used in tracking. Then, the system evaluates on-line the quality of the features, based on the confidence measures described in [6] . The same operation can be done automatically by a computer process that runs once and needs 2 or 3 minutes, depending on the size of the interest operators which are used.
The. four best features are seleded and used for the robotic visual sewoing task The size of windows is 8x8 while the search area is 64x64. The maximum displacement per sampling period T that can be detected is 28 pixels. The SSD algorithm has been implemented by using the pyramidal structure described in [9]. An interesting solution to the automatic detection and selection of point features has been proposed by Tomasi and Kanade [16] . We are c m n t l y investigating the potential of this approach as an alternative to our algorithms for the seleuion of the best feature points.
Experimental results are presented in Figures 1 through 6 . The gains for the conmllers are Q=0.9I8, L=O, and Ld=diug~0.04,0.04.1.0, 5 x l d , 5 x 1 6 , 5 x 1 6 ) . The diagonal elements of the Q. L, and L, can vary by a factor of between 2 and 3 and the system will continue to track successfully. The delay factor d is 2. The vector y* (k) is given e v e q instant of time k by the relation yo (k) = y (0). This implies that the objective of our scheme is to keep the features at their initial positions during the motion of the target. In the example depicted in Figures I through 6 . the perfonnance of the control and estimation algorithms is illustrated. The target's trajectory is plotted with respect to the h m e R, which is attached to the target at the time instant k =O. At the same instant, the Z axis of the R, frame is aligned with the optical axis of the camem The estimation scheme which is used estimates one parameter per feature point. thus, four parameters are estimated in total. The forgetting factor is 0.99. The measured deviations of the features from their desircd positions appear noisy. The fact that the emrs on the image plane are bounded guarantees that the eamrs illre within the search range of the SSD algorithm. thus, the SSD algorithm can accurately measure the featms' positions. The errors rcach a maximum value when the target changes its trajectory sharply. The control and estimation algorithms compcnsate quickly and after 10 seconds the errors axe reduced. The e r r o~ in the Z direction is large. The muon is that the noisy measurements, the camera geometry, and the experimental setup make the accurate computation of the tracking motion in the 2 direction (along the optical axis of the camera) difficult. Another interesting observation is that there is a small error in pitch even though there is no pitch component in the target's motion. This phenomenon occurs since them is a strong coupling between the pitch component and the X translational component of the tracking motion. The same is true for the yaw component and the Y translational component of the tracking motion. In other words, the hacking system hies to track X translational or Y translational motion of the target with the rotational degrees of fretxiom, Ry or RI, respectively. Numerically, this implies that the conditio? number c (c= u,-/a,.
a ratio of singular values) of the matrix B (k) is large.
Appropriate selection of the feature points and the relative position of the camera with respect to tbe target can minimize the condition number. If the relative distance of the camera (assuming the same focal length for the camera) fmm the target is more than 2 meters, the condition number becomes too large and tracking is impossible. In addition, full tracking is impossible when the four feature points are close to each other, or if they illre very close to the piercing point.
Conclusions
In this paper, we examined the problem of robotic visual tracking of fidl 3-D motion (three translations and three rotations) by a monocular robotic tracker. A camcm is mounted on the end-effector of the robotic device and provides visual information about the motion of the target.
The detection of motion is based on an optical flow technique call4
Sum-of-Squared Differences (SSD) optical flow. This algorithm, which has been implemented in a pyramidal scheme for computational efficiency, provides the displacement vector of certain selected features of the target. Under the general guidelines of the controlled ocfiwe vision h e w o r k which was introduced in [7] , we combine these measurements with a p p r o e t e control and estimation techniques. Adaptive control techniques illre inrrodilced to compensate for unccrtainties in the model, unknown depth related parameters, and computational delays. The computational burden is reduced by estimating only one or two parameters per feature point. Our algorithms do not require accurate calibration of the workspace. and thus, can be efficiently used in assembly lines in order to track moving items. In addition, these algorithms make possible autonomous satellite docking and recovery. The algorithms were extensively tested in several experiments which were performed on the TROIKABOT multi-robotic system. The realtime experiments show the. feesibility and efficiency of our algorithms.
In general, these algorithms show that monocular vision in conjunction with efficient motion of the vision sensor and adaptive control algorithms can be a viable alternative to standad stereo vision tech-
niques.
Some of the areas for future research which we are c m n t l y considering include the use of more elaborate MIMO adaptive control techniques than those that have been implemented, the computational improvement of our algorithms. and the introduction of algorithms for using edges as the source of motion information. We am currently pursuing the use of "snakes" for contour servoing, the application of adaptive algorithms to model-based visual tracking and servoing. and the dmivation of depth maps through appropriate motion of the robotcamera system in conjunction with simple adaptive filtering techniques.
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