Introduction {#sec1}
============

The ability to simulate the structure and dynamics of nucleic acids, especially DNA at atomic resolution and over biologically relevant time scales, has led to new insights into the richness and complexity of dynamics on the submillisecond time scale.^[@ref1]−[@ref7]^ This has been driven by improvements in hardware^[@ref8]−[@ref10]^ and simulation methods^[@ref11]−[@ref14]^ and continual development and optimization of the underlying physical model that describes the system, more specifically, the force field.^[@ref15]−[@ref23]^ As improvements to force fields are proposed, it is critically important to understand the strengths and weaknesses of the models and to assess and evaluate the force fields with simulations that sample well the expected properties within appropriate time scales.^[@ref24],[@ref25]^

Although microsecond-length simulations of fully solvated atomistic duplex DNA are now routine,^[@ref3],[@ref26]−[@ref29]^ only recently have convergence and reproducibility of the structure and dynamics of the internal portions of a DNA helix on the ∼1--5 μs time scale been convincingly demonstrated.^[@ref3],[@ref9],[@ref10],[@ref29]^ This has eliminated the previous limitations of not being able to achieve enough sampling (for modestly sized systems), noting that the community has still not reached the time scale (ms+) of being able to model internal base pair opening. Regardless, by eliminating the sampling problem---of the internal helix, neglecting internal base pair opening---the community can now focus on developing, assessing, and validating force fields as accurately as possible. The efforts of multiple research groups have led to two force fields that deserve close scrutiny in order to determine how well each reproduces experimental observables. Deeper exploration is required so that users in the community can determine the best force field to use to suit their needs. If past experiences serve, it is expected that longer simulations and usage by a larger community will inevitably uncover further deficiencies in the current force fields; nevertheless, it is prudent to learn as much about the current models as possible. Even on the microsecond time scale, simulations reveal limitations in the force fields that can provide insight into where to focus efforts for even further improvement. Since the original parm94 force field^[@ref30],[@ref31]^ was updated to parm98^[@ref32]^ and parm99,^[@ref33]^ the development of new parameters has progressed along two primary paths ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). One fork follows the efforts led by the Orozco group and is named for the Barcelona Supercomputing Center (BSC). The bsc0 modifications, published in 2007,^[@ref34]^ improved upon parm99 by updating the α and γ dihedrals. This corrected α overpopulated in gauche+ conformations and γ overpopulated in trans conformations. The most recent force field developed by this group, bsc1,^[@ref16]^ was released in 2015 and includes the bsc0 modifications and additional modifications to the sugar pucker, the χ glycosidic torsion, and the ε and ζ dihedrals. The other fork follows the collective work by research groups from the Czech Republic and includes "OL" in the name, referring to the city of Olomouc, where these parameters were generated. The number represents the version for that particular parameter; for example, χ~OL4~ represents the fourth version for the χ dihedral. Development along this path progressed in an incremental fashion as improvements from parm99 were made to the χ glycosidic torsion with χ~OL4~.^[@ref17]^ The next OL improvements came when updates were made to the ε and ζ dihedrals.^[@ref23]^ At this point Amber 15 was released, and the recommended DNA force field was the combination bsc0 + χ~OL4~ + ε/ζ~OL1~. These parameters resulted in improvements over bsc0 by increasing the populations of BII, increasing twist, and reducing the major groove width. Since then, the β dihedral has been parametrized to improve the ZI and ZII substates in Z-DNA, and the new ff-nucleic-OL15 (OL15) parameter set, consisting of the combination parm99 + bsc0 + χ~OL4~ + ε/ζ~OL1~ + β~OL1~, has been released.^[@ref22]^ Thus, compared with the original 1995 force field of Cornell et al.,^[@ref30]^ the OL15 version represents a complete one-dimensional (uncoupled) parametrization of all of the DNA dihedral backbone potentials and thus may reach the accuracy limits obtainable by tuning the dihedral parameters of the Cornell et al. parameters.

![Historical flowchart of the two main forks of the AMBER force field for DNA. Until recently it was common that DNA simulations were run with the most recent force field available, but both OL15 and bsc1 were released in the past year and have shown improvements over previous iterations of the DNA force fields. The recent advances seen in two DNA force fields motivated the need for detailed comparisons of results from simulations. The combination of parameter modifications that now constitute OL15 is highlighted in green. References are presented in the orange circles.](ct-2016-00186w_0002){#fig1}

In the present work, we present a detailed evaluation of the two most recent Amber force field modifications for DNA, bsc1 and OL15, which were developed to improve the accuracy of molecular dynamics (MD) simulations of double-stranded DNA on relatively long time scales. The systems tested include two solution NMR reference structures, which provide reliable comparison to experiment. In addition, two very high resolution X-ray structures of B-form DNA and a Z-DNA crystal structure were simulated in solution to assess the force field performance on a variety of DNA sequences. Although the results of solution-phase simulations cannot be directly compared to the crystal results, the simulations were performed to demonstrate that the force fields were not overtrained for the NMR structures and to highlight sequence-specific structural differences apparent in the current force fields compared with the earlier versions. The Z-DNA structure has been a particularly challenging system for previous and current force fields^[@ref17]^ because of the complex topology that includes left-handed helicity and alternating syn and anti nucleotide conformations, leading to less separation between backbone phosphates compared with B-DNA.^[@ref35]−[@ref37]^ Thus, specific conditions are required in order to obtain Z-DNA in solution: high salt concentration, low humidity, and a specific sequence of CG steps.^[@ref37],[@ref38]^ The study of B--Z DNA transitions^[@ref39]^ is beyond the scope of this work, but this biologically important^[@ref40],[@ref41]^ molecule was included to show how the structure and dynamics of Z-DNA in solution are influenced by different force field parameters, even though Z-DNA in solution under these conditions (with relatively short MD simulation time scales compared with that for B--Z transitions and low salt concentrations) is likely metastable. Less extensive sampling, but still aggregating ∼90 μs of MD simulation with the CHARMM 36 force field, was also performed on one of the NMR structures, the Drew--Dickerson dodecamer (DDD),^[@ref2]^ although it was not analyzed as deeply. The different approaches to developing the force fields, and the resulting parameter sets, demonstrate that an accurate force field is a difficult problem to solve. The updated parameters do show incremental improvement over previous versions and in general demonstrate increased agreement with experiment. Nucleic acids and protein simulations are routinely performed in explicit solvent, mainly using the TIP3P,^[@ref42]^ SPC/E,^[@ref43]^ and TIP4P/Ewald^[@ref44]^ water models. Few differences in the DNA structures have been observed (unpublished observations). However, given the development of the optimal point charge (OPC) water model in 2014,^[@ref45]^ which has been shown to improve the agreement with experiment for some systems,^[@ref46]^ we decided to explore this model further in the current work. This model was parametrized to capture the charge asymmetry of a water molecule, and this leads to improvement in simulating the properties of bulk water.^[@ref47]^ The assessment and validation with the OPC water model led, somewhat surprisingly, to a slight overall improvement in all of the tested systems, although with a considerable hit in the simulation speed (∼30% slower). Our extended simulations, totaling 14.4 ms of combined sampling time on five tested systems, confirm improvements of simulated DNA with both the bsc1 and OL15 force fields compared to high-resolution experimental X-ray structures and NMR spectroscopy structures. Both bsc1 and OL15 perform in a remarkably similar manner, and only very detailed and specific point differences were detected. This has led to the recommendation with the release of the Amber 16 code base that both force fields be considered as recommended for simulation of DNA over other available force fields.

Methods {#sec2}
=======

The systems considered in order to evaluate the different force field modifications are presented in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}. All of the systems were modeled using three different force fields: the current parm99 with the bsc0 correction (denoted as bsc0), the recent bsc1, and OL15 (a combination of ff99bsc0 with the modifications ε/ζ~OL1~, χ~OL4~, and β~OL1~). Additionally, we include in Tables S1--S5 in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf) the results of simulations of the test systems using the ε/ζ~OL1~+χ~OL4~ modifications (without the β dihedral adjustment) that have been in use since 2013 by a large community of users (since this was the default force field in Amber previously), who may want to better understand the implications for their own work. The total sampling of the five DNA systems in the eight combinations of force field and water model totaled 14.4 ms. In addition to the previously published extended sampling of DNA using the CHARMM 36 force field, which provides some benchmarking against the Amber force field with a different sequence,^[@ref3],[@ref29]^ in this work we also uncovered some older MD trajectories on the DDD system from our lab and have included root-mean-square deviation (RMSD) comparisons of average structures to the DDD NMR structures.

###### Description of MD Simulations and Systems[a](#tbl1-fn1){ref-type="table-fn"}

  PDB entry   sequence          aggregated simulation time per force field/water combination (ms)   experimental details   resolution (Å)   type    ref
  ----------- ----------------- ------------------------------------------------------------------- ---------------------- ---------------- ------- -----------------------
  1BNA/1NAJ   d(CGCGAATTCGCG)   1                                                                   X-ray/NMR              1.9              B-DNA   ([@ref2]), ^[@ref48]^
  1FZX        d(GGCAAAAAACGG)   0.5                                                                 NMR                    --               B-DNA   ([@ref49])
  1SK5        d(CTTTTAAAAG)     0.1                                                                 X-ray                  0.89             B-DNA   ([@ref50])
  3GGI        d(CCAGGCCTGG)     0.1                                                                 X-ray                  0.6              B-DNA   ([@ref51])
  1I0T        d(CGCGCG)         0.1                                                                 X-ray                  1.74             Z-DNA   ([@ref52])

All of the simulations were performed with net-neutralizing ions and excess NaCl to reach a concentration of ∼200 mM using the Joung--Cheatham ion model and with the TIP3P and OPC water models. All of the simulations were of duplex DNA, although only single strands are listed in the table. It should be noted that all of the sequences are palindromic except for PDB entry 1FZX.

Crystallographic water molecules and counterions were removed in each case. This starting structure was then solvated with either the TIP3P^[@ref42]^ or OPC^[@ref45]^ water model in a truncated octahedral box using a 10 Å buffer distance between the solute and the edges of the box. Sodium counterions were added to neutralize the charge using the Joung--Cheatham^[@ref53],[@ref54]^ model, and an excess of NaCl was added to achieve a final excess salt concentration of ∼200 mM. Ten individual copies were created for systems 1SK5, 3GGI, and 1I0T, each copy with a total MD simulation time of at least 11 μs. For the systems 1BNA and 1FZX, 100 individual copies were built, each copy with a total MD simulation time of at least 11 μs for 1BNA and 6 μs for 1FZX. In all copies of each system, the ions were randomized using CPPTRAJ: a random water molecule was swapped for an ion at least 4.0 Å from each other and no closer than 6 Å from solute atoms. Initial equilibration for each copy was achieved using incremental minimization steps in which the solute was kept fixed with a harmonic restraint of 5 kcal mol^--1^ Å^--2^ for 1 ns. The restraint was decreased to values of 0.5 and 0.1 for subsequent 1 ns equilibration time, and a final unrestrained 1 ns simulation was performed. Equilibration was performed using an integration time step value of 1 fs. Production simulations were run in the *NPT* ensemble at 300 K using Langevin dynamics (collision frequency value of 1 ps^--1^) for temperature control.^[@ref55],[@ref56]^ Constant pressure was monitored using the Berendsen barostat (pressure relaxation time set to 1 ps).^[@ref57]^ The SHAKE methodology was used to restrain hydrogen atoms (tolerance of 0.0000001). Hydrogen mass repartitioning was used in all of the simulations, allowing an integration time step of 4 fs.^[@ref58]^ Periodic boundary conditions were used, and the long-range electrostatics was treated using the particle mesh Ewald methodology with a cutoff value of 10 Å and default parameters.^[@ref59],[@ref60]^ Aggregated trajectories used to perform the analysis were created by deleting the first 1000 ns of sampling time for each copy and concatenating the remaining frames into a single trajectory file. An example of the CPPTRAJ analysis script for the DDD system is available in [Table S6](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf). In addition to the scripts in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf), the topologies, the raw (solvent- and ion-stripped and aggregated) trajectories, and all of the analysis files are available for download at <http://www.amber.utah.edu/FF-DNA-bsc1-OL15/>.

For the CHARMM 36^[@ref15]^ runs, the simulation inputs were built using CHARMM c37b2 with the CHARMM 36 force field that had been altered to match Amber atom naming conventions to facilitate direct comparisons and also to add the Joung--Cheatham ion parameters where appropriate. The resulting PSF and coordinate files were converted into Amber format using the chamber program in Amber, noting that if one were to do an equivalent conversion today, use of the parmed.py program would be recommended. Similar protocols were followed except for using Amber 12 without hydrogen mass repartitioning. Two sets of simulations were performed, each with 100 independent production MD simulations from equilibrated systems using the ABC equilibration protocols starting from randomized initial ion distributions (as above)^[@ref7]^ with CHARMM 36, its modified TIP3P water model, and either default NaCl parameters from CHARMM or Joung--Cheatham ion parameters at ∼200 mM excess salt.^[@ref53],[@ref54]^ Each of the 100 independent production MD simulations on DDD for the two ion parameter sets was run for at least 1.1 μs, and the first 200 ns were omitted prior to aggregation of the trajectories. The MD simulations used 2 fs integration time steps, SHAKE on hydrogen atoms with a tolerance of 0.000001, 300 K with Langevin temperature control (1 ps^--1^), particle mesh Ewald with a 9 Å cutoff and default parameters, and constant pressure (5.0 ps coupling time).

With the exception of the CHARMM 36 runs, which were run with Amber 12 pmemd, all of the MD simulations were performed using the CPU and GPU version of pmemd as available in Amber 14.^[@ref9],[@ref10],[@ref61]−[@ref63]^ Analysis was performed using CPPTRAJ version 16.^[@ref64]^ Average structures were calculated by best-fitting the DNA to the first frame followed by straight coordinate averaging over all DNA atoms over each of the aggregated trajectories. Molecular graphics were rendered in VMD,^[@ref65]^ and principal component pseudotrajectories visualized with the help of the Normal Mode Wizard plugin.^[@ref66]^

Results and Discussion {#sec3}
======================

The DDD sequence is the reference benchmark system regarding B-form DNA duplex structure and dynamics because of the availability of very high resolution NMR data in the solution phase.^[@ref48]^ For this reason, DDD has commonly been studied as new force field parameters have been developed and optimized.^[@ref16],[@ref17],[@ref22],[@ref23],[@ref34]^ The average structures calculated from our simulations show strong quantitative agreement with the NMR reference ([Figures [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} and [S1](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)), especially in simulations with the OPC water model, where the differences in structure among bsc1, OL15, and experiment are rather small. This is evidenced by the RMSDs of the internal eight base pairs (considering all heavy atoms but neglecting the two terminal base pairs on each end, which tend to fray on the microsecond time scale) of the average structures from MD simulations with respect to the NMR average structure (created by best-fitting and averaging the conformations that make up the NMR ensemble from the PDB file), which are less than 1 Å for bsc1 and OL15 ([Tables [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"} and [S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)). The sub-1 Å deviations of the average structures calculated from the aggregated trajectories omitting the terminal two base pairs on each end of the helix in all cases are remarkable, especially considering that the instantaneous deviations on the picosecond to nanosecond time scale are considerably larger (as a result of thermal fluctuations, as observed in the RMSD vs time plots in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}). The RMSDs of the average structures from TIP3P MD with respect to the NMR reference are 1.00, 0.64, and 0.53 Å for bsc0, bsc1, and OL15, respectively, and those for OPC are 0.91, 0.61, and 0.44 Å for bsc0, bsc1, and OL15, respectively. The RMSD over time also shows improvements with bsc1 and OL15 compared with bsc0, noting that the instantaneous RMSD values of the MD snapshots are higher than the values reported above as a result of thermal fluctuations; the improvement occurs with both water models ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a). The RMSDs of the average structures (also omitting the two terminal base pairs on each end) from the CHARMM 36 simulations, with either the CHARMM ion parameters or the Joung--Cheatham ion parameters for NaCl at ∼200 mM excess, with respect to the NMR reference are 1.29 and 1.30 Å, respectively ([Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"} and [Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)). All of the helical parameters for the CHARMM simulations are shown in [Table S8](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf).

![DDD average structures calculated from the aggregated trajectories aligned to the NMR average structure using only the heavy atoms. The detail represents A6 (shown in a slightly thicker representation in the full helix). The RMSDs of the heavy atoms of the internal eight base pairs from the MD average structures with respect to the NMR average structure are less than 1 Å for both force fields in both water models.](ct-2016-00186w_0003){#fig2}

![Root-mean-square deviations (RMSDs), Watson--Crick (WC) hydrogen bonds, and root-mean-square fluctuations (RMSFs) for DDD in both the TIP3P and OPC water models for three force fields. (a) The 1 μs running averages of the RMSD are shown in dark, solid-colored lines. while data from individual frames (every 2 ns) are shown in gray for all systems. RMSD histograms are also shown. The first and second base pairs at each end of the DNA sequence were omitted for RMSD calculations. RMSD measurements used the 1NAJ average structure as a reference. (b) Average number of WC hydrogen bonds for each base pair (canonical values are 2 for AT and 3 for GC) following the 3DNA^[@ref81]^ framework in CPPTRAJ using the full aggregated trajectory; error bars refer to standard deviations. It should be noted that numbers of hydrogen bonds less than 2 are possible as a result of fraying events. (c) RMSF (in Å) using the entire aggregated trajectory with respect to the average structure for each system.](ct-2016-00186w_0004){#fig3}

###### Root-Mean-Square Deviations (RMSDs) (in Å) of Average Structures from Molecular Dynamics Simulations with Respect to the NMR Reference Structure of the Drew--Dickerson Dodecamer (DDD)[a](#t2fn0){ref-type="table-fn"}

          bsc0   bsc1   OL15    CHARMM36   CHARMM36-JC[b](#t2fn1){ref-type="table-fn"}
  ------- ------ ------ ------ ---------- ---------------------------------------------
  TIP3P   1.00   0.64   0.53      1.29                        1.30
  OPC     0.91   0.61   0.44                                     

The average structure from simulations for each system was calculated over the full aggregated trajectory for that system; the DDD NMR reference was an average of the models in the 1NAJ structure. RMSDs were calculated over all heavy atoms of the internal eight base pairs.

CHARMM36-JC refers to the simulations with the Joung-Cheatham ion parameters.

Visual inspection of the trajectory files shows stable duplex structures throughout the entire simulation time, and consistent with previous MD simulation reports, transient fraying events of the first and second base pairs are observed on either side of the DNA chain. These fraying events are evidenced by the short-lived bumps in the RMSD versus time plots^[@ref3]^ and have been well-characterized in previous work, where it was observed that the fraying of the terminal base pairs can cause long-lived noncanonical structure conformations that affect the end results (see, e.g., Figure 6 in the article by Zgarbová et al.^[@ref23]^ and additional work by Dršata et al.^[@ref67]^). No fraying or internal base pair opening is observed on the time scales of the simulations where two Watson--Crick (WC) hydrogen bonds are observed in the central AATT region and three WC bonds are observed with G4C21 and C9C19 ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}b). This is consistent for the three force fields and expected on the basis of the low RMSD values and visual inspection showing stable duplexes. Maintenance of the internal base pairs is expected since internal base pair opening times are on the order of milliseconds.^[@ref68]−[@ref70]^ The terminal base pairs, however, show decreased numbers of average WC hydrogen bonds instead of the canonical value of three. This is caused by multiple fraying events that break canonical hydrogen bonds and lead to distorted conformations such as trans WC/sugar edge (tWC/SE), stacked, and other observed configurations.^[@ref67],[@ref71]^ Although fraying is more frequent with bsc0 and least frequent in bsc1, it is difficult to ascribe less frequent terminal base pair opening to "better" behavior since the characteristics and frequency of terminal base pair openings are not well-characterized in experiments on these short time scales. We did, however, calculate two of the primary structures observed in fraying, tWC/SE and WC. OL15 was found to populate WC structures in ∼23% of the frayed frames and tWC/SE in ∼64% of the frayed frames. Conversely, bsc1 populated tWC/SE in ∼16% and WC in ∼60% of the frayed frames. As fraying tends to distort the canonical structure, for MD simulations on time scales that are currently routine (ns to μs), better representation of the expected structure can be anticipated from simulations that fray less. The fraying frequency trend with the various force fields is observed regardless of the water model applied. However, more variation is detected for the TIP3P water model, even up into the third base pair from each end of the DNA. As this affects the overall structure (in the absence of more complete sampling of the terminal base pairs) of the backbone and the base pairing, perhaps simulations with OPC may be recommended in shorter simulations (where we cannot completely sample); however, this involves a trade-off due to the increased costs. In the short term, to avoid end effects from incomplete sampling of fraying events, weak restraints can be applied to maintain the base-pair hydrogen bonds on the termini. Nevertheless, realistically in the longer term, since terminal base pair fraying is real and could influence results, for example in comparison with SAXS data, where the frayed bases could contribute to the SAXS signature, sampling should ultimately be sufficient to capture and reliably represent terminal base pair fraying.

The root-mean-square fluctuations (RMSFs), representing the fluctuations about the average structure for each tested force field, are presented in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}c and show nearly complete agreement for the inner base steps. A small increase in atomic fluctuations is detected for the bsc0 force field at the terminal base pairs; this is in agreement with increased fraying as measured by the number of WC bonds for each base pair (as previously discussed). The more frequent fraying events observed with the TIP3P water model for both bsc1 and OL15 could partially explain why the simulations using OPC present an overall better agreement when compared to experimental structures.

Average values for structural, interhelical, and intrahelical properties from our simulations using bsc0 and the optimized bsc1 and OL15 force fields using two water models for the DDD are presented alongside NMR and X-ray reference values in [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}. Overall, and as already suggested, both the bsc1 and OL15 force field modifications generate structures that are in better agreement with experimental structural properties than the earlier bsc0 force field. The most notable differences from the experimental values are observed in the propeller values. It is important to note the sensitivity of the helical parameters to the overall geometry: the average structures obtained with bsc1 and OL15 are less than 1 Å apart in RMSD (0.63 and 0.81 Å, respectively, with TIP3P and OPC over all atoms), yet some of the helical parameters differ to a larger degree than perhaps expected on the basis of the similarity of the average structures. This could in part reflect the larger standard deviations observed in the values that tend to vary. To ensure that the differences were not due to averaging of values over snapshots compared with calculating helicoidal parameters from average structures, we calculated the helicoidal parameters from the aggregate average structures over the trajectory, and these agreed with the reported values with an *r*^2^ of 0.99.

###### Average Structural Parameters for the DDD System Obtained by Averaging Values Calculated from the Trajectory Snapshots from the 1 ms Aggregated Trajectories for Each Combination of Force Field and Water Model[a](#tbl3-fn1){ref-type="table-fn"}

                            exptl     TIP3P    OPC                                                                                 
  ------------------------- --------- -------- --------------- ---------------- ---------------- ---------------- ---------------- ---------------
  shear/Å                   0.0       0.0      0.0 ± 0.11      0.0 ± 0.10       0.0 ± 0.11       0.0 ± 0.11       0.0 ± 0.10       0.0 ± 0.10
  stretch/Å                 --0.34    --0.23   --0.2 ± 0.04    --0.02 ± 0.04    --0.02 ± 0.04    --0.02 ± 0.04    --0.03 ± 0.04    --0.02 ± 0.04
  stagger/Å                 --0.12    0.10     0.06 ± 0.16     0.0 ± 0.16       0.05 ± 0.16      0.07 ± 0.16      0.02 ± 0.15      0.06 ± 0.15
  buckle/deg                0.02      0.2      --0.02 ± 4.92   0.03 ± 4.64      0.01 ± 4.52      --0.04 ± 4.59    0.04 ± 4.37      0.01 ± 4.32
  propeller/deg             --17.58   --13.3   --12.7 ± 3.09   --12.26 ± 2.72   --10.38 ± 2.89   --12.59 ± 2.85   --11.87 ± 2.62   --9.91 ± 2.76
  opening/deg               --1.10    1.31     0.3 ± 1.19      0.1 ± 1.76       --0.41 ± 1.70    0.18 ± 1.73      0.08 ± 1.66      --0.46 ± 1.64
  shift/Å                   0.0       0.0      0.0 ± 0.19      0.0 ± 0.19       0.0 ± 0.20       0.0 ± 0.17       0.0 ± 0.18       0.0 ± 0.19
  tilt/deg                  0.01      0.3      0.0 ± 1.26      0.0 ± 1.23       0.01 ± 1.26      0.0 ± 1.21       0.01 ± 1.20      0.01 ± 1.22
  slide/Å                   --0.21    0.07     --0.4 ± 0.28    0.0 ± 0.26       --0.27 ± 0.25    --0.46 ± 0.26    --0.12 ± 0.25    --0.33 ± 0.24
  rise/Å                    3.2       3.3      3.31 ± 0.07     3.32 ± 0.06      3.31 ± 0.07      3.30 ± 0.07      3.31 ± 0.06      3.30 ± 0.6
  roll/deg                  3.03      1.98     3.5 ± 2.13      2.8 ± 1.99       2.28 ± 1.89      2.91 ± 2.06      2.10 ± 1.98      2.10 ± 1.84
  twist/deg                 35.7      34.2     32.86 ± 1.59    35.21 ± 1.32     34.64 ± 1.43     33.37 ± 1.55     35.55 ± 1.34     34.73 ± 1.43
  *X* displacement/Å        --0.81    --0.23   --1.48 ± 0.66   --0.56 ± 0.54    --0.94 ± 0.57    --1.46 ± 0.62    --0.61 ± 0.53    --1.01 ± 0.56
  *Y* displacement/Å        0.0       0.1      0.0 ± 0.37      0.0 ± 0.28       0.0 ± 0.30       0.0 ± 0.32       --0.01 ± 0.26    0.0 ± 0.29
  helical rise/Å            3.18      3.29     3.18 ± 0.14     3.29 ± 0.10      3.26 ± 0.12      3.18 ± 0.13      3.27 ± 0.10      3.24 ± 0.11
  helical inclination/deg   5.0       4.0      6.72 ± 4.11     4.88 ± 3.44      4.26 ± 3.40      5.79 ± 3.89      3.68 ± 3.42      3.97 ± 3.32
  tip/deg                   0.0       --0.7    0.0 ± 2.48      0.0 ± 2.12       --0.01 ± 2.22    --0.01 ± 2.29    --0.01 ± 2.05    --0.02 ± 2.15
  helical twist/deg.        36.0      34.6     34.07 ± 1.50    36.19 ± 1.27     35.61 ± 1.38     34.47 ± 1.44     36.43 ± 1.28     35.64 ± 1.38
  major width/Å             19.56     19.12    19.88 ± 0.33    19.34 ± 0.26     19.51 ± 0.29     19.95 ± 0.28     19.41 ± 0.25     19.58 ± 0.26
  minor width/Å             12.2      12.2     12.51 ± 0.20    12.26 ± 0.15     12.37 ± 0.17     12.54 ± 0.17     12.27 ± 0.14     12.37 ± 0.14
  pucker/deg                137.1     129.5    130.5 ± 8.21    148.3 ± 6.02     149.7 ± 6.94     130.7 ± 7.78     148.5 ± 5.83     149.7 ± 6.43
  α/deg                     298.8     299.2    288.6 ± 4.60    289.5 ± 4.37     285.6 ± 6.03     289.3 ± 4.69     290.5 ± 4.32     286.1 ± 6.18
  β/deg                     172.4     175.7    168.1 ± 3.92    167.3 ± 5.16     164.4 ± 6.20     168.4 ± 4.02     169.6 ± 5.27     165.5 ± 6.07
  γ/deg                     50.28     56.52    57.3 ± 4.32     54.0 ± 3.58      60.1 ± 7.68      57.4 ± 4.53      53.8 ± 3.50      59.7 ± 7.58
  δ/deg                     126.7     122.8    121.0 ± 4.63    131.6 ± 3.47     134.6 ± 3.87     120.8 ± 4.50     131.4 ± 3.38     134.4 ± 3.70
  ε/deg                     188.5     190.4    197.7 ± 7.57    199.0 ± 7.56     201.3 ± 5.34     194.8 ± 7.23     194.8 ± 7.90     199.8 ± 5.49
  ζ/deg                     257.1     251.3    254.6 ± 9.18    244.6 ± 7.52     245.6 ± 6.64     256.6 ± 8.49     247.5 ± 7.59     245.9 ± 6.70
  χ/deg                     249.2     243.9    241.7 ± 5.09    251.3 ± 3.77     247.5 ± 3.86     241.0 ± 4.82     250.9 ± 3.66     247.4 ± 3.75

The two terminal base pairs on each side of the DDD were excluded for the average value calculation. The standard deviations are shown alongside the averages. NMR data are average values from the PDB 1NAJ structure, and the X-ray data were calculated from the PDB 1BNA structure.

To further investigate the similarities and differences of the force fields when compared to each other and to the NMR reference, we calculated *p* values from a two-sample *t* test for every backbone dihedral angle, base pair, and base-pair step helical property of DDD. This statistical analysis was performed because many of the helical properties showed very close agreement between bsc1 and OL15, and we wanted to be able to say with confidence whether the differences in the mean values obtained from our analysis were significantly different. The results are summarized in [Table S9](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf). Overall the *p* values indicate that the differences in the mean values of the dihedral angles and helical parameters determined from MD with the bsc1 and OL15 force fields are statistically significant. Additionally, when the force field results are compared to the NMR data, both bsc1 and OL15 have *p* values showing that shear, shift, and tilt have mean values that are *not* significantly different from the NMR data. In this respect bsc1 outperformed OL15 in stagger and opening, but OL15 had better agreement with experiment for the α, γ, and δ dihedrals as well as slide. Each force field had generally higher *p* values in OPC, which agrees with the overall better agreement seen in the RMSDs of average structures. Plots showing all of the DDD structural parameters can be found in [Figures S3--S6](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf).

Underestimation of twist has been a concern since the Cornell et al. conception of the Amber DNA force field and the subsequent bsc0 modification.^[@ref72]^ The twist values predicted by both bsc1 and OL15 are on average closer than the bsc0 values to the observed experimental values (35.7° for NMR and 34.2° for X-ray). Twist of the eight internal base pairs shows better agreement for OL15 in TIP3P, with a value of 35.2° compared with 34.6° for the bsc1 modification. Regardless of the water model, and despite these small differences, both force field modifications represent improvement over bsc0 with respect to the twist structural parameter for DNA; this will have significant implications for simulation of DNA circles.^[@ref73]−[@ref75]^ Base-step detail of the twist value provides further information ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}a). The data show that bsc0 is consistently off in almost every step compared with both bsc1 and OL15. Symmetrical behavior of the per-base-step twist value around the central step is seen, characteristic of a palindromic sequence. This symmetrical feature is obtained only in a fully converged ensemble of simulations, as presented in this work. The twist value in CpG steps is underestimated by bsc1 and overestimated by OL15 regardless of the water model used but is closer to the reference value in both cases compared with bsc0. GpA base steps stand in very good agreement for both force fields, especially with the OPC water model, where the values are within 0.3° of the reference value. The same behavior is seen in ApA base steps, where the values for bsc1 and OL15 for OPC are off by 0.1° and 0.3°, respectively. For ApT base steps, the bsc1 modification has a value of 33.2° and OL15 a value of 33.1° with TIP3P (the OPC values are 32.8° and 32.7°, respectively), which makes them nearly identical yet smaller than the NMR experimental value of 34.6°. Propeller twist in the DDD system is consistently off by ∼5° for OL15 and ∼7° for bsc1 (assuming the NMR reference). A per-base-pair comparison shows a general overestimation ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}b), especially for base pairs near the end of the DNA chain. The high propeller twist near the termini is likely due to fraying effects influencing the structure and modifying the base pairing. Improvement is also obtained in both grooves with differences of ∼0.1--0.3 Å for bsc1 and OL15 regardless of water model used. This is expected after the improvements in the majority of the helical parameters. Comparisons with NMR observables as presented in [Table S10](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf) are consistent with our current discussion, as fewer nuclear Overhauser effect (NOE) violations are rendered by the updated force field modifications in comparison with bsc0 statistics.

![(a) Twist values for individual base-pair steps and (b) propeller values at each base pair for the DDD system. MD simulations using the different force field modifications are compared with the experimental NMR structure (dashed line). The entire aggregated trajectories (1 ms) were used, and the last two terminal base pairs at each end were not considered for the analysis. Values from simulations are averaged over the aggregated trajectory, and error bars show the standard deviations.](ct-2016-00186w_0005){#fig4}

Distributions of backbone dihedrals for DDD are displayed in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}. Close agreement with the experimental value and between the compared force fields is observed for the α and γ dihedrals. The OL15 modifications that involve the ε/ζ, χ, and β dihedrals appear to have completely reduced the low trans population in the γ dihedral that is evident in bsc1 (in a very low population, however). The bsc1 modification for the β dihedral is in good agreement with the NMR value of 172.4° and shows an increased population of close to 60° in comparison with bsc0. The β dihedral representation for OL15 is also in good agreement with the experimental value and displays the low population at ∼130°, which was observed in previous work^[@ref22]^ and aids in the BI/BII substate balance.^[@ref76]^ The δ dihedral, which is part of the furanose ring (ν~3~ dihedral), presents improvement over the earlier bsc0 version in both bsc1 and OL15, although it is slightly overestimated by 5° and 8°, respectively. Good agreement with experimental values is also detected in the ε/ζ dihedrals for bsc1 and OL15, and both display increased populations in the gauche-- region for ε and trans for ζ, corresponding to an increased percentage of the DNA BII state. The fraction of the ensemble in the BII substate was calculated by taking the ε -- ζ difference; frames that had ε -- ζ \> 0 were considered to be in the BII state. The fractions of BII population for the DDD systems are shown in [Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"} and display an almost identical increment in the BII population for both bsc1 and OL15 in both water models used. Per-base-step analysis ([Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}) shows similar BII estimates for OL15 and bsc1. Improvements over bsc0 at the CpG and GpC steps at both ends of the DDD are evident, although under-representation of the central AT, TT, and TC is still present in both bsc1 and OL15.

![Populations of the six DNA backbone dihedrals of DDD DNA using the full 1 ms aggregated trajectories. Only the inner eight base pairs are included in the analysis. Black, blue, and red lines correspond to bsc0, bsc1, and OL15, respectively. The X-ray and NMR references are shown as gray and black vertical lines, respectively.](ct-2016-00186w_0006){#fig5}

![Comparison of the BII fractions for different base steps for the DDD system using bsc0 (black), bsc1 (blue), and OL15 (red) with NMR data (green, Tian et al.;^[@ref82]^ maroon, Schwieters and Clore;^[@ref83]^*N*~e~ = 8).](ct-2016-00186w_0007){#fig6}

###### Comparison of the Average BII Fractions for the DDD, 1FZX, 1SK5, and 3GGI Systems; The Values for the 1I0T System Represent the Fractions of the ZI State As Measured for 5′-GpC-3′ Steps[a](#tbl4-fn1){ref-type="table-fn"}

                  TIP3P   OPC                         
  --------------- ------- ------ ------ ------ ------ ------
  DDD             0.12    0.23   0.22   0.10   0.21   0.21
  1FZX            0.09    0.18   0.17   0.08   0.15   0.16
  1SK5            0.15    0.20   0.17   0.11   0.18   0.15
  3GGI            0.20    0.28   0.21   0.15   0.27   0.22
  ZI Population                                       
  1I0T            0.29    0.79   0.08   0.24   0.80   0.06

ZI is defined as follows: ζ(dG) is between 240 and 360° and β(dC) is between 205 and 300°. All frames were considered for BII and ZI analysis.

To directly compare the modes of motion present in the simulations, principal component analysis (PCA) over all heavy atoms of the internal eight base pairs of each trajectory was performed and the principal component projections are shown in [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}. The combined PCA consisted of calculating the covariance matrix from both trajectories of the two force fields being compared (an example of a CPPTRAJ analysis script can be found in Bergonzo et al.^[@ref13]^). This technique provides insight into the collective dynamics that are sampled during a simulation and is able to rank the contributions of the individual modes of motion.^[@ref29]^ Each of the histograms represents the projection of an individual mode of motion for each force field tested. For clarity, only the first three projections of the principal components are shown. These three projections contribute ∼80% of the eigenvalues and hence ∼80% of the overall motion of the system. Trajectories that explore equivalent dynamical processes will have overlapping PC projections. The best overlap for the TIP3P systems is observed with bsc1 and OL15, which is expected since bsc1 and OL15 consist of newer and updated parameters and on the basis of the agreement with average properties shown in [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"}. However, the poor overlap between the bsc0/bsc1 and bsc0/OL15 projections led us to explore the principal modes in the individual force field trajectories and compare the top modes through visualization of the pseudotrajectories. These motions can be observed in the video file available in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_002.mpg). We found that the top mode for each force field was twisting. The bsc0 and bsc1 projections showed agreement with the second mode, which involves bending toward the major groove (asymmetric bend), while this motion was the third-ranked mode for OL15. Again, bsc0 and bsc1 exhibited agreement with the third mode, another bending mode that is more symmetric than the previous one. OL15 demonstrated this mode as well, but it was the second-ranked mode rather than the third-ranked one. The eigenvalue fractions were 0.39, 0.35, and 0.40 for the twisting mode, 0.21, 0.21, and 0.16 for the asymmetric bend; and 0.19, 0.19, and 0.22 for the symmetric bending mode for bsc0, bsc1, and OL15, respectively. The top three modes showed nearly equivalent dynamics in the three force fields, as shown in the [supporting video](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_002.mpg), but the ranking of the bending modes for OL15 differed from that for the other parameter sets.

![Principal component projections for the internal eight base pairs of the DDD simulations and both water models. Refer to the main text for a detailed discussion.](ct-2016-00186w_0008){#fig7}

Additional systems were chosen to evaluate the ability of bsc0, bsc1, and OL15 to accurately model duplex DNA with different sequences and to show that the parameter sets have not been overtrained to reproduce DDD structural data. We found two B-form duplex DNA X-ray structures with sub-1 Å resolution (1SK5 and 3GGI) and a Z-DNA structure (1I0T) with sub-2 Å resolution in the Protein Data Bank. It is important to mention that solution-phase MD simulations should not necessarily reproduce crystal structures perfectly because of the absence of crystal packing and crystallization conditions,^[@ref50],[@ref77]^ which will lead to small but noticeable variations in the conformation; with that in mind, we also included the 1FZX model that was obtained by NMR spectroscopy and provides a better comparison to MD simulations run in solution than structures from X-ray crystallography. In the same way as for the DDD NMR structure already mentioned, we calculated an average structure from the 10 submitted conformers of 1FZX available in the PDB and used this average structure as a reference. RMSD histograms for each of the tested systems are shown in [Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}. Overall, as previously detected with the DDD analysis, both bsc1 and OL15 have lower RMSD values, which translate to better agreement with the reference experimental structure. Average structure information for all of the systems is available in [Tables S2--S5](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf), and per-base parameters are available in [Figures S7--S22](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf).

![RMSD histograms for three B-form DNA duplexes (PDB entries 1FZX, 1SK5, and 3GGI) and one Z-form DNA duplex (PDB entry 1I0T). Values were calculated using the aggregated trajectories for each system, not considering the first 100 ns for each individual copy. The RMSD values were obtained using the original experimental structure as the reference and were calculated over the internal base pairs omitting a single terminal base pair on each end.](ct-2016-00186w_0009){#fig8}

For the case of the 1FZX system (NMR structure), both bsc1 and OL15 have lower RMSDs of the MD average structure with respect to the NMR reference compared with bsc0 (see [Table S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)). The agreement with experiment (as evidenced by a slight shift in the RMSD histograms in [Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"} compared with [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}A) does not appear to be as good as with the high-resolution DDD structure; this could be due to the fact that the DDD PDB structure (1NAJ) was solved with considerably more NMR residual dipolar coupling and ^31^P chemical shift anisotropy restraints, which arguably leads to a higher-resolution structure. With the 1FZX system, the OPC water model increases the performance of bsc0, which is now close to bsc1 ([Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}). This appears to be caused by increased twist values in the central base pairs, effectively reducing the population of structures with RMSDs greater than ∼2 Å. Propeller twist does not appear to be as influenced by the OPC water model as the helical twist ([Figure [9](#fig9){ref-type="fig"}](#fig9){ref-type="fig"} and the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)). As previously discussed in the DDD case, an underestimation of the population of the BII state with bsc0 has been observed. This DNA substate is increased considerably and in a similar fashion for bsc1 and OL15 ([Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"}).

![Twist and propeller for individual base-pair steps for the 1FZX, 1I0T, 1SK5, and 3GGI systems. TIP3P and OPC are shown in the left and right columns, respectively. The black dashed line is the X-ray reference in each case (NMR for 1FZX); the black, blue, and red solid lines are for bsc0, bsc1, and OL15, respectively. The internal seven dinucleotide steps of 1FZX, 1SK5, and 3GGI and the internal three steps of 1I0T were considered for twist calculations. The internal seven base pairs of 1FZX, 1SK5, and 3GGI and the internal four base pairs of 1I0T were considered for propeller calculations.](ct-2016-00186w_0010){#fig9}

For the 1SK5 bsc1 and OL15 trajectories, the average RMSDs of the MD snapshots are within ∼1.4--1.6 Å of the reference regardless of the water model ([Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}), and the OPC simulations considerably reduced the population of structures with RMSDs of ∼3.5 Å for bsc1 seen in the TIP3P trajectories. In general, the RMSDs of the MD average structures with respect to the X-ray reference were reduced in OPC relative to TIP3P, except in the case of the bsc0 force field ([Table S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)). The twist value shows improvement over bsc0 for TT and AA base steps and an overestimation of TA base steps of ∼4°. Propeller twist is not improved by bsc1 ([Figure [9](#fig9){ref-type="fig"}](#fig9){ref-type="fig"}), which shows underestimation for TA and AT base pairs (in both water models). The bsc0 and OL15 force fields render values very close to each other and also a general underestimation.

The 3GGI system saw improved results with bsc1 and OL15 compared with bsc0, although the RMSDs with respect to the reference structure remained higher than in the previously discussed systems. The averaged RMSDs of snapshots from the aggregate trajectories for bsc1 and OL15 with respect to the experimental structure are in the range of ∼3.8--4.1 Å for both TIP3P and OPC ([Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}). Similar trends were observed in the RMSDs of the average structures from MD with respect to the X-ray reference ([Table S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)), where the lowest RMSDs were seen with OL15 for both TIP3P and OPC. Twist is underpopulated in bsc0 as previously discussed, with both bsc1 and OL15 in better overall agreement with experiment. GG and GC steps are off by ∼5° in both cases and with both water models ([Figure [9](#fig9){ref-type="fig"}](#fig9){ref-type="fig"}). Propeller, on the other hand, is slightly over-represented by bsc1 and under-represented by OL15, but still, both force field modifications are within ∼2° of the observed experimental value in each base pair. The BII population is almost unchanged in going from bsc0 to bsc1 in TIP3P, while OL15 showed an increase ([Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"}). The BII fraction dropped for bsc0 in OPC but remained nearly the same for bsc1 and OL15 in the two water models.

The last system we included in the analysis is the Z-DNA structure 1I0T, which, as mentioned in the [Introduction](#sec1){ref-type="other"}, is notoriously difficult for current MD simulations and force fields.^[@ref17]^ The structure we tested began in the Z form, and no transitions to B form were observed, even though the salt concentration was not ideal for Z-DNA. Unbiased molecular dynamics simulations provide a limited picture of this uncommon configuration because of the large energy barriers between Z-DNA and B-DNA.^[@ref78],[@ref79]^ Hence, simulations of Z-DNA by current nonpolarizable all-atom force fields should be considered with caution. Regardless, the RMSD histograms show that bsc0 and OL15 sampled configurations closer to the reference structure than bsc1 ([Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}). The RMSDs of the MD average structures with respect to the X-ray reference for this system ([Table S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf)) were unusual because bsc0 and OL15 showed almost perfect agreement (both sub-1 Å), rather than an improvement for OL15 as observed in all of other systems, and bsc1 performed worse than bsc0. This demonstrates the difficulty of modeling Z-DNA. The twist values are in good agreement with the experimental reference, showing a difference of ∼2° for the central CG/GC step ([Figure [9](#fig9){ref-type="fig"}](#fig9){ref-type="fig"}), which is not the case with the propeller twist. The internal CG and GC values are off by ∼5--6° for the three tested force fields, which helps explain the high RMSDs observed before. One of the main goals of the last torsion adjustment for OL15 (β~OL1~) was to influence the ZI/ZII equilibrium.^[@ref22]^ Values for these ZI substates are presented in [Table [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"}. The OL15 modification generates a significant increase in the ZI population compared with bsc0, while bsc1 performs poorly with the Z-DNA system. This indicates that the β refinement, which is entirely absent in bsc1, may significantly improve the description of some noncanonical DNA and may be potentially important for deformed structures.

Conclusions {#sec4}
===========

We have assessed the performance of two recent modifications to the Amber force field that were designed to enhance the representation of double-stranded DNA. The individual modifications reviewed here (bsc1 and OL15) improve the overall performance of DNA simulations and are to be considered a general force field for most DNA systems. No force field is perfect, and as experience over the years has suggested, we doubt that there will be a universal force field capable of representing the enormous structural diversity of biopolymers. For example, inclusion of polarization terms that allow the representation of the dynamic redistribution of electronic charge over time may lead to an improved force field, but at an increased computational cost.^[@ref80]^ Regardless, sub-1 Å, and in some cases sub-0.5 Å, agreement with the average NMR structures is remarkable. This work concludes that both the OL15 and bsc1 force field modifications increase the accuracy of representing averaged structures of DNA compared with the earlier models and recommends that users switch to either the bsc1 or OL15 force field for MD simulations of DNA with the Amber force field. Benchmarking of the CHARMM 36 force field^[@ref15]^ with DNA has been previously explored by our group with a different sequence^[@ref29]^ and is reported here with DDD and two ion parameter sets, each with sampling times extending to over 90 μs of aggregated simulations. The results show RMSDs of the MD average structures with respect to the NMR reference of ∼1.3 Å, which is good agreement but less optimal than the sub-1 Å deviations of the average structures with bsc1 and OL15. Notable differences compared with experiment for the CHARMM 36 results are twist values below 33°, larger roll, increased inclination, reduced major groove width ,and shifts in the ε and ζ dihedrals. Consideration of the results suggests that these latest Amber force fields better match the NMR DDD structure. The millisecond-length aggregated trajectories for DDD in each force field/water model combination presented in this work, combined with four additional systems also with extensive sampling, demonstrate an exhaustive collection of data to compare the latest DNA force fields for Amber. The force fields show a convincing improvement over bsc0 and strong overall structural agreement with each other, but with many finite and subtle differences in average helical parameters that suggest a recommendation of one force field over the other is not obvious at present.

The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acs.jctc.6b00186](http://pubs.acs.org/doi/abs/10.1021/acs.jctc.6b00186).Tables of DNA structural data, an example analysis script, and figures of DNA helicoidal parameters for all systems ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_001.pdf))Animation of the first three principal components from the PCA of d(CGCGAATTCGCG) ([MPG](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.6b00186/suppl_file/ct6b00186_si_002.mpg))
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