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І.В. Редько, Н.М. Снігур 
АЛГЕБРИЧНА ХАРАКТЕРИСТИКА КЛАСУ ГРАФОВИХ ПЕРЕТВОРЕНЬ НА МНОЖИНІ 
ЗВАЖЕНИХ ГРАФІВ 
The paper under scrutiny considers a class of computable functions on a set of weighted graphs. Crucially, we find a 
generating set for the algebra of weighted graph functions and prove it is complete. 
Вступ 
Алгебричні методи дослідження застосо-
вуються в інформатико-технологічній, в т.ч. про-
грамістській діяльності, майже від самого ви-
никнення комп’ютерної науки [1]. Основу цих 
методів становлять програмні алгебри, тобто ал-
гебри, носіями яких є спеціальні класи функцій, 
а операціями — композиції, що являють собою 
абстракції засобів синтезу програм. Зокрема, в 
термінах цих алгебр точно ставляться та ви-
рішуються проблеми повноти в різних класах об-
числюваних функцій. Ці проблеми досі є ак-
туальними в сучасному програмуванні. 
Один із найважливіших напрямів дослі-
джень в сучасному програмуванні — вивчення 
методів та створення ефективних засобів спе-
цифікації задач та їх розв’язків. Вагоме місце в 
цій проблематиці займають ієрархічні структури 
організації інформації та методи маніпулювання 
ними (див., наприклад, [3—11]). Тому вивчення 
відповідних класів маніпуляцій над ієрархіч-
ними структурами є актуальним. 
Постановка задачі 
Об’єктом дослідження є графові перетво-
рювачі, орієнтовані на множину зважених гра-
фів. У статті подано точне визначення понят-
тя графового перетворювача, проводиться 
прагматично обумовлена типізація сім’ї таких 
перетворювачів. Зокрема, в ній виділяється та 
досліджується прагматично важливий клас пе-
ретворювачів, які зберігають денотати. Пред-
метом дослідження є алгебричні характе-
ристики вибраних класів графових перетво-
рювачів. Інструментом дослідження висту-
пають так звані примітивні програмні алгебри 
(ППА) [2]. Доцільність саме такого вибору 
інструментарію обґрунтовано результатами, 
отриманими в [12—21]. 
Метою дослідження є пошук квазіскін-
ченних породних множин і базисів для ППА 
над вибраними класами графових перетворю-
вачів. Усі використані та невизначені в статті 
поняття та позначення наводяться за [15]. 
Базові поняття та визначення  
Під (скінченним) графом g  будемо розу-
міти пару , ,V E< >  де V  — деяка скінченна 
непуста множина об’єктів (вершин графа), а 
E V V⊂ ×  — множина його дуг. Не обмежуючи 
загальностей, покладемо .V N⊂  При цьому на 
множині вершин вводиться цілком природна 
впорядкованість. 
У деяких випадках ребрам графа можуть 
ставитись у відповідність різні дані — атрибути 
(мітки). Якщо як атрибути використовуються 
цілі чи дійсні числа, то такі графи називають 
зваженими. Фактично, зважений граф являє 
собою трійку , , ,V E c< >  де :c E Z→  ( :c E →  
)R→  — певна функція, визначена на множині 
дуг графа. Надалі обмежимось простим випад-
ком, коли вага кожної дуги — натуральне чис-
ло, тобто : .c E N→  
Вершини графа позначимо латинськими 
літерами , , ,u v w  а дуги — літерами , , ,e p s  
можливо, з індексами 1 1,. . ., ,.. .v e  За необхід-
ності явно вказати вершини дуги та її напря-
мок, використовуватимемо запис , ,v u〈 〉  вважа-
ючи, що дуга направлена від v  до .u  Вершину 
з найменшим номером називатимемо першою 
вершиною графа. Граф будемо позначати через 
| |
r
Eg , де r  — номер першої вершини графа ,g  а 
| |E  — кількість його дуг, або скорочено просто 
.g  Щоб зазначити, що дуга ie  має вагу ,ik  
будемо використовувати запис ( , ).i ie k  
Множину всіх графів позначимо .G  Під 
функціями далі розуміємо часткові функції з 
аргументами та значеннями із ,G  а під пре-
дикатами — часткові предикати на .G  
Обчислюваність на G  вводиться як нуме-
раційна обчислюваність (див. [1]) за допо-
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могою арифметичної функції, що представляє 
цю функцію на G  в деякій зафіксованій 
нумерації Gα  множини G  [19]. Існування такої 
нумерації випливає зі зліченості множини .N  
Будь-яку частково-рекурсивну багатомісну 
функцію або будь-який частково-рекурсивний 
багатомісний предикат (чр-функція, чр-пре-
дикат) на G  будемо називати графовим пере-
творювачем, або коротко — перетворювачем, 
коли це не призводить до протиріччя. 
Через чрGA  позначимо ППА, носій якої 
становлять графові перетворювачі на .G  По-
родну множину алгебри чрGA  назвемо її повною 
системою (ПС); ПС ППА — nmI -базисом, якщо 
будь-яка її підсистема, що отримується вида-
ленням якого-небудь предиката або якої-
небудь функції, відмінної від селекторної, вже 
не буде повною. 
Поняття функції, яка зберігає денотати, 
вводиться по аналогії з [1], проте, з певним 
узагальненням. Нехай 
на
: 2 ,NGβ →  де 2N  — мно-
жина всіх скінченних підмножин .N  
Будемо казати, що функція f  арності n  
β-зберігає денотати, якщо існує скінченна мно-
жина fV N⊂  така, що для будь-якого 1, ,x< …  
domnx f>∈  виконується 
 1
1




f x x x V
=
β < > ⊆ β ∪… ∪   
У випадку графів функція β  є виділенням 
множини вершин графа, тобто для ,g V E= 〈 〉  
будемо мати ( ) .g Vβ =  
Через чр,GA β  позначимо ППА, носій якої 
становлять перетворювачі на ,G  які β-зберіга-
ють денотати. Визначення породної множини, 
повної системи та базису — такі самі, як і у 
випадку чр.GA  
При знаходженні повних систем ППА є 
корисними певні необхідні умови повноти, які 
тут наведемо у вигляді тверджень. 
Твердження 1. Будь-яка повна система 
ППА для довільної множини L  містить хоча б 
одну функцію, яка не зберігає .L  
Твердження 2. Будь-яка повна система 
ППА класу функцій, які не зберігають де-
нотати, містить хоча б одну функцію, яка не 
зберігає денотати. 
Нарешті, як сигнатуру ППА візьмемо су-
купність ( 1){ , , },*
n+Ω = ◊  де  — операція супер-
позиції, ◊  — операція розгалуження, а ( 1)*
n+  — 
так зване (n + 1)-арне циклування (визначення 
див. у [15]). 
ППА чр-функцій і чр-предикатів на множині 
скінченних зважених графів 
Розглянемо  
1 21
{ , , }, {( , ,n i ig V v v E v v= 〈 = = 〈 〉…  
3 41 2
), ( , , ), },i ik v v k〈 〉 … 1 ,ji n≤ ≤ 1, 2, ,j = …  де 1,k  
2,k …  — ваги дуг графа. Для подальшого 
викладу отриманих результатів буде доречним 
домовитись про певну впорядкованість дуг гра-
фа, тобто про впорядкованість пар натуральних 
чисел1. Зауважимо, що порядок на множині 
2N  можна вводити по-різному2, проте, в цьо-
му випадку зручнішим здається такий: 
0,0 0,1 0,2 0,
1,0 1,1 2,0 2,1
n〈 〉 < 〈 〉 < 〈 〉 < < 〈 〉 < <






Тоді дуги графа пронумеруємо відповідно 
до порядку (1), тобто першою дугою буде та, 
що відповідає найменшій парі в цьому порядку 
(найлівішій), а найбільший номер матиме дуга, 
що відповідає найбільшій парі (найправішій). 
Часто в літературі з теорії графів розгляда-
ються такі природні функції на множині графів 
як об’єднання та різниця графів, вилучення 
дуги графа, вилучення його вершини з усіма 
інцидентними їй дугами. У цій статті роз-
глянемо дещо модифіковані графові перетво-
рювачі. 
Об’єднання графів ∪  визначимо так. 
Нехай 1 1 1 1, , ,g V E c= 〈 〉  2 2 2 2, , ,g V E c= 〈 〉  1 2g g∪ =  
1 2,V V= 〈 ∪ 1 2, ,E E c∪ 〉  де 1( ) ( ),c e c e=  якщо 
1 2, ,e E e E∈ ∉  2( ) ( ),c e c e=  якщо 1 2,e E e E∉ ∈  
та 1 2( ) ( ) ( ),c e c e c e= +  якщо 1 2, .e E e E∈ ∈  Різни-
цею графів \  вважатимемо наведену далі 
функцію. Для 1 1 1 1, ,g V E c= 〈 〉  та 2 2 2 2, , ,g V E c= 〈 〉  
позначимо 1 2\ , , ,g g V E c= 〈 〉  де {E e=  такі, що 
1,e E∈  2 1, ( ) ( )e E c e c e∉ =  або 1 2, ,e E e E∈ ∈  
1 2( ) ( ) ( ) 0}.c e c e c e= − >  
                                                          
1 Такий крок є цілком природним, оскільки множина 2,N  
як відомо, є ефективно зліченою. 
2 Наприклад, як у канторівській нумерації (див. [1, с. 60]). 
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Замість функцій вилучення визначимо функ-
ції виділення “першої” дуги eE  так, що для g =  
11 1 1
{ , }, {( , , ), } ,iv v v k= 〈 〈 〉 〉… …  11 1( ) ( , , ),e iE g v v k= 〈 〉  та ви-
ділення “першої” вершини :vE  для g V= 〈 =  
1{ , }, ,v E= 〉…  1( ) { }, .vE g v= 〈 ∅〉  (Функції вилучення 
отримуємо за допомогою щойно визначених 
функцій виділення та різниці графів). 
Також розглянемо такі графові перетворю-
вачі: vD  — видалення першої вершини, якщо во-
на ізольована; константна функція 0 ( )C g =
G  
1
0;g=  видалення всіх дуг графа ( ) ( ( )e eD Eπ = π ≠  
) ( ) ;eDπ
≠ Δ ∗〈 π 〉  функція генерації порожнього гра-
фа ( ) ;C gΔ = ΔGG
 SG  — збільшення на одиницю 
номера першої вершини, а саме для g V= 〈 =  
1 2{ , , }, ,v v E= 〉…  1( ) , ,S g V E= < >G  де 1 1\{ ,E E v= <  
1 2| , }j jv v v E E> < >∈ ∪  та 2 1 1{ 1, | ,jE v v v≡ < + > <  
};jv E>∈  eD  — зменшення на одиницю ваги 
“першої” дуги графа , ,g V E= 〈 〉  причому якщо 
вага дорівнює одиниці, то дуга видаляється 
повністю. Формально, нехай 1{ , },g v= 〈 …  1{( ,v〈  
1 1
, ), } ,iv k〉 〉…  тоді 11 1( ) { , },{( , ,e iD g v v v= 〈 〈 〉…  1 1), } ,k − 〉…  
якщо 1 1k >  та 1 2 2( ) , }, {( , ), } ,eD g v e k= 〈{ 〉… …   як-
що 1 1.k =  
Нарешті знадобиться ще часткова функція 
,L  яка діє на множині із двох нульових графів 
{ }m  та { }n  таким чином, що ({ },{ })L m n =  
{ , },{ , }m n m n= 〈 〈 〉 〉  — створення дуги. 
Можна безпосередньо перевірити, що всі 
ці функції є частково-рекурсивними. 
Покладемо, що 
 1,2,0 1,: { , , , \, , , , , , }
n n
G e v v m m n
C S E E D L I =
=
σ = ∪ = …GG G   
та 
 1,2,, 0 1,: { , , \, , , , , , } .
n n
e v v m m n
C E E D L I =β =σ = ∪ =
…G
G G   
Увесь подальший виклад присвячено до-
веденню того факту, що сукупність σG  ,( )βσG  є 
базисом ППА чрGA  
чр
,( ).GA β  
Із означення поняття графа, наведеного 
вище, випливає таке його (ефективне) подання 
у вигляді вектора. Покладемо вектор gA =  
1 2 1 2 1 2
1
i i i i i i
k




3 4 3 4 1 2
2
0 0
,i i i i l l
k







v  1, 2,j = …  — ізольовані вершини (якщо 
вони є). Тобто кожну дугу ,
j mi i i
e v v= 〈 〉  пере-
рахуємо в цьому векторі таку кількість раз, 
якою є її вага .ik  
Очевидно, в такому поданні порожньо-
му графу відповідає порожній вектор ,Λ  а 
повністю незв’язному графу, тобто графу 
, ,g V E≡< >  де ,E = ∅  відповідає вектор 
1 2(0 0 0 0 ).nv v v…  Задану таким чином відповід-
ність можна навести у вигляді відображення 






= ∪N N  0 { },= ΛN  яке 
вочевидь є ін’єкцією (проте, не є сюр’єкцією). 
Також зрозуміло, що множина : ( )= ϕV G  є 
рекурсивною в нумерації .αG  
Означення 1. V-функцію 1( , , )nF x x…  назве-
мо векторним образом графового перетворю-
вача F, якщо 1 1( ( ), , ( )) ( ,nF g g gϕ ϕ ≅ ϕ… F , )ng…  
для усіх 1, , domng g ⊂… F.  Аналогічно V-преди-
кат 1( , , )nP x x…  назвемо векторним образом 
граф-предиката 1( , , ),nξ ξ…P  якщо 1( ( ), ,P gϕ …  
( ))ngϕ 1( , , )ng g≅ ϕ …P  для усіх 1, , dom .ng g ⊂… F  
Майже очевидною є лема. 
Лема 1. Векторний образ чр-графового пе-
ретворювача (чр-графового предиката) є чр-V-
функція (чр-V-предикат). 
Будь-яка чр-V-функція є чр- *N -функцією 
(тобто просто векторною чр-функцією). Для 
чр-V-предикатів аналогічно. 
Векторний образ чр-графового перетворю-
вача (чр-граф-предиката) є векторною чр-
функцією (векторним чр-предикатом). 
З метою моделювання векторних функцій 
графовими перетворювачами задамо також таке 
відображення *:Φ →N G  так: будь-якому век-
тору 1 2( )nA v v v= …  поставимо у відповідність 
граф 1 2{ , , , },ng V v v v= 〈 = …  1 2 2 3{ , ,E v v v v= 〈 〉, 〈 〉, . . . ,  
1, }n nv v−〈 〉 〉,  кожна дуга якого має вагу 1. 
Означення 2. Графовий перетворювач 1( , ,ξ …F  
)nξ  називається граф-моделлю векторного 
перетворювача 1( , , ),nF x x…  якщо 1( ( ), ,vΦ …F  
1( )) ( ( , , ))n nv F v vΦ ≅ Φ …  для всіх 1, , nv v ⊂…  
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dom .F⊂  Граф-модель предиката вводиться 
аналогічно. 
Лема 2. Для будь-яких векторних чр-функ-
цій та чр-предикатів існують їх граф-моделі, 
які належать замиканню Ω[σ ]G  , ).β Ω([σ ]G  
Нехай : .ψ = ϕΦ  Очевидно, що :ψ →G  
( )→ Φ V  — бієкція. Через χ  позначимо яке-
небудь розширення відображення 1.−ψ  Графові 
перетворювачі ψ  та χ  можна розглядати як 
функцію-кодер та функцію-декодер відповідно. 
Безпосередньо із наведених вище означень 
випливає лема. 
Лема 3. Нехай 1( , , )nξ ξ…F  — чр-граф-функ-
ція, а 1( , , )nπ π…H  — граф-модель векторного 
образу функції 1( , , ).nξ ξ…F  Тоді матимемо 
 1 1( , , ) ( ( ( ), , ( )))n nA A A A= χ ψ ψ… …F H   
для усіх ,iA  1, .i n=  
Аналогічно, нехай 1( , , )mξ ξ…P  — чр-граф-
предикат, а 1( , , )mπ π…K  — граф-модель вектор-
ного образу цього предиката. Тоді отримаємо 
 1 1( , , ) ( ( ), , ( ))n nA A A A= ψ ψ… …P K   
для усіх iA , 1,i n= . 
Лема 4. Має місце ,, ( , βψ χ ∈ [σ ] ψ χ ∈ [σ ]).G G  
До в е д е ння.  
1. ψ . Покладемо, що 
 1( ) ( ( ) )* ( )e eE Dπ





( , ) ( ( ) ) * ( )
( ( ( ( ))), ( ( ( )))), ( )
e e
v e v e
E E
L D G E E E G G
π ξ
π ξ = ξ ≠ Δ 〈π ∪ ξ ∪
∪ ξ ξ ξ 〉.
G
  
Тоді 2( , )gΔG  являє собою граф-код за винят-
ком ізольованих вершин. А отже, повний граф-
код 
 ( )2( ) , ( ).eg g G g D g= ψ = Δ ∪   
2. .χ  Розглянемо функцію 
 3 1 1,
( , ) ( ( ) ) ( ), ( ( ))e eE E G Gπ ξ
π ξ = ξ ≠ Δ ∗ 〈π ∪ ξ ξ 〉.G   
Тоді 
 3( ) ( , ) ( ).eg g G g D g= χ = Δ ∪   
Що і треба було довести. 




,( ).GA β  
До в е д е ння. Той факт, що σG ( )βσG,  є 
породною множиною чрGA  
чр
,( ),GA β  випливає 
безпосередньо із отриманих вище результатів. 
Для остаточного доведення теореми до-
сить показати, що видалити жодну з функцій 
σG  ( )βσG,  неможливо. Для цього використаємо 
твердження 1 та 2: 
1) =G  є єдиним предикатом множини; 
2) лише функція 0
GC  не зберігає множину 
графів 1 1\{ , | { , }, 1}G g V E V v v= 〈 〉 = =…  (множи-
на графів, у яких номер першої вершини 
більший 1); 
3) лише функція ∪  не зберігає множину 
{ , | | | 2}g V E V= 〈 〉 ≤  (графи з кількістю вершин, 
меншою або рівною 2); 
4) лише функція \  не зберігає множину 
\ { , | | | 2}G g V V= 〈 ∅〉 ≥  (усі графи, крім тих, які 
повністю незв’язні та мають більше однієї 
вершини); 
5) лише eE  не зберігає \({ {1,2}, { 1,2 } }G g =〈 〈 〉 〉 ∪  
1 1{ { , }, | 2} { {1,2}, })g v E v g∪ = 〈 〉 = ∪ = 〈 ∅〉…  (усі гра-
фи, крім таких: графа, що складається із дуги 
1,2 ;〈 〉  незв’язного графа, що складається із 
двох вершин з номерами 1 та 2; множини 
графів, для яких номер першої вершини 
дорівнює 2); 
6) лише vE  не зберігає \ ({ {2}, }G g = 〈 ∅〉 ∪  
1 1{ {1,2}, } { ,{ , } | 1,2 })g g V e e∪ = 〈 ∅〉 ∪ = 〈 〉 = 〈 〉…  (усі 
графи, крім таких: графа з однієї вершини з 
номером 2; графа із двох вершин з номерами 1 
та 2; множини графів, у яких першим ребром є 
1,2 ;〈 〉)  
7) лише vD  не зберігає 1 1{ { , }, |g v E v= 〈 〉 =…  
1} G= ∪ Δ  (множина графів, для яких номер 
першої вершини дорівнює 1, та порожній 
граф); 
8) нарешті, лише L  не зберігає множину 
{ , } Gg V= 〈 ∅〉 ∪ Δ  (множина усіх повністю не-
зв’язних графів і порожній граф). 
Також у випадку чрGA  лише функція 
SG ∈ σG  не зберігає денотати. 
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Висновок 
Таким чином, доведено, що сукупність σG  
( )βσG,  є не тільки породною множиною, а й 
базисом ППА чрGA  
чр
,( ).GA β  Лише функція збіль-
шення на одиницю номера першої вершини 
SG ∈ σG  не зберігає денотати у випадку 
чр.GA  
Проведене дослідження репрезентативних 
класів графових перетворювачів, отримання від-
повідних алгебричних характеристик та ви-
значення базисів у рамках ППА є важливим 
кроком у напрямі вивчення методів та 
створення ефективних засобів специфікації 
задач та їх розв’язків. Зокрема, отримані 
результати дають можливість як поглянути з 
єдиних позицій на наявні нині методи та за-
соби специфікації задач (UML, BPWin, ERWin 
і т.д.), так і, що найважливіше, створюють 
адекватне підгрунтя для пошуку нових рішень 
у напрямі дослідження складних структур 
організації інформації та методів маніпулюван-
ня ними. Окрему увагу було приділено пошуку 
природних nmI - базисів для зазначених вище 
предметних областей, що, безперечно, робить 
отримані результати прозорішими з точки зору 
їх застосування для реальних задач. Наступні 
роботи будуть присвячені практичному засто-
суванню отриманих результатів. 
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