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Résumé 
Les évolutions technologiques des modalités diagnostiques d'imagerie par rayons X permettent aux 
radiologues d'améliorer la qualité du diagnostic et les soins aux patients. Dans ce contexte, le nombre 
d'examens radiologiques effectué en radiographie conventionnelle, fluoroscopie ou tomodensitométrie 
(TDM) est en constante augmentation. L'imagerie TDM contribue à environ 70% de la dose efficace 
annuelle totale délivrée à la population par l'imagerie par rayons X. Comme l'utilisation des rayons X en 
imagerie médicale est liée à un risque d’induction de cancer, risque décrit par le modèle linéaire sans seuil, 
développé traditionnellement pour la radioprotection des patients ; de nombreux efforts ont été mis en 
œuvre pour réduire l'exposition du patient afin de s'assurer que le bénéfice pour le patient reste supérieur 
aux risques engendrés. Néanmoins, bien que le risque d'induire un cancer ne puisse être négligé, le risque 
majeur pour le patient, dans la mesure où le processus de justification est respecté, est la non-détection 
d'une lésion pathologique. 
Le but de ce travail était de proposer une stratégie pour optimiser l'exposition des patients tout en 
maintenant la précision du diagnostic en utilisant une méthodologie pertinente dans un contexte clinique. 
Dans ce contexte, l’analyse objective de qualité d'image devrait tenir compte des quatre éléments suivants: 
(1) elle devrait être liée à une tâche; (2) les propriétés des signaux et des milieux doivent être définies en 
fonction de leurs propriétés statistiques; (3) l'observateur doit être spécifié et (4) une figure de mérite doit 
être définie. Ainsi, les modèles d’observateurs, outils mathématiques utilisés comme substitut aux 
observateurs humains, sont performant pour estimer objectivement la qualité d’image et répondre à une 
tâche diagnostique précise. Les modèles d’observateurs peuvent en effet effectuer une tâche (par exemple, 
détection de lésion) pour un type d'image et un signal (par exemple, un fond uniforme mais bruité) et 
permettre une estimation quantitative de la performance (par exemple, l’aire sous la courbe ROC).  
En outre, l'avantage des modèles d’observateurs est qu'ils sont économiques, en terme de temps et 
d’argent, et sont également consistant dans leurs réponses contrairement aux observateurs humains. 
Ce travail montre que l'utilisation d'une approche axée sur la tâche clinique pour comparer les unités de 
TDM et les protocoles cliniques en terme de qualité d'image et d'exposition des patients devient réalisable 
grâce aux modèles d’observateurs. Une telle approche donne l’opportunité d’estimer le potentiel de 
réduction de dose offert par les derniers développements technologiques. Elle permet aux physiciens 
médicaux de convertir les informations cliniquement pertinentes définies par les radiologues en des 
critères de qualité d'image. 
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Abstract 
The technological evolutions of diagnostic X-ray imaging modalities enable to radiologists improve 
diagnosis quality and patient care. In this context, the number of X-ray examinations like conventional 
radiography, fluoroscopy or computed tomography (CT), is increasingly used in patient care. The risk 
associated with the use of ionizing radiation in medical imaging is the risk of inducing cancer, a risk which is 
by the Linear No-Threshold model traditionally developed for patient radiation protection. In addition, CT 
imaging contributes to roughly 70 % of the total annual effective dose delivered by X-ray imaging to the 
population. Because of this, many efforts have been made to decrease patient exposure to ensure that the 
risk benefit balance clearly lies on the benefit side. Nevertheless, while the risk of inducing cancer cannot 
be neglected, the major risk for the patient, if the justification process is respected, was the non-detection 
of a pathological lesion.  
The goal of this work was to propose a strategy to optimise patient exposure while maintaining diagnostic 
accuracy using a task-based methodology that is pertinent in a clinical context when dealing with CT 
imaging.  
In this context, objective image quality should be developed and should take into account the following 
four elements: (1) It should be linked to a task; (2) the properties of signals and backgrounds have to be 
defined in accordance with their statistical properties; (3) the observer should be specified and (4) a figure 
of merit should be precisely defined and quantified. In this sense, model observers, which are 
mathematical tools potentially used as a surrogate for human observers are well suited to objectively 
estimate image quality at the diagnostic accuracy level. They can indeed perform a task (e.g. lesion 
detection) for a given type of image and signal (e.g. noisy uniform background) and allow a quantitative 
performance estimation using for example the area under the receiver operating characteristic curve. In 
addition, the advantage of model observers is that they are economical, both in terms of time and money 
and they are consistent unlike the human observers. 
This work shows that using a task-based approach to benchmark CT units and clinical protocols in terms of 
image quality and patient exposure becomes feasible with model observers. Such an approach may be 
useful for adequately and quantitatively comparing clinically relevant image quality and to estimate the 
potential for further dose reductions offered by the latest technological developments. 
The methodology developed during this PhD thesis enables medical physicists to convert clinically relevant 
information defined by radiologists into task-based image quality criteria. 
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1 Introduction 
The technological evolution of diagnostic X-ray imaging modalities has enabled radiologists to have access 
to increasingly efficient systems, improving the quality of diagnosis and patient care. In this context, 
diagnostic X-ray imaging modalities like conventional radiography, fluoroscopy, nuclear medicine or 
computed tomography (CT), are increasingly used for patient care. Because of this, however, diagnostic X-
ray imaging nowadays contributes from 25 to 50 % of the total annual effective dose of the population of 
western countries 1. In 2007, in Switzerland or in France, the average effective dose per inhabitant due to X-
ray imaging was about 1.2 mSv but increased to 1.4 mSv in 2013 2,3 with an expected further increase to 
come. In comparison, in Germany, the average dose per inhabitant due to x-ray imaging was about 1.7 mSv 
in 2010 with 1.15 mSv due to CT imaging 4. It is worth mentioning that the contribution of the collective 
effective dose of the different modalities mentioned above is quite uneven. In Switzerland in 2013, for 
example, about 1.0 mSv was due to CT examinations. That represented 70% of the collective effective dose 
delivered to the population whereas it represented only 10 % of the number of examinations2-6 (Figure 1).  
 
Figure 1: Summary of frequency and dose distribution 
 
To control this trend, two radiation protection principles must be reinforced: the justification of the 
examination and the optimisation of the radiological procedure. Justification means that the examination 
must be both medically indicated and useful. While this work focuses entirely on the second principle—
optimisation—it is important to note that a more rigorous justification would be an efficient way to 
improve the radiation protection of the population in the field of medical imaging. Justification should not 
only address the usefulness of the examination, but should also provide some information concerning the 
radiological information required to answer the clinical question, including indications for the image quality 
level required, which would in turn then facilitate the optimisation process. The new Swiss Ordinance on 
radiation protection is now more precise on the justification aspect by applying the Basic Safety Standard 
(BSS) published in 2014 by the International Atomic Energy Agency (IAEA).  
For the second principle, the optimization process should ensure that a CT unit is as efficient as 
possible to convert the radiation received by the detectors into valuable image information. To achieve 
this, it is essential that the acquisition protocols are optimised in order to find the best trade-off between 
image quality and patient exposure, whatever the patient morphology.  
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The major risk associated with the use of ionizing radiations in CT imaging is the risk of inducing 
cancer. This risk is nevertheless still debated (especially for low dose levels) because the uncertainties are 
too high to clearly demonstrate a link in medical imaging between dose and cancer induction 7-12. However, 
recently published results show that, at the cellular level, radiation effects were detected following CT 
examinations 13,14. In such a context, the precautionary principle must be applied and the Linear No-
Threshold model (LNT) is the standard used in the area of patient radiation protection 15 as in the field of 
workers exposed to ionizing radiations. Many efforts have been made by manufacturers, medical 
physicists, and radiologists to optimise clinical protocols in order to ensure that the risk benefit balance 
clearly lies on the benefit side (Figure 2). Nevertheless, while the risk of inducing cancer cannot be 
neglected, the major risk for the patient, if the justification process is respected, is the non-detection of a 
pathological lesion. Accordingly, it is important to be sure that dose reductions do not impair the diagnostic 
information required by the radiologist.  
 
 
Figure 2: Trade-off between radiation risk and misdiagnosis 
 
In response to the population’s increased exposure through medical imaging, the supervisory authorities 
have strongly advocated for dose reductions. However, while still keeping this in mind, instead of 
considering the dose aspects, medical and imaging teams should first ensure that the necessary diagnostic 
information is contained in the images while trying to keep patient exposure as low as possible. 
Image quality assessment in medicine can be complex and one way to tackle the problem is to take the 
approach proposed by Fryback and Thornbury 16 which proposes a “Hierarchical Model of Efficacy”: from 
the pure technical properties of image quality (such as Signal-to-Noise Ratio (SNR), Modulation Transfer 
Function (MTF), Noise Power Spectrum (NPS), ...) to the impact of image information on the therapy, the 
patient well-being or even the societal efficacy (Table 1) 17,18.  
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Level Designation 
1 Technical efficacy 
2 Diagnostic accuracy 
3 Diagnostic thinking 
4 Therapeutic efficacy 
5 Outcome efficacy 
6 Societal efficacy 
 
Table 1: Six-level of Hierarchical Model of Efficacy for  image quality assessment 
 
Until now image quality assessments made by medical physicists addressed only the first level of the scale 
proposed by Fryback et al. 16. One way to improve the situation would be to work at the second level of the 
scale using image quality criteria that are linked to a diagnostic task (task-based image quality criteria). 
Figure 3 from J. B. Solomon’s PhD thesis shows the importance of assessing image quality in relation to a 
diagnostic task 19. In the top row, the two images have different noise levels, but if the image quality is 
evaluated with a task-based criterion (detection of a calcified structure), the outcome will be similar. 
However for another task, such as the detection of a focal liver lesion (bottom row), the difference in image 
noise levels might lead to a different outcome.  
 
 
Figure 3: The top row shows two images of the same patient who underwent a CT exam due to suspected kidney stones. The bottom 
row shows two images in which a liver lesion is nearly rendered by the noise in the left image (from Solomon’s PhD thesis) 
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Most of the time, clinical image quality is subjectively assessed and the overall perceived aspect of the 
image is of prime importance. With the filtered back projection (FBP) reconstruction technique, dose 
reduction is associated with an increase of image noise that leads radiologists to potential difficulties of 
detecting low contrast lesions. On the contrary, with iterative reconstruction (IR) techniques, a dose 
reduction is not systematically associated with high noise content in the images. Moreover, it is possible to 
get reasonably “good looking images” at a low dose level even if their diagnostic information content is 
quite low. These images can be adequate for some diagnoses but might lead to misdiagnoses for other 
indications. With the use of IR, the relationship between the object and its signal obtained from the 
imaging system is no more linear. This means that the traditional metrics used to objectively assess image 
quality must be adapted or changed. With IR, the production of reasonably “good looking images” prevents 
a reliable subjective assessment of image quality by radiologists. A way to address this challenge is by using 
clinically relevant task-based image quality criteria.  
As mentioned previously, the first step of the optimisation process is to ensure that a maximum of X-rays 
produced by the imaging unit is converted into information. Previously, several figures of merit (FOM) were 
used to characterise the performances of a CT unit from an image quality point of view. FOM such as the 
“Q-value” (introduced by ImPACT in the UK) that combines a set of image quality and dose parameters 
already made it possible to evaluate and compare the performance of CT units. While this approach was 
quite useful during the development of CT technology, where performances between different units could 
vary drastically, it appears now that the sensitiveness of those methods are quite limited. Until recently, 
image quality was almost exclusively estimated through technical properties (SNR, MTF, NPS ...) 
corresponding to the 1st level of the Hierarchical Model of Efficacy. This estimation was correct because it 
was assumed that a good set of basic image parameters always led to good diagnostic accuracy.  
The introduction and the development of IR created a new challenge in the field of image quality 
assessment. Limiting the CT characterisation using metrics remaining in the first level of the Hierarchical 
Model of Efficacy scale is not enough. In this case the image quality must be assessing at the minimum at 
the second level of the Hierarchical Model of Efficacy scale to ensure an adequacy between image quality 
and clinical needs. According to Barrett and Myers 17, objective image quality at the diagnostic accuracy 
level, 2nd level of Hierarchical Model of Efficacy, should take into account the four following factors: (1) It 
should be linked to a task; (2) the properties of signals and backgrounds have to be defined in accordance 
with their statistical properties; (3) the observer should be specified and (4) a FOM should be precisely 
defined and quantified. In this context model observers (MO), are intrinsically well suited to estimate image 
quality at the diagnostic accuracy level. In fact, they can perform a task (e.g. detection) for a given type of 
image and signal (e.g. noisy uniform background) and estimate the performance in quantitative terms, like 
the area under the Receiver Operating Characteristic (ROC) curve (AUC). Using similar metrics for patient 
dose surrogates as for the Q-value, there is a way to characterise the efficiency of CT when dealing with 
specific tasks. This methodology could also be taken into account when dealing with the optimisation of 
clinical protocols. Finally, concerning patient exposures, the volume Computed Tomography Dose Index 
(CTDIvol), as well as the Dose Length Product (DLP) are used as a surrogate for patient exposure. The 
medical physicist has an active role in the process of dose management and quality assurance. The next 
challenge is to increase the participation of the medical physicists in the image quality optimisation 
process; to do that it is important to define relevant imaging tasks that could be used as a surrogate for 
image quality (Figure 4).  
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Figure 4: The role of the medical physicist in a radiology department 
   18 
 
2 Goal of the PhD thesis 
The goal of this PhD thesis was to propose a strategy to optimise patient exposure using image quality 
criteria that make sense in a clinical context when dealing with CT imaging. The first part of this work was 
devoted to defining the impact of technological developments on image quality in the field of CT imaging 
using a task-based approach. The second part was devoted to providing tools to measure the diagnostic 
accuracy of the clinical protocols. Finally, this work proposes a way to link radiologists’ needs and medical 
physicists’ tasks, trying to convert the clinically relevant information into simple task-based image quality 
criteria. The different methods used in this PhD thesis to achieve the different aims cited here are 
described in detail in the following parts. 
3 Radiation dose estimation  
In CT imaging, dose indicators were introduced to characterise the patient exposure and dosimetric 
quantities were introduced to estimate the radiological risk.    
3.1 Computed Tomography Dose Index  
To initiate an optimization process the first step is to provide some dose and risk indicators to the users. 
Many efforts have been made to better estimate the risk part of CT examinations by introducing 
standardised ways to quote patient exposure, for example CTDI and DLP concepts. CTDI is defined as dose 
profile integrated over 100 mm obtained by one rotation of the tube in axial acquisition, divided by the 
collimation width (see equation below). This index is used as a surrogate of the absorbed dose in the 
patient per scanned length unit. The scattered radiation largely overflows from the collimation and is an 
important part of the dose to the patient, so the CTDI must take this dose contribution into account. This is 
why the dose profile is integrated over 100 mm, well beyond the collimation width 20. 
 



50
50
1
dzzD
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CTDI
c  
CTDI: computed tomography dose index [mGy] 
D(z): Absorbed dose profile along the longitudinal axis [mGy] 
Lc: Collimation width [mm] 
 
To evaluate the average dose in the slice, the weighted CTDI (CTDIw) is defined as a weighted sum of the 
CTDI in the centre (CTDIc) and periphery of the CTDI (CTDIp) phantom, as shown in the following equation: 
pcw CTDICTDICTDI
3
2
3
1
  
At the end, CT manufacturers report the CTDIvol on the scanner control console for each examination as a 
requirement by the International Electrotechnical Commission (IEC) CT safety standard 21. The CTDIvol is the 
CTDIw normalised by the pitch.  
pitch
CTDI
CTDI wvol   
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To improve the scope of CT dose estimation, an adaptation of the definition of the CTDIvol has been 
proposed to enable a qualification of CT units having wider nominal beam widths 22. The CTDIvol is used as a 
dose indicator for patient exposure but it is particularly important to note that it quantifies the dose in a 
simple and homogenous phantom, and is not the actual dose delivered to the patients.  
3.2 Dose Length product  
DLP quantifies the total dose absorbed on the explored length, but cannot be used to assess the stochastic 
risk associated to an examination. The total dose delivered to a patient during a CT examination depends 
on the scanned length and is estimated from the CTDIvol with the DLP metric. 
 
 volDLP CTDI L  
DLP: Dose Length Product [mGy  cm] 
CTDIvol: [mGy] 
L: scan length [cm] 
3.3 Effective Dose  
Nowadays it is suggested that the most appropriate quantity for estimating the risk due to diagnostic 
imaging procedures is the radiation dose to individual organs 15. The DLP quantifies the absorbed dose in 
the irradiated volume, the assessment of the stochastic risk requires taking into account the radio-
sensitivity of the exposed organs by calculating the effective dose (E) 23 24 25. The calculation of the effective 
dose is not straightforward because it requires precise knowledge of the dose absorbed by a selected 
organ. It also depends on the fraction of the volume of each organ exposed to in the primary field and the 
distribution of the scattered radiation. To simplify the estimation of the effective dose or even organ dose 
from simpler metrics such as CTDIvol and DLP, conversion factors or software, such as the one proposed by 
Impactscan can be used 26. Mean conversion factors (eDLP) that convert the DLP quantity into effective dose 
have been proposed for the most common CT scans, allowing a quick estimation of the effective dose but 
with a limited accuracy. The values of the eDLP must also be adjusted according to age and morphology of 
the patient, even if effective dose is defined by the International Commission on Radiological Protection 
(ICRP) for a reference adult or for child of 0, 1, 5 and 10 years old 15. A set of eDLP values is given is Table 1 27.  
 
  DLPE DLP e  
E: Effective dose [mSv] 
DLP: Dose Length Product [mGy  cm] 
eDLP: Conversion factor [mSv mGy-1  cm-1] 
 
eDLP (mSv mGy-1  cm-1) 
Region of body 0 year old 1 year old 5 year old 10 year old Adult 
Head and neck 0.0130 0.0085 0.0057 0.0042 0.0031 
Head 0.0110 0.0067 0.0040 0.0032 0.0021 
Neck 0.0170 0.0120 0.0110 0.0079 0.0059 
Chest 0.0390 0.0260 0.0180 0.0130 0.0140 
Abdomen 0.0490 0.0300 0.0200 0.0150 0.0150 
Trunk 0.0440 0.0280 0.0190 0.0140 0.0150 
 
Table 2: eDLP conversion factor 
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3.4 Size Specific Dose Estimator  
When the patient's size differs significantly from the diameter of the CTDI phantom ( 32 cm for the CTDI 
abdomen phantom); the average dose delivered in a slice may be significantly different from the numerical 
value given by the CTDIvol. A correction of CTDIvol by a factor depending on the effective diameter of the 
patient (geometric mean between the lateral size and the thickness of the patient) is necessary. The 
corrected CTDIvol is called Size Specific Dose Estimator (SSDE) 28. However, the SSDE cannot be used to 
calculate the effective dose that is determined for a standard patient.  
 
volCTDIAPLATfSSDE  )(  
SSDE: Size Specific Dose Estimator [mGy] 
f: correction factor in terms of effective diameter  
LAT: patient lateral size [cm] 
AP: thickness of the patient [cm] 
 
In summary, the estimation of organ dose and effective dose for various anatomies and for standard 
acquisition protocols in general without tube current modulation, are well documented. Less scientific data 
are available when dealing with tube current modulation which is the most frequent situation in clinical 
routine and this constitutes a strong limitation to properly estimating the absorbed dose to the organs with 
the automatic tube current modulation 29. Tube high voltage variation during the acquisition and organ 
base modulation require a further effort in the way organ doses are estimated if the acquisition protocols 
are to be optimised in a realistic way. 
3.5 Diagnostic Reference Level 
The diagnostic reference levels (DRL) is a concept used for optimising patient exposure. They provide a 
reference frame but are not dose limits. DRLs make it possible to set up different plans of action or 
correction when patient exposure is too high in comparison to nationally or regionally accepted DRL values. 
In radiology, the DRL is defined as the third quartile of the distribution of dose indicators (CTDIvol and DLP) 
for a given protocol. They are obtained by organising national surveys of the practice. The limitations of 
current DRLs are that they are defined per anatomical region which is insufficient when willing to optimise 
a protocol on the basis of the clinically relevant diagnostic information.  
4 Dose reduction techniques 
Technologically, CT scanners have continuously evolved in terms of improving their diagnostic accuracy. 
Nowadays the main effort is made on dose reduction. Automatic tube current modulation and iterative 
reconstructions are the two main tools used in clinical routines to decrease patient exposure.  
4.1 Automatic Tube Current Modulation  
Since 1994 manufacturers have proposed efficient tools such as the automatic tube current modulation 
(ATCM) to reduce patient exposure from 15% to 53% in comparison to constant tube current 30 31 32 30 33 34 
35. The current modulation can be carried out along the longitudinal axis (longitudinal modulation) and/or 
take into account differences in absorption during the rotation of the X-ray tube (angular modulation).  
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To define the way the modulation works, two paradigms are used by the different manufacturers. First, the 
modulation may be calculated to maintain noise levels per slice close to previously introduced target 
values, and is used by GE and Toshiba. Second, the modulation can be calculated to maintain a constant 
level of overall diagnostic quality for all patient sizes with respect to a reference image, thus allowing a 
higher noise level for larger patients (mainly because of the intrinsic contrast generated by inter-organ fatty 
tissue) or lower noise for thinner patients, a technique used by Philips and Siemens. But the ATCM is 
relatively sensitive to the patient position in the gantry 36. Moreover, some units have an organ based tube 
current modulation to spare selected organs (such as eye lens, thyroid or breast) with the possibility to 
modify the tube current during the acquisition 37. Recently, tube voltage modulation has been proposed to 
automatically select the tube voltage as a function of patient size and diagnostic task. For example, lower 
tube voltage can result in an improved radiation contrast and in the same time lead to a noticeable dose 
reduction in acquisitions where iodine contrast material is used 38 39.  
4.2 Iterative reconstruction  
Historically, standard FBP was used to reconstruct CT images in a very efficient way; nowadays IR 
algorithms are replacing the FBP algorithm. One of the limitations of the FBP algorithm is that an equal 
weight is given to all data that are collected whatever their information content. This means that when the 
attenuation is not constant during the rotation of the tube, some noisy projections significantly impair the 
image quality of FBP reconstructed images. IRs gives weight to the projection according to their 
information content. This enables noticeable dose reductions but introduces some change in the image’s 
texture. There are two types of IR algorithms: First, the statistical IR acts on the statistical properties of 
image noise; it uses a blend of FBP images with different strength levels where images are reconstructed in 
the raw data domain and in the image domain to reduce image noise 40 41 42 43 44 45 46 47 48 49 50 51.  
The other category of IR is a statistical model based IR; this algorithm uses a refined local image noise 
model that predicts the variance of the image noise in different directions in each image pixel and adjusts 
the space-variant regularization function correspondingly. The anisotropic noise model in each image pixel 
is obtained by analyzing the statistical significance of the raw data contributing to that pixel (in the raw 
data sinogram). It is of note that these iterative reconstructions work in general like black boxes. The 
solutions proposed might use some statistical properties of the data (by putting, for example, more weight 
on the intense rays rather than on the highly attenuated rays where the noise level is high) but in the end, 
all these solutions modify the image texture. 
Finally, GE developed a full model based IR with the commercial name of VEO. Unlike its first iterative 
reconstruction Adaptive Statistical Iterative Reconstruction (ASIR), VEO is a fully iterative method that not 
only considers the data statistics but also the geometry of the machine itself by taking into account the 
voxel volumes of the scanned object, the focal spot size, the active area size of the detector; furthermore, 
iterations take place back and forth in the sinogram and image domains, converging gradually towards an 
optimised image “solution”. Moreover, to enhance model precision of the CT scanner, complex 
mathematical formulations were determined to account for physical effects such as beam hardening, 
scatter and metal attenuation artefacts. Due to its complexity and specific properties, today VEO is only 
designed for acquisitions performed with the Discovery CT750 HD scanner (GE Healthcare, Waukesha, WI, 
USA) and a significant reconstruction time is still required to reconstruct CT images (over 30 to 45 minutes 
for a set of one hundred images) but dose reduction by factors as large as 3 to 7 might be possible without 
losing diagnostic information  52 53 54. 
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Manufacturers Statistical IR 
Statistical model based 
IR 
Model-based IR 
GE ASIR ASiR-V VEO 
Philips iDose4 IMR 
 
Siemens IRIS / SAFIRE ADMIRE 
 
Toshiba QDS+ / AIDR 3D FIRST 
 
 
Table 3 : Classification of the different commercially iterative algorithms 
 
IRs may indeed drastically reduce patient exposure. Their use, however, poses a severe problem terms of 
on the image quality assessment because these new algorithms are no longer linear and their behaviour is 
image content dependent. 
 
apply inverse model
Conventional FBP with rawdata denoising
Regularise
rawdata
apply inverse model
ASIR (GE), AIDR3D (Toshiba), IRIS (Siemens), iDose (Philips)
Regularise
rawdata
Regularise
image
 
  
 
 
 
 
Figure 5: Schematic process of the different IR 
  
apply inverse model
Veo/MBIR (Ge)
apply forward model
apply inverse model
SAFIRE, ADMIRE (Siemens)
Regularise
rawdata
Regularise
image
apply forward model
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5 Technological efficacy (1st level of Hierarchical Model of Efficacy) 
 
The technical efficacy of diagnostic imaging concerns the physical parameters describing technical image 
quality in an imaging system. 
5.1 Physical metrics in the image domain  
In CT, different image quality metrics are used in the spatial and frequency domains 20 55. Noise is a key 
parameter of image quality when dealing with the detection of low-contrast structures. Noise is voxel value 
fluctuation from one voxel value to another around the average voxel value in a homogeneous background. 
This phenomenon has two sources: the quantum noise related to the randomness of the number of 
photons emitted and detected per voxel, and the noise added by the electronic system (signal amplification 
and readout). To simply quantify the amount of noise in the image the standard deviation of voxel values 
(𝜎𝑥) in a homogeneous area is used. 
𝜎𝑥 = √
1
n
∑(xi
n
i=1
− x̅)2 
 
In practice, the signal corresponds to the average pixel attenuation measured in a region of interest (ROI) 
and the noise is computed as to the standard deviation of the pixels. From the noise and signal values, the 
signal to noise ratio (SNR) and contrast to noise ratio (CNR) can be obtained: 
 
𝑆𝑁𝑅 =
x̅
𝜎𝑥
                           𝐶𝑁𝑅 =
|x̅1 − x̅2|
√𝜎1
2 + 𝜎2
2
2
 
 
Where SNR = Signal to Noise Ratio, x̅ mean voxel value and 𝜎𝑥 is the standard deviation. 
When dealing with the detection of small structures the spatial resolution properties of the image are of 
prime importance. It can be characterised by the assessment of the line spread function (LSF) in the image 
domain, but the use of the Fourier domain is generally preferred. 
5.2 Physical metrics in the Fourier domain  
Image quality can also be evaluated in the Fourier domain where the spatial resolution is materialised by 
the MTF. The MTF is defined as the Fourier transform of the LSF. The LSF is obtained by calculating the first 
derivative of the edge spread function that represents the response of the CT machines to a step in 
contrast of a test object. Generally the MTF is normalised by its zero-frequency value. This metric is an 
objective characterization of the spatial resolution and describes how well frequencies are transferred by 
the system. 
𝑀𝑇𝐹(𝑢, 𝑣)  ≝  
|𝐹𝑇{𝐿𝑆𝐹(𝑥, 𝑦) }|
|𝐹𝑇{𝐿𝑆𝐹(0,0)| 
 
 
Where FT represents the Fourier transform and LSF (0,0) is line spread function at the zero spatial 
frequency. 
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The concept of MTF is generalised by introducing a metric called task transfer function (TTF).The spatial 
resolution evaluated using the TTF takes into account the effect of contrast on the reconstruction with 
iterative algorithm. The MTF and TTF are similar metrics but differ from one another in the sense that MTF 
only applies to a single given contrast level while the TTF can be applied to different contrasts and dose 
levels 56 57. The image noise can be characterised by the noise power spectrum (NPS). Assuming that the 
noise is stationary across the image, the NPS gives a complete description of the noise by providing its 
amplitude over the entire range of the image’s frequency. The 2D NPS is calculated on a flat image (fx, fy): 
 
𝑁𝑃𝑆2𝐷(𝑓𝑥, 𝑓𝑦) =
∆𝑥∆𝑦
𝐿𝑥𝐿𝑦
1
𝑁𝑅𝑂𝐼
∑|𝐹𝑇2𝐷{𝑅𝑂𝐼𝑖(𝑥, 𝑦) − 𝑅𝑂𝐼𝑖̅̅ ̅̅ ̅̅ }|
2
𝑁𝑅𝑂𝐼
𝑖=1
 
Where ∆𝑥∆𝑦 are the sizes of the pixels in dimension x and y; Lx, Ly are ROIs length (in pixels); 𝑁𝑅𝑂𝐼 the 
number of ROI used; 𝑅𝑂𝐼𝑖̅̅ ̅̅ ̅̅  the mean value of the pixels of the i
th ROI. 
5.3 Combination between image quality and dose metrics 
To compare the performance of various CT units it is possible to synthesise some of the parameters 
described above. For example ImPACT introduced a FOM, (the Q factor) that was used for many years on 
CT scanners 55. The Q-factor balance dose and image quality in one FOM. It combines spatial resolution (fav 
is the average of the 50% and 10% values of the MTF) noise () and dose (CTDIw). In addition it includes a 
parameter that takes into account the longitudinal resolution (z) of the acquisition:  
𝑄2 = √
fav
3
𝜎2𝑧𝐶𝑇𝐷𝐼𝑤
 
This approach was quite simple and made is possible to compare completely different CT technologies (i.e. 
the difference between xenon and state-solid detectors). However, with more modern systems, the 
complexity of the scanners and their reconstruction processes create certain limitations concerning the 
sensitiveness of the technique. Additionally, the FOM is not task oriented. Using no task-based paradigm 
creates some bias when the image quality is evaluated. Noise texture and resolution can impact the 
detectability which is not highlighted with an image quality assessment that is not linked with a task like the 
CNR. As an example, Figure 6 (image from J. B. Solomon’s PhD thesis 19) shows images with equal CNR but 
different a detectability index. 
 
Figure 6: Equal CNR but different detectability index (image from J. B. Solomon’s PhD thesis 19) 
To solve the problem it is possible to use model observers, such as pre-whitening model observer (PW) or 
non-prewhitening model observer with an eye filter (NPWE) or human observers using objective tools 
linked to a task to assess the diagnostic accuracy. 
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6 Diagnostic accuracy efficacy in CT (2nd level of Hierarchical Model of 
Efficacy) 
Diagnostic efficacy measures performance of the imaging for the purpose of making diagnoses and that 
they all require interpretation of the image by an observer. 
6.1 Receiver Operating Characteristics study 
Another way to objectively assess the relevant information content of images, with a discrimination 
strategy, is to use the ROC methodology. The goal of this method is to determine the accuracy of the 
diagnostic test aiming to distinguishing normal from abnormal situations based on the separation of the 
probability density functions (PDF) of the two corresponding classes (figure 7). The results of such a binary 
test can be summarised in a 2x2 table ( 
table 4) that contains the four possible decisions, two of them correct and two of them incorrect 58. If the 
outcome is correct it can either be true positive (TP) or true negative (TN) depending on whether the 
prediction was abnormal or normal respectively. 
 
Figure 7: The distribution of the classes (negative and positive) is shown. By varying the decision threshold the number, 
representing the four classes will change and plotting TFP (y-axis) versus FPF (x-axis) will result in a ROC curve. 
 
In the same way incorrect responses can be false positive (FP) (prediction was abnormal but outcome is 
normal) or false negative (FN) (prediction was normal but the outcome abnormal). 
 
 Actually Abnormal Actually Normal 
Diagnosed as 
Abnormal 
True positive (TP) False positive (FP) 
Diagnosed as 
Normal 
False negative (FN) True negative (TN) 
 
Table 4: The table shows the four classes with respect to a diagnostic test. 
 
  
   26 
 
 Using these decisions outcomes, two important quantities can be defined: the sensitivity and specificity 
which are related to the true-positive fraction (TPF) and the false-positive fraction (FPF) using the following 
equation:  
𝑇𝑃𝐹 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
= 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 
 
𝐹𝑃𝐹 =
𝐹𝑃
𝑇𝑁 + 𝐹𝑃
= 1 −
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
= 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 
 
These figures form the basis for the ROC curve, which is often used as a performance measure of a 
diagnostic test (Figure 7). The accuracy can be defined as the proportion of correct decisions out of all test 
subjects (𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
). In addition, the positive predictive value (PPV) is the ratio of actual 
abnormal cases diagnosed as abnormal and the total number of cases diagnosed as abnormal (𝑃𝑃𝑉 =
𝑇𝑃
𝑇𝑃+𝐹𝑃
) while the negative predictive value (NPV) is defined as the ratio of actual normal cases diagnosed as 
normal and the total number of cases diagnosed as normal (𝑁𝑃𝑉 =
𝑇𝑁
𝑇𝑁+𝐹𝑁
). It should be emphasised that 
in contrast to TPF and FPF, the PPV, NPV and accuracy are all dependent on class prevalence. This implies 
that if two identical studies are performed in two different places with similar populations but with a 
different disease prevalence, different performances will be reported in terms of PPV, NPV and accuracy 59.  
 
To summarise the information obtained from a ROC study the AUC is generally determined as figure of 
merit. The AUC varies from 0.5, where the observer does not perform better than chance to 1.0, where the 
observer is perfect. The detectability, dA, related to a rating scale experiment can be derived from the AUC: 
 
 𝑑𝐴 = √2Φ
−1(𝐴𝑈𝐶) 
where, Φ = ∫ 𝜙(𝑦)𝑑𝑦
𝑥
−∞
 is the cumulative Gaussian function and 𝜙 =
1
√2𝜋
𝑒
−𝑥2
2  a Gaussian function. The dA 
index varies from 0 to infinity.  
 
Evaluating the clinical image quality using ROC theory is based on the truth. The truth can be defined in two 
ways: either the truth is known exactly, in that case the truth is called the ground truth, or the truth is 
based on various experts’ decision or other pathology tests, and in this case the truth is called the gold 
standard. The ROC studies can be generalised to Localisation ROC studies (LROC), Estimation ROC studies 
(EROC) or free-response ROC studies (FROC) 60 61 62. 
6.2 Multi-Alternative Forced Choice 
In forced choice experiments, the observer has to make the ‘signal present’ decision between alternatives a 
set of offered, even if this means that he has to guess. Compared to ROC studies multi-alternative forced 
choice (M-AFC) experiments (“M” being the number of images that the observer has to consider to make 
his/her choice) are faster and easier to perform 63 but do not provide insight into the underlying 
distribution functions and the trade-off between sensitivity and specificity 58. Therefore, M-AFC are 
sometimes referred to as a poor measure of sensitivity 64. 
The natural outcome of M-AFC experiments is a percent correct (PC). For 2-AFC experiments, the PC is 
equal to the AUC but with human observers. 
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A detailed comparison and discussion about the use of ROC and M-AFC experiments as well as the 
optimum selection of M has been presented by Burgess 63. Most commonly M has a value of 2 or 4 but 
Burgess has demonstrated that a higher value of M will result in a smaller coefficient of variance 63. Finally, 
when designing M-AFC experiments care should be taken to avoid bias (e.g. the observer tends to choose 
left when he is unsure) 65. An example of a trial used during a m-AFC study is shown in Figure 8. 
 
 
Figure 8: An example of a trial of a 4-AFC study, the signal is localised at the bottom left  
 
Unfortunately, human observer studies such as ROC or M-AFC studies are time consuming, expensive and 
the inter- and intra-observer variability is often large. One way to speed up the process is to use 
mathematical model observers as a surrogate for human observers. 
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7 Model observers: A surrogate to the human observer 
7.1 Task-based assessment 
To evaluate the image quality in a framework of patient exposure optimization, the use of a task-based 
paradigm could be a way to establish a bridge between the worlds of radiologists and medical physicists. 
With such a paradigm four items must be defined: 
 
The task: The task can be a classification task (i.e. detection task) or an estimation task (i.e. lesion size 
estimation). Often the task is linked to a single structure but there are several differences between the 
actual structure and its reproduction with an imaging system. First of all, a structure can be represented by 
a function of continuous variables, whereas the image obtained from a system is a set of discrete numbers. 
 
The properties of signal (for example: structure to be detected) and background: The image quality 
assessment should take into account the physical and statistical properties of the signal and background. 
For example, in classification tasks (normal / abnormal), the ensemble of images that represents the 
hypothesis, signal present/signal absent, constitutes two populations where all the statistical variations are 
represented leading to the full probability density function.  
 
The observer: To assess the image quality an observer has to be defined. This observer can be a human 
observer (i.e. medical physicist, radiologist ...) or a mathematical observer (i.e. model observer). 
Mathematical observers can be used as surrogates for human observers especially when dealing with the 
optimization of an imaging system which is time consuming and thus expensive (i.e. conventional ROC 
studies). Moreover the intra-variability with model observers is negligible, the main challenge being the 
choice of the right model. 
The figure of merit: After deciding the task, the structure to be detected and the type of observer, it is 
necessary to characterise the outcome by a figure of merit and its variance that characterises the 
performance. The FOM can be an AUC, a PC or a detectability index (da or d’). 
7.2 Ideal observer 
The Bayesian or ideal observer is a particular observer since it utilises all information available in images to 
maximise the performance of a given task.  
7.2.1 General expression of the ideal observer 
The ideal observer can be directly derived by minimizing the mean cost defined in (1) with two basic 
assumptions 66. The first assumption is that a decision is deterministic. In other words, it means that for 
given subset Γi of all possible images g, the observer will always give the same answer Di: 
 
 
 
   

 
i
M
i j jP D H d g p Hg
 
(1) 
 
where M is the number of pixels of the image. 
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The second assumption is that the observer is forced to make a decision whatever the image g that belongs 
to reality Hj. Mathematically, this is translated into: 
 
    
 
  
0 1
M M
j jd g p H d g p H 1g g
 
(2) 
 
where Γ0 is the subset of image space that will lead to decision D0 and Γ1 is the subset of image space that 
will lead to decision D1. Furthermore Γ0 + Γ1 equals the ensemble of all possible images g. 0 represents the 
index for signal absent image and 1 represents the index for signal present images. 
The ideal observer can be obtained by minimizing the mean cost defined in (2). In other words, choose the 
subset Γ1 that minimises the mean cost of the decision. The mean cost can be rewritten as: 
 
                

       
1
M
00 0 01 1 10 00 0 0 11 01 1 1C C P H C P H d g C C p H P H C C p H P Hg g
 
(3) 
 
Because the costs and the prevalence are constant, the expression of Γ1 that minimises the cost can be 
obtained by only including into Γ1 the images that produce a negative argument in the integral of (2). This 
leads to D1 each time the observed image g is such that: 
 
               10 00 0 0 11 01 1 1C C p H P H C C p H P H 0g g  (4) 
 
Rearranging the terms leads to an observer response Λ that can be written as: 
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As Barret and Myers say, this inequality can be read “decide hypothesis H0 true whenever the greater-than 
sign holds; decide hypothesis H1 when the less-than sign holds.” 17. 
Thus, the ideal observer makes its decision by computing the ratio of the likelihoods of observing the given 
image g conditional to H1 and H0, and by comparing the ratio to a threshold (right hand term of (5)). It is an 
observer that utilises all information available regarding the task to maximise the performance as defined 
by the mean cost but does not always give the correct answer. Varying the costs changes the decision 
threshold and thus the optimal operating point on the ROC curve. Minimizing the probability of error would 
have led to the same strategy except that the threshold would have been different. 
(5 was derived by minimizing the mean cost. The same strategy, but with a different threshold, would have 
arisen if the probability of error had been minimised or if the Neyman-Pearson criterion had been used. In 
other words, any of these other minimizing criteria would result to different operating points on the same 
ROC curve. 
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7.2.2 Special case of multivariate normal images 
Assuming the pixel value follows a Gaussian distribution and that the covariance between all pixels is 
defined by the covariance matrix K, the probability of observing an image g if hypothesis Hj is true is given 
by: 
  
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where det computes the determinant of a matrix, "T" is the transpose operation, jg  is the mean value of g 
under hypothesis j and Kj is the covariance matrix of the images that belong to category j. The response of 
the ideal observer can be rewritten in this special case by inserting (6) into (5) and by recognizing that the 
logarithm function is monotonous: 
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If we further assume that the image noise (and therefore its covariance matrix K) is the same under both 
hypotheses and that the difference between the mean image that contains the signal and the mean image 
that does not contain the signal is equal to the searched signal  1 0s g g , we obtain the following very 
compact expression for the ideal observer: 
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We see that in this case, the ideal observer is linear in terms of the image g. The strategy of this observer 
consists in first pre-whitening the signal template ( 
1
2
nK s ) and the image (
12
nK g ). Then the pre-whitened 
signal template is multiplied by the pre-whitened image in order to produce the scalar observer response. 
This is why this observer is usually called the PW model observer. The following expression represents the 
d’ index obtain with the PW model in image domain and Fourier domain (The development of the d’ index 
is given in annexe 1). 
𝑑′ = √𝒔T𝑲𝑛
−1𝒔 
 
By analogy, we can transpose the d’ index created in the image domain to the Fourier domain. In that case 
the covariance matrix is represented by the NPS and the signal by the contrast level convolves with the TTF 
and the input signal. 
𝑑′ = √2𝜋 ∆𝐻𝑈√∫
 𝑆2(𝑓)𝑇𝑇𝐹2(𝑓) 
𝑁𝑃𝑆(𝑓)
𝑓𝑁𝑦
0
𝑓𝑑𝑓  
 
Where, fNy is the Nyquist frequency, ∆HU is the contrast difference between the signal and the background 
and S(f) is the Fourier transform of the input signal. 
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At this stage, some precautions have to be taken concerning the effect of scatter radiation. The TTF is 
reduced by scatter, as well as the image contrast, and this effect should not be taken into effect twice. In 
our calculation, we made the choice of including the scatter effect using the measured contrasts rather 
than the nominal contrast. If the image noise is white (uncorrelated and of equal variance for each pixel) 
the ideal observer simplifies to: 
 
   Tg s g  
 
 
which is called the non-prewhitening matched filter (NPW). This observer is sometimes also used also in 
cases involving coloured noise, but it suffers then from the penalty of not including the noise decorrelation 
process in its detection strategy, and is therefore not ideal. The following expression represents the d’ 
index obtained with the NPW model observer in image domain and Fourier domain (The development of 
the d’ index is given in annexe 2). 
 
𝑑′ = √
(𝒔T𝛥𝒈)2
𝒔T𝐊n𝐬
                            𝑑′ = √2𝜋 ∆𝐻𝑈
 ∫ 𝑆2(𝑓)𝑇𝑇𝐹2(𝑓) 𝑓 𝑑𝑓
𝑓𝑁𝑦
0
√∫ 𝑆2(𝑓)𝑇𝑇𝐹2(𝑓)
𝑓𝑁𝑦
0
𝑁𝑃𝑆(𝑓)𝑓 𝑑𝑓
  
  
In summary, in the case of multivariate normal images with the same noise under both hypotheses, the 
ideal observer is the PW. If the image noise is uncorrelated and statistically similar (white noise) for each 
pixel, the ideal observer is reduced to the NPW. In such a case the outcomes of PW and NPW will be the 
same. 
7.2.3 Hotelling Observer  
In Gaussian data with the same covariance matrix, the Hotelling observer (HO) is equal to the ideal 
observer. It is an ideal observer in the sense that it maximises the SNR. However, when data are not 
Gaussian, the ideal observer is usually non linear. The advantage of the HO is that only the knowledge of 
the first and the second order statistics (mean and variance) of the data is required to extract the maximum 
amount of information from the image. When the mean and covariance for the image are known, the HO’s 
template is defined as: 
𝐰 = 𝑲𝑛
−1𝛥𝒈 
 
where Kn is the covariance matrix and Δg the mean image.  
The decision variable and the detectability index computed with the HO are: 
 
   Tg w g                            𝑑′ = √𝒘T𝒔 
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7.3 Anthropomorphic observer 
The advantage of anthropomorphic model observer is their capacity to mimic human performances. 
Several results show that they have a large potential to provide radiologists a way to control the image 
quality level of their acquisitions 67 68 69.  
7.3.1 Non-prewhitening model observer with an eye filter  
 
As opposed to the PW model, the NPW model does not include the noise decorrelation process and it can 
be transformed into an anthropomorphic model observer by adding an eye filter function. This filter mimics 
the contrast sensitivity function (CSF) of the human eye. The CSF describes the sensitivity of the human 
visual system as a function of the spatial frequency and can be modelled by a band pass filter with a 
maximum at 2 to 4 cycles per degree, falling off at low and high frequencies.  
 
 = sTE2s 
 
𝑑′ =
(sTE2s)2
sTE2KnE2s
                           𝑑′ =
√2𝜋 ∆𝐻𝑈 ∫ 𝑆2(𝑓)𝑇𝑇𝐹2(𝑓) 𝑉𝑇𝐹2(𝑓)𝑓 𝑑𝑓
𝑓𝑁𝑦
0
√∫ 𝑆2(𝑓)𝑇𝑇𝐹2(𝑓)
𝑓𝑁𝑦
0
𝑁𝑃𝑆(𝑓)𝑉𝑇𝐹4(𝑓)𝑓 𝑑𝑓
  
 
Where, VTF(f) is the visual transfer function of the human eye VTF(f) = f1.8 exp(−0.6f2) 70. 
 
In reality it is quite complex to obtain the complete description of mean and variance, because the statistics 
are obtained from samples. Most of the time, the covariance matrix (K) is approximated by its estimation 
?̂?. If the number of image samples is less than the number of pixels in each image, K will be singular (p 957 
17). In reality it is impossible to obtain enough images and thus the inversion of the covariance matrix is not 
robust. Therefore it is necessary to reduce the dimensionality with some features like channels, as we will 
explain now.  
7.4 Channelized Hotelling Observer  
The channelized Hotelling model observer (CHO) was first introduced by K.J. Myers and H.H. Barrett 71 72. 
The channels can be thought of as filters that selectively respond to different features, spatial or temporal 
frequency bands, or spatial orientations73.  
7.4.1 Channelization process  
To reduce the dimensionality of the HO, the image is passed through a set of J channels; where J is 
significantly lower than N (N is the number of pixels in the image).  
With the adopted notation, a channel is an Nx1 column vector that produces a scalar output when 
multiplied by the image g. The ensemble of the J channels can therefore be written as a NxJ matrix where 
each column is one of channel uj. 
 1 2, ,..., JU u u u  
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The channel output vi is obtained by the dot product between the channel uj and the image g. With this 
process the dimensionality goes from N to J. 
 
T
i jv u g  
 
The general definition of the CHO model is:  
 
𝐰chan = 𝑲𝑣/𝑛
−1𝛥𝒗 
   Ti v iv w v  
𝑑′ = √ Tvw 𝒗 
 
Where 𝐾𝑣/𝑛 is the covariance matrix computed from channelized images, v is the data of the signal images 
seen through the channels.  
With this process, the number of samples necessary to invert the covariance matrix becomes smaller. 
Moreover with the channelized mechanism, the model can be tuned either to obtain an ideal observer (the 
channels are then selected to extract all the information available); or an anthropomorphic model observer 
that mimics human observer performances (the channels are then selected to simulate the characteristics 
of the human visual system).  
7.4.2 Ideal channelized Hotelling model observer 
The ideal CHO model is quite adequate to, for example, benchmark CT units. In such a case, image quality 
can be easily assessed using a detection task, with a smooth radially symmetric signal, centrally peaked in a 
stationary background; the ideal template should be centred on the signal and rotationally symmetric. The 
Laguerre-Gauss channels have these characteristics and have been proposed by Barrett as ideal channels 74.  
The Laguerre-Gauss channels, LG, are defined as: 
𝒖𝑝(𝑟|𝑎𝑢) =
√2
𝑎𝑢
exp 
−𝜋𝑟2
𝑎𝑢2
 𝐿𝑝  
2𝜋𝑟2
𝑎𝑢2
    
 
where au is the width of the Gaussian function 
With the LG polynomials given by: 
𝐿𝑝(𝑥) = ∑(−1)
𝑘  
𝑝
𝑘
 
𝑥𝑘
𝑘!
𝑝
𝑘=0
    
 
Depending of the signal and background the LG channels must be tuned in terms of au (exponential 
weighting) and P to reach a maximum and become as efficient as possible. The number of channels 
depends on the complexity of the background 75.  
When willing to benchmark clinical protocols with images assessed by human observer, ideal MO have the 
disadvantage to be poorly correlated with human performance because humans are not able to use all the 
information contained in the image, so the MO usually outperforms the human observer. 
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7.4.3 Anthropomorphic channelized Hotelling observer  
 
These channelized models use channels that mimic the spatial selectivity behaviour of the human visual 
system.  
7.4.3.1 Dense difference of Gaussian channels, D-DoG 
When the target to detect is a structure with a spherical symmetry a good approximation of the human 
vision is the dense difference of Gaussian (D-DoG). The advantage of the D-DoG is that it uses fewer 
channels in comparison to other anthropomorphic channels, such as the Gabor channels. This is particularly 
important since the more channels to be used the more images need to be used. To properly estimate the 
covariance matrix of a Jx1 vector, a general rule of thumb admits that at least Jx10 realizations are 
necessary (e.g., 10 channels requires only 100 images)76 
The radial profile of each frequency of the D-DoG is given by the following formula: 
 
 
2 2
1 1
2 2
   
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jC e e
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
 
 
where ρ is the spatial frequency, J the channel number channels, Q the bandwidth of the channel and, σj 
the standard deviation of each channel. Each σj values are given by σj= σ0αj-1. Factor Q is the bandwidth of 
the filter. Generally the parameters used are: σ0= 0.005, α= 1.4 and Q = 1.67 77.  
7.4.3.2 Gabor channels 
The Gabor channels were used especially when the target does not have a spherical symmetry or 
if the noise is oriented.  
V(x, y) = exp [−4ln(2) 
x2 + y2
ws
2  ] cos[2πf(xcosθ + ysinθ) + β]   
Where f is the spatial frequency, θ is the orientation, ws is the width equal to 0.56∕f for a bandwidth of one 
octave, and β is the phase equal to 0. 
A structure with a spherical symmetry can use Gabor channels with five orientations (in some cases the 
noise is anisotropic), seven frequencies, and one phase, resulting in 35 channels. Orientations are chosen 
with values ranging from 18 deg to 305 degrees. Spatial frequencies were chosen with values ranging from 
0.5 to 5 cycles.deg-1 in steps spaced by a multiplicative factor of 1.4 78. 
7.4.3.3 Internal noise  
As described above, some methods exist to fit the model and human performances. However in some 
cases, even if anthropomorphic channels are used with the CHO, the model overestimates human 
performance; to counteract this effect, an internal-noise component is generally added on the CHO model 
to match the human observer performance. Internal noise can be interpreted as the introduction in the 
model of variations in neural firing, intrinsic inconsistency in receptor response, and a loss of information 
during neural transmission in the human visual system 79 80. The paper “Evaluation of Channelized Hotelling 
Observer with Internal-Noise Model in a Train-Test Paradigm for Cardiac SPECT defect detection” by 
Brankov illustrates the procedure for selecting the internal-noise model, tuning its parameters, and using 
the selection criteria 81. 
At the moment, research is still devoted to matching the human perception with the model observer’s 
outcome. No set of standardised channels has been proposed yet 67 82 68 69. 
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8 Achieved results 
The peer reviewed papers and conference proceedings that compose the core of this thesis were 
developed around two milestones: 
 
A physical approach based on phantom measurements was developed to create an efficient optimization of 
the use of the CT unit, especially when new technologies and image reconstruction techniques are 
involved.  
 
A clinical approach based on physical metrics allowing a dialogue with radiologists was used to develop an 
optimal use of the options offered by the new image reconstruction techniques.   
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8.1 Physical approach: Developing methods to improve the characterization of 
clinical CT units and protocols 
Classical metrics in the image domain such as the CNR and SNR or in the Fourier domain like the MTF have 
been widely used in the past to optimise clinical protocols. However, with the introduction of IR these 
metrics are no longer applicable. In that case, we have started to use new tools like model observers in 
clinical routines to evaluate image quality. 
8.1.1 Assessment of low-contrast detectability in CT using different IR 
8.1.1.1 FBP versus statistical algorithm versus full model based algorithm 
 
Classical Fourier metrics like the TTF or MTF are well described in the literature and commonly used by 
medical physicists but it is easier to make a link to human observer with metrics that work in the image 
domain. In one of our studies we used model observers that work in the image domain to overcome these 
limitations 83. A CHO model observer with D-DoG channel tuned with internal noise was used to mimic the 
human performance. This model was used on images obtained from an anthropomorphic abdominal 
phantom containing 5 and 8 mm diameter spheres with a contrast level of -10 and -20 HU (hypodense 
lesions). The phantom was scanned at 120 kV with CTDIvol equal to 5, 10, 15, 20 mGy and images were 
reconstructed using the FBP, ASIR 50% and model-based iterative reconstruction (MBIR) algorithms. For the 
same CTDIvol level and according to the CHO model and human observer, the MBIR algorithm provided the 
highest detectability indexes. The outcomes of human observers and the results of CHO were highly 
correlated whatever the dose levels, the signals considered and the algorithms used when some noise is 
added to the CHO model (see Figure 9).  
 
Figure 9: CHO model observer and human observers’ performances with FBP and MBIR algorithms for the lesion at 8 mm and 20 HU  
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8.1.1.2 FBP versus hybrid model based algorithm  
The same method as the one used in the study 83 mentioned previously was applied to evaluate the impact 
of the iterative level on image quality 84. In this study, images were reconstructed using the iterative 
reconstruction method adaptive statistical iterative reconstruction-V (ASiR-V) at 0, 50 and 70 %. Internal 
noise ϵ was added to the decision variable λ.  
 
noisy,i i i     
 
Each ϵ value is a variable obtained from a Gaussian distribution centred at zero and with a standard 
deviation equal to the standard deviation of the distribution of the decision variable when the signal was 
absent multiplied by the internal noise value α. 
 
bg     
 
where α is the weighting factor and ξ is a random number generated between -1 and 1, bg is the standard 
deviation of the distribution of the decision variable of signal-absent. 
 
The internal noise value α was calibrated using the signal at 6 mm 20 HU at 10 mGy. This α value was 
chosen to minimise the difference between the model observers and the human observer (Figure 10).  
 
 
Figure 10: Calibration of the internal noise with the CHO model 
 
 The internal noise value (α=4.0) was applied to all the other categories (Figure 11).  
α
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Figure 11: Human, CHO, and CHO with internal noise performance using ASiR-V at 50 % for the lesion at 6mm 20HU 
 
An improvement in the low-contrast detectability was observed when switching from ASiR-V 0 to 50 % 
especially at a low dose; however, switching to ASiR-V 70% did not significantly improve the low-contrast 
detectability in comparison to ASiR-V 50% (Figure 12). 
 
Figure 12: Human performance for the three different level at 0, 50 and 70% 
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8.1.2 Benchmarking of CT units  
8.1.2.1  Objective comparison of high-contrast spatial resolution and low-contrast detectability on 
multiple CT scanners 
 
In this study we objectively compared 8 CT scanner performances using different ideal model 
observers (Table 5)85.  
 
Manufacturer CT unit Algorithm 
Year of 
introduction 
GEMS 
Revolution ASiR-V 2014 
VCT ASIR 2008 
Philips 
Ingenuity Core Idose 2011 
Brilliance FBP 2006 
Siemens 
Force Admire 2012 
Somatom FBP 2003 
Toshiba 
Aquilion Prime AIDR 3D 2012 
Activion 16 FBP 2007 
 
Table 5: List of CTs involved in this study 
 
In this context using three clinically relevant protocols, the image quality was assessed using a PW model 
observer and a CHO model observer with Laguerre Gauss channel. 
  
Figure 13: d’ index for head protocol and contrast between PTFE and water with different lesion sizes 
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Figure 14: AUCw for the abdomen protocol with the medium abdominal phantom 
 
Compared with older generation CT scanners, three newer systems were found to have (Aa, Ca, Da) 
significant improvements in high-contrast detectability over that of their predecessors (Ab, Cb, Db). 
However a fourth, newer system (Ba) had a lower performance than the older CT (Bb). This study shows 
that MO can objectively benchmark CT scanners using a task-based image quality method, thus helping to 
estimate the potential for further dose reductions offered by the newer systems. 
 
8.1.3 Benchmarking of abdominal CT protocols  
8.1.3.1 Benchmarking of abdominal CT protocols using only one phantom size  
 
Like benchmarking CT machines, a similar approach can be taken to benchmark clinical protocols 86. In this 
study we used the image acquisition protocol of the portal venous phase of a multiphase abdominal 
protocol and we assessed the low-contrast detectability on 56 CT units, using an anthropomorphic CHO 
model observer on an anthropomorphic abdomen phantom. Since the clinical images are evaluated by a 
radiologist, it is important to use a model that mimics human observer performances. Since the spread in 
slice thicknesses and doses involved in the local protocols was large, an alternative metric, called 
‘volumetric dose’, was created. The volumetric dose is defined as the product of the CTDIvol and the slice 
thickness. 
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Figure 15: Results of a comparison of image quality for 5 mm/20 HU as a function of the volumetric dose. 
 
We observed that the use of iterative reconstruction enabled a significant volumetric dose reduction 
(almost a factor of two) associated, however, with a slight reduction in low-contrast detectability (Figure 
15). However, the main limitation of this study was the use of the volumetric dose parameter. Since partial 
volume effects could be very different from one protocol to another, using a volumetric dose metric was 
not adapted; indeed it is counter intuitive that a high volumetric dose provides a poor AUC, but this may be 
explained by partial volume effects, e.g. with slice thicknesses of 5 mm for the 5 or 8 mm diameter spheres. 
8.1.3.2 Generalization of benchmarking of abdominal CT protocols  
 
The characterization of clinical protocols with only one phantom size is insufficient. A good image quality 
for a specific patient size does not necessary mean that the image quality will be acceptable for another 
patient size 87. In this study, we used three phantom sizes and investigated the practices of 68 centers. The 
correlation of the AUC values obtained for the different phantom sizes varied from 0.325 between the size 
S and L to 0.58 between the size M and L that confirm that a large variability exists when dealing with the 
setting of morphologically adapted protocols.  
In this study, the median dose used for acquisitions was equal to 5.8 mGy, 10.5 mGy and 16.3 mGy, 
respectively for the small, medium and large phantoms. The median AUC obtained from acquisitions was 
equal to 0.96, 0.90 and 0.83, respectively for the small, medium and large phantoms. Figure 16 shows the 
results obtained with the medium phantom. It is interesting to note that the indication of the dose 
indicator with an image quality indicator facilitated discussions with radiologists proving that such an 
approach improved the communication between the two specialities. 
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Finally, our study shows that a standardization initiative could be launched to ensure comparable 
diagnostic information for a well-defined clinical question. We thus propose that the starting point of the 
optimization process be the clinical image quality levels rather than patient exposure. However, it is 
important to work in collaboration with radiologists, before the optimisation process, to define, the critical 
target to be detected and at which AUC level. 
 
 
Figure 16: AUC obtained with the 5 mm lesion size as a function of CTDIvol for the medium size phantom. 
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8.2 Clinical approach: Applying methods to improve the use of IR in clinical 
routine 
8.2.1 Optimization of IR levels for clinical thorax acquisitions 
The purpose of this study was to determine the optimal ASiR-V strength for lung analysis 88. Images were 
acquired at 9.5 mGy (full dose) and 3mGy (low dose) and reconstructed with ASiR-V at different levels (0 to 
100% every 20%) and a lung kernel. On the phantom, the image quality was assessed with an updated 
NPWE model observer to qualify the detectability (d’ index). This index was compared to the ratings the 
radiologist obtained on patient acquisitions.  
 
0
1
2
3
4
5
6
7
8
9
10
Full dose Low dose
 
Figure 17 left: d’ index calculated at full dose (7.5mGy) as a function of ASiR-V strength levels and at 9.5mGy for FBP algorithm. 
Right: d’ index calculated at full dose (3.0mGy) as a function of ASiR-V strength levels and at 9.5mGy for FBP algorithm. 
 
Figure 18: individual IQ scores of both raters and mean value 
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The results showed that the detectability index increased with the level of ASiR-V whatever the dose, and 
the maximum was obtained with ASiR-V 100% (Figure 17 left). Thus, with the low dose acquisition, the d’ 
index with ASiR-V at 80 or 100% was higher than at full dose with FBP (Figure 17 right). For radiologists the 
best image quality score was obtained with ASiR-V at 80% or 100 % according to the readers (Figure 18).  
 
With this kind of study the performance of model and human observers are not evaluated on the same 
images, but we found a correlation between the two kinds of observers. Prospectively, with phantom 
measurements, it was possible to find the right level of IR on clinical protocols before validating these 
results with human observer assessment on patient images.  
8.2.2 Impact of the reconstruction plane on the image quality  
 
This work was focused on comparing image quality in all three reconstruction planes (axial, coronal and 
sagittal) using objective assessment methods adapted to IR 89. The acquired data sets were reconstructed in 
the axial, sagittal, and coronal planes, using a nominal slice thickness of 0.625 mm and four different 
reconstruction algorithms: the classical FBP, the ASiR at a percentage of 50 %, and the ASiR-V at a 
percentage of 50 %; with these three algorithms the GE bone kernel was used. Finally, the GE model-based 
iterative reconstruction “VEO” algorithm was also used. Images were reconstructed with VEO 2.0 that was 
only compatible with the standard kernel and VEO 3.0 with resolution preference (RP) 05 and RP 20. We 
also used an updated NPWE model observer to assess the image quality in the three reconstructed plane.  
As expected, a full model based algorithm like VEO improved the detectability in comparison to the other 
algorithms (Figure 19).  
 
Figure 19: Detectability index obtained with the NPWE model in the axial plane with the differents algorithms 
 
Moreover, major changes in the detectability were shown by the NPWE model observer in the sagittal and 
the coronal planes in comparison to the axial plane when images were reconstructed with FBP or statistical 
iterative algorithms (Figure 20).  
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Figure 20: Detectability index for the ASiR-V algorithm for the different reconstructions planes for a lesion size of 1 mm 
 
However, we observed a constant detectability in all reconstruction planes when using VEO, demonstrating 
that the use of this MBIR algorithm could help to improve diagnostic accuracy (Figure 21). 
  
 
Figure 21: Detectability index for the VEO algorithm for the different reconstructions planes for a lesion size of 1 mm 
 
This study indirectly impacts the clinical routine; indeed the majority of radiologists use the multi-planar 
reconstruction mode to make their diagnosis, and it is important to highlight that the image quality is not 
identical in the three planes.  
8.3 Image quality in CT: A review 
This work is a review that presents the different methods used to evaluate image quality in CT. First, the 
review explains the standard objective measurements of physical parameters, followed by a description of 
the methods usually used with human observer, and finishes with the clinically task-based approaches (i.e. 
model observer approach) that make the link between physical metrics and the human observer approach.  
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A B S T R A C T
Purpose: Iterative algorithms introduce new challenges in the ﬁeld of image quality assessment. The purpose
of this study is to use a mathematical model to evaluate objectively the low contrast detectability in CT.
Materials and methods: A QRM 401 phantom containing 5 and 8 mm diameter spheres with a contrast
level of 10 and 20 HUwas used. The images were acquired at 120 kVwith CTDIvol equal to 5, 10, 15, 20mGy
and reconstructed using the ﬁltered back-projection (FBP), adaptive statistical iterative reconstruction
50% (ASIR 50%) and model-based iterative reconstruction (MBIR) algorithms. The model observer used
is the Channelized Hotelling Observer (CHO). The channels are dense difference of Gaussian channels
(D-DOG). The CHO performances were compared to the outcomes of six human observers having per-
formed four alternative forced choice (4-AFC) tests.
Results: For the same CTDIvol level and according to CHO model, the MBIR algorithm gives the higher de-
tectability index. The outcomes of human observers and results of CHO are highly correlated whatever the
dose levels, the signals considered and the algorithms used when some noise is added to the CHO model.
The Pearson coeﬃcient between the human observers and the CHO is 0.93 for FBP and 0.98 for MBIR.
Conclusion: The human observers’ performances can be predicted by the CHOmodel. This opens the way
for proposing, in parallel to the standard dose report, the level of low contrast detectability expected.
The introduction of iterative reconstruction requires such an approach to ensure that dose reduction does
not impair diagnostics.
© 2015 Associazione Italiana di Fisica Medica. Published by Elsevier Ltd. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction
Computed Tomography (CT) represents about 10% of all radio-
logical examinations in Switzerland but about 70% of the collective
effective dose [1]. Since no dose limit is applicable for patients, a
ﬁrst attempt to optimize patient exposure in radiology was the in-
troduction of diagnostic reference levels (DRL) [2]. This concept
makes it possible to identify situations in which dose level is beyond
the examinations’ common practices [3]. Despite this, a focus re-
stricted to dose alone is highly insuﬃcient in a framework of
optimization between the radiological risk and image informa-
tion. A surrogate to assess image information is the measurement
of physical metrics such as image noise, spatial resolution, and
contrast-to-noise ratio. However, these concepts are only valid for
linear systems or algorithms. The introduction of iterative
reconstructions into CT introduces new challenges in the ﬁeld of
image quality assessment since most of the standard metrics are
no longer applicable [4–6]. State-of-the art medical image quality
assessment takes another approach by deﬁning image quality as how
well the desired information for a given task can be extracted from
an image [7]. Simple binary tasks, such as discrimination between
the presence and absence of pathology among a given population,
are usually characterized by the use of Receiver Operating Curve
(ROC) studies [8,9]. Unfortunately these studies are time-consuming
[10] and diﬃcult to implement in practice. Therefore, it is neces-
sary to develop tools such as model observers [11,12] which make
it possible to quantify image quality using a similar paradigm but
in much simpler ways [13,14].
It has been shown that mathematical model observers, such as
the Non Pre-whitening model with Eye-ﬁlter (NPWE) or Channel-
ized Hotelling Observer (CHO) [15], can predict the capacity of
human vision to detect low contrast targets. The advantage of this
approach is that it enables testing the whole imaging chain [13] but
it requires a substantial amount of data to be statistically robust.
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The purpose of this work was to investigate if the approach of image
quality assessment by means of the CHO model observer could be
applicable in routine practice in order to facilitate a control of image
quality while reducing patient exposure. Thus, our work used a
limited number of acquisitions with a speciﬁcally designed phantom
that allowed the sampling of several realizations per slice. The use
of such a methodology could then produce an image quality indi-
cator that could be analyzed with the standard dose report. We also
compared the results of the CHO model used with the outcome of
human observers while varying several acquisition and image re-
construction parameters on an abdominal phantom.
Materials and methods
Data acquisitions
The QRM 401 phantom (Moehrendorf, Germany; see Fig. 1) was
imaged on a GE 750 HD scanner (GE Healthcare, USA). The phantom
is made of muscle, liver, spleen and bone (vertebrae) tissue equiva-
lents at 120 kV. Two dedicated moduli (moduli A and B) can be
inserted into the phantom shell. Modulus A includes spheres of
various diameters: 8, 6, 5, 4 and 3 mm; each size having a con-
trast of 10 and 20 HU relative to the background at 120 kV. This
phantom enables the assessment of in-plane and axial low-contrast
detectability. In this study we only considered the in plane low con-
trast detectability for two sphere diameters: 5 and 8mm. The spheres
of each contrast level were positioned within the same slice posi-
tion. Modulus B is homogeneous and was used to produce images
free from low contrast target.
Acquisitions were performed at 120 kVp in helical mode (0.984 as
pitch factor). In order to get CTDIvol values of 5, 10, 15 and 20mGy the
X-ray tube rotation timewas kept constant (1 s)while varying the tube
current. Indicated CTDIvol values were veriﬁed as described in the IEC
60601-2-44. The X-ray beam collimation geometrywas 64 ×0.625mm
(leading to a total X-ray collimation at isocenter of 40mm) and the re-
constructed scan FOVwas 320 ×320mmusing a 512 ×512matrix size.
Slices were reconstructed with a nominal thickness of 2.5mm and a
slice interval of 2.5mm. The reconstruction ﬁlter used was the stan-
dard “body” ﬁlter provided by the manufacturer.
Images were reconstructed in the axial plane with three algo-
rithms: ﬁltered back-projection (FBP), and two iterative algorithms:
Adaptive Statistical Iterative Reconstruction 50% (ASIR 50%) and the
model-based iterative reconstruction (VEO 2.0) [16–20]. ASIR 50%
was chosen since it corresponds to the option that is used for stan-
dard abdominal acquisitions in our center.
We investigated 48 different categories (3 reconstruction algo-
rithms × 4 dose levels × 2 signal sizes × 2 contrast levels). The
phantomwithmodulus A was (see Fig. 1) positioned at the isocenter
of the CT unit and scanned ten times for each dose level, without
changing its position between acquisitions. The phantom with
modulus Bwas scanned only once for each dose level without chang-
ing its position between acquisitions.
Generating signal-absent and signal-present images
The program was implemented with the Python programming
language. The ﬁrst step performed by the software was the auto-
matic production of ROIs. For that, the vertebra which represents
the reference point was searched in the central slice. Using the co-
ordinates of this reference point, a relative reference frame was
created in the image and the ROIs were created automatically based
on pre-established coordinates (derived from the technical plan of
the phantom). The vertebra was used as a reference because it
is the most contrasted material present in the phantom, ensuring
that the template matching method is robust enough even at low
dose levels. For each acquisition, 4 signal-centered ROIs per signal
size/contrast combination (22 × 22 pixels; pixel size of 0.625 mm)
were automatically extracted from the images. Signal-absent ROIs
were extracted on images of Modulus B using the same in-plane
(x,y) coordinates as the images obtained with Modulus A. However,
the signal-absent ROIs were extracted in successive slices whereas
the signal-present ROIs were extracted at a unique longitudinal po-
sition. In the following section ROIs will be called signal-present
images if the signal is present in the ROIs or signal-absent images
if the signal is absent. The sample consists of 40 signal-present cases
(see Fig. 2) and 520 signal-absent cases (see Fig. 3) for each cate-
gory. The same images were used for model and human observers.
Figure 1. QRM 401 phantom acquired with MBIR at 20 mGy.
Figure 2. Signal-present image (sphere of 8 mm/20 HU).
Figure 3. Signal-absent image.
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Human observer study
Six medical physicist students rated the images. These naive
human observers (non radiologist) conducted four alternative forced
choice (4-AFC) tests (see Fig. 4). The images were displayed on a
Siemens SMM 21200P screen in conformity with DICOM 3.14 and
AAPM TG18 standards [21]. The reading of images was performed
in a room with an ambient light level of about 10 lux. Observers
were at a distance of about 50 cm from the screen. No time limit
was imposed on the observer to make their decision. During a 4-AFC
study with 4 independent image combinations, three images with
signal-absent and one with signal-present images were displayed
and the observer was requested to identify which image con-
tained the signal. To avoid any bias, the signal is randomly assigned
to one of the 4 positions. The images were magniﬁed to 128 × 128
pixels using a bilinear interpolation to appear at their actual size
on the screen. The display window level and window width were
adjusted to produce the best signal and then kept constant.
Each observer tested 30 images per category for a total of 1440
images. The test was divided into three sessions (480 trials per
session) in order to minimize the loss of concentration; each session
interval was at least 24 hours. The ﬁrst session began with a train-
ing session with 52 images acquired at high doses (CTDIvol = 35 and
50mGy). During this session the result of each trial, “correct” or “in-
correct”, was shown to the observers after they replied.
For each category, at the end of the test each observer ob-
tained a percentage of correct responses (PC). This metric represents
the probability of correctly identifying the image containing the
signal, and the higher the PC, the better the performance. PC was
then converted into detectability to enable comparison between the
performances of model observers with those of the human observ-
ers using Eq. (1) [15].
PC d d AFC= −( ) ( )∫ λ λ λϕ 4 3Φ (1)
where Φ is the cumulative Gaussian distribution function and d4AFC
represents the detectability obtained from a 4-AFC test performed
by the human observers. The value of d4AFC can be found using spe-
ciﬁc tabulated values [22–24].
Model observer: Channelized Hotelling Observer
Model observers are mathematical models based on the statis-
tical decision theory to estimate the detection performance of ideal
or human observers. In this study a linear anthropomorphic CHO
model observer was chosen. The decision variable which is the
outcome of the model is given by the dot product between the tem-
plate w and the reconstructed image gi (i = 0 or i = 1 respectively
represents signal-absent or signal-present hypothesis), expressed
as an N × 1 column vector (see Fig. 5) [7,13].
λi T i= ⋅w g (2)
The CHO model is a derivative of the Hotelling Observer (HO)
which is too computing expensive to be used in practice [9]. To
reduce the dimensionality of HO and take advantage of the spatial
selectivity behavior of the human visual system, the image is ﬁrst
passed through J channels, where J is signiﬁcantly lower than N [25].
The channel output, a scalar vi, is obtained by the dot product
between the channel uj and the image g.
v u gi j
T
= ( ) (3)
Thus, U, the matrix representation of the channel ﬁlters, is an
N × J matrix where each column is one of channel uj [26].
Figure 4. Example of test 4 AFC. Figure 5. Image and template as column vectors.
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For the type of targets to be detected in this study the CHOmodel,
using the dense of difference of Gaussian (D-DOG) channels type,
is recognized as a goodmodel of human vision, and this is even with
a limited number of 10 channels enabling a drastic reduction of the
images required to compute the model observer outcome [27,28].
In this model, the radial proﬁle of each frequency is given by the
following formula:
C e ej
Q j jρ
ρ
σ
ρ
σ( ) = −−
⎛
⎝⎜⎜
⎞
⎠⎟⎟ −
⎛
⎝⎜⎜
⎞
⎠⎟⎟
1
2
1
2
2 2
(4)
where ρ is the spatial frequency and σj is the standard deviation
of each channel. Each σj value is given by σj = σ0αj-1. Factor Q is the
bandwidth of the ﬁlter. Generally the parameters used are: σ0 = 0.005,
α = 1.4 and Q = 1.67 values from [27].
The template of the resulting covariance matrix was calculated
from all images containing no signal according to:
w K v vCHO v n s n= ( ) 〈 − 〉−1 (5)
where K Kv n T v n( ) =U U .
Kv/n represents the covariance matrix computed from channel-
ized images containing no signal. In Eq. (5) vs represents the vector
containing the data of the signal images as seen through the chan-
nels, and vn represents the vector containing the data of the signal-
absent as seen through the channels [15,28,29].
The decision variable of the CHO model is obtained by combin-
ing Eq. (5) and Eq. (2). However, with the CHO model the decision
variable is not computed with the images but with the channel-
ized images (vi):
λCHO TCHO i= w v (6)
Internal noise
Model observers like CHO with well suited channels are more
eﬃcient than human observers for simple detection tasks such as
Signal Known Exactly/Background Known Exactly (SKE/BKE). To
adjust the detection outcomes of model observers to human ob-
servers it is necessary to add some internal noise, ε, to the model
observer formula as shown by Eq. (7) [30].
λ λ εnoisy = + (7)
Internal noise ε is added to the decision variable λ, with a prob-
ability proportional to the standard deviation of the distribution of
the decision variable from the signal absent images [30].
ε α σ ξ= × ×bg (8)
where α is the weighting factor and ξ is a random number gener-
ated between −1 and 1, σbg is the standard deviation of the
distribution of the decision variable of signal-absent.
In this study, the coeﬃcient α was calibrated using images con-
taining the signal 8 mm/10 HU at 15 mGy reconstructed with FBP
and VEO. α was varied between 0 and 10 iteratively. The value that
minimized the difference between the model observers and the
human observer outcomes for each algorithm was then selected.
Assessment of the model outcomes
For each category, 560 decision variables were calculated (520
from signal-absent images and 40 from signal-present images). The
ROC curves were then generated from pairs of TPF and FPF and the
area under the curve was calculated by the trapezoidal method using
100 points.
Concerning the uncertainties of the results the average and stan-
dard deviation of the area under the curve (AUC) are obtained using
the bootstrap method [31]; in our study the error bars represent
plus or minus one standard deviation (68% for a Gaussian distri-
bution). In order to estimate the mean and the standard deviation,
the bootstrap was made using 1000 iterations for each category, and
for each iteration, 520 signal-absent images and 40 signal-present
images were randomly selected and replaced. Finally, to compare
the performance of the CHO and the human performance, the AUC
and its uncertainties were converted into detectability index (dA)
using Eq. (9) to be used as a ﬁgure of merit [15]. For our calcula-
tions, the maximum value was set to 6 whereas theoretically,
detectability varies between 0 and inﬁnity. Obviously, the higher
is the index value, the better is the signal visibility.
d AUCA = −( )−2 2 11Φ (9)
where Φ is the normal cumulative distribution function.
Φ z e dyy
z
( ) = −( )∫2 2
0π
(10)
Results
Comparison of FBP, ASIR 50% and MBIR
In this section, algorithms FBP, ASIR 50% and MBIR are com-
paredwith the CHOmodel without internal noise implementedwith
a D-DOG. Figure 6 shows the performance of the CHOmodel without
noise addition for the 3 algorithms. FBP is taken as the reference
algorithm. The detectability index, dA, varies from 0.67 to 6; i.e. it
varies from almost no detection to a perfect detection. The results
for ASIR 50% are comparable to the ones of FBP whatever the size
and contrast tested. ASIR 50% is however slightly better than FBP
when the dose reaches a certain level. For signals 5 mm/10 HU, the
performances between the algorithms are very similar. When the
signal is hardly detectable MBIR does not improve the perfor-
mance. Nevertheless, with 8 mm/10 HU or 8 mm/20 HU, MBIR
improves the detectability resulting in better outcomes whatever
the dose when compared to ASIR 50% and FBP. The detectability
index, dA, generally increases with dose reaching a plateau; this
plateau is reached faster with MBIR algorithm than with ASIR 50%
or FBP.
Internal noise calibration
Figure 7 shows the variation of dA as a function of α at a dose
level of 15mGy for the sphere 8mm/10 HU reconstructed with FBP.
As expected, the higher the α, the lower the dA. From these data it
appears that α set to 3.15 provided a good match between the CHO
and human observers for the image of this category. We decided
to take that value for the other categories. The calibration was also
performed with the algorithm VEO using the category 8mm/10 HU
at 10 mGy (see Fig. 8). The resulting alpha coeﬃcient is 3.6 which
is quite similar to the previous one but it enables a better comparison.
Correlation of performances between model observers and human
observers
All the detectability indexes obtained using the CHO model were
compared with the 4-AFC results for images reconstructed using the
algorithmsMBIR and FBP, only since ASIR 50% led to comparable results
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than FBP. For each dose level, performances were strongly correlated
except for the 8mm/20HU at 5mGy. The Pearson coeﬃcient is 0.911
for the 5mm sphere FBP-reconstructed, 0.948 for 8mm sphere FBP-
reconstructed, 0.971 for the 5mmsphereMBIR-reconstructed and0.983
for 8mm sphereMBIR-reconstructed. Error bars for themodel observ-
er represent plus orminus one standard deviation uncertainty obtained
from 200 internal noise realizations. For human observers, uncertain-
ty is also plus orminus one standard deviation for responses recorded
during the 4-AFC experiments.
All human observer results show a dose dependent increase in
the detectability index. This is also the case when the size and con-
trast increase. For 8mm/20 HU the increase in dose is not associated
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Figure 6. Comparison between FBP, ASIR 50% and MBIR algorithms.
Figure 7. Internal noise calibration for an 8 mm and 10 HU sphere reconstructed
with FBP algorithm.
Figure 8. Internal noise calibration for a 8mm and 10 HU sphere reconstructed with
MBIR algorithm.
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with a detectability index beneﬁt since human observer out-
comes are already very good (see Fig. 9).
To compare the performances between CHO (internal noise added)
and humans, the Bland–Altman plot was used. Its ordinate is the dif-
ference between the values obtained by the two types of observers
and its abscissa is the average value of the detectability index ob-
tained by the two types of observers. Each point represents a class
and the dotted lines represent plus or minus two standard devia-
tions (95% for a Gaussian distribution). All the points are in the range
plus or minus two standard deviations (see Fig. 10). Internal noise
provides a good agreement between the responses of human ob-
servers and model observers. Also there is no relationship between
the deviations from the mean and increased detectability.
Discussion
Currently, patient radiation protection is a major issue and there
is a tendency to signiﬁcantly reduce dose without paying much
attention on the potential loss of low contrast detectability. If this
parameter was controlled by CNR measurements in the past (using
FBP and keeping the same reconstruction kernel) the introduction
of iterative reconstruction algorithms does not allow such an ap-
proach anymore. Oneway to ensure the detection of a low contrasted
lesion is to try to mimic human detection with mathematical model
observers such as the CHOmodel used in this study. Our results show
that the trends of low contrast detection provided with the CHO
model used are compatible with human observers. However, without
the addition of internal noise the CHO model outperforms human
outcomes. It is therefore necessary to tune the internal noise of the
CHOmodel to obtain a good correlation between the responses. We
have shown that under our conditions a unique additional noise
setting gave satisfactory results whatever the sizes, contrasts and
dose involved. Thus, our method makes it possible to link a dose
level to low contrast detectability performances. This information
should improve the way optimization between image quality and
patient exposure is balanced.
According to manufacturers, iterative reconstructions enable a
drastic dose reduction without major loss of image quality. Our
results show that in terms of low contrast detectability cautionmust
be exercised in particular with the iterative reconstruction of the
ﬁrst generation tested (ASIR 50%) in spite of having chosen a per-
centage recommended to get an image quality improvement without
Figure 9. Performance comparison between the CHO model and human observers.
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major image texture changes [32]. Concerning the model based it-
erative reconstruction (MBIR), in spite of being very computing
extensive, low contrast detectability cannot be recovered at a low
dose and for a very low contrast level. However, after a certain in-
crease in dose the use of MBIR leads to much better results in terms
of low contrast detectability than FBP or ASIR 50%. This kind of in-
formation is important when willing to lower patient exposure.
One limitation of our study when willing to calibrate the math-
ematical model observer with human results is the design of the
phantom. It enables getting four spheres of a given size and con-
trast level per acquisition which is an advantage, but these spheres
are very close to each other which require the use of a pixel inter-
polation to get a reasonable image size to be presented to the human
observer. For such calibration purposes one should avoid placing
several spheres within the same slice in order to generate large ROIs
compatible with the suggestions of Yu [29] who proposed an ROI
size of 4–5 times the size of the signal. Moreover the CT iterative
reconstruction is not shift invariant, so to have amaximumof spheres
in the minimum of space the phantom used in this project pro-
vides 4 spherical ROIs per acquisition. Unfortunately for this
compromise, which is nonetheless an advantage in terms of being
able to use this protocol to evaluate clinical protocols or CT units,
it was necessary to create the signals close to each other whichmight
also introduce some correlations from one signal affecting the values
of nearby signals.
Finally, our results apply in a simple situation in comparison to
the actual environment. The background images are homoge-
neous and the task is quite basic. However, we have been able to
demonstrate that dose reduction must be introduced while keeping
in mind that the detection of low contrast structures might be lost.
In such a situation some kind of information should be displayed
on the unit to inform the radiologists about the type of low con-
trast sphere they will not be able to detect.
Conclusion
CHO model coupled to D-DOG channels can be used to predict
human observer performance for a 4AFC evenwith a limited number
of acquisitions compatible with routine quality control measure-
ments in order to assess the low contrast detectability of the
acquisition for the FBP and iterative algorithms. From our results,
we can conclude that the model based iterative generation algo-
rithms (MBIR) offer superior image quality than FBP or ASIR 50%
at equivalent dose. Thus, MBIR certainly offers a potential for dose
reduction.
A CHO model, such as the one used in our study, could be used
in routine to qualify the image quality of any given acquisition pro-
tocol. The results provided are easy to present and can be well
understood by radiologists and radiographers. Finally, the use of such
model observers appears to be necessary to avoid dose reduction
that would signiﬁcantly impair low contrast detectability.
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Evaluating image quality by using receiver operating characteristic studies is time consuming and difficult to implement. This
work assesses a new iterative algorithm using a channelised Hotelling observer (CHO). For this purpose, an anthropomorphic
abdomen phantom with spheres of various sizes and contrasts was scanned at 3 volume computed tomography dose index
(CTDIvol) levels on a GE Revolution CT. Images were reconstructed using the iterative reconstruction method adaptive statistical
iterative reconstruction-V (ASIR-V) at ASIR-V 0, 50 and 70 % and assessed by applying a CHO with dense difference of
Gaussian and internal noise. Both CHO and human observers (HO) were compared based on a four-alternative forced-choice
experiment, using the percentage correct as a figure of merit. The results showed accordance between CHO and HO. Moreover,
an improvement in the low-contrast detection was observed when switching from ASIR-V 0 to 50 %. The results underpin the
finding that ASIR-Vallows dose reduction.
INTRODUCTION
Image quality in computed tomography (CT), and hence
clinical protocol optimisation, is a challenge because
CT delivers the highest dose to the population in
Switzerland, as in most Western countries(1). To over-
come this problem, manufacturers developed new
technologies (e.g. iterative reconstruction) to minim-
ise the amount of dose delivered. However, those new
technologies must be evaluated and optimised(2, 3). To
optimise protocols, it is possible to evaluate simple
binary tasks, such as the discrimination between the
presence and absence of a pathology, which can be char-
acterised by the use of receiver operating characteris-
tic (ROC) studies(4). These methods can be used to
assess image quality especially when new reconstruc-
tion algorithms are implemented(5). Unfortunately,
these studies are time consuming and difficult to im-
plement. Developing a tool based on mathematical
model observers like the channelised Hotelling obser-
ver (CHO) to optimise clinical protocols and ensure
that dose reductions do not affect the detection of
low-contrast structures (using a similar paradigm as
ROC studies) is an effective way to perform CT image
quality—dose optimisation(6). Nowadays, a new algo-
rithm is often assessed by model observer studies
in the image domain because the new iterative
algorithms do not respect the shift-invariance and
cyclostationarity assumptions necessary to use Fourier-
based metrics(7 – 9). In this study, the CHO model that
mimics the human observer performance was used to
assess the dose reduction potential of a new iterative
reconstruction algorithm while keeping the image
quality constant.
MATERIALS AND METHODS
Data acquisition
An anthropomorphic abdomen phantom (QRM 401,
Moehrendorf, Germany) simulating the attenuation
produced by a thin patient (equivalent diameter 24 cm)
was scanned on a new Revolution CT (GE Healthcare,
USA). Two modules can be inserted in the middle: a
homogeneous module similar to the phantom’s back-
ground and a low-contrast module that contains 6 and
8 mm spherical targets with contrast levels of 10 and
20 HU at 120 kV.
The phantom was scanned using the helical mode
with a pitch of 0.984 at 120 kVp. The tube current was
adapted for three dose levels [5, 10 and 15 mGy, volume
computed tomography dose index (CTDIvol) values
were calculated as described in the IEC 60601-2-44(10)
in a 32-cm CTDIvol abdomen phantom]. However, the
CTDIvol indicated was overestimated, because it was
calculated for a 32-cm CTDI phantom, whereas the
phantom measured only 24 cm.
Fifty acquisitions per condition were made, and
images were reconstructed using a 320-mm display
field of view (DFOV), a 512`  512 matrix size and a
reconstructed slice thickness of 2.5 mm associated
to a reconstruction interval of 2 mm. A new iterative
algorithm, adaptive statistical iterative reconstruc-
tion (ASIR-V) at different levels (0, 50 and 70 %),
was used to reconstruct the images(11). This algo-
rithm is a mixture between ASIR and MBIR, but to
decrease the time reconstruction, ASIR-V does not
model system optics(12 – 15). The ASIR-V level repre-
sents the noise reduction rate.
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A total of 36 different categories were obtained
(three dose levels, two ASIR-V levels, two contrast
levels and two target sizes), and 200 regions of interest
(ROIs) of 28` 28 pixels containing centred signals
were extracted for each category. The ROIs containing
the noise were extracted from the homogeneous
modulus at the same (x,y) location as the signals in
order to avoid the problem of non-stationary noise.
Model observer: channelised Hotelling observer
In this work, three human observers (medical physi-
cists) and the CHO model performed a four-alterna-
tive forced-choice (4-AFC) experiment in which a
series of four images were displayed but only one con-
tained a signal. The CHO is a linear and anthropo-
morphic model that can be used to evaluate the image
quality(2, 3). The methodology used in this paper for
the CHO is directly inspired by the methodology used
by Ott et al.(16). (The reader interested in all the math-
ematical details of the process will find extensive
details in the chapter on the CHO model observer in
Ott et al.).
For each trial of four images, the observer had to
identify the image that was the most likely to contain
the signal. The model observer compared the decision
variable of the four displayed images and chose the
one with the highest value as a signal-present image.
In the end, a percentage correct (PC) was calculated
and used as a figure of merit.
The average and standard deviation of the model
observer’s PC were estimated by performing a boot-
strap method(17). In practice, 1000 4-AFC experiments
were performed for each category, and each 4-AFC ex-
periment was created from 100 trials (1 image contain-
ing the signal and 3 signal-absent images per trial).
Then, the mean and standard deviation of the 1000 PC
values were computed. For human observers, the mean
value and its standard deviation were calculated using
the PC of the three observers. Error bars represent plus
or minus one standard deviation.
Internal noise
To adjust the model’s response to human observers’
responses, it was necessary to reduce the model’s perfor-
mances with an internal noise e because the CHO
model with DDoG channels overestimates the perform-
ance of human observers in some conditions(18). First,
the decision variable l was calculated as described in
the methodology presented by Ott et al.(16), but at the
end a random variable was added to obtain a noisy de-
cision variable(8, 16):
lnoisy ¼ lþ 1: ð1Þ
Internal noise e was added to the decision variable
l with probability proportional to the standard
deviation of the distribution of the decision variable
amplitude images when the signal was absent:
1 ¼ a sbg  j; ð2Þ
where a is the weighting factor, j is a random number
generated between 21 and 1, and sbg is the standard
deviation of the distribution of the decision variable
of signal absent.
The a value was obtained by a calibration using
images containing the signal 6 mm/20 HU at 10 mGy
reconstructed with ASIR-V 50 %. The a value that
minimised the difference between the model observers
and the human observer was selected.
RESULTS
Figure 1 shows the humans’ performances and Figure 2
the model observer’s performances using ASIR-V algo-
rithm at different levels. The category 8 mm/20 HU
was too trivial (PC always equal to 1 in every con-
ditions), and it was used as a training test for each
dose and algorithm level.
For human observers, the results suggest that the
detectability slightly increases with the level of ASIR-V
(Figure 1). Thus, when the dose increases, PC tends to
reach a plateau. This phenomenon was similar when
the size or the contrast levels increased. In some con-
ditions, using a higher ASIR-V level slightly improved
the detectability, especially at low contrast.
As can be seen in Figure 2, the trends obtained from
the CHO with DDoG and without adding internal noise
were very similar to those obtained with human obser-
vers, even if the model overestimates the human perform-
ance and clears the difference between ASIR-V levels. In
the high dose range, no significant difference appeared
when using ASIR-V 70 % instead of ASIR-V 50 %.
Figure 3 shows the variation of PC as a function of
A at a dose level of 10 mGy for the sphere 6 mm/20
HU reconstructed with ASIR-V 0 %. As expected,
the higher the A, the lower the PC. The A value that
provided the best match between the CHO perform-
ance and the human observers’ performance for this
category was chosen for other categories. The Avalue
that provided the best match was equal to 4.0.
Adding internal noise within the CHO decreased its
performance in order to match the human observers.
This match was quantified with the root-mean-square
error (RMSE). The value of the RMSE for all categories
decreased from 0.62 to 0.178 when internal noise was
added. Like the human performance, the PC increases
with the dose when an internal noise is added. The
human’s performance is linked with the ASIR-V levels.
However, for the model observer, the hierarchy between
different ASIR-V levels is not very clear. For example,
the PC for the category 8 mm/10 HU became unexpect-
edly worse at 15 mGy. Thus, the image quality tends to
a plateau between 10 and 15 mGy with ASIR-V 70 %
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for the sphere at 6 mm and 10 and 20 HU (Figure 4a
and b). For the other levels, the image quality increased
by 10 %, whereas the dose was increased by 50 %.
DISCUSSION
In recent years, the introduction of iterative algo-
rithms has led the way to optimising clinical protocols
and possibly decreasing the collective effective dose,
especially in CT. The aim of this study was to evaluate
the impact of the new ASIR-V algorithm on image
quality in order to optimise the patient’s exposure
using a model observer. The results show that the
image quality increased with the level of ASIR-V, but
Figure 2. Results of the CHO model observer performing
without internal noise and DDoG channel in PC for category:
(a) 6 mm/10 HU, (b) 6 mm/20 HU and (c) 8 mm/10 HU.
Figure 1. Results of the human observers who performed a
4-AFC test: (a) 6 mm/10 HU, (b) 6 mm/20 HU and (c) 8
mm/10 HU.
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only for the human observer. The human observer
seemed more efficient at detecting a signal in a less
noisy image, but the results were not statistically sig-
nificant ( p ¼ 0.26). The model observer with internal
noise function selected allowed to get a better match
with human detection performance. Nevertheless, the
results could be improved by using more functions
since the type of image texture varied in a wide range
(new algorithm allowing various strength levels). In
spite of this, the authors preferred to use a unique
noise function since only one iterative algorithm was
used. Thus, the RMSE was just minimised until re-
aching a plateau, and note that the RMSE was very
dependent on an outlier (Figure 4c point at 15 mGy
and ASIR-V 70 %). The PC tends to plateau when
the dose, the contrast or size increases, and no differ-
ence was seen between levels of ASIR-V 50 and 70 %,
because this study only focussed on the low-contrast
detectability and high-contrast performances were
not evaluated. To evaluate the interest of the ASIR-V
70 % or higher, the spatial resolution could be evalu-
ated with the target transfer function(19).
One limitation of this study is the use of a simplistic
anthropomorphic phantom. Even if it mimics human
body attenuations, it does not contain any texture.
Furthermore, only two sizes and two contrasts were
investigated. Another limitation is that the paradigm
used (signal, location and background are known
exactly) was simple and therefore different from actual
clinical conditions.
CONCLUSION
Evaluating image quality with frequency metrics is
far away from the clinical task. To be close to the con-
cerns of radiologists, task-based tools (e.g. CHO
model) must be used to objectively evaluate the image
quality. The CHO model with DDoG filter used in
this study successfully demonstrated its capacity to
mimic the human’s performance. Thus, the ASIR-V
algorithm evaluated with this tool shows that the
image quality on the low-contrast detectability stays
high even with the small sphere of low contrast. These
findings suggest that patient dose could be reduced
using the ASIR-V algorithm and the new CT unit
evaluated, without decreasing image quality.
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Purpose: We sought to compare objectively computed tomography (CT) scanner performance for
three clinically relevant protocols using a task-based image quality assessment method in order to
assess the potential for radiation dose reduction.
Methods: Four CT scanners released between 2003 and 2007 by different manufacturers were com-
pared with four CT scanners released between 2012 and 2014 by the same manufacturers using ideal
linear model observers (MO): prewhitening (PW) MO and channelized Hotelling (CHO) MO with
Laguerre-Gauss channels for high-contrast spatial resolution and low-contrast detectability (LCD)
performance, respectively. High-contrast spatial resolution was assessed using a custom-made phan-
tom that enabled the computation of the target transfer function (TTF) and noise power spectrum
(NPS). Low-contrast detectability was assessed using a commercially available anthropomorphic
abdominal phantom providing equivalent diameters of 24, 29.6, and 34.6 cm. Three protocols were
reviewed: a head (trauma) and an abdominal (urinary stones) protocol were applied to assess high-
contrast spatial resolution performance; and another abdominal (focal liver lesions) protocol was
applied for LCD. The liver protocol was tested using fixed and modulated tube currents. The PW
MO was proposed for assessing high-contrast detectability performance of the various CT scanners.
Results: Compared with older generation CT scanners, three newer systems displayed significant
improvements in high-contrast detectability over that of their predecessors. A fourth, newer system
had lower performance. The CHO MO was appropriate for assessing LCD performance and revealed
that an excellent level of image quality could be obtained with newer scanners at significantly lower
dose levels.
Conclusions: This study shows that MO can objectively benchmark CT scanners using a task-based
image quality method, thus helping to estimate the potential for further dose reductions offered by
the latest systems. Such an approach may be useful for adequately and quantitatively comparing clini-
cally relevant image quality among various scanners. © 2017 The Authors. Medical Physics pub-
lished by Wiley periodicals, Inc. on behalf of American Association of Physicists in Medicine.
[https://doi.org/10.1002/mp.12224]
Key words: computed tomography, high-contrast spatial resolution, image quality, low-contrast
detectability, model observers
1. INTRODUCTION
In most Western countries, the radiation exposure of the pop-
ulation due to computed tomography (CT) examinations has
increased steadily for 20 yr.1 A survey performed in 2006 in
the United States showed that the average effective dose due
to CT reached 1.5 mSv per capita, per year.2 The last surveys
performed in Switzerland in 2008 and 2013 showed a similar
trend, with the average dose per capita from CT increasing
from 0.8 mSv to 1.0 mSv within this 5-year period.3,4
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In this context, the radiation protection requirements in
diagnostic radiology (justification of the examination and
optimization of the imaging protocol) need to be reinforced.
The justification aspect is beyond the scope of this article.
The optimization of a CT examination is achieved when
image quality enables the clinical question to be answered
while keeping patient radiation dose as low as reasonably
achievable (ALARA).5 This goal is, however, difficult to
apply in practice. The quality of a CT examination depends
on a wide range of parameters such as acquisition time, tem-
poral resolution, and energy resolution when dealing with kV
optimization or spectral CT imaging, and other factors. Thus,
the actual determination of the clinical performance of a CT
scanner is quite complex, and the clinical question needs to
be clarified to enable a standard for image quality level to be
set.6 Task-oriented image quality criteria can then be used as
surrogates for the assessment of actual clinical image qual-
ity.7–10 They will necessarily be simple in comparison to the
clinical situations, but will make it possible, for example, to
predict the ability to detect simple structures of high and low
contrast within homogeneous backgrounds.9,10,11 This repre-
sents the most basic task that can be considered a surrogate
for measuring clinical image quality.
To add complexity, making the task more realistic, one
could then not only consider the detection but also the deter-
mination of the correct position of the detected structure.
Then, the performance with which these tasks are performed
could be assessed over more realistic structured backgrounds
that mimic the actual anatomy. To go a step further, one could
also check if the sizes and contrasts measured on the images
correspond to the actual values. This strategy is still far from
actual clinical image quality assessment, but may aid in the
optimization of clinical protocols.
The aim of this study was to propose a way to objectively
compare CT scanner performance using the simplest task-
based image quality assessment: detection. This method was
used in particular to evaluate the impact of technological
developments on the potential for radiation dose reduction. In
addition, we also wanted to investigate if major differences in
performance existed among different manufacturers in the
limited image quality criteria chosen. We compared the out-
comes of four CT scanners released by the four major manu-
facturers from 2003 to 2007 with the outcomes of newer
systems introduced from 2012 to 2014, using ideal model
observers (MO) on three clinically relevant protocols.
2. MATERIALS AND METHODS
2.A. CT scanners and clinical protocols
This study was conducted using eight different CT scan-
ners: two per major manufacturer including models released
between 2003 and 2007 (referred as “older”), and models
released between 2012 and 2014 (referred as “newer”). These
eight CT scanners were, listed as “older”/”newer”: LightSpeed
VCT/Revolution CT (GE Healthcare, Milwaukee, WI, USA),
Brillance 40/Ingenuity Core 128 (Philips Medical Systems,
Best, the Netherlands), Somatom Sensation 64/Force (Sie-
mens Healthcare, Forchheim, Germany), and Activion 16/
Aquilion Prime (Toshiba Medical Systems, Tokyo, Japan).
Basic characteristics and the image reconstruction methods
used for this study are summarized in Table I.
For all CT systems, the displayed weighted computed
tomographic dose index (CTDIw) data were verified by mea-
suring the normalized weighted computed tomographic dose
index (nCTDIw) using a 32-cm diameter CTDI test object
and a 10-cm long CT pencil ionization chamber connected to
an electrometer (model 1035-10.3 CTDI chamber and MDH
model 1015 electrometer, Radcal, Monrovia, CA, USA), cali-
brated in RQR9 and RQA9 beams according to IEC 61267
and traceable to the Swiss Federal Office of Metrology.12 The
volume CT dose index (CTDIvol) is defined as the CTDIw
divided by the helical pitch factor; the values used in this
study were taken directly from the displayed ones.
The image acquisition protocols used to compare the per-
formance of the CT units were proposed by a panel of four
senior radiologists working in three different University
Hospitals in Switzerland. Among a large number of clinically
relevant protocols we focused on three: two requiring a rela-
tively high level of spatial resolution for the detection of
high-contrast structures in the head and abdomen, and one
requiring a high level of low-contrast resolution in the
abdominal region. When dealing with the assessment of low-
contrast resolution performance in the abdominal region, two
approaches were chosen: one using fixed dose levels (5, 10,
and 15 mGy), with the 15 mGy dose level corresponding to
the Swiss abdominal CT Diagnostic Reference Level (DRL)
using one phantom size; and the other using the tube current
modulation option (with the local settings used for the clini-
cal indication of the acquisitions) using three phantom
sizes.13 The details of the acquisition parameters used for
each protocol are given in Table I. For technical reasons, the
acquisition parameters used were not exactly the same.
2.B. Phantoms and data acquisitions
2.B.1. High-contrast performance
The assessment of high-contrast performance for head and
abdominal protocols was made using a dedicated custom-
made phantom containing cylindrical rods of different contrast
materials (Teflon or polytetrafluoroethylene [PTFE], poly-
ethylene, and polymethylmethacrylate [PMMA])14 (Fig. 1).
The edge of this internal cylinder, at different z-axis positions,
is used as the interface for the high-contrast numerical evalua-
tion. The external diameter of this phantom is 250 mm; the
high-contrast internal cylinder diameter is 100 mm.
2.B.2. Low-contrast performance
A modified anthropomorphic abdominal phantom (QRM
401, QRM, Moehrendorf, Germany) (Fig. 2) was used to
investigate the low-contrast resolution performance of the CT
units. It is made of calibrated tissue-equivalent material.
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The body of the phantom (equivalent diameter of 24 cm)
contains muscle, liver, spleen, and bone (vertebrae) tissue
equivalents. A module can be inserted into the phantom body
that includes spheres of different sizes: 8, 6, 5, 4, and 3 mm;
each size having a contrast 20 HU relative to the background
at 120 kV. For practical reasons, only three spheres (5, 6, and
8 mm) were used.15 Two additional annuli (increasing the
phantom’s effective diameter to 29.6 cm and 34.6 cm,
respectively) were added to simulate a range of body habitus
(from an approximate patient weight of 50 kg for the equiva-
lent diameter of 24 cm to 75 kg and 100 kg for the equiva-
lent diameter of 29.6 cm and 34.6 cm).
Ten successive scans of the phantom fixed in place were
performed to obtain 40 regions of interest (ROIs) with the
spheres, and 100 ROIs without any target. This phantom was
scanned using two protocols. First, the small phantom was
FIG. 1. Photo and sagittal view of the TTF phantom filled with water with its different contrast rods: PTFE, polyethylene, and PMMA.
TABLE I. Acquisition parameters for each clinical protocol.
Manufacturer
GE Healthcare Philips Siemens Toshiba
CT Scanner Light speed Revolution Brilliance Ingenuity core Sensation Force Activion Aquillion
Release year 2005 2014 2006 2011 2003 2012 2007 2012
Rows 64 256 64 256 64 192 16 80
Algorithms FBP ASIR-V FBP Idose FBP Admire FBP AIDR 3D
Voltage 120 kV 120 kV 120 kV 120 kV 120 kV 120 kV 120 kV 120 kV
Acquisition mode Helical Helical Helical Helical Helical Helical Helical Helical
Slice Thickness 2.5 mm 2.5 mm 2.5 mm 2.5 mm 3 mm 3 mm 3 mm 3 mm
Head HR: Trauma
FOV 25 cm
CTDIvol 15 mGy
Kernel Bone Plus Bone Plus D D H70h Hr64h FC80 FC30
Pitch 0.984 0.969 1 1 1 1 0.825 0.825
Abdomen HR: Search for urinary stones
FOV 25 cm
CTDIvol 15 mGy
Kernel Standard Standard B B B31s Bf40s FC18 FC18
Pitch 1.375 1.375 1.295 1.295 1.4 1.4 1.475 1.475
Abdomen LCD: Detection of focal liver lesions
FOV 32 cm
CTDIvol 5-10-15 mGy
Kernel Soft Soft B B B31s Bf40s FC18 FC18
Pitch 0.984 0.969 1 1 1 1 0.825 0.825
FOV 32-36-42 cm
CTDIvol Automatic tube current modulation
Kernel Soft Soft B B B31s Bf40s FC18 FC18
Pitch 1.375 1.375 1.295 1.295 1.4 1.4 1.475 1.475
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scanned at three dose levels to assess the baseline values of
the CT scanners. Then, datasets were again acquired, this
time with the two additional rings installed, to investigate the
effect of body habitus on low-contrast detectability (LCD).
2.C. Image quality metrics
2.C.1. High-contrast performance
Spatial resolution: The parameter usually used to assess
spatial resolution when dealing with CT images is the Modu-
lation Transfer Function (MTF). However, iterative recon-
struction (IR) algorithms are known to be highly nonlinear
and therefore might introduce a dependency of the image
contrast over the spatial resolution. Boone16 and Richard
et al.17 proposed target transfer function (TTF) metrics to
overcome this problem by characterizing spatial resolution
taking into account contrast properties. MTF and TTF are
similar metrics, except that TTF may be applied on different
contrast levels. In this study we took a similar approach.
Using the rod phantom, TTF was calculated for each rod
from the radial mean of the edge spread function (ESF) pro-
files. The ESF’s raw data were fitted and analytically differ-
entiated to provide line spread functions (LSFs). Finally,
performing a Fourier Transform on the LSFs gave the TTFs,
which were normalized to 1 at the zero frequency. More
details about the methods can be found in Ott et al.14
Noise power spectrum: The rod phantom also allows the
assessment of the noise power spectrum (NPS). ROIs of
100 9 100 pixels, which were located in the center of a homo-
geneous region from 10 images, were used to calculate the
NPS. The 2D NPS was computed using the following equation:
NPS2Dðfx; fyÞ¼DxDy
LxLy
1
NROI
XNROI
i¼1
FT2DfROIiðx;yÞROIig

2
(1)
Where Dx;Dy are the pixel sizes in the x and y dimensions,
Lx, Ly are ROI sizes for the two directions (Lx = Ly = 100
pixels), NROI is the number of ROIs (NROI = 10), and ROIi is
the mean pixel value for the ith ROI. The 2D NPS was then
radially averaged to provide the 1D NPS1D according to the
methodology presented in ICRU 87.18
Prewhitening model observer: To perform a task-based
image quality assessment of high-contrast structures, the
detectability index (d0) of different diameters structures hav-
ing a nominal contrast of 1080 HU at 120 kVp (PTFE/water),
120 HU (PMMA/water), and 80 HU (polyethylene/water)
was computed using the prewhitening mathematical model
observer, PW,19 and to reduce inconsistencies due to the use
of iterative reconstructions, the MTF function, that should be
used in that model, was replaced by the TTF function (see
Eq. 2)14.
d0 ¼
ﬃﬃﬃﬃﬃ
2p
p
jDHUj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ fNy
0
S2ðfÞTTF2ðfÞf
NPS1DðfÞf df
s
(2)
where f is the frequency, fNy is the Nyquist frequency of
the image, jDHUj is the absolute contrast difference between
the signal and the background and S(f) is the Fourier trans-
form of the input signal, S(f) ¼ R
f
J1ð2pRfÞ with J1; a Bessel
function of the first kind. In our study, the rod phantom was
used to provide the estimation of TTF and NPS, which are
needed for PW MO, but not for the direct measurement of
the small size disks’ high-contrast detectability. To overcome
FIG. 2. Pictures of the QRM 3D LCD phantom and additional annuli (left) and example of images (right) provided by the QRM abdominal LCD phantom
(equivalent diameters of 24 and 29.6 cm).
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this limitation, we simulated a virtual disk with a radius R
varying from 0.5 mm to 2.5 mm.
It is of note that scatter reduces not only image contrast
but also the amplitude of the TTF. It was decided to take into
account the scatter effect by using the measured contrasts
rather than the nominal ones. Thus, TTFs were fitted to avoid
the effect of scatter (spatial resolution drop in the low fre-
quency range) as presented in reference.14
The uncertainty of the PW outcome was assessed by vary-
ing randomly the contrast and TTF values in the range of
their standard deviations, considering a Gaussian distribution,
measured on 30 images. The NPS parameter was not consid-
ered due to the fact that its uncertainty is negligible compared
to that of the contrast and TTF parameters.
2.C.2. Low-contrast performance
Channelized Hotelling observer: LCD was evaluated in
the image domain using a channelized Hotelling observer
(CHO), with Laguerre-Gauss (LG) channels. This model is
an estimation of the Hotelling observer, which itself is the
ideal linear MO. The use of LG channels is appropriate in
this case because they are known to maximize task perfor-
mance.20,21 The computation was made up to the tenth order
of the LG polynomials and for one orientation only (due to
the circular symmetry of the structure to be detected), result-
ing in a total of 10 channels. The pth channel (up) is obtained
by multiplying the Laguerre polynomial at the pth order by a
Gaussian function:
upðrjauÞ ¼
ﬃﬃﬃ
2
p
au
exp
pr2
a2u
 
Lp
2pr2
a2u
 
(3)
where Lp is a Laguerre polynomial, r is a two-dimensional
spatial coordinate, and au is the width of the Gaussian func-
tion (taken to be = 9 in the present study).
Laguerre polynomials are defined by:
LpðxÞ ¼
Xp
k¼0
ð1Þk p
k
 
xk
k!
(4)
The image is passed through the 10 LG channels. The
channel output is a scalar vi obtained by the dot product
between the channel up and the image g:
vi ¼ UTg (5)
Where U represents the matrix of the channels, each col-
umn is one of the 10 channels:
U ¼ ½u1; u2; . . .u10 (6)
The CHO is then computed from the template wLG:
wLG ¼ Kv=n
 1 hvsi  hvnið Þ (7)
where ðKv=nÞ is the covariance matrix calculated from 100 signal
absent images as perceived through the channels (channelized
images).hvsi represents the mean of 40 channelized signal
images and hvni the mean of 100 channelized absent signal
images.
The decision variable kLG of the CHO model is obtained
by combining the template wLG and the channelized image vi:
ki;LG ¼ wTLGvi (8)
In the end, the MO was tested with the same set of images
as with the training set although this could overestimate its
performance.22 For each category (lesion and phantom size
as well as dose levels), a receiver operating characteristic
(ROC) curve was calculated with 50 threshold levels.23 To
summarize the information, an area under the ROC curve
(AUC) was calculated using the trapezoidal method. The
average and standard deviation of the model observers were
estimated by performing a bootstrap method.24 In practice,
500 ROC experiments were performed for each category.
For each dose level and phantom size, we used an image
quality metric called “AUCw” which combines the AUCs for
lesions of different sizes. This metric is computed thus:
AUCw ¼
P
i2ð8;6;5Þ
AUClesionðiÞ
iP
i2ð8;6;5Þ
AUClesionði;maxÞ
i
(9)
where i represents the lesion sizes: 8, 6, or 5 mm, AUClesion(i)
represents the outcome of model observer for each lesion
size. With such a definition, AUClesion(I,max) corresponds to
the value of this metric when the performance is maximal for
each lesion size (AUClesion(I,max) = 1.0).
3. RESULTS
To ensure the impartiality of this work, the results are
reported in an anonymous manner consistently throughout
the manuscript. A capital letter (A, B, C, and D) was assigned
to each manufacturer and the lower case letter “a” and “b”
was added for respectively “newer” and “older” CT units.
Differences between the displayed and measured CTDIvol
were within 15%, in conformity with Swiss legal require-
ments (limit of  20%).
3.A. Image quality for high-contrast structures
3.A.1. High-contrast detection for the head protocol
For the detection of high-contrast structures, a d0 was calcu-
lated for different contrast values for each CTusing a head pro-
tocol. As expected, the d0 increased with the diameter and the
nominal contrast of structures to be detected (Figs. 3(a)–3(c).
Comparison of performance of new and old scanner
models from each manufacturer: Figure 3(a) shows that for
manufacturers A, C, and D, there was a noticeable improve-
ment of the detectability when switching from the older CT
scanners to newer ones while a slight reduction was observed
for manufacturer B. The largest improvement was observed
for manufacturer C (283% for lesions from 3–5 mm),
whereas moderate improvements were found for manufactur-
ers A and D (18% and 37%, respectively).
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In Figs. 3(b) and 3(c), similar behavior was observed for
manufacturers B, C, and D. For manufacturer A, no major
difference appeared between the older and newer CTunits.
Differences between manufacturers (newer CT models):
For the three contrast levels tested with the newer CT models
presented in Figs. 3(a)–3(c), the d0 reached the highest value
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FIG. 3. (a) Detectability index (d0) calculated with the PW model for a nominal contrast of 1080 HU. The horizontal axis represents the diameter of structures.
Dotted lines represent older CTs and solid lines represent newer CTs. (b) Detectability index (d0) calculated with the PW model for a nominal contrast of
120 HU. The horizontal axis represents the diameter of structures. Dotted lines represent older CTs and solid lines represent newer CTs. (c) Detectability index
(d0) calculated with the PW model for a nominal contrast of 80 HU. The horizontal axis represents the diameter of structures. Dotted lines represent older CTs
and solid lines represent newer CTs.
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for manufacturer C, and manufacturers A and D provided bet-
ter results than manufacturer B.
High-contrast detection for the abdomen protocol: The
same methodology was applied to assess the detectability of
high-contrast structures for the abdominal protocol.
Comparison of performance of new and old scanner
models from each manufacturer: In Fig. 4(a), for the highest
contrast level, detectability improved when switching from
older to newer CTs for manufacturers A, C, and D. A major
improvement was noted for manufacturer C (86%) and a
moderate improvement was noted for manufacturer A and D
(23% and 40%, respectively). For manufacturer B, a trend
similar to the one identified in the head protocol was
observed (Fig. 3(a)).
In Figs. 4(b) and 4(c), similar behaviors were observed for
manufacturers B, C, and D. For manufacturer A, smaller dif-
ferences appeared between the older and newer CT units for
materials PMMA and polyethylene than for PTFE.
Differences among manufacturers (newer CT models):
For each contrast level and each structure’s diameter, the
results of the comparison of newer CT models was very simi-
lar to the results for the head protocol. Manufacturer C
reached the highest performance. Manufacturers A and D
provided better results than manufacturer B.
3.B. Image quality for low-contrast detectability
3.B.1. Abdomen low-contrast detection— CTDIvol
variation
Imaging the small abdomen phantom with a CTDIvol of
15 mGy (Fig. 5) showed no major differences among the var-
ious scanners. Reducing the CTDIvol to 10 mGy, the image
quality metrics slightly decreased for all scanners (AUCw
going from 1.0 to 0.985), with a larger reduction observed for
scanner “Db” (AUCw going from 1.0 to 0.945). These varia-
tions are statistically significant as an uncertainty of 0.003
was set for these measurements (P < 0.05). At the lowest
CTDIvol, we investigated (5 mGy), all newer scanners pro-
vided better results than the older ones except for scanner
“Aa”.
To investigate the robustness of the method used, the mea-
surements were repeated five times on the same scanner “Da”
using the small abdomen phantom with a CTDIvol of 5 mGy
(Fig. 5) under “positioning uncertainties,” and demonstrate
that comparable results could be obtained when repositioning
the phantom several times.
To investigate how the method would vary when char-
acterizing various scanners of the same type, the method-
ology was applied on five different “Da” scanners
(Fig. 5), and represented as “CT machine uncertainties.”
Comparable results were found with different machines of
the same type.
3.B.2. Abdomen low-contrast detection – Phantom
size variation
Using automatic tube current modulation and the small
abdominal phantom, Fig. 6 shows that it is possible to reach
a similar level of image quality for all scanners (differences
within 5%). However, this high level of image quality is
obtained at noticeable different CTDIvol values (almost
300%).
When using the medium abdominal phantom a significant
drop in image quality is observed for three scanners (“Db”,
“Bb”, and “Ba”). For the other scanners, comparable image
quality is preserved but again within a large range of CTDIvol
values (Fig. 7).
Finally, when using the largest anthropomorphic abdomi-
nal phantom, large differences in behaviors were observed
(Fig. 8).
Comparison of performance of new and old scanner
models from each manufacturer: For all manufacturers but
one, major improvements were demonstrated with the newer
models. It was possible to reach similar image quality levels
at significantly lower CTDIvol levels. For manufacturer A,
image quality level was slightly decreased but the patient
exposure was reduced by 50%. For manufacturer C, a notice-
able improvement in image quality was obtained at less than
half the dose from the older model. For manufacturer D, a
major improvement of image quality was obtained with a
lower dose reduction than manufacturers A and C (30%). The
only manufacturer where no major improvement was noted
was manufacturer B, where similar image quality level was
obtained at a slightly higher CTDIvol value.
Differences between manufacturers (newer CT models):
When using the largest size of the phantom (simulating a
patient of 100 kg), all newer CT scanners reached a high level
of image quality (AUCw > 0.850). Nevertheless, this level of
image quality was reached with CTDIvol differences within a
range of 300%.
4. DISCUSSION
A full characterization of CT scanner units would require
the assessment of a large number of parameters. Among these
parameters one could mention: the acquisition time, the stan-
dard high- and low-contrast resolutions, the temporal resolu-
tion, and the energy resolution when dealing with kV
optimization or dual energy imaging.
We chose to use simple task-based image quality assessment
methodologies that do not include the whole range of potential
performance of the scanners. We assessed the performance
regarding image quality of high- and low-contrast structures
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using ideal MO for eight CT systems and three clinical proto-
cols. This benchmark provided a large panel of image quality
levels for older (2003–2007) and newer CTs (2011–2014).
The first aim of the study was to investigate if technologi-
cal improvements over time could be shown using our limited
set of image quality criteria. For the high-contrast
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FIG. 4. (a) Detectability index (d0) calculated with the PW model for a nominal contrast of 1080 HU. The horizontal axis represents the diameter of structures.
(b) Detectability index (d0) calculated with the PW model for a nominal contrast of 120 HU. The horizontal axis represents the diameter of structures. (c)
Detectability index (d0) calculated with the PW model for a nominal contrast of 80 HU. The horizontal axis represents the diameter of structures.
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detectability, scanners could be discriminated using the PW
MO, and performance improvement was noted for manufac-
turers A, C, and D. The d’ values were systematically very
high, indicating that the detection of a structure > 2 mm in
diameter with such a nominal contrast value was trivial. For
better discrimination one could add complexity to the task,
for example: the estimation of shape, size, and contrast. Con-
cerning the low-contrast resolution, performance improve-
ments were observed also for three (manufacturers A, C, and
D) out of four manufacturers with a drastic dose reduction to
reach similar high image quality levels.
The second aim of our study was to investigate if major
differences in performance existed between newer CT
scanners of various manufacturers. For the limited criteria
chosen in this study, manufacturer C reached the highest per-
formance with the chosen reconstruction kernels. However,
our measurements have two limitations: the first one deals
with the choice of the reconstruction kernel that could not be
the same for all manufacturers.25
To investigate if some kernels used in this study would
give advantage to a particular range of target sizes, we com-
puted the d’ values for structures 1–5 mm in diameter. A reg-
ular increase in d’ with the object diameter was noted for all
manufacturers. In addition, the clinical parameters used for
the high-contrast resolution would not necessarily represent
the maximum theoretical capability of the system. The
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FIG. 5. AUCw to detect a sphere in soft tissue equivalent at three CTDIvol values using the smallest anthropomorphic abdominal phantom with fixed tube current.
The vertical axis is the AUCw for each of the eight CTs. The errors bars represent the 95% confidence intervals. The red color represents the older scanners of
each manufacturer, and the blue color represents the newer ones. AUCw = weighted area under the curve CTDIvol = volume CT dose index.
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FIG. 6. AUCw to detect a sphere in soft tissue equivalent using the smallest anthropomorphic abdominal phantom at different CTDIvol levels using automatic
tube current modulation for the eight different CT scanners. The vertical axis represents the AUCw outcome. The errors bars represent the 95% confidence inter-
vals. The red color represents the older scanners of each manufacturer, whereas the blue color represents the newer ones. AUCw = weighted area under the curve,
CTDIvol = volume CT dose index.
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second limitation deals with the Slice Sensitivity Profile, a
parameter that was not considered in our methodology. Nev-
ertheless, comparable reconstruction slice thicknesses (within
the range 2.5–3.0 mm) were used, so no major influence of
this parameter is expected in our results. Moreover, as the 2D
NPS was not isotropic in the phantom, using symmetric
channels could impact the performance of the model; but this
impact would be minor.
Dealing with the protocol using fixed CTDIvol values, we
proposed first to use a range of dose levels. The highest
value, 15 mGy, corresponds to our DRL for a “standard”
patient of 75 kg. At 15 mGy, no difference between CTs
appeared when we used the small abdominal phantom.
However, differences were detected at lower dose levels.
Thus, such a phantom should be imaged over a lower dose
range (e.g., 2–10 mGy), or replaced by a larger version as
shown in Figs. 7 and 8 to produce useful results. Finally, with
a larger phantom size, the use of a fixed tube current might
be a limitation that introduces weaknesses of the image qual-
ity which are not relevant for clinical applications where tube
current modulation is generally used.
The use of the protocol with tube current modulation on
various phantom sizes is certainly more realistic in the frame-
work of patient dose optimization. When comparing the
products of one manufacturer, the results were generally
straightforward. The major difficulty of such an approach is
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FIG. 7. AUCw to detect a sphere in soft tissue equivalent using the medium anthropomorphic abdominal phantom at different CTDIvol levels using automatic tube
current modulation for the eight different CT scanners. The vertical axis represents the AUCw outcome. The errors bars represent the 95% confidence intervals.
The red color represents the older scanners of each manufacturer, whereas the blue color represents the newer ones. AUCw = weighted area under the curve,
CTDIvol = volume CT dose index.
0.7
0.75
0.8
0.85
0.9
0.95
1
0 5 10 15 20 25
A
U
C
w
CTDIvol (mGy)
Aa
Ab
Ba
Bb
Ca
Cb
Da
Db
FIG. 8. AUCw to detect a sphere in liver tissue equivalent using the large phantom at different CTDIvol levels using automatic tube current modulation for the
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to compare various manufacturers who propose different
strategies to manage the balance between image quality and
patient exposure. In this study we decided to use the local set-
tings. The indication “search for focal liver lesions” requires
particularly high image quality. Using the small phantom, a
high level of image quality was reached by all CTs using a
large range of CTDIvol values. For the larger phantom, a high
level of image quality could not be reached by certain units
despite the use of a large range of CTDIvol values.
The outcome of this work clearly demonstrates the weak-
nesses of the DRL concept; indeed, a similar dose level can-
not be reached on different scanners without impairing the
LCD. To improve this situation, one could associate the DRL
to an image quality criterion such as the LCD estimated in a
standardized phantom.
5. CONCLUSION
This study shows that MOs can objectively benchmark CT
scanners using a task-based image quality method. Such an
approach may be useful for quantitatively comparing the clin-
ically relevant image quality among various scanners to aid in
the estimation of the potential dose reduction without missing
the detection of critical lesions.
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BENCHMARKING OF CT FOR PATIENT EXPOSURE
OPTIMISATION
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Patient dose optimisation in computed tomography (CT) should be done using clinically relevant tasks when dealing with image
quality assessments. In the present work, low-contrast detectability for an average patient morphology was assessed on 56 CT
units, using a model observer applied on images acquired with two specific protocols of an anthropomorphic phantom containing
spheres. Images were assessed using the channelised Hotelling observer (CHO) with dense difference of Gaussian channels. The
results were computed by performing receiver operating characteristics analysis (ROC) and using the area under the ROC curve
(AUC) as a figure of merit. The results showed a small disparity at a volume computed tomography dose index (CTDIvol) of
15 mGy depending on the CT units for the chosen image quality criterion. For 8-mm targets, AUCs were 0.999 + 0.018 at 20
Hounsfield units (HU) and 0.927 + 0.054 at 10 HU. For 5-mm targets, AUCs were 0.947 + 0.059 and 0.702 + 0.068 at 20
and 10 HU, respectively. The robustness of the CHO opens the way for CT protocol benchmarking and optimisation processes.
INTRODUCTION
In 1997, the European Council Directive 97/43/
EURATOM(1) required that medical physics experts
(MPEs) be involved in the optimisation process of
radiological diagnostic procedures. That recommen-
dation has been translated into the Swiss Radiological
Protection Ordinance and was officially applied in
2008(2): ‘For nuclear medicine applications and for
fluoroscopy-guided interventional radiology and com-
puter tomography, the licence holder must periodically
enlist the services of a medical physicist’.
The objective is to involve the medical physicist in
the optimisation process of medical devices, especially
in CT, which is one of the most commonly used tools
in the medical imaging field and which is responsible
for the highest dose delivered to the population from
diagnostic radiology. Evaluating image quality is
crucial when optimising or comparing CT devices, re-
construction algorithms and clinical protocols in
order to respect the as low as reasonably achievable
(ALARA) principle, especially with the introduction
of iterative reconstruction into CT because the stand-
ard Fourier metrics are no longer applicable(3, 4). The
aim of this study was to provide an objective tool to
compare CT protocols and to develop methods to
then use the devices at their full potential, i.e. using
the minimum dose while maintaining image quality
for diagnosis. This optimisation scheme relied on the
use of task-based metrics that approximate the clinic-
al task in order to qualify the image quality and facili-
tate the cooperation between medical physicists,
radiographers and radiologists.
Clinical diagnosis is composed of three tasks: the
detection task, the localisation task and the character-
isation task. In the present case, the detection task
performance was evaluated with a mathematical ob-
server model, which is used to substitute the human
observer. The use of these tools provides an objective
metric to evaluate image quality. The advantage of
this approach is that it takes into account the entire
imaging chain at the same time as it remains as close
as possible to a simplified diagnostic task.
During the authors’ visits to the various centres,
image acquisitions were performed together with the
verification of the indicated volume computed tomog-
raphy dose index (CTDIvol) and the assessment of
other parameters such as X-ray beam efficiency and
the Hounsfield unit (HU) calibration in water at the
available X-ray tube voltages(5). This contribution
will focus on a CT benchmarking based on a model
observer. The first aim was the assessment of image
quality on several CT units at a given dose level. The
second aim was the assessment of image quality while
using different acquisition parameters.
MATERIALS AND METHODS
Model observer: channelised Hotelling observer
Anthropomorphic model observers are mathematical
models based on the statistical decision theory to esti-
mate the detection performance of human observers.
In this study, a linear anthropomorphic model was
chosen, namely the channelised Hotelling observer
(CHO)(6, 7), which is usually used to evaluate the
image quality. As Ott et al.(8) demonstrated, the CHO
can mimic the human observer performance for a de-
tection task. In this case, the methodology used for
the CHO is directly inspired by the methodology used
by Ott et al., and extensive details can be found in the
chapter on the CHO model observer(8).
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Performance measurement of the model observer
All decision variables provide a distribution depend-
ing on the presence or absence of a signal. In the
receiver operating characteristics (ROC) analysis, if
the decision variable calculated using an image con-
taining the signal is above the threshold, then the
response is considered true positive. If this variable is
calculated with the image containing only noise is
above the threshold, then the response is considered
false positive. For a given threshold, a true positive
fraction (TPF) and a false positive fraction (FPF) are
obtained, and the ROC curve is then constructed
from pairs of TPF and FPF.
The ROC curve can give a complete description of
the performance of an observer. To summarise the
performance of an observer, the area under the curve
(AUC) can be calculated(9). It ranges from 0 to 1,
with a value of 0.5 meaning that the test is not better
than tossing a coin to give a positive or negative
answer, and was estimated using the trapezoidal
method with 100 points.
Description of phantom and CT units
An abdominal anthropomorphic phantom (Figure 1)
(QRM, Moehrendorf, Germany) was scanned in 56
CT units (20 % of all CT units in the country). This
phantom is composed of an external shell intended to
closely mimic the X-ray attenuation of an abdomen
during a CT examination, and of two embeddable
modules. The materials used represent three densities
and anatomical shapes of the human body:
- Liver (55 HU at 120 kV),
- Spleen (55 HU at 120 kV),
- Vertebra (cortical and cancellous bone).
The uniform phantom background is equivalent to
the soft tissue of the abdomen (35 HU at 120 kV).
Two modules can be inserted into this external
shell: a homogeneous module identical to the back-
ground phantom and a module containing low-con-
trast signals. These signals are spheres of different
sizes (8, 6, 5, 4 and 3 mm) with contrasts of 220 and
210 HU at 120 kV with respect to the background.
In 2014, the equipment from four CT manufac-
turers in Western Switzerland was investigated with
the range of the detector coverage represented in
Table 1 (in detail 20 devices for Philips, 18 for GE, 12
for Toshiba and 6 for Siemens).
Acquisition protocols
The acquisitions were performed following two
protocols:
† One protocol called ‘Reference’ with the same
parameters for all radiological services. Acquisitions
were performed at 120 kV, and the tube current was
adapted to get indicated CTDIvol values of 15 mGy
[the diagnostic reference level (DRL) for the abdom-
inal region in Switzerland]. During the visit, the
CTDIvol values were measured on each CT unit
using a CTDIvol phantom of 32 cm in diameter and
a 100 mm pencil ionisation chamber as described in
the IEC 60601-2-44(10). The X-ray tube rotation
time was 1 s, and the pitch was close to one. The
display field of view (DFOV) was 320` 320 mm
for a 512`  512 matrix size, in order to have a con-
stant spatial resolution. Slices were reconstructed
with a nominal thickness of 2.5 or 2.0 mm asso-
ciated to an interval of 2.5 or 2.0 mm (depending
on the possibilities offered by the different manufac-
turers), respectively. Images were reconstructed only
with the filtered back-projection (FBP) in the
axial plane with a standard convolution kernel
used locally for abdominal acquisitions.
† The other protocol called ‘Local’ where the acqui-
sition parameters were those usually employed by
the centre for the detection of focal liver lesion
(i.e. FBP or iterative reconstruction algorithm was
used). The DFOV was then adjusted to 320`  320
mm for all centres in order to obtain comparable
pixel sizes. Since the spread in slice thicknesses
Figure 1. QRM phantom image from an acquisition at a
high dose level (CTDIvol 20 mGy). The phantom contains
four 8-mm spheres and five 5-mm spheres. The signals
represented in this figure have a contrast of 20 HU.
Table 1. Number of CT units included in the study for each
detector coverage range.
Collimation (number of rows) Number of CT units
16 10
32 1
40 3
64 36
80 3
128 3
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and doses used in the local protocols was large, an
alternative metric, called ‘volumetric dose’, was
used. The volumetric dose is defined as the
product of the dose and the slice thickness, corre-
sponding to the dose length product of the recon-
structed slice.
For the two protocols, the phantom was positioned
at the isocentre of the CT unit, and the module con-
taining the low-contrast spheres was scanned 10 times
successively. Then, the homogeneous module was
scanned without changing the position of the abdomen-
like shell.
Generating signal-absent and signal-present images
For practical reasons, only two sphere sizes were
investigated, namely the 5 and 8 mm (smaller sizes
were not visible enough at the dose levels investi-
gated). For each acquisition, 4 centred regions of
interest (ROIs) (22` 22 pixels, 1 pixel ¼ 0.625 mm)
per sphere size/contrast combination were extracted
from the module containing the sphere, and 8 ROIs
per slice were extracted from images of the homoge-
neous module at the same location (x,y) as the ROI
containing the signal. Hereafter, for convenience,
ROIs will be called signal-present images if the signal
is present in the ROIs and signal-absent images if the
signal is absent.
RESULTS
‘Reference’ protocol
Using a CTDIvol of 15 mGy on all systems, the detec-
tion performance for a given contrast/diameter com-
bination was globally comparable with a few outliers
(Figure 2). Centres 41 and 48 in Figure 2a and
Centres 43, 45, 46 and 47 in Figure 2c provided a
lower-level image quality when compared with the
other centres. For 8-mm targets, the averaged AUCs
were 0.999 + 0.018 at 20 HU and 0.927 + 0.054 at
10 HU. For 5-mm targets, the averaged AUCs were
0.947 + 0.059 and 0.702 + 0.068 at 20 and 10 HU,
respectively (the error represents one standard devi-
ation). Thus, the relative standard deviation was in the
range of 1–10 %, indicating, for that specific image
quality criterion and this specific acquisition protocol,
that the CT units in Western Switzerland are relatively
homogeneous at the quite high dose level investigated.
As expected, the detection was greatly enhanced when
the diameter increased (5 vs. 8 mm) as well as when the
contrast became higher (10 vs. 20 HU).
‘Local’ protocol
When using the local protocol instead of the reference
protocol, as expected, it was noticed that the detect-
ability still increased with the contrast and the
diameter of the spheres. However, it was also discov-
ered that the mean AUC did slightly change depend-
ing on the reconstruction algorithms (AUC was lower
in iterative than in FBP), but the mean delivered dose
was also much lower for the iterative algorithms
(no distinction was made between the level of com-
plexity of the iterative algorithms available) compared
with FBP. These measurements clearly highlighted
the contribution of the iterative algorithm on dose re-
duction (almost a factor of two) associated to a slight
reduction in low-contrast detectability.
Figure 3 illustrates the detection performance for
combinations 8 mm/10 HU and 5 mm/20 HU when
switching from the reference to the locally implemen-
ted protocols. Varying the parameters used [nominal
slice thicknesses (ranging from 0.5 to 7 mm), dose levels,
algorithm reconstruction and convolution kernels used
for standard abdominal protocols] in each centre slightly
increased the variability. Moreover, some centres work
with unexpected parameters, which deteriorate image
quality and increase the image quality variability. In
some cases, the CTDIvol was quite low (3.3 mGy) with
very thin slice reconstruction thickness (0.5 mm) or the
dose was quite high (12.3 mGy) with the reconstruction
of thick slices (7 mm), see three red circles in Figure 3.
In the first case, even if the image was reconstructed
with an iterative algorithm, the low-contrast detectabil-
ity could not be recovered. In the second case, the
partial volume effect was responsible for the poor score
obtained.
DISCUSSION
In this study, an objective task-based image quality
assessment was performed using a model observer
on an anthropomorphic phantom to assess image
quality. The CT units in use in the Western part of
Switzerland are relatively recent and homogeneous,
but the image quality with the ‘Reference’ protocol
was explored at a high dose level. In this case, the dis-
crimination between the CT units is limited, but this
benchmark has, however, demonstrated that several
units led, for the chosen image quality criterion, to
a lower performance. One limit of this ‘Reference’
protocol is that it investigates the image quality at one
dose level and only with the FBP algorithm. The
benefits of introducing the iterative algorithm, espe-
cially the model-based iterative algorithm, were not
explored(11). In future work, the performance of CT
units will be investigated in a range of dose and algo-
rithms in order to be able to qualify image quality in-
cluding high- and low-contrast performances.
When switching to the ‘Local’ protocol, the dose
and slice thickness varied in a wide range between the
centres and noticeable image quality variations were
observed. Based on this metric, it will be possible to
optimise and standardise the clinical practice to
D. RACINE ETAL.
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converge towards a given level of image quality for a
particular clinical examination. The main limit of the
use of the volumetric dose parameter for that part of
the study is the range of slice thickness investigated,
since partial volume effects could be very different
from one protocol to another. This could be certainly
improved by a closer collaboration between the
medical physicists and the radiologists when selecting
acquisition parameters and the range of reconstructed
slice thickness.
Figure 2. Results of a comparison of the image quality for CT units in Western Switzerland when dealing with the
‘Reference’ protocol for spheres of 8 mm/10 HU at 2.0 mm slice thickness (a), 5 mm/20 HU at 2.5 mm slice thickness (b)
and 5 mm/10 HU at 2.5 mm slice thickness (c). The red line represents the median value.
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Thus, the proposed method seems suitable for bench-
marking the CT unit as well as the clinical protocols. The
method could be improved by adding high Z materials
targets, making it possible to optimise the choice of X-ray
tube high voltage when dealing with injected protocols.
CONCLUSION
A method for benchmarking CT units has been
applied to different CT units in Western Switzerland
for a specific task (i.e. detection of low-contrast spher-
ical targets); it appears that the image quality was
relatively homogeneous. The results also show that
the methodology could be used to assess clinically
relevant image acquisition protocols to optimise the
process of patient exposure. It was observed that the
use of iterative reconstruction allowed a significant
dose reduction (almost a factor of two) associated,
however, with a slight reduction in low-contrast
detectability.
Figure 3. Results of a comparison of image quality for 5 mm/20 HU (a) and 8 mm/10 HU (b) as a function of the
volumetric dose (CTDIvol multiplied by the reconstructed slice thickness for taking into account the various slice thicknesses
produced) regarding the practice in Western Switzerland when dealing with the protocol used for the detection of hepatic
metastasis. The red circles represent the poor image quality obtained with unexpected parameters (slice thickness
inappropriate for the lesion size).
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Abstract 
Purpose: To highlight the spread of the diagnostic information available in CT images 
for 68 different CT units, although the selected respective protocols aim at answering 
the same clinical question. 
Methods: An anthropomorphic abdominal phantom (QRM, Moehrendorf, Germany) 
with two optional rings was scanned on 68 CT machines using local clinical acquisition 
parameters of the portal phase for the detection of focal liver lesions. Low contrast 
detectability (LCD) was objectively assessed with a Channelized Hotelling Observer 
(CHO) using the receiver operating characteristic (ROC) paradigm. For each lesion size 
the area under the ROC curve (AUC) was calculated and considered as a figure of merit. 
The CTDIvol was used to indicate the dose exposure. 
Results: The median CTDIvol used for acquisitions was 5.8 mGy, 10.5 mGy and 16.3 
mGy for the small, medium and large phantoms, respectively. The median AUC 
obtained from acquisitions was 0.96, 0.90 and 0.83 for the small, medium and large 
phantoms, respectively. 
Conclusions: Our study shows that a standardization initiative could be launched and 
ensured comparable diagnostic information for a well defined clinical question. We thus 
propose the clinical image quality level as a starting point for the optimization process 
in diagnostic quality rather than the Diagnostic Reference Levels. 
 
Pr
ct
by
o
g
 ©
1. Introduction 
In diagnostic radiology, computed tomography (CT) contributes to a major part of the 
public exposure which leads to a public concern due to potential cancer induction risks 
[1] [2] [3] [4]. In this context, many initiatives have been launched to avoid 
unnecessary or useless exposures, such as Image Gently or Image Wisely. The 
introduction of diagnostic reference levels (DRL) allowed, to a certain extent, to reduce 
the heterogeneity of the delivered dose exposure from one institution to another [5]. 
However, the DRL provided for CT examinations are generally defined as a function of 
an anatomical region which is certainly a limitation, since a given anatomical region 
may not need the same image quality depending on the clinical question (e.g. head 
trauma vs. sinusitis). In addition, technological developments, such as the Automatic 
Tube Current Modulation (ATCM), dynamic beam collimation to reduce over ranging 
were proposed to drastically reducing patient exposure [5]. Finally, in the last ten years 
iterative reconstruction techniques (IR) have become increasingly popular as a 
mechanism to reduce CT dose exposure at CT while ensuring a good level of image 
quality. In general, IR allow drastic image noise reductions while keeping a reasonable 
level of spatial resolution compared to traditional filtered back projection techniques  
[6] [7] [8] [9] [10]. 
 
With the large number of IR solutions now proposed by multiple CT vendors, it has 
become crucial to systematically evaluate the dose reduction potential and the 
subsequent image quality resulting for each technique. These investigations have been 
made on clinical images as well as on phantoms images [11] [12] [13]. It appears that, 
in spite of the production of subjectively better looking images IR does not allow a full 
recovery of the detection of low contrast structures when the applied dose reductions 
are too high [14] [15]. Thus, when dealing with dose reductions by means of IR, the 
low contrast detectability should be systematically investigated using task-based image 
quality assessment methodologies. Given the large number of IR solutions proposed by 
manufacturers such image quality assessments should be performed using phantoms 
and objective methods. For such evaluations, the Federal Drug Administration (FDA) 
recommends the use of mathematical model observers as surrogate to human 
observers. Their outcomes provide image quality indictors as the CTDIvol, or patient 
exposure indicators as the dose length product (DLP).   
 
The aim of this study was to investigate the variability of the patient exposure and the 
image quality provided by a large number of centres for the same clinical question: 
presence or absence of a focal lesion in the abdomen of phantoms of different 
morphologies. 
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 2. Materials and methods 
2.1 Description of the phantom  
An anthropomorphic abdomen phantom (QRM 401, Moehrendorf, Germany) which 
simulates the attenuation produced by an adult (Figure 1) was used for this study. This 
phantom represents a thin adult with a body mass index (BMI) of 20 kg.m-2 (or a 
patient’s weight around 50 kg). To vary the patient’s morphology two additional rings, 
one of medium and another one of large size, were added to the phantom to reach a 
BMI of 26 kg.m-2 (patient’s weight around 90 kg) and 35 kg.m-2 (patient’s weight 
around 120 kilograms). A module containing spherical lesions of 8, 6 and 5 mm in 
diameter and a contrast of 20 HU relative to the background was inserted in the center 
of the phantom. Only the sphere measuring 5 mm in diameter was used in this study 
since preliminary measurements showed that this size was the most critical in terms of 
AUC. in terms of AUC. 
 
 
Figure 1: CT images of the anthropomorphic abdomen phantom. From left to right : small, medium and large 
phantom. 
2.2 CT units investigated 
The three abdomen phantom sizes were scanned on 68 CT scanners installed in 62 
institutions (Table 1). The four major manufacturers were represented. GE and Philips 
represents 68 % of the CT units involved in this study (see Figure 2).  
 
 
Table 1: 70 CT scanners involved in this study 
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CT unit Number 
GE 
BrightSpeed S 1 
Discovery CT 750 HD 2 
LightSpeed VCT 7 
LightSpeed16 1 
Optima CT520 2 
Optima CT580 1 
Optima CT660 7 
Revolution 1 
Revolution EVO 1 
Philips 
Brilliance 40 1 
Brilliance 64 6 
iCT 256 4 
Ingenuity Core 128 4 
Ingenuity CT 4 
Ingenuity Flex 2 
IQon - Spectral CT 1 
Siemens 
Perspective 1 
Sensation 64 2 
SOMATOM Definition AS 2 
SOMATOM Force 1 
Toshiba 
Activion16 4 
Aquilion 6 
Aquilion PRIME 6 
 
Figure 2: Distribution of the CT units among the four manufacturers 
34% 
34% 
23% 
9% 
GE 
Philips 
Toshiba 
Siemens 
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2.3 Acquisition protocols 
The phantoms were always positioned at the isocenter of the CT units to maximize the 
performance of the ATCM  [16] [17]. Image acquisitions were performed according to 
the local acquisition and reconstruction parameters of the portal phase used for focal 
liver lesion (FLL). To provide comparable spatial resolutions, the reconstructed field of 
views (FOV) were set to 320 mm, 370 mm and 420 mm for the small, medium and 
large size phantom, respectively. To ensure statistical robustness of the results the 
phantom was scanned ten times on each CT unit without changing the position 
between the different acquisitions [18]. 
2.4 Model observer - Channelized Hotelling Observer 
A channelized Hotelling model observer (CHO) was used to assess the low contrast 
detectability. This model is called “channelized” because each image is passed through 
channels before the actual reading process, allowing for computation time sparing. 
These channels represent the spatial selectivity behaviour of human primary visual 
cortex (V1). CHO model is a linear and anthropomorphic model that computes a 
decision variable λ from the dot product between an image “g” and a template “w”. 
 
where T is the transpose operator; “n” represents the image category, signal-absent or 
signal-present, “s” represents the lesion size and “i” the image number. The template 
“w” takes into account the statistical knowledge of noise by computing the covariance 
matrix “K” from the images containing no signal seen through the channels. The 
template “w” also takes into account the signal by computing a theoretical signal that 
represents the different lesions. In this study a signal template, gTheo is created using a 
simulated 2D Gaussian curve with a FWHM 5 mm, thus representing a theoretical signal 
of 5 mm in diameter.  
 
 
We used ten dense of difference of Gaussian (D-DOG) channels because these channels 
are known to mimic human detection [19] [20] [21]. Each channel is given by the 
following formula: 
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where ρ is the spatial frequency, σj the standard deviation of each channel and Q is the 
filter bandwidth. Each σj value is given by σj= σ0j-1. The parameters generally used 
are: σ0= 0.005, = 1.4 and Q = 1.67 [19]. 
2.4.1 Performance measurement  
From each image, the CHO model computes a decision variable, λ. After that, using 
both the decision variable distribution for noise only and signal images, a ROC study 
was performed to assess the image quality. The area under the curve (AUC) was used 
as figure of merit for image quality and the displayed CTDIvol was used as figure of 
merit for the dose exposure. The average and standard deviation of the AUC were 
estimated by performing a bootstrap method [22]. In practice, the model performed 
500 ROC experiments for each category.  
In addition, the correlation between the AUC of the different size was calculated using 
the Pearson coefficient. 
  
3. Results 
3.1 CTDIvol in terms of patient size  
As expected, the CTDIvol increased with the size of the phantom. Due to the selection of 
the locally implemented protocol for each units, the CTDIvol, varied significantly for a 
given phantom size. For the small phantom the range of CTDIvol was 2.3-18.7 mGy with 
a median CTDIvol equal to 5.8 mGy and a third quartile value equal to 7.5 mGy. For the 
medium phantom the range of CTDIvol was 5.5-34.2 mGy with a median CTDIvol of 10.5 
mGy and a third quartile value of 13.4 mGy, and for the largest phantom size the range 
of CTDIvol was 8.6-34.2 mGy with a median CTDIvol of 16.3 mGy and a third quartile 
value of 20.9 mGy (see Figure 3).  
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 Figure 3: CTDIvol obtained for the three phantoms sizes as a function of the clinical protocol settings. The median is 
represented by the black line in the middle of the colour rectangles. The bottom edge of the rectangle corresponds 
to the 1st quartile and the top edge to the 3rd quartile. The bottom line represents the 5th percentile and the top 
line the 95th percentile. The red dots outside these two lines represent the outliers.  
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3.2 Image quality for abdomen protocols 
3.2.1 Small phantom 
 
Figure 4: AUC as a function of CTDIvol for the small phantom 
For the small phantom size, in spite of the use of relatively low CTDIvol values (median 
CTDIvol equals to 5.80 mGy) in comparison to the DRL values (15 mGy), an excellent 
image quality level was obtained for most of the centers: the median value of the AUC 
was equal to 0.96 and the third quartile was equal to 0.97 with several centers reaching 
an AUC superior to 0.99. Only three centers had an AUC lower than 0.85. Two protocols 
(a) used a too low dose level for the CT considered to obtain a good image quality. The 
slice thickness used for centers b and c was equal to 5mm and can’t be compatible to 
correctly detect a lesion of 5 mm in diameter due to partial volume effect even if the 
dose level was high.  
a) b) 
c) 
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3.2.2 Medium phantom 
 
Figure 5: AUC as a function of CTDIvol for the medium size phantom. 
For the medium phantom size the median CTDIvol was equal to 10.20 mGy with a 
median value of the AUC reaching 0.90 (the third quartile value was equal to 0.94). 
With this phantom size almost a quarter of the centers had an AUC lower than 0.850. 
As already seen in Fig.4, the dose levels were relatively to significantly high in three 
protocols (Fig.5, a and b) caused by a suboptimal reconstruction slice thickness (5 mm). 
These images had been acquired on the oldest CT machines included in this study that 
had been introduced on the market during the years 2007 – 2009. 
 
 
a) 
b) 
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3.2.3 Large phantom 
 
Figure 6: AUC as a function of CTDIvol for the large phantom. 
For the large phantom size the median CTDIvol was equal to 16.14 mGy, with a median 
value of the AUC reaching 0.83 (the third quartile value was equal to 0.87). With this 
phantom size almost a quarter of the centers had an AUC lower than 0.80. Like for the 
other phantom sizes, the image quality was significantly low in two protocols (a) due to 
partial volume effects, again associated with the use of one of the oldest CT units.  
3.2.4 Image quality correlation  
 
  Size S Size M Size L 
Size S 1 
  Size M 0.39 1 
 Size L 0.33 0.49 1 
Table 2: Correlation matrix based on AUC obtained with ATCM that maintained absolute noise levels close to the 
target values.  
a) 
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   Size S Size M Size L 
Size S 1 
  Size M 0.49 1 
 Size L 0.40 0.58 1 
Table 3: Correlation matrix based on AUC obtained with ATCM that maintained a constant level of overall diagnostic 
quality for all patient sizes relating to a reference image. 
In our study we included two types of ATCM: one type of ATCM for which the user has 
to choose a noise level and another type of ATCM for which the user only introduces a 
reference image load (in mAs). For the first type of ATCM the correlation of the AUC 
values between the different sizes varied from 0.33 between the size S and L to 0.49 
between the size M and L (Table 2). For the second type of ATCM the correlation of the 
AUC values varied from 0.40 between the size S and L to 0.58 between the size M and 
L (Table 3). In summary, it appears that there was a poor correlation between the level 
of image quality and the size of the phantoms.  
4. Discussion 
In this study, the image quality was assessed by applying a task-based criterion on 
three abdominal phantom sizes and assessing low-contrast detectability by means of a 
CHO model observer. In the figures 4 - 6, four quadrants created from the median dose 
and median AUC were proposed to discriminate the various centers. The top left 
quadrant contains the CT units which machines and clinical protocols provide a high 
level of image quality in a low dose range. For the chosen task-based image quality 
criterion these centers produced the best performances. In the bottom left quadrant, 
the protocols led to lower image quality levels in spite of comparable dose exposures. 
This was sometimes due to the use of sub-optimal ATCM settings or a suboptimal 
reconstruction slice thickness (Figure 5). CT units placed in the bottom right quadrant 
are these for which an optimization process should be initiated since low image quality 
levels are obtained in spite of high dose levels.  
It is worth mentioning that with the increase in phantom size the variability of results in 
terms of the image quality and dose increased. As expected, with the increase of the 
phantom size the top right quadrant required a higher dose level to keep an excellent 
diagnostic accuracy (using the AUC parameter as surrogate). 
The overall results show that for a given protocol a large variability of image quality is 
provided and that this spread is even more important with increasing patients’ weight 
(or BMI) although the clinical question to be answered remains the same. This is 
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certainly due to the usually adopted strategy of optimization with based on national 
DRL. Indeed, for many years the use of the DRL concept has allowed to reduce the 
variability of dose exposure in the practice using reference levels that were defined for 
specific anatomical regions. The application of the DRL concept has been widely used, 
and it allowed a national homogenisation of the patient’s exposure. This optimization 
strategy should be now questioned. With the use of iterative reconstructions reasonably 
“good looking” CT images can be obtained in a larger dose range than when using the 
standard FBP reconstruction process. However, the amount of information contained in 
images remains related to the number of photons used to produce these images. When 
one wants to justify a given CT examination, one should adapt the imaging protocol in 
that way that one is able answer one or several clinical questions, that correspond to 
the indication of the examination. The challenge is now to establish a direct link 
between the different clinical tasks and image quality metrics. These task-based image 
quality criteria (i.e low contrast detectability) should also be defined as a function of the 
patients’ morphology. The outcome of this study demonstrates that a standardization 
process concerning the image quality requirements as a function of a given clinical 
indication should be initiated for different patient sizes. It appears that the image 
quality is relatively homogenous with the small phantom, but when the phantom size 
was increased the image quality tended to be different between the different 
institutions. This would not only ensure that all patients benefit from the same 
diagnostic potential inherent in their CT examinations but could also limit the “blind” 
dose reductions which may impair the diagnostic image quality.  
Although those results assess image quality on phantoms measurements using clinical 
protocols, our study presented some limitations. First of all, we did not consider the 
management of the contrast medium injection. However, the latter is an important part 
of the optimization protocol and has a undeniable impact on the contrast enhancement 
of the organs and vessels, and thus on the diagnostic result. The other limitation was 
due to the use of a homogeneous phantom that simplifies the objective assessment of 
image quality but remains far from the actual clinical situation, but it is a good starting 
point for an optimization process. Finally, the largest phantom was made only of 
muscular tissue which is not fully representative of obese patients. This increased the 
performance requirements for the CT units. The largest rings added to the core of the 
phantom should have contained muscular tissue and fat and not only muscular tissue. 
Another limitation concerned the material which composed the lesion present in the 
phantom. When we investigated the portal venous phase on an abdominal protocol - 
which is de facto an injected phase - it would have been more clinically relevant to use 
a phantom with targets containing a high Z material such as iodine.  
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A method for benchmarking CT abdominal protocols has been applied with three 
different phantom sizes by evaluating 68 different CT units. This study demonstrates 
that the cooperation between the radiologists, radiographers, and the medical physicist, 
must be promoted to ensure that dose reductions do not lead to sub-optimal images 
that might impair the diagnostic quality. The aim of the previously introduced DRL 
concept was to reduce the variability of the patients’ dose exposure but, as we could 
show in our study, they have revealed insufficient to ensure comparable image quality 
levels on different CT machines. We should now define a set of task-based image 
quality criteria related to well-defined clinical indications and work towards the 
standardization of image quality requirements. To establish these image quality 
requirements it is important to define, in collaboration with radiologists the critical 
target to be detected and at which AUC level we should use our standardized 
phantoms. 
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Introduction 
Computed tomography (CT) images are traditionally acquired, reconstructed and analyzed in the axial 
plane. However, in several clinical situations, CT images need to be analyzed in the coronal and/or 
sagittal planes, particularly in cardiovascular, thoracic and musculoskeletal imaging [Fang et al 2015]. 
With the arrival of CT 3D imaging it has become possible today to acquire and reconstruct CT images in 
all reconstruction planes [Dalrymple et al 2007]. Several authors [Long 2010 et al; Rydberg et al 2007; 
Von Falck et al 2011] already investigated the impact of sagittal and coronal reformatting for various 
clinical CT acquisition conditions. Most of the work conducted so far was however only done for 
classical filtered-back projection (FBP) algorithms and using subjective image quality assessment 
methods like visual grading analysis made by human observers. 
The recent implementation of iterative reconstruction (IR) techniques in clinical CT protocols has helped 
to significantly reduce radiation dose, but with a potential change in image quality. The impact of the 
various manufacturer-specific IR techniques on CT image quality has already been extensively studied in 
the axial plane using both visual grading analysis and physics methods fully adapted to IR [Schindera et 
al 2011, Mieville et al 2012; Ott et al 2014]. However, IR impact on the coronal and sagittal 
reconstruction planes has not yet been done using objective and fully IR adapted methods.  
Our work will focus on comparing image quality in all three reconstruction planes using objective 
assessment methods adapted to IR. We focus on a great variety of algorithms designed by a single 
manufacturer. 
 
Material and Methods 
Phantom 
 
 In order to evaluate key CT image quality parameters like image noise or spatial resolution, we 
built our own phantom, containing a 10-cm-diameter cylinder made of Teflon® (polytetrafluoroethylene), 
low-density Polyethylene and Plexiglas® (polymethyl methacrylate) and centered in the middle of air 
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(figure 1). Among those materials, Teflon® revealed itself to be particularly useful since its contrast with 
background was close to the contrast between cortical bone and air, or articular cartilage and diluted 
iodine (2000 HU). This experimental paradigm enabled us to produce phantom images similar to clinical 
CT images in various musculoskeletal CT settings, such as the search of fracture lines in cortical bone 
after trauma, or articular cartilage defects and labral/fibrocartilage tears in CT arthrography. 
 
Figure 1: a) Custom-made CT image quality phantom containing a 10-cm-diameter cylinder made of 
Teflon®, low-density Polyethylene and Plexiglas® (from left to right). b) A slice of our custom made 
phantom. 
 
Protocol 
 Our custom-made image quality phantom was scanned on a GE HD 750 CT scanner (GE 
Healthcare, USA). The acquisitions were performed with a protocol similar to the one used in clinical 
routine for patients undergoing CT arthrography, that is to say with a CTDIvol of 7.5 mGy, a tube voltage 
of 120 kVp, a pitch equal to 0.5  and a field of view of 200 mm with a matrix size of 512x512 pixels. The 
acquired data sets were then reconstructed in the axial, sagittal and coronal planes, using a nominal slice 
thickness of 0.625 mm, and four different manufacturer-specific reconstruction algorithms: the classical 
filtered-back projection (FBP), the adaptive statistical iterative reconstruction (ASIR) at a percentage of 
50 %, and the Adaptative statistical iterative reconstruction –V (ASIR-V) at a percentage of 50 %,, with 
this three algorithms the GE bone kernel was used. Moreover the GE model-based iterative 
reconstruction; “VEO” algorithm was also used. Images were reconstructed with VEO 2.0 that was only 
compatible with the standard kernel. However, new presets are provided in the VEO 3.0 version, 
including resolution preference (RP**). The preset index exactly describes the expected resolution 
improvement as measured on a GE performance phantom. RP05 implies 5% higher resolution compared 
to standard preset. Also, the image model and noise model of the algorithm were improved to make the 
noise covariance more isotropic in all three dimensions. With VEO 3.0 images were reconstructed with 
the preset RP 05 and RP 20. 
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Physics Metrics 
Iterative reconstruction (IR) algorithms are known to be highly non-linear and therefore to introduce a 
dependency of the image contrast and noise over the spatial resolution of the image [Thibault et al 2007; 
Richard et al 2012]. In order to overcome those problems, spatial resolution was investigated through an 
object-specific modulation transfer function (MTF), which we referred to as target transfer function (TTF) 
[Richard et al 2012]. In our case, this object specific metric was obtained using the contrast variation 
between the circular edge of the Teflon® cylinder and the contrast product around it. Main mathematical 
steps, as well as extensive details and explanations on the methodology can be found in the paper of Ott et 
al. [Ott et al, 2014]. 
The image noise was investigated within a 6-cm-long Plexiglas region of our phantom. NPS were 
calculated based on 70 image slices of the homogenous contrast-media region containing regions of 
interests (ROIs) of 135×135 pixels. A radial-averaged NPS was obtained based on the guidelines 
described in the ICRU report 54 [ICRU 54]. Extensive details on the NPS metric as well as elements to 
perform its computation can be found in Miéville’s work [Miéville et al 2011]. 
  We integrated those two metrics into a model observer in order to yield an objective assessment 
of the image quality in the three reconstruction planes when using different reconstruction algorithms. 
Model observers rely on the concept of task-based assessment in order to assess how well the desired 
information can be extracted from the image [Barrett and Meyers 2004]. In our case, we used an updated 
non-prewhitening with eye filter (NPWE) model observer to compute the d’ index of simulated articular 
cartilage defects of variable width (0.5, 1, 1.5, and 2 mm, respectively) using Equation 1 [Brunner and 
Kyprianou 2011; Ott et al 2014].  
                                      
                                 
   
 
              
   
 
                 
                                                       
    is the Nyquist frequency,     is the contrast difference,        is the visual transfer function of the 
human eye [Burgess 1994] and      is the Fourier transform of the input signal (in our case,      
 
 
             being a Bessel function of the first kind). 
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Results 
 
 
Figure 2: NPS curves computed for FBP, ASIR, ASIR-V, VEO 2.0 and VEO 3.0 reconstruction 
algorithms in the three reconstruction planes. 
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Figure 3: TTF curves computed for FBP, ASIR, ASIR-V, VEO 2.0 and VEO 3.0 reconstruction 
algorithms in the three reconstruction planes. 
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FBP, ASIR 40 & 80, VEO 2.0 
Variations in NPS as a function of the image reconstruction algorithm and reconstruction plane 
were observed (Figure 2). Those changes in the shape of the NPS curves indicate a modification of the 
overall image texture. For the FBP, ASIR and ASIR-V algorithms coronal and sagittal reformatted 
images display a pick frequency at lower frequencies than axial images. NPS of images reconstructed in 
the axial plane, we observed that the noise level slightly increases when switching from the standard 
kernel, to the RP05 kernel to the RP20 kernel for VEO algorithm. 
In the three reconstructed plane, FBP algorithm had the higher noise level. Switching from FBP 
to iterative algorithm did however yield to a consequent noise decrease, especially in the low frequencies 
range. On coronal and sagittal-reformatted images, we noted an increase in image noise compared with 
the axial plane. This trend was even slightly more pronounced in the sagittal plane.  
TTF curves (figure 3) in the axial plane indicated that no improvement of the spatial resolution was 
perceived when using ASIR or ASIR-V instead of FBP. On the contrary, the use of VEO produced a 
decrease of the resolution for the whole frequency range of the image. The behavior observed in the 
coronal and sagittal planes was completely different because the higher TTF curve is obtained with VEO 
algorithm. Moreover the preset RP05 and RP20 did not increase the spatial resolution whatever the 
reconstruction plane. For all algorithms, the TTFs curves suggest that, a decrease of the spatial resolution 
happens when switching from axial to coronal or sagittal reconstruction planes.  
Our results suggest that full model based algorithm like VEO improved the detectability in 
comparison to the other algorithms. Moreover major changes in the detectability as estimated by the 
NPWE model observer in the sagittal and the coronal plane compared with the axial plane when images 
are reconstructed with FBP or statistical iterative algorithms (Table 1). However, we observed a constant 
detectability in all reconstruction planes when using VEO instead of FBP, ASIR or ASIR-V 
demonstrating that the use of this MBIR algorithm could help to improve the diagnosis accuracy. The 
detectability using a standard kernel with VEO yields a higher detectability than the RP05, which itself 
produces higher detectability than the RP20 kernel. This trend is due to a higher noise level when using 
sharper resolution kernels and which is not fully compensated by the signal increase those kernels also 
generate.  
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FBP 
Size 0.5 1 1.5 2 
Axial 1.51 5.03 8.99 12.91 
Front 0.40 1.38 2.52 3.56 
Sagittal 0.36 1.26 2.31 3.25 
          
ASIR 50 
Size 0.5 1 1.5 2 
Axial 2.13 6.88 11.75 16.11 
Front 0.59 2.03 3.63 5.03 
Sagittal 0.55 1.87 3.35 4.63 
          
ASIR V 50 
Size 0.5 1 1.5 2 
Axial 2.59 8.55 14.93 20.81 
Front 0.68 2.35 4.24 5.91 
Sagittal 0.63 2.16 3.88 5.37 
          
VEO 
Size 0.5 1 1.5 2 
Axial 4.70 14.09 21.59 26.52 
Front 3.84 12.16 19.83 25.22 
Sagittal 3.53 11.40 19.07 24.76 
          
VEO RP 05 
Size 0.5 1 1.5 2 
Axial 4.03 12.25 19.06 23.70 
Front 3.12 9.87 16.10 20.55 
Sagittal 2.87 9.26 15.42 19.95 
          
VEO RP 20 
Size 0.5 1 1.5 2 
Axial 3.06 9.38 14.82 18.82 
Front 2.35 7.51 12.38 16.04 
Sagittal 2.16 7.03 11.83 15.53 
Table 1: d’ computed for FBP, ASIR, ASIR-V, VEO 2.0 and VEO 3.0 reconstruction algorithms 
in the three reconstruction planes for simulated cartilaginous lesion of 0.5 mm, 1.0 mm, 1.5 mm 
and 2.0 mm. 
Discussion 
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Our results indicate that in our paradigm, using ASIR algorithms instead of FBP does not bring 
any major improvement regarding the SNR. This result was already observed in other studies focusing on 
the axial plane exclusively [Racine et al 2015] and remained true in the three different reconstruction 
planes. Yet, the use of MBIR like VEO 2.0 happened to lead to more conclusive effects on the SNR 
values. In the axial plane, a consequent noise reduction was indeed observed with VEO 2.0 compared to 
FBP, whereas an increase of the noise was observed in the coronal and sagittal planes when switching 
from FBP to VEO 2.0. In the mean time, resolution found out to be improved with VEO 2.0 when 
switching from the axial to the other planes. Eventually, using VEO 2.0 instead of FBP led to a significant 
SNR increase in all reconstruction planes. The previously stated results regarding noise and resolution 
behavior remained true and even reinforced when switching from FBP to VEO 3.0. Results suggest that 
the 3.0 version leads to a higher SNR in all three reconstruction planes than the 2.0. In the end, switching 
reconstruction planes and algorithms has repercussions on image quality, so that lesion detection and 
characterization by the radiologist are therefore modified. 
Image quality depending on the reconstruction plane was already investigated by several authors 
[Rydberg et al 2007; Singla Long et al 2010] who successfully demonstrated that multi-planar 
reconstructions could improve diagnostic accuracy and interpretation speed. Those studies were however 
conducted relying on subjective image quality assessment methods, i.e. scoring of the images by human 
observers in this case. If this kind of methods has already demonstrated its great potential to assess the 
quality of CT images, there is also a need for objective methods to perform this task. Thus, other authors 
chose to adopt those objective methods in order to study the impact of the reconstruction plane over the 
image quality [Von Falck et al 2011] and to conclude on the usefulness of the multi-planar 
reconstructions. Most of the objective methods used to characterize image quality however often consist 
in the computation of pixels’ standard deviation, or of contrast-to-noise ratio. The study therefore 
provided useful and novel results regarding the quality of images reconstructed in different planes, but the 
outcome of these simple metrics is systematically improved when working with IR, because those 
algorithms integrate the knowledge of the noise statistics to penalise pixel variations and reduce noise.  
This therefore enlightens the need to develop more elaborated tools, which are in compliance with 
the requirements of IR techniques, and we believe that methods such as task-based assessment could 
represent an efficient way out of the problem. Some authors like Guggenberger [Guggenberger et al 
2013] already tackled the problematic of the multi-planar reconstruction using this kind of method. The 
study in question was however limited to FBP algorithms and we believe that IR algorithms, now that 
they are widely used in clinical routine should also be assessed this way. Our study was therefore 
P
t
byc
pyr
h
©
9 
 
conducted in order to objectively assess several types of IR, including some recently released MBIR 
algorithm, in different planes and using a task-based assessment method.  
There are however some limitations to our work that have to be mentioned, the first one being 
that no image quality assessment was performed in our experimental paradigm. Indeed, if it is true that 
this kind of assessment is subject to some drawback like the subjectivity of the observer, they still 
represent the gold standard and comparing our objective results to human observers could be interesting. 
The second limitation comes from the fact that image quality assessment was performed but the 
diagnostic accuracy was not evaluated. To date, most of the published literature on IR techniques has 
reported reduction in radiation dose while maintaining diagnostic image quality, but very few have 
evaluated the impact of IR techniques on the diagnostic performance. 
The results we obtained show that MBIR are indubitably the reconstruction algorithms leading to 
the highest SNR level in every reconstruction planes. The 2.0 version even surpasses the 3.0 version 
thanks to its possibility to change the reconstruction kernel and its results leading to higher SNR values. 
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A B S T R A C T
Evaluation of image quality (IQ) in Computed Tomography (CT) is important to ensure that diagnostic
questions are correctly answered, whilst keeping radiation dose to the patient as low as is reasonably
possible. The assessment of individual aspects of IQ is already a key component of routine quality control
of medical x-ray devices. These values together with standard dose indicators can be used to give rise
to ‘ﬁgures of merit’ (FOM) to characterise the dose eﬃciency of the CT scanners operating in certain modes.
The demand for clinically relevant IQ characterisation has naturally increased with the development of
CT technology (detectors eﬃciency, image reconstruction and processing), resulting in the adaptation
and evolution of assessment methods. The purpose of this review is to present the spectrum of various
methods that have been used to characterise image quality in CT: from objective measurements of phys-
ical parameters to clinically task-based approaches (i.e. model observer (MO) approach) including pure
human observer approach. When combined together with a dose indicator, a generalised dose eﬃcien-
cy index can be explored in a framework of system and patient dose optimisation. We will focus on the
IQ methodologies that are required for dealing with standard reconstruction, but also for iterative re-
construction algorithms. With this concept the previously used FOM will be presented with a proposal
to update them in order to make them relevant and up to date with technological progress. The MO that
objectively assesses IQ for clinically relevant tasks represents the most promising method in terms of
radiologist sensitivity performance and therefore of most relevance in the clinical environment.
© 2015 Associazione Italiana di Fisica Medica. Published by Elsevier Ltd. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction
Diagnostic x-rays contribute to nearly 50% of the total annual
collective effective dose of radiations from man-made and natural
sources to the general population in western countries; computed
tomography (CT) is the largest single source of this medical exposure.
The contribution of CT to collective dose has signiﬁcantly in-
creased in recent years and a considerable effort is required to control
this trend and ensure that the beneﬁts from the use of this tech-
nology outweigh the risks [1]. For example, in 2007–2008 the average
dose per inhabitant, due to CT, was about 0.8mSv in France and Swit-
zerland, and about 0.7 mSv in Germany (as part of an average for
all x-ray imaging of about 1.2 mSv and 1.7 mSv, respectively) [2–4].
An update of the French and German data showed that in 2012 the
contribution of CT exposure had increased to approximately 1.15mSv,
with a similar increase shown in the last Swiss survey performed
for 2013 [5].
In this context the radiation protection requirements in diag-
nostic radiology (justiﬁcation of the examination and optimisation
of the imaging protocol) need to be re-enforced. Justifying a CT scan
is a clinical consideration and therefore will not be addressed in this
work. However, the optimisation of a CT examination is achieved
when image quality enables the clinical question to be answered
whilst keeping patient radiation dose as low as reasonably possi-
ble. For this purpose the clinical question needs to be formulated
as concretely as possible to enable a clear description of the image
quality level required. To achieve this, appropriate and clinically
* Corresponding author. Institute of Radiation Physics, Lausanne University Hospital,
1 Rue du Grand-Pré, 1007 Lausanne, Switzerland. Tel.: +41 21 314 82 50; fax: +41
21 314 8299.
E-mail address: Francis.Verdun@chuv.ch (F.R. Verdun).
1 Both authors contributed equally to this work.
http://dx.doi.org/10.1016/j.ejmp.2015.08.007
1120-1797/© 2015 Associazione Italiana di Fisica Medica. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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relevant image quality parameters and radiation dose indices must
be deﬁned, described, and used. This paper concentrates on image
quality parameters.
The ﬁrst step of the optimisation process should ensure that x-ray
conversion into image information is performed as eﬃciently as pos-
sible. In projection radiology such as radiology or mammography
one can use the DQE (Detective Quantum Eﬃciency as described
in IEC 62220-1/2) as a global ﬁgure of merit. Unfortunately, due to
the geometry and data processing required for CT, the use of such
a quantity is not feasible. In general, one will assess the amount of
radiation required to achieve a certain level of image quality. As a
surrogate of the radiation received by the detector one uses the stan-
dardised CT dose index (CTDIvol). This quantity represents the average
dose delivered in PMMA phantoms of 16 and 32 cm in diameter and
is related to the amount of noise present in an image. According
to its deﬁnition CTDIvol is different from the actual average dose de-
livered in a slice of a patient, and the latter should be estimated
using the Size Speciﬁc Dose Estimator (SSDE) proposed by the AAPM
(American Association of Physics in Medicine) [6]. For a given CTDIvol
level, image quality parameters are generally assessed using the
signal detection theory that considers the imaging system linear and
shift invariant.
The next step of the optimisation process should be done with
the clinical applications in mind. Direct determination of clinical
performance is, however, diﬃcult, expensive, and time-consuming.
Furthermore, the results in these studies can be strongly depen-
dent on the patient sample and on the radiologists involved. As an
alternative, one can assess image quality using task-oriented image
quality criteria. They will necessarily be simplistic in comparison
to the clinical situations but make it possible to predict the per-
ception of simple structures within an image. The phantoms available
for this type of study remain quite simple whilst trying to mimic
important disease-related structures in actual patients. It is likely
that 3D printing techniques will improve phantom and task realism
in the future [7–9]. To seek optimisation, task-oriented image quality
metrics could be studied as a function of CTDIvol or SSDE. Figure 1
summarises this optimisation process.
Part 1 of this review focuses on signal detection theory and
summarises the methods used to assess image quality in an objec-
tive way. When CT images are reconstructed using the standard
ﬁltered back-projection (FBP), these methods are commonly used
to characterise a CT unit. The objective image quality metrics assess
separate aspects of the features of the image, and therefore need
to be combined to give an overall representation of the image quality.
To synthesise the information, and balance image quality with
radiation doses, several ﬁgures of merit have been developed by com-
bining image quality parameters such as the standard deviation in
a region of interest (ROI) and themodulation transfer function (MTF).
They were applied for speciﬁc clinical protocols to enable appro-
priate comparison of systems. This approach was quite useful during
the development of CT technology, where performances between
different units could vary drastically. These ﬁgures of merit can be
based on simpliﬁed assumptions requiring caution in their inter-
pretation. However it appears that the sensitivity of such methods
is quite limited for newer systems, and, in addition, the effect of it-
erative reconstruction on the standard image quality parameters
would mean that this approach would be diﬃcult to implement.
Both clinical and phantom images can be assessed using the ROC
paradigm or one of its derivatives (Localisation ROC, Free-response
ROC). These methods give an accurate estimate of clinical image
quality but, although carefully controlled measurements, they are
still subjective because human observers are involved. Thesemethods
are time consuming and require large samples to obtain precise
results. In spite of these limitations thesemethods can be used either
by radiologists (when dealing with clinical images) or naïve ob-
servers when dealing with phantom images. To avoid the burden
associated with ROC methods more simpliﬁed methods have been
developed; for example, VGA (Visual Grading Analysis) in which
image quality criteria can be used to give a relatively quick image
quality assessment, without the explicit need for pathology or a task.
Alternatively, phantom images can be assessed using the 2-AFC (two-
alternative forced-choice) or M-AFC (multiple-alternative forced-
choice) methods. Part 2 of this review discusses thesemethodologies,
and these methods are used to validate the results produced by
model observers presented in Part 3.
The introduction of iterative reconstruction in CT poses a new
challenge in image quality assessment since most of the standard
metrics presented in Part 1 cannot be used directly. In order to es-
tablish a bridge between radiologists and medical physicists, and
therefore between clinical and physical image qualities, task related
metrics can be used (even if the tasks are simpliﬁed versions of actual
clinical tasks). Mathematical model observers are particularly suited
to the routine image quality measurement of clinical protocols, with
the results indicated to the user together with the standard dose
report. Part 3 summarises the concepts behind these model ob-
servers, focusing on the anthropomorphic model observers that
mimic human detection of simple targets in images, since the aim
is to present tools for practical applications. The theory and de-
scription of the ideal observer can be found in the literature and a
brief introduction to this model is done at the beginning of Part 3.
Note that model observers can also be used when images are re-
constructed with FBP. The inconvenience associated with the use
of model observers is that they all lead to an overall outcomewithout
the separation of the image quality parameters as with signal de-
tection theory.
This paper is structured into three separate sections that provide
an overview of the most common approaches taken when dealing
with image quality in CT imaging. This structure is described in Fig. 2.
Traditional objective metrics
CT is a 3D imaging technique in which image quality assess-
ment must be approached with some caution. Objective assessment
of parameters that inﬂuence image quality is oftenmade using phys-
ical metrics speciﬁed in either the spatial or spatial frequency
domain. This duality is due to the fact that some features will
produce overall responses which are independent of the location
in the image, whereas other features will produce responses that
are spatially correlated.
Generic protocols
-- Simple phantom of one size
-- One spectral condition (kV)
Clinical protocols
-- Anthropomorphic phantoms
-- Several sizes per anatomical region
-- Several spectral conditions (kV)
Step 1 of the optimization process
CTDIvol
Image quality 
Signal detection theory
Step 2 of the optimization process
CTDIvol or
SSE 
Task- based image 
quality assessment
Figure 1. CT optimisation process in two steps: generic acquisition optimisation and
clinical protocol optimisation.
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Objective metrics in spatial domain
Image signal and image noise are key parameters in image quality
assessment. In the ideal and linear case, image signal (S) is direct-
ly linked to the detected number of photons N, whilst the noise (σ)
may be seen as the pixel’s stochastic ﬂuctuation around their mean
value. The photons are distributed according to Poisson’s law,
meaning that the quantity σ is equal to N . The ratio of these two
quantities yields the signal-to-noise ratio (SNR), expressed as:
SNR
S N
N
N∝ = =
σ
(1)
In an ideal device, each quantum could be counted by the de-
tector and contributes towards the image. We could thus transpose
Eq. (1) as:
SNR
N
N
NIdeal
Ideal
Ideal
Ideal∝ = (2)
However, due to the properties of the detector and its limited
eﬃciency, a real measurement of the SNR would give the follow-
ing result:
SNR
N
N
N NReal
Real
Real
Real Ideal= = < (3)
In Eq. (3), NReal gives the number of quanta that contribute to
the image for the real device and is also called noise-equivalent
quanta (NEQ). Thus:
SNR N NEQReal Real2 = = (4)
Based on those parameters, we can eventually estimate the ef-
ﬁciency of a device by making the ratio between the number of
photons actually used for the imaging and the incoming number
of photons to the detector. This quantity is called detective quantum
eﬃciency (DQE) and is deﬁned as:
DQE
SNR
SNR
NEQ
N
Real
Ideal Ideal
= =
2
2
(5)
In Eq. (5), the NEQ can be measured in a straightforward manner,
but some care must be taken when estimating quantity SNRIdeal2 .
Indeed, when considering a monochromatic beam, SNRIdeal2 is simply
the number of photons produced. However, for a polychromatic
beam, SNRIdeal2 should be the summed variance of the number of
photons in each energy bin. In fact, some authors prefer to use an
energy weighted variance because most detectors integrate energy
[10] to form an image.
Another commonly used global image quality index is the signal
difference-to-noise ratio (SDNR), deﬁned for an object as the in-
tensity difference from the background divided by the standard
deviation:
SDNR
I Iobject Background
=
−
σ
(6)
These metrics are extended to the spatial frequency domain in
the following section.
PC, d’, AUC, dA
Figure of Merit
detectability/CTDIvol
MTF questionable 
with IR
TTF
NPS 3D
Objective metrics 
in Fourier and 
image spaces
(SNR, NEQ, 
MTF,NPS...)
Figures of Merit
DQE
Brooks DiChiro
Q
Objective metrics
Physical Approach
FBP Algorithm
FBP/ Iterative 
Algorithms
Objective metrics 
not appropriate to 
function with IR
Visual assessment 
by human 
observers
Visual 
assessment
(ROC, 
LROC,FROC, m-
AFC)
Clinical studies 
VGA
Ideal Model 
Observer*
Model Observer
Task Based 
Approach
Anthropomorphic 
model observer 
(NPWE, CHO)
Figure 2. Summary of the content of the review (*this part will not be presented).
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Objective metrics in Fourier domain
Spatial resolution can be deﬁned as the ability to distinguish two
separate objects and is directly linked to the pixel size, the recon-
struction kernel as well as the hardware properties of the imaging
device. In order to derive an expression for image resolution, it is
necessary to describe the imaging process generating a CT slice. Our
analysis will be restricted to the axial plane. I x y,( ), which is the
image slice of an input object denoted by f x y,( ), can be mathe-
matically expressed as:
I x y f x x y y PSF x y dx dy, , ,( ) = − ′ − ′( ) ′ ′( ) ′ ′∫∫ (7)
with PSF x y,( ) being the point spread function in the axial plane
and describing resolution properties of the device. It corresponds
to the impulse response of a system, the response of the system to
a Dirac input ( δ x y,( )).
Resolution can also be estimated through the line spread func-
tion (LSF), which is the response of the system to a straight line. Thus,
the relationship between the LSF and the PSF can be derived from
Eq. (7) in which the input function is replaced by the equation of
a straight line in the axial plane (that is to say replacing f x y,( ) by
δ x( ) in Eq. (7)), yielding:
LSF x x x PSF x y dx dy( ) = − ′( ) ′ ′( ) ′ ′∫∫δ ,
leading to:
LSF x PSF x y dy( ) = ( )
−∞
+∞∫ , (8)
The point spread function needs to be similar at each location
in the image (shift invariance) in order to ensure that the LSF will
remain the same at every localisation. However, isotropy of the axial
plane is a hypothesis which is not always true, especially when
dealing with CT. In this case, the LSF will depend on the direction
of the straight line in the axial plane. Assuming the straight line is
positioned tilted with an angle θ the expression of the LSF will
become:
LSF x y PSF x y x x y y dx dyθ δ θ θ, , cos sin( ) = ′ ′( ) − ′( ) + − ′( )( ) ′ ′
−∞
+∞
−∞
+ ∫∞∫ (9)
Besides those two metrics, it is also possible to estimate the res-
olution using the edge spread function (ESF), that is to say the
response of the device to an edge. An edge can be mathematically
approached by the Heaviside function H x y
if x
if x
if x
,( ) =
>
=
<
⎧
⎨⎪
⎩⎪
1 0
1 2 0
0 0
. This
function has the property:
dH x
dx
x
( )
= ( )δ .
Using this property, injecting f x y H x,( ) = ( ) in Eq. (7) and using
Eq. (8) we obtain:
LSF x
ESF x
x
( ) = ∂ ( )∂ (10)
Hence, PSF, LSF and ESF are all related to each other and it is pos-
sible to use their representation in the frequency space thanks to
the Fourier transform.
The Fourier representation of the PSF is the optical transfer func-
tion (OTF), which is deﬁned as following:
OTF u v FT PSF x y, ,( ) = ( ){ }def (11)
What is commonly used in order to estimate the resolution is
the modulation transfer function (MTF), deﬁned as the modulus of
the OTF normalised by its zero-frequency value:
MTF u v
OTF u v
OTF
,
,
,
( ) = ( )( )
def
0 0
(12)
Using Eqs. (8), (11) and (12) together with the Fourier slice
theorem and assuming shift-invariance in the axial plane, we can
state that a normalised radial MTF of the system is given by:
MTF f
FT LSF x
LSF x dx
D1 ( ) = ( ){ }( )
−∞
+∞∫ (13)
This metric describes how well frequencies are transferred
through the system and is therefore used to make objective reso-
lution estimation (Fig. 3).
Practically, the MTF can be computed from the image of a point
(~PSF), a line (~LSF) or an edge (~ESF) [11–13]. In calculating MTF
from the image of a point source (effectively from the PSF), a metal
bead or taut wire ﬁxed within a dedicated phantom is used to gen-
erate the signal [14]. Boone [12] used a tilted aluminium foil of
thickness 50 μm to generate an oversampled LSF; the MTF is then
computed using Eq. (13). Judy [13] was the ﬁrst to describe calcu-
lation of MTF from an edge method in which the ESF was
differentiated to give the LSF. This method has been developed over
the years by various authors to include the use of spheres fromwhich
the oversampled ESF is built [15–17]. An older method was pro-
posed by Droege and Morin, in which MTF is estimated from line
pair test object images using the Coltman formula. Extensive details
on the practical implementation of these techniques are given in
ICRU Report 87 [18]. Several of these methods have been investi-
gated by Miéville et al. in order to compare and contrast the
advantages and drawbacks [19].
As with resolution, and of equal importance for SNR transfer,
image noise can also be estimated in the frequency space. There are
different sources of noise within the CT system, such as the elec-
tronic noise caused by the detector readout circuits (ampliﬁers) and
the primary quantum noise which is inherent to the statistics of the
limited quanta building the image. In a stationary system, theWiener
spectrum or noise power spectrum (NPS) gives a complete descrip-
tion of the noise by providing its amplitude over the entire frequency
range of the image [20]. If the image noise is not stationary, the
Wiener spectrum is not a complete description and the whole co-
variancematrix would be needed for complete description. However,
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Figure 3. Example of a 1 dimension MTF curve of a GE VCT system with a 0.40 mm
pixel size.
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if applied with care – for example working with small ROIs, ex-
tracted from a restricted region of the image – the NPS can be applied
to both conventionally (i.e. FBP based) and iteratively recon-
structed images. For NPS calculation, the assumption of ‘small signal
linearity’ has to be made in order to apply Fourier analysis, which
requires system linearity in order to be valid. This is the case for
the logarithmic step applied to all reconstruction processes and also
to the explicitly non-linear iterative methods.
In order to compute theNPS of an image, it is necessary to acquire
homogeneous CT images and select region of interests (ROI) in this
stack. The 2D NPS can then be computed as:
NPS f f
L L N
FT ROI x y ROID x y
x y
x y ROI
D i i
i
NROI
2 2
2
1
1
, ,( ) = ( ) −{ }
=
∑Δ Δ (14)
where Δ Δx y, are the pixel sizes in the x and y dimension, L Lx y are
the ROI’s lengths (in pixel) for both dimensions, NROI is the number
of ROIs used in the average operation and ROIi is the mean pixel
value of the ith ROI.
In practice, the NPS is largely affected by the detector dose, the
hardware properties and the reconstruction kernel and algorithm.
From each image of the stack a ROI is extracted and a custom com-
puter program is generally used to compute the NPS according to
Eq. (14). It is of common use to average the 2D NPS along a 1D radial
frequency using the equation f f fr x y= +2 2 (Fig. 4). More details on
the NPS computing can be found in ICRU Report 87 [18]. In the end,
the NPS characterises the noise texture, thus giving a better andmore
complete description of noise than the simple pixel’s standard de-
viation. Moreover, information about the pixel’s standard deviation
can still be retrieved with knowledge of the Wiener spectrum.
Indeed, the Parseval theorem ensures that the total energy is ob-
tained by summing the contribution of the different harmonics and
that its value does not depend on the chosen space (image or fre-
quency space). Since the NPS is a spectral decomposition of noise
over frequencies, we have:
σ 2 2= ( )∫∫NPS f f df dfD x y x y, (15)
As explained before, MTF shows how well the signal frequen-
cies are transferred through an imaging system, that is to say it
exhibits the signal response of a system at a given spatial frequen-
cy. As for the spatial domain, the ratio of signal (i.e. MTF) and noise
(i.e. NPS) yields the output signal to noise ratio (the NEQ) and there-
fore the frequency dependent NEQ can be calculated as:
NEQ f SNR f
a MTF f
NPS f
Real
D
D
( ) = ( ) = ( )( )
2
2
1
2
1
(16)
where a2 is the mean pixel value squared.
The DQE in the frequency space can therefore be estimated by:
DQE f
SNR f
SNR f
a MTF f
N NPS f
Real
Ideal
D
Ideal D
( ) = = ( )( )
( )
( )
2
2
2
1
2
1
(17)
Limitations of conventional and Fourier-based image quality metrics
for the assessment of IR images
In order to compute an MTF that represents the spatial resolu-
tion of the entire image, the assumption of shift-invariance has to
be made. That is to say that the device’s response has to remain the
same, whether measured at the image centre or periphery. If this
assumption is not fulﬁlled it is necessary to make the measure-
ments at the same location in different images to obtain an MTF that
can be used to compare the resolution of different devices. Fur-
thermore, the linearity hypothesis also needs to be fulﬁlled for the
MTF to be reliable. That is to say, the output signal has to remain
within the optimal range of response of the imaging system in terms
of Hounsﬁeld units (HU), usually in the range from −200 to +200 HU
for clinical CT scanners [18]. Consequently, estimating the MTF with
a high Z material can give a signal outside this range, yielding an
incorrect assessment of resolution. In practice, estimating the MTF
with high Z materials generally leads to a resolution overestima-
tion because of the high SNR they generate [18].
Those two assumptions are approximately satisﬁed for CT images
reconstructed with ﬁltered back projection (FBP) algorithms and a
standard reconstruction kernel, but the introduction of iterative re-
construction (IR) has changed the game [21]. Indeed, IR images
exhibit stronger non-linear and non-stationary properties that force
a change in the MTF measurement paradigm. Several authors have
already highlighted the non-linearity problem of these algo-
rithms, which manifests itself as contrast dependency of the
resolution [21–23]. Also, investigations on how Fourier-basedmetrics
are inﬂuenced by the characteristics of IR images have been de-
scribed [24,25]. They showed, for example, that the shape of the
NPS for some IR algorithms also depends on the dose level and that
the resolution not only depends on the contrast but also on the ra-
diation dose levels. These elements have highlighted the need to
adapt the existing metrics to IR algorithms.
Adaption of Fourier metrics
These diﬃculties in estimating resolution can be overcome by
using an adapted metric, such as the target transfer function (TTF),
which makes it possible to characterise the resolution even in the
presence of noise and contrast dependency [24,26]. MTF and TTF
are similar but differ from one another in the sense that MTF only
applies to a single given contrast level, whereas a TTF will exhibit
three different curves at three different contrasts (corresponding to
three different materials) for one measurement (Fig. 5). This enables
a characterisation of the resolution when dealing with non linear
algorithms for which contrast inﬂuences the resolution. As already
demonstrated by several authors this will make full characterisa-
tion of the resolution possible when dealing with IR [24,27].
The technological evolution of CTs has also led to changes in the
way NPS must be computed. The 2D axial NPS was well suited for
the ﬁrst generations of devices where only one CT image per axial
scan could be acquired without noise correlation between slices.
Now that the acquisitions are also made in helical mode and that
the number of detectors along the z-axis is higher, a 3D NPS is re-
quired to fully characterise the noise (Fig. 6) [12,28]. 3D NPS can
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Figure 4. Example of a radially averaged NPS obtained on a GE revolution system
with a standard convolution kernel.
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be measured in a similar manner to the 2D NPS, but working with
volumes of interests (VOI) instead of ROIs:
NPS f f f
L L L N
FT VOI x y z VOID x y z
x y z
x y z VOI
D i i
i
3 3
21
, , , ,( ) = ( ) −{ }
=
Δ Δ Δ
1
NVOI∑ (18)
For this case, the units of NPS are HU2mm3.
In this particular paradigm, Eq. (15) becomes:
σ 2 3= ( )∫∫∫NPS f f f df df dfD x y z x y z, , (19)
How to synthesise the information towards a ﬁgure of merit
Combining image quality and dose
In the clinical setting the focus for optimisation is balancing image
quality and radiation dose in the context of the clinical question.
Statistical noise, spatial resolution and imaged slice width are the
fundamental parameters which describe the amount of object in-
formation retrievable from an image, and give rise to the perceived
image quality. X-ray dose can be regarded as the cost of this infor-
mation. It is meaningless to quote any of these image quality
quantities without reference to the others, or to the radiation cost.
The ‘holy grail’ is to try to ﬁnd a way to combine the relevant pa-
rameters objectively and appropriately in a dose eﬃciency factor.
A dose eﬃciency factor, or ﬁgure of merit, can take a number
of forms depending on how the various parameters are measured
and quoted. Correctly developed and applied it can be used as a tool
to compare scanner models, or simply different scan settings to
optimise the balance of image quality and radiation dose.
How these parameters, resolution and noise in particular, are bal-
anced is dependent on the clinical question and examination type.
An important aspect that must be addressed is the inﬂuence of scan
and protocol parameters that can be adjusted by the operator and
how they affect image quality and radiation dose performance.
Clinical scanner settings – scan and protocol parameters
Any consideration of a theoretical approach to investigate a dose
eﬃciency value needs to be in the scenario of the clinical ques-
tion and the parameters used to create the image (Fig. 1).
Image quality and dose can be affected by the scanner design
and also by the scan settings in the selected protocol (Table 1). The
effect of the scan parameters, which form the examination proto-
col for the clinical question, can be seen in Table 2.
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Figure 5. Resolution estimation through the TTF on a GE HD 750 system with a
0.4 mm pixel size and three different materials (Teﬂon polyethylene and plexiglass).
Differences are observed on the resolution depending on the material. Such changes
could not be observed when using the MTF.
Figure 6. (a) The 3D homogeneous volume from which the 3D NPS is extracted. (b) The 3D NPS and the NPS sectioned in the (c) x–y (axial) and (d) the x–z (sagittal) planes.
Figures extracted from Reference 22.
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Combining image quality and dose metrics – theoretical background
The basic starting premise for a ﬁgure of merit for a dose eﬃ-
ciency parameter is that a dose eﬃcient scanner will produce good
resolution at minimum dose and noise.
There are a number of mathematical relationships that can be
found in the scientiﬁc literature, both in terms of general imaging
theory and for CT in particular [30–32]. The two of interest for CT
are Brooks and Di Chiro [33] and Riederer et al. [34]. These were
used in the development of the ImPACT Q value which became a
useful, and relatively widely known, approach for comparing CT
systems in the 1990s [35,36]. It was also explored by Fuchs and
Kalender [37], more recently Kalender devoted a section to this
subject in his book Computed Tomography: Fundamentals, System
Technology, Image Quality, Applications [37,38]. However the fun-
damental relationship can also be found in standard textbooks on
imaging with radiation [39,40]. The core of all these approaches is
that the noise squared is inversely proportional to dose, and also
inversely (in real or image space) proportional to the spatial reso-
lution to the power 4. This encompasses spatial resolution in the
x,y (to power 3) plane and also the z plane and quoted either as a
size or frequency. In some equations the resolution is separated out
into frequency for the x and y plane resolution, and the image thick-
ness for the z-axis (z,x and z,y planes).
The relationship can be explored in more detail using the Brooks
and Di Chiro equation [33]:
σ μ π βγ μ
ω
α
2
2
31200
( ) = ( )E e E
hD
en (20)
Here σ 2 is the statistical error in the reconstructed image (i.e.
the image noise); β is a beam spreading factor (non-parallel rays),
γ E( ) is the average depth dose factor for photon energy (E), eα is
the logarithmic attenuation, μen is the energy absorption coeﬃ-
cient, E is the photon energy, ω is the detector aperture, h is the
slice width, and D is the radiation dose.
For the purposes in this chapter, this can be simpliﬁed to:
σ
ω
2
3
1
∝
hD
(21)
Similarly the Reiderer, Pelc and Chesler relationship is given as
[33]:
σ
π φ
π
2
0
2 2
0
=
( )∫ ∫∞mN d kdk G kkp (22)
where m is the number of projections, Np is the number of photons
per projection, and G k( ) is the convolution function with frequen-
cy. The product mNp could be regarded as a measure of radiation
dose.
This essentially becomes σ 2 3∝ kc mNp (where kc is the cut-off
frequency, i.e. the limiting resolution). Or, indeed as the paper states;
‘for all valid correction ﬁlters … σ2 varies with the cube of the
resolution’.
This is, in effect, the relationship of:
σ σ2 2
1 1
∝ ∝
N D
i e. . (23)
where N is the number of photons and D is a measure of radiation
dose for a ﬁxed value of tube voltage. This can also be seen as a direct
result from Eq. (1), assuming Poisson noise and without additive
electronics noise.
Combining image quality and dose metrics – a practical approach
The discussion that follows is the approach taken by the UK CT
scanner evaluation facility ImPACT [36]. It is a pragmatic solution
to a complicated scenario of practical and computational effects
on resultant image quality and dose for the operational CT scanner.
This approach was reasonably successful for a number of years,
and many scanner comparison reports were produced using this
factor [32]. There is no other known work in this area covering a
number of decades of scanner development. All measurements
were undertaken according to a procedure with strict criteria, and
in consultation with manufacturers as to the nature of their scan
protocols, scanner features and reconstruction parameters. Mea-
surements and analysis were carried out using typical clinical
protocols, using the same image quality and dose assessment and
calculation methods, and the same team of people. As scanners
developed it became harder to apply such strict criteria, and with
the development of adaptive ﬁltration, and iterative reconstruc-
tion methods, it became very diﬃcult to minimise the effects of
other variables on ascertaining a dose eﬃciency value for a
typical scan protocol.
Q
f
zD
α
σ
3
2
(24)
Table 1
Scanner design and scanner settings which can affect image quality and dose on
scanner settings (courtesy of ImPACT [29]).
Scanner design factors Scan protocol factors
Detectors material
Detector conﬁguration
Numbers of detectors, rows
Data acquisition rates
Software corrections
Filtration
Focal spot size
Geometry (i.e. focus–axis,
focus–detector distances)
Clinical application
Tube current, tube voltage, focal spot size
Image reconstruction algorithms
X ray Collimation width, detector
acquisition width
Reconstructed image slice thickness
Helical pitch
Interpolation algorithms
Table 2
Dependence of image quality and dose parameters on scanner settings (courtesy of ImPACT, adapted from Reference 29).
Noise Slice width Scan plane resolution Dose
kV
Effective mA (mA/pitch)
Focal spot selection
Pitch
X-ray beam collimation
Detector conﬁguration (e.g. 16 × 1.25 versus 32 × 0.62)
Scan time (for a given mAs)
Interpolation algorithm
Convolution kernel
Reconstructed slice thickness
Use of iterative reconstruction
The dark blue represents a major dependence of image quality and dose on scanner settings and the soft blue represents a minor dependence.
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where σ is the image noise, f is a measure of the in-plane spatial
resolution (in frequency space), z is a measure of the spatial reso-
lution along the z-axis (in image space, and a measure of the
z-sensitivity), and D, as indicated above, a is measure of the radi-
ation dose. This is the approach used by the ImPACT CT scanner
evaluation facility [32,36] and ﬁrst proposed in 1978 by Atkinson
[35]. Initially one form of the generic equation was used, and then
altered some of the deﬁnitions of the parameters involved, to create
what became known as Q2 [31,41] as shown in Eq. (25).
The Q-factor (Q2 factor) is in part empirical, it was used with
caution andwith strict adherence to the calculation procedure, which
included standardising certain scan and protocol variables. Since it
is not an absolute ﬁgure, it cannot be applied to the overall scanner,
only to the examination protocol. Each set of image quality and dose
parameters was therefore focussed on a typical clinical type of ex-
amination; for example a standard brain or standard abdomen.
The ﬁrst step in the process was to ascertain this scan protocol
in conjunction with the manufacturer. Consideration of the effects
of the scanner settings, as shown in Table 1, required some adjust-
ment of the protocol. This was in order to minimise the effects of
scan parameters whose effects confounded the aim of comparison
of image quality and dose, in the context of dose eﬃciency of the
system. The associated challenge was to maintain the integrity of
the suggested protocol for that type of examination. The second step
was to undertake the various image quality and dose measure-
ments and calculations, and then ﬁnally to apply the Q2 relationship.
Q
f
z CTDI
av
vol
2
3
2
1
=
σ
(25)
The speciﬁc parameters used in calculating this value were mea-
sured using standard techniques and quoted parameters, such as
would be used for quality control or acceptance testing:
σ = the image noise, the standard deviation from the CT numbers
of a speciﬁed sized region of interest (5 cm2), expressed as a per-
centage (for water, standard deviation in HU divided by 10),
measured at the centre of the ﬁeld of view in a standard water
phantom.
fav = spatial resolution, given as (MTF50 + MTF10)/2, where MTF50
and MTF10 are the spatial frequencies corresponding to the 50%
and 10%modulation transfer function values respectively (in line
pairs per cm).
z1 = the full width at half maximum (FWHM), (mm), of the imaged
slice proﬁle (z-sensitivity). This is measured using the inclined
high contrast plates method (mm).
CTDIvol = volume weighted CT dose index (mGy).
To understand the dose eﬃciency relationship further in a prac-
tical manner, it can be helpful to consider the basic equation (Eq. 24)
to be formed of three components:
σ σ σ2 2 2 3
1 1
∝ ∝ ∝
D z
f, and (26)
which, in the Q2 relationship, translate to:
σ σ σ2 2
1
2 31 1
∝ ∝ ∝
CTDI z
f
vol
av, and (27)
Each of these relationships will be addressed more fully in the
following sub-sections.
Dose value. The dose value in an earlier formulation of Q was the
surface dose to a phantom, measured using thermoluminescent do-
simeters. This was changed for Q2 with the introduction of the
standardised CTDIvol parameter. The cross-sectional averaging that
contributes to the creation of the CTDIvol is more representative of
the overall dose to the phantom and therefore a more appropriate
value to be used.
The inverse relationship of dose with σ 2, σ 2
1
∝
⎛⎝⎜ ⎞⎠⎟CTDIvol has to
be carefully considered with multi-slice CT beams. In CT it is gen-
erally acknowledged that the CTDIvol is a suitable dosimetry
parameter; however the proportionality breaks down in MSCT since
the penumbra contribution to the beam width is a constant value,
and as such is a factor that affects the relative dose, and is not ac-
counted for in the relationship. Therefore to accommodate this, the
beam width needs to be kept as a constant when comparing one
scanner to another, or to take it into account separately with a beam
width correction factor.
Image slice width (z1) – z-axis resolution. The effect on noise from
the thickness of the slice (z1) is from the imaged, as opposed to the
nominal, slice width, with a dependence on the inverse propor-
tionality of photons contributing to the image. For testing purposes
the full width at half maximum (FWHM) of the imaged slice proﬁle
is a suitable parameter to use. However this does not fully de-
scribe the imaged slice proﬁle, in terms of the photon distribution
contributing to the reconstructed image. For ease of application the
FWHM is used, even though a fuller description of this sensitivity
proﬁle would be better.
Spatial resolution (fav). A similar approach is taken with the spatial
resolution parameter. Rather than using a single value from themod-
ulation transfer curve, a more complete description of the resolution
takes into account the full function over all frequencies, and a res-
olution value based on an average of the 50% and the 10% values
of the modulation transfer function is therefore used. These values,
averaged, do not completely describe the spatial resolution func-
tion, however they are common values automatically extracted from
MTF curves as part of a standard testing process, and together were
deemed to provide a better indication of the compromise between
high and low spatial resolutions, compared to only one of the pa-
rameters alone.
The derivation of the cubed relationship of noise with spatial res-
olution ( σ 2 3∝ fav ) relies on assumptions of the shape of the
convolution ﬁlter used (for example in Brooks and Di Chiro [33],
the convolution ﬁlter is a ramp ﬁlter). In this way comparisons
between scanners are likely to be more reliable when comparing
images reconstructed with similar convolution ﬁlters and, in par-
ticular, algorithms that best represent ramp ﬁlters. These are in
general, the ﬁltered back projection ﬁlters named for ‘standard’ ap-
plications, providing reasonably low spatial resolution in order to
preserve the contrast detectability in an image. Filters that are slightly
smoothed or slightly enhanced would be considered as close;
however those with strong smoothing or strong edge enhancing
would not be suitable. Reconstruction ﬁlters with ‘standard’ spatial
resolution values were therefore chosen to minimise the depen-
dency of Q2 upon non-ramp like reconstruction ﬁlters. Fortunately,
or appropriately, these were also the algorithms usually used in the
standard clinical protocols under investigation. This aspect of the
Q2 equation is a pragmatic solution for the complexity of modern
reconstruction algorithms. The reconstruction ﬁlter with MTF50 and
MTF10 values as close as possible to 3.4 lp/cm and 6.0 lp/cmwas used.
When investigating the empirical relationship with actual re-
construction ﬁlters, which range from ramp-like standard ﬁlters with
conventional apodisation functions, to edge-enhancing high spatial
resolution ﬁlters, it was found that the relationship was closer to
a power of 4 or 5 [29,42].
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This is illustrated in the following graph (Fig. 7a), for the body
scans. The different points on the graph relate to different recon-
struction algorithms. This reinforces the need to compare the ‘Q’
for scanners with image quality parametersmeasured using standard
algorithms only, as the cubed power relationship is not valid across
the whole range of spatial resolutions.
However, with modern scanners and reconstruction algo-
rithms, even with a ‘standard’ algorithm there can be anomalies in
the expected relationships. With adaptive ﬁltration and special re-
construction techniques, even selecting the lower spatial resolution
algorithms, inconsistencies in the ‘straight line’ relationship can
Figure 7. (a) Example for body algorithms, of logarithmic image noise against spatial resolution, with normalised dose (CTDI), demonstrating the deviation from the ex-
pected relationship. (The ‘power’ is the power to which fav is raised against σ2) (courtesy of ImPACT). (b) Head algorithms showing associated image noise against spatial
resolution, with normalised dose (CTDI), demonstrating, particularly for scanner4, how small changes in spatial resolution give rise to large changes in measured noise [from
data in Reference 41].
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appear, where a small increase in spatial resolution may not bring
the expected associated increase in image noise, as shown in Fig. 7b
[41,43].
The uncertainty in the Q value was estimated to be about 15%,
and therefore, even once the confounding variables are standard-
ised, it cannot be used to look for ﬁne differences in the image quality
and dose relationship [36,41,43], as shown for a set of 16-slice scan-
ners in Fig. 8 [41].
However, it can demonstrate larger differences – such as with
the difference between the dose eﬃciency of xenon gas and solid
state detectors. Figure 9 shows data from the original ‘Q’ value, where
surface phantom dose measurements were used (giving the surface
multiple scan average dose (MSAD)). By normalising for the spatial
resolution both in the z-axis (the image slice thickness) and the scan
plane, this can be shown graphically as a relative dose.
Alternative method for combining parameters. Another approach to
deﬁne CT dose eﬃciency was suggested by Nagel [44]. This ap-
proach for image quality determination is based on a statistical
method of determining low contrast detectability (LCD) as previ-
ously suggested by Chao et al. [45]. In this method, a uniform
phantom is scanned with speciﬁed dose and parameter settings. An
array of square regions of interest (ROIs) is deﬁned on the uniform
image that is covering approximately a third of the central image
area. By measuring the distribution of mean CT numbers of the ROIs
and assuming a normal distribution, a prediction can be made of
the CT number threshold of a low contrast detail having the same
size as the ROIs in order to detect it at a 95% conﬁdence level. This
threshold contrast C is 3.29 times the standard deviation σ. This pa-
rameter is obtained by measuring the mean CT numbers of the ROIs
before calculating their standard deviations. There is a 95% prob-
ability that a low contrast object of the same size as the ROIs is
missed if the contrast is within the normal variation in the ROI
means, i.e. if C < 3.29 σ. Similarly, with a probability of 5%, a ran-
domly high ﬂuctuation of some ROI numbers could be mistaken for
an actual low contrast object if the contrast of interest is suﬃ-
ciently small. According to the Nyquist theorem, the ROI size limits
the noise power spectrum (NPS) at a relatively low spatial frequen-
cy (here, approximately 1 lp/cm). Therefore, a measure of the
detectability of low contrast objects having the same size as the ROIs
suppresses spectral noise components at high spatial frequencies
that are strongly affected by the detector and reconstruction
algorithm.
The CT dose eﬃciency value (CTDEV) puts all parameters that
are relevant for the speciﬁcation of LCD into a single number that
is based on the fundamental theory of Rose [46]:
CTDEV
e
d C h CTDI
D
=
−( )
105
0 207 16
2 2
.
,
eq
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with the diameter d of the low contrast detail (here, d = 5 mm), the
slice thickness hrec (in mm), the volume CT dose index CTDIvol,H for
the 16 cm head phantom, the PMMA-equivalent phantom diame-
ter (in cm) Deq, and the detail contrast (in %, with 1% = 10 HU)
C = 3.29 σ.
The method of Chao et al. can be easily implemented by apply-
ing customary CT phantoms and reduces the variability in LCD
visually speciﬁed by human observers in conventional image quality
assessments [45]. Chao’s method has been applied by two CTmanu-
facturers for the assessment of low contrast speciﬁcations [47]. The
result of the method, however, depends on the size of the pre-
deﬁned ROI, the location of the CT image slice within the cone beam,
and the ﬁlter used for image reconstruction [48]. As with other
ﬁgures of merit, such as the Q2 value, to apply the CTDEV for CT
benchmarking, certain features must be standardised in detail. These
are the protocol parameter set, reconstruction ﬁlter, phantom and
method used.
Measures of diagnostic performance
Visual grading analysis (VGA)
Complementing the physical measurements of image quality, the
assessment by observers is a subjective way to evaluate the image
quality. Several general principles apply to all subjective observer
studies: patients should be selected to have a wide range of body
habitus, they should involve as many observers as possible, and they
should cover the range of expected competencies in the ﬁeld [49].
When these assumptions are veriﬁed, the visual grading analysis
(VGA) based on observer scorings can be used to assess image quality.
VGA provides two types of information [50]:
Firstly, this subjective analysis provides information on the ac-
ceptability of the appearance (i.e. image noise level) of the clinical
images and how the anatomical structures are visualised. For
example the VGA grades the visibility of important structures
for different noise levels, because the detectability of low con-
trast structures is affected by noise, decreasing as the noise level
increases.
Secondly, the subjective evaluation provides a context to
interpret the physical metrics (i.e. MTF, NPS). Human
observer evaluation is subject to change depending on context
Figure 8. Q2 values for several 16-slice scanners for standard head scans (courte-
sy of ImPACT).
Figure 9. The use of a pervious version of Q to illustrate the relative dose, normalised
by the other factors (courtesy of ImPACT) [slide 36 from Reference 29].
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(i.e. brightness, tiredness), so the variability is not negligible and
it is important to have a suﬃcient number of observers. For in-
stance if a CT has 40% betterMTF at high frequencies than another,
but both CTs are rated by a single observer the difference between
both systems will not become signiﬁcant.
The VGA paradigm is split into two categories: relative grading
and absolute grading.
Relative grading: The observer grades the image quality com-
pared to a reference image or to the other images. The images should
be displayed in random order to avoid any bias (i.e. ﬁrst image read
bias) and the viewing conditions should reproduce the darkened
environment of the reading diagnosis room [51]. The parameter
studied should be as speciﬁc as possible, but it is possible to ask
more than one question in order to evaluate several speciﬁca-
tions. The rating scale used in relative grading can have 3, 5, or more
steps/ranks. The scale with 3 steps is not ideal because it is impos-
sible to differentiate suﬃciently. But when the degree of difference
is small, a two step scale can be a possibility. The quality of the test
is dependent on the reference image.
For instance, a scale with 5 steps can be represented by:
−2: A is much better than B
−1: A is slightly better than B
0: A and B are equal
+1: B is slightly better than A
+2: B is much better than A
Absolute grading: The observers do not have any references and
the images are displayed one by one. The evaluation is performed
for one image at a time unlike the relative grading. To avoid bias
from observer learning, the reading sessions must be separated in
time. The grading scale should be numerical (i.e. from 1 to 10) or
adjectival. With the adjectival scale, the descriptor should be ex-
pressive in order to create a difference between the worst and best
cases. For instance, the Likert scale is a non-comparative ordinal scale
used especially in psychometric studies where the participants
express their level of agreement with a given statement. Note that
reproducibility is low with this type of study [52–54].
The results of a VGA study can be summarisedwith the VGA Score
(VGAS):
VGAS
S
N N
co i
i o
=
∑ , (30)
where Sc = the given individual scores for observer (o) and image
(i), Ni = total number of images, and No = total number of observ-
ers. In a VGA study to analyse the statistical difference, the analysis
of variance (ANOVA) is calculated, associated with procedures for
multiple comparisons.
For VGA, clinical images are required, which increases the im-
plementation diﬃculties and also forces the avoidance of naïve
observers. Indeed, to assess image quality in the VGA paradigm, the
observer experience is very important if wewant the obtained results
to be as little distorted as possible. Nonetheless, VGA results are sub-
jective and the analysis may be inﬂuenced by the experience of the
radiologist, for instance in visualising different noise textures.
Decision theory: the statistical approach
It is common practice to specify the performance of diagnostic
systems in physical terms as described in Part 1. However, it is com-
plicated to translate these results to clinical performance. For
instance, in detection tasks, certainty is rarely present. When an ob-
server is asked to detect a signal on a medical image g, the result
is a degree of belief that the signal is present. This degree of belief
is commonly called the response λ(g) of the observer: a low value
denotes a conﬁdence that the signal is absent, whereas a high value
corresponds to the conviction that the signal is present. As shown
in Fig. 10, the probability of obtaining a response can be plotted over
all possible responses for two categories of images: those that do
not contain a signal (top) and those that do contain a signal (bottom).
These two curves are called probability density functions (pdf): re-
spectively P(λ|H0) and P(λ|H1), where H0 is the null-hypothesis
corresponding to signal absent and H1 is the alternative hypothe-
sis corresponding to signal present. In radiology, the observer is
forced to make a decision. In the present framework, this means
that the observer chooses a threshold λc above which a positive de-
cision is made. Below λc the observer makes a negative decision.
The integral of the distribution P(λ|H0) that is below the thresh-
old is called the true negative fraction (TNF), or speciﬁcity. On the
other hand, the integral of the distribution P(λ|H1) that is above the
threshold is called the true positive fraction (TPF), or sensitivity. If
the detection strategy is good, one expects both speciﬁcity and sen-
sitivity to be as high as possible. However, Fig. 10 shows that
changing the threshold changes the balance between speciﬁcity and
sensitivity: increasing one parameter leads to a decrease of the other.
There are mainly two ways to quantify the effectiveness of the
strategy. The ﬁrst is the signal to noise ratio deﬁned as follows:
SNRλ
μ μ
σ σ
=
−
+( )
1 0
1
2 0
2
1
2
(31)
where μ0 and μ1 are the means of P(λ|H0) and P(λ|H1), respective-
ly, and σ0 and σ1 are the corresponding standard deviations. SNRλ
is a global ﬁgure of merit that broadly describes how two distri-
butions are separated. This equation is similar to Eq. (6) about SDNR
and its purpose is to compare two situations (with and without
noise). However, Eq. (31) characterises the response of an observ-
er and not a signal or a noise directly measurable on an image.
SNRλ = 0 corresponds to the situation where the two pdfs have
the same mean. If their shapes are the same, the decision based on
such a strategy will be just guessing, and therefore the image does
not transfer any information about the presence of the signal. A large
SNRt corresponds to well-separated pdfs. If the threshold is chosen
between the distributions, then a large number of correct re-
sponses are expected.
A second way to quantify the effectiveness of the strategy is the
receiver operating characteristics (ROC) curve, which displays all the
possible combinations of sensitivity and speciﬁcity obtainable whilst
TNF
TPF
FPF
FNF
λc
p(λ|H0)
Signal absent
p(λ|H1)
Signal present
observer response λ
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Figure 10. Probability density function of the observer response λ when pre-
sentedwith signal-absent images (top) or signal-present images (bottom). The vertical
line λc indicates the threshold response above which the observer gives a positive
response. TNF: true negative fraction; FPF: false positive fraction; FNF: false nega-
tive fraction; TPF: true positive fraction.
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we vary the threshold from the lowest to the highest possible values
[55].
For historical reasons, the ROC curve displays the TPF versus the
FPF, which is the sensitivity versus the (1 – speciﬁcity). If the pdfs
are superimposed, the ROC curve is the straight line TPF = FPF. If the
pdfs are well separated then the ROC curve has a square shape that
passes close to the perfect point deﬁned by sensitivity = 1 and speci-
ﬁcity = 1. If pdfs are Gaussian with equal variances (this is often
assumed in practice), the ROC curve is symmetrical and its inter-
cept with the secondary diagonal corresponds to SNRλ (Fig. 11). The
value computed from the intercept between the ROC curve and SNRλ
is called the detectability index and usually represented with the
symbol d′.
In practice, the observer (e.g. the radiologist) chooses a given
threshold that corresponds to an operating point on the ROC curve.
An objective way to deﬁne an optimal combination of sensitivity
and speciﬁcity consists of computing the mean cost associated with
all possible combinations of decision (negative or positive) and reality
(signal absent or present):
C C P D H P H C P D H P H
C P D H P H C P D H
= ( ) ( ) + ( ) ( )
+ ( ) ( ) +
00 0 0 0 01 0 1 1
10 1 0 0 11 1 1( ) ( )P H1 (32)
where Cij is the cost associatedwith decision Di and reality Hj, P(Di|Hj)
is the pdf to make a decision Di when the reality is Hj, and P(H1) is
the probability to have a signal present. The latter is called preva-
lence in the case of the disease present in a population. By taking
into account the basic properties of probabilities (e.g.
P(H1) = 1 − P(H0)), Eq. (31) can be easily rewritten in terms of the
four costs, sensitivity, speciﬁcity and prevalence.
All measures of clinical image quality using the decision theory
are based on the truth. This truth can either be the ground truth
(the truth is known exactly) or a gold standard (based on for in-
stance the pathology outcome or experts opinion). Human observer
studies are valuable as they are able to directly measure clinical
image quality. Unfortunately, these methods are time consuming,
expensive, and the inter- and intra-observer variability is often large.
As a result assessment of clinical image quality is only applied in-
cidentally. These limitations, together with the growing awareness
of the importance of the evaluation of clinical image quality, make
it more relevant to investigate whether model observers can be
used as an objective alternative to human observers. This section
is however limited to the discussion of rating scale experiments
and m-AFC experiments using human observers. Part 3 provides
an in-depth discussion about the use of model observers for this
purpose. To gain insight into the decision making process rating
scale experiments where observers are asked about their decision
conﬁdence can be performed. By varying variation in the decision
threshold ROC curves can be drawn. The section “Rating Scale Ex-
periments” provides more in-depth background of rating scale
experiments. Another way to deal with observer decision criteria
is by using multiple-alternative forced choice (m-AFC) experi-
ments. In m-AFC experiments multiple alternatives are shown to
the observer who is asked (forced) to choose them-alternative which
is most likely to contain the signal. This type of experiment will
be discussed in detail in the section “Alternative Forced Choice
Experiments.”
Rating scale experiments
ROC analysis is a quantitative method applicable to a binary de-
cision task. The method results in a graphical plot, the so-called ROC
curve (Fig. 11), that illustrates the performance of observers (either
humans or computer models) in the detection or classiﬁcation tasks
[50,56–58]. In this chapter we focus on the use of ROC analysis with
respect to diagnostic imaging. In diagnostic imaging ROC studies,
observers are asked to evaluate different cases and give a conﬁ-
dence about the presence or absence of an abnormality in each case.
The TPF and the FPF depend on the choice of the conﬁdence level
which results in a positive decision (threshold). Generally, the ROC
curve will be determined from the continuous conﬁdence scale by
varying the discrimination threshold. However, discrete binary con-
ﬁdence intervals can also be used in ROC analysis. An example of
a continuous data experiment could be the assessment of the average
CT number of pulmonary nodules from CT images to classify benign
frommalignant nodules (nodules with higher CT numbers are more
likely to be calciﬁed which is a sign of benignity; the average CT
number will generate the continuous data). Discrete data could be
obtained, for example, in a study with radiologists providing a ﬁve-
point discrete conﬁdence rating of abnormality concerning a set of
normal and abnormal diagnostic images. For examples of ROC anal-
ysis used in computed tomography see References 59–61.
Theoretically, ROC curves are continuous and smooth. Unfortu-
nately, the empirically derived ROC curves are most often jagged.
Fitting algorithms can aim to create the smoothest curve accord-
ing to the available data points. A wide range of algorithms is
available for this purpose [56]. Often the area under the ROC curve
(AUC or Az) is determined as ﬁgure of merit for ROC studies. This
AUC provides a summary measure of the accuracy of the diagnos-
tic test that is independent of class prevalence (in contrast to accuracy
measures mentioned earlier). The AUC would be 1.0 for a per-
fectly performed test. A test performance that is equal to chance
results in an AUC value of 0.5. Sometimes it can be more useful to
look at a speciﬁc region of the ROC curve rather than at the whole
curve. In these scenarios, it is possible to compute partial AUC. For
example, one could focus on the region of the curve with a low false
positive rate, which could be relevant for population screening tests
[56]. The detectability, dA, related to a rating scale experiment can
be derived from the AUC:
d AUCA = ( )−2 1Φ (33)
where, Φ = ( )
−∞
∫ φ y dyx is the cumulative Gaussian function and
φ
π
=
−1
2
2
2e
x
is a Gaussian function.
If the decision variable distribution is Gaussian under both hy-
potheses (signal present and signal absent), and their variances are
equal, then dA is equivalent to d′.
FPF=(1-TNF) or (1-specificity)
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Figure 11. The ROC curve displays the true positive fraction versus the false posi-
tive fraction. If both response distributions are Gaussian with the same variances,
then the intercept between the ROC curve and the second diagonal corresponds to
SNRλ.
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Several advantages of ROC analysis can be considered. Among
these is for instance the fact that the ROC approach provides a
simple graphical plot that facilitates visual interpretation of data.
Furthermore, depending on the implications of false positive and
false negative results, and the prevalence of the condition, one
can choose the optimal cut-off for a test from this graph, as the
method provides a description of diagnostic accuracy for the full
range of sensitivity and speciﬁcity. Moreover, two or more tests
(for instance radiologists and a Computer Aided Diagnosis (CAD)
system) can be compared, for example, analysing the area under
each curve (where the better test has the largest AUC) [62].
Shortcomings of ROC analysis are related to its need for special-
ised computer software (regarding the curve ﬁtting, AUC value
calculation and conﬁdence analysis on the ROC curve). Also, large
sample sizes may be needed to generate reliable ROC curves.
Finally, the ROCmethodology does not optimally take the localisation
task or the option of multiple abnormalities into account. For this
purpose the so-called localisation ROC (LROC) and free response
ROC (FROC) have been introduced. Figure 12 gives a graphical
impression of the different methods and their concepts. Figure 13
gives a decision tree that illustrates the application of the differ-
ent methods.
In LROC studies the observers’ task is to mark a single location
of a suspicious region in each case with a conﬁdence level regard-
ing the observed suspiciousness [56,57,63]. If the marked region is
“close enough” to the true abnormal location, the observers’ mark
is considered a correct localisation. The deﬁnition of closeness is
not uniformly deﬁned and changes from study to study. Images with
no targets (controls, benign, or negative cases) are also scored by
marking a “most suspicious” area in the image and by giving this
suspicious area a rating (forced localisation choice). To create an LROC
curve, the TPF of decisions with correct localisation versus the FPF
are plotted. It should be noted that the LROC curve does not nec-
essarily pass the point (1, 1). Unlike the ROC methodology, in LROC
the TPF of decisions with correct localisation may well be less than
1.0 at FPF = 1.0 because of incorrect localisations. Similar to the ROC
methodology, the area under the LROC curve is considered to be a
ﬁgure of merit for task performance.
To account for both the localisation and detection of abnormali-
ties in images containing an arbitrary number of them, the free-
response ROC (FROC) methodology can be used [56,57,63]. If the
localisation mark is within a tolerance range around the true lo-
cation and the rating of this mark is above a threshold, then a TP
is realised. Otherwise a FP decision occurs. The free-response ROC
curves are plotted by plotting the TPF (y-axis) versus the number
of FP detections per image (x-axis) [64,65].
Figure 12. Related methodologies: ROC, LROC, FROC. The task in each of the methods is to give a conﬁdence level concerning the presence of a true target (ROC) eventually
in combination with the perceived location (LROC/FROC). In these examples the conﬁdence level scale runs from 1 to 5. A rating of 4 on this scale is given as 4/5 (4 out of
5). Arrows indicate the perceived location.
Figure 13. Decision tree illustrating the application of the different methods. The
ﬁgure is a simpliﬁcation of a ﬁgure provided by Wunderlich and Abbey [63]. Alter-
native methods (*) concern so-called Alternative FROC (AFROC) methods [54].
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Alternative forced choice experiments
In forced choice experiments the observer has to make the de-
cision ‘signal present’ between alternatives which are offered, even
if this means that he has to guess. Compared to ROC studies, m-AFC
experiments are faster and easier to perform [66]. However, m-AFC
experiments do not provide insight into the underlying distribu-
tion functions and the trade-off between sensitivity and speciﬁcity
[56]. Therefore, m-AFC is sometimes referred to as a poor measure
of sensitivity [67].
The natural outcome of m-AFC experiments is a proportion of
correct (PC) response. In m-AFC experiments and under assump-
tion of Gaussian distribution of the decision variables (λ), d′ and
PCm of a m-AFC task are related by:
PC dm = ′( ) ′( )−
−∞
∞∫ Φm d1 φ (34)
where φ
π
x e
x
( ) =
−1
2
2
2 and Φ x( ) = ( )
−∞
∫ φ y dyx are respectively Gauss-
ian and cumulative Gaussian functions [68].
This formula can be solved using tabulated values or numeri-
cal analysis (standard root ﬁnding methods) [69–72]. In the 2AFC
experiment, this can be rewritten to:
′ = ( )−d PC2 1 2Φ (35)
For 2-AFC experiments, the PC is equal to the AUC but with
human observers, the detectability obtained with the alternative
forced-choice paradigm is larger than the detectability obtainedwith
the ROC paradigm [50].
An example of setting for 2-AFC Signal Known Exactly/
Background Known Exactly detection experiments is depicted in
Fig. 14, where samples with signal present or absent are dis-
played together with a template of the target.
A detailed comparison and discussion about the use of ROC and
AFC experiments as well as the optimum selection of m has been
presented by Burgess [66]. This paper concludes that depending on
the research question, a deliberate choice between ROC – m-AFC
experiments and the value of m is possible. In general m-AFC ex-
periments are chosen if the study goal is to determine how well a
certain task can be performed and when there is full control over
both the ground truth and the SNR associated with the task. Most
commonly m has a value of 2 or 4 but any scalar number larger than
two is possible [73]. Burgess has demonstrated that a higher value
of m will result in a smaller coeﬃcient of variance. Besides this, he
has shown that if d′, for experiments with different values of m, is
plotted against the signal to noise ratio (SNR) of the task they will
fall on a the same line, independent of m [74]. From this it can be
concluded that the choice of m depends essentially on the SNR range
for the experiments and the accuracy needed. The SNR range which
can be used for an experiment is dictated by the SNR related to the
lower threshold (halfway between chance and 1) and 0.95–0.98. This
upper level is advised to avoid issues due to observer inattention
and their impact on d′ [66,75]. This means that in a 2-AFC exper-
iment, the SNR range should be chosen to result in d′ values between
0.95 and 2.33, whilst this should be between 1.23 and 2.92 for 4-AFC
(Fig. 15).
m-AFC experiments can be designed with m independent image
combinationsor single imageswhicharedivided intomareas inwhich
the task can either be signal detection (present-absent) or classiﬁ-
cation (benign–malignant) [76,77]. Sample sizes for m-AFC
experiments are based on the comparison of the expected differ-
ence between the PCs of the settings under evaluation for which
standard statistical approaches can be followed. m-AFC experi-
ments are based on the signal-known-exactly (SKE) paradigm,which
implies that clues should be provided regarding the signal and its po-
sition. Therefore, a templateof the signal shouldbevisualised together
with the m alternatives and an indication of the possible position of
the lesion should be indicated. Failure to provide clues on the signal
positionwill result innon-linearity betweenSNRandobserver d′ [66].
Finally, when designingm-AFC experiments care should be taken to
avoid bias. For this purpose, the signal should be randomly assigned
to one of the m alternatives and the observer PCs should be inves-
tigated for thetendencies to favourcertainalternatives (e.g. theobserver
tends to choose left when he is unsure) [66].
Simulated and phantom images are generally well suited to
conduct m-AFC experiments because of the full control of ground
truth and SNR related to the task [66]. Phantom studies with the
m-AFC paradigm are used to evaluate image quality of CT with both
human and model observers [77–79]. But also for other modali-
ties m-AFC methodologies are adapted into phantoms for quality
control procedures like the CDMAM test object in mammography
[80] or the CDRAD for general radiology [81,82].
Yes–no detectability experiments
In yes–no experiments observers only need to decide about the
presence of an abnormality. Since yes–no experiments do not provideFigure 14. Interface of a 2-AFC human observer SKE/BKE detection experiment.
Figure 15. Selecting SNR range for a 2-AFC experiment (dotted black line) and a 4-AFC
experiment (solid grey line).
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insight into the decision-making process of the observer they are
not often used for measuring clinical performance very often. In the
yes–no experiment the observer inspects one displayed image at
a time and must indicate if the signal is present or absent. For a
model observer, the yes–no performance is computed by compar-
ing the decision variable to a threshold [50]. If the decision variable
is higher than a threshold, the decision is: the signal is present. If
the decision variable is less than the same threshold, the decision
is: the signal is absent. In this test we assume that the case where
the decision variable is equal to a threshold is negligible. With this
performance it is possible to obtain four outcomes: true positive
(the signal is present and the observer outcome is present), false
positive (the signal is absent and the observer outcome is present),
true negative (the signal is absent and the observer outcome is
absent) and ﬁnally false negative (the signal is present and the ob-
server outcome is absent). In the yes–no experiment the detectability
index is given by:
d TPF FPFYN = ( )− ( )− −Φ Φ1 1 (36)
The TPF represents the True Positive Fraction, and it means the
probability given that the signal is truly present in the image. The
False Positive Fraction represents the probability that when the signal
is absent the observer indicates that the signal is present.
Model observers
ICRU Report 54 suggests that methodologies based on statisti-
cal decision theory should be used in medical imaging [58]. Under
this framework it is understood that the imaging performance
depends on various factors: (1) measures describing the image con-
trast, image sharpness and the quantity and character of noise; (2)
the detailed nature of the diagnostic task, including the clinically
important details and the ﬁgure of the patient, and the complexi-
ties arising from variability between patients; and (3) the degree
to which information provided in the image is perceived by the cli-
nician. Points (1) and (2) above are related to the information that
is being recorded in the image data, but the ability of the human
observer to extract the image information (Point 3 above) may also
be an important or even the single limiting factor affecting diag-
nostic outcome.
Related to this, to simplify image quality assessment, the imaging
process is often divided into two separate stages: the ﬁrst stage con-
sists of the image data acquisition and image formation stage; the
second stage consists of the further processing of these data and
their actual display to the human observer [58,83]. The ﬁrst stage
can be analysed rigorously by using the concept of the ideal ob-
server, at least in principle and also in practice in simple cases. The
ideal observer uses all available information in an optimal way for
its decision; the performance of the ideal observer in a given imaging
task can then be taken as ameasure of the image information related
to this task. The ability of the human observer to extract this image
information can be measured separately; if the human observer is
not able to use the recorded image information this implies leeway
–and a need– to improve the image processing or display stage to
be better suited to the human observer. This chapter will mainly
concentrate on the imaging stage and leave the display stage largely
outside the scope; the main aim of this paper is to review methods
for evaluating CT scanners and their performance and not the quality
of display equipment and display conditions. However, some
methods which try to include features of human observers are
shortly presented.
The performance of the ideal observer can usually be evalu-
ated only for simpliﬁed classiﬁcation tasks, such as the signal-
known-exactly/background-known-exactly case, denoted as SKE/
BKE. In this case the ideal observer has all a-priori information of
the task, and its performance for classifying images to signal-
present and signal-absent cases depends only on the amount of
information in the image [58]. The performance of the ideal ob-
server can therefore be taken as a measure of the task-related image
information. Other tasks, involving uncertainty of the signal and the
background, would be better related to clinical image quality as-
sessment than the SKE/BKE. In such tasks the performance of the
observer is not just dependent on the information in the image. The
amount of a-priori information about the task that the observer has
needs to be taken into account and will affect the performance. It
may then sometimes be diﬃcult to quantify the actual effect that
this a-priori image information has in the task performance.
Relying on stylised imaging tasks based on the SKE/BKE para-
digm may not always be reasonable; see, e.g., Myers et al., where
the problem of aperture-size optimisation in emission imaging was
considered and it was shown that the optimal aperture would be
highly different for the detection of a simple signal in a known back-
ground and in a lumpy background [84]. Often, however, it may be
considered plausible that the performance of an imaging system in
tasks involving incomplete a-priori information could be mono-
tonically related to the outcome in similar detection tasks in the
case of full a-priori information (SKE/BKE) [85–88]. This appears to
be the case in the paper of Brown et al., where the ideal obser-
ver’s performance was studied for the signal position unknown case
[89]. However, we are still far from completely understanding how
a-priori information and the actual image information interact in
medical imaging.
In phantom measurements the variability and non-uniformity
of real patient images are not usually present. In the SKE/BKE par-
adigm any background structure is treated as being a deterministic
known structure, which does not impair detail detectability. This
may not always be realistic for a human observer, whose detec-
tion performance may in some cases be more impaired because of
background variability than because of actual stochastic noise
[90–94], but is certainly applicable to the ideal observer. Human ob-
servers seem to operate somewhere between two interpretations:
background variability appears to function as a mixture of noise and
deterministic masking components. For a more detailed discus-
sion on this matter, see, e.g. Burgess and the references therein [91].
For a thorough presentation of modern image science, see the
book by Barrett and Myers [57] and by Samei and Krupinski [56].
Another useful handbook on imaging systems, image quality and
measurements has been published by the International Society for
Optical Engineering [50]. Also, a discussion and review of task-
based methods for assessing the quality of iteratively reconstructed
CT images have been published recently [25]. They conclude that
Fourier-based metrics of image quality are convenient and useful
in many contexts, e.g., in quality assurance, but the assessment of
iteratively reconstructed CT images requires more sophisticated
methods which do not rely on assumptions of system linearity and
noise stationarity; these assumptions are prerequisites in the Fourier-
based methods [95–97].
Linear observers
Mathematical theory
A linear observer can be described with a decision statistic λ(g)
which is a linear function of the image data, instead of being a more
general function. In the vector notation of images this can be written
as an inner product of a template w and the image g
λ g w g( ) = T (37)
The non-zero elements of the template correspond to image lo-
cations where the pixel value needs to be taken into account, and
by what weight. The weight can be either positive or negative. Pixels
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with the value zero in the template do not inﬂuence the decision
statistic at all, and the observer considers the data in those pixels
to be irrelevant for the decision.
The importance and frequent use of linear observers stemsmainly
from their manageability and ease of use. Further, as was seen in
the preceding chapter, the ideal observer of many cases may be ob-
tained in a linear form. This is not the case for all detectability tasks,
however. For example, the ideal detection in the case involving un-
certainty of the signal position will result in a non-linear test statistic
(see, e.g., Brown et al. [89]). A linear observer for this task would
consist just of a template which is obtained as the convolution of
the pdf of the signal position and shape. Therefore, essentially, this
observer would measure only the mean brightness of the image and
it seems clear that it would be much less eﬃcient than a human
observer, for example.
In order to compute the SNR of a linear observer, we ﬁrst need
to express the mean response under hypothesis Hj as well as its as-
sociated variance:
λ λ
σ
j j
T
j
j
T T
j
T
j
H H
H
= ( ) =
= −( ) =
g w g
w g w g H w wj2
2 K
(38)
This allows us to easily express the signal to noise ratio of a linear
observer by injecting Eq. (38) into Eq. (31):
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2 0 1
=
−( )( )
+( )
w g g
w K K w
(39)
Here, it is important to recall the assumptions required for Eq. (39)
to be meaningful. First, this requires that the conditional distribu-
tions of λ are normal. This is the case at least when the noise in
the images is multivariate normal. Secondly, if the covariance ma-
trices for the signal and background cases are different, the SNR does
not deﬁne the entire ROC curve, but the area under the ROC curve
and the percentage of correct answers in a two-alternative forced-
choice test using the same images are still speciﬁed by the SNR. An
inequality of covariance matrices K0 and K1 would also infer that
a linear observer is not ideal, and may fall far beyond the true ideal
observer [98]; however, if measured covariance data are used, it is
useful to improve the precision of the K-estimate by including both
measured covariance, K0 and K1.
By inserting the w-templates of the PWMF and the NPWMF
to Eq. (39) we obtain the well-known expressions for their
SNR
SNR PWMF T T2 1 1= =− −s K s S W S (40)
and
SNR NPWMF T T T T2
2 2
= ==( ) ( )s s s Ks S S S WS (41)
where we have denoted the Fourier transform of s by S and that
of matrix K by W. If the noise is stationary, W is a diagonal matrix
and its diagonal values represent the NPS. Then, decomposing the
SNR2 to components: each frequency k contributes by amount
SNR I S WPWMF k k k2
2
, = (42)
to the total SNR2PWMF. This simplicity is lost if W is not diagonal.
The best possible linear observer is called the Hotelling observ-
er. The Hotelling observer is equal to the PWMF in the case of
signal-independent (additive), normally distributed noise and both
of these reduce to the NPWMF, when the noise is white. As
discussed above, the Hotelling observer may also fall far below
ideal performance, for example, in the signal position unknown
case, where the ideal decision statistic is not a linear function of
image data [89].
The strategy of the ideal observer may be complicated by K not
being diagonal. However, in the case of uncorrelated image noise
the strategy is self-evident: the ideal observer then just looks more
keenly to image pixels where the presence of the signal is known
to have a strong effect and where the uncertainty of the measure-
ment (noise) is small. Image areas that are not affected by signal
presence need not be observed at all. This same interpretation applies
to the case of coloured, stationary noise as well; then the Fourier
transformed data will have a diagonal covariance matrix, where the
diagonal elements constitute the noise power spectrum. In this case
the ideal observer puts more emphasis on spatial frequencies where
the signal presence makes a large contribution and less emphasis
on frequencies which contain more noise.
If the image noise is not white, the NPWMF observer is sub-
optimal because it does not take into account the noise correlations
between pixels, or equivalently, the different noise power at various
spatial frequencies. Therefore, in this case, the observer is not tuned
against thenoise similarly as the ideal observer and it shows apenalty
of this in its performance. However, if the frequency spectrumof the
signal is concentratedona relativelynarrowbandof frequencieswhere
the frequency dependence of the NPS is modest, one can expect the
NPWMF observer to perform nearly as well as the ideal PWMF does.
This may happen, for example, when the signal to be detected does
not have sharp details and is of a relatively large size.
However, note that by deﬁnition, the NPWMF believes that the
background level is equal in all images and therefore needs not be
observed. The NPWMF measures the image intensity only in the
pixels that belong to the expected signal position and discards the
data in all other pixels. For a disk signal this would be equivalent
to observing just the total image intensity of the signal disk area
and masking away all other image areas: no reference to the con-
trast between the signal and the background is made. If in fact, there
is any – even small – variation in the background level from image
to image, or if there is any low-frequency background variability
(e.g., variable lumpy background structures) which in reality can
have an effect on the image intensity in the signal detail area, the
NPWMF can be considered as being a misled observer, which will
perform extremely poorly and often performs worse than human
observers. This was the case, for example, in a paper that consid-
ered signal detection in added low-pass correlated noise and found
that the NPWMF observer was very ineﬃcient and even humans
signiﬁcantly outperformed it [99]. This and other similar results
greatly diminished the interest in the NPWMF observer.
To improve this situation, Tapiovaara and Wagner [98] intro-
duced the DC-suppressing observer, which leaves the average
brightness of the image (or the zero-frequency channel) outside of
the decision.1 This observer is achieved by subtracting themean pixel
value of the NPWMF-template from every pixel of the template
λDCS k
TN s= − ( )[ ]−s g1Σ 1 (43)
Here, N is the number of pixels in the analysed image area and
1 denotes a vector with all elements equal to unity. In the Fourier
domain this observer is:
λDCS
TS= − =[ ]
=
−∑S e G0 0 S Gk k*kN 11 (44)
1 In practical imaging measurements one often does not analyse the whole image
area, but considers only a relatively small sub-area containing the signal and a rea-
sonable surround of it. Then the image vector g corresponds to this sub-area, and
the zero-frequency of this image data includes contributions from very low-
frequencies in addition to the strict zero-frequency of the whole image data.
838 F.R. Verdun et al./Physica Medica 31 (2015) 823–843
Pro
c
 
y cop
 ©
Thismodiﬁcation of the NPWMF-observer turned out to be crucial
for the performance of the observer in measurements of ﬂuoro-
scopic imaging, where excess noise in the mean image brightness
strongly and variably impaired the performance of the NPWMF [100].
This zero-frequency variability can be assumed to be common in
other ﬁelds of radiology as well: the exact mean image brightness
is not probably an important diagnostic feature in any imaging mo-
dality, and, on the other hand, if there is excess variability in the
brightness, including it – as the NPWMF does – will result in a
notable performance penalty. Such a variability in average bright-
ness can be seen as a delta spike at the origin of the NPS and can
be properly weighted by the PWMF, of course. However, in many
recipes for measuring the NPS, the DC-component is normalised out
and therefore equals zero in the NPS results (e.g. Boedeker et al.
[101]). Whilst noiseless data in real systems are not realistic, it is
then important not to include the zero frequency signal compo-
nent in the SNR calculation either.
Non-prewhitening with eye ﬁlter
Another modiﬁcation of the NPWMF includes ﬁltering of the
image with an eye-ﬁlter, intended to obtain a better agreement of
the performance of this model observer and human observers. The
observer is often denoted as NPWE [102] (a similar observer model
has been presented earlier by Loo et al. [103]). This observer is usually
expressed in the spatial frequency domain and the eye ﬁlter Emimics
the visual spatial frequency response function (or the contrast sen-
sitivity function) of the human eye. The application of E requires
knowing the dimension of the image and the viewing distance. The
decision function of this observer is then:
λNPWE T T T= =[ ]ES EG S E EG (45)
It is noted here that the eye ﬁlter also suppresses the zero-
frequency, like the DCS-observer above, but the NPWE observer also
takes very low frequencies into account with a low weighting. This
is the main factor for the NPWE observer performing much better
than the NPWMF in studies involving excess noise in very low fre-
quencies [25,102]. This means that the usefulness of this observer
model may actually be more related to its suppressing of low-
frequency noise than in its attempt to mimic human vision.
As an example of NPWE performance, Fig. 16 shows the detect-
ability index (d′) or SNR as a function of object diameter for the 0.5%
contrast group of the Catphan and three mAs levels acquired in a
Toshiba Aquilion ONE 320 detector-row CT scanner. The NPWE de-
tectability improved with increasing mAs, as the noise level of the
images decreased, for all the objects [50].
The detectability index is given when two assumptions are veri-
ﬁed [73]. Firstly the template responses must be Gaussian and
secondly the template responses are statistically independent [90].
This performance is given in terms of distance in standard devia-
tion units between the signal distribution and the noise distribution.
′ =
〈 〉 − 〈 〉
d s n
λ λ
σλ
(46)
where λs is the mean model response to the signal, and λn is the
mean model response to the background. σλ is the standard devi-
ation of the model response.
The advantage of this metric is that it computes directly from
the image statistic.
Model observers can also be otherwisemodiﬁed in order tomimic
human performance better, for example, by including internal noise
[104,105]. Internal noise degrades the model’s performance, and
takes into account the fact that human observers have “noise” by
not giving necessarily the same answer when a certain image is pre-
sented twice or more to be scored [106]. Many approaches can be
used to decrease the model’s performance, and each has pros and
cons [105,107]. Such models are of interest in efforts to reproduce
the eﬃciency of the visual detection performance of humans, but
are not explained in this review. In Fig. 17 the PC values were trans-
lated into d′ and an eﬃciency (η) was calculated to normalise the
model observer results, ﬁtting d′ human as a function of d′NPWE,
both squared. As the curve representing d′ as a function of PC satu-
rates above 3 (PC ≈ 0.98) for 2-AFC experiments, only the values
below this threshold were taken into account [108].
Channelised Hotelling Observer
Another type of linear observer models is the Channelised
Hotelling Observer [109] (CHO) either with or without internal noise;
only the latter model is considered here. A thorough treatment of
both can be found in Abbey and Barrett [110]. The motivation for
this observer results both from its effect in reducing the image data
from a large number of pixels to a much lower number of scalars,
called channel responses and by the ability of such models to mimic
the detectability results of human observers. If the channels in the
model are selected such that they help in the tuning against the noisy
frequencies without losing too much of the signal energy they may
also provide an improvement over the non-prewhitening observ-
er types and a useful approximation for the ideal observer. The
reduction of dimensionality especially simpliﬁes computing and
inversing the covariance matrix.
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Figure 16. Detectability index (d′) as a function of object diameter for the differ-
ent levels of mAs for the 0.5% contrast group (2-9 mm) in the Catphan 600 Phantom
(Phantom Laboratories, New York).
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Figure 17. Detectability index (d′) of the average human observer as a function of
the NPWEmodel observer d′, both squared, for 1% contrast objects and all dose values.
The eﬃciency, η, tallies the slope of the linear ﬁt.
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The CHO does not have access directly to the pixel values (or the
Fourier transform) of the image. Instead, ﬁrst the image data (g) are
linearly combined to a small number of channelised data (u) bymul-
tiplication with a matrix T:
u T= Tg (47)
Here the column vectors of T represent the spatial proﬁles of the
channels. These channelised data are then combined with a weight-
ing template v to a linear decision function:
λ = v uT (48)
If the noise in the image data g is Gaussian, it is also Gaussian
in the channel u, and we already know that the ideal observer
(which, however, has access only to the channelised data) is ob-
tained with weighting vT = (u1 − u0)TKu−1, and the decision function
of this observer is:
λCHO T T u T u T, = =−( ) −( )− −u u K u u u K T g1 0 1 1 0 1 (49)
Above, the channels were presented in the image domain. Usually,
however, the channels are speciﬁed in the frequency domain, and
may be either non-overlapping frequency intervals or overlapping
functions of various forms, such as sparse or dense difference-of
Gaussians, Laguerre–Gauss polynomials or other functions [109,111].
Note that in the case of stationary image noise the non-
overlapping channel models result also to a diagonal covariance
matrix, because the frequency channels remain independent,
whereas the overlapping channels cause correlations in the noise.
If one prefers working in the image domain, one can obtain the
spatial representations of the frequency selective channels by taking
the inverse Fourier transforms of the latter.
In image quality assessment when using these channelised
models it is important to note that the channelised Hotelling ob-
server can adapt to the signal and the image covariance only after
they have passed through T. Then, for example, the observer is sen-
sitive only to signals that cause a change in the channelised signal
TTs (or, equivalently, in the frequency domain representation). For
sparse channel models with just a few channels, a signiﬁcant loss
of information may occur in the formation of the channel re-
sponses [110].
Also, these observers are typically zero-frequency suppressing,
although, being tuned against the noise in the different channels,
they could also otherwise handle variability in the average image
brightness better than the NPWMF. This would require, however,
that if zero-frequency is included in the lowest frequency channel,
not much of the important signal energy shall be included in this
channel.
Usually, in applications related to medical imaging, the chan-
nels are deﬁned to be cylindrically symmetric and are speciﬁed in
terms of the radial frequency. The use of such models is usually re-
stricted to image signals that are also cylinder-symmetric.
Channelised Hotelling observers have been used with good success
to predict the performance of human observers in detection tests.
As an example, Fig. 18 shows the CHO performance (detectabil-
ity index (d′)) with dense of difference of Gaussian for an 8 mm
sphere at 20 HU of the QRM 401 phantom and three CTDIvol levels
acquired in GE HD 750 CT scanner.
Agreement between observers
The ﬁrst step to compare model observers andmodel/human ob-
servers is to have the same metrics to measure their performance.
For a speciﬁc task, background, signal and model the investigator
must choose between the area under the curve (AUC), sensitivity/
speciﬁcity pairs, the percent correct (PC), the signal to noise ratio
(SNR) or the detectability index (d′), then a comparison is possible.
Kappa test
To measure the agreement between observers it is common to
use the Kappa coeﬃcient. When observers are two ormore the inter-
observer variation can be computed. The Kappa test is based on the
difference between the observer agreement (percentage where ob-
servers agree among themselves) and the expected agreement
(agreement obtain just by chance). The formula for the Kappa test
is then as follows:
κ =
−
−p p
p
e
e
0
1
(50)
where p0 is the relative observed agreement among reviewers, and
pe is the probability of chance agreement.
The Kappa scale ranges from −1 to 1. 1 represents a perfect agree-
ment; 0, the agreement is obtained just by chance; and −1 represents
a systematic disagreement. A generic scale proposed by Landis and
Koch is used to help the investigator to interpret the Kappa coef-
ﬁcient (Table 3) [112].
The Kappa coeﬃcient estimated itself could be obtained just by
chance, so a P value can be calculated to interpret the result of the
Kappa test. The P value is sensitive to sample size, so another Kappa
test can be used to interpret the result, the weighted Kappa assigns
weighting more or less important to different categories, to focus
on categories where the difference is signiﬁcant. But the weight-
ing is deﬁned by the investigator, and the expert can disagree on
the tuning of the weighted Kappa. The Kappa test is used to inter-
pret the agreement, but this test is affected by the prevalence of the
disease [50] (Fig. 19); in rare cases a low Kappa test does not reﬂect
a low agreement. Moreover, the Kappa test can give strange results
when the observers have a high degree of agreement and when they
are close to PC = 1.
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Figure 18. Detectability index (dA) as a function of CTDIvol for the different algo-
rithms for a sphere of Ø 8mm and a contrast with background of 20 HU in the QRM
401 Abdomen Phantom (QRM, Moehrendorf, Germany).
Table 3
Genetic scale investigator to interpret the Kappa
coeﬃcient.
0.01–0.20 Slight agreement
0.21–0.40 Fair agreement
0.41–0.60 Moderate agreement
0.61–0.80 Substantial agreement
0.81–0.99 Almost perfect agreement
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Bland–Altman test
A Bland–Altman plot is often used to compare results between
model observers and human observers [113]. When both observ-
ers measure the same parameter (i.e. d′ or PC) with the same images,
most of the time the correlation is good [57,108]. A good correla-
tion for two observers that measure the same parameter does not
imply a good agreement between the two observers.
A Bland–Altman plot shows the mean of the two observers in
the abscissa, and the difference between the two observers in the
ordinate. The limits of agreement are deﬁned by the mean of the
difference and the standard deviation of the difference. If a method
is the gold standard then d represents the bias, whereas if any
methods are standard, d represents only systematic differences.
Figure 20 shows an example comparing the performance of the
NPWE model and human observers for a given detection task.
Conclusion and perspectives
Since the introduction of CT many efforts have been made to
balance image quality with patient exposure. Image quality was ﬁrst
assessed using signal detection theory, and basic parameters such
as image noise and spatial resolution, whichmade it possible to eval-
uate the strengths and weaknesses of acquisition protocols. With
the technological developments of CT it became necessary to assess
units in order to objectively enhance the beneﬁt of new techno-
logical solutions. Global ﬁgures of merit of image quality were
derived, still using signal theory functions, normalising the result
by a standardised dose indicator: the CTDIvol. If this approach seems
enticing one has to remember that the use of one number to judge
image quality is a simpliﬁed solution that can lead to false conclu-
sions. Moreover, image quality assessment methods based on signal
theory only do not include a clinically relevant task. With this kind
of approach one could optimise aiming at getting the best theo-
retical image quality, rather than ensuring that images convey the
relevant clinical information to make a correct diagnosis. In such
a context, image quality assessment in the ﬁeld of medical imaging
should be task oriented and clinically relevant.
The use of mathematical model observers may be an appropri-
ate solution, opening a way forward, even if the tasks investigated
remain very simple and far from clinical reality. As shown in the
review, there are several types of model observers, and the choice
of a single solutionmight not be optimal. The disadvantage of model
observers is that they are deﬁned for simple situations, like the de-
tection of a representative signal in a given phantom, and surely
do not cover the whole range of characteristics that deﬁne image
quality at the clinical level. This drawback can nonetheless become
an advantage because their calculation can be kept relatively simple;
they are objective and compatible with new image reconstruction
techniques such as iterative reconstruction. They also lead to re-
producible results which can be representative of human perception
whilst avoiding the burden of actual studies with human observ-
ers. They could be used to compare clinical protocols in terms of
image quality and dose levels to initiate an optimisation process.
Nevertheless, more studies should be performed in the future on
correlations between model observer outcomes and human diag-
nostic accuracy.
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10 Discussion and perspectives 
In recent years, the work of medical physicists has been devoted to controlling the compliance of 
radiological units using dose indicators as surrogates for patient exposure and physical measurements as 
surrogates for image quality. With this approach, radiological units were classified according to their 
efficacy when it came to converting X-rays into information based on engineering or physical criteria. With 
linear systems, some link could be established between the physical metrics and the clinical images. 
However, limiting image quality assessments to the first level of the Fryback scale is in sufficient and it can 
even be counterproductive when dealing with non linear systems, because the linear relationship between 
dose and image quality properties, as well as the spatial invariance of the statistical properties of the signal, 
is removed. In that case, nice looking images can be obtained in a wide range of doses in clinical routines; 
but a nice image does not necessarily mean that the diagnostic information is preserved. As a result, there 
is now strong pressure to reduce the dose used in CT. In parallel, manufacturers are promoting new data 
processing which enables massive dose reductions whilst claiming to preserve image quality. All of this 
means that it is imperative to control the impact of dose reduction on image quality. This PhD thesis 
developed and evaluated new methodologies to assess the image quality of modern CT systems with newer 
metrics because traditional physical methods used to assess image quality assessment are known to be 
insufficient to properly assess IR. The aim of these new methodologies is to establish a link with radiologists 
to offer a more clinically relevant analysis (second level of the Fryback scale) of the impact of IR on image 
quality. In this context we proposed to place image quality as the main parameter in clinical practice 
optimisation followed by a control of the required patient exposure. 
The work done in the framework of this PhD demonstrated that medical physicists need additional skills if 
they want to be part of quality assessment but also involved in the patient dose optimisation process. 
Firstly, the use of ideal model observers is useful to benchmark CT units or check the compliance of units. 
Secondly, anthropomorphic model observers can be used to benchmark and optimise clinical CT protocols 
because they establish a link to human performance. During this PhD thesis, we used these two kinds of 
MO to benchmark CT units and clinical protocols and this methodology with model observers is now 
applicable within a clinical context, but some aspects of our approach must still be refined in order to go 
beyond certain limitations. The advantage of model observers that work in the image domain is that it is 
possible to directly compare model observer performance and human performance. A major disadvantage, 
however, in a clinical context is that their outcome is robust only with a certain number of acquisitions. 
Furthermore, CT exams provide volumetric data and radiologists have to perform many tasks in their daily 
practice to make a diagnosis. For the time being, it is impossible to define metrics that could encompass all 
aspects of image quality, but in the framework of this study we focussed on low-contrast detection (in a 2D 
mode) that is of essential for certain abdominal and brain CT indications in the context of patient dose 
reduction. Using this simple task (detection task of a simple signal in a homogenous background), human 
performance is similar between single and multi-slice assessments 90. In the future we propose to define 
some clinical indications where radiologists would translate the clinical image quality requirements into a 
set of simple task-based image quality criteria. Then, medical physicists would ensure that the task-based 
image criteria are reached when the chosen protocol is used in realistic situations like in a structured 
background or with moving structures for example. 
The majority of this PhD thesis is concentrated on low contrast detectability, but we tried to generalise the 
methodology for high-contrast parameters, even if using a detection task with a high-contrast lesion is not 
the best way to follow because the detection of a high contrast lesion is not a major issue, unless the dose 
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is very low and the noise component is at a high frequency (in that case the signal can be confused with 
noise). In high contrast paradigm one challenge is to move towards a characterization task when dealing 
with high contrast structures. This paradigm could be evaluated using an estimation task like shape 
discrimination or size estimation in the image domain (e.g. when a variation of 20% in the size of a lesion 
appears on an image during patient follow up; it is vital to be sure that this variation is real.) One of the 
challenges of benchmarking CT units is defining equivalent image acquisition and reconstruction 
parameters. A consensus has been reached in the framework of this project to work in a comparable 
framework of CTDIvol values but CTDI and DLP do not benefit from a primary metrology standard, and are 
therefore subject to large error margins. For example, under Swiss law, the tolerated error margin for the 
measurement of CTDI is of ±20 %. This implies that two examinations performed on two separate units, 
although physically delivering the same dose to two patients, may display doses showing up to 40 % 
difference. With the implementation of ATCM, the dose is managed completely differently from one 
manufacturer to another. This constitutes a limitation regarding the possibility of actual inter-manufacturer 
comparisons. At the same time, the CTDI tolerance could be reduced with the technological development 
and the optimization of clinical protocols and patient dose monitoring could be better estimated on the 
basis of the values displayed by the CT units. A metrological attachment of the model observer 
measurement method will provide the medical physicist a task-based approach to establish image quality 
requirements depending on clinical questions defined in collaboration with radiologists. As standards exist 
for dose measurement and physical metrics (like NPS and MTF), it is important to develop a standard for 
model observers. 
In conclusion, the role of medical physicists in radiology is changing and much time has to be devoted to 
assessing image quality properties that matter for patient care as well as fully understanding the needs of 
radiologists. This thesis focuses on the relationship between dose and image quality but the image quality 
is largely impacted by a broader clinical context (i.e. temporal properties of the acquisitions as well as the 
timing condition of the contrast media injection). This means that medical physicists have an important role 
in the terms of continued education to ensure that the technological aspects that improve image quality 
are correctly understood and employed by all users in a clinical context. Diagnostic accuracy can be 
maximized by optimizing technical aspects of CT acquisitions but also by making an optimal use of the CT 
machines in their clinical environment (Figure 22).  
 
 
 
Figure 22: Diagnostic accuracy a multi-disciplinary inter dependency  
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Annexe 1: Development of the Signal to Noise Ratio of Prewhitening 
matched filter model observer 
 
The general definition of the SNR is:  𝑆𝑁𝑅2 =
[(𝑔1)−(𝑔2)]
2
𝜎
2  
The general definition of the standard deviation𝜎
2:  
 𝜎2 = 〈(𝑔) − 〈(𝑔)2〉〉 
𝜎2 = 〈2(𝑔) + 〈(𝑔)〉2 − 2(𝑔)〈(𝑔)〉〉 
𝜎2 = 〈2(𝑔)〉 + 〈〈(𝑔)〉2〉 − 〈2(𝑔)〈(𝑔)〉〉 
𝜎2 = 〈2(𝑔)〉 + 〈(𝑔)〉2〈 〉 − 2〈(𝑔)〈(𝑔)〉〉 
𝜎2 = 〈2(𝑔)〉 + 〈(𝑔)〉2 − 2〈(𝑔)〉2 
𝜎2 = 〈2(𝑔)〉 − 〈(𝑔)〉2 
The  of PW model observer is equal to (𝑔) = 𝑠𝑇𝐾𝑛
−1𝑔 
The𝜎
2𝑜f the PW is: 
𝜎2 = 〈(𝑠𝑇𝐾𝑛
−1?̅?)2〉 − 〈(𝑠𝑇𝐾𝑛
−1?̅?)〉2 
𝜎2 = [〈𝑠𝑇𝐾𝑛
−1?̅?〉〈?̅?𝑇𝐾𝑛
−1𝑠〉] − 〈𝑠𝑇𝐾𝑛
−1?̅?〉〈?̅?𝑇𝐾𝑛
−1𝑠〉 
𝜎2 = 〈𝑠𝑇𝐾𝑛
−1?̅??̅?𝑇𝐾𝑛
−1𝑠〉 − 𝑠𝑇𝐾𝑛
−1〈?̅?〉〈?̅?𝑇〉𝐾𝑛
−1𝑠 
𝜎2 = 𝑠𝑇𝐾𝑛
−1〈?̅??̅?𝑇〉 − 〈?̅?〉〈?̅?𝑇〉𝐾𝑛
−1𝑠 
𝜎2 = 𝑠𝑇𝐾𝑛
−1〈?̅??̅?𝑇〉 − 〈?̅?〉〈?̅?𝑇〉𝐾𝑛
−1𝑠 
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−1(𝐾𝑛)𝐾𝑛
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𝜎2 = 𝑠𝑇𝐾𝑛
−1𝑠 
 The expression of the SNR of the PW model observer is development below 
 
𝑆𝑁𝑅2 =
[(𝑔1)̅̅ ̅̅ ̅̅ ̅ − (𝑔2)̅̅ ̅̅ ̅̅ ̅]
2
𝜎
2  
𝑆𝑁𝑅2 =
[𝑠𝑇𝐾𝑛
−1𝑔1̅̅ ̅ − 𝑠
𝑇𝐾𝑛
−1𝑔2̅̅ ̅]
2
𝜎
2  
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[𝑠𝑇𝐾𝑛
−1𝑔1̅̅ ̅ − 𝑠
𝑇𝐾𝑛
−1𝑔2̅̅ ̅]
2
𝑠𝑇𝐾𝑛
−1𝑠
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−1𝑠
 
𝑆𝑁𝑅2 = 𝑠𝑇𝐾𝑛
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Annexe 2: Development of the Signal to Noise Ratio of Non 
Prewhitening matched filter model observer 
The  of PM model observer is equal to (𝑔) = 𝑠𝑇𝑔 
The𝜎
2𝑜f the NPW is: 
 
𝜎2 = 〈(𝑠𝑇?̅?)2〉 − 〈(𝑠𝑇?̅?)〉2 
𝜎2 = 〈𝑠𝑇?̅??̅?𝑇𝑠〉 − 〈𝑠𝑇?̅?〉〈?̅?𝑇𝑠〉 
𝜎2 = 𝑠𝑇〈?̅??̅?𝑇〉𝑠 − 𝑠𝑇〈?̅?〉〈?̅?𝑇〉𝑠 
𝜎2 = 𝑠𝑇(〈?̅??̅?𝑇〉 − 〈?̅?〉〈?̅?𝑇〉)𝑠 
𝜎2 = 𝑠𝑇(〈?̅??̅?𝑇〉 − 〈?̅?〉〈?̅?𝑇〉)𝑠 
𝜎2 = 𝑠𝑇(𝐾𝑛)𝑠 
 
The expression of the SNR of the NPW model observer is development below: 
 
𝑆𝑁𝑅2 =
[(𝑔1)̅̅ ̅̅ ̅̅ ̅ − (𝑔2)̅̅ ̅̅ ̅̅ ̅]
2
𝜎
2  
𝑆𝑁𝑅2 =
[𝑠𝑇𝑔1̅̅ ̅ − 𝑠
𝑇𝑔2̅̅ ̅]
2
𝜎
2  
𝑆𝑁𝑅2 =
[𝑠𝑇𝑔1̅̅ ̅ − 𝑠
𝑇𝑔2̅̅ ̅]
2
𝑠𝑇𝐾𝑛𝑠
 
𝑆𝑁𝑅2 =
[𝑠𝑇𝛥𝑔]2
𝑠𝑇𝐾𝑛𝑠
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