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Abstract
Heterogeneous Computing environments are networks of loosely coupled computational
nodes with different architectures that map portions of a problem to nodes whose
architecture is best suited to that computation. A proposed architecture, called Micro-
Heterogeneous Computing (MHC), aims to develop an environment that would facilitate
the creation and utilization of computational networks as small as a single workstation.
The scheduling algorithms used to schedule computations to MHC nodes rely heavily on
computation time performance estimates. Thus an appropriately precise performance
estimate is essential in order to enable a scheduling algorithm to make the best scheduling
decisions and thus to maximize the performance of the MHC system. The unique needs
of the Micro-Heterogeneous Computing environment place specific requirements on
performance evaluation techniques that may be used by the MHC scheduling algorithms.
This work evaluates the requirements placed on performance estimation techniques by
the MHC environment. Several potential performance estimation techniques are
evaluated with respect to those requirements. Two empirical techniques - polynomial and
Multi-Chord approximation - are selected as the potential candidates and their
characteristics are evaluated and compared. Based on this evaluation, means of
automatically obtaining performance specifications for MHC computations are created.
Several computational algorithms are implemented on a DSP-based peripheral and their
performance specification is obtained using the newly developed automatic technique.
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Chapter 1
Introduction
Heterogeneous computing is a high-performance computing paradigm that minimizes the
time required for the execution of large computational problems by breaking the problem
into separate tasks and by mapping those tasks to computing architectures best suited to
the specific computational requirements of those tasks. A Heterogeneous Computing
environment consists of a set of high performance computing nodes loosely coupled by a
high speed interconnect.
Due to the loosely coupled nature of the network, the task granularity must be large
enough to absorb the communication costs involved in transmitting data sets between the
nodes. In addition, the utilization ofHeterogeneous Computing is limited by the high cost
ofhigh performance computing architectures and the necessary high speed interconnect.
Micro-Heterogeneous Computing (MHC) is a computing architecture that seeks to extend
the benefits of Heterogeneous Computing to smaller problems by employing lower cost
computational devices and existing system level interconnect standards. In this fashion,
the computing environment can be scaled down to a single system. This provides tighter
coupling between the Processing Elements (PEs) and thus enables the exploitation of
finer-grain parallelism in computational problems. Together with the lower cost of the
overall computing environment, that allows the application of the MHC environment to a
much broader range of computational problems.
Due to the large grain size and to the large size of the overall computational problems for
which the Heterogeneous Computing environments are utilized, the Heterogeneous
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Computing environments typically use static scheduling of tasks to various computing
nodes. Since MHC environments allow the utilization of fine grain parallelism and
smaller task size, it is appropriate to use dynamic scheduling of tasks at run time. Several
dynamic scheduling algorithms exist [1] that perform dynamic mapping of computational
tasks to the Processing Elements available in the system.
Precise estimation of the Computation Completion time (CCT) for each task is critical in
order for an MHC scheduler to make correct scheduling decisions. The nature ofMicro-
Heterogeneous Computing environment places unique requirements on the methods of
obtaining CCT estimates.
This work aims to investigate various methods for estimating the CCT of a computational
task that provide better precision than a linear approximation. A CCT estimation
technique that is optimal for use in an MHC systemmust satisfy the specific requirements
dictated by the MHC framework architecture. These requirements are explored and
identified, and several potential CCT estimation techniques are evaluated.
As the result of the above investigation, a Multi-Chord CCT estimation technique is
selected and implemented. The implementation consists of the means of automatically
evaluating the performance of a PE and the means of automatically obtaining CCT
estimates.
In order to fully evaluate a CCT estimation technique, a specific PE is used and several
algorithms are implemented on it. The CCT estimation technique is used first to evaluate
the performance of the PE for the implemented computational algorithms, then to
estimate the CCT for several different data set sizes. The CCT estimates are then
compared with the actual CCTs obtained by processing the specified size data sets on the
PE and precision of the CCT estimation technique is evaluated.
For the purposes of this work, a specific Processing Element was selected to test the
different estimation techniques. The computations were executed on a Texas Instruments
TMS320C6711 DSP. A Digital Signal Processor (DSP) is a specialized processor
utilizing VLTW architecture. It is optimized for scientific computations and thus is a good
candidate for use as a PE in anMHC environment.
Several algorithms of different complexity were implemented. The estimation techniques
were evaluated for estimating the CCT of simple, medium and complex computations as
well as small, medium and large problem sizes.
The remainder of this document is organized as follows. Chapter 2 provides background
information on the Heterogeneous and Micro-Heterogeneous Computing paradigms.
Chapter 3 evaluates various potential CCT estimation techniques with respect to the
specific requirements of the MHC environment and determines the candidate CCT
estimation techniques to be evaluated. Chapter 4 specifies the details of the
implementation of the computations used to evaluate the CCT estimation techniques.
Chapter 5 describes the implementation of the automatic CCT estimation techniques and
describes the results of their evaluation. Finally, Chapter 6 presents the conclusions and
recommendations derived from this work.
Chapter 2
Overview of Heterogeneous and Micro-Heterogeneous
Computing
This chapter provides a brief overview of the Heterogeneous and Micro-Heterogeneous
Computing environment. The two environments are compared and contrasted in all
aspects relevant to their scheduling and performance estimation requirements.
2.1 Heterogeneous Computing
Many different high-performance computational devices in existence today have vastly
different architectures. Each of the architectures makes specific design tradeoffs to
maximize the speed of certain types of computations. A Heterogeneous Computing
environment is a network of loosely interconnected computing nodes with different
architectures employed together to solve a common large computational problem. In such
an environment, the problem is partitioned into different computational tasks and each of
the tasks is executed on a node with the architecture best suited to that task. This enables
the advantages of different architectures to be combined in order to obtain the solution to
a large computational problem in the shortest possible period of time.
A Heterogeneous Computing Environment is usually composed of multiple computing
nodes employing high performance computing architectures such as SIMD, MTMD,
vector processors, etc. These nodes must be connected by a high bandwidth interconnect
in order to realize the advantages of diverse architectures while collaborating on a single
problem. A sample Heterogeneous Computing environment is depicted in Figure 1
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Figure 1: AHeterogeneous Computing environment
Despite high interconnect bandwidth, the time cost of communications between nodes
typically dictates large granularity of tasks that can be scheduled to different nodes. The
large size and high complexity ofproblems usually allow for static scheduling of tasks to
the computing nodes prior to the execution. A typical flow of activities in a
Heterogeneous Computing application is depicted in Figure 2.
Analytical Benchmarking is the process of qualifying the performance of each computing
node in the Heterogeneous Computing environment on every kind of a computational
task that exists in the computational application being processed. This may be done by
analysis or bymeasuring the performance ofthe nodewhile processing a sample data set.
Code Profiling entails separating the computational problem into a set of tasks that are
both loosely coupled and can exploit different modes of computation available in the
Heterogeneous Environment, and estimating execution times for those tasks.
Task Scheduling involves using some form of a scheduling heuristic to assign the tasks
comprising the computational problem to the different computing nodes in the system
such that the total execution time of the computational problem is minimized.
Finally, once the above tasks are completed, the tasks are executed on the nodes that they
are assigned to and the computation results are obtained.
Performed 'Off-Line
Figure 2: Heterogeneous Computing Application Flow
As can be seen from the above figure, the scheduling decisions for a Heterogeneous
Computing application are usually done off-line. There is a wide range of scheduling
algorithms that can be selected to map individual computational tasks to computing
nodes.
One of the simplest, the Fast Greedy algorithm, simply assigns each task to the
computing node that will produce the lowest Computation Completion Time for that task.
This is the heuristic that requires the least computation to assign a task to a computing
node.
A more complicated Min-Min algorithm computes the lowest Estimated Time to
Completion (ETC) for each task (on any of the computing nodes available in the system),
and then schedules the task/node combination with the lowest ETC. The process repeats
until all the tasks are scheduled. The ETC of a task on a node is computed as follows:
ETC = ETI + CCT
where ETI is the node's Estimated Time to Idle, or the sum of CCT of all the tasks
already assigned to the node. The Min-Min algorithm improves upon the Fast Greedy
algorithm by accounting for the tasks already scheduled to each node and thus balancing
the load between the available nodes. In addition, by scheduling the tasks with the lowest
ETC first, the Min-Min algorithm tends to ensure that the tasks that are the best fit for
some node in the system are scheduled first.
Heterogeneous Computing environments are usually employed to solve only the largest
and the most complex computational problems. The reasons for the rarity of such
environments are the prohibitive cost of the specialized high-performance computing
nodes and the high-performance networks required to interconnect the nodes
collaborating on the common problem, as well as the complexity of partitioning a
problem into separate tasks suited to execution on specific architectures.
2.2 Micro-Heterogeneous Computing
Recent improvements in semiconductor technology have produced a number of devices
that can be configured to perform specific computations much more efficiently than a
general purpose system processor, even one equipped with specialized co-processors
such as floating-point and/or SLMD units. These devices include VLIW computing
platforms such as Digital Signal Processors (DSPs) and Field Programmable Gate Array
(FPGA) devices capable of being configured to implement custom hardware for a
specific computation.
The cost and size of these devices is such that it is feasible to combine them into
collections of computational nodes in order to collaborate on large computational
problems, similar to Heterogeneous Computing environments. However, these devices
could be much more tightly coupled, for instance, by a PCI bus or a similar industry
standard interconnect architecture. Additionally, the cost of these devices would allow
them to be deployed much more widely, down to individual workstation. The tighter
coupling would further simplify the task of partitioning a large computational problem
into smaller tasks due to lower cost of communications between the participating nodes.
Host
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Figure 3: A sample Micro-Heterogeneous Computing environment
A proposed architecture, called Micro-Heterogeneous Computing (MHC), aims to
develop an environment that would facilitate the creation and utilization of high
performance computational environments as small as a single workstation. The hardware
portion of the architecture consists of a shared memory system such as PCI and a diverse
set of Processing Elements (PEs) that perform computations at host's request. For
example, a PE may be a PCI board containing a DSP or an FPGA that may be configured
to perform specific computations. A sample Micro-Heterogeneous Computing
environment is depicted in Figure 3
Since a shared memory interconnect such as PCI offers a much higher bandwidth than a
network connecting the loosely coupled nodes in the Heterogeneous Computing
environment, it is possible to exploit a much finer-grained parallelism in anMHC system
than in a Heterogeneous Computing environment.
The software portion of the MHC architecture consists of a client library and a subsystem
controlling the operation of the installed PEs. The client library provides a specific set of
computations that client applications may request. The PE control subsystem maintains
the database of available PEs, the set of computations implemented by each PE and the
performance specifications for each of the PEs. The performance of a PE is described in
terms of the data transfer rate between the host and the PE and in terms of the
Computation Completion Time (CCT) for a given type of a computation on a given
problem size.
With a defined set of computations, each Processing Element can be benchmarked once
to obtain the PE's performance characteristics for each of the supported MHC
computations. This is much simpler than the Analytical Benchmarking process in
Heterogeneous Computing, which needs to be performed anew each time a set of tasks
for a specific problem is identified. Since all code utilizing a Micro-Heterogeneous
Computing environment simply makes requests for the execution of computations from a
defined set, the Code Profiling step of the Heterogeneous Computing is reduced to
selecting which computations implemented by the MHC environment can be utilized.
With a defined set of implemented computations and the reduced granularity of the tasks,
dynamic scheduling of computational tasks to the Processing Elements is a natural fit for
the MHC environment. The dynamic scheduler performs the Task Scheduling step
automatically at run time, eliminating that step in MHC development.
Several scheduling heuristics have been developed and applied to the MHC environment
[1]. The simplest one, the Fast Greedy, is exactly the same as in Heterogeneous
Computing case - each task is assigned to the PE for which the CCT of the task is
estimated to be the lowest. This is a very lightweight scheduling heuristic that minimizes
the impact of the scheduling process on the system performance.
A more sophisticated scheduling algorithm utilized by the MHC framework is the Real-
Time Min-Min, or RTmm. This is an adaptation of the Min-Min algorithm used in
Heterogeneous Computing to the requirements of run time scheduling in an MHC
framework. Since it is impossible to evaluate the ECT of all the tasks together as in the
Heterogeneous Computing case, each task that is dynamically scheduled by an MHC
environment at run time is scheduled separately. The scheduling decision is still made the
same way, byminimizing the ECT of the task being scheduled.
The MHC environment can be constructed in a cost-effective fashion from relatively
inexpensive components. Additionally, the complexity of developing an application for
the MHC environment is reduced from multiple steps to simply picking the computations
relevant to the application from the set supported by the MHC environment. Together,
these factors make MHC a very promising environment for developing scientific
applications.
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2.3 Performance Estimation
The scheduling decisions in an MHC environment are based on the following
characteristics:
Availability ofdifferent PEs in the system
Current and projected utilization of the available PEs
Performance specification for each specific task implemented by each PE
Performance specifications, specifically CCT estimates for different tasks on different
nodes, play a central role in the MHC scheduling heuristics listed above. Therefore,
precise CCT estimation for each task is critical in order to make correct scheduling
decisions, thus achieving optimal mapping of tasks to PEs.
In a Heterogeneous Computing environment, the performance estimation data is obtained
during the Analytical Benchmarking phase to establish the performance specifications of
various computing nodes for different computational tasks identified within the
application. Because the set of tasks is defined by the application, the Analytical
Benchmarking must be performed for each new application.
In a Micro-Heterogeneous environment, the set of tasks is fixed by the MHC API.
Because of that, the performance estimation can be performed once for each Processing
Element that is present in the system.
The MHC environment places unique requirements on CCT estimation techniques. The
following chapter describes these requirements and compares several potential CCT
estimation techniques with respect to their compliance with these requirements.
11
Chapter 3
Computation Completion Time Estimation Techniques
As stated in Chapter 2, the needs of Micro-Heterogeneous Computing place unique
requirements on the method of CCT estimation. This chapter provides justification for
those requirements and evaluates several potential approaches to obtaining CCT
estimates with respect to those requirements.
3. 1 CCT estimation technique requirements
A CCT estimation technique consists of the following parts:
A CCT estimation function provided for each of the supported computations on
the PE(s) supported by the technique.
A method for obtaining the CCT estimation function for the computations
implemented on the PE(s) supported by the technique.
While precision of a CCT estimate is a critical attribute of an estimation technique, it is
not the sole attribute required to make an estimation technique practical for use in a
scheduling heuristic for anMHC environment.
The following requirements are placed on a CCT estimation technique by the
characteristics of theMHC environment:
Precision of the produced estimates
Complexity ofcomputing an estimate at run time
Complexity ofgenerating a CCT estimation algorithm for a Processing Element
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Applicability of the CCT estimation technique to different Processing Elements
3.1.1 Estimate precision requirement
The precision of the CCT estimates produced by the CCT estimation technique is an
obvious requirement that is not unique to MHC. Since the CCT estimate is the basis for
the decisions produced by all scheduling heuristics, an excessively imprecise estimate can
result in incorrect scheduling decisions and suboptimal distribution of tasks to the
Processing Elements.
Obviously, the ideal estimate of the CCT for a given computation is the exact amount of
time that the computation will take. However, the complexity of obtaining the exact CCT
value is likely to make that goal unattainable. For instance, the most straightforward way
to exactly determine the CCT is to actually perform the computation and measure the
time. Of course, this approach is not suitable for use in a scheduling heuristic. The need
for precision of the CCT estimate must be balanced with other requirements dictated by
the MHC environment.
3.1.2 Estimate computation complexity requirement
The CCT estimation algorithm used by an MHC scheduling heuristic needs to be
lightweight because scheduling of tasks in a Micro-Heterogeneous environment occurs at
run time. For each of the tasks being scheduled, the CCT of the task must be evaluated
for each of the many Processing Elements available in the system. This provides the
scheduler with the data necessary to determine the optimal assignment of the task to one
of the available PEs. All these estimates must be computed and the scheduling decision
must be made in the amount of time negligible in comparison to the execution time of the
task itself.
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In order to limit the complexity of the CCT computation algorithm, the CCT for a
specific computational problem is estimated based only on the size of the problem and
not on the problem data. This eliminates the possibility of determining the exact CCT
since for many computational problems, such as LU-decomposition implemented here,
the number of operations required is dependent on the problem data. In other words, two
data sets with the same number of elements can require a different number of operations
to complete the same computation. Therefore, the CCT estimate must be either worst
case for a given size data set or some typical value based on the best case and worst case
time estimates for a given size data set. Since the purpose of obtaining the CCT estimates
is to compare performance of the different PEs on a given task, the worst-case estimate is
acceptable.
3.1.3 CCT estimation algorithm generation complexity requirement
In addition to the above requirements, the complexity involved in generating a CCT
estimation function must also be considered. For instance, it may be possible to generate
a function to quickly and easily produce a precise CCT estimate for a specific
computational problem. However, if a significant effort is required to generate the CCT
estimation function itself for a single computational problem on a single type of a
Processing Element, the development of the CCT estimation functions for multiple PEs
implementing multiple computations each may well prove to be exceedingly complex.
Development ofmultiple types ofPEs supporting multiple different computations each is
required for the proliferation of the MHC framework. Therefore, it is necessary to
develop the CCT estimation techniques that can generate CCT estimation algorithms for
a new PE with as little effort as possible.
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3.1.4 CCT estimation technique applicability requirement
An MHC environment can include many different categories ofProcessing Elements that
employ vastly different architectures. These architectures include, in addition to the
general-purpose host processor, high-performance VLIW and SIMD processor
architectures, custom hardware computational devices implemented on FPGAs, or even
exotic computational devices such as quantum computers or analog computational
circuits.
It is desirable that the CCT estimation technique that is adopted be applicable to many
different categories of PEs that may be employed in a MHC system. A CCT estimation
technique that is relatively easy to develop and compute for one type of a device may be
completely inapplicable to another device type.
It is not strictly required that a single CCT estimation technique be used for all types of
Processing Elements that can be integrated into an MHC environment. The CCT
estimation algorithms are generated prior to running any programs that use the MHC
environment. Therefore, there are no strict requirements on how the CCT estimation
algorithms are generated as long as the generated algorithms satisfy the requirements
listed above.
However, it would certainly be beneficial for the proliferation ofMHC environment if a
single CCT estimation technique could be developed that would be applicable to all or at
least a broad range ofPE architectures.
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3.2 CCT estimation algorithm generation methods
Several different approaches can be taken to obtaining a CCT estimation algorithm for a
given computation executing on a given Processing Element in a MHC environment. The
following methods ofobtaining a CCT estimation algorithm can be considered:
Physical System Analysis
Source Code Analysis
Numerical Analysis
3.2.1 Physical System Analysis
A PE performing a computation can be considered a closed system when the
communications with the host are excluded from consideration. The problem data is
resident within the PE, the architecture of the PE is fixed and no other inputs to the
system are accepted while the computation is in progress. Therefore, it is possible to
calculate precisely, clock cycle by clock cycle, how long the computation for a given size
data set will take. To avoid analyzing the actual contents of the problem data, certain
assumptions about the contents can be made that will dictate either the worst case or
typical execution time for the computation.
Since computational algorithms are highly iterative, it is possible to estimate the CCT by
analyzing the completion time of a single iteration and extrapolating the result to the
entire loop. Nested loops in the algorithm can be handled accordingly. For a significant
size data set, the time required to compute the CCT estimate of a single loop iteration
should be negligible compared to the actual CCT of the algorithm on the entire data set.
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The completion time of a single loop iteration can be calculated exactly based on the
clock cycles required to perform the iteration.
Even though the actual time to generate a CCT estimate for a given data set size may be
suitable for use by a scheduling heuristic, the complexity of actually generating a CCT
estimation function for a given computation on a given PE type may be too high to make
such approach practical for all categories ofProcessing Elements.
This technique may be well suited for PEs based on a hardware device, such as an FPGA
programmed to implement a specific computation. These types of devices only include
features targeted towards the implementation of the specific computation. Therefore,
determining the precise set of steps the device goes through to calculate a single loop
iteration is relatively straightforward.
On the other hand, general-purpose devices such as VLIW or SIMD processors include
generic features that facilitate execution of different types of computations. These
features will typically substantially complicate the behavior of such a PE when
performing a specific computation. For instance, superscalar pipelined computing
architectures, cache subsystems and DMA controllers are utilized by most of the high
performance computation devices, and any computation implemented on such a device
will make extensive use of these features. However, since these features are not targeted
to that specific computation, the analysis of the interaction of these features during a
computation can be very complex.
For example, the execution time of the instructions comprising a single loop iteration can
be calculated from the source code comprising the iteration. Compiler optimizations,
which are a significant factor particularly in VLIW architectures, can be incorporated by
17
analyzing the code at the assembly level generated by the compiler from a high-level
language such as C. The effects ofpipelined execution andmultiple instructions issue can
be incorporated into the estimate with some work. However, the effects of data and
instruction cache operation, branch prediction and other high-performance computing
features on the CCT estimate, while computable, are much harder to quantify. In most
cases, a cycle-accurate device simulator must be built in order to determine execution
time for the different computations implemented on a PE.
A preferred CCT estimation heuristic should be relatively straightforward to develop for
a given computation on a given PE architecture without the use of complex and costly
instrumentation such as a cycle-accurate device simulator.
3.2.2 Source Code Analysis
There are many ways to generate high precision CCT estimates based on the source code
implementing the computation on a PE. Many techniques have been developed for
estimating completion time of various algorithms on general-purpose processor
architectures. These techniques typically are much less complex than the cycle-accurate
analysis.
For instance, a large body of work in the area ofWorst Case Execution Time (WCET)
estimation for real-time environments can lend many techniques to the task of developing
a CCT estimation algorithm, such as analysis of the execution paths in the code,
execution time estimation on pipelined and superscalar architectures, and cache analysis
[13,14]. The task of estimating CCT for a static computational algorithm is much simpler
than the more general WCET estimation that must consider interrupts and multiple code
paths that may coexist and compete in an interactive real-time system. Therefore, it
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should be possible to develop reasonably precise and simple CCT estimation functions
using some of the techniques developed in the WCET research.
The downside of this approach is that all CCT estimation techniques based on source
code analysis will only be applicable to software-based PEs, such as a VLIW or SIMD
processor. A completely different set of CCT estimation techniques would have to be
developed for PEs that are not based on a general-purpose processor. A common CCT
estimation technique that would cover all possible types of PEs would certainly be
preferable.
3.2.3 Empirical Analysis
All the CCT estimation methods discussed above are analytical in nature. As such, they
are highly specific both to each particular computation and to every specific architecture
that PEs may utilize. Therefore, the significant effort of developing a suitable CCT
estimation function often cannot be leveraged to develop a similar function for a different
computation or for a different PE architecture.
In contrast, an experimental approach to developing a CCT estimation function does not
necessarily need to be closely tied to the specific computation algorithm or to the
particular PE architecture for which it is being developed. Therefore, a method for
developing a CCT estimation function may be developed that will be easy to apply to
different types of computations and different types ofPEs.
While not exact, numerical estimation methods based on carefully collected experimental
data have been used extensively in science to estimate various quantities with sufficient
precision. Typically, a sufficient number of experiments are performed to obtain a
number of values for a specific parameter. One or more parameters that are expected to
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influence the value of the parameter being measured are varied between the experiments.
The resulting data set is analyzed and a mathematical expression is derived that
represents the relationship between the measured parameter and the variable parameters.
For example, Hook's law can be studied with the aid of an experimental technique. A set
of different masses can be suspended from the spring, and the extension of the spring
measured. The resulting data set can be analyzed using numerical methods, revealing a
linear relationship between the value of the suspended mass and the extension of the
spring. For multiple parameter case, the same experiment can be performed with the
spring at different temperatures, and the effects of the changing temperature on the
extension of the spring for a given mass can be quantified.
This example reflects the advantages of an empirical approach. The same relationship
between the extension of the spring and the mass suspended from it can be derived
through the analysis of the molecular structure of the metal comprising the spring.
However, the effort required to derive the same relationship will be orders ofmagnitude
larger. Obviously, the relationship derived through the molecular analysis will be far
more precise and will reveal slight deviation from the generally linear relationship
obtained through experimentation. However, the experimental result is still useful for
most practical purposes.
Similar to the Hook's law, it should be possible to derive the approximate relationship
between the CCT and the data set size for a given computation executing on a given
Processing Element. A sufficient set of experiments measuring the CCT for data sets of
various sizes can be used to derive a mathematical function approximating the CCT of a
computation based on the problem size. As with the Hook's law, the result is likely to be
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not as precise as the analytically derived one, but hopefully much simpler to obtain and
quite suitable for use in a scheduling heuristic.
3.3 Applying EmpiricalAnalysis to CCT Estimation
3.3.1 Potential benefits
Harnessing empirical analysis to develop CCT estimation functions is indeed a very
attractive goal. If suitable precision can be achieved, the task of obtaining a CCT
estimation function for a PE in an MHC environment becomes substantially simpler.
Since the empirical analysis methods are not dependent on a specific PE architecture or a
particular computational algorithm, the same CCT estimation technique can be applied to
any combination of a PE and an algorithm.
Because of this universal applicability, the derivation ofCCT estimation functions can be
partially automated. For each computation implemented by the MHC environment, a
number of representative problems of varying size would need to be developed. Then,
when a new PE is installed into anMHC environment, the computations supported by the
PE would be specified as part of the installation. Also as part of the installation, the MHC
environment would instruct the new PE to process each of the Representative Problems
(RPs) for each of the supported computations. The time that each of the computations
takes can be measured by the MHC environment, and numerical analysis can be used to
derive a CCT estimation function for each of the computations that the new PE supports.
While the process described above is time consuming, it would be part of the installation
procedure rater than actual scheduling calculations that the MHC environment will later
be making. The actual CCT estimation functions generated by the above method would
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be computationally very simple compared to any function that may be generated by
analytical means. The PE performance characteristics - the CCT estimation functions -
are obtained once during the installation of the new PE.
3.3.2 Polynomial Approximation
A common regression analysis technique that could be useful as a numerical method of
developing a CCT estimation function is polynomial approximation using the least
squares algorithm. This approach represents the CCT as a polynomial function of the
problem size. The least squares method uses a number ofmeasured CCT values for a set
of Representative Problems to obtain the coefficients of a polynomial of a specified
order. The resulting polynomial represents the CCT estimation function and can be used
by a scheduling heuristic.
The PE performance specification consists of a set of coefficients defining a polynomial
of the specified order for each of the computations that the PE supports. The polynomial
coefficients are used to determine the value of the CCT estimation function for the
problem size, which represents the CCT estimate for that problem.
The precision of a polynomial approximation depends on two variables - the order of a
polynomial and the number of CCT measurements used to obtain the coefficients. A
higher order polynomial typically (but not in all cases) produces closer approximation.
However, higher order polynomial increases the computational load of a scheduling
heuristic. It is therefore desirable to determine the minimum order of the polynomial that
satisfies the following requirements:
The polynomial is able to approximate the CCT function with the reasonable
precision for a range ofcomputations.
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The polynomial is able to approximate the CCT function by using a reasonably
low number ofCCT measurements.
This minimum polynomial order value is likely to be different for different computations
implemented on each Processing Element. High complexity computations may require a
high order polynomial to achieve reasonable precision of the CCT estimates.
3.3.3 Multi-Chord Approximation
3.3.3.1 Advantages ofMulti-Chord Approximation Algorithm
While a polynomial function of reasonably low order is not by itself an overly complex
computation, it is demanding enough to jeopardize the efficiency of a scheduling
algorithm when used as a CCT estimation function. To schedule a single computational
task, a CCT estimate will need to be computed for each of the PEs that support the
required computation. When a large number of tasks need to be scheduled, it is clear that
the relatively small overhead of computing a polynomial can become a burden.
A linear function is a far more lightweight computation than a polynomial, better suited
for use in a scheduling heuristic. However, a linear approximation of a non-linear CCT
function can be imprecise, which could cause suboptimal scheduling and diminish the
overall performance of the system.
A straight line between two points of any curve (a chord) becomes closer to the curve as
the two points move closer together. Therefore, if the interval of approximation is
sufficiently short, a linear approximation can provide sufficient precision for any
function. Therefore, if the domain of a CCT function is broken into a number of small
intervals, its value on each of those intervals can be closely approximated by a linear
function representing the chord of the CCT function on that interval. This is demonstrated
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in Figure 4 and Figure 5 by approximating a quadratic parabola with two and four chords,
respectively.
Figure 4: Approximating a parabola with two chords
Figure 5: Approximating a parabola with four chords
This approach retains the simplicity of linear
approximation while providing the
precision necessary in order to arrive at optimal scheduling
decisions. However, based on
the requirement for the approximation interval to be sufficiently small,
the number of
intervals (and therefore, the number of linear
approximation functions) required to
achieve the necessary precision across the
entire range ofproblem sizes can be arbitrarily
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high. A high number of intervals mean a high number of endpoints and thus a large
amount of time spent obtaining the necessary CCT measurements. As with the
Polynomial approximation, it is desirable to minimize the overhead incurred at the time a
PE is installed. Thus, an optimal CCT estimation function will consist of the smallest
number of intervals necessary to achieve the precision required by the scheduling
heuristic.
A PE performance specification consists of a set of linear functions representing chords
of the CCT function on each of the intervals. In order to obtain a CCT estimate for a
given problem size, the interval containing that size is located and the corresponding
linear function is used to obtain the CCT estimate. There is an additional overhead of
locating the relevant interval, but it is much lower than computing the polynomial of the
degree necessary to obtain the required precision.
3.3.3.2 Implementation of theMulti-Chord Approximation Algorithm
A Multi-Chord CCT estimation function is not a continuous function. It consists of a
number of linear functions, each representing a chord of the real CCT function on a given
interval. Therefore, the values necessary to define a Multi-Chord CCT estimation
function are as follows:
Number of intervals into which the range of the real CCT function (i.e. the range
of supported problem sizes) is separated.
For each of the intervals, two values a and b defining the chord of the real CCT
function curve as a linear function of the fornix = a * x + b.
The information necessary to determine the range of each of the intervals.
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The intervals may be all of the same size, or they may be of different sizes. If different
interval sizes are used, it is possible to achieve a higher precision with a smaller number
of intervals. With variable interval size, a flatter portion of the real CCT function curve
can be represented with a single interval, while a portion of the curve that is less flat may
be broken into smaller intervals. With fixed interval size, the least flat portion of the real
CCT function curve dictates the number of intervals necessary to achieve the desired
precision, even ifmost of the curve is relatively flat and would require a much smaller
number of intervals.
Therefore, variable interval size would minimize the number of intervals necessary to
achieve the desired precision and thus the time spent collecting CCT measurements at
installation time. On the other hand, with a variable interval size it is necessary to search
the list of intervals for each CCT estimate to determine which interval contains the given
problem size. In contrast, the fixed interval size allows determining the interval
containing the problem size with a simple computation:
Interval Index = Problem Size / Interval Size
That is a significant simplification over a search for the interval containing the problem
size that is necessary in the case of variable interval size. At scheduling time, this
simplification is significant. The drawback, of course, is that a fixed interval size requires
more measurements to be taken at installation time to achieve the given precision. Given
the importance of optimizing scheduling decisions, the fixed interval approach is
preferable.
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3.3.4 Automatic CCT estimation function creation
Once the precision required by the scheduling algorithm is determined, the CCT
estimation functions can be obtained automatically.
3.3.4.1 Polynomial Approximation
A CCT estimation function of necessary precision can be obtained automatically using
Polynomial Approximation. The minimum number of CCT measurements that will
produce a satisfactory CCT approximation for all algorithms needs to be determined
through experimentation. With that parameter specified, the following algorithm can be
used to automatically obtain the polynomial approximation of the necessary precision:
1 . Perform the pre-determined number of computations, measure CCT values.
2. Start with polynomial order ofone (linear approximation).
3. Obtain the polynomial approximation function of the set order from the CCT
values measured in step 1.
4. Using the CCT estimation function obtained in step 3, obtain a CCT estimate for
each RP executed in step 1, compare with the measured values.
5. If the average precision of the obtained CCT estimates across all RPs is too low,
increase the order of the CCT estimation polynomial, then go to step 3.
6. If the average precision of the obtained CCT estimate across all RPs is sufficient,
no further processing is needed - the current CCT estimation function is
sufficiently precise
The precision of the CCT estimate in the above algorithm is defined as the percentage
discrepancy between the measured CCT value and the CCT estimate obtained by the
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polynomial CCT estimation function. The precision of the CCT estimate is measured for
each of the executed RPs in every iteration of the above algorithm. If the average
discrepancy across all the estimates is less than the average discrepancy desired (in other
words, the average precision is higher than the average precision desired), the algorithm
is complete. Otherwise, the algorithm is repeated with the next higher order polynomial.
3.3.4.2 Multi-Chord Approximation
To obtain the necessary precision using the Multi-Chord approach, the following
algorithm can be used:
1. Measure the CCT of the maximum problem size supported by the PE.
2. Start with a single interval covering the range of problem sizes from zero to the
maximum problem size supported by the PE.
3. For each interval, measure the CCT in the middle of the interval and compare it to
the CCT estimate obtained from a linear function connecting the ends of the
interval.
4. If the average precision of the obtained CCT estimates across all the intervals is
too low, break each interval in two at the center point, then go to step 3. The
measured CCT for the problem size in the middle of the interval becomes the end
of the new interval comprising the lower half of the original interval and the
beginning of the new interval comprising the upper halfof the original interval.
5. If the average precision of the obtained CCT estimate across all the intervals is
sufficient, no further processing is needed
- the current set of intervals is
sufficient to achieve the necessary CCT estimate precision.
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The precision of the CCT estimate in the above algorithm is defined as the percentage
discrepancy between the measured CCT value and the CCT estimate obtained by the
chord linear CCT estimation function. The precision of the CCT estimate is measured at
each of the intervals in every iteration of the above algorithm. If the average discrepancy
across all the intervals is less than the average discrepancy desired (in other words, the
average precision is higher than the average precision desired), the algorithm is complete.
Otherwise, each interval is broken into two equal intervals and the algorithm is repeated
with twice the previous number of the intervals.
The algorithm above assumes a continuous range ofproblem size values. However, some
computational problems, such as the Radix2 FFT algorithms implemented here, have
significant problem size ranges that are not valid for those computations. For such
computations, the Multi-Chord algorithm may require a CCT estimate for a problem size
that is illegal for a given computation. This situation can be handled by taking two CCT
measurements - one for the largest valid problem size smaller than the one dictated by
the Multi-Chord algorithm, and one for the smallest valid problem size larger than the
one dictated by the Multi-Chord algorithm. The CCT measurement for the illegal
problem size can then be obtained using the linear function connecting the two CCT
measurements as the CCT function. This way, the CCT estimate for the invalid problem
size will not introduce nonlinearity into the Multi-Chord CCT estimation function. In
addition, if CCT measurements are required for multiple illegal problem size values
located between the two legal problem size values, all of those measurements will lie on
the same line and will be, in the worst case, represented by a single chord.
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The above algorithm does not provide mathematical guarantee of the precision of the
CCT estimate. It assumes, for instance, that the curve being approximated is continuous
and has its maximum deflection from the chord in the center of the interval. Neither of
these assumptions is guaranteed to be true. However, even if a CCT function includes
discontinuities, they are not likely to be dramatic. In addition, even if the maximum
deflection from the chord is not in the center of the interval, the deflection in the center of
the interval is likely to be reasonably close to the maximum. Based on these facts, it is
reasonable to expect the CCT estimation function obtained by the above algorithm to be
sufficiently close to the necessary estimate precision on the entire supported range of
problem sizes. In short, the precision of the CCT Estimation function obtained by the
Multi-Chord algorithm should be sufficiently close to the required precision for the
purposes of a scheduling heuristic.
3.3.5 Representative Problems Considerations
The application ofnumerical analysis helps to automate the derivation ofCCT estimation
functions for specific PEs. Several factors need to be considered in the composition ofthe
Representative Problems.
The first tradeoff to consider is the number ofRPs vs. the precision of the approximation.
Obviously, the most precise approximation possible would be obtained by making every
possible value of the data set size a data point for the numerical approximation. However,
that would require an impractical number of computations to be performed at the
installation time. Since the CCT estimation function being derived is to be used in a
heuristic, a relatively small number of RPs should provide sufficiently precise
approximation. The actual precision required is specific to the scheduling algorithm used
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by the MHC framework and needs to be determined by analyzing the scheduler
performance.
Additional problems arise in selecting the contents of each RP's data set. The CCT of
many algorithms depends on the contents of the RP's data. The contents of the
RPs' data
sets must be picked such that this variation is somehow taken into account. Simple
pseudo-random value distribution for the elements of a data set is not suitable since the
values that make a difference are often specific, such as zero. Two possible approaches to
populating each RP are either to guarantee the worst-case CCT or to aim for some
median CCT value. Since no assumptions can be made about the contents of the data sets
that will actually be submitted for calculation, there is no indication as to what the
median value of the CCT might be. Worst-case CCT approximation, on the other hand,
can be obtained with no assumptions about the data sets that will be submitted for
calculations. For the purposes of comparing the performance of different PEs when
performing the computation on a data set of a certain size, worst-case CCT estimate
should be a suitable performance metric.
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Chapter 4
Sample Computations
This chapter describes the implementation of the sample computations used to evaluate
the performance of the CCT estimation techniques. An overview of the sample
Processing Element used to evaluate the CCT estimation methods is provided. The
hardware architecture is described with respect to its applicability to MHC environments.
The sample computations were selected from the published Micro-Heterogeneous API.
The implementation of these algorithms is detailed with respect to utilization of the PE's
advanced architectural features.
4. 1 Sample Processing ElementArchitecture
The PE utilized for this work is a SI-C6711DSP-PCI, a PCI card suitable for integration
into a standard x86-based workstation equipped with PCI extension bus. This card
contains a Texas Instruments TMS320C6711 floating point DSP, up to 256 MB (up to
128 MB contiguous) PC133 RAM and the logic required to interface the DSP and RAM
into a host system via the PCI bus.
The overall architecture of this DSP is represented in Figure 6. The DSP Core
implements the VLIW computations, the LI Program and Data Caches together with L2
Cache/SRAM help improve memory access performance, and the Enhanced DMA
(EDMA) Controller allows for movement of data in memory without taking up CPU
utilization.
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The DSP Core handles fetching, dispatch, decode and execution of the program
instructions. Additionally, the DSP Core contains the Register File, which consists of the
data and control registers that are accessed by the execution units.
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Figure 6: TMS320C6711 Block Diagram [11]
The DSP is able to fetch and execute up to eight instructions in parallel, one for each of
the execution units. The execution of the instructions is performed by a 16-stage pipeline.
The core interfaces with the memory architecture through a 4 KB direct-mapped LI
Instruction Cache and a 4 KB 2-way set-associative Data Cache. The 64 KB L2 SRAM
can be configured to function as memory, L2 Cache or both. When configured as SRAM,
this memory space provides fast access (compared to the main memory) memory that can
be preloaded with often-accessed data based on the needs of the program being executed.
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The DMA controller can be used to load the data into the SRAM with virtually no impact
on the main processor operation. In this way, the memory space still operates essentially
as a cache in a sense that it provides faster access to data. However, the allocation scheme
can be completely customized to the needs of the algorithm being executed rather than a
generic caching algorithm.
The EDMA Controller is a central feature in the architecture of the TMS320C6711 DSP.
It provides 16 programmable priority channels for simultaneous transfers between main
memory, on-chip peripherals and the L2 SRAM, if configured for memory operation. The
EDMA controller provides a flexible data transfer mechanism that facilitates access to
complex data structures. For instance, it is possible to configure a transfer to
automatically retrieve a column of the matrix or to extract a portion of each row of the
matrix. In addition to servicing the requests from the DSP core to fill or flush cache lines,
the EDMA can be used to fetch data into the L2 SRAM for processing and store
processed data back into the main memory in accordance with the needs of the specific
algorithm rather than through a generic caching algorithm that is used when L2 SRAM is
configured in L2 Cache mode.
4.2 TMS320C6711 Performance
The TMS 320C6711 runs at 150 MHz, which is extremely slow by the standards of
today's general purpose CPUs. Additionally, most general purpose CPUs on the market
today include powerful floating-point units that utilize advanced architectures such as
SIMD and VLIW. It would be quite reasonable to question the choice ofTMS320C6711
as a viable PE in an MHC system based on a host with a clock rate an order ofmagnitude
higher. Indeed, one of the algorithms implemented on the DSP in this work - Complex
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Radix 2 Fast Fourier Transform - processed an eight-megasample (128 MB for double
precision complex numbers) signal in 80.18 seconds on the DSP and in 23.28 seconds on
host's Athlon XP 2800+, a 2.1 MHz desktop CPU utilized by the host. This makes the
host approximately 4 times faster than the PE.
There are two main reasons why TMS320C6711 deserves consideration. First, even
though this is one of the most advanced floating point DSPs currently in production, the
architecture that it employs has a much higher potential. The market conditions are such
that the DSP development currently concentrates on fixed-point DSPs due to their
popularity in various embedded devices. However, if a suitable market were to emerge
for floating point DSPs, much more powerful devices could quickly be developed. For
instance, the most recent generation of the TMS320C6000 series is a TMS320C64xx
family of fixed point DSPs that is expected to run at speeds up to 1 GHz and beyond [10].
Additionally, the TMS320C64xx DSPs include further performance-enhancing features
such as larger internal SRAM (1 MB) and a more flexible EDMA controller [4]. All of
these features could be available in a floating point DSP platform.
More importantly, the performance of the TMS320C671 1 cannot be fully evaluated based
exclusively on execution time. The peak power consumption of the TMS320C6711 is
less than 0.5 W [1 1]. On the other hand, the host processor consumes over 68 W ofpower
[12]. The power consumed by a processor is almost entirely translated to heat. The heat is
manageable for a single CPU, but as the number of CPUs in a system such as a
hypothetical MHC workstation increases, heat becomes an overriding concern. Therefore,
the number of PEs that can comprise a single MHC workstation may be limited by the
amount of heat generated within the workstation. In this situation, the slower
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TMS320C671 1 offers a significant performance-to-power advantage over even the fastest
general purpose CPUs. Indeed, when the computation time indicated above is normalized
for power consumption, the DSP outperforms the host CPU by 30 times. Therefore, a
computing cluster based on DSPs can be much more powerful than a cluster based on
host processors because the heat dissipation of a host processor is a limiting factor in the
cluster density.
4.3 Sample Computation Implementation
4.3.1 Software Implementation
For the purposes of evaluating different speedup estimation techniques, several
computations were implemented for this PE. One simple computation is the addition of a
single common value to each of the elements in the matrix. The completion time of this
computation is a linear function of the data set size, and its simplicity of implementation
should make it a good baseline case for evaluating different speedup estimation
techniques. Several computations ofhigher complexity were implemented to evaluate the
precision of the estimations for different types of algorithms.
4.3.1.1 Code optimization
A VLIW computing architecture such as a TMS320C6000 family ofprocessors typically
relies on the compiler to structure the executable code in such a way as to take maximum
advantage of the processor features. The compiler performs instruction reordering and
scheduling in such a way that as many computational resources as possible are utilized.
Additionally, the compiler ensures that various instruction scheduling constraints are
always satisfied. As a result, the code generated by a compiler for a VLIW architecture is
typically very close to the optimal code. Manual optimization of assembly level code is a
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complex process that is usually only undertaken to satisfy certain real-time requirements
that the compiler-generated code fails to meet.
For the purposes of this work, the compiler-generated code is considered optimal on the
instruction level. All optimizations are limited to structuring and coding algorithms in
such a way as to facilitate all the compiler-provided optimizations and to minimize data
transfers between the layers ofmemory hierarchy.
Additional algorithmic optimization is the utilization of the multi-layer memory structure
provided by the DSP. As much as possible, all computation data is pre-loaded into the
SRAM via DMA transfers and all computation results are stored into SDRAM via DMA
transfers upon completion of the computation. Any data that may need to be used by the
computation algorithms directly from SDRAM is pre-loaded into the DSP Core registers
(through compiler register allocation) and/or into LI Data Cache.
Whenever possible, each chunk of the computation data is loaded into the L2 SRAM via
a DMA transfer, then the loading of the following data chunk is initiated via a DMA
transfer just before the processing of the currently loaded data chunk begins. When the
DSP core completes processing of the loaded data chunk, it polls the DMA controller for
the completion of the previously initiated data transfers. Once the DMA controller reports
the completion of the transfers, the processing of the data chunk is complete. The
computation results are stored from the L2 SRAM into the SDRAM via a DMA transfer
followed by the DMA transfer that loads the new chunk of the computation data.
4.3.1.2 Algorithm implementation
To test the various estimation techniques for the CCT, several different computations
were implemented. The first computation adds a constant to each of the elements in a
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provided matrix. This algorithm's computational and data manipulation requirements
have a linear relationship with the matrix size. The second algorithm is a LU-
decomposition of amatrix. Computational complexity of this algorithm is not particularly
high, but the amount of data manipulation required is not linearly related to the matrix
size. The third computation implemented is a classic digital signal processing algorithm,
the fast Fourier transform (FFT). Finally, to evaluate the estimation precision on a real
world scenario, a convolution algorithm is implemented using the FFT.
As dictated by the current MHC implementation, the implemented algorithms follow the
data types and structures defined by the GNU Scientific Library (GSL). As much as
feasible, the algorithms follow the algorithms implemented by the GSL equivalent
functions.
As mentioned above, the main modification made to the algorithms in order to adapt
them to the DSP environment was the utilization of the L2 SRAM. Utilizing the L2
SRAM as cache would not be very useful since the computational algorithms tend to
sequentially access large ranges of memory rather than repeatedly access the same
memory range. Instead, the data was moved into and out of the L2 SRAM by explicitly
programming the DMA controller to start two transfers, one out of the L2 SRAM and
into the SDRAM and one in the opposite direction. The transfers were programmed with
the specific buffer size (32 KB - one half of the available SRAM), the locations of the
source and the destination buffers in the memory map and the priority of each transfer.
The priority was chosen such that the transfer from the L2 SRAM to the SDRAM would
store the processed data before new data was loaded from the SDRAM to the L2 SRAM.
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In essence, the manually programmed DMA transfers described above constitute cache
management for the L2 SRAM customized for each specific computational algorithm.
When L2 SRAM is used in cache mode, data is transferred into it in single cache line (32
bytes) increments, and only when one of the words in the cache line is accessed.
However, since computational algorithms access large data sets sequentially, the DSP
core would have to stall each time a single cache line is processed in order to wait for the
next cache line to be fetched from SDRAM into the L2 SRAM. The manually initiated
DMA transfers accomplish essentially the same thing with two exceptions. First, the size
of a single burst transfer (a cache line) is increased to 32 KB. This does not make sense
for general purpose caching algorithms where the pattern of data access is unknown.
However, for the computational algorithms that are known to access large blocks of data
sequentially, this approach is an important optimization. Additionally, the cache line is
only fetched (and an old cached data stored to SDRAM if necessary) once a memory
access is attempted by the DSP core to the address that is not currently cached. Again,
this is the only approach available to a general-purpose caching algorithm that cannot
predict the memory access patterns of the software being executed by the DSP core.
However, each computational algorithm can predict which memory will be accessed
next. Thus, the DMA transfers can be programmed to fetch that memory into the L2
SRAM in parallel with the current data being processed by the DSP core.
mhc_matrix_add_constant
This function, a part of the currently implemented MHC framework, adds a specified
constant to each of the elements of the provided matrix. The algorithm is very
straightforward: the specified constant is loaded into a DSP Core register, and the matrix
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is loaded into the L2 SRAM in chunks, then stored back to the SDRAM once the constant
has been added to all the loaded elements.
The L2 SRAM is divided into two 32 KB buffers. While the first buffer is being
processed (a constant added to each matrix element contained in the buffer), the
processed data contained in the second buffer is stored into the SDRAM via a DMA
transfer, and then a new portion of the matrix is loaded into it via another DMA transfer.
When the processing of data contained in the first buffer completes, the DSP core awaits
the completion of both DMA transfers for the second buffer. The completion of those
transfers marks the end of the cycle, and the DSP core starts the DSP transfers for the
buffer whose processing it just completed and moves on to process the new data in the
other buffer.
This computation loads each element of the matrix into the L2 SRAM and into the DSP
core exactly once, and exactly one operation (addition of a constant) is performed on
each matrix element. Therefore, this computation is a good baseline case for evaluating
the CCT estimation techniques.
mhc_linalg_LU_decomp
This function, also a part of the current MHC framework specification, performs the LU-
decomposition of a matrix. The decomposition method used is the same one used by the
GSL, Gaussian Eliminationwith partial pivoting [18].
The LU decomposition operation is an operation on a square matrix that finds two
matrices satisfying the following conditions. First, the product of these two matrices is
the original matrix. Second, the first of the two matrices (L matrix) is a triangular matrix
with no non-zero elements above the diagonal. Finally, the second of the two matrices (U
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matrix) is a triangular matrix with no non-zero elements below the diagonal and all the
elements on the diagonal equal to one.
The input matrix is a square matrix in a GSL data structure. The result is two square
matrices, L and U, encoded in the memory previously used by the input matrix. This can
be done because the values of all elements of the resultant L matrix above the diagonal
are zero, and the values of all elements of the resultant U matrix below the diagonal are
zero as well. Thus, the only elements in which both L and U matrices have non-zero
values are those on the diagonal. However, the values of all elements on the diagonal of
the L matrix are one, so those elements do not need to be included in the result data.
Therefore, the elements of the resultant matrix above the diagonal are the elements of the
U matrix, whose diagonal is all ones and the lower half is all zeros. The elements of the
resultant matrix at the diagonal and below are the elements of the L matrix, whose upper
half above the diagonal is all zeros.
Two additional results of this function are a vector representing row interchanges that
may be required by the LU decomposition and an integer representing the number of row
interchanges that were required to complete the decomposition. The value of each
element of the vector represents the index of the row of the original matrix that ended up
as a row in the final matrix with the index equal to the index of the element in the vector.
The value of the integer is (-l)n, where n is the number of row interchanges that were
required to complete the decomposition.
The algorithm processes the input matrix in columns. The processing of each column
consists of three stages. The first stage is determining the pivot row. To determine the
pivot row, the column is loaded into the L2 SRAM in 32 KB chunks and the index of the
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column element with the highest absolute value is found. That element is the pivot
element, and the row to which that element belongs is the pivot row.
The second stage of the column processing consists of swapping the pivot row with the
row whose index is equal to the current column index (unless they happen to coincide),
then dividing all the elements of the pivot row following the pivot element by the value
of the pivot element.
The third and final stage of column processing consists ofusing Gaussian Elimination to
process all the elements in all the rows below the pivot row (after the swap this is the row
whose index is equal to the index of the current column).
For the latter two stages of the algorithm, the L2 SRAM is divided into three equal
buffers, one dedicated to holding portions of the pivot row, and two dedicated to holding
corresponding portions of the rows being processed. To avoid loading each portion of the
pivot row more than once, the following set of steps is executed. First, each portion of the
pivot row is loaded into its buffer. Next, all elements are divided by the pivot element
(this completes the processing of the pivot row data). Finally, the corresponding portions
of all the rows below the pivot row's new location (row index equal to the index of the
current column) are processed.
In order to incorporate the row swap into the processing, the first row to be processed is
the row that will be swapped with the pivot row, which is the row whose index is equal to
the index of the current column. When processed, this row is stored in place of the pivot
row, which remains in its buffer in L2 SRAM. The remaining rows are processed in two
sets - the rows between the original and the new location of the pivot row, and the rows
between the original location of the pivot row and the end of the matrix. If the pivot row
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does not need to be swapped with another row, the former set of rows contains no rows;
if the pivot row is the last row in the matrix, the latter set of rows contains no rows. The
processing of each of the two row sets above utilizes the remaining two buffers allocated
in the L2 SRAM - while one row is being processed in one buffer, the previous row is
being stored from the second buffer into the SDRAM and the following row is being
loaded in its place. Finally, the pivot row is stored in its new location, in place of the row
whose index is equal to the index of the current column.
Once the pivot row is identified, the L2 SRAM is divided into four 16 KB buffers, two
buffers for the work row and two buffers for the operand rows. The work row is loaded
into the work row buffers in 16 KB chunks starting with the element on the diagonal of
the matrix. While one work row buffer is being processed, the processed data from the
other work row buffer is stored into the SDRAM and replaced with another 16 KB
portion.
The processing of the each element in each non-pivot row consists of being modified as
follows:
ai=ai-pixa
where a* is a non-pivot row element, pi is the corresponding pivot row element and an is
the non-pivot row element in the current column. This operation ensures that every
element in the current column following the pivot element is set to zero.
The description above is not a precise description of the algorithm, but rather a loose
description intended to convey the amount of data movement and calculations required to
complete this algorithm. Several facts can be determined from this description. First,
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most elements in the matrix (all except the element in the first row, first column) are
loaded into the L2 SRAM and stored back to the SDRAM more than once. Therefore, the
data manipulation portion of the algorithm is not linearly dependent on the data size.
Furthermore, the number of computational operations performed on an element of the
matrix is different for different elements, suggesting a non-linear dependency between
the matrix size and the number of the computational operations required to complete the
algorithm. Finally, the CCT of this algorithm depends on the contents of the data set, and
not only on its size. For instance, the number of row interchanges required to complete
the algorithm depends on the contents of the matrix and thus cannot be predicted based
on the matrix size.
mhc_fft_complex_radix2_dif_transform
This function is part of the GSL package, of which the MHC framework implements a
subset. The function calculates the FFT of a signal specified in an input vector using the
decimation-in-frequency algorithm. The algorithm implemented requires that the size of
the signal be a power of two (hence radix2 in the name). The input signal is in complex
form, with array elements at even indices representing the real part of a complex pair and
array elements at the subsequent odd indices representing the complex part. The sign
argument indicates whether the forward or inverse FFT is to be calculated. For forward
FFT, the input signal is considered to be in the time domain, and for inverse FFT, it is
considered to be in the frequency domain. The output signal, in the frequency domain for
the forward transform and in the time domain for the inverse transform, is contained in
the same memory locations occupied by the input signal at the start of the computation.
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The FFT algorithm implemented consists of two parts. The first part is the actual
calculation of the FFT, and the second is the rearrangement of the resulting data known
as bit-reversing. The first part is executed in log(n) stages. Each stage, as part of the
calculation, splits the initial signal into twice as many sections as in the previous stage.
Each signal section for a given stage is half as long as a single section in the previous
stage The final stage splits the signal into n stages, each only a single element in size.
Each element of the input signal is loaded into memory log(n) times for the first part of
the algorithm (once for each stage), and one additional time for the second part. Due to
the way in which the FFT algorithm accesses the data in SDRAM, manual cache
management via DMA transfers, while adding complexity to the algorithm, does not offer
any significant advantage over the automatic caching provided by the LI Data cache.
Therefore, no manual fetching ofdata via DMA transfers was utilized in this algorithm.
This algorithm is one of the most widely used algorithms in digital signal processing. It
also contains a large number of computations per element. This algorithm provides
means of evaluating the applicability of CCT estimation technique to computationally
intensive algorithms.
mhc_ffl_convolution_complex_radix2
This function is not part of the MHC framework interface or of the GSL package.
However, it is an efficient means of implementing digital signal filters. It was included in
order to evaluate the performance of the estimation technique when applied to complete
signal processing algorithms rather than to their mathematical components.
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The inputs to this function are two complex signals in time domain. The size of each of
the signals must be a power of two, but the sizes do not need to be equal. The output
signal is a complex signal that is a convolution of the two input signals.
The algorithm implemented is FFT convolution. It utilizes the mathematical property of
the frequency domain stating that convolution of the two functions in the time domain is
equivalent to multiplication of those two functions in the frequency domain. Therefore,
the algorithm consists of performing a forward FFT on both of the input signals,
multiplying their values and performing an inverse FFT on the result.
This algorithm can be used as a filter by providing a signal that consists of the desired
frequencies as one of the inputs. When this signal is converted into the frequency domain,
it will only contain non-zero values at the desired frequencies. When multiplied with the
other input signal in the frequency domain, it will cause all the non-desired frequency
components in the resulting signal to be canceled out. When the result is converted in the
time domain, it will be the other input signal with the specified filter applied.
4.3.1.3 Population of the Representative Problem Data
As stated above, the RPs must be developed separately for each computation that is
implemented by the MHC environment. The RPs must be populated in such a way that
the computation time of the RP is the worst-case CCT for that size of a data set. Since the
same RPs will be used for CCT estimation of the computation on all PEs that implement
it, no assumptions can be made about the PE architecture. Therefore, the worst-case
qualification for the RP can only be based on the computational algorithm and not on the
implementation of that algorithm on any PE.
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For mhc_matrix_add_constantQ, no worst-case exists - the specified constant is added
to each of the matrix elements, regardless of their values. Therefore, a representative data
set of a specified size is the appropriately sized matrix with elements of any value,
including zero.
The worst case for mhc_linalg_LU_decompO is the case when each work row in the
matrix needs to be swapped with another row. For that to happen, each element on the
diagonal must have lower value than at least one element below it in its column after all
the elements to the left of it in its row have been reduced to zero. This can be achieved by
setting all the elements in the main diagonal of the RP matrix to -n2, and setting all the
other elements to i*n +j, where n is the size of the matrix in each dimension and / and7
are row and column indices of a given element, respectively.
The remaining two functions, mhc_fft_complex_radix2_dif_transform0 and
mhc_fft_convolution_complex_radix2(), there is no worst case computation as well. The
amount of computation required to complete the algorithm depends only on the size of
the data set and not on its contents. The representative data sets for these computations
can be filled by random values.
The last two functions are examples of a unique computation type - computations with a
limited number of valid data set sizes. Because both of these computations require that
the size of the signal be a power of two, there are a very limited number of data set
(signal) sizes that can be processed by these functions. Due to the limited number of the
data set sizes, it may be relatively easy to determine the precise CCT function for this
type of a computation.
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Chapter 5
Evaluation of the CCT Estimation Techniques
Chapter 3 established the potential advantages of CCT estimation techniques based on
empirical analysis methods. The following two potential techniques were identified:
polynomial approximation and Multi-Chord linear approximation. To evaluate the
practicality of these techniques, they were applied to the computations whose
implementation is described in Chapter 4. This chapter describes the results obtained and
evaluates the two CCT estimation techniques based on those results. The advantages of
theMulti-Chord approximation over the polynomial approximation are highlighted.
5. 1 PolynomialApproximation
The polynomial approximation CCT estimation technique approximates the CCT
function with a polynomial of a certain order. The coefficients of the polynomial are
obtained through the least squares approximation method from a set of measured CCT
values.
5.1 .1 Evaluation of the Precision of Polynomial Approximation
To determine the minimum number of CCT measurements necessary to provide
reasonably precise approximations for a wide range of functions, the polynomial
approximation CCT estimation technique was applied to the computations whose
implementation is described in Chapter 4.
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For each of the implemented computations, thirty-two RPs (fifteen and sixteen for the
FFT and Convolution, respectively1) were processed and their CCT measured. Next, four
separate polynomial approximations of the CCT function for each computation were
obtained using four, eight, sixteen2 and thirty-two (for the first two computations only)
measurements. Each polynomial approximation was evaluated using polynomials of
orders one through five. Each of the derived CCT estimation functions was used to obtain
separate CCT estimates for all of the RPs.
In addition to the implemented computations, the polynomial approximation was used to
generate CCT estimation functions for a hypothetical computation performed on a
hypothetical PE. The purpose of this experiment was to explore the limitations of the
polynomial approximation to generate CCT estimates for computations with complicated
CCT functions. The nature of the actual computation or of the PEs on which it is to be
executed is not important and therefore not specified. The characteristic of the
hypothetical computation important for this experiment is its CCT function. The
hypothetical computations was designated the following CCT function {n represents the
number of elements in the problem data set):
CCT = 4 10"6 (lO^ )+(l0'6nf
The primary characteristic of a CCT estimation technique is its precision, i.e. the absolute
value of the difference between the estimated values of the CCT and the actual CCT for
different problem sizes. Each CCT estimate obtained from the measured CCT values was
1 For the FFT and Convolution computations, there are a limited number ofvalid problem sizes (sixteen
and fifteen, respectively) computable by the utilized PE since the number of samples in the signal must be a
power of two. Small problem sizes were not used due to the difficulty ofcorrectly measuring the small
CCT values.
2 Fifteen rather than sixteenRPs were used for the Convolution computation due to PE limitations.
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compared against the actual measured values. The quality of each CCT estimation
function was quantified by two metrics. The first metric is the maximum absolute
discrepancy, which is the absolute value of the highest difference between a measured
value and the estimated value. The second metric is the average discrepancy, which is the
ratio of the sum of discrepancies at each of the measured points divided by the number of
the measured points. Signed discrepancy values were used in calculating the average
discrepancy, thus a mix of over-and underestimates would produce a better value than a
string ofconsistent overestimates or a string ofconsistent underestimates.
5.1.2 Analysis of the results
The tables summarizing the CCT estimate precision metrics described above obtained for
each of the implemented computations are provided in Appendix B. Appendix C provides
the charts that graphically demonstrate the discrepancy between the actual CCT function
(displayed as the sequence of measured CCT values) and polynomial approximations of
various degrees derived from the different sets ofRPs.
The two tables below summarize the data presented in the Appendix B tables. Each cell
in Table 1 and Table 2 contains the average and the maximum, respectively, of the four
values in the corresponding cell of the identical tables for each of the four computations
implemented. The data in the tables below is a measure of the precision achieved by each
CCT estimation method - number of RPs and the order of the polynomial - across
different computations.
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Table 1: Average percentage discrepancy of the CCT Estimate for all computations
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 161 32
1 13.24 31.19 51.13 86.73
2 11.81 1.50 5.20 6.53
3 731.6 3.41 0.88 0.18
4 N/A 77.51 0.58 0.86
5 N/A 9545 0.42 7.93
Table 2: Maximum percentage discrepancy of the CCT Estimate for all computations
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 161 32
1 1086.6 1990.6 3027.2 2769.4
2 113.29 160.04 352.07 305.25
3 13791.36 59.31 74.56 56.66
4 N/A 1812 13.16 12.36
5 N/A 229409 9.12 76.39
The data in the tables above and in the tables contained in Appendix B does not reflect
the following limitations to the scope of the experiment.
First, the experiments revealed that all CCT Estimation functions obtained by polynomial
approximation provide consistently poor precision at the extreme low range of the
problem sizes. Since the small size problems are not expected to be handed off to PEs in
an MHC environment, the discrepancy values for the problems of the size smaller than
250,000 elements were excluded from the average and maximum discrepancy
computations. However, the problems of the size smaller than 250,000 elements were
used as valid data points in obtaining the CCT estimation functions.
1
Only 15 RPs were available for the Convolution algorithm
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More importantly, for the hypothetical function described above, the precision of the
polynomial estimation was unacceptable, with both maximum and average percentage
discrepancy in 1,000,000,000 % range (see Appendix C for the charts). It should be
expected (although it was not verified) that the polynomial approximation of very high
order would be able to provide reasonable precision of the CCT estimates. However, the
order of the polynomial would most likely be too high to be suitable for use in a
scheduling heuristic.
With the limitations on the complexity of the algorithm's CCT function and on the lower
limit of the problem size, polynomial approximation is shown to be a viable approach to
deriving CCT Estimation functions for computational algorithms, specifically algorithms
implemented by Processing Elements in a Micro-Heterogeneous environment. A CCT
estimation function of sufficient precision can be generated by a reasonable number of
RPs processed on a PE at the installation time.
For instance, for the implemented set of computations, as few as 8 RPs can generate a
second or third order polynomial CCT estimation function that on the average (usually)
provides high precision CCT estimates. However, the worst-case precision of a CCT
estimation function derived from so few RPs seems onlymarginally acceptable.
It appears that utilizing 16 RPs to generate a CCT estimation function produces estimates
very comparable in precision to those generated using 32 RPs. Using fourth and fifth
order CCT Estimation functions produces estimates that are very precise - within one
percent of the actual value and with acceptable
- less than 20 percent - worst-case
discrepancy. shows the CCT estimation functions for the function
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mhc_linalg_LU_decompO obtained using 8 and 16 RPs and polynomials of degree 1
through 5.
$ = * 0.1213X4 - 2.5975X3 + 40.444X2 + 74.221X - 8.2109
I-"
8y - 0.0251X* - 1.2152X3 + 32.366X2 + 90.836x - 14.245
y =-0.3893X3+ 23.937X2 + 118.29x-29.199
y =
14.4B6X2 + 174.89X - 81.005
y = 398.18x-501.1
100 -j
> '
->
B CCT \a!ues used in approximation
Measured CCT values
Linear approximation
Second order polynomial approximation
- -Third order polynomial approximation
- - Fourth order polynomial approximation
- - - -Fifth order polynomial approximation
Problem size, x10e6
=-0.008X5+ 0.3 78X4 - 4.7082x3 + 50.137x= + 58.221x - 2.6567
= 0.0474X" - 1 .81 17x3 + 37.323X2 + 77.302x - 6.5476
=-0.5357X3+ 26.838X2 + 1 03.87x - 1 5.795
15.907X2 + 157.5X- 50.518
365.91X- 352.16
/ /
CCTvalues used in approximation
Measured CCT values
- Linear approximation
Second order polynomial approximation
-Third order polynomial approximation
- Fourth order polynomial approximation
- Fifth order polynomial approximation
Froblem size, x1 0e>6
Figure 7: Polynomial approximations of the CCT function for linalg_LU_decomp using 16 and 8
problems
53
Given the limitation in complexity of the algorithm and the size of the problem to which
the polynomial approximation CCT estimation technique appears to be applicable, this
does not seem to be the optimal numerical analysis approach to CCT estimation in a
Micro-Heterogeneous environment. The Multi-Chord approximation technique described
below does not suffer from these limitations.
5.2 Multi-ChordApproximation
The Multi-Chord approximation CCT estimation technique approximates the CCT
function with series of linear functions, each being a chord to the curve of the real CCT
function over a certain interval. The size of each interval can be made sufficiently small
so that the precision of the estimate satisfies the specified requirements.
5.2.1 Evaluation of the Precision ofMulti-Chord Approximation
To determine the typical number of intervals, or chords, (and thus RPs) necessary to
provide a reasonably precise CCT estimation, the algorithm outlined in Section 3.3.4.2
was implemented and applied to the computations whose implementation is described in
Chapter 4. Additionally, the Multi-Chord method was used to generate the CCT
estimation function for the hypothetical computation/PE combination described in
Section 5.1.1. As stated in Section 5.1.2, the polynomial approximation did not provide a
CCT estimation function that would provide reasonable precision and be simple enough
to be useful in a scheduling heuristic. Due to the factorial component of its CCT function,
the hypothetical computation is a useful test case for any potential CCT estimation
heuristic.
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Since there is currently no indication of what would constitute a sufficient precision of
CCT estimates for an MHC scheduling heuristic, several target values for the maximum
discrepancy were considered. Table 3 summarizes the number of intervals necessary to
achieve the average percentage discrepancy of 5%, 10% and 25% for the implemented
computations.
Table 3: Number of intervals necessary to achieve the desired precision for each computation
Max. Average Discrepancy, %
25 10 5
s
o
o
O
mhc_matrix_add_constant 1 1 1
mhclinalgLUdecomp 1 4 4
mhc_fft_complex_radix2_dif_transform 1 1 1
mhc_fft_convolution_complex_radix2 1 1 1
Hypothetical computation
{CCT = 4 (lO_6-/i)f(l(r6-/iJJ)
16 16 64
5.2.2 Analysis of the results
The results above demonstrate that the simple linear approximation is in fact a very good
heuristic for many computations. Indeed, the maximum average discrepancy of three out
of five computations evaluated were approximated by no more than a single interval,
which is identical to a linear approximation. This is not surprising, given that the
complexity of those computations is 0(n) or
0(n* log(n)). However, these results also
show that the Multi-Chord CCT estimation method can offer much higher estimate
precision for more complex computations, such as 0(n ) or Q(nl).
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While the Multi-Chord CCT estimation algorithm requires more computational
investment than a linear approximation at install time, it requires almost no additional
computational cost at run time. It should be noted that the Multi-Chord CCT estimation
algorithm only requires significantly more computations than the linear approximation at
install time for those functions for which the precision of the linear approximation is not
sufficient. For computations whose CCT function can be sufficiently approximated by a
linear function, the Multi-Chord algorithm will also produce a single linear function and
will require only one additional computation (the midpoint to verify that the linear CCT
approximation is sufficiently precise).
It is important to realize that the precisions considered by the Multi-Chord algorithm are
as measured at the midpoint of each chord interval. As discussed earlier, this measured
average precision is not necessarily reflective of the maximum discrepancy on the entire
range of the function. For instance, measurements taken for the polynomial
approximation in Section 5.1 of the CCT of the computation
mhc_fft_complex_radix2_dif_transform indicate that for small problem sizes the CCT
function of that computation can have over 300% discrepancy with linear approximation.
Clearly, this discrepancy is not reflected by the < 5% average discrepancy for the linear
approximation as measured by the Multi-Chord algorithm. However, these large
deviations from the average discrepancy measured by the Multi-Chord algorithm are
likely to occur either at extremely small problem sizes that are not likely to be scheduled
to a PE in a Micro-Heterogeneous environment, or on small sections of the range of the
CCT function that include significant discontinuities. If these deviations are determined
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to adversely impact the performance of the MHC subsystem, their severity can be
minimized by a slight modification to the Multi-Chord algorithm.
The algorithm presented in Section 3.3.4.2 starts with a single interval covering the entire
range of the CCT function. Therefore, the average discrepancy is measured using only
the end and the midpoint of the interval and thus can ignore localized discontinuities. In
order to limit the maximum discrepancy, the algorithm can be started with several
intervals, thus reducing the intervals between CCT measurements and reducing the size
of a potential discontinuity that might not be detected.
5.3 Comparison of the CCT Estimation techniques
Both empirical analysis techniques for developing CCT estimation functions appear to be
well suited for use in a MHC environment. With both techniques, estimates sufficiently
precise for use in a scheduling heuristic can be achieved. Both techniques do not rely on
any specific characteristic of any specific PE architecture or specific computation, thus
both should be applicable to a wide range of (indeed any) PE architectures and
computations.
However, there are a number of advantages that make the Multi-Chord approach superior
to polynomial approximation:
Produces better CCT estimates for complex CCT functions and complex
algorithms
Guarantees the ability to achieve the necessary precision ofCCT estimates
Usually requires fewer CCT measurements
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Lower scheduling overhead at run time
First, even though the polynomial approximation appeared to provide a reasonably
precise CCT estimates for all of the implemented computations on the utilized PE, it
failed to provide a reasonable approximation for a hypothetic computation of a high
computational complexity. The Multi-Chord method provided a CCT estimation function
ofhigh precision for that computation.
In general, it is not certain that the polynomial approximation with the parameters
obtained above is generally applicable to all computations on all PEs. That assumption is
based on data obtained from four specific computations implemented on one specific PE,
and on the fact that the specifics of computation implementation or of the PE architecture
are not included as considerations into the development of the CCT estimate function. To
verify the applicability of the polynomial approximation to multiple computations on
multiple PEs, the technique must be applied to and tested on more computation/PE
combinations.
On the other hand, the approach taken with the Multi-Chord approximation virtually
guarantees the ability to approximate any CCT curve with any precision. In fact, the
Multi-Chord approach provided a high precision approximation for a hypothetical
computation/PE combination that could not be reasonably approximated using the
polynomial approximation approach.
Additionally, the Multi-Chord approach requires fewer CCT measurements (in most
cases) to achieve the precision similar to that achieved by the polynomial approximation.
This translates into significant computational savings at the time ofPE installation.
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Finally, the Multi-Chord approach provides a very lightweight scheduling heuristic, only
marginally more complex than a linear approximation, while the polynomial
approximation requires at least a third or fourth order polynomial to be computed.
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Chapter 6
Conclusions and recommendations
6.1 Accomplishments
This work evaluated the benefits and deficiencies of various approaches to developing
Computation Completion Time (CCT) estimation functions for use in scheduling
heuristics in a Micro-Heterogeneous Computing environment. The criteria were
developed for judging the applicability of a CCT estimation technique for use in aMicro-
Heterogeneous Computing environment. Two approaches based on empirical analysis of
CCT measurements for a small number ofRepresentative Problems (RPs) were selected
and evaluated based on those criteria.
In order to evaluate the precision of the selected techniques, a small subset of the MHC
functionalitywas implemented on a PE that is based on a Digital Signal Processor (DSP),
a VLIW architecture optimized for floating-point numerical computations. The PE was
integrated into a Linux host system via the PCI bus. The CCT of a number of RPs
executed on the PE was measured and used as data points for the selected CCT
estimation techniques as well as for evaluating the precision of the obtained CCT
estimates.
Finally, one of the two techniques, the Multi-Chord approximation, was shown to be the
optimal CCT estimation technique for use in Micro-Heterogeneous environments. An
algorithm was developed and implemented to automatically obtain the CCT estimation
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function for a given combination of a computation and a Processing Element using the
Multi-Chord approach.
6.2 Limitations and suggestions for further research
The results described above prove the viability of the empirical analysis approach to
obtaining CCT estimation functions for scheduling tasks in an MHC environment. The
Multi-Chord algorithm enables the automatic derivation of the CCT estimation functions
for any combination of PE/computation that can be integrated into the MHC
environment. However, only four computations out of the extensive MHC API
implemented on a single PE were verified to be compatible with the Multi-Chord
algorithm. While these tests showed that the Multi-Chord algorithm is a viable means of
automatically obtaining the CCT estimation functions for use in MHC scheduling
heuristics, it would be beneficial to apply the Multi-Chord algorithm to a wider range of
MHC computations implemented on different PE architectures. That would further
demonstrate the broad applicability of the Multi-Chord algorithm to different
PE/computation combinations.
In addition, as stated in Section 5.2.2, the precision of the CCT estimates that guides the
Multi-Chord algorithm is measured at the center of each approximation interval. This
should be reasonably close to the maximum discrepancy (minimum precision) seen on
the entire interval, but there is no certainty that it is the case. A modification to the Multi-
Chord algorithm described in Section 5.2.2 could improve the precision of the CCT
estimates at the cost of higher computational investment at installation time. It would be
useful to investigate whether the potential gain in precision translates into a noticeable
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improvement in scheduler performance and justifies the added computational investment
at the time ofPE installation.
Finally, it is hard to gauge exactly how precise a CCT estimation function needs to be for
use in a scheduling heuristic. All the evaluations of the precision ofCCT estimates were
made in absolute terms, without regard for the actual requirements of the MHC
scheduling heuristics. It would be useful to modify the current MHC scheduling
heuristics to use Multi-Chord CCT estimation functions in place of the currently used
linear approximation and to evaluate the performance of the MHC scheduler with CCT
estimation functions of different degrees of precision. This would determine the actual
precision of the CCT estimates that is required for optimal scheduler performance. Once
the necessary precision of the CCT estimation is known, the computational cost of the
Multi-Chord algorithm at the time ofPE installation can be determined.
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Appendix A
List ofAcronyms
SIMD Single Instruction, Multiple Data
VLIW Very Large InstructionWord
DSP Digital Signal Processor
FPGA Field Programmable Gate Array
PCI Peripheral Component Interconnect
MHC Micro-Heterogeneous Computing
PE Processing Element
RAM Random Access Memory
SDRAM Synchronous Dynamic RAM
SRAM Static RAM
KB Kilobyte
DMA DirectMemoryAccess
GSL GNU Scientific Library
CCT Computation Completion Time
RP Representative Problem
MAC Multiply and Accumulate
CPU Central Processing Unit
FFT Fast Fourier Transform
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Appendix B
Polynomial Approximation Results Tables
Table 4: Average percentage discrepancy of the CCT Estimate for mhc matrix add constant
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 3.28 0.92 0.51 1.31
2 2.93 0.69 0.68 1.47
3 2.88 J 0.75 0.75 0.10
4 N/A 5.49 0.92 0.15
5 N/A 3.52 0.30 14.6
Table 5: Maximum percentage discrepancy of the CCT Estimate for mhc matrix addconstant
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 12.12 25.54 35.77 41.41
2 15.37 29.75 38.70 44.02
3 37.28 13.88 17.57 19.45
4 N/A 23.16 8.48 7.33
5 N/A 17.11 8.80 76.39
Table 6: Average percentage discrepancy of the CCT Estimate for mhc_linalg_LTJ_decomp
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 47.88 112.69 192.38 172.14
2 7.45 1.92 14.94 11.59
3 1.33 3.00 0.90 0.26
4 N/A 2.52 1.01 1.56
5 N/A 1.12 1.15 1.26
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Table 7: Maximum percentage discrepancy of the CCT Estimate for mhc_linalg_LU_decomp
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 1086 1990 3027 2769
2 35.90 160.0 352.0 305.2
3 44.62 20.14 74.56 56.66
4 N/A 19.89 13.16 12.36
5 N/A 17.82 9.12 11.24
Table 8: Average percentage discrepancy of the CCT Estimate for
mhc_fft_complex_radix2_dif_transform
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 1.69 4.67 5.94 N/A
2 27.35 2.23 3.18 N/A
3 2872.4 9.60 1.40 N/A
4 N/A 297.2 0.32 N/A
5 N/A 38079 0.16 N/A
Table 9: Maximum percentage discrepancy of the CCT Estimate for
mhc_fft_complex_radix2_dif_transform
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 16 32
1 11.67 11.75 10.76 N/A
2 113.3 6.93 9.20 N/A
3 13791 59.31 5.94 N/A
4 N/A 1812.9 2.43 N/A
5 N/A 229409 0.59 N/A
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Table 10: Average percentage discrepancy of the CCT Estimate for
mhc_fft_convolution_complex_radix2
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 15 32
1 0.09 6.49 5.7 N/A
2 9.5 1.17 2.01 N/A
3 50.0 0.27 0.48 N/A
4 N/A 4.80 0.06 N/A
5 N/A 97.71 0.08 N/A
Table 11: Maximum percentage discrepancy of the CCT Estimate for
mhc_fft_convolution_complex_radix2
Number ofRPs used to derive a CCT Estimation
Polynomial
4 8 15 32
1 8.95 11.58 10.79 N/A
2 44.6 5.71 6.68 N/A
3 217.3 3.38 2.77 N/A
4 N/A 26.68 0.69 N/A
5 N/A 501.5 0.51 N/A
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