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Abstract
This paper provides a new ﬁxed point theorem for increasing self-mappings G :
B-B of a closed ball BCX ; where X is a Banach semilattice which is reﬂexive or has
a weakly fully regular order cone Xþ: By means of this ﬁxed point theorem, we are
able to establish existence results of elliptic problems with lack of compactness.
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1. Introduction
Let OCRN be a bounded domain with Lipschitz boundary @O: Consider
the semilinear elliptic Dirichlet boundary value problem (BVP for short) in
W 1;20 ðOÞ of the form
Du ¼ f ðx; uÞ þ h in O; u ¼ 0 on @O; ð1:1Þ
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where f :O R-R and hAW1;2ðOÞ: Here W 1;20 ðOÞ denotes the usual
Sobolev space of square integrable functions having generalized homogeneous
boundary values in the sense of traces, and W1;2ðOÞ denotes its dual space.
Problem (1.1) has been extensively investigated over the last decades by many
authors, see for a example [3,5,20] and references therein. Existence results
have been obtained mainly by using topological or variational methods
(critical point theory) and by combining these methods with differential
inequalities techniques such as the upper and lower solution method, where as
a common characteristic feature the compactness of the Nemytskij operator
F :W 1;20 ðOÞ-W
1;2ðOÞ generated by the function f and deﬁned by
/F ðuÞ;jS ¼
Z
O
f ðx; uðxÞÞ jðxÞ dx; u;jAW 1;20 ðOÞ;
plays an important role. Here /; S denotes the duality pairing between
W1;2ðOÞ and W 1;20 ðOÞ: Deﬁning A :¼ D :W
1;2
0 ðOÞ-W
1;2ðOÞ by
/Au;jS ¼
Z
O
rurj dx;
the corresponding weak formulation of (1.1) can be written as
uAW 1;20 ðOÞ: Au  F ðuÞ ¼ h in W
1;2ðOÞ: ð1:2Þ
In the theory of monotone operators due to Brezis and Browder, the
compactness of F ensures the pseudomonotonicity of the operator A 
F :W 1;20 ðOÞ-W
1;2ðOÞ which along with its coercivity yields an existence
result for (1.2). The compactness of F allows also to transform problem (1.2)
into a ﬁxed point equation involving a compact ﬁxed point operator such that
the existence follows by applying Schauder’s ﬁxed point theorem provided the
ﬁxed point operator maps a closed, bounded and convex set into itself. In
order to apply variational methods, a compactness condition on the energy
functional associated with (1.2) is needed which guarantees the convergence of
a subsequence of a minimizing sequence. This condition, which is the Palais–
Smale condition, is also a consequence of the compactness of F ; see for
example [20]. Sufﬁcient conditions on the function f that ensure the
compactness of the Nemytskij operator F are, e.g., the following:
(i) f :O R-R is a Carathe´odory function,
(ii) f satisﬁes a subcritical growth condition: NX3; 2ppo2n ¼ 2N
N2
jf ðx; sÞjpkðxÞ þ cjsjp1; sAR; where kALqþðOÞ with 1=p þ 1=q ¼ 1:
Here, 2n ¼ 2N
N2 is the critical exponent in the Sobolev embedding
W 1;20 ðOÞCL
pðOÞ: When p equals the critical Sobolev exponent 2n; or when
f is, for instance, discontinuous with respect to its second argument problem
(1.1) becomes difﬁcult because of the lack of compactness of F : Special
methods such as for example the upper and lower solution method
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combined with truncation techniques, the dual variational principle, the
concentration–compactness-principle, or nonsmooth critical point theory
based on Clarke’s generalized gradient have been developed to overcome the
lack of compactness in the investigation of elliptic problems of the form
(1.1), see e.g., [1–4,6–8,10,13,16,17,19–21,23,30,33]. For elliptic problems in
unbounded domains, such as for example in all of RN ; the situation becomes
even more complicated, since the compactness, in general, is already
violated for smooth enough nonlinearities f satisfying only a linear growth.
This is because of the lack of compactness of the embedding
W 1;2ðRN ÞCL2ðRNÞ: Elliptic problems in unbounded domains with non-
linearities that are discontinuous and/or of critical growth have been treated
by different methods, e.g., in [9,11,14,15,18,20,22,24–26,31].
The main goal of this paper is to present an alternative approach to the
existence theory of elliptic problems which allows us, in particular, to treat
problems with lack of compactness without assuming the existence of an
ordered pair of upper and lower solutions. Our approach is based on a
general ﬁxed point result for increasing operators in ordered normed spaces
obtained recently by the second author in [27]. As a special case, we provide
in Section 2 a new ﬁxed point result for increasing self-mappings G : B-B
of a closed ball BCX of a Banach semilattice X ; which is suitable in
applications to elliptic problems with lack of compactness. Applications are
studied in Section 3.
2. New ﬁxed point theorem
For convenience, let us ﬁrst introduce some basic concepts of partially
ordered sets.
Given a nonempty partially ordered set (poset) P ¼ ðP;pÞ: The notation
xoy stands for xpy and xay:
An element b of P is called an upper bound of a subset A of P if xpb for
each xAA: If bAA; we say that b is the maximum of A; and denote b ¼
max A: A lower bound of A and the minimum, minA; of A are deﬁned
similarly, replacing xpb above by bpx: If the set of all upper bounds of A
has the minimum, we call it a least upper bound of A and denote it by supA:
The greatest lower bound, inf A; of A is deﬁned similarly.
We say that a poset P is a lattice if inffx; yg and supfx; yg exist for all
x; yAP: A lattice P is called complete iff infN and supN exist for all
nonempty subsets N of P: A subset C of a poset P is called a chain if xpy or
ypx for all x; yAC: We say that C is well ordered if each nonempty subset
of C has a minimum, and inversely well ordered if each nonempty subset of
C has a maximum. Obviously, each (inversely) well-ordered set is a chain.
We say that a sequence ðxnÞ
N
n¼0 of a poset P is increasing (resp., strictly
increasing) if xnpxm (resp., xnoxm) whenever nom: A (strictly) decreasing
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sequence is deﬁned similarly, replacing nom by mon: A sequence of P is
called monotone if it is increasing or decreasing. Given posets ðP;pÞ and
ðP˜;pÞ with, in general, different partial orderingsp:We say that a mapping
G : P-P˜ is increasing iff the following is true (cf. [35]):
for all x; yAP: xpy implies GxpGy:
(Notice the difference between increasing operators and monotone operators
due to Browder and Brezis, which are not related with partial orderings, cf.
[36].)
The subset Xþ of a normed space X is called an order cone iff the
following are true:
(i) Xþ is closed, convex, and nonempty, and Xþaf0g:
(ii) If uAXþ and aX0; then auAXþ:
(iii) If uAXþ and uAXþ; then u ¼ 0:
We say the order cone Xþ of a normed space X is (weakly fully regular) fully
regular if each bounded and increasing sequence of Xþ is (weakly) strongly
convergent.
A Banach space (normed space) ðX ; jj  jjÞ endowed with a partial ordering
p induced by an order cone Xþ by xpy iff y  xAXþ is called an ordered
Banach space (ordered normed space).
Deﬁnition 2.1. A Banach space ðX ; jj  jjÞ which is a partially ordered linear
lattice satisfying, in addition, jjx7jjpjjxjj for all xAX with xþ ¼ supf0; xg
and x ¼ inff0; xg is called a Banach semilattice.
Notice that the deﬁnition of a Banach semilattice given here is a weaker
one than the classical concept of Banach lattice introduced, e.g., in [12].
Special examples of Banach semilattices, which will be used later, are the Lp-
and Sobolev spaces W 1;pðOÞ: More precisely, let OCRN be a domain and let
LpðOÞ be endowed with its natural partial ordering, that is upw if and only
if w  u belongs to the set LpþðOÞ (order cone) of all nonnegative elements of
LpðOÞ; then p induces also a partial ordering in the Sobolev space W 1;pðOÞ
and we have the following result.
Lemma 2.1. The Banach spaces LpðOÞ; W 1;pðOÞ and W 1;p0 ðOÞ are Banach
semilattices for pA½1;NÞ which are reflexive if pAð1;NÞ; and LpþðOÞ is a fully
regular order cone of LpðOÞ for pA½1;NÞ:
Lemma 2.1 readily follows from [29, Theorem 1.20] or [34, Theorem 1.56]
and from results proved in [28].
Deﬁnition 2.2. Let X ¼ ðX ; jj  jj;pÞ be a real ordered normed space. A
subset P of X is called (weakly) sequentially order compact if monotone
sequences of P have (weak) limits in P: We say that aAP is a sup-center of P
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if supfa; yg exists and belongs to P for all yAP: The deﬁnition of an inf-
center is analogous. P is said to have a fixed point property if each increasing
mapping G : P-P has a ﬁxed point.
The following ﬁxed point result is a consequence of Theorem 1.2.1 and
Proposition 1.2.1 of [28].
Lemma 2.2. Let P ¼ ðP;pÞ be a partially ordered set and G : P-P an
increasing mapping. Then the following holds:
ðaÞ For each aAP there is a unique well-ordered chain C called a w.o.
chain of G-iterations of a; in P satisfying
a ¼ min C; and if aoxAP; then xAC iff x ¼ supG½fyAP j yoxg:
If apGa; and if xn ¼ sup G½C exists, then x
*
¼ max C; and x
*
is a
fixed point of G:
ðbÞ For each bAP there exists exactly one inversely well-ordered chain D
called an i.w.o. chain of G-iterations of b; satisfying
b ¼ max D; and if b > xAP; then xAD iff x ¼ inf G½fyAC j y > xg: If
Gbpb; and if xn ¼ inf G½D exists, then xn ¼ min D; and x
*
is a fixed
point of G:
For convenience let us recall a result from [17, Lemma A.3.1] which will
be needed in the proof of our ﬁxed point theorem.
Lemma 2.3. Let A be a well-ordered subset of an ordered normed space X ;
and assume that each increasing sequence of A converges weakly in X : Then A
contains an increasing sequence which converges weakly to supA:
By means of Lemmas 2.2 and 2.3, we are in a position to prove the
following ﬁxed point theorem.
Theorem 2.1. Let P be a weakly sequentially order compact subset of an
ordered normed space X having a sup-center or an inf-center. Then P has the
fixed point property.
Proof. Assume that aAP is a sup-center of P (the proof in the case when P
has an inf-center is similar), and G :P-P an increasing operator. Deﬁne
F :¼ x/supfa; Gxg: Since G is increasing, then also F is increasing. Let C
be the w.o. chain of F -iterations of a in P: Since G is increasing, then G½C is
a well-ordered chain in P: Thus, y ¼ sup G½C exists and belongs to P by
Lemma 2.3. Because a is a sup-center of P; then b :¼ supfa; yg exists and
belongs to P: It is easy to see that b ¼ sup F ½C: Since apFa; it then follows
from Lemma 2.2(a) that b is a ﬁxed point of F ; and GbpFb ¼ b: Thus,
either Gb ¼ b; i.e., b is a ﬁxed point or Gbob: If Gbob; let D be the i.w.o.
chain of G-iterations of b: Then G½D is an i.w.o. chain in G½P; whence
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xn ¼ inf G½D exists in P by the dual of Lemma 2.3. Thus, xn is by Lemma
2.2(b) a ﬁxed point of G: &
Remark 2.1. It can be shown that the ﬁrst elements of the chain C in the
proof of Theorem 2.1 are the following iterations: x0 ¼ a; xnþ1 ¼
supfa; Gxng; n ¼ 0; 1;y; as long as xnoxnþ1: The ﬁrst elements of the
chain D are: y0 ¼ b; ymþ1 ¼ Gym; m ¼ 0; 1;y; as long as ymþ1oym: If both
C and D are ﬁnite, then b ¼ xn for some n; and xn ¼ ym for some m: In this
case the above sequences are ﬁnite, and a ﬁxed point of G is the last element
of the sequence obtained by the following algorithm:
* x0 :¼ a: for k from 0 while xkaGxk do: xkþ1 :¼ Gxk if Gxkoxk else
xkþ1 :¼ supfa; Gxkg:
This algorithm and its dual can sometimes be used to approximate ﬁxed
points of G also in cases where the chains C and/or D are not ﬁnite, as will
be demonstrated by Example 3.2.
Corollary 2.1. Let X be an ordered normed space, with (weakly) fully regular
order cone Xþ: Then each bounded and (weakly) closed subset P of X
possessing a sup-center or an inf-center has the fixed point property.
Proof. We only need to show that P is a weakly sequentially order compact
subset of X : Let ðxnÞCP be an increasing sequence. Introduce yn ¼
xn  x0; n ¼ 1; 2;y; then ðynÞCXþ is an increasing sequence, which is
(weakly) strongly convergent because Xþ is a (weakly) fully regular order
cone. Thus, the sequence ðxnÞ must be also (weakly) strongly convergent,
and its (weak) strong limit belongs to P; since P is assumed to be a (weakly)
closed subset of X : This proves the assertion. &
The following result is useful in applications.
Corollary 2.2. Let X be a Banach semilattice which is reflexive or has weakly
fully regular order cone Xþ: Then any closed ball P :¼ BrðaÞ ¼ fxAX j jjx 
ajjprg of X possesses the fixed point property.
Proof. We show ﬁrst that the center a of any ball BrðaÞ ¼ fxAX j jjx 
ajjprg of the Banach semilattice X is both a sup-center and an inf-center. To
this end we need to prove that for any yABrðaÞ both supfa; yg and inffa; yg
belong to BrðaÞ: (Notice: supfa; ygAX and inffa; ygAX :) This, however,
readily follows from the following representations:
supfa; yg ¼ ðy  aÞþ þ a and inffa; yg ¼ a  ða  yÞþ;
so that by the Banach semilattice property jjx7jjpjjxjj we get
jjsupfa; yg  ajj ¼ jjðy  aÞþjjpjjy  ajjpr;
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i.e., supfa; ygABrðaÞ; and similarly inffa; ygABrðaÞ; which proves the sup-
and inf-center property of a: Any ball BrðaÞ of a Banach space is bounded,
closed, and convex, and thus also weakly closed. Hence the assertion of the
corollary follows from Corollary 2.1 by taking into account that if X is
reﬂexive then its order cone Xþ is weakly fully regular. &
Corollary 2.3. Closed balls of the following spaces possess the fixed point
property.
ðaÞ X ¼ ðRN ; jj  jjpÞ or X ¼ l
p; 1ppoN; ordered coordinatewise.
ðbÞ X ¼ LpðOÞ; 1ppoN (O ¼ ðO;A; mÞ is a measure space), ordered a.e.
pointwise.
ðcÞ X ¼ W 1;pðOÞ or X ¼ W 1;p0 ðOÞ; 1opoN (as in Lemma 2.1).
Proof. All these spaces are Banach semilattices (see also Lemma 2.1), which
are reﬂexive for pAð1;NÞ: In cases (a) and (b), the corresponding order cones
Xþ are fully regular. Thus, the assertion follows from Corollary 2.2. &
Remark 2.2. (i) The above ﬁxed point theorems are formulated to meet the
applications given in Section 3. For instance, the proof of Theorem 2.1
reveals that its result holds also when P is a partially ordered set having a
sup-center or an inf-center, and G : P-P is an increasing mapping such that
all well-ordered and inversely well-ordered chains of the range G½P of G
have supremums and inﬁmums in P:
(ii) Under the hypotheses of Corollary 2.2 the monotonicity of the
operator G : P-P; where P ¼ BrðaÞ is a closed ball can be relaxed by the
following: there is a constant M > 0 so that the mapping x-Gx þ Mx is
increasing. This is because the ﬁxed point equation Gx ¼ x is equivalent
with G˜x ¼ x; where G˜x :¼ 1
1þMðGx þ MxÞ and G˜ : BrðaÞ-BrðaÞ is increasing.
(iii) Theorem 2.1 differs from Lemma 2.2 and from many other ﬁxed
point theorems in partially ordered sets, such as, e.g., Amann’s and Tarski’s
ﬁxed point theorems (cf. e.g., [35, Chapter 11]) in the sense that the
assumption: apGa or Gbpb; is replaced by the existence of a sup-center or
an inf-center of P: As shown in the proof of Corollary 2.2, this property is
automatically valid in many cases important in applications.
(iv) Notice that Corollary 2.3 can be applied also when X ¼ L1ðOÞ or
X ¼ l1; even though both are not reﬂexive and their closed balls (with
positive radius) are neither weakly nor strongly compact.
3. Application
In this section, we demonstrate the applicability of the new ﬁxed point
Theorem 2.1 in the form given by Corollary 2.2 to elliptic boundary value
problems, in particular to those with lack compactness.
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3.1. Elliptic problems with critical Sobolev exponent
Let OCRN ; NX3; be a bounded domain with Lipschitz boundary @O: We
consider the semilinear elliptic Dirichlet BVP
Du ¼ a juj2
n2u þ jujp2u þ h in O; u ¼ 0 on @O; ð3:1Þ
where hAW1;2ðOÞ; 2n ¼ 2N
N2 is the critical Sobolev exponent, 1opo2; and
a > 0 is some constant speciﬁed later. The function uAW 1;20 ðOÞ is called a
solution of (3.1) if for all jAW 1;20 ðOÞ the following relation holds:Z
O
rurj dx ¼
Z
O
ða juj2
n2u þ jujp2uÞj dx þ/h;jS: ð3:2Þ
Given a ﬁxed vAW 1;20 ðOÞ; we introduce an operator F by
/F ðvÞ;jS ¼
Z
O
ða jvj2
n2v þ jvjp2vÞ j dx þ/h;jS; jAW 1;20 ðOÞ:
Denote by jj  jjp; jj  jj and jj  jj* the norms in L
pðOÞ; W 1;20 ðOÞ and W
1;2ðOÞ;
respectively, then we obtain the estimate
j/F ðvÞ;jSjpa jjvjj2n12n jj jj2n þ jjvjjp1p jj jjp þ jjhjj* jj jj: ð3:3Þ
Due to the continuous embedding W 1;20 ðOÞCL
qðOÞ for 1pqp2n the
operator F : W 1;20 ðOÞ-W
1;2ðOÞ is well deﬁned, and, moreover, the
continuity and growth of the function s/f˜ðsÞ deﬁned by f˜ðsÞ ¼ a jsj2
n2s þ
jsjp2s imply the continuity of the operator F : W 1;20 ðOÞ-W
1;2ðOÞ: Let
A1 : W1;2ðOÞ-W 1;20 ðOÞ denote the uniquely deﬁned solution operator of
the linear Dirichlet problem
Du ¼ g in O; u ¼ 0 on @O;
with gAW1;2ðOÞ; then the BVP (3.1) can be written as ﬁxed point equation
uAW 1;20 ðOÞ : u ¼ Gu; ð3:4Þ
where G :¼ A13F : W 1;20 ðOÞ-W
1;2
0 ðOÞ is continuous due to the continuity
of F :W 1;20 ðOÞ-W
1;2ðOÞ and the continuity of the operator
A1 : W1;2ðOÞ-W 1;20 ðOÞ: Furthermore, since the function s/f˜ðsÞ is
increasing, F is an increasing operator. The maximum principle implies
that A1 is increasing too, and thus G : W 1;20 ðOÞ-W
1;2
0 ðOÞ is increasing. Let
vABRCW
1;2
0 ðOÞ where BR ¼ fvAW
1;2
0 ðOÞ j jjvjjpRg; and denote by c a
generic positive constant. From (3.2) and (3.3), we get the following
estimate:
c
Z
O
ðruÞ2 dxpðajjvjj2n12n þ jjvjjp1p þ jjhjj* Þ jjujj: ð3:5Þ
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Since jjjujjj ¼
R
OðruÞ
2 dx deﬁnes an equivalent norm in W 1;20 ðOÞ; we obtain
from (3.5) and in view of u ¼ Gv the estimate
cjjGvjjpa jjvjj2n1 þ jjvjjp1 þ c˜ jjhjj
*
: ð3:6Þ
From (3.6) we conclude that G : BR-Br is a continuous and increasing self-
mapping of the Ball BR provided there exists a positive real R satisfying the
inequality
aR2
n1 þ Rp1 þ c˜ jjhjj
*
pcR: ð3:7Þ
Inequality (3.7) can be satisﬁed by choosing R large enough such that c R 
Rp1  c˜ jjhjj
*
> 0; and then select the constant a sufﬁciently small. Thus, by
applying Corollary 2.2, we obtain the following result.
Theorem 3.1. The BVP (3.1) possesses solutions provided the constant a is
sufficiently small.
Remark 3.1. Due to the lack of compactness of the ﬁxed point operator
G :¼ A13F Schauder’s ﬁxed point theorem cannot be applied. Since our
ﬁxed point theorem does not require continuity of the ﬁxed point operator
involved, we are able to treat also discontinuous BVP with critical growth.
Problems of this kind will be treated in the following section.
3.2. Nonmonotone, discontinuous nonlinearities with critical growth
Let O be as in Section 3.1, and consider the BVP
Du ¼ f ðx; uÞ in O; u ¼ 0 on @O; ð3:8Þ
where the nonlinearity f on the right-hand side of (3.8) may be
nonmonotone, discontinuous and, in addition, may have critical growth.
More precisely, we impose the following hypotheses on f :
(H1) f :O R-R is sup-measurable, i.e., x/f ðx; uðxÞÞ is measurable in
O whenever u :O-R is measurable.
(H2) j f ðx; sÞjpk1ðxÞ þ c1 jsjp11 for a.e. xAO and for all sAR;
where 1op1p2n :¼ 2NN2; k1AL
p1
p11ðOÞ; and c1X0:
(H3) The mapping s/qðx; sÞ þ f ðx; sÞ is increasing in s for a.e. xAO;
where
(q) q :O R-R is a Carathe´odory function, qðx; Þ is increasing,
qð; 0Þ ¼ 0 and jqðx; sÞjpk2ðxÞ þ c2 jsjp21 for a.e. xAO and for all
sAR; where k2AL
p2
p21ðOÞ; 1op2p2n and c2X0:
We shall show that if 1op1; p2o2 in (H2) and (H3), or if p1 ¼ p2 ¼ 2 and
the constants c1 and c2 are small enough, or if 2op1; p2p2n and the norms
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jjk1jj p1
p11
and jjk2jj p2
p21
are sufﬁciently small, then the BVP (3.8) possesses at
least one weak solution uAW 1;20 ðOÞ; i.e.Z
O
rurv dx ¼
Z
O
f ðx; uðxÞÞvðxÞ dx for all vAW 1;20 ðOÞ: ð3:9Þ
As in Section 3.1, we convert Eq. (3.9) into an equivalent operator equation
of the form
Au ¼ Fu in W1;2ðOÞ; ð3:10Þ
deﬁning A : W 1;20 ðOÞ-W
1;2ðOÞ by
/Au; vS :¼ aðu; vÞ :¼
Z
O
rurv dx; u; vAW 1;20 ðOÞ: ð3:11Þ
Obviously, A is linear, bounded, and strongly monotone. By hy-
pothesis (H1) the function f is sup-measurable, and the growth
condition (H2) implies that the superposition operator u/f ð; uðÞÞ
maps Lp1ðOÞ into L
p1
p11ðOÞ: Noticing also that the embeddings
W 1;20 ðOÞCL
p1ðOÞ and L
p1
p11ðOÞCW1;2ðOÞ are continuous, it follows that
the relation
/Fu; vS ¼
Z
O
f ðx; uðxÞÞ vðxÞ dx; u; vAW 1;20 ðOÞ; ð3:12Þ
deﬁnes an operator F : W 1;20 ðOÞ-W
1;2ðOÞ (not necessarily continuous). In
view of (3.11) and (3.12) a function uAW 1;20 ðOÞ is a weak solution of the
BVP (3.8), i.e., a solution of (3.9) if and only if u is a solution of the operator
Eq. (3.10).
The properties given for the function q in (H3)(q) imply that the
superposition operator u/qð; uðÞÞ : Lp2ðOÞ-L
p2
p21ðOÞ is continuous. More-
over, the embeddings W 1;20 ðOÞCL
p2ðOÞ and L
p2
p21ðOÞCW1;2ðOÞ are
continuous. Thus, the mapping Q : W 1;20 ðOÞ-W
1;2ðOÞ given by
/Qu; vS ¼
Z
O
qðx; uðxÞÞ vðxÞ dx; u; vAW 1;20 ðOÞ; ð3:13Þ
is well-deﬁned and continuous.
Lemma 3.1. The operator A þ Q : W 1;20 ðOÞ-W
1;2ðOÞ is bijective, and its
inverse operator ðA þ QÞ1 : W1;2ðOÞ-W 1;20 ðOÞ is increasing.
Proof. Obviously the operator A þ Q : W 1;20 ðOÞ-W
1;2ðOÞ is continuous
and bounded. Since qðx; Þ is increasing by (H3), we obtain by applying
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(3.11), (3.13) and the Poincare´–Friedrichs inequality
/ðA þ QÞu  ðA þ QÞv; u  vS
¼ /Aðu  vÞ; u  vSþ/Qu  Qv; u  vS
¼ aðu  v; u  vÞ þ
Z
O
ðqðx; uðxÞÞ  qðx; vðxÞÞÞðuðxÞ  vðxÞÞ dx
Xaðu  v; u  vÞ ¼
Z
O
jrðu  vÞj2 dxXcjju  vjj21;2: ð3:14Þ
This shows that A þ Q is strongly monotone. By Browder’s theorem on
monotone operators (see, e.g., [36, Theorem 26.A]) the operator A þ Q is
bijective, and the inverse operator ðA þ QÞ1 :W1;2ðOÞ-W 1;20 ðOÞ is
continuous (even Lipschitz continuous). It remains to show that the operator
ðA þ QÞ1 is also increasing. Let h1; h2AW1;2ðOÞ satisfy h1ph2; i.e.,
/h1; vSp/h2; vS for all vAW 1;20 ðOÞ-L2þðOÞ: ð3:15Þ
Denoting ui ¼ ðA þ QÞ
1hi; i ¼ 1; 2; it follows from (3.11), (3.13) and (3.15)
that
aðu1  u2; vÞ þ
Z
O
ðqðx; u1ðxÞÞ  qðx; u2ðxÞÞÞvðxÞ dx
¼ /ðA þ QÞu1  ðA þ QÞu2; vS ¼ /h1  h2; vSp0 ð3:16Þ
for all vAW 1;20 ðOÞ-L2þðOÞ: Taking in (3.16) the special nonnegative test
function v ¼ ðu1  u2Þ
þ; and noticing that due to the monotonicity of q the
inequalityZ
O
ðqðx; u1ðxÞÞ  qðx; u2ðxÞÞÞðu1  u2Þ
þðxÞ dxX0
holds, and that aððu1  u2Þ
; ðu1  u2Þ
þÞ ¼ 0; we obtain from (3.14) and
(3.16)
cjjðu1  u2Þ
þjj21;2paððu1  u2Þþ; ðu1  u2ÞþÞ ¼ aðu1  u2; ðu1  u2ÞþÞp0:
This implies that ðu1  u2Þ
þ ¼ 0; i.e., u1pu2; which concludes the proof. &
As an application to Corollary 2.2 and Lemma 3.1, we shall prove the
following existence result for the BVP (3.8).
Theorem 3.2. Under hypotheses ðH1Þ–ðH3Þ the BVP (3.8) possesses weak
solutions in the following cases:
ðaÞ 1op1; p2o2:
ðbÞ p1 ¼ p2 ¼ 2 and the constants c1 and c2 are small enough.
ðcÞ 2op1; p2p2n and the norms jjk1jj p1
p11
and jjk2jj p2
p21
are sufficiently
small.
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Proof. Recall that a function uAW 1;20 ðOÞ is a weak solution of the BVP (3.8)
if and only if u is a solution of the operator equation (3.10). The space
X ¼ W 1;20 ðOÞ has the properties listed in Corollary 2.2 when the partial
ordering of X is deﬁned by the order cone L2þðOÞ and the norm of X given by
jjujj2 ¼ jjujj21;2 ¼
Z
O
ðjruðxÞj2 þ uðxÞ2Þ dx; uAX : ð3:17Þ
The operator A þ Q is bijective by Lemma 3.1. Due to the monotonicity of
s/qðx; sÞ þ f ðx; sÞ the operator F þ Q is increasing. Since ðA þ QÞ1 is
increasing by Lemma 3.1, then G ¼ ðA þ QÞ13ðF þ QÞ as the composition
of increasing operators is increasing. To ﬁnd a closed ball BR ¼ BRð0Þ of X
such that G½BRDBR; let vAW
1;2
0 ðOÞ be given. By means of (H2), (H3), (3.12)
and (3.13) we obtain for each uAW 1;20 ðOÞ;
j/ðF þ QÞv; uSjp
Z
O
ðj f ðx; vðxÞÞj þ jqðx; vðxÞÞjÞ juðxÞj dx
p ðjjk1jj p1
p11
þ c1 jjvjjp11p1 Þjjujjp1
þ ðjjk2jj p2
p21
þ c2 jjvjj
p21
p2
Þjjujjp2 : ð3:18Þ
Since qð; 0Þ ¼ 0 by hypothesis (H3) (q), it follows from (3.14) when v ¼ 0
that
/ðA þ QÞu; uSXcjjujj21;2 for all uAW
1;2
0 ðOÞ: ð3:19Þ
By (3.17), (3.18), (3.19) and the continuous embeddings
W 1;20 ðOÞCL
pi ðOÞ; i ¼ 1; 2; we get the estimate for u ¼ Gv:
jjujj2p 1
c
/ðA þ QÞu; uS ¼
1
c
/ðF þ QÞv; uS
p dðjjk1jj p1
p11
þ jjk2jj p2
p21
þ c1 jjvjjp11p1 þ c2 jjvjj
p21
p2
Þjjujj
p dðjjk1jj p1
p11
þ jjk2jj p2
p21
þ c˜1 jjvjjp11 þ c˜2 jjvjjp21Þjjujj
for some positive constant d; which implies the inequality
jjGvjj ¼ jjujjpd ðjjk1jj p1
p11
þ jjk2jj p2
p21
þ c˜1 jjvjjp11 þ c˜2 jjvjjp21Þ:
Thus,
jjGvjjpM þ cðjjvjjÞ; where
M ¼ d ðjjk1jj p1
p11
þ jjk2jj p2
p21
Þ and
cðRÞ ¼ dðc˜1 Rp11 þ c˜2 Rp21Þ:
8>><
>:
ð3:20Þ
(a) If 1op1; p2o2; then 0op1  1; p2  1o1; so that if c is given by
(3.20), then R  cðRÞ-N as R-N: Thus, M þ cðRÞpR for R
sufﬁciently large.
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(b) If p1 ¼ p2 ¼ 2; then in (3.20) cðRÞ ¼ b R; where b ¼ dðc˜1 þ c˜2Þ:
Hence, if the constants c1 and c2 are so small that bo1; then M þ
cðRÞpR if RX M
1b:
(c) If 2op1; p2p2n; then in (3.20) cðRÞoR when R is a sufﬁciently small
positive number. Consequently, if the norms jjk1jj p1
p11
and jjk2jj p2
p21
are small enough, the inequality M þ cðRÞpR has positive solutions
R:
The above proof shows that in cases (a)–(c) there exists R > 0 such that
M þ cðRÞpR: Since c is increasing, it then follows from (3.20) that
G½BRDBR: Since G is also increasing, then G has by Corollary 2.2 a ﬁxed
point uABR; i.e., u ¼ Gu ¼ ðA þ QÞ
13ðF þ QÞu: Thus ðA þ QÞu ¼ ðF þ
QÞu; or equivalently Au ¼ Fu; whence u is a weak solution of the BVP
(3.8). &
Remark 3.2. The hypotheses of Theorem 3.2 allow the function f to be
discontinuous in all its arguments, and the functions f and q to possess
critical growth. Theorem 3.2 provides an existence result for elliptic
problems deﬁned in domains OCRN with NX3: By inspection of the proof
of Theorem 3.2 one can easily see that it applies also to problems in
dimensions N ¼ 1 and 2. Moreover, since for N ¼ 1 and 2 the critical
exponent is 2n ¼N; the inequality for the exponents p1; p2 in case (c) of
Theorem 3.1 can be replaced by 2op1; p2oN:
Example 3.1. Assume that R4 is equipped with the Euclidean norm j  j:
Choose O ¼ fxAR4 j 1
2
ojxjo1g: Given l > 0 and pAL
4
3ðOÞ; consider the
BVP
DuðxÞ ¼ lðpðxÞ þ juðxÞj2ð½uðxÞ  uðxÞÞÞ in O; u ¼ 0 on @O; ð3:21Þ
where ½z denotes the greatest integer pzAR:
The BVP (3.21) is of the form (3.8), where
f ðx; sÞ ¼ lðpðxÞ þ jsj2ð½s  sÞÞ:
The nonlinearity f is discontinuous and has critical growth. One easily
veriﬁes that the hypotheses (H1)–(H3) hold with qðx; sÞ ¼ l s3; whence the
BVP (3.21) has by Theorem 3.2 weak solutions if l is small enough.
Example 3.2. Consider the BVP
 u00ðxÞ ¼ 3½2 x þ ½ðuðxÞ
1
3  x a:e: in O ¼ ð0; 2Þ;
uð0Þ ¼ uð2Þ ¼ 0: ð3:22Þ
Problem (3.22) is of the form (3.8), where
qðx; sÞ  0 and f ðx; sÞ ¼ 3½2 x þ ½s
1
3  x: ð3:23Þ
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It is easy to see that the hypotheses of Theorem 3.2(a) hold, whence the BVP
(3.22) has solutions. We shall now construct one solution. By elementary
calculations one can show that the operator G ¼ A13F can be given in
explicit form by
GuðxÞ ¼
2 x
2
Z x
0
tf ðt; uðtÞÞ dt þ
x
2
Z 2
x
ð2 tÞf ðt; uðtÞÞÞ dt;
xA½0; 2: ð3:24Þ
By the proof of Theorem 3.2 there exists a closed ball BR of
W 1;20 ð0; 2Þ such that G½BRCBR: Since 0 is an inf-center of BR; i.e.,
inff0; ugABR for each uABR; we apply the following algorithm which
is dual to that given in Remark 2.1 to approximate a ﬁxed point
of G:
u0 :¼ 0: for k from 0 while ukaGuk do: if ukoGuk then
ukþ1 :¼ Guk else ukþ1 :¼ minf0; Gukg:
Calculating the values of the functions uk numerically by Simpson rule, one
obtains the following estimate for a solution of (3.22):
uðxÞE
1:5x2 þ 1:444 x; 0pxo0:666;
x2 þ 0:776x þ 0:223; 0:666oxp1;
x2  3:224x þ 2:223; 1oxp1:334;
1:5x2  4:556x þ 3:111; 1:334oxp2:
8>><
>>:
ð3:25Þ
In view of this approximation and the boundary conditions uð0Þ ¼ uð2Þ ¼ 0;
one can infer that a solution of (3.22) is of the form
uðxÞ ¼
3
2
x2 þ a1 x; 0pxp23;
x2 þ a2x þ a3; 23pxp1;
x2 þ a4x þ a5; 1pxp43;
3
2
x2 þ a6x  6 2a6; 43pxp2:
8>><
>>:
ð3:26Þ
Because u and u0 are continuous at the points 2
3
; 1 and 4
3
; we get six equations,
from which one can solve for the coefﬁcients ai; i ¼ 1;y; 6: Substituting
these values to (3.26) we obtain
uðxÞ ¼
3
2
x2 þ 13
9
x; 0pxp2
3
;
x2 þ 7
9
x þ 2
9
; 2
3
pxp1;
x2  29
9
x þ 20
9
; 1pxp4
3
;
3
2
x2  41
9
x þ 28
9
; 4
3
pxp2:
8>><
>>:
ð3:27Þ
This function u is easily seen to be a solution of the BVP (3.22).
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3.3. Elliptic problems in unbounded domains
Let NX3 and as before 2n ¼ 2N
N2: We consider the following elliptic
problem in all of RN :
uAD1;2ðRNÞ : Du þ aðxÞu ¼ hðxÞ þ f ðx; uÞ in RN ; ð3:28Þ
where we denote by X :¼ D1;2ðRNÞ the space deﬁned as the completion of
CN0 ðR
NÞ with respect to the norm
jjujj2 ¼
Z
RN
jruj2 dx:
Denote by jj  jjp the norm of L
pðRN Þ; 1opoN; then for any uACN0 ðRNÞ the
following inequality holds:
jjujj22npg
Z
RN
jruj2 dx ¼ jjujj2; ð3:29Þ
for some positive constant g (Sobolev constant) not depending on u; see,
e.g., [34, Theorem 1.32]. In what follows let g be the best Sobolev constant,
see, e.g., [32]. According to inequality (3.29) X ¼ D1;2ðRNÞ is continuously
embedded in L2
n
ðRN Þ: In our study the nonlinearity f on the right-hand side
of (3.28) may be discontinuous in u; so that compactness is violated due to
the discontinuous behavior of f and due to the unboundedness of the
domain. The following assumptions will be made:
(A1) aAL
N
2 ðRN Þ and hAL
2n
2n1ðRN Þ:
(A2) f :RN  R-R is sup-measurable, s-f ðx; sÞ is increasing, and the
following growth estimate holds:
j f ðx; sÞjpbðxÞ jsjr1 þ cjsj2n1; sAR; for some constant c > 0;
where 2oro2n and bALtðRN Þ with t ¼ 2N
2NrNþ2r ð¼
2n
2nrÞ:
Consider the bilinear form B deﬁned by
Bðu;jÞ ¼
Z
RN
auj dx; u;jAX :
Due to the estimateZ
RN
jaj juj j j dxpjjajjN
2
jjujj2n jj jj2n ;
and by the continuous embedding XCL2
n
ðRNÞ the bilinear form B : X 
X-R is well deﬁned, and satisﬁes
jBðu;jÞjpg jjajjN
2
jjujjjjjjj: ð3:30Þ
Consider next the semilinear form C deﬁned by
Cðv;jÞ ¼
Z
RN
ðf ðx; vÞ þ hðxÞÞj dx; v;jAX :
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Then we have the following estimate:
jCðv;jÞjpðjjbjjtjjvjjr12n þ c jjvjj2
n1
2n þ jjhjj 2n
2n1
Þjj jj2n ;
which implies in view of the continuous embedding XCL2
n
ðRNÞ that
C :X  X-R is well deﬁned and satisﬁes the estimate
jCðv;jÞjpg
1
2ðjjbjjt g
r1
2 jjvjjr1 þ cg
2n1
2 jjvjj2
n1 þ jjhjj 2n
2n1
Þjjjjj: ð3:31Þ
Let A : X-X n (Xn the dual space of X ) be the operator deﬁned by
/Au;jS ¼
Z
RN
ru rj dx þ Bðu;jÞ; u;jAX : ð3:32Þ
Lemma 3.2. The operator A : X-Xn given by (3.32) is linear, bounded, and
strongly monotone, and thus its inverse A1:Xn-X exists and is continuous,
provided that g jjajjN
2
o1: Furthermore, A1:Xn-X is increasing.
Proof. In view of (3.30) the linearity and boundedness is obvious, and from
/Au; uSXð1 g jjajjN
2
Þjjujj2 the strong monotonicity follows. Thus, the
existence of the inverse A1:Xn-X which is continuous (even Lipschitz
continuous) follows by Browder’s theorem, cf. [36, Theorem 26.A]. Let us
prove that A1:X n-X is also increasing. To this end let b1; b2AX n satisfy
b1pb2 with respect to the dual order cone (i.e., /b1;jSp/b2;jS for all
jAXþ), and let ui ¼ A1bi; i ¼ 1; 2: We want to show that u1pu2: From
Aðu1  u2Þ ¼ b1  b2; we get with the nonnegative test function j ¼ ðu1 
u2Þ
þAXþ the following inequality:Z
RN
ðrðu1  u2ÞÞðu1  u2Þ
þ dx þ
Z
RN
a ðu1  u2Þðu1  u2Þ
þ dxp0;
which implies in view of (3.30) that
jjðu1  u2Þ
þjj2ð1 g jjajjN=2Þp0:
Thus ðu1  u2Þ
þ ¼ 0; i.e., u1pu2: &
The semilinear form C deﬁnes an operator F :X-Xn given by
/Fu;jS ¼ Cðu;jÞ; u;jAX ; ð3:33Þ
which has the following properties.
Lemma 3.3. The operator F :X-X n given by (3.33) is well defined, bounded
and increasing.
Proof. The assertion readily follows from the deﬁnition (3.33) and the
estimate (3.31), and taking into account that s-f ðx; sÞ is increasing by
assumption (A2). &
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The corresponding weak formulation of problem (3.28) reads as follows:
uAX : Au ¼ Fu in X n: ð3:34Þ
Due to the properties of A and F according to Lemmas 3.1 and 3.2,
respectively, problem (3.34) can be transformed into a ﬁxed point equation
of the form
uAX : u ¼ A13Fu; ð3:35Þ
where the ﬁxed point operator G :¼ A13F : X-X is increasing, and
satisﬁes an estimate of the form
ð1 g jjajjN
2
ÞjjGvjjp g
1
2 jjbjjt g
r1
2 jjvjjr1 þ cg
2n1
2 jjvjj2
n1

þ jjhjj 2n
2n1

: ð3:36Þ
Let BRCX be a ball of radius R: Then by (3.36), we have G :BR-BR
provided that the inequality
g
1
2
ð1 gjjajjN
2
Þ
jjbjjt g
r1
2 Rr1 þ cg
2n1
2 R2
n1 þ jjhjj 2n
2n1
 
pR ð3:37Þ
has positive solutions R; which is true for sufﬁciently small norm jjhjj 2n
2n1
:
Hence, by applying Corollary 2.2, we obtain the following result.
Theorem 3.3. Let ðA1Þ; ðA2Þ and gjjajjN
2
o1 be satisfied. Then problem (3.28)
admits solutions provided jjhjj 2n
2n1
is sufficiently small.
Remark 3.3. Semilinear elliptic problems have been considered here only for
simplicity and in order to emphasize the main idea. Quasilinear elliptic
operators such as the p-Laplacian or even nonpotential quasilinear elliptic
operators of monotone type in the sense of Browder/Brezis can be taken
into consideration as well. It should be noted that the ﬁxed point results
obtained in Section 2 can also be applied to deal with problems in
nonreﬂexive Banach spaces.
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