Kautz functions have received much attention in the recent mathematical modeling and identification literature. These functions which involve free parameters can approximate efficiently signals with strong oscillatory behavior. We consider here the choice of the free parameters in discrete (two-parameter) Kautz approximation. Using a key relationship between Kautz and Laguerre expansions we derive an upper bound for the quadratic truncation error. Minimization of this upper bound yields pertinent parameters, whose computation then requires reduced knowledge of the function to be modeled.
with l = 2n or l = 2n + 1 and where the numbering of the functions as defined in [2] has been slightly modified for suitability. The parametrization of ψ l (k, b, c) are particular cases of the so-called normalized ladder filters [19] with b and c denoting the k-parameters.
The discrete-time functions are written as ψ l (k) or as ψ l (k, b, c) whenever it is desirable to exhibit the parameters. The orthonormal set {ψ l } is complete in 2 [0, ∞), thus any finite energy real causal signal f (k) can be approximated within any prescribed accuracy by truncating its infinite expansion f (k) = ∞ l=0 a l ψ l (k) where a l = f, ψ l is the l + 1 th Fourier coefficient. The (L = 2N )-term truncated expansion yields the best approximation to f (k) of the form f (k) = L−1 l=0 a l ψ l (k) in the sense of minimizing the quadratic (truncation) error
Usually, since the a l depend on b and c, I (f ) can be reduced further by a proper choice of these parameters. Nice optimality conditions for Kautz approximation, generalizing that of the Laguerre case, have been derived in [10] . However, these conditions of great theoretical interest can result in complicated computations in practical cases. For Laguerre functions [13] and other classical functions [15] , [16] an alternative easy-to-use and efficient approach, based on minimization of an upper bound of the error energy, has been proposed. In the following we derive a somewhat similar procedure for the specific set of non-classical two-parameter discrete Kautz functions.
Recently [2] , it has been shown that the coefficients a l can be found from power series calculations related to Laguerre functions defined by
where Φ n (z, c) are the z-transforms of discrete-time Laguerre functions φ n (k, c) which, like the Kautz functions, form a complete orthonormal set in 2 [0, ∞). Now, let us define
Note that P (Q (z)) = P (z) and that P (1/z) = 1/P (z). We also have
and from the definition of the Kautz functions (1)
and
With these definitions and the properties of P (z) and Q (z), we have
Denoting by F (z) the z-transform of f (k),
where F (z) is assumed to be analytic outside the unit circle in the z-plane, it follows that
from which one can deduce
Setting
2 , thus substituting ξ ± (z) for z in (6) and (7) will give G e (z) and G o (z). Notice that the choice of the sign is not a problem since the plus sign and the minus sign yield the same result for G e (z) and G o (z). Thus using (4) and (5) the coefficients a 2n and a 2n+1 associated with the expansion of f (k) with respect to the orthonormal set {ψ l } are readily obtained from G e (z) and G o (z).
III. PROPOSED PROCEDURE FOR PERTINENT PARAMETERS
where
Denoting by g e (k, b) and g o (k, b) the inverse z-transforms of G e (z) and G o (z), and applying this result to the approximation of g e (k, b) and g o (k, b) (see (4) and (5)) it follows that
where i = e or o and provided that
, a condition which is assumed to hold in the following (N is sufficiently large). The quadratic error of the Kautz approximation of f (k) is related to the quadratic error of the Laguerre approximation of g o (k) and g e (k) by
, the normalized quadratic error associated with a (L = 2N )-term Kautz approximation of f (k) is then bounded by
Note that |ρ| ≥ 1, a fact that is a simple consequence of
The minimum itself can be written 
can be chosen afterwards: for instance, one can choose L such that the upper bound (B min ) 0 is small enough or such
IV. MOMENTS CALCULUS When F (z) is a rational function, G e (z) and G o (z) can be obtained using equations (6)- (7) and the required moments can be computed directly in the z-domain [20] . However, in the case of experimental signals, the previous procedure is not suitable, so, in this section, we derive an alternative procedure using a relationship between the Kautz and the Laguerre functions.
Theorem 2: The functions g e (k, b) and g o (k, b) defined by (4) and (5) can be written
where ψ j (i, b, 0) are the discrete Kautz functions with c = 0.
Proof: Using a l = f, ψ l and (4) in discrete-time domain, it follows
Noting H e (z, k) the z-transform with respect to i of h e (i,
where we recognize the z-transform with respect to j of the Laguerre functions 
can also be written using the Kautz functions (1) with c = 0
The last part of the theorem follows readily. The demonstration is similar for g o (k, b). We deduce that
or in terms of Kautz functions
and then (11) follows. Using one of the available techniques (e.g. [20] ), the required normalized moments are computed as f 2 = 29.824, m 1 (0.7) = 0.5481, m 2 (0.7) = −0.8381. From (9), the error bound is then minimized when c = −0.500. With b = 0.700 and c = −0.500, the first and second coefficients of the Kautz expansion are a 0 = 5.181 and a 1 = 0.769 from which the exact normalized quadratic error is obtained as q = 8.008 × 10 −2 . The normalized moments m 1 and m 2 computed by repeating the procedure for b = 0.8 and b = 0.9 are shown in Table 1 . For b ∈ {0.7, 0.8, 0.9}, the bound B min is minimum if b = 0.8; therefore, in agreement with theorem 1, we select b o = 0.8 and c o = −0.650, improving the normalized quadratic error, which becomes q = q o = 2.449 × 10 −2 . It is worth noting that q o obtained using limited knowledge of the signal (Table 1) Table 1 : Normalized moments for b = 0.7, 0.8, 0.9
V. ILLUSTRATIVE EXAMPLE

