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WELL-POSEDNESS AND STABILITY ANALYSIS FOR A MOVING
BOUNDARY PROBLEM MODELLING THE GROWTH OF
NONNECROTIC TUMORS
JOACHIM ESCHER AND ANCA-VOICHITA MATIOC
Abstract. We study a moving boundary problem describing the growth
of nonnecrotic tumors in different regimes of vascularisation. This model
consists of two decoupled Dirichlet problem, one for the rate at which
nutrient is added to the tumor domain and one for the pressure inside
the tumor. These variables are coupled by a relation which describes the
dynamic of the boundary. By re-expressing the problem as an abstract
evolution equation, we prove local well-posedness in the small Hölder
spaces context. Further on, we use the principle of linearised stability
to characterise the stability properties of the unique radially symmetric
equilibrium of the problem.
1. Introduction
The study of tumor growth models is a very current topic in mathematics.
During the last four decades an increasing number of mathematical models
have been proposed to describe the growth of solid tumors (see [3, 7, 9, 14]
and the literature therein). There is a three level approach in modeling the
complex phenomena influencing and describing the processes inside a tumor.
Models at sub-cellular level take into consideration that the evolution of a
cell is determined by the genes in its nucleus, at cellular level they model
cell-cell interaction and atmacroscopic level, when the tumor is considered to
consist of three zones: an external proliferating zone near high concentration
of nutrient, an intermediate layer and an internal zone consisting of necrotic
cells only. Very often models combine aspects from different scales. There are
also, a large variety of different types of models: biological models, consisting
of coupled ODE systems where the variables correspond to some biological
properties of an entire population; mechanical models yield to determine the
cell movement based on physical forces; the discrete models handle single-
cell scale phenomena and the effects are then examined at macroscopic scale
and moving boundary models when the macroscopic description of biological
tissues is obtained from continuum mechanics or microscopic description at
cellular level.
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In this paper we deal with a moving boundary problem, which is obtained
by combining aspects from the cellular and macroscopic scale, and possesses
also characteristics of the mechanical model (Darcy’s law). Cristini et al.
obtained in [6], using algebraic manipulations, a new mathematical formu-
lation of an existing model (see [5, 14, 18]), which describes the evolution of
nonnecrotic tumors in all regimes of vascularisation. This new formulation
has the advantage of considering different intrinsic-time and length-scales
related to the evolution of the tumor and, by incorporating them in the
modeling, provides a model describing both vascular and avascular tumor:
∆ψ = f(ψ) in Ω(t), t ≥ 0,
∆p = 0 in Ω(t), t ≥ 0,
ψ = 1 on ∂Ω(t), t ≥ 0,
p = κ∂Ω(t) −AG
|x|2
4
on ∂Ω(t), t ≥ 0,
G
∂ψ
∂n
−
∂p
∂n
−AG
n · x
2
= V (t) on ∂Ω(t), t > 0,
Ω(0) = Ω0.
(1.1)
Hereby Ω0 is the initial state of the tumor, V is the normal velocity of the
tumor boundary, κ∂Ω(t) the curvature of ∂Ω(t), and the constants A and G
have biological meaning, namely G is the rate of mitosis (cell proliferation)
and A describes the balance between the rate of mitosis and apoptosis (nat-
urally cell death). The function f ∈ C∞([0,∞)) has the following properties
f(0) = 0 and f ′(ψ) > 0 for ψ ≥ 0. (1.2)
The tumor domain Ω(t) is an unknown of the problem and, together with
the rate ψ at which nutrient is added to the tumor domain Ω(t) and the
pressure p inside the tumor, is to be determined.
Three different regimes of vascularisation are introduced by the constants
A and G : if G ≥ 0 and A > 0 the tumor is low vascularised, G ≥ 0 and
A ≤ 0 correspond to the moderate vascularised case, and if G < 0 the tumor
is highly vascularised.
In [6] the special case f = id[0,∞) is analysed numerically. Moreover,
in this situation, the first equation of the system is linear, and if the tumor
domain is a sphere or an infinite cylinder, then the solution is known through
an explicit formula. The radially symmetric case when tumors are circles is
considered in [12], where we show that if A ∈ (0, f(1)), then there exists a
unique radially symmetric stationary solution D(0, RA) of (1.1). The radius
of the stationary solution depends only on A and this circular steady-state is
exponentially stable under radially symmetric perturbations in the avascular
case when G > 0, and unstable in the high vascularisation regime G < 0,
result established for f = id[0,∞) also in [6]. The analysis in [12] will serve
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us in the present paper as an ancillary tool when proving the local well-
posedness of problem (1.1) and when studying the stability properties of
D(0, RA).
The model, presented in [5,14,18], has been studied extensively by differ-
ent authors, see e.g. [4,7–9,14,15] and the references therein. In particular, it
is shown in these papers that if certain parameters belong to an appropriate
range, then the mathematical formulation possesses a unique radially sym-
metric solution, result matching perfectly with [12]. Moreover, the stability
properties of this solution under general perturbations, as well as bifurca-
tion phenomena are studied. In contrast, for the model presented in [6, 12],
and which we consider herein, not many analytic results are available. We
prove that also this model is locally well-posed in time, meaning that for
appropriate smooth initial data Ω0, there exists a unique solution of (1.1),
cf. Theorem 2.1. Though in the radially symmetric case the steady-state
solution D(0, RA) is exponentially stable if G > 0, we show in Theorem 2.2,
by considering arbitrary initial data, that this solution is unstable also in
the low vascularised case, provided G lies above a well-defined constant G∗.
This result matches the case γ < γ∗ in [8, Theorem 1.2], since G is inversely
proportional to γ. The situation when G ∈ (0, G∗) is still an open problem.
If G = 0 the problem is equivalent to the Hele-Shaw problem studied in [13]
and the exponential stability result stated by [13, Theorem 4.3] holds true.
As a new property we establish in Theorem 2.3 exponential convergence of
D(0, RA) for every G > 0 and initial data in a certain class which depends
on G.
The outline of the paper is as follows: we introduce in the second section a
parametrisation for the unknown tumor domain which permites us to present
the main results Theorems 2.1-2.3. Section 3 is dedicated to the proof of
Theorem 2.1, and the stability results stated in Theorems 2.2 and 2.3 are
proved in Section 4.
2. The main results
Let R > 0 be fixed for the remainder of this section. Our goal is to show
that if the tumor is initially close to D(0, R), then problem (1.1) possesses a
unique classical Hölder solution. To this scope let hr(S), r ≥ 0, denote the
closure of the smooth functions C∞(S) in the Hölder space Cr(S). Hereby,
S stands for the unit circle and we identify functions on S with 2π-periodic
functions on R. The small Hölder spaces hr(S) have the nice property that
the embedding hr(S) is densely and compactly in hs(S) for all 0 ≤ s < r. We
fix α ∈ (0, 1) and we shall use functions ρ ∈ V, whereby
V := {ρ ∈ h4+α(S) : ‖ρ‖C(S) < 1/4},
to parametrise the boundary of the tumor domain. Obviously, V is an open
neighbourhood of the zero function in h4+α(S). Given ρ ∈ V, we define the
4 J. ESCHER AND A.-V. MATIOC
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Figure 1. Parametrisation of the tumor domain
C4+α-perturbation of the circle centred in 0 with radius R
Γρ :=
{
x ∈ R2 : |x| = R (1 + ρ (x/|x|))
}
= {R (1 + ρ(x)) x : x ∈ S} .
The simply connected component of R2 which is bounded by the curve Γρ is
the set
Ωρ :=
{
x ∈ R2 : |x| < R (1 + ρ (x/|x|))
}
∪ {0},
with boundary ∂Ωρ = Γρ. Given x ∈ Γρ, the real number ρ(x/|x|) is the
ratio of the signed distance from x to the circle R · S and R (see Figure 1).
It is suitable to represent Γρ as the 0−level set of an appropriate function.
For this, let Nρ : A(3R/4, 5R/4) → R be the function defined by
Nρ(x) = |x| −R−Rρ(x/|x|), x ∈ A(3R/4, 5R/4),
where A(3R/4, 5R/4) is the annulus centred in 0 with radii 3R/4 and 5R/4
A(3R/4, 5R/4) := {x ∈ R2 : 3R/4 < |x| < 5R/4}. Obviously A(3R/4, 5R/4)
is an open neighbourhood of Γρ and Γρ = N
−1
ρ (0). Let νρ denote the out-
ward normal at Γρ. Since Γρ is the 0−level set of Nρ, the gradient ∇Nρ and
νρ must be collinear vectors. Moreover, Nρ is positive on the complement of
Ωρ, hence Nρ(x+ λνρ(x)) > 0 for all x ∈ Γρ and λ > 0. Differentiating this
relation with respect to λ at λ = 0 yields that ∇Nρ · νρ > 0, hence
νρ =
∇Nρ
|∇Nρ|
.
To incorporate time let T > 0. Presuppose that the function ρ ∈ C([0, T ],V)∩
C1([0, T ], h1+α(S)) describes the evolution of the tumor, which at time t = 0
is located at Ω(0) = Ωρ(0). The normal velocity V (t) of the moving boundary
Γρ(t) is then given by the expression
V (t) = −
∂tNρ
|∇Nρ|
.
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This relation follows from the standard assumption that the interface moves
along with the tumor and from relation Γρ = N
−1
ρ (0). With this notation
(1.1) is equivalent to the following system of equations
∆ψ = f(ψ) in Ωρ(t),
∆p = 0 in Ωρ(t),
ψ = 1 on Γρ(t),
p = κΓρ(t) −AG
|x|2
4
on Γρ(t),
∂tNρ = −
〈
G∇ψ −∇p−AG
x
2
,∇Nρ
〉
on Γρ(t),
ρ(0) = ρ0 on S,
(2.1)
for all t ∈ [0, T ]. A triple (ρ, ψ, p) is called a classical Hölder solution of (2.1)
if
ρ ∈ C([0, T ],V) ∩ C1([0, T ], h1+α(S)),
ψ(·, t)p(·, t) ∈ buc2+α(Ωρ(t)) for all t ∈ [0, T ],
and (ρ, ψ, p) solves the system (2.1) pointwise. Given ρ ∈ V, buck+α(U)
stands for the closure of BUC∞(U) in BUCk+α(U). Of major interest is to
determine the mapping ρ which describes the evolution of the tumor. The
functions ψ and p can be then determined as solutions of Dirichlet problems,
cf. Lemmas 3.1, 3.3, and 3.4. This is the reason why we shall also refer only
to ρ as solution to (2.1). The first main result of this paper is the following
theorem:
Theorem 2.1 (Existence and uniqueness). Let R > 0. There exists an open
neighbourhood O of 0 in V such that, for any initial data ρ0 ∈ O, there
exists a maximal existence time T := T (ρ0) > 0 and a unique classical
solution ρ = ρ(·; ρ0) to problem (2.1) defined on [0, T (ρ0)) which satisfies
ρ([0, T (ρ0))) ⊂ O. The mapping
{(t, ρ0) : ρ0 ∈ O and 0 < t < T (ρ0)} 7→ ρ(t; ρ0) ∈ h
4+α(S)
is smooth.
When R = RA, we re-discover ρ ≡ 0, situation when the tumor is located
at D(0, RA) as the unique radially symmetric stationary solution of (2.1).
Concerning the stability properties of this solution we already know from
the radially symmetric case [12, Theorem 1.2] that this solution is unstable
for G < 0. Moreover, we have:
Theorem 2.2. Let R = RA and G∗ > 0 be the constant defined by (4.21).
Then the radially symmetric equilibrium ρ ≡ 0 is unstable for all G > G∗.
Additionally to Theorem 2.2 we have:
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Theorem 2.3. Let R = RA and assume that
A
2
u′0(1)
u0(1)
+A− f(1) > 0, (2.2)
whereby u0 is the solution of (4.13) for n = 0. Given G > 0, there exists a
positive integer lG ∈ N such that for all ω ∈ (0, µ0) and l ≥ lG we find positive
constants Kl > 0 and δl > 0 with the property that if ‖ρ0‖C4+α(S) ≤ δl and
ρ0 is 2π/l−periodic, then the solution ρ to (2.1) exists in the large, and
‖ρ(t)‖C4+α(S) + ‖ρ
′(t)‖C1+α(S) ≤ Kle
−ωt‖ρ0‖C4+α(S), t ≥ 0.
Moreover, the solution ρ is 2π/l−periodic for all t ≥ 0.
We will show in the Appendix that the condition (2.2) is satisfied partic-
ularly when f = id[0,∞) and RA = 1.
3. The well-posedness result
This section is dedicated to the proof of Theorem 2.1 and preparing The-
orems 2.2 and 2.3. A fundamental difficulty in treating problem (2.1) is the
fact that one has to work with unknown, variable domains Ωρ. We overcome
this difficulty by transforming problem (2.1) on the unitary disc Ω := D(0, 1).
Therefore, we define for all ρ ∈ V the mapping Θρ : R
2 → R2 by
Θρ(x) = Rx+
Rx
|x|
ϕ(|x| − 1)ρ
(
x
|x|
)
,
where the cut-off function ϕ ∈ C∞(R, [0, 1]) satisfies
ϕ(r) =
{
1, |r| ≤ 1/4,
0, |r| ≥ 3/4,
and additionally max |ϕ′(r)| < 4. Notice that |x− 1| ≥ 3/4 we have Θρ(x) =
x. Given x ∈ S, the mapping [0,∞) ∋ r 7→ r + ϕ(r − 1)ρ(x/|x|) ∈ [0,∞) is
strictly increasing and therefore bijective. The composition ρ(·/| · |) has the
same regularity properties as ρ on any subset of R2 which is bounded away
from 0, and using the chain rule we have, cf. [13], that
∇
(
ρ
(
x
|x|
))
= ρ′
(
x
|x|
)(
−
x2
|x|2
,
x1
|x|2
)
(3.1)
for all x 6= 0. Consequently, Θρ is a diffeomorphism mapping Ω onto Ωρ,
i.e. Θρ ∈ Diff
4+α(Ω,Ωρ)∩Diff
4+α(R2,R2). Such a diffeomorphism was first
introduced by Hanzawa in [19] to study the Stefan problem, and it is therefore
called Hanzawa diffeomorphism. Additionally, we have that Θρ(S) = Γρ (see
Figure 2). The push-forward operator induced by Θρ is defined by
Θ∗ρ : BUC(Ωρ)→ BUC(Ω), u 7→ u ◦Θρ.
These operators allow us to transform the problem into an abstract Cauchy
problem over S. General results of the theory of maximal regularity, due to
Sinestrari [23], can be used to prove existence of a unique classical solution,
WELL-POSEDNESS AND STABILITY PROPERTIES 7
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Figure 2. The Hanzawa diffeomorphism
corresponding to small initial data. The solution to (2.1) is then obtained
(see Lemma 3.1 below) using the pull-back operators defined by
Θρ∗ : BUC(Ω)→ BUC(Ωρ), v 7→ v ◦Ψρ,
where Ψρ := Θ
−1
ρ = (ψ
1
ρ, ψ
2
ρ). The transformed operators A(ρ) and B, are de-
fined as follows. Given ρ ∈ V, A(ρ) : buc2+α(Ω)→ bucα(Ω) is the differential
operator given by
A(ρ) := Θ∗ρ ◦∆ ◦Θ
ρ
∗. (3.2)
The operator A(ρ) is linear and uniformly elliptic, with
A(ρ)v = bij(ρ)vij + bi(ρ)vi, ∀v ∈ buc
2+α(Ω),
whereby
bij(ρ) = ψ
i
ρ,1(Θρ(x))ψ
j
ρ,1(Θρ(x)) + ψ
i
ρ,2(Θρ(x))ψ
j
ρ,2(Θρ(x)),
bi(ρ) = ψ
1
ρ,11(Θρ(x)) + ψ
2
ρ,22(Θρ(x))
for 1 ≤ i, j ≤ 2. Using (3.1) and the chain rule, we can determine the
coefficients bij(ρ) and bi(ρ), 1 ≤ i, j ≤ 2, explicitly in terms of ρ and ϕ, the
cut-off function used when defining Θρ. Moreover, A depends analytically
on ρ
A ∈ Cω(V,L(buc 2+α(Ω), buc α(Ω))). (3.3)
The trace operator B : V × buc2+α(Ω) × buc2+α(Ω) → h1+α(S) is defined
by the following relation
B(ρ, v, q) =
1
R
tr
〈
G∇(Θρ∗v)(Θρ)−∇(Θ
ρ
∗q)(Θρ)−
AG
2
Θρ, ∇Nρ(Θρ)
〉
,
(3.4)
with tr the trace operator on S, i.e. tr v = v|S for v ∈ BUC (Ω), and the
curvature κΓρ can be expressed in terms of ρ by the relation
κΓρ(Θρ) =
(1 + ρ)2 + 2ρ′2 − (1 + ρ)ρ′′
R((1 + ρ)2 + ρ′2)3/2
=: κ(ρ).
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It is not difficult to see that if (ρ, ψ, p) is a solution of (2.1) then (ρ, v, q) =
(ρ,Θ∗ρψ,Θ
∗
ρp) solves pointwise the following transformed problem
A(ρ)v = f(v) in Ω,
v = 1 on S,
A(ρ)q = 0 in Ω,
q = κ(ρ)−
AGR2
4
(1 + ρ)2 on S,
∂tρ = B(ρ, v, q) on S,
ρ(0) = ρ0.
(3.5)
The notion of solution for this problem is defined analogously to that of
solution to (2.1). In fact the problems (2.1) and (3.5) are equivalent in the
following sense:
Lemma 3.1. Given ρ0 ∈ V we have:
(a) If (ρ, ψ, p) is a classical Hölder solution for (2.1), then (ρ,Θ∗ρψ,Θ
∗
ρp) is
a classical Hölder solution for (3.5).
(b) If (ρ, v, q) is a classical Hölder solution for (3.5), then (ρ,Θρ∗v,Θ
ρ
∗q) is a
classical Hölder solution for (2.1).
Proof. The proof is similar to the one in [13, Lemma 2.1]. 
Lemma 3.2. The mapping
V ∋ ρ 7→ κ(ρ) =
(1 + ρ)2 + 2ρ′2 − (1 + ρ)ρ′′
R((1 + ρ)2 + ρ′2)3/2
∈ h2+α(S)
is analytic. Moreover, ∂κ(0)[ρ] = −(ρ+ ρ′′)/R, for all ρ ∈ h4+α(S).
Proof. The analyticity is obvious. In order to compute the derivative one has
only to calculate the gradient of a real valued function of three variables. 
We introduce now solution operators to some semilinear, respectively lin-
ear Dirichlet problems related to our transformed problem (3.5). From the
Leray-Schauder fixed point theorem (cf. [17, Theorem 11.3]) we obtain for
each ρ ∈ V a solution u ∈ BUC 2+α(Ωρ) of problem{
∆u = f(u) in Ωρ,
u = 1 on Γρ,
(3.6)
with ρ ∈ V. Using the maximum principle as we did in the proof of [12,
Theorem 2.6] we may prove the uniqueness of this solution. Consequently,
we have:
Lemma 3.3. Given ρ ∈ V, there exists a unique solution T (ρ) ∈ buc2+α(Ω)
of the semilinear Dirichlet problem{
A(ρ)v = f(v) in Ω,
v = 1 on S.
(3.7)
The mapping
[
V ∋ ρ 7→ T (ρ) ∈ buc2+α(Ω)
]
is smooth.
WELL-POSEDNESS AND STABILITY PROPERTIES 9
Proof. For details we refer to the proof of [22, Theorem 4.3.5]. 
We consider now the solution operator corresponding to the second, linear
Dirichlet problem in system (3.5). We state:
Lemma 3.4. Given ρ ∈ V, there exists a unique solution S(ρ) ∈ buc2+α(Ω)
of the Dirichlet problem
A(ρ)q = 0 in Ω,
q = κ(ρ)−
AGR2
4
(1 + ρ)2 on S.
(3.8)
The mapping [V ∋ ρ 7→ S(ρ) ∈ buc2+α(Ω)] is real analytic.
Proof. Given ρ ∈ V, the mapping
(A(ρ), tr) : BUC 2+α(Ω)→ BUC α(Ω)× C2+α(S)
is a topological isomorphism from BUC 2+α(Ω) onto BUC α(Ω)×C2+α(S).
It is well-known that the function mapping a bijective bounded linear opera-
tor onto its inverse is analytical; it can be expressed by a Neumann expansion
in the neighbourhood of some other linear isomorphism.
Hence, in view of Lemma 3.2 and equation (3.3) it follows that
S(ρ) = (A(ρ), tr)−1
(
0, κ(ρ) −
AGR2
4
(1 + ρ)2
)
is analytic. Since S maps smooth functions on S into BUC∞(Ω) we also
have S(ρ) ∈ buc 2+α(Ω) for all ρ ∈ V. 
3.1. The nonlinear Cauchy problem. We use now the solution operators de-
fined in Lemmas 3.3 and 3.4 to transform the system (3.5) into an abstract
Cauchy problem on the unit circle S. We put in the third equation of (3.5)
T (ρ), the solution to (3.7), for v, respectively S(ρ), the solution to (3.8), for
q, to obtain the following abstract Cauchy problem
∂tρ = Φ(ρ), ρ(0) = ρ0, (3.9)
where
Φ( · ) := B( · ,T ( · ),S( · )) (3.10)
is a nonlinear and nonlocal operator of third order which depends smoothly
on ρ. In order to prove Theorem 2.1 is suffices to show that ∂Φ(0) generates a
strongly continuous analytic semigroup in L(h1+α(S)) with definition domain
h4+α(S), that is
−∂Φ(0) ∈ H(h4+α(S), h1+α(S)).
The operator ∂Φ(0) can be decomposed as the sum of its principal part,
which has order three in ρ, with an operator of first order. More exactly:
Theorem 3.5. The operator Φ is smooth, i.e. Φ ∈ C∞(V, h1+α(S)). Its de-
rivative, ∂Φ(0), writes as the sum ∂Φ(0) = A1 +A2, where
A1ρ :=
1
R3
∂ν((∆, tr)
−1(0, ρ′′)) for ρ ∈ h4+α(S), (3.11)
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and A2 ∈ L(h
2+α(S), h1+α(S)).
In order to prove this theorem, we have to study first the regularity prop-
erties of the operator B, defined by (3.4). It is convenient to we write this
operator as a sum
B(ρ, v, q) =
G
R
B1(ρ)v −
1
R
B1(ρ)q − B2(ρ),
where B1 ∈ C
ω(V,L(buc2+α(Ω), h1+α(S)) and B2 ∈ C
ω(V, h1+α(S)) are the
operators defined by
B1(ρ)v = tr 〈∇(Θ
ρ
∗v),∇Nρ〉 (Θρ) and B2(ρ) =
AG
2R
tr 〈Θρ,∇Nρ(Θρ)〉 .
Since by the chain rule
∂Φ(0)[ρ] =−
1
R
B1(0)∂S(0)[ρ] −
1
R
∂B1(0)[ρ]S(0)
+
G
R
∂B1(0)[ρ]T (0) +
G
R
B1(0)∂T (0)[ρ] − ∂B2(0)[ρ]
for ρ ∈ h4+α(S), we must not only show that Bi, i = 1, 2, have the regularity
mentioned above but also determine their derivatives in 0. We shall see
that the first term of this sum is the important one (corresponding to the
operator A1 in Theorem 3.5) since it is a third order operator, and the last
two terms are of lower order and play, as we shall see, no role when studying
the well-posedness of the abstract evolution equation (3.9).
Using relation (3.1) we get that
∇Nρ(Θρ(x)) = x−
ρ′(x)
1 + ρ(x)
(−x2, x1), x ∈ S (3.12)
for all ρ ∈ V. Particularly, we obtain find the following expression for B2
B2(ρ) =
AG
2R
〈R(1 + ρ)x, x〉 =
AG
2
(1 + ρ), (3.13)
wherefrom we can easily see that B2 is analytic and that
∂B2(0)[ρ] =
AG
2
ρ, ∀ρ ∈ h4+α(S). (3.14)
Consider now the operator B1. From the weak maximum principle we find
that the function T (0) is radially symmetric, and one can easily see that
S(0) is constant. Hence it suffices to determine ∂B1(0)[ρ]v0 for a radially
symmetric function v0 ∈ buc
2+α(Ω) and ρ ∈ h4+α(S).
We state:
Lemma 3.6. The nonlinear operator B1 is analytic, i.e.
B1 ∈ C
ω(V × buc2+α(Ω), h1+α(S)).
Given v0 ∈ buc
2+α(Ω) a radially symmetric function, we have that
∂B1(0)[·]v0 ≡ 0. (3.15)
WELL-POSEDNESS AND STABILITY PROPERTIES 11
Proof. Let v0 ∈ buc
2+α(Ω) be a radially symmetric function and ρ ∈ V. In
view of (3.12) we have that
B1(ρ) =
[
xiψ
j
ρ,i(Θρ) +
ρ′
1 + ρ
(
x2ψ
j
ρ,1(Θρ)− x1ψ
j
ρ,2(Θρ)
)]
tr ∂j
wherefrom we obtain the regularity assumption stated in the lemma. Con-
cering (3.15) a detailed proof can be found in [22, Lemma 4.4.2]. 
To finish the preparations for the proof of Theorem 3.5 one more step must
be done. We have to determine the Fréchet derivative in 0 of the analytic
solution operator defined in Lemma 3.4.
Lemma 3.7. Given ρ ∈ V, the map ∂S(0)[ρ] ∈ buc2+α(Ω) is the unique
solution of the linear Dirichlet problem
∆z = 0 in Ω,
z = −
(
1
R
+
AGR2
2
)
ρ−
1
R
ρ′′ on S.
(3.16)
Proof. The proof is standard and we omit it. 
We come now to the proof of the main result of this subsection:
Proof of Theorem 3.5. The regularity assumption follows directly from Lem-
mas 3.3, 3.4, 3.6, and relation (3.13). Moreover since B1(0) = R
−1∂ν , we
have that
∂Φ(0)[ρ] =
1
R3
∂ν
(
(∆, tr)−1(0, ρ′′)
)
+
(
1
R3
+
AG
2
)
∂ν
(
(∆, tr)−1(0, ρ)
)
+
G
R2
∂ν(∂T (0)[ρ]) −
AG
2
ρ.
The operator T defined in Lemma 3.3 can be extended to T : {ρ ∈ h2+α(S) :
‖ρ‖C(S) < 1/4} → buc
2+α(Ω), because we only need there that ρ is of class
C2+α to guarantee existence of a solution to (3.6). Whence, the operator
defined by
A2ρ :=
(
1
R3
+
AG
2
)
∂ν
(
(∆, tr)−1(0, ρ)
)
+
G
R2
∂ν(∂T (0)[ρ]) −
AG
2
ρ
for ρ ∈ h2+α(S), belongs to L(h2+α(S), h1+α(S)). This completes the proof.

We conclude this section with the proof of our first main result Theorem
2.1.
Proof of the Theorem 2.1. The key point is showing that the operator A1,
which can be seen as the principal part of the Fréchet derivative ∂Φ(0)
generates a strongly continuous and analytic semigroup in L(h1+α(S)) for
all 0 < α < 1, i.e. −A1 ∈ H(h
4+α(S), h1+α(S)). To this scope we show
that −A1 is a Fourier multiplier. Given ρ ∈ h
4+α(S), we consider its the
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Fourier expansion of ρ =
∑
k∈Z ρ̂(k)x
k, where ρ̂(k) :=
∫
S
ρ(x)xk dx is the
k-th Fourier coefficient of ρ. The well-known Poisson integral formula yields
then
(∆, tr)−1(0, ρ′′) =
∑
k∈Z
−k2r|k|ρ̂(k)xk
for all r ≤ 1 and x ∈ S. Taking the derivative with respect to r, in r = 1, we
finally obtain
A1
[∑
k∈Z
ρ̂(k)xk
]
=
∑
k∈Z
λkρ̂(k)x
k (3.17)
for all
∑
k∈Z ρ̂(k)x
k ∈ h4+α(S), where or simplicity
λk :=
−|k|3
R3
for k ∈ Z. (3.18)
Following the same steps as in the proof of [13, Theorem 3.5] we obtain that
−A1 ∈ H(h
4+α(S), h1+α(S)) for all α ∈ (0, 1).
Since the constant α ∈ (0, 1), fixed at the beginning of Section 2 was
arbitrary we get that the assertions of Theorem 3.5 hold true with α re-
placed by β, for some fixed β ∈ (0, α). Particularly, we have that −A1 ∈
H(h4+β(S), h1+β(S)), for some β ∈ (0, α). The definition domain of A2 is an
interpolation space between h1+β(S) and h4+β(S), since
h2+β(S) = (h1+β(S), h4+β(S))1/3.
We infer from [21, Proposition 2.4.1] that the sum ∂Φ(0) = A1+A2 also gen-
erates a strongly continuous analytic semigroup in L(h1+α(S)). In view of [1,
Theorem 1.3.1], the set H(h4+β(S), h1+β(S)) is open in L(h4+β(S), h1+β(S)),
whence there exists an open neighbourhood Oβ of 0 in h
4+β(S) with the
property that −∂Φ(ρ) ∈ H(h4+β(S), h1+β(S)) for all ρ ∈ Oβ. Then O :=
Oβ ∩ h
4+α(S) is an open neighbourhood of 0 in V. In view of
(h1+β(S), h4+β(S))θ = h
1+α(S).
we have establish that the assumptions of Theorem 8.4.1 in [21] hold and the
proof of Theorem 2.1 follows now from this theorem. Consequently, given
ρ0 ∈ O, there exists a positive time T > 0 and a unique classical solution ρ to
problem (2.1) on [0, T ] satisfying ρ([0, T ]) ⊂ O. Moreover, the solution may
be extended on a maximal interval [0, T (ρ0)) and if ρ is uniformly continuous
with values in h4+α(S), then either
lim
tրT (ρ0)
ρ(t) ∈ ∂O or T (ρ0) = +∞.
This completes the proof of Theorem 2.1. 
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4. Stability properties
We study in this section the stability properties of the unique radially
symmetric solution D(0, RA) determined in [12] when A ∈ (0, f(1)) and
G 6= 0. Therefore, we choose the constant R fixed at the beginning of Section
2 to be R = RA. Particularly, functions in V parametrise domains near the
stationary tumor D(0, RA). We rediscover ρ ≡ 0, situation when the tumor
domain is the discus D(0, RA), as the unique radially symmetric stationary
solution of (2.1).
In order to study the stability properties of this equilibrium we have to
determine the spectrum of the complexification of the Fréchet derivative
∂Φ(0), which we denote again by ∂Φ(0). The stability results established in
Theorem 2.2 and Theorem 2.3 are then obtained by applying the principle of
linearised stability to problem (3.9). Repeating the arguments presented in
the proofs of Theorem 2.1 we see that the complexification of ∂Φ(0) generates
a strongly continuous and analytic semigroup. Taking into consideration
that the embedding h4+α(S,C) →֒ h1+α(S,C) is compact, we deduce that
the complexification of ∂Φ(0) has a compact resolvent. From [20, Theorem
III.8.29], we conclude that its spectrum consists only of eigenvalues of finite
multiplicity,
σ(∂Φ(0)) = σp(∂Φ(0)).
Given ρ ∈ h4+α(S), we look in the following for the Fourier expansion of
∂Φ(0)[ρ]. Having shown that ∂Φ(0) is a Fourier multiplier, the point spec-
trum of ∂Φ(0) is given by the symbol of this multiplier. The cornerstone
of the analysis leading to Theorems 2.2 and 2.3 is the Theorem 4.1, which
states that ∂Φ(0) is a Fourier multiplier operator with symbol explicitly
determined.
Theorem 4.1. Given ρ ∈ h4+α(S), we let ρ =
∑
k∈Z ρ̂(k)x
k denote its associ-
ated Fourier series. We have that
∂Φ(0)
[∑
k∈Z
ρ̂(k)xk
]
=
∑
k∈Z
µkρ̂(k)x
k, (4.1)
where the symbol (µk)k∈Z is given by the relation
µk := −
1
R3A
|k|3 +
1
R3A
|k| −G
(
A
2
u′|k|(1)
u|k|(1)
+A− f(1)
)
, (4.2)
and u|k| is the solution of (4.13) for n = |k|. Moreover,
σ(∂Φ(0)) = {µk : k ∈ Z}. (4.3)
In order to obtain a Fourier expansion for the derivative ∂Φ(0)[ρ], ρ ∈ V,
we are left, cf. Theorem 3.5 and (3.17), to determine the Fréchet deriva-
tive in 0 of the solution operator T defined in Lemma 3.3. However, the
computations are more involved when computing ∂T (0), since T (0) is not a
constant function. We have that:
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Lemma 4.2. Given ρ ∈ h4+α(S), the function ∂T (0)[ρ] is the unique solution
of the linear Dirichlet problem
∆w −R2Af
′(v0)w =
− v0,11
−2x22ϕρ− 2x
2
1|x|ϕ
′ρ+ 2x1x2ϕρ
′
|x|3
− 2v0,12
2x1x2ϕρ− 2x1x2|x|ϕ
′ρ+ (x22 − x
2
1)ϕρ
′
|x|3
+ v0,22
2x21ϕρ+ 2x
2
2|x|ϕ
′ρ+ 2x1x2ϕρ
′
|x|3
− v0,1
x1ϕρ− x1|x|ϕ
′ρ+ 2x2ϕρ
′ − x1|x|
2ϕ′′ρ− x1ϕρ
′′
|x|3
− v0,2
x2ϕρ− x2|x|ϕ
′ρ− 2x1ϕρ
′ − x2|x|
2ϕ′′ρ− x2ϕρ
′′
|x|3
in Ω,
w = 0 on S, (4.4)
where v0 = T (0) and ϕ the cut-off function used to define the Hanzawa
diffeomorphism.
Proof. The proof is standard though lengthy. For detailed calculations we
refer to [22, Lemma 5.1.1]. 
The result of this lemma is not very useful yet. This is due to the fact
that the first equation of (4.4) contains besides ρ and w also derivatives of
ϕ and v0. Therefore, it is difficult to determine the Fourier expansion of
w, the solution of (4.4), when knowing that of ρ. That is why we formally
linearise the free boundary problem describing the stationary states of the
full system (1.1) at the unique radially symmetric solution (0, ψA, pA), found
in [12, Theorem 1.1], where we simply write ψA := T (0)◦Θ0 for the solution
of (3.6) and pA := R
−1
A − AGR
2
A/4 is the composition pA = S(0) ◦ Θ0.
By doing this we shall find a nice decomposition of the derivative ∂T (0) as
a sum of two operators (see Lemma 4.3 below). Hence, we consider now
perturbations of the radially symmetric solution of the form

ψε = ψA + εψ,
pε = pA + εp,
Ωρε =
{
reis : 0 ≤ r < RA(1 + ερ(s)), s ∈ R
}
,
where we simply write ρ(s) = ρ(eis) for all s ∈ R. Here, ε is a small param-
eter, and ψ, p, ρ are unknown functions. The linearisation of problem (1.1)
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is then the following free boundary problem
∆ψ = f ′(ψA) · ψ in D(0, RA),
∆p = 0 in D(0, RA),
ψ = −RAψ
′
A(RA)ρ on ∂D(0, RA),
p = −
(
1
RA
+
AGR2A
2
)
ρ−
1
RA
ρ′′ on ∂D(0, RA),
G∂νψ − ∂νp =
AGRA
2
ρ on ∂D(0, RA).
(4.5)
We look now for a connection between the linearisation (4.5) and the Fréchet
derivative of Φ in 0. To this scope, we transform first the system (4.5) to
the unitary disc, i.e. we set
w(x) = ψ(RAx), z(x) = p(RAx), v0(x) = ψA(RAx),
for x ∈ Ω, and substitute these expressions in (4.5). This leads us to the
following system of equations
∆w = R2Af
′(v0) · w in Ω,
w = −∂νv0ρ on S,
∆z = 0 in Ω,
z = −
(
1
RA
+
AGR2A
2
)
ρ−
1
RA
ρ′′ on S,
G
RA
∂νψ −
1
RA
∂νp =
AGRA
2
ρ on S.
(4.6)
Given ρ ∈ h4+α(S), we let W(ρ) ∈ buc2+α(Ω) denote the solution to the
linear Dirichlet problem{
∆w = R2Af
′(v0) · w in Ω,
w = −∂νv0ρ on S.
(4.7)
Further on, we want to determine a relation between ∂T (0)[ρ] and W(ρ).
Therefore, we define the extension operator E : h4+α(S)→ buc2+α(Ω) by
E(ρ)(x) :=
(
v0,1(x)
x1
|x|
+ v0,2(x)
x2
|x|
)
ρ
(
x
|x|
)
ϕ(|x| − 1) (4.8)
for x ∈ Ω. Using these operators we can now write ∂T (0) as the sum of
W and E . This decomposition is very useful because we got rid, in this
way, of all the terms from the right hand side of first equation of (4.4).
Recall that our goal is to determine the Fourier expansion of ∂ν(∂T (0)[ρ])
when ρ ∈ h4+α(S). It turns out, cf. Lemma 4.3, that ∂ν(E(ρ)) is collinear
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with ρ for all ρ ∈ h4+α(S). Moreover, using ODE–techniques we are able to
determine an expansion for W(ρ) for all ρ ∈ h4+α(S), cf. (4.15). Indeed, we
have:
Lemma 4.3. It holds that ∂T (0) =W + E . Moreover, given ρ ∈ h4+α(S), we
have that
∂ν(E(ρ)) = αAρ, (4.9)
where αA := ∂
2U/∂r2(1, R2A) > 0 and U is the solution of the parameter-
dependent problem:
∂2U
∂r2
(r, λ) +
1
r
∂U
∂r
(r, λ) = λf(U(r, λ)), 0 ≤ r ≤ 1,
∂U
∂r
(0, λ) = 0,
U(1, λ) = 1,
(4.10)
with λ ∈ [0,∞).
Proof. The proof follows by direct computation by taking into consideration
that v0 = T (0) = U(| · |, R
2
A). 
In virtue of Lemma 4.3, if we determine a Fourier expansion for W(ρ),
then we completed the task of determining the expansion of ∂T (0)[ρ] for all
ρ ∈ h4+α(S). For this reasoning, we consider expansions of the form
W(rx) =
∑
k∈Z
Ak(r)x
k
ρ(x) =
∑
k∈Z
ρ̂(k)xk
(4.11)
with r ∈ [0, 1] and x ∈ S. Substituting these expressions into (4.7), and
comparing the coefficients of xk, we come to the following problem for the
unknown function Ak : A′′k +
1
r
A′k −
k2
r2
Ak = R
2
Af
′(v0)Ak, 0 < r < 1,
Ak(1) = −v
′
0(1)ρ̂(k).
(4.12)
We have used here the relation ∂νv0 = v
′
0(1) on S, where we identified v0
with its restriction to the interval [0, 1]. In order to prove the existence and
uniqueness of the solution to (4.12) we consider first the associated problem
(4.13). The solution of (4.12) will be then expressed in terms of the solution
of this new system. Thus, given n ∈ N, the problem
u′′ +
2n+ 1
r
u′ = R2Af
′(v0)u, 0 < r < 1,
u(0) = 1,
u′(0) = 0,
(4.13)
has a unique solution un ∈ C
∞([0, 1]).
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With this notation we have:
Lemma 4.4. Given k ∈ Z, problem (4.12) possesses a unique solution Ak ∈
C∞([0, 1]) explicitly given by
Ak(r) =
−v′0(1)
u|k|(1)
ρ̂(k)r|k|u|k|(r), 0 ≤ r ≤ 1. (4.14)
We denoted by un, n ∈ N, the solution of (4.13).
Proof. That Ak is a solution of (4.12) follows by direct computation. The
uniqueness may be obtain by a contradiction argument. 
We give now a short proof of the theorem stated at the beginning of this
section.
Proof of Theorem 4.1. From Lemma 4.4 we obtain the following expansion
for W(ρ)
W(ρ)(rxk) =
∑
k∈Z
[
−
v′0(1)
u|k|(1)
r|k|u|k|(r)
]
ρ̂(k)xk (4.15)
for all ρ ∈ h4+α(S). Let us determine now the constant αA form Lemma
4.3. From the first equation of (4.10) we find that the constant αA satisfies
the relation αA = R
2
Af(1) − v
′
0(1). Moreover, from the same equation and
relation (3.27) in [12] we have that
v′0(1) = AR
2
A/2, (4.16)
hence
αA = R
2
A
(
f(1)−
A
2
)
. (4.17)
In view of Theorem 3.5, 3.17, and (4.15) we conclude (4.1) and the proof is
complete. 
4.1. Estimates for the symbol of the derivative of Φ. In order to study the
stability properties of the unique radially symmetric equilibrium determined
in [12] we need to study the sign of symbol (µk)k∈Z given by (4.2) in depen-
dence of the parameters (A,G) ∈ (0, f(1))× (0,∞). We consider in here just
the case when G > 0, since for G < 0 we already established in [12, Theo-
rem 1.2. (d)] that this circular equilibrium is unstable. It is worth noticing
that µk = µ−k for all k ∈ Z, so that we consider just the terms µk with
k ∈ N. At first we have to as certain that 0 is in the spectrum of ∂Φ(0) for
all (A,G) ∈ (0, f(1)) × [0,∞).
Proposition 4.5. We have that
µ1 = 0.
Proof. Since v0 = T (0) satisfies v0(r) = U(r,R
2
A) for all 0 ≤ r ≤ 1, we have
that
v′′0 +
1
r
v′0 = R
2
Af(v0) in (0, 1).
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Differentiating this equation with respect to r and setting w0 := v
′
0 we get{
w′′0 +
1
r
w′0 −
1
r2
w0 = R
2
Af
′(v0)w0,
w0(1) = v
′
0(1).
(4.18)
Given r ∈ [0, 1], define w(r) = v′0(1)ru1(r)/u1(1), where u1 denotes the
solution of the problem (4.13) when n = 1. With c := v′0(1)/u1(1), we obtain
by differentiation that
w′(r) = c(u1(r) + ru
′
1(r)), w
′′(r) = c(ru′′1(r) + 2u
′
1(r)),
which in turn implies that w is a solution of the equation
w′′ +
1
r
w′ −
1
r2
w = c(ru′′1(r) + 3u
′
1(r)) = R
2
Af
′(v0)w.
Moreover, for r = 1, we get w(1) = v′0(1). Since the solution of (4.18) is
unique, we get w0 = w, meaning that v
′
0(r) = v
′
0(1)ru1(r)/u1(1) for all
0 ≤ r ≤ 1. Rearranging this relation it follows that
v′0(r)
v′0(1)r
=
u1(r)
u1(1)
,
which leads to
u′1(r)
u1(1)
=
v′′0 (r) r v
′
0(1)− v
′
0(r) v
′
0(1)
v′0(1)
2 r2
=
1
v′0(1)
[
v′′0 (r)
r
−
v′0(r)
r2
]
.
If we choose r = 1 this last relation leads to
u′1(1)
u1(1)
=
1
v′0(1)
[
v′′0 (1)− v
′
0(1)
]
=
v′′0(1)
v′0(1)
− 1.
In view of relations (4.16) and (4.17), and the definition of αA, we have
u′1(1)
u1(1)
=
−
AR2A
2
+R2Af(1)
AR2A
2
− 1 = −2 +
2f(1)
A
.
Inserting this result in the expression of µ1 yields
µ1 = −
1
R3A
+
1
R3A
−G
[
A
2
(
−2 +
2f(1)
A
)
+A− f(1)
]
= 0.

Proposition 4.5 reveals that µ1 = 0 belongs to the spectrum of ∂Φ(0).
However, we show now that the sequence µk →k→∞ −∞. This is obviously
true if the sequence (u′n(1)/un(1))n∈N is bounded. Even more, we have:
Lemma 4.6. It holds that
u′n(1)
un(1)
−→
n→∞
0,
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Proof. Let n ∈ N and set v := un+1 − un ∈ C
∞([0, 1]). Recall that un is an
increasing function for all n ∈ N. This can be seen since
un(r) = 1 +
∫ r
0
R2A
s2n+1
∫ s
0
τ2n+1f ′(v0(τ))un(τ) dτ ds, 0 ≤ r ≤ 1, (4.19)
relation which is obtained by multiplying the first equation of problem (4.13)
with r2n+1 and then integrating twice. From (4.13) we obtain
v′′ +
2n+ 1
r
v′ = R2f ′(v0)v −
2
r
u′n+1, 0 < r < 1,
v′(0) = 0,
v(0) = 0.
Furthermore, we have
lim
t→0
v′(t)
t
= lim
t→0
u′n+1(t)− u
′
n(t)
t
= R2Af
′(v0(0))
(
1
2n+ 4
−
1
2n+ 2
)
= −R2Af
′(v0(0))
2
(2n + 4)(2n + 2)
< 0,
which implies by (1.2) that v′(t) < 0 for t ∈ (0, δ) and some δ < 1. Thus, v is
decreasing on (0, δ). Let now t ∈ [0, 1] and mt := min[0,t] v ≤ 0. A maximum
principle argument shows that the non-positive minimum must be achieved
at t, mt = v(t) which implies un+1(t) ≤ un(t) for all t ∈ [0, 1]. Particularly,
un+1(1) ≤ un(1). It also holds that
u′n(t) = R
2
A
∫ t
0
(τ
t
)2n+1
f ′(v0(τ))un(τ) dτ
≥ R2A
∫ t
0
(τ
t
)2n+3
f ′(v0(τ))un+1(τ) dτ
= u′n+1(t)
for all t ∈ [0, 1], hence u′n+1(1) ≤ u
′
n(1). Moreover, from
u′n(t) =
R2A
∫ t
0
τ2n+1f ′(v0(τ))un(τ) dτ
t2n+1
it follows that
u′n(1) = R
2
A
∫ 1
0
τ2n+1f ′(v0(τ))un(τ) dτ.
The dominated convergence theorem implies u′n(1)ց 0. A similar argument
provides un(1)ց 1. Therefore, u
′
n(1)/un(1)→ 0, and we are done. 
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4.2. Instability forG > G∗. We prove now that ifG is large enough, then the
radially symmetric equilibrium D(0, RA), determined in [12, Theorem 1.1], is
unstable, in the sense that problem (3.9) has nontrivial backwards solutions.
This reveals that the exponential stability result stated in [12, Theorem 1.2.
(a)] gives a false impression about the stability properties of the radially
symmetric equilibrium. If k ∈ N is large enough, we find in view of the
Lemma 4.6 a unique value Gk of the parameter G such that µk = 0 iff
G = Gk. More precisely, given k ∈ N such that
A
2
u′k(1)
uk(1)
+A− f(1) 6= 0,
we set
Gk :=
−
1
R3
k3 +
1
R3
k
A
2
u′k(1)
uk(1)
+A− f(1)
. (4.20)
To prove the statement of Theorem 2.2, we set
G∗ := min
{
Gk :
A
2
u′k(1)
uk(1)
+A− f(1) < 0
}
≥ 0. (4.21)
Moreover, since Gk →k→∞ ∞, the minimum must be achieved, i.e. we find
at least an integer k0 ∈ N such that
A
2
u′k0(1)
uk0(1)
+A− f(1) < 0, (4.22)
and G∗ = Gk0 . With these preparations we are able to prove the instability
result.
Proof of Theorem 2.2. Let G > G∗ be given and k0 be an integer such that
G∗ = Gk0 and (4.22) holds true. It follows that
−
1
R3
k30 +
1
R3
k0 > G
(
A
2
u′k0(1)
uk0(1)
+A− f(1)
)
,
which implies µk0 > 0. We are left to check the following instability assump-
tions {
σ+(∂Φ(0)) = σ(∂Φ(0)) ∩ {λ ∈ C : Reλ > 0} 6= ∅,
inf{Reλ : λ ∈ σ+(∂Φ(0))} > 0,
where ∂Φ(0) stands here for the complexification of ∂Φ(0). The first one
is clear since µk0 > 0. Moreover, we infer from Lemma 4.6 that µk →k→∞
−∞, and therefore the unstable spectrum σ+(∂Φ(0)) contains finitely many
positive eigenvalues of the Fréchet derivative ∂Φ(0). Thus, we found out
that the assumptions of [21, Theorem 9.1.3] are satisfied and therewith the
radially symmetric solution D(0, RA) is unstable. 
WELL-POSEDNESS AND STABILITY PROPERTIES 21
4.3. Exponential convergence of 2π/l−periodic data. In this section we show
that the exponential stability result stated in [22, Theorem 3.0.3 (a)] can be
generalised for solutions of the original problem (1.1) which correspond to
initial data ρ0 closed to the unique radially symmetric equilibrium and 2π/l–
periodic. The positive integer l depends on the constant G, which is chosen
to be positive, so that D(0, RA) is the unique equilibrium of the problem
(1.1). The main result of this section, Theorem 2.3 requires the following
assumption
A
2
u′0(1)
u0(1)
+A− f(1) > 0,
which means that the eigenvalue µ0 = µ0(G) is negative for all G > 0. This
assumption is satisfied for example if RA = 1 and f = id[0,∞) (see Appendix).
In order to prove Theorem 2.3 we introduce first appropriate subspaces
of the small Hölder spaces. Given k ∈ N and l ∈ N, n ≥ 2, we define the
subspace of hk+α(S) consisting of 2π/l–periodic functions by
hk+αl (S) := {ρ ∈ h
k+α(S) : ρ(x) = ρ(e2pii/lx) for all x ∈ S}.
Set further Vl := V ∩ h
4+α
l (S). The Fourier series associated to ρ ∈ h
k+α
l (S)
is
ρ =
∞∑
k=0
ρ̂(kl)xkl,
where ρ̂(kl) is the kl−th Fourier coefficient of ρ. Our first objective is to
prove that if ρ ∈ Vl, then Φ(ρ) ∈ h
1+α
l (S), that is
Φ ∈ C∞(Vl, h
1+α
l (S)). (4.23)
Having shown (4.23), by choosing l large enough we can exclude the eigenval-
ues µk with k small from the spectrum of ∂Φ(0). These are the eigenvalues
which we could not estimate whether they are negative or not. In this way
we also eliminate µ1 = 0 from the spectrum.
Let ρ ∈ Vl be given and let ψ := Θ
ρ
∗v, where v is the solution of (3.7). We
prove that ψ satisfies ψ(x) = ψ(e2pii/lx) for all x ∈ Ωρ. Therefore, we must
prove first that, if x ∈ Ωρ, then xe2pii/l belongs to Ωρ. Indeed, given x ∈ Ωρ,
we have that
|xe2pii/l| = |x| < R
(
1 + ρ
(
x
|x|
))
= R
(
1 + ρ
(
xe2pii/l
|xe2pii/l|
))
,
which implies that xe2pii/l ∈ Ωρ. Recall that the function ψ ∈ buc
2+α(Ωρ) is
the unique solution of the Dirichlet problem{
∆ψ = f(ψ) in Ωρ,
ψ = 1 on Γρ.
(4.24)
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Setting ψ(x) := ψ(xe2pii/l) for x ∈ Ωρ, we have defined in this way a further
solution of (4.24), since
∆ψ(x) = ∆ψ(xe2pii/l) = f(ψ(xe2pii/l)) = f(ψ(x)),
for all x ∈ Ωρ and ψ = 1 on Γρ. The uniqueness of the solution to (4.24)
implies that ψ = ψ. Thus ψ(x) = ψ(xe2pii/l) for all x ∈ Ωρ. Following
the same schema we can prove that p := Θρ∗q, where q is the solution of
(3.8), satisfies p(x) = p(e2pii/lx) for all x ∈ Ωρ provided ρ ∈ Vl. With these
preparations we state:
Lemma 4.7. Given l ≥ 2, the operator Φ maps smoothly Vl into h
1+α
l (S).
Proof. It remains to show that B1(ρ)T (ρ) and B1(ρ)S(ρ) are 2π/l–periodic.
The assertion follows then in view of (3.10) and relation (3.13). We prove
just the assertion for B1(ρ)T (ρ), the proof that B1(ρ,S(ρ)) is 2π/l–periodic
follows analogously. Indeed, given x ∈ S we have
B1(ρ,T (ρ))(x) =〈∇(Θ
ρ
∗v)(Θρ(x)),∇Nρ(Θρ(x))〉
=
〈
∇ψ(Θρ(x)),
∇Nρ(θρ(x))
|∇Nρ(Θρ(x))|
〉
|∇Nρ(Θρ(x))|
=∂νψ(Θρ(x))|∇Nρ(Θρ(x))|,
where ψ is the solution of (4.24). Additionally,
∣∣∇Nρ (Θρ (xe2pii/l))∣∣ =
|∇Nρ(Θρ(x))| for all x ∈ S. In order to prove that also ∂νψ(Θρ(xe
2pii/l)) =
∂νψ(Θρ(x)), x ∈ S, we introduce the rotation matrix
M =
(
cos
(
2pi
l
)
− sin
(
2pi
l
)
sin
(
2pi
l
)
cos
(
2pi
l
)
)
.
We infer, from ψ(x) = ψ
(
xe2pii/l
)
= ψ(M ·x), that ∇ψ(x) = M⊤ ·∇ψ(M ·x)
for all x ∈ Ωρ. Thus,
∂νψ
(
Θρ
(
xe2pii/l
))
= 〈∇ψ (Θρ (M · x)) , νρ (Θρ (M · x))〉
=
〈
∇ψ (M ·Θρ(x)) ,M ·
x− ρ′(x)(−x2, x1)√
(1 + ρ)2 + ρ′2(x)
〉
=
〈
M · ∇ψ(Θρ(x)),M ·
x− ρ′(x)(−x2, x1)√
(1 + ρ)2 + ρ′2(x)
〉
=
〈
∇ψ(Θρ(x)),M
⊤ ·M ·
x− ρ′(x)(−x2, x1)√
(1 + ρ)2 + ρ′2(x)
〉
= 〈∇ψ (Θρ (x)) , νρ (Θρ (x))〉
= ∂νψ (Θρ (x))
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for all x ∈ S. Summarising, B1(ρ,T (ρ))
(
xe2pii/l
)
= B1(ρ,T (ρ)) (x) for all
x ∈ S, and the proof is completed.

The Fréchet derivative ∂Φ(0) of the mapping Φ ∈ C∞(Vl, h
1+α
l (S)) is, in
view of (4.1), given by the relation
∂Φ(0)
[∑
k∈Z
ρ̂(kl)xkl
]
=
∑
k∈Z
µklρ̂(kl)x
kl,
where (µkl)k are defined by (4.2). We come now to the proof of the expo-
nential stability result for 2π/l− periodic data:
Proof of Theorem 2.3. Let G > 0 be given. Since µ|k| →|k|→∞ −∞, we
find a positive integer lG such that µ|k| ≤ µ0 for all |k| ≥ lG. Let l ≥ lG
be fixed. In view of relation Lemma 4.7, we find that the restriction Φ ∈
C∞(Vl, h
1+α
l (S)) satisfies the assumptions of [21, Theorem 9.1.2]. Indeed,
since l ≥ lG, it holds that µkl ≤ µ0 for all k ∈ N. Consequently, the spectrum
of the complexification of the ∂Φ(0) consists only of the negative eigenvalues
{µkl : k ∈ N}, and is bounded away from the positive half plane by µ0. The
assertion follows now immediately from [21, Theorem 9.1.1]. 
5. Appendix
We show now that the condition (2.2), meaning that µ0(G) < 0 for all
G > 0, is not to restrictive.
Observation 5.1. The assertion
A
2
u′0(1)
u0(1)
+A− f(1) > 0
is fulfilled when f = id[0,∞) and RA = 1.
Proof. In view of Proposition 4.5, our assertion is equivalent with
A
2
u′0(1)
u0(1)
+A− f(1) > 0 = µ1(G) =
A
2
u′1(1)
u1(1)
+A− f(1).
Consequently, we have to show only that
u′0(1)
u0(1)
>
u′1(1)
u1(1)
.
We assume now that u0, the solution of (4.13) when n = 0, is analytic
and the Taylor series associated to u0 in 0
u0 =
∞∑
k=0
akx
k,
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converges on [0, 1]. Problem (4.13) writes now as follows
xu′′0 + u
′
0 − xu0 = 0, 0 ≤ x ≤ 1,
u0(0) = 1,
u′0(0) = 0.
From the initial conditions of (4.13) it follows immediately that a0 = u0(0) =
1 and a1 = u
′
0(0) = 0. Plugging u0 and its derivatives in the first equation
of the system, one finds out that
∞∑
k=1
k(k + 1)ak+1x
k +
∞∑
k=0
(k + 1)ak+1x
k − a0x−
∞∑
k=2
ak−1x
k = 0. (5.1)
Identifying the coefficient of xk in (5.1) yields
a2 =
a0
4
=
1
4
,
ak+1 =
ak−1
(k + 1)2
, ∀k ∈ N,
and, from a1 = 0, we deduce that
a2k+1 = 0 and a2k =
k∏
n=1
1
(2n)2
, ∀k ∈ N,
thus,
u0(x) = 1 +
∞∑
k=1
(
k∏
n=1
1
(2n)2
)
x2k, x ∈ [0, 1]. (5.2)
We make now the same assumption on u1, the solution of (4.13) when
n = 1. We then get, that u1 is the solution of the following system
xu′′1 + 3u
′
1 − xu1 = 0, 0 ≤ x ≤ 1,
u1(0) = 1,
u′1(0) = 0.
As above, we obtain
∞∑
k=1
k(k + 1)ak+1x
k + 3
∞∑
k=0
(k + 1)ak+1x
k − a0x−
∞∑
k=2
ak−1x
k = 0,
and therefore
a2k+1 = 0 and a2k =
k∏
n=1
1
2n(2n+ 2)
, ∀k ∈ N.
Thus,
u1(x) = 1 +
∞∑
k=1
(
k∏
n=1
1
2n(2n+ 2)
)
x2k, x ∈ [0, 1]. (5.3)
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It is worth noticing that the Taylor series associated to u0 and u1, respec-
tively, in 0 define analytic functions on the whole real line, so that the rep-
resentations (5.2) and (5.3) are valid.
With three exact decimals we have that
u′0(1)
u0(1)
≈ 0.446 > 0.240 ≈
u′1(1)
u1(1)
,
which leads to the desired conclusion. 
References
[1] H. Amann: "Linear and Quasilinear Parabolic Problems", Volume I, Birkhäuser,
Basel, 1995.
[2] W. Arendt & S. Bu: Operator-valued Fourier multipliers on periodic Besov
spaces and applications, Proceedings of the Edinburgh Mathematical Society, 47,
15-33 (2004).
[3] N. Bellomo, N. K. Li & P. K. Maini: On the foundations of cancer modelling:
Selected topics, speculations, and perspectives Mathematical Models and Methods
in Applied Sciences, 18, No. 4, 593–647 (2008).
[4] A. Borisovich & A. Friedman: Symmetric-breaking bifurcation for free bound-
ary problems, Indiana Univ. Math. J. 54, 927–947 (2005).
[5] H. M. Byrne & M. A. Chaplain: Growth of nonnecrotic tumors in the presence
and absence of inhibitors Math. Biosci., 130, 151–181 (1995).
[6] V. Cristini, J. Lowengrub & Q. Nie: Nonlinear simulation of tumor growth,
Journal of Mathematical Biology, 46, 191–224 (2003).
[7] S. B. Cui: Analysis of a free boundary problem modeling tumor growth, Acta
Mathematica Sinica, English Series, 21 (5), 1071–1082 (2005).
[8] S. B. Cui & J. Escher: Asymptotic behaviour of solutions of a multidimensional
moving boundary problem modeling tumor growth, Comm. Part. Diff. Eq., 33 (4),
636–655 (2008).
[9] S. B. Cui & J. Escher: Bifurcation analysis of an elliptic free boundary problem
modelling the growth of avascular tumors, SIAM J. Math. Anal., 39 (1), 210–235
(2007).
[10] S. B. Cui & A. Friedman: Hyperbolic free boundary problem modelling tumor
growth, Interface Free Bound, 5, 159–181 (2003).
[11] G. Da Prato & P. Grisvard: Equations d’évolution abstraites nonlinéaires de
type parabolique, Ann. Mat. Pura Appl., 120, 329–326 (1979).
[12] J. Escher & A-V. Matioc: Radially symmetric growth of nonnecrotic tumors,
to appear in Nonlinear Differential Equations and Applications.
[13] J. Escher, A-V. Matioc & B.-V. Matioc: Classical solutions and stability
results for Stokesian Hele-Shaw flows, to appear in Annali della Scuola Normale
Superiore di Pisa, Classe di Scienze.
[14] A. Friedman & F. Reitich: Analysis of a mathematical model for the growth of
tumors, J. Math. Biol., 38, 262–284 (1999).
[15] A. Friedman & F. Reitich: Symmetry-breaking bifurcation of analytic solutions
to free boundary problems, Trans. Amer. Math. Soc., 353, 1587–1634 (2001).
[16] A. Friedman : Cancer models and their mathematical analysis, Lect. Notes
Math., 1872, 223–246 (2006).
[17] D. Gilbarg & T. S. Trudinger: "Elliptic Partial Differential Equations of
Second Order", Springer–Verlag, New York, 2001.
26 J. ESCHER AND A.-V. MATIOC
[18] F. P. Greenspan: On the growth and stability of cell cultures and solid tumors,
J. Theor. Biol., 56, 229–242 (1976).
[19] E. I. Hanzawa: Classical solutions of the Stefan problem, Tôhoku Math. J., 33,
297–335 (1981).
[20] T. Kato: "Perturbation Theory for Linear Operators", Springer-Verlag, Berlin
Heidelberg, 1995.
[21] A. Lunardi: "Analytic Semigroups and Optimal Regularity in Parabolic Prob-
lems", Birkhäuser, Basel, 1995.
[22] A. V. Matioc: "Modelling and analysis of nonnecrotic tumors", Südwestdeutcher
Verlag für Hochschulschriften, Saarbrücken, 2009.
[23] E. Sinestrari: On the abstract Cauchy problem of parabolic type in spaces of
continuous functions, Journal of Mathematical Analysis and Applications, 107,
16–66 (1985).
Institut für Angewandte Mathematik, Leibniz Universität Hannover, Welfen-
garten 1, 30167 Hannover, Germany.
E-mail address: escher@ifam.uni-hannover.de
Institut für Angewandte Mathematik, Leibniz Universität Hannover, Welfen-
garten 1, 30167 Hannover, Germany.
E-mail address: matioca@ifam.uni-hannover.de
