Abstract: Learning control enables performance improvement of mechatronic systems that operate in a repetitive manner. Achieving desirable learning behavior typically requires prior knowledge in the form of a model. The prior modeling requirements can be significantly reduced by using past operational data to estimate this model during the learning process. The aim of this paper is to develop such a data-driven learning control method for multi-variable systems, which requires that directionality aspects are properly addressed. This is achieved by using multiple past experiments to estimate a frequency response function of the inverse dynamics while ensuring smooth convergence by using smoothed pseudo inversion. The developed method is successfully applied to an industrial wide-format printer, resulting in high performance.
INTRODUCTION
Learning control has great potential to increase the performance of industrial mechatronic systems by using data from previous tasks. This is evidenced by the numerous results of Iterative learning control (ILC) (Bristow et al., 2006) , Repetitive Control (RC) and Iterative Inversionbased Control (IIC) (Tien et al., 2005) , which have effectively improved the performance in applications such as robotic systems (Barton and Alleyne, 2011) , manufacturing systems (Hoelzle et al., 2011) , and nanopositioning systems (Teo et al., 2016; de Rozario et al., 2016) .
Model-based learning approaches typically incorporate prior knowledge in the form of a model to achieve convergence (Owens, 2015) . Fast convergence can be achieved when the model is sufficiently accurate, whereas unstable iteration dynamics result in unbounded signals when the model mismatch is too large. In such situations, convergence can be enforced by including robustness filters, which need to be carefully designed in a manner that typically requires significant user input, and that can be demanding in terms of the modeling effort. This is especially the case for multi-variable (MIMO) systems since these typically require multiple experiments to be identified (Voorhoeve et al., 2016) , and the directionality aspects make the design of robustness filters relatively involved (Blanken et al., 2017) .
Data-driven learning approaches aim to reduce the modeling requirements by incorporating a model estimation step in the learning process (Deisenroth and Rasmussen, 2011) . In such approaches, two important aspects arise that need to be addressed to achieve desired learning behavior.
Firstly, the input to the system serves both as the excitation and the control signal. Since the input follows from the learning process, it may not be rich enough to identify the model, i.e., is not Persistently Exciting (PE). This is recognized in Liu and Alleyne (2016) , which explicitly states that PE is not achieved by the proposed method. In Janssens et al. (2013) it is suggested to use the initial input to facilitate the estimation, but the aspect of PE is not explicitly addressed. In Model-Free IIC (MF-IIC) (Kim and Zou, 2013) , PE is achieved by estimating a Frequency Response Function (FRF) model only at the frequencies at which the reference signal is non-zero. This approach cannot be directly applied to MIMO systems since these typically require a number of separate experiments to be identified (Pintelon and Schoukens, 2012, §2.7) .
Secondly, the iteration dynamics become nonlinear, which makes it challenging to analyze and modify the convergence behavior. In Liu and Alleyne (2016) , it is shown that convergence is guaranteed if the estimated model closely approximates the true system. However, it is recognized that the mismatch is large during the first iterations, and hence, conservative gain parameters are required, and tuning these is left to the user. In De Rozario and Oomen (2018) , it is shown that in MF-IIC, the nonlinear updating can result in unbounded input signals from one trial to the next. Smoothing learning-gain functions are developed to eliminate this behavior by limiting the trialby-trial amplification of the input. This results in smooth convergence, but the presented approach cannot deal with large exogenous disturbances, and cannot be applied to MIMO systems directly. Although important developments have resulted in effective data-driven iterative control methods for SISO systems, present methods are unsuitable for application to MIMO systems. The aim of this paper is to fill this gap by developing a MIMO data-driven iterative control method, which is achieved with the following contributions.
(C1) A multi-loop SISO MF-IIC approach is developed, which is shown to increase the performance if the influence of cross coupling and disturbances are sufficiently limited (Section 3). (C2) A MIMO MF-IIC method is developed, which is shown to increase the performance for any level of cross coupling and disturbances (Section 4). (C3) Both multi-loop SISO MF-IIC and MIMO MF-IIC are applied to a wide-format printer, showing that high performance can be achieved through MIMO data-driven learning control (Section 5).
Preliminaries
The set of real numbers, complex numbers, natural numbers, and integers are denoted by R, C, N and Z. For a ∈ C n , a p denotes the p-norm, whereas for A ∈ C n×m , A p,p denotes the induced p, p-norm. Furthermore, A H is the conjugate transpose, andλ(A) denotes the spectral radius. S(ω k ) denotes the Discrete Fourier Transform (DFT) of a signal s(t), t ∈ Z, and is defined on the frequency grid Ω
. A fixed point X ∞ is said to be exponentially stable if there exists constants 0 < β < 1, c, δ > 0 such that Hinrichsen and Pritchard, 2005, Def. 3.2.19 ).
PROBLEM FORMULATION
In this section, the MF-IIC approach is introduced and related to pre-existing methods. This is followed by formulating the MIMO data-driven learning control problem. The aim of this paper is to solve this problem by generalizing MF-IIC to MIMO systems.
Pre-existing approaches and the aim of this paper
Consider the control configuration as shown in Figure 1 . The aim is to make the tracking error e(t) small, which is achieved in learning control by using past trials to learn the correct input u(t). In infinite-time ILC, the following update law is used (Bristow et al., 2006) 
The filter L(z) is typically designed to match G(z) −1 by inverting a plant model G m (z) (van Zundert and Oomen, 2018) . The robustness filter Q(z) is typically a low-pass filter to ensure convergence in the presence of inevitable mismatches between L(z) and G(z) −1 . In IIC (Tien et al., 2005; De Rozario et al., 2016) , the updating is performed in the frequency domain by explicitly transforming the signals using the DFT. A similar update law is used
where Q(ω k ) and L(ω k ) are complex coefficients instead of filters. In this way, L(ω k ) can be taken as the inverse of a nonparametric FRF model G m (e jω k ). This avoids stability issues that arise in inverting nonminimum phase systems. In MF-IIC (Kim and Zou, 2013) , the modeling requirement is further reduced by estimating L(ω k ) based on previous trial data as
and the input is updated with Q(ω k ) = 1, i.e.,
Note that L i provides an estimate of the inverse FRF G −1 (e jω k ), which is exact when the disturbance is absent, i.e., D = 0. Since L i depends on U i , the iteration dynamics are described by a nonlinear recursion in U i . It is shown in De Rozario and Oomen (2018) that these nonlinear dynamics are inherently stable. This is in sharp contrast to ILC and IIC, which can become unstable if Q and L are unsuitably designed. However, (1) is shown to lead to highly erratic convergence behavior since L becomes large for small Y . This behavior can be eliminated by replacing L with ρ(|Y |)L, where ρ(|Y |) are specific learning-gain functions (De Rozario and Oomen, 2019) .
The aim of this paper is to generalize the MF-IIC approach (2) to MIMO systems, which is achieved by replacing L with an estimate of the MIMO FRF G −1 (e jω k ). The focus of this paper is to achieve perfect tracking asymptotically while ensuring smooth convergence behavior. This control problem is formalized in the following statement.
Formal control problem statement
Consider the control configuration as shown in Figure 1 and assume the following.
(1) G is a square, stable LTI system, whose transfer function matrix G(z) is invertible on the unit disc, i.e., det
n is a known and bounded reference consisting of N ∈ N samples. (4) Y i (ω k ) is measured in steady-state and is available after each trial. (5) D(ω k ) is trial invariant, i.e., does not depend on i.
Under these assumptions, the tracking error and the output signal that correspond to the i th trial satisfy (Pintelon and Schoukens, 2012, §2.4.1) . The MIMO datadriven learning control problem is formulated as follows.
Problem 1 Determine a sequence of inputs
, such that ∀ω k ∈ Ω the following subproblems are solved under the posed assumptions.
Solving P1 leads to asymptotic tracking, whereas solving P2 results in convergence with a certain smoothness. A key aspect of IIC is that the iteration dynamics can be considered on a frequency-by-frequency basis. Therefore, in the forthcoming analysis, the argument "ω k " is occasionally omitted from the notation.
In this section, the aim of this paper and the control problem are formulated. In the next section, a multi-loop MF-IIC is developed to solve the control problem.
MULTI-LOOP SISO MODEL-FREE IIC
In this section, multi-loop SISO MF-IIC is developed. It is shown that this approach increases the tracking performance if the cross coupling and disturbances are sufficiently limited. This constitutes contribution C1.
Consider the application of MF-IIC to a MIMO system in a multi-loop SISO manner. This is achieved by constructing a diagonal L matrix, where the j th diagonal is given by (1), using the j th input and output, i.e.,
The following key result reveals when this approach presents a solution to problem P1. Theorem 2 If (2) is applied to G under the posed assumptions, where
then U ∞ is exponentially stable.
A sketch of proof is provided in Appendix A.
This theorem states that perfect tracking is a solution of MF-IIC as given by (2). Furthermore, the function L i (U i , ..., U i−z ) at the perfect tracking input U ∞ determines if this solution is an attractor. Applying Theorem 2 to (5) yields the following corollary. Corollary 3 If (2) is applied to G under the posed assumptions, where L is given by (5), then the fixed point
A proof follows by recognizing that for Y j = 0, the diagonal L filter can be written as
This corollary states that perfect tracking can be achieved by multi-loop SISO MF-IIC if condition (7) is satisfied. If G is diagonal and D = 0, then τ = 0, which is in agreement with the fact that perfect tracking is obtained after a single iteration when MF IIC is applied to a SISO system. If G is not diagonal and D = 0, then the spectral radius increases, which reduces the convergence speed, as is illustrated in the following example. , and where R = [1 j] and U 0 = R. The evolution of E i 2 is shown in Figure 2 for these 4 cases. This shows that perfect tracking is obtained asymptotically when τ < 1, whereas this is not achieved for τ > 1. This validates that high cross coupling and disturbances limit the performance of multi-loop SISO MF-IIC.
In this section, a multi-loop SISO MF-IIC method is developed, which is shown to achieve perfect tracking if cross coupling and disturbances are sufficiently limited. To facilitate a more general class of applications, a fully multi-variable MF-IIC method is developed next.
MULTIVARIABLE MODEL-FREE IIC
In this section, a MIMO MF-IIC method is developed, which is shown to solve the MIMO tracking problem, as defined by Problem 1. This constitutes contribution C2.
Inverse FRF identification
The main reason why multi-loop SISO MF-IIC fails for general MIMO systems is that the diagonal learning matrix L does not accurately describe the inverse FRF G −1 . Hence, an approach is required to estimate G −1 more accurately. The following estimator is proposed, which uses z ≥ n past experiments as is common in MIMO FRF identification (Pintelon and Schoukens, 2012 , §2.7)
where (.) + is the Moore-Penrose inverse. The following theorem shows that using this L-matrix in MF-IIC readily enables perfect tracking. 
A sketch of proof is provided in Appendix B.
This theorem states that by using (8), perfect tracking is obtained for i ≥ z if D = 0, regardless of the cross-coupling in G. In case D = 0, then perfect tracking is obtained for i ≥ z + 2, as long as D and R mutually independent vectors. In case R = αD, then perfect tracking is obtained asymptotically if |α| > 1. These results are illustrated by continuing Example 4. Example 6 Let (2) be applied with L given by (8) for the combinations of G and D as given in Example 4. The evolution of E i 2 is shown in Figure 3 for these 4 cases. This shows that perfect tracking is obtained for i ≥ z = n = 2 when D = 0, and for i ≥ z + 2 = 2 + 2 = 4 when D = 0. This confirms that high cross coupling and disturbances do not hamper the performance.
Smoothed pseudo inversion
Large trial-to-trial amplification of the input signal is a key problem in SISO MF-IIC, which can be addressed by using smoothing functions (de Rozario and Oomen, 2019) . The rationale is that the function ρ(|Y |) ensures that L, as given by (1), remains bounded for Y approaching 0, i.e., lim
To generalize this approach to MIMO MF-IIC, the concept of smoothed pseudo-inversion is proposed. Definition 7 Let A ∈ C n×m with singular value decom-
where ρ :
The conditions on ρ(x) ensure that
x is bounded, even as x → 0 (de Rozario and Oomen, 2019, Thm. 4). The following function satisfies these conditions
Note that (10) in combination with (11) reduces to the Moore-Penrose pseudo-inverse for γ = 0, i.e., only when σ i = 0, then σ i is disregarded in the inversion. By using the smoothed pseudo-inverse in (8), problem P2 is solved. Theorem 8 Let (2) be applied to G under the posed assumptions, where L i is given by (8), and where the smoothed pseudo-inverse is used, as is given by Definition 7, i.e., Y i † . Let σ t denote the singular values of Y i , then
A sketch of proof is provided in Appendix C.
This theorem provides an explicit bound κ i on the amplification factor of the input in the 1-norm. If
is finite, then κ i is finite for U i = 0. For ρ(x) as given by (11), this is indeed the case, as it can be shown that sup
, where µ ≈ 2.3311. Practically, the threshold parameter γ provides a tuning parameter that significantly influences the smoothness of the convergence, as is demonstrated experimentally in the next section.
In this section, a MIMO MF-IIC method is developed, which uses multiple past experiments and smoothed pseudo-inversion to ensure high performance and smooth convergence. In the next section, both developed datadriven methods are applied to a printer system.
APPLICATION OF MIMO MF-IIC
In this section, the developed multi-loop SISO MF-IIC and MIMO MF-IIC are applied to a wide-format printer, showing that high performance can be achieved through MIMO data-driven learning, which constitutes contribution C3.
MF-IIC algorithm & implementation aspects
The following algorithm and implementation aspects describe the way MF-IIC is implemented in the experiments.
Algorithm 1 MF-IIC
Select suitable non-zero initial input u 0 (t). (1) Apply the input u i (t) to the system and record the tracking error e i (t) = r(t) − y i (t). (2) Obtain U i (k) and E i (k) using the DFT. Update the input as given by (2) for each frequency k. Obtain u i+1 (t) using the IDFT. (3) Set i ← i + 1 and repeat from (1) until e i converges.
For multi-loop SISO MF-IIC, L i is constructed as given
by (1), where
Y i to ensure smooth convergence. Here, ρ(x) is given by (11), with
as given by (8) where Y i + is replaced by Y i † to ensure smooth convergence. Similarly, ρ(x) is given by (11), with γ ∈ {0.05, 0.01}. The z initial input-output pairs that are required to start the MIMO MF-IIC method are generated by applying multi-loop SISO MF-IIC for i = 1, ..., z − 1. Hence, both methods are identical for the first z − 1 trials. 
Experimental setup
The wide-format printer is shown in Figure 4 . The control objective is to track the reference as displayed in Figure 5 for the in-plane degrees of freedom x, y, and ϕ, using the actuator forces F l , F r and F y . A low bandwidth feedback controller C f b is used to stabilize the system, in which case MF-IIC can be equivalently applied by correcting for the known controller. To see this, consider the control loop in Figure 6 and note that
2) can be directly applied.
Results
Application of MIMO MF-IIC with γ = 0.05 results in a significant improvement of performance, as is displayed in Figure 7 , which shows the error during the initial and final trials, i.e., for i = 0 and i = 20. These plots show that for all coordinates a substantial improvement is achieved. More specifically, a square with edges of 100 mm is traversed with an accuracy of approximately 0.05 mm.
Similar performance is achieved upon convergence for the various methods, as is shown in Figure 9 . This figure displays the energy of the error as a function of the trials, which reflects the combined effect of all the individual frequencies. This plot reveals that multi-loop SISO MF-IIC ( ) converges steadily, which can be attributed to fact that the error converge asymptotically, as is described in Section 3. In contrast, applying MIMO MF-IIC for γ = 0.05 ( ) resulted in two distinct jumps in the performance. The first jump occurred at i = z = 3, which can be attributed to the rejection of reference at those frequencies where the disturbances are negligible. The second jump occurred at i = z + 2 = 5, which can be attributed to the rejection of the remaining disturbances, as is described in Section 4.
To further investigate the effect of disturbances, an artificial input disturbance was applied to the system by adding a 15 Hz sinusoid of 2 V to v x (t) and v ϕ (t). Note that this disturbance is significant in comparison to the learned input v 20 (t), as is shown in Figure 8 . The resulting tracking error energy is shown in Figure 10 , which shows that multi-loop SISO MF-IIC ( ) did not significantly improve the performance and the disturbance was not rejected. In contrast, MIMO MF-IIC with γ = 0.05 ( ) significantly increased the performance during trial i = 5, which is agreement with Theorem 2.
Applying MIMO MF-IIC for γ = 0.01 resulted in erratic convergence behavior for both the case with and without the disturbance, as is shown in Figure 9 and 10. Comparing this to MIMO MF-IIC for γ = 0.05 reveals that smoothed pseudo inversion is essential in achieving smooth convergence, as is discussed in Section 4.2. 
DISCUSSION
Learning control can significantly improve the performance of systems that perform repetitive tasks. Preexisting data-driven approaches that aim to reduce the modeling requirements are not particularly well-suited for MIMO systems. In this paper, a data-driven learning control method is developed for MIMO systems. This is achieved by generalizing MF-IIC through the incorporation of MIMO estimates of the inverse dynamics in combination with smoothing. The potential of the developed approaches are confirmed through application to a wideformat printer, which results in high tracking accuracy.
