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Abstract 
To explore application of fractal analysis to study texture features of microscopic images, a critical exponent analysis 
(CEA) method is proposed to improve classification ability of histological structures in microscopic breast cancer 
images based on one-dimensional (1D) sequences. Fractal analysis is commonly a mathematical tool for handling 
with a complex system. A method of estimating fractal dimension (FD) has been found to be useful for an analysis of 
various medical images. The CEA has been established as an important tool for detecting the FD parameter of the 
self-affine series information. To reduce computational complexity, two-dimensional (2D) images are firstly pre-
processed to form two 1D sequences, including horizontal and vertical landscapes, and then their complexity and 
self-affinity are detected using the CEA. Subsequently, the FDs at different image orientations are analyzed. Results 
from both horizontal and vertical landscape sequences indicate that a region of stromal cells has the FD value higher 
than a region of cancer cells and a region of lymphocytes; in contrast, a region of lymphocytes has the FD value 
lower than other two regions. Results of the p values obtained from analysis-of-variance of FDs from three regions of 
histological structures indicate that the difference between mean FDs of three regions from vertical landscape is 
statistically more significant than that of three regions from horizontal landscape. Texture features computed from the 
CEA method can be useful for solving the classification of breast cancer cell from microscopic images that is difficult 
to classify if a colour feature and a spatial feature, notably shape, of cells are similar to each other. 
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1. Introduction 
To explore application of a computer-aided system for breast cancer cell counting, many algorithms 
have been proposed. Generally, computer-aided system for classification of breast cancer cell consists of 
three main stages: pre-processing, feature extraction and classification algorithm. In order to yield a high 
classification performance, one of the most important issues is a selection of an optimal feature extraction, 
where the histological structure of the microscopic breast cancer image is mapped into a new space and 
useful feature information. Feature representation of images may include color, shape and texture 
information. Previously, many research works have developed the computer-aided systems based on color 
and shape features [1-3]. Due to lack of using texture feature, in this study a development of texture 
feature for classification of histological structures in microscopic images of breast cancer is proposed. 
Texture features play a significant role in understanding, characterization and classification of medical 
images [4]. Many methods have been proposed for texture analysis [5] such as local linear and Gabor 
transformations, Gaussian Markov random fields, second-order correlation structure, and wavelet packet 
transforms. However, due to the facts that most natural textures do not contain any detectable periodic or 
quasi-periodic structure, applications of the methods mentioned above have some limits. In contrast, they 
exhibit random; therefore, a number of research works suggested that these textures can be represented by 
self-similar fractional Brownian motion (fBm) models [6]. Additionally, breast cancer images have a 
complex structure. To resolve this problem, a fractal analysis is usually used for detecting complexity and 
self-affinity of these sequences by a fractal dimension (FD) [7-8]. However, fractal features are usually 
extracted from the raw two-dimensional (2D) images that may lead to unacceptable computational times 
on large images [8-9]. Hence, in this study, to reduce computational times, raw 2D microscopic images 
are firstly pre-processed to form two one-dimensional (1D) sequences [10-11], which are called 
“horizontal and vertical landscape sequences”. Moreover, a validation of this technique to the presence of 
fractal properties in textures of microscopic image based on 1D sequence have still not been carried out. 
The critical exponent analysis (CEA) method developed by Nakagawa [12] has been used to extract the 
fractal texture features from the proposed two 1D sequences. The CEA method is calculated respect to 
frequency domain. It uses a critical exponent of the moment of power spectral density (PSD) as a FD 
value. There are numerous applications dealing with the CEA method such as identifying a speaker [13], 
studying fish swimming behavior [14] and recognizing the electroencephalography [15] and 
electromyography signals [16]. In this study, the application of the CEA method to yield the texture 
features of 2D microscopic breast cancer images is proposed. As a result, features based on texture 
analysis in this study will increase an overall classification of the existing systems that are computed 
based on color and shape features. 
2. Image Characteristics 
The importance and characteristics of microscopic breast cancer images are described. Breast cancer is 
one of the most common cancers found in women worldwide [17]. Estrogen (ER) receptor is a prognostic 
marker for breast cancer which is routinely detected using an immunohistochemistry method [18]. 
Evaluation of ER positive cells is generally used by a doctor for medical planning and treatment. Fig. 1 
shows a stained cancer cell image from microscope with a magnification of 40x acquired in color using 
the Eclipse 80i advanced research microscope (Nikon Instech Co., Ltd., Japan). The raw digitized breast 
cancer cell image was saved as a color 2560 × 3200 JPEG files for processing. In addition to the color and 
shape of cells [3], classification of histological structures in the image based on texture into three main 
regions, including a region of cancer cells (CC), a region of stromal cells (SC) and a region of 
lymphocytes (LC), is necessary and important to achieve the accurate count of ER positive cells. 
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Fig. 1. Breast cancer cell image consisting of three histological structures: A region of stromal cells (SC), a region of cancer cells 
(CC) and a region of lymphocyte (LC) 
   
(a)                                                    (b)                                                (c) 
Fig. 2. Three types of histological structures from microscopic images of breast cancer: (a) SC (b) CC, and (c) LC 
3. Computational Procedure 
The computational scheme to compute a texture feature based on the CEA method is developed in two 
main steps. The first step is to pre-process the 2D image to form two 1D landscapes and the second step is 
to find out the FDs with the CEA method. 
In the first step, the digitized breast cancer cell images were prepared as a rectangular data matrix from 
the raw image, in Fig. 1, due to the mixture of different cell types in the images and the considerable 
computational delays associated with the CEA method. The raw images were cropped for each cancer cell 
region type to produce 256 × 256 pixels. To reduce the computational times, color RGB images (three 
values for each pixel) are converted into gray scale with 8-bit intensity images (only one value for each 
pixel). Gray scale images are matrices where the matrix elements can take on values from gmin = 0 to gmax 
= 255. Examples of the output images from this process are shown in Fig. 2(a) to Fig. 2(c). Stepping 
through a gray value image length of N pixels (N = 256) row by row and height of M pixels (M = 256) 
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column by column, we compute two directional landscapes. Sum of the gray values in each row, Gm, for 
m = 1, …, M and in each column, Gn, for n = 1, ..., N were calculated to provide the ‘horizontal 
landscape’ and the ‘vertical landscape’, respectively. To be easily observed, normalizing the numbers of 
two landscapes to be ranged between [0, 1] were produced by using the following definition: 
  min max min min
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where x(i) indicates the raw landscape signal in a sample i and y represents the normalized landscape 
signal. Examples of the landscape series are shown in Fig. 3(a) and Fig. 3(b). 
Secondly, to illustrate the procedure of the CEA method [14], let PH(v) be the PSD of the observed 
landscape signal in frequency domain, where v is the frequency of the landscape signal. The scheme of 
the CEA method is described below. If the PSD satisfies a power law, due to the self-affinity 
characteristic of the landscape signal, the definition can be expressed as 
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In the CEA method, the Į is the moment exponent and the Įth moment of the PSD (IĮ) is determined as 
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(b) 
Fig. 3. (a) Horizontal and (b) vertical landscape sequences from SC (top), CC (middle) and LC (bottom) 
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(a) 
 
 
 
(b) 
Fig. 4. Example result of the CEA method. (a) Log-log plot of PSD PH(v) versus frequency v - (b) Third order derivative of the 
logarithmic function and the zero crossing point - of the CC region. N.B. the solid line is PH(v) and the diagonal dash line is 
a slope of the log-log plot of the PH(v), which is estimated by linear regression 
If we consider the limited frequency bands and substitute Eq. (2) into Eq. (3) thus the equation was 
given as 
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where the upper limit of the integration U corresponds to the maximum frequency and the normalized 
frequency v whose lower cut-off corresponds to 1. Let X = Į – ȕ + 1 and u = log U. Thus by taking the 
logarithm of moment IĮ and differentiating it to the third order, the formula can be written as 
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We then determine the critical exponent value Į = Įc at which the value of the third order derivative of 
log IĮ with respect to is zero, d3log IĮ/dĮ3 = 0. 
 Finally, from the power law equation and above relation, exponent E  can be expressed as 
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and the estimated FD can be calculated from 
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In this study, to implement the CEA method according to Eq. (7), we set step-size of the moment 
exponent, which had been Į¨ = 0.01. To show the calculating step of the CEA method, the CC landscape 
sequence was used in Fig. 4. The FDs estimated by the CEA method lie between 1 and 2. Generally, a 
higher FD value indicates a more complex structure; on the other hand, a lower FD value indicates a 
simple structure of the interested signal. 
Table 1. Mean FDs of three histological structures (SC, CC and LC) for two landscapes (horizontal and vertical) 
FD values Horizontal Vertical 
SC region 1.800 1.787 
CC region 1.795 1.782 
LC region 1.764 1.668 
 
4. Results and Conclusion 
Table 1 shows the estimation of the FDs of three histological structures (SC, CC and LC) for two 
landscapes (horizontal and vertical). We can observe the difference between mean FDs of three 
histological structures. To confirm the statistical significance, the analysis-of-variance (ANOVA) test was 
used. Results of the p values obtained from ANOVA of FDs from three regions of histological structures 
indicate that the difference between mean FDs of three regions from vertical landscape is statistically 
more significant than that of three regions from horizontal landscape. Mean FD of the SC is higher than 
that of the CC and the LC for both landscapes. On the contrary, mean FD of the LC is lower than the 
others for both landscapes. In summary, we apply the CEA method on microscopic images of breast 
cancer as a texture feature. To this end, the well-established CEA method for 1D landscape sequences 
was extended to 2D image data by utilizing sequences along different image directions (horizontal and 
vertical). Results show that texture features computed from the CEA method is capable of classifying the 
histological structures of microscopic breast cancer images resulting in the improvement of cell count 
accuracy. In future works, a combination of the proposed fractal texture features with the color and shape 
features to classify breast cancer images should be done. Moreover, a comparison of the proposed texture 
features with other traditional texture features (e.g. the grey level co-occurrence matrix methods such as 
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energy, entropy, contrast, homogeneity, correlation, shade and prominence [19]) and time-domain fractal 
texture features (e.g. the box-counting method [7-8], the Higuchi’s method [10-11]) should be employed. 
References 
[1] Dundar MM, Badve S, Bilgin G, Raykar V, Jain R, Sertel O, Gurcan MN. Computerized classi¿cation of intraductal breast 
lesions using histopathological images. IEEE Trans Biomed Eng 2011; 58:1977–84. 
[2] Liu B, Yin C, Liu Z, Zhang Z, Gao J, Zhu M, Gu J, Xu K. Microscopic image analysis and recognition on pathological cells. 
In: Proc. of Canadian Conf. Electrical and Computer Engineering 2007; p. 1022–5. 
[3] Primkhajeepong C, Phukpattaranont P, Limsiroratana S, Boonyaphiphat P, Kayasut K. Evaluation of color based breast 
cancer cell images analysis. Songklanakarin J Sci Technol 2010; 32:231–9. 
[4] Alvarez-Ramirez J, Rodriguez E, Cervantes I, Echeverria JC. Scaling properties of image textures: A detrending fluctuation 
analysis approach. Physica A 2006; 361:677–98. 
[5] Manjunath BS, Ma WY. Texture features for browsing and retrieval of image data. IEEE Trans Pattern Anal Mach Intell 
1996; 18:837–42. 
[6] Kaplan LM. Extended fractal analysis for texture classification and segmentation. IEEE Trans Image Process 1999; 8:1572–
85. 
[7] Timbo C, da Rosa LAR, Goncalves M, Duarte SB. Computational cancer cells identification by fractal dimension analysis. 
Comput Phys Commun 2009; 180:850–3. 
[8] Landini G. Fractals in microscopy. J Microsc 2011; 241:1–8. 
[9] Tambasco M, Costello BM, Kouznetsov A, Yau A, Magliocco AM. Quantifying the architectural complexity of microscopic 
images of histology specimens. Micron 2009; 40:486–94. 
[10] Klonowski W, Olejarczyk E, Stepien R. A new simple fractal method for nanomaterials science and nanosensors. Mater Sci 
2005; 23:607–12. 
[11] Klonowski W, Stepien R, Stepien P. Simple fractal method of assessment of histological images for application in medical 
diagnostics. Nonlinear Biomed Phys 2010; 4:1–8. 
[12] Nakagawa M. A critical exponent method to evaluate fractal dimensions of self-affine data. J Phys Soc Jpn 1993; 62:4233–
9. 
[13] Petry A, Barone DAC. Speaker identification using nonlinear dynamical features. Chaos Solitons Fractals 2002; 13:221–
31. 
[14] Nimkerdphol K, Nakagawa M. Effect of sodium hypoclorite on Zebrafish swimming behavior estimated by fractal 
dimension analysis. J Biosci Bioeng 2008; 105:486–92. 
[15] Phothisonothai M, Nakagawa M. EEG-based fractal analysis of different motor imagery tasks using critical exponent 
method. Int J Biol Life Sci 2007; 1:175–80. 
[16] Phinyomark A, Phothisonothai M, Suklaead P, Phukpattaranont P, Limsakul C. Fractal analysis of surface 
electromyography (EMG) signal for identify hand movements using critical exponent analysis. In: Proc. 2nd Int. Conf. 
Software Engineering and Computer Systems. 2011; p. 703–13. 
[17] Stewart BW, Kleihues P. World Cancer Report. IARC Press; 2003. 
[18] Duffy MJ. Estrogen receptors: Role in breast cancer. Cri Rev Clin Lab Sci 2006; 43:325–47. 
[19] Haralick RM, Shanmugam K, Dinstein I. Textural features for image classification. IEEE Trans Syst Man Cybern. 1973; 
3:610–21. 
