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Introduction
One of the methods sometimes considered as a candidate for numerical integration of ordinary differential equations is the two-pass explicit Adams-Moulton algorithm. In this method the first pass through the state equations in the nth integration frame utilizes an Adams-Bashforth predictor formula to compute an estimate of the state at the n+1 frame.
In the second pass this estimate is used for the n+1 derivative in the implicit Adams-Moulton formula to compute the corrected M+l state. Two-pass explicit Adams-Moulton algorithms of this type exhibit asymptotic accuracy equal to that of implicit Adams-Moulton methods, which can be significantly better than the asymptotic accuracy of Adams- Bashforth corrector methods of the same order [Howe 1985 ].
Yet the AB (Adams-Bashforth) methods are more popular for real-time digital simulation than the AM (Adams-Moulton) methods. This is primarily because the AB methods are compatible with real-time inputs, whereas the AM methods are not. In this paper we introduce a variation of the twopass predictor-corrector method which is compatible with real time inputs. It also turns out to be more accurate than the traditional AM methods and has a slightly larger stability region in the hh plane, where A is an eigenvalue of the system being simulated and h is the step size used in the numerical integration.
In the next section we review the standard two-pass AM predictor-corrector algorithms and present the asymptotic formulas for the dynamic errors associated with the algorithms. In the following sections we present the new realtime predictor-corrector algorithms and show from asymptotic error formulas that they offer improved dynamic accuracy in addition to real-time compatibility. The At-plane stability boundaries for both standard and real-time predictor-corrector methods are also compared. Finally, a three-pass predictor-corrector integration algorithm compatible with real-time inputs is presented and shown to yield more accurate results than 3rd-order RK (Runge-Kutta) integration.
Two-pass Explicit Adams-Moulton Algorithms
Assume that the dynamic system being simulated is represented by the following differential equation:
Here X is the state vector and U(t) is the explicit input vector. The second-order two-pass AM predictor-corrector algorithm (hereafter designated as AM-2) employs the following formulas:
Here Xn = X(nh) and U,, = U(nh), where the integer n represents the integration step or frame index and h is the integration step size. In the first pass through the state equations the derivative F~ is computed using X. and U~ This -is followed by the calculation of X n+1~ which is the estimate for XII+1 based on the AB-2 predictor formula. In the second --pass F 11+1 is computed using XII+1 and L7 . This is followed by the corrector calculation of X,,,, using trapezoidal integra--tion. Note that (h/2)(3Fn -F~_1) in the formula for X 11+1 represents the area under a linear extrapolation from t = nh to -(n +I)h based on Fnand FII-l; (h/2)( F 11+1 + Fn) in the formula for XII+1 represents the area under the trapezoid based on a linear interpolation between F. and Fn+1. It is straightforward to show that dynamic errors associated with the AM-2 integration algorithm are proportional to -hll 12 [Howe 1985 The Real-time Predictor-corrector Algorithms
The AM predictor-corrector algorithms represented by Eqs.
(2), (3) and (4) are all two-pass methods, i.e. they require two (2), (3) and (4) The digital system will be unstable when one or more of the poles of I-I*(z) lie outside the unit circle in the z plane [Gilbert 1966 Figure 2 are due to these extraneous roots. The stability boundaries have been calculated using the same methodology described above for Figure 1 . From Figure 2 it t is evident that the RTAM-3 algorithm has the largest stability area, followed by conventional AM-3 and AB-3 integration.
The stability boundaries for AM-4, RTAM-4 and AB-4 are shown in Figure 3 Figure  2 , portions of the stability boundaries in Figure 3 are due to these extraneous roots. From Figure 3 it is clear that the RTAM-4 has the largest area of stability, with both RTAM-4 and AM-4 exhibiting substantially larger stability area than AB-4.
Finally, in Figure 4 are shown the stability boundaries for the two real-time three-pass predictor-corrector algorithms introduced in the previous section. Also shown in the figure real-time three-pass predictor corrector algorithms, one with second-order prediction used for the first pass (P-2/ PC-3/C-3), the other with third-order prediction used for the first pass (P-3/PC-3/C-3). Table 1 for all the integration algorithms except RK-2 and RK-3, where a different formula applies (Howe 1985) . This is because the RK methods use lower-order integration algorithms for the intermediate-pass integrations, as pointed out earlier in the section on dynamic error measures.
It should be noted that there can be significant differences between various integration methods in regard to the range of I Ah I or a* over which the asymptotic error formulas are valid. This is an especially important consideration in realtime simulation, where the accuracy requirements are often modest and where relatively large integration step sizes are therefore frequently used. The I Ah I range of validity of the asymptotic formulas for the fractional error in characteristic root, e,,,, is illustrated in Figure 5 . The curves shown in the figure for each integration method are based on exact values, X*, of digital system roots when solving Eq. (10) numerically for X negative real. In each case the exact X* is computed from the appropriate pole, z,, of the digital system Z transform, H*(z), using the following formula [Gilbert 1966 ]: (15), we can then determine the fractional root error e~, which will be exact. In Figure 5 we have plotted normalized root errors as Nke,,l I ~h I'', where N as before is the number of state-equation passes per integration step associated with the given kth-order algorithm. For AM-2 integration, N = 2 and k = 2. Hence the normalized root error for AM-2 in Figure 5a is plotted as 4ez/ I Ah I 2. From Table 1 we see that for AM-2 integration the asymptotic formula for e. is -el(a,h)2 = (/~/12.
Thus N~/ ! I hh 1 k = 4e~/ I Ah I 2 = 4/12 = 0.333, which is indeed the value for the normalized AM-2 root error in Figure 5a when I Ah I = 0. As I Ah I increases, the normalized error increases. This is because the asymptotic formula is less accurate for larger I Ah I values. N is also equal to 2 for the two-pass RTAM-2 and RTRK-2 methods in Figure 5a , whereas N = 1 for the single-pass AB-2 algorithm.
From Figure 5a it is apparent for I Ah I < 0.7 that the RTAM-2 algorithm exhibits the smallest characteristic-root error. It is considerably more accurate than the conventional AM-2 predictor-corrector method. Only for I Ah I > 0.7 does the AB-2 algorithm exhibit smaller root errors than RTAM-2. For these large step sizes, however, the root errors will be very large indeed. Figure 5b for the third-order algorithms shows that the three-pass predictor-corrector methods (P-2/PC-3/C-3 or P-3/PC-3/C-3) as introduced in this paper perform better than Figure 5 . Normalized characteristic root errors for 2nd, 3rd, and 4th-order integration algorithms.
any of the other third-order methods, based on characteristicroot errors. This is true in spite of the penalty associated with three passes (N = 3) compared with N = 2 for AM-2 and RT-AM-2, and N = 1 for AB-3. From Figure 5c Here X is the output, U(t) is the input, an is the undamped natural frequency, and ~ is the damping ratio. We let U(t) be the acceleration-limited unit step function shown in Figure 6 , where the limit on input acceleration is given by When integrated twice with T set equal to 1.2/ ccy Eq. (2ỹ ields the input shown in Figure 6 . The ideal second-order Figure 6 . Response of second-order system (~=0.25) to an acceleration-limited step input.
system response to this input with initial conditions X(0) = Y(0) = 0 is also shown in the figure. Figure 8 . Again, initial conditions on X and Y are assumed to be zero for t <_ 0. Thus X. = Yo = X ~ -y~l = X = Y = 0 for the third-order predictor startups. As in Figure 7 , the integration step size 6) /! = 0.1 for the AB-2 method and 0.2 for the two-pass AM-2 and RTAM-2 methods. Again, Figure 8 shows the superiority of the RTAM-2 algorithm.
In Figure 9 we compare the real-time, three-pass methods given in Eqs. (21) and (23) Step-response errors for third-order predictor-corrector integration algorithms. Step-response errors for three-pass third-order integration algorithms.
pass AB-3 algorithm. Figure 10 for the three-pass P-3/PC-3/C3 method. For comparison purposes, similar results are also plotted for the RK-3 method. The figure shows the output errors one-third and two-thirds of the way through each integration step as well as the errors at the integer step times.
The much larger scatter in the RK-3 data results from the fact that first-order Euler integration is used in the first pass and second-order RTRK-2 integration is used in the second pass, as can be seen in Eq. (22) . Conversely, the P-3/PC-3/C-3 method of Eq. (21) uses third-order methods for all three passes.
Thus the three-pass predictor-corrector methods can be used to provide outputs at three times the basic integration frame rate. These outputs can in turn be used to drive D to A (digital-to-analog) 3, and 4 algorithms. In addition they exhibit a somewhat larger region of stability in the Ah plane. The paper also introduces two new three-pass realtime predictor-corrector algorithms, designated as P-2/PC-3/ C-3 and P-3/PC-3/C-3, respective-ly. These new algorithms are shown to be considerably more accurate than RK-3 integration, based on characteristic root errors and timedomain response errors.
