Abstract-This research proposes a Brain Computer Interface as an interactive and intelligent Image Search and Retrieval tool that allows users, disabled or otherwise to browse and search for images using brain signals. The proposed BCI system implements decoding the brain state by using a non-invasive electroencephalography (EEG) signals, in combination with machine learning, artificial intelligence and automatic content and similarity analysis of images. The user can spell search queries using a mental typewriter (Hex-O-Speller), and the resulting images from the web search are shown to the user as a Rapid Serial Visual Presentations (RSVP). For each image shown, the EEG response is used by the system to recognize the user's interests and narrow down the search results. In addition, it also adds more descriptive terms to the search query, and retrieves more specific image search results and repeats the process. As a proof of concept, a prototype system was designed to test the navigation through the interface and the Hex-o-Speller using an event-related potential(ERP) detection and classification system.The results and challenges faced were noted and analyzed.
I. INTRODUCTION
Assistive devices and technologies are essential in enhancing the quality of life for individuals. A lot of research in developing assistive smart devices and technologies for disable individuals that depend on motor movements, speech, touch and bio-signals has been done. Most of these systems for disabled individuals depend on some residual motor movement or speech. But the BCI systems completely bypass any motoroutput by decoding the Brain state of an individual, which can be an emotion, attention i.e. an event related potential (ERP) or an imagined movement [1] [2] [3] [4] [5] . These can help disabled individuals that have almost none to some voluntary muscle/movement control, thereby attempting to give some autonomy to individuals by providing the brain with alternate ways of communication. Significant EEG based researches that try to classify and understand various brain states like movement of limbs, imaginary or otherwise, emotions, attention etc. have been done but very few have tried to combine and decode these brain states and apply them in daily used applications like a web search.
This BCI interface will be an attempt to use and augment prior research and understand how it can be applied to make devices (smart-phones, tablets, computers etc.) and technologies smarter and more interactive. Today the dependencies and reliance on smart devices, computers and applications especially the ones that use the information available on internet are indisputable. The users expect the applications and technologies to be smart and learn from the usage and the choices made by the user. [15] . But these only reinforces an image search by leveraging the robust and invariant object recognition capabilities of the human brain. On the other hand, this proposed research attempts to objectively define the subjective nature of a person's interest in an image. Unlike the above referenced researches, all the images shown would be semantically same, but the choice of the user will be understood not only on recognition but also on emotion and attention. This will result in a more enhanced image browsing, search and retrieval process. Although this proposed research focuses only on the visual stimulus that shows images in a series of rapidly changing presentations (RSVP), it can be further extended to auditory stimuli like music or sounds. The idea of having devices that understand the user, his/her state of mind to a certain extent by decoding the Brain state is quite fascinating. Moreover, this interface will also explore the access and use of existing smart devices for disabled individuals, so that they can have similar freedom and autonomy as the other capable general population.
The principal challenge with this research is that there is no defined model or relation that relates a user's interest to the contents of an image. In order to formulate a relation, experiments as explained in Section III will be performed. Another challenge is that a large amount of training data is needed to be collected, thereby a longer training time, for getting higher accuracy for a single-trial EEG signal classification [1] [2] . Also the EEG recording devices are a bit uncomfortable and less fashionable. However, there have been significant advances in wearable technologies and new devices like the Emotive research headset, EEG head bands etc. that collect wireless EEG data are relatively comfortable and fashionable. Nonetheless, this study is step towards better understanding the use of Bio-Signals as a feedback to devices and applications to understand the user better.
The remainder of the paper is organized as follows: Section II describes the proposed approach for the BCI framework. Section III discusses the experiment setup and methodology. Preliminary results are presented and discussed in Section IV. Conclusions are drawn in Section V, and the future work is discussed in Section VI.
II. PROPOSED APPROACH
The proposed BCI allows the user to navigate, and spell search queries in the user interface by detecting ERPs and/or motor imaginary movements. In order to perform a web image search, an initial search query spelled by the user using a Hex-O-Speller [1] is used and the resulting images are retrieved. A content based image similarity map is generated that defines the relation between all the images with shape, color, edge, texture and quality as the criteria (see Section II-B(2)). These images are then displayed in a Rapid Serial Visual Presentation (RSVP) and EEG response is recorded corresponding to each image shown. This data is then passed to the ERP interest score generator that takes into account the interest/attention shown in an image by the user. According to studies an interest /attention can be a result of recognition, emotion or both [8] [9] [11] and can be measured by analyzing the EEG spatiotemporal responses and their ERP components [6] [7] elicited by the images. By combining the EEG score and the similarity map by using an approach similar to [14] [5], the images are ranked and selected. The names of the images as obtained from the web generally contain more descriptive terms than the initial query and using that, the search query is refined in order to retrieve more pertaining images, there by narrowing the relevant image search results. After the set of images that interest the user have been identified, the user can choose the image or sub-set of images that he/she likes the most.
The proposed BCI system is modeled as a Model View Controller (MVC) architecture as shown in Fig. 1 . The working of the system is described in detail as follows:
A. View
The View controls the display to the user, hence is responsible for the user interface of the system that generates the visual stimulus with the pertaining information (explained in detail below)for the user to choose. The visual stimulus used is a hexagonal placement of six circles that contain information, which are intensified by up-sizing in a random order for a short amount of time [1] . There are four different types of visual stimuli; Training, Navigation, Hex-O-Speller and RSVP. Their function is explained in detail below.
1) Training:
The Training generates different visual stimuli for ERP detection, motor imaginary movements and eye movements during the training of the system for a specific user.
2) Navigation: The Navigation displays different options for easy navigation through the interface either by using ERP detection or through motor imaginary movements (see Fig.  2(a) ).
3) Hex-O-Speller: The Hex-O-Speller is used to type search queries which are then passed to the Controller for image retrieval from the web.(see Fig. 2(b)) 4) RSVP-Rapid Serial Visual Presentation: After the images are retrieved and processed these images are shown to the user in a rapid serial visual presentation (RSVP).
The stimulus generator handles the change and the placement of proper information in all of these displays.The rate of change and timing of the visual stimulus is synchronized with the Controller(Section II-C). The Stimulus Generator also provides the necessary information about the visual stimulus to the Controller for tracking and organizing the data representing the EEG response corresponding to the visual stimulus.
B. Model
The Model contains different classifiers giving the classification needed as per the stimuli provided and thus updating the View. It provides the information needed by the stimulus generator to change and update the display based on the EEG response corresponding to the previous stimuli. The model contains sub-systems for classifying motor imaginary movements, detecting ERPs, generating ERP scores, content based image similarity maps and ranking/queuing the images and also refining the search queries. There are two different types of ERP classifiers; one classifies a Target/Non-target i.e. a Yes/No choice, used in Navigation and the Hex-OSpeller; and the other generates an ERP interest score for the images displayed during the RSVP. The score along with the similarity map is passed to the Image Queuing/Ranking subsystem that determines the subset of images that the user has shown interest in. Using the names of the images, it finds similar keywords and adds/refines the initial search query.
1) Motor Imaginary Movement Algorithm:
This sub-system generates the training model for classifying left,right,up and down movements as shown in [3] [4] . Using this classification the user can control and navigate through the interface, emulating the control paradigm for a Mouse or a Joystick. The Motor Imaginary Movement Classifier is an alternate way of controlling the interface other than the ERPs.
2) ERP Detection Algorithm: This sub-system identifies the event related potentials(ERPs) in a EEG response. It filters, removes the artifacts and noise using Independent Component Analysis(ICA) and generates the features for representing the components of ERPs [16] [17] . 
C. Controller
The Controller acts as an intermediary between the View and the Model. It collects the EEG data and also synchronizes the rate of change of the display in the View to that of the data collection. It also organizes the data corresponding to each stimulus and retrieves images from the web, thus providing the necessary data to the Model and also chooses the sub-system or classifier to be used. The data is represented as a structure that contains the information of the visual stimuli and the data collected corresponding to it. The fields in this structure are described as follows:
• Order This field contains information of the sequence in which the six circles in a visual stimulus are up-sized. In case of RSVP it has the order/queue of the images.
• Association This field contains the information to be displayed in the visual stimulus. This information can be the options during Navigation (Fig. 2(a) ), Alphabets in Hex-O-Speller (Fig. 2(b) )), image pointers during RSVP or sequences of a Training trial.
• EEG Response Contains the information about EEG responses to the visual stimulus. The EEG response is structured as follows:
-Raw EEG Data contains the raw data received from the data collection system. -Trigger information contains information of the time of the event i.e. the visual stimulus. It records the start time of the stimulus and the end time at which the recording of data corresponding to that stimulus was stopped. -Label represents the result of a classifier on the data. For Navigation or Hex-O-Speller, it is labeled as Up/Down/Left/Right or Yes/No depending on the classifier used. In case of RSVP, an ERP score is assigned. This field is predetermined during training.
• Inference Based on the Labels determined after the classification results from the Model, the action or the choice of the user is inferred. For example,in case of a Hex-OSpeller or Navigation, the choice of the user; and during RSVP the ranking of the image.The Stimulus Generator generates the next visual Stimulus based on this inference. But during Training this attribute is predetermined.
III. EXPERIMENT SETUP AND METHODOLOGY
The EEG data is collected using a standard 10/20 EEG cap placement and a Bio Radio 150 data collection system. Along with EEG data, EOG (electrooculogram) will also be collected for artifact and noise removal. The ERP training of the system involves collection of EEG data samples for the visual stimuli with feedback from the user as he/she concentrates on a choice and reaffirms it using the Spacebar key on the keyboard. Training of the user for detecting eye blinks and movements will be done in order to remove artifacts or noisy sample data. For training of the motor imaginary movement, an object is animated to move left, right, up and down and the EEG data is collected. In order to understand the relation of the EEG scores to the selected images and define a formulation, data from multiple subjects (healthy and disabled) will be collected and analyzed. Each subject will be shown a series of semantically similar images and the EEG data will be recorded. The subject will then be asked to rank the images according to his/her liking. They will also give a valence score from 1 to 5 for each image shown to determine the criteria and the reason for their interest. They will score an image in terms of it being pleasant, unpleasant, and neutral; or was it recognized as something similar or familiar [9] [12] [6] .The tools used for making a prototype are MATLAB for analyzing and processing of Data, the Psych Toolbox and Python for the generation of visual stimulus and Google Code API for image retrieval respectively. For faster processing, the Parallel Processing Toolbox in MATLAB is used.
IV. PRELIMINARY RESULTS
As a proof of concept, a prototype system to test the proposed architecture was designed. Fig. 3 depicts the user interface flow diagram for the prototype system. The ERP detection and classification algorithm for Yes/No choice detection was tested on a sample P-300 speller paradigm sample data-set (provided for BCIcompetition III [22] ) for two subjects giving a overall 81% accuracy. This was designed using a similar approach as in [2] but with a simpler classifier and less channel data for faster processing. Reference [22] lists the results of various methods used on this data-set among which the highest accuracy achieved was 96.5%. Table I lists a comparison of the results with other approaches used for classification. The User Interface of the prototype for the proposed BCI was tested for Navigation and Hex-O-Speller with real time data collection and classification using a healthy subject's feedback from keyboard. This resulted in a 65% accuracy without the EOG artifact and noise removal. A Python script for retrieving a set of image search results from the web based on the search query as an input was successfully tested. [22] 96.5% Algorithm used here 81% * In [2] , the author compares the results by using different sets of EEG channels and features representing the ERPs to identify the ones giving the highest accuracy.
(a) Navigation-Home Page Firstly, this research will help in achieving and developing an interface that could navigate through options available in a user interface, spell words and do image search by using only thoughts without any kind of motor/muscle movement. It can then be applied to be used in smart phones and computers to navigate and use different applications. Secondly, it will help in further understanding of how the brain signals can be used to augment commonly used application, in this case browsing the web for images; thus making the existing applications and devices smarter than they already are. 
VI. FUTURE WORK
The system will be tested on a group of subjects;both healthy and disabled.As described in Section III, experiments for defining a formulation to relate EEG score and the content of images in terms of attention/interest will be performed. The User Interface will be optimized and changed based on the feedback from the subjects regarding the ease of navigation, representation of information and the options available. Also an analysis on time synchronization of the EEG data collected to the visual stimuli and the processing time of the system will be done. A comparison between the use of motor imaginary movements and ERPs Yes/No classification for navigation through the interface will be performed. The ERP detection and classification system will be optimized and EOG artifacts and noise removal will be done for getting better accuracy and faster processing.
