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Abstract
We define strong and weak unit roots for the functional AR(1)
process and give some theoretical examples. It is shown that a func-
tional form of cointegration occurs in which only a finite number of
common trends exist. Using functional Principal Component Analysis
we illustrate the presence of functional unit roots in two demographic
data sets. We close with some remarks concerning our assumptions
and the possibility of generalizing our results.
Keywords: Unit Roots, Cointegration, Functional Data, Functional
Time Series, Functional Principal Components
1 Introduction
Random variables with values in a functional space arise naturally in many
fields. Examples of its use in areas as diverse as Criminology, Paleopathology
or Medicine, among others, are provided in Ramsay and Silverman (2002).
The theory of inference for stochastic processes in continuous time of Grenander
(1981) is built on the basis of viewing such processes as infinite dimensional
random variables. Via this identification, prediction of a continuous time
stochastic processes {Yt} becomes viable by defining
{Xn = Yt1 (t ∈ [nδ, (n + 1)δ]) , n ∈ Z}.
The choice of δ will depend of the particular application at hand. Observe
that the temporal index of the process has switched from continuous to dis-
crete, so that {Xn} defines an infinite dimensional time series.
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Just as in the finite-dimensional case, linear time series in functional
spaces provide a good approximation for stationary processes. Also, some
well known diffusions can be represented linearly in functional spaces as
shown in Mourid and Bensmain (2006) or Bosq (2000) for the Ornstein-
Uhlenbeck process. A most successful approach to linear modeling in func-
tional spaces is the infinite-dimensional analog of traditional AR(1) processes.
Let (H, 〈, 〉) denote a real, separable Hilbert space and let B(H) be the
algebra of all the operators acting from H to H . For a given ρ ∈ B(H),
define the stochastic process {Xn} as the solution to the equations
Xn = ρ(Xn−1) + εn, (1)
with {εn} a H–white noise sequence. This process admits an obvious gener-
alization to the AR(p) specification which is developed in Bosq (2000).
From the point of view of applications, the selection of the order for a
functional AR process is discussed in Kokoszka and Reimherr (2012). As the
authors point out, only small values of p ∈ {0, 1, 2} are worth considering
due to the complexity of the marginal processes induced by (1). This makes
the richness of the functional AR(1) dynamics clear and justifies our decision
to focus solely on this specification.
One of the major assumptions made when dealing with the functional
AR(1) process in applications is that it is stationary. A known condition for
stationarity is given in Bosq (2000), and asks that ‖ρj‖ < 1 for some j ∈ N.
Should this condition be met, the process {Xn} admits the representation
Xn =
∞∑
j=0
ρj(εn−j).
It is thus clear that given any fixed v ∈ H , the real process {〈Xn, v〉} is also
stationary with representation
〈Xn, v〉 =
∞∑
j=0
〈
εn−j, ρ
∗j(v)
〉
,
where ρ∗ is the adjoint of ρ.
As a consequence, the expansion of {Xn} in whatever basis for H will
necessarily produce stationary coefficients. This also means that the coef-
ficients of the functional principal components (see Ramsay and Silverman
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(2005)) of the observed data should be stationary. However, in some appli-
cations this is not the case. The reason for this departure from stationarity
in the estimated Principal Components (PC) coefficients may be twofold.
First, it is possible that the AR(1) specification is not stable throughout the
sampling time. Second, it may be that the AR(1) specification is stable but
not stationary. The first case has been studied in Horva´th et al. (2010) and
the second is the topic of this paper.
It is often the case when dealing with the functional AR(1), that ρ in
(1) is assumed integral, Hilbert-Schmidt, compact or diagonalizable. See,
for example Kokoszka and Reimherr (2012), Mourid and Bensmain (2006),
Ruiz-Medina et al. (2007) or Ruiz-Medina and Salmero´n (2010). These as-
sumptions are not really limitations to the model. For instance, it is well
known that the ideal of compact operators is the norm closure of the space
of finite-rank operators as shown in Conway (1985). As the statistical anal-
ysis of functional data proceeds by finite rank projections, the assumption
that ρ is compact amounts to saying that it can be properly approximated by
in-sample operations. In particular, compactness is necessary for consistency.
We will throughout this paper assume compactness.
The organization of the paper is as follows. Functional unit roots are
defined in Section 2 in terms of the point spectrum of ρ. A strong and weak
form are considered and we provide some basic examples. Section 3 explores
the main structural consequences of a functional unit root which admit an
interpretation analogous to its finite-dimensional counterpart. Particularly, a
suitable definition of (linear) cointegration is given and a cointegrating space
is shown to exist in Theorem 3.1. Furthermore, the space of common trends
is shown to be finite-dimensional. Section 4 explores two data sets from
demography to illustrate the presence of functional unit roots. The first one
consists of observations of the male log-mortality rate in Italy and the second
one of Australian fertility rates. Section 5 concludes our exposition providing
some remarks on our assumptions and the possibility of generalizing our
results.
2 Definitions and Examples
Given ρ ∈ B(H) we denote by ‖ρ‖ its operator norm, by σ(ρ) its spectrum
and by r(ρ) its spectral radius. Letting I denote the identity operator in
B(H), we use the isomorphism λ 7→ λI and thus assume that R ⊆ B(H).
3
The use of λ ∈ R either as a real number of as an operator should rise no
confusion.
It is proven in Bosq (2000) that the stochastic process (1) admits a sta-
tionary solution if for some j ∈ N, we have ‖ρj‖ < 1. Due to the alge-
braic structure of B(H) it is immediate that this condition is equivalent with
r(ρ) < 1.
As pointed out in the Introduction, we will assume that ρ is a compact
operator. Thus the spectrum of ρ is a discrete set {λn} with 0 as its only
possible accumulation point. The condition for stationarity becomes
|λn | < 1, ∀n ∈ N.
Since the process {Xt} takes it values in a Hilbert space H , two kinds of
non-stationarity may arise. First, a strong form in which {Xt} itself is non
stationary as an H-valued random process. Second, a weak form in which
for some v ∈ H , {〈Xt, v〉} is non-stationary as a real-valued process.
The stationarity of {Xt} entails that of {〈Xt, v〉} for all v ∈ H , so that
weak non–stationarity implies strong non–stationarity. The following defi-
nitions make it clear which forms of non–stationarity we will be interested
in.
Definition 1. The process (1) is said to have a strong unit root if 1 ∈ σ(ρ)
and | λn | < 1 for all other λn ∈ σ(ρ).
For weak unit roots, we will use the notion of integrated processes of
order one which will be denoted by I(1). A comprehensive account on such
processes can be found in Johansen (1995).
Definition 2. Given v ∈ H , we call v a weak unit root for {Xt} if the real-
valued process {〈Xt, v〉} is I(1). The set {v ∈ H, v is a weak unit root of {Xt}}
will be denoted by WX .
Example 1. Let H = L2([0, 1]) with the usual Lebesgue measure. Let K be
a separable Kernel of the form
K(s, t) =
n∑
i=1
ai(s)bi(t),
and define
ρ(v)(s) =
∫ 1
0
K(s, t)v(t)dt.
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Then,
ρ(v)(s) =
∫ 1
0
n∑
i=1
ai(s)bi(t)v(t)dt
=
n∑
i=1
(∫ 1
0
bi(t)v(t)dt
)
ai(s).
The operator ρ is thus finite-rank and its range is the span of {ai, i =
1, . . . , n}. The equation λv = ρ(v) is therefore only meaningful for function
v =
∑n
j=1 vjaj and in this case we have
λv(s) = λ
n∑
i=1
viai(s) =
n∑
i=1
ai(s)
∫ 1
0
bi(s)
n∑
j=1
vjaj(s)ds
=
n∑
i=1
ai(s)
n∑
j=1
γi,jvj,
where
γi,j =
∫ 1
0
aj(t)bi(t)dt.
Let V = (v1, . . . , vn)
T and AK = (γi,j)i,j. From the previous calculations it
is not hard to see that the eigenvalue-eigenvector equation for ρ is equivalent
to the finite-dimensional equation λV = AKV .
Thus, the functional process {Xn} has a strong unit root if and only if
the finite-dimensional process
Yn = AKYn−1 + ηt
is integrated of order 1. It would be, for instance, sufficient that 1 is the only
root of the characteristic polynomial det(I − AKz) with unit modulus.
Example 2 (From Example 3.7 in Bosq (2000)). Let α ∈ [−1, 1] and define
ρ(v) = α (〈v, e1〉+ 〈v, e2〉) e1 + α 〈v, e1〉 e2,
where {e1, e2} is an orthonormal system in H . Assume that the white noise
{εn} satisfies E
[
〈εn, e1〉
2]
> 0 but E
[
〈εn, e2〉
2] = 0.
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Since {εn} has mean zero, this last condition implies that 〈εn, e2〉 = 0 a.s.
for all n. Therefore, letting ε denote a generic noise variable, a recursive
application of ρ shows that
ρj(ε) = αj 〈ε, e1〉 (f(j)e1 + f(j − 1)e2),
where {f(j)} stands for the Fibonacci sequence. It follows that the process
{Xn} is stationary for values of α such that α + α
2 < 1.
In fact, following Bosq (2000), it can be seen that the process {Yn =
〈Xn, e1〉} satisfies the equation
Yn = αYn−1 + α
2Yn−2 + 〈εn, e1〉 ,
so that for α+α2 = 1, the real process {Yn} is I(1). Therefore the functional
process {Xn} has the weak unit root e1 for such value of α.
Since ρ is a finite rank operator, calculations similar to the previous ex-
ample will show that the eigenvalue-eigenvector equation for ρ is equivalent
to
λx =
(
α α
α 0
)
x.
For the value α = −1
2
+
√
5
2
, which makes e1 a weak unit root, we find that 1
is an eigenvalue of ρ and the other eigenvalue has modulus less than one, so
that {Xn} has a strong unit root.
This example illustrates that weak unit roots do not necessarily arise from
a simple random walk representation
〈Xn, v〉 = 〈Xn−1, v〉+ 〈εn, v〉 ,
but actually from the more general condition {〈Xn, v〉} ∈ I(1). A general-
ization to an AR(p) specification for {〈Xt, e1〉} can be built such that
〈Xt, e1〉 =
p∑
i=1
αi 〈Xt−i, e1〉+ 〈εn, e1〉 .
The value α for which
∑p
i=1 α
i = 1 will make a weak unit root of e1 .
Example 3. Assume that ρ is a trace-class operator, so that ρ is compact and
∑
n
|λn | <∞.
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The Fredholm determinant of −ρ is defined as the entire function
p(z) = det(I − zρ) =
∏
n
(1− λnz), z ∈ C.
The absolute summability of {λn} implies that p(z) takes on the value zero
if and only if one of its terms is zero. Thus, the roots of p(z), counting
multiplicities, are exactly
zn =
1
λn
.
Therefore the process (1) will have a unit root if and only if 1 is a root of p(z)
and all other roots are outside the complex unit disc. The function p(z) is
the exact analog of the characteristic polynomials for trace-class operators.
In particular, if ρ is an integral operator with L2 Kernel it is trace-class.
The numerical evaluation of p(z) has been discussed in this case, and a
method for its computation can be found in Bornemann (2010).
Example 4. Let H = L2([0, 1]) and define ρ(v) = e−θtv(1). If θ > 0, this
operator has been used to express the Ornstein–Uhlenbeck process as a func-
tional AR in Bosq (2000) and Mourid and Bensmain (2006). Since the range
of ρ is the linear span of the function e−θt the eigenvalue-eigenvector equation
for ρ is only meaningful for x = αe−θt in which case we have
e−θtαe−θ = λαe−θt.
It follows that the only eigenvalue is λ = e−θ. Therefore, the process only
has a unit root when θ = 0 in which case the process being represented is
actually a Brownian Motion.
3 The structure of a functional unit root
We begin this section with some observations from the finite-dimensional
case. An integrated p-dimensional VAR(1) process can be described through
△Xn = ΠXn−1 + ηn,
where the matrix Π is of rank r < p. This condition leads to the well-known
Granger’s representation according to which
Xn = C
n∑
j=1
ηj + C(L)ηn. (2)
7
The matrix C appearing in (2) is of rank r and the function C(L) represents
a linear filter with summable coefficients. The reader is referred to Johansen
(1995), King et al. (1991), or Stock and Watson (1988) among many others.
One of the consequences of such a representation is that in the space or-
thogonal to the range of C, the process {Xn} is stationary, while it has a
random walk component in this range space. More precisely, if β ∈ Rp is
such that βTC = 0 then the real process {βTXn} is stationary. Each such
β is known as a cointegrating relation among the variables of {Xn}, and is
often interpreted as a form of equilibrium in the dynamics of the process.
The linear span of these vectors is known as the cointegrating space and is
characterized by the property that {Xn} is stationary when projected onto
it.
It is worth mentioning that those vectors {β} are not uniquely deter-
mined, but that the cointegrating space is. Therefore, cointegration can be
explained as a partition of Rp into two orthogonal (complemented) closed
subspaces. The first one of them, namely, the orthogonal complement of
Ker(C) in (2), is responsible for most of the variability observed in any sam-
ple path (since in it, {Xn} behaves like a random walk). The second space,
Ker(C), implies only minor variability in the sample paths. This feature
of cointegration has made the techniques from multivariate statistics useful
for estimating the cointegrating space in finite dimensions as in Muriel et al.
(2012) or Snell (1999).
Taking this point of view of cointegration is particularly useful for its
extension into infinite dimensions.
Definition 3. The functional process (1) is said to cointegrate if there exists
an operator T ∈ B(H) with closed range such that {T (Xn)} is a stationary,
linear functional process.
The closed range assumption goes in the spirit of the previous discussion.
Since in Hilbert spaces all closed subspaces are complemented, this definition
states that H = CX⊕UX and {Xn} is stationary on CX . The following The-
orem shows that the functional AR(1) process with unit roots cointegrates.
For the proof, we will show that ρ induces an appropriate decomposition of
H . The projection of {Xn} to UX is a pure random walk, while that to CX
is a stationary AR(1) process.
Theorem 3.1. Let {Xn} be the AR(1) process (1) with ρ compact, and
assume that {Xn} has a strong unit root. Then
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1. There exists a projection operator ΠU , which commutes with ρ, onto a
closed subspace UX ≤ H such that {ΠU(Xn)} is a pure random walk
and dim(UX) <∞
2. There exists a projection operator ΠS, which commutes with ρ, onto a
subspace CX ≤ H such that {ΠS(Xt)} is a stationary process functional
AR process.
3. The spaces are complementary in the sense that H = UX ⊕ CX
Proof. Since ρ is assumed to be compact, dim(Ker(ρ − λ)) < ∞ for every
λ 6= 0 ∈ σ(ρ). Since the process {Xt} has a unit root, it follows that 1 ∈ σ(ρ).
Thus, let UX = Ker(ρ − I). Being a closed finite–dimensional subspace, it
is complemented in H . Let CX be its orthogonal complement so that 3. in
our Theorem is satisfied.
Let ΠU be the finite rank projection onto UX and ΠS = I − ΠU . Then
σ(ρ|ΠU (H)) = {1} and σ(ρ|ΠS(H)) = σ(ρ) \ {1}. Since these projection opera-
tors commute with ρ it follows that
ΠU(Xn) = ΠUρ(Xn−1) + ΦU(εn) = ρΠU(Xn−1) + Πu(εn).
The restriction of the spectrum now implies that
ΠU(Xn) = ΠU(Xn−1) + ΠU(εn).
Since ΠU(εn) is white noise in UX , it follows that ΠU(Xn) is a pure random
walk proving 1. Since the spectral radius of ρ|ΠS(H) is less than unity, a similar
reasoning shows that ΠS(Xn) = ρ (ΠS(Xn−1)) + ΠS(εn) defines a stationary
AR(1) process, concluding the proof.
We now provide some remarks on the Theorem which explain a bit further
the implications of a functional unit root.
Remark 3.2. It follows from the Theorem that Xt = ΠUXt + ΠSXt. Since
projection operators are self–adjoint and leave its defining space unaltered,
if v ∈ UX \ {0} we have
〈Xn, v〉 = 〈Xn,ΠUv〉 = 〈ΠUXn, v〉 .
Therefore UX \ {0} ⊆ WX . By a similar reasoning, if x ∈ CX then x 6∈ WX
so that WX ⊆ C
c
X .
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Remark 3.3. Since dim(UX) = m < ∞, let {φ1, . . . , φm} be an orthonormal
basis for it. Writing v =
∑m
i=1 αiφi, it becomes apparent that for any given
v ∈ UX ,
〈Xn, v〉 =
m∑
i=1
αi 〈Xn, φi〉 .
In this sense, the weak unit roots generated by elements in UX can be repre-
sented by the m–dimensional process {〈Xn, φi〉 , i = 1, . . . , m}.
Observe that this process does not cointegrate, while due to the repre-
sentation just mentioned, k-dimensional processes of the form
{〈Xn, vi〉 , i = 1, 2, . . . , k; vi ∈ UX}
may indeed cointegrate having some of the elements in {〈Xt, φi〉 , i = 1, 2, . . . , m}
as common trends.
Remark 3.4. The condition that v ∈ WX is easily seen to be equivalent to
P [〈Xn−1, ρ
∗(v)− v〉 = 0] = 1, ∀n.
Therefore,
WX = Ker(ρ
∗ − I) ∪ {v 6∈ Ker(ρ∗ − I) : ρ∗(v)− v ∈ R({Xn})
⊥}.
Here, R({Xn}) is the subspace ofH in which {Xn} takes its values. Assuming
that R({Xn}) is a dense subspace of H , we have that R({Xn})
⊥ = {0} a.s.
Therefore, in this scenario WX = UX .
Example 5. Consider again the process in Example 1. The Unit Root space
can be found by solving the system
V = AKV.
The eigenvectors V will provide the coefficients for the eigenfunctions
f(s) =
∑
i
Viai(s).
Also, the multiplicity of 1 as an eigenvalue of AK will determine the dimension
of UX and thus the number of common trends.
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Example 6. In Example 2, when α is the value producing non-stationarity,
the eigenvector is easily seen to be
v = 0.8506e1 + 0.5257e2.
Therefore the space of common trends is one-dimensional. Also, since UX ⊆
WX , we have another weak unit root. Some calculations show that the space
of all weak unit roots is characterized by
〈Xn, e1〉 〈v, e1 + e2〉 = −〈Xn, e2〉 〈v, e1〉 , a.s.
Example 7. Compact operators can be produced from arbitrary multiplicity
functions m(λ) by means of the spectral decomposition. This means that
given k ∈ N, there exists a functional AR(1) process with unit root having
exactly k common trends. Indeed, let m(λ) be a multiplicity function defined
on |λ | ≤ 1 such that m(1) = k and m(λn) < 1 for all |λn | < 1. Since H is
separable, it admits a countable basis, say {ei}. Define H1 = sp(e1, . . . , en),
and for j ≥ 1, let Hj = sp(ej+n). Denote by Pj the projection onto Hj and
define
ρ =
∞∑
j=1
λjPj .
Theorem 3.1 shows that the process (1) defined with ρ has the desired prop-
erty.
4 Illustrations with demographic data
In this Section two data sets are briefly analyzed for the presence of functional
unit roots. We use Functional Principal Component Analysis (FPCA) and
base our conclusions on the observation that the coefficient processes for some
of these components are non-stationary. The form of FPCA that we use is
the more standard one, as can be found in Ramsay and Silverman (2005)
and is implemented with the statistical software of R Core Team (2013).
Specifically, we use the function ftsm of the R package ftsa.
The reason we do not use the recent Dynamic form of FPCA given in
Ho¨mann et al. (2015) is that what we need for the study of functional unit
roots is a decomposition of the space H in terms of the variability of {Xn}.
We are not, as such, interested in reducing dimensionality and following
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Ho¨rmann and Kokoszka (2010), we know that the consistent estimation of
functional principal components is possible under quite a general dependence
framework.
The idea of using FPCA to detect functional unit roots follows that of
Snell (1999) for multivariate time series. Intuitively, FPCA will first find the
eigenfunctions corresponding to non-stationary projections since these carry
most of the variance. The coefficient process for each principal component
in a non-stationary subspace will thus exhibit a unit root behavior.
4.1 Male log-mortality in Italy
Our first data sets consists of measurements of the male mortality in Italy.
The data set is available in the Human Mortality Database website (www.mortality.org).
The time span for the data ranges from 1872 to 2012. Ages from 0 to 110
are included in each year. We consider only male mortality in the age range
of 10 to 65 avoiding some noisy measurements. We focus on the years from
1959 to 2012 to be certain that we avoid the effect of the World Wars which,
evidently, create higher mortality rates for distinct groups of age.
Figure 1: Male log-mortality in Italy from 1959 to 2012
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Figure 1 suggests that this functional time series is non-stationary since
a clear decreasing rate in mortality is visible. What is not immediate is that
this rate is not purely deterministic.
The coefficient process for each of the first three principal components is
shown in Figure 2. An augmented Dickey–Fuller test on the first coefficient
process indicates that it is best modeled by a simple random walk. The test
statistic is found to be τ = 0.9599 with critical values −2.6,−1.95 and −1.61
for the usual levels of significance. This shows that the apparent decline in
mortality contains both, a deterministic and a stochastic trend.
Figure 2: Coefficients of the first three FPC for the Italian male log-mortality
data. The continuous line corresponds to the first component
4.2 Fertility rates in Australia
The second data set we will use consists of age-specific fertility rates between
ages 15 and 49 in Australia. The time span of this data goes from 1921 to
2006. It is accessible as a part of the R package rainbow and is smoothed
with B-Splines.
Figure 3 suggests non-stationarity and, as in the previous example, a de-
cay in time. Again, it is not clear if this non-stationarity is removable by
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Figure 3: Australian Fertility Rates in Australia from 1921 to 2006.
some form of detrending. As can be seen in Figure 4, the first two princi-
pal components induce apparently non-stationary coefficient processes. Jo-
hansen’s cointegration test was performed and at a significance level of 1%,
the hypothesis of 0 cointegrating relations cannot be rejected. This result
is consistent with the interpretation that the two first principal components
are an empirical orthonormal basis of the common trends space.
5 Concluding Remarks
To conclude our exposition, we make some remarks on our assumptions and
on possible generalizations of our results.
5.1 The order of the AR specification
As we have tried to argue, the dynamics of the functional AR(1) are rich
enough for most applications. Following Kokoszka and Reimherr (2012),
however, the case p = 2 is also worth examining. We will provide some
remarks on this case. Let ρ1, ρ2 ∈ B(H) and define
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Figure 4: Coefficient processes for the first three principal components of the
Australian Fertility Data. The dashed line corresponds to the last compo-
nent.
Xn = ρ1(Xn−1) + ρ2(Xn−2) + εn.
A common practice for the study of this process is using its Markovian
representation in H ⊗H , namely
(
Xn
Xn−1
)
=
(
ρ1 ρ2
1 0
)(
Xn−1
Xn−2
)
+
(
εn
0
)
.
The first difficulty that arises from this representation is that the operator
thus constructed in H ⊗H is not compact even if ρ1 and ρ2 both are, except
when H is finite-dimensional. This is a consequence of the fact that the
identity operator is only compact in such spaces. Therefore, a treatment
as the one given in this paper is not susceptible of generalization with this
technique. Nonetheless, something can be said.
Assume, for example, that both operators ρ1 and ρ2 are compact. Let
λ1 and λ2 be two respective eigenvalues and assume that Ker(ρ
∗
1 − λ1) ∩
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Ker(ρ∗2 − λ2) 6= ∅. An element v ∈ H thus exists such that
〈Xn, v〉 = λ1 〈Xn−1, v〉+ λ2 〈Xn−2, v〉+ 〈εn, v〉 ,
which shows that v is a weak unit root if λ1 + λ2 = 1. Furthermore, the
projections Π1 and Π2 onto Ker(ρ− λ1) and Ker(ρ− λ2) commute and the
process {Yn = Π1Π2Xn} can be represented as(
Yn
Yn−1
)
=
(
λ1 λ2
1 0
)(
Yn−1
Yn−2
)
+
(
εn
0
)
.
Simple calculations show that 1 is an eigenvalue of this new operator only
when λ1+λ2 = 1. We can then state that a unit root is present in an AR(2)
process whenever
1. Both operators, ρ1 and ρ2 are compact,
2. 1 ∈ σ(ρ1) + σ(ρ2),
3. There exist values λi ∈ σ(ρi), i = 1, 2, adding up to one such that
Ker(ρ∗1 − λ1) ∩Ker(ρ
∗
2 − λ2) 6= ∅.
Furthermore, if there are exactly N pairs of null-spaces satisfying (3.)
above, and if dim(Ker(ρ∗1 − λi) ∩Ker(ρ
∗
2 − λi)) = ni, then the process has
n =
∑N
i=1 ni common trends.
What this brief exam of the AR(2) specification intends to show is that
despite the fact that a generalization of the techniques used in this paper is
not immediate, some of the main ideas can indeed be useful.
From the point of view of applications, an empirical assessment of unit
root behaviour is possible through the use of Functional Principal Component
Analysis.
5.2 Compacity of ρ
Compacity played an important part in our developments. The two most
important consequences of this hypothesis are
1. The spectrum of ρ is discrete, and every non-zero element of it is an
eigenvalue
2. for every λ ∈ σ(ρ), the dimension of Ker(ρ− λ) is finite.
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It is the interplay of these structural properties of compact operators that
makes functional unit roots similar to finite-dimensional cointegration. As we
have tried to argue before, this assumption is not quite a restrictive one since
most operators used in empirical research are either finite-rank or integral,
thus compact.
A first step in dropping the assumption of compacity is to assume that
ρ is power compact, that is, ρj is compact for some j ∈ N. In this case, for
all λ 6= 0 the operator ρ − λ is Fredholm and the spectrum of ρ consists of
eigenvalues of finite multiplicity. Theorem 3.1 can then be proven by means
of localization. See Proposition 1 of Ko¨nig (2001).
Disregarding compacity altogether, we may define a unit root by requiring
that 1 is an eigenvalue of ρ. This immediately gives
〈Xn, v〉 = 〈Xn−1, v〉+ 〈εn, v〉 ,
for all v ∈ Ker(ρ∗ − 1). Therefore, a space of common trends exists and
projection ontoKer(ρ−1) is possible as in Theorem 3.1. The main difference
is that this space may fail to be finite-dimensional.
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