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Abstract
Nowadays, a growing number of researchers and application develop-
ers profit by Grid infrastructures to run complex compute- and data-
massive applications in a distributed way to get results in a reasonable
time period. Applications come from many different scientific areas,
such as medicine, physics or environment, etc. The European Grid-
project int.eu.grid addresses the challenge of offering a production-level
e-Infrastructure to interactive (MPI) applications. Within this project,
the MPI libraries Open MPI and/or PACX-MPI are employed. Ap-
plication support is also available through the MPI verification tool
MARMOT, which will be described in this paper.
1 Introduction
Today’s Grid technology [12] is advanced enough to offer users distributed
computing power for large simulation runs in a more or less convenient way.
Thus, many researchers and application developers profit by Grid infrastructures
to run their complex compute- and data-massive applications in a distributed
way to get results in a reasonable time period. Applications come from many
different scientific areas, such as medicine, physics or environment and other
research areas (from robotics to archaeology), and have increasing demand for
grid-enhanced interactive use. However, it is, in many cases, still rather cum-
bersome to run interactive applications in a Grid environment, e.g. to run scien-
tific simulations, visualize results and interactively change parameters. Another
challenge is minimizing response times so that results can be obtained in almost
real-time.
The objective of the European int.eu.grid project [5] is to deploy and oper-
ate an interoperable production-level e-Infrastructure for demanding interactive
applications. This scientific initiative offers application developers access to dis-
tributed parallel (MPI [1, 2]) interactive computing and storage at the tera level
through a user-friendly Grid interactive desktop with powerful visualization.
While guaranteeing interoperability with existing large e-Infrastructures such as
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EGEE [7], the initiative will exploit the expertise generated by the EU CrossGrid
project [6].
Applications from three different research areas will be considered in the first
phase of the project: medicine (e.g. ultrasound computer tomography, includ-
ing real-time data storage, assisted diagnosis on brain images and support for
clinical VO), physics (e.g. High Energy Physics, Astrophysics, and Fusion) and
environment modelling (e.g. pollution simulation).
2 MPI within int.eu.grid
In int.eu.grid’s predecessor project CrossGrid, the MPI library mpich [13]
and the grid-enabled library mpich-g2 [14], respectively, were employed. On the
int.eu.grid testbed, we are now using Open MPI [3, 15], which is a completely
new MPI implementation that has been developed from scratch during the last
years, combining technologies and resources from several other previous projects
such as Lam-MPI, FT-MPI, LA-MPI, PACX-MPI. A growing number of partners
world-wide is involved in the implementation of this Open Source project. Open
MPI is a fully MPI-2 standard compliant implementation that supports a large
number of platforms and is being used in a number of projects.
In addition to Open MPI, int.eu.grid aims at using the grid-enabled PACX-
MPI library [4]. PACX-MPI enables users to run an MPI application across
homogeneous, but also heterogeneous testbed sites. For the site-internal com-
munication, a locally installed MPI library can be used, i.e. in our case Open
MPI.
3 MPI support with MARMOT
Due to the complexity of parallel programming there is a need for tools
supporting the MPI development and porting process. There are many situations
where incorrect usage of MPI by the application programmer can automatically
be detected. Examples are the introduction of irreproducibility, deadlocks and
incorrect management of MPI resources such as datatypes, etc. Furthermore, the
MPI standard leaves many decisions to the implementation, e.g. whether or not
a standard communication is blocking. This implementation-defined behaviour
may cause problems when porting an application from a local platform to the
int.eu.grid testbed with a possibly different environment, regarding e.g. compilers
or the MPI implementation to be used.
MARMOT [8, 9] is a library that uses the so-called PMPI profiling interface
to intercept MPI calls and analyse them during runtime. It just has to be linked
to the application in addition to the underlying MPI implementation, without
any modification of the application’s source code nor of the MPI library. The
tool checks if the MPI API is used correctly and checks for errors frequently made
in MPI applications, e.g. deadlocks, the correct construction and destruction of
resources, etc. It also issues warnings for non-portable behaviour,e .g. using tags
outside the range guaranteed by the MPI-standard. The output of the tool is
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available in different formats, e.g. as text log file or html/xml, which can be
displayed and analysed using a graphical interface. MARMOT is intended to
be a portable tool that has been tested on many different platforms and with
different MPI implementations.
MARMOT supports the complete MPI-1.2 standard for C and Fortran ap-
plications and is being extended to also cover MPI-2 functionality [10, 11]. As
it is only fully defined in the MPI-2 standard, the C++ language binding is
currently not yet supported by MARMOT, but it is possible to run MARMOT
with C++ applications that use the C-style language binding. MARMOT itself
is written in C++ using the MPI C language binding. The only requirement to
successfully run C++ applications with MARMOT and Open MPI is to build
MARMOT and the application with the -DOMPI_SKIP_MPICXX compiler flag.
Being a piece of MPI code itself, portability problems also arise in the de-
velopment of the MARMOT tool. In this case, adding support for Open MPI
to MARMOT required some changes in MARMOT, as, for example, so-called
“opaque”MPI resources such as communicators, datatypes, etc. are implemented
differently in Open MPI than e.g. in mpich. Another difference is the implemen-
tation of Fortran wrapper functionality within Open MPI, and subsequently, in
MARMOT.
MARMOT has been used successfully in the CrossGrid environment, and
can similarly also be used in int.eu.grid. For the job submission, middleware
developed by other tasks can be used, such as the CrossBroker [18] or Migrating
Desktop [16], or glogin [17]. With the help of the CrossBroker it is possible to
submit jobs to any site in the testbed that seems suited best. The testbed sites
are spread among several European countries. The CrossBroker offers support
for serial and for MPI jobs using mpich, mpich-g2, Open MPI and PACX-MPI,
for interactive as well as for batch jobs. Migrating Desktop is a graphical user
interface intended to offer easy access to Grid services such as job and file man-
agement. Support for applications and tools is provided by plugins. Migrating
Desktop is platform independent as it is based on Java technology. Fig. 1 shows
an application running on the Grid with Marmot; this Grid job has been sub-
mitted via Migrating Desktop from the user’s desktop and can be monitored and
steered at runtime.
Glogin is an interactive grid service that offers interactive bidirectional con-
nections between a grid resource and the user’s desktop machine. It proves
useful in transmitting arbitrary data in and out of the Grid, e.g. for interac-
tive visualization of results using the so-called GVid Grid-enabled video-service.
Glogin also offers an interactive shell access to Grid resources, similar to an ssh
command.
4 Applications
Applications are supported at all levels: adaptation of the legacy appli-
cation to the MPI and Grid framework, access to a testbed for trials and
pre-deployment, monitoring tools to assess the impact of executing in a Grid
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Figure 1: Watching a Grid application with MARMOT via Migrating Desktop
framework, support to setup a corresponding Virtual Organization, etc. The
int.eu.grid project comprises a number of applications from different areas, e.g.
medicine, physics or environment. Examples are
• a medical imaging application based on the reconstruction by numerical
techniques of an image, using as input the data measured by an Ultra
Sounds Scanner; these data are distributed for analysis over the grid
• a medical application for diagnostic on on brain images : 50 sequential
images are obtained in a CT scan, and using as reference two structures
defined by the doctor, three parameters are obtained for each voxel, and
used to precisely define the brain zone affected. The application allows
visualization and annotation of DICOM images, the three corresponding
brain maps, and the final diagnostic map. Moreover, the interactive session
can be shared with another doctor or medical team.
• a flood forecasting application, which tries to predict oncoming floods
based on series of simulations of meteorological, hydrological and hydraulic
conditions in the target area, including several simulation steps (with more
choices of used models for each step), attached pre-processing and post-
processing and visualization tools; interaction with workflow according to
output data of previous simulation is possible
• pollution modelling as the movement of individual independent particles
(Lagrangian model), distributed among a number of processors, which cal-
culate the individual trajectories. For every particle the position is stored
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in a file which is used for interactive visualization purposes.
• visualisation of Wave Model BaltWAM runs, possibly with running several
model setups with different parameters in parallel
Some of the applications in the int.eu.grid project have already been part of
the CrossGrid project. Experiences verifying these applications with the MAR-
MOT tool have been described for example in [8].
One new application is the Fusion Application, which visualizes the behaviour
of plasma inside the magnetic field of a Fusion Reactor. The plasma is analyzed
as a many body system consisting of N particles, distributed among a number of
processors, which calculate the individual trajectories independently. For every
individual particle, and at every step of the algorithm, the position, velocity,
and other magnitudes of the particle are stored. A graphical interface allows
to interactively visualize the plasma trajectory in the reactor and to interac-
tively change simulation physical parameters such as the velocity and direction
of particles, electromagnetic fields, number of particles, etc., see fig. 2.
Figure 2: Visualization of Plasma in Fusion Reactors
This is a challenging task because of the great amount of data and the short
response times that are required to visualize and interact with the application
in almost real time. For the visualization, all processes need to transmit the
information related with the position and velocity of the particles in a continous
and synchronized way to a central machine, which will send the output as a
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video stream to the client’s desktop, after rendering. This is implemented as a
master-slave-algorithm using MPI.
The fusion application is written in C++ but can be run using Open MPI and
MARMOT without a problem as it is using C language binding and MPI-1.2 calls
only. One error that can be identified with MARMOT is a deadlock caused by
some processors hanging in MPI_Finalize, due to an exit(0) construct before
calling MPI_Finalize on one of the processes.
5 Conclusions
In this paper, we have given an introduction to the European Grid project
int.eu.grid with special respect to the MARMOT MPI verification tool. The
int.eu.grid project aims at offering distributed resources with powerful visual-
ization to researchers in a user-friendly and interactive way. Application devel-
opers working on big or complex scientific problems are encouraged to run their
compute- and data-massive applications on the int.eu.grid infrastructure to get
results in a reasonable time period.
MARMOT is a useful verification tool in the process of MPI application
development. Future work on the tool includes full support for MPI-2, and full
integration into the int.eu.grid framework including PACX-MPI support.
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