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 This paper proposes a new algorithm for text encryption utilizing English 
words as a unit of encoding. The algorithm vanishes any feature that could 
be used to reveal the encrypted text through adopting variable code lengths 
for the English words, utilizing a variable-length encryption key, applying 
two-dimensional binary shuffling techniques at the bit level, and utilizing 
four binary logical operations with randomized shuffling inputs. English 
words that alphabetically sorted are divided into four lookup tables where 
each word has assigned an index. The strength of the proposed algorithm 
concluded from having two major components. Firstly, each lookup table 
utilizes different index sizes, and all index sizes are not multiples of bytes. 
Secondly, the shuffling operations are conducted on a two-dimensional 
binary matrix with variable length. Lastly, the parameters of the shuffling 
operation are randomized based on a randomly selected encryption key with 
varying size. Thus, the shuffling operations move adjacent bits away in a 
randomized fashion. Definitively, the proposed algorithm vanishes any 
signature or any statistical features of the original message. Moreover, the 
proposed algorithm reduces the size of the encrypted message as an additive 
advantage which is achieved through utilizing the smallest possible index 
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1. INTRODUCTION  
According to the enormous need for confidentiality in text-data communications, many researchers 
tackled and developed various techniques for data encryption such as advanced encryption standards (AES) 
[1], rivest-shamir-aldehman (RSA) [2], triple data encryption standard (TripleDES) [3], blowfish [4], twofish 
[5], where, each technique has its own merits [6], [7]. Nevertheless, most of these text-encryption techniques 
depend on having an encryption algorithm implemented on the character level through applying public or 
private keys [8]. Others used different encryption concepts on the binary level. This paper proposes an 
encryption technique applied on indices for english words obtained from a lookup table for English words 
instead of encrypting the words themselves. 
In algorithms that use an encryption key technique, the encryption keys act as the parameters for 
mathematical formulas. For example, the well-known RSA algorithm, which is a deterministic one, uses 
public and private key encryption to encrypt a binary document [3], [9]. Many approaches extended RSA 
algorithm to encrypt text documents through representing text data in a binary manner [10]. Moreover, some 
algorithms utilize the concept of a shared dictionary which replaces some repeated characters with certain 
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symbols such as the cheating text concept [11]. Al-Bsharat [12] developed an encryption algorithm for 
english language text. This technique restricted the english language that has no capital letters. The 
encryption technique is implemented on word level instead of letters where each English word is inserted into 
a dictionary. 
This paper proposes an encryption algorithm that firstly encodes english words utilizing an index 
number to represent the word. Thus, the proposed technique produces a stream of binary code representation 
for the text document. In the second phase, the proposed algorithm converts the stream of binary code into a 
block of binary bits. This phase aims to vanish boundaries of word representations. In the last phase, the 
algorithm applies a set of logical shuffling operations in a randomized manner on the block of the binary 
code. The following sections discuss related work and the proposed algorithm in detail. 
 
 
2. RELATED TEXT ENCRYPTION ALGORITHMS 
Classical encryption can be divided into two categories namely substitution and shuffling. 
Substitution cipher methods of encryption utilize the idea of replacing each element of the text with another 
element. Shuffling algorithms rearrange the text elements in the document in a randomized fashion. Both 
categories utilized the character as the fundamental element. For example, RSA is known as an asymmetric 
cryptographic algorithm that would be used to encrypt text messages [3], [10], [13]. Kuryazov proposed a 
method to encrypt messages by points of elliptic curves using the optimal asymmetric data encryption 
algorithm [8]. Another related approach was playfair key matrix which is a three-dimensional representation 
of the Caesar’ method [14], [15] leading to more complex decoding to achieve better confidentiality. Other 
techniques use the genetic algorithm for novel text encryption and decryption [9], [16], [17] using residue 
number system (RNS) by benefiting from inherent properties. Finally, a hybrid technique is proposed by 
Ramadan et al. [18] that uses volvox representation algorithm, which produces a positive integer number that 
helps in encryption/decryption of an english text. 
Hwang [19] discussed the security flaws for the off-line micropayment scheme, which was proposed 
by Wuu et al. [20]. This off-line micro payment algorithm utilizes the asymmetric encryption scheme, which 
is used to provide electronic payments. The algorithm requires a small number of transactions where 
communication and computation costs should be very low. Al-Khateeb [21] proposed a methodology to 
encrypt and hide a text using deoxyribonucleic acid (DNA) coding. The encrypted text is hidden in an image 
where each letter is hidden in a pixel. Krishnan et al. [22] encrypts and decrypts text files using musical 
notes, where the user has to play music to have permission to open the file. The musical notes are used as a 
password to access the text file. The development of encryption/decryption methodology is not limited to 
software, but the hardware is also considered to enhance encryption/decryption techniques. For example, to 
enhance encryption algorithm performance, Zeebaree [23] proposes a hardware architecture to implement 
data encryption standards. 
Other encryption techniques apply mechanisms such as the idea of pre-processing for encryption 
such as compression, which are categorized into two sub-classes. The techniques in the first sub-class depend 
on the implementation of a pre-processing process on the data elements (words), such as the cheating text 
technique [11], [24]. In the second sub-class, the file words are to be compressed in the pre-processing phase. 
Other pre-processing methods depend on working on the bit-stream of each byte (character) of the text files, 
such as the extensive bit-level encryption system (EBES) [25]. For example, bitwise randomization and serial 
bitwise feedback generation modules produce a new stream of randomized bits. 
Intelligent dictionary based encoding (IDBE) [26] is another encoding strategy, which uses a text-
based encoding algorithm for text data compression in order to have high-speed data transmission via the 
internet [27]. The strategy creates an intelligent dictionary at the first stage, which is used in the next step to 
encode the input text. First, the american standard code for information interchange (ASCII) code is used to 
encode the first 218 words in the input text by assigning each word one of the characters in the range 33-250. 
Then, the remaining words are encoded using two ASCII characters in the range 33-250, and so on. 
Skibinski et al. [28] represent dictionary-based compression, where a word-replacing algorithm 
was´ implemented by relating each text word to a code word. Compression is achieved by choosing shorter-
length code words. Mante suggests an encryption algorithm [29] based on a generated key. The key is 
generated using developed random matrices. A new algorithm by Alabdullah et al. [30] was proposed to use 
the reflection of binary search tree to minimize the overhead and achieve a high security level by using a 
dynamic offset. The advanced encryption algorithm (AES) is modified by Kareem et al. [31] to increase the 
security level achieved by the algorithm. The modification suggests replacing the XOR operation with (#) 
operation. 
Other ideas come from combine two different natural languages to encrypt one by using the other 
language letters. Muhammad [32] proposed a new technique to encrypt english messages using kurdishe 
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language letters and vice versa. Shareef et al. [33] encrypt Arabic text by converting Arabic letters firstly to 
latin letters. Then, the given text in Latin letters is encrypted/decrypted using the modified playfair cipher. 
Abusukhon et al. [34] add another security level based on the modification of text-to-image encryption 
(TTIE) algorithm by demonstrating the method of generating the encryption key. 
 
 
3. WORD-BASED ENCRYPTION ALGORITHM (WBE) 
Upon the previous literature review, many encryption methods have been successfully tackled text 
encrypting files through encoding the text at the character level [12], [35]. Due to the fact that the 
computational capabilities and memories of computers nowadays are enormous, this paper proposes word-
based encryption algorithm (WBE) with two-dimensional shuffling operations. Firstly, the proposed 
algorithm encodes the message words with an index that is simply a binary number representing the word’s 
location in a sorted dictionary. Thus, the text message is encoded into a binary stream. Next, the proposed 
algorithm converts the binary stream into a two-dimensional block of binary bits. 
Moreover, the proposed algorithm utilizes an encryption key to largely randomize the two-
dimensional binary block, which aims to vanish any statistical feature of the message and destroys any 
structural signature. This step includes a set of randomized bit-level logical two-dimensional shuffling 
operations. These operations assure the distribution of the bits of a word randomly. Thus, any group of bits in 
the output stream are indeed originated from different words. The following subsections discuss these three 
steps in detail. 
 
3.1.  Encoding text message utilizing word-based lookup tables 
The proposed WBE encryption system suggests utilizing electronic dictionaries as lookup tables to 
encode text messages. Nowadays, electronic dictionaries for all spoken languages are available for 
researchers and exist for commercial uses. Furthermore, computational capabilities can perform extensive 
sorting/shifting of the dictionary elements within a very short period of time. In other words, the dictionary 
size will not degrade the performance of the proposed encryption algorithm especially if the process of the 
dictionary is applied once for every dictionary update. The proposed algorithm identifies language words as a 
unit of building messages. Thus, it utilizes a list of language words as a reference. The efficiency of the 
algorithm relies on the completeness of the list of language words. Nevertheless to say, no matter what the 
effort is paid to collect and add all words to the reference list, some messages may include words that are not 
found in the reference list. Moreover, some messages may use words originating from foreign languages, 
names for place, or symbols that will not be found in the word reference list. Therefore, the proposed 
algorithm should tackle all these issues through including a set of lookup tables to encode any message. The 
proposed algorithm suggests building four lookup table for the language words, letters, and symbols as 
follows: 
 
3.1.1. The first lookup table (FiLT) 
This table contains small and capital letters, the most used punctuation symbols (comma, dot, single 
quote, and double quote), and the space character. This lookup table has 64 characters and symbols. Figure 1 
shows samples from FiLT table that includes English letters as shown in Figure 1(a), punctuation symbols as 
shown in Figure 1(b), and some control characters as shown in Figure 1(c). Therefore, each entry needs a 6 
bits code. A seventh bit is added to indicate that the code was originated from the First Lookup table. 
Consequently, we used seven bits to encode this lookup table where the first bit is 0 and the other six bits for 
the entry code. This table is utilized to encode standalone letters, symbols, and words that are not found in the 
words’ lookup tables described in the following items. The proposed algorithm suggests encoding the words 














, (comma) 0110111 
. (dot) 0111000 
‘ (single quote) 0111001 















Figure 1. The FiLT which includes: (a) English letters, (b) the most used punctuation symbols,  
(c) the commands 
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3.1.2. The second lookup table (SeLT) 
This lookup table consists of numeric digits, all used symbols in English language and most frequent 
used words (an, the, and, at, he, she, but, from, to, be, of, in, that, have, it, for, not, on, with, as, you, do, by, 
this). We used eight bits to encode this table. The first two bits (10) are used to identify that the code is 
originated from the SeLT table. The next six bits are used to encode the entries in this table. The total 
available slots in this lookup table are 64, where 38 of them are used to encode the symbols and digits. Thus, 
26 spaces are available for the most frequent words. According to statistical analysis accomplished in ref, we 
added the most frequent used words to this lookup table. Table 1 shows an example code for digits, symbols, 
and most frequent words. 
 
 









3.1.3 The third lookup table (ThLT) 
The words with two, three, four, and five characters were collected in this lookup table. Table 2 
depicts samples from the third lookup table (ThlT). The number of entries in this table are 15297 words. 
Therefore, we need 14 bits code to encode all words (214=16 kilowords). To identify this lookup table, the 
code ‘110’ is added at the beginning of each code. Thus, the size of code utilized for ThLT is 17 bits. 
 
 









3.1.4. The fourth lookup table (FoLT) 
All remaining words in the dictionary are encoded in this lookup table. This table utilizes 20 bits to 
encode a word, where three bits (111) are used to identify this lookup table. Thus, the remaining bits (17 bits) 
are used to encode the words. Therefore, this table is capable of encoding 217 words. Table 3 presents code 
samples from FoLT table. 
The proposed algorithm utilizes the four lookup tables to encode an English text where the word is 
the unit of encoding. Table 4 represents the lookup tables with encode size and its capacity. In the case where 
the word is not found in the SeLT, ThLT, or FoLT Lookup tables, the algorithm encodes it character by 
character utilizing FiLT table. 
 
 









Table 4. Proposed lookup tables; code length, number of entries (size), code prefix, and code range 
Table Code Length Size Code Prefix Code Range 
FiLT 7 26 =64 0 0000000-0111111 
SeLT 8 26 =64 10 10000000-10111111 
ThLT 17 214 =16384 110 11000000000000000-11011111111111111 
FoLT 20 217 =131072 111 11100000000000000000-11111111111111111111 
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3.2.  Text message encoding 
The proposed WBE Cryptosystem starts by reading the text from its source word by word and build 
a corresponding stream binary code (SBC). Algorithm 1 shows text read steps from the input stream. Each 
time a word appears, the algorithm calls “Add” to add the binary code of the word to the SBC. Algorithm 2 
illustrates the function “add,” which looks in the dictionary tables to find the word and returns its index. The 
word could be a standalone letter, symbol, or English word. 
The proposed WBE algorithm assumes that the input text is written according to the formal written 
English language. Therefore, it assumes that each word or symbol is followed by space. Thus, space is used 
to separate words and symbols. Furthermore, the algorithm takes care of the letter case, where the small letter 
is the default case for all words. But the input text can have letters with upper and lower cases. Therefore, the 
algorithm should manipulate and take care of these cases. Thus, WBE algorithm encodes the word with upper 
and lower case and other special cases as follows: 
 
3.2.1. Space case 
The default case is that each word is followed by space. The algorithm adds the binary code for the 
word only (without the code for space). For example, if the input text is “he” (“he” followed by space), the  
algorithm adds the code for “he” only, which will be 14 bits code. For another example, the word he is 
followed by a comma, which is a punctuation symbol as in the part of the text (“he, who is known as ....”). In 
this case WBE algorithm adds the command code (“0111100”) after the binary code of the word “h” to 
inform the decoder not to add space. In this example (he, who is ...) the word “he” is encoded by 14 bits, then 
followed by the command word (“0111100”). 
 
3.2.2. Unknown word 
The text may have a word that is not in the dictionary (name for a person, places, medicine, cities). 
In this case, the proposed algorithm will encode this word letter by letter. To indicate that the inserted code is 
coded letter by letter, the code starts and ends with the following command code “0111111” The word is 
encoded letter by letter using FiLT table. 
 
3.2.3. Word with upper and lower case letters 
The proposed algorithm distinguish between upper and lower case letters. Each word can be one of 
the four cases; all letters are small, all letters are capital, the word starts with a capital letter, and some letters 
in the middle or the end are capital letters. In the first case, which is the default, the word consists of small 
letters. The algorithm adds the binary code for the word as it is coded in the dictionary. In the second case, 
where all letters of the word are capital letters, the algorithm adds the code “0111101” followed by the binary 
code for the word as if it is a lower case word. In the third case, where the word starts with a capital letter, the 
algorithm adds the code “0111110” followed by the code for the word as if it is a lower case word. For the 
last case where some characters in the middle or the end of the word are capital letters, the word is encoded 
as an unknown word as described earlier. 
 
Algorithm 1. The algorithm for reading the text and build the corresponding binary code 
Input: text: the input text from the file 
Output: code: the corresponding binary code 
begin {main} 
isSymbol=false; // the variable is used to distinguish between characters and symbols 
isWord = false; // the variable is used to make sure the collected token is word or not 
word=“”; // initialize the word string to be empty 
While !EOT Do // while not end of text 
ch=text.getNextCh(); //(0, j) is the index of top-left cell in the diagonal 




if isWord then 
isWord=false; 
Add(word); 






if ch=space then 
if isSymbol then 
Add(Sym); 
isSymbol=false; 
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3.3.  Preparing the stream of binary code (SBC) for encryption 
In this step, the stream of encoded text is converted to a two-dimensional matrix of bits. For perfect 
shuffling and randomization, a square array matrix is recommended. Unfortunately, converting encoded text, 
which is a stream of bits, to a square matrix will not always be straightforward and not one-to-one 
conversions. To accomplish this, we performed the following: 
a. In this step, we identify the order of the square of the matrix (N) as follow:  
 
𝑁 =  ⌈√𝐵  ⌉  
 
where b is the size of the encoded stream in bits. 
b. In this step, we create a square matrix of order N. The implementation is accomplished by creating a two-
dimensional array with a size of (N by N). Then, we filled this matrix row by row until completing all 
encoded bits. The remaining elements are filled by zero. 
 
Algorithm 2. Add(T): the add function encodes text according to the lock-up tables 
Input: T: the input token to find the corresponding code for it 
Output: code: the corresponding binary code. 
begin {main} 
if T in LUT then // looking for token T in the lookup table 
FN=getFileNumber(); // return the file number which is one of the four look-up tables 
N=LUT.indexOf(T.toLower()); // return the index of the token in the look-up table 
If T.length()>1 Then 
if T.isUpper() then 
code.append(“0111101”); 
else 




switch FN do 



















if T.length() > 1 then 
code.append(“0111111”); 
Add by chart(T); 
code.append(“0111111”); 
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The proposed conversion algorithm described above added a great value to the encryption process 
due to that each encoded word in the original text may be divided into one, two, three, or four bytes by 
remembering that the length of encoding size is not a multiple of eight. More precisely, any single byte will 
be part of one word or parts of two words. This means that shuffling and randomization described in the 
following section will not keep bits of any word adjacent. 
 
3.4.  Shuffling and randomization 
An excellent encryption algorithm removes any statistical features such as signatures of frequent 
words that would lead to uncover the hidden message. The proposed algorithm would completely vanish any 
statistical features due to having a variable length word encoding approach. Moreover, the proposed code 
lengths are not multiples of 8 bits, meaning that our generated codes for words cannot be combined in a 
standard word size, where we utilized seven bits, seventeen bits, and twenty bits. Also, after we had encoded 
the message word, we mapped the resulted stream of bits to a two-dimensional matrix of bits which means 
that any codeword could be spanned on one, two, or three bytes. The next proposed step, which is Shuffling 
and Randomization, should shuffle adjacent bits randomly and apart in a non-detectable way. To achieve this, 
we first utilized a randomly generated encryption key that defines the method of shuffling and randomization. 
For shuffling and randomization, we defined four logical operations which will be applied on the square 
matrix to move bits of the encoded message away from each other. The following subsection describes these 
operations and the utilization of the encryption key. 
 
3.4.1. Logical operations 
For shuffling or swapping, four different functions had been defined. Each function implements 
rotating or circulation processes in a specific direction. These functions can be described as: 
a. Horizontal rotation: This function, which is applied on the bit level, is a horizontal circulation of the 
square matrix. It takes two inputs which are the direction and number of bits to be circulated. The 
direction could be left or right. The number of shifts bits could be up to 128. The circulation is applied to 
each row of the square matrix. The result of horizontal rotation to the left direction by two steps for the 
matrix shown in Figure 2(a) is depicted in Figure 2(b).  
b. Vertical rotation: The second function rotates the columns of the square matrix. The rotation cloud be up 
or down, and the number of rotation bits are up to 128 bits. Figure 2(c) shows an example of rotating the 
entire matrix one bit down. 
c. Diagonal rotation: The third function is diagonal rotation. This operation rotates bytes in a diagonal 
direction. It has two inputs; the first input for the direction and the second one for the number of rotated 
bits. The direction could be right up or left down. Figure 2(d) shows one-byte left down diagonal rotation 
for a four by our matrix. 
d. Circulation: This function forms a set of cycles and rotates the bits in the formed cycles clockwise or 
counter clockwise. The first cycle is formed by the first row, the last column, the last row, and the first 
column. The next cycle is formed by considering the next set o rows and columns adjacent to the first 
cycle. Figure 2(e) shows a circulation of two cycles clockwise for 8 by 8 matrix. 
 
3.4.2. Encryption key 
The encryption key, which is utilized as a symmetric encryption algorithm, ensures that the 
encrypted data can only be covered upon the availability of this key. Thus, the strength of the encryption 
algorithm relies on an undetectable key. Undetectable and unpredictable key’s features are ensured through 
significant and variable size, which is randomly generated. The proposed algorithm utilizes a key with a set 
of binary bytes. The number of bytes is variable with at least fourteen bytes. Each digit of the key is 
considered a random input to one proposed logical operation to shuffle and randomize the bits of the encoded 
message shown in Algorithm 3. 
 
3.5.  The proposed encryption algorithm 
The strength of the proposed encryption mechanism depends on randomizing the shuffling 
operations to vanish the expectation operation order. Moreover, the shuffling operations aim to remove any 
statistical or logical features. The proposed algorithm achieved these two properties via randomizing the 
shuffling process by randomizing the selection of the encryption key and removing the statistical and logical 
feature by applying the shuffling process on a bit level and imposing a variable number of shuffling 
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repetitions with a minimum number of shuffling operations. The proposed algorithm utilizes the four logical 
shuffling functions discussed in subsection 3.4.1. The shuffling functions are applied according to the 
following order: i) function 0: horizontal rotations, ii) function 1: Vertical rotations, iii) function 2: Diagonal 










Figure 2. The four logical operations with an example: (a) the original matrix, (b) horizontal rotation to the 
left by two steps, (c) vertical rotation down by one step, (d) diagonal rotation down by two steps, (e) circulate 
counterclockwise by two steps 
 
 
The proposed algorithm used a variable size binary encryption key with a minimum size equal to 14 
bytes. The encryption key could be formed as: 
 
𝐾𝑒𝑦 =  𝐵0𝐵1𝐵3 . . . 𝐵𝑛; 
 
where, B means byte and n is the nth byte. The first byte of the 𝐾𝑒𝑦 (𝐵0 =  𝐵7𝐵6𝐵5𝐵4𝐵3𝐵2𝐵1𝐵0) initializes 
the main two parameters for the proposed algorithm. The value of bits (𝐵7𝐵46) of B0 determines the number 
of the first shuffling function to start with. For example, if the value of (𝐵7𝐵46) equals (10)2, then the first 
shuffling operation will be Function 2, a diagonal circulation. The value of the remaining six bits multiplied 
by 10 is assigned to the shuffling repetition loop. If this value is less than 160, the shuffling parameter will be 
160. Then, the next byte in the key will be the input to the running shuffling function. The shuffling functions 
take two inputs: the shuffling direction and the shuffling value. The first bit in the Key byte (𝐵7) will define 
the shuffling value. Algorithm 3 depicts the pseudo-code for the proposed algorithm. 
 
Algorithm 3. Encryption key mapping with encryption operations 
Input: CM: a square binary matrix of the encoded text. KEY: encryption key 
Output: EncCM: CM after shuffling and randomization according to WCA algorithm 
begin {main} 
cyclicKey=Circular array(KEY); // create a cyclic array of size key 
B=cyclicKey.getByte; // read first byte and point to next one. 
ff=integer(𝐵7𝐵46); // integer value for bit 7 and 6 of B. 
rep=10*Integer(𝐵5𝐵4𝐵3𝐵2𝐵1𝐵0); // integer value for bit 5 to bit 0 of B 
Set count=0; 
while count<max(160, rep) do 
B=cyclicKey.getByte(); // read current byte and point to next one. 
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switch ff do 
case 0 do 
Horizontal Rotation(CM, B); 
break; 
end 
case 1 do 
Vertical Rotation(CM, B); 
break; 
end 
case 2 do 
Diagonal Rotation(CM, B); 
break; 
end 
case 3 do 
Circular Rotation(CM, B); 
end 
end 





4. IMPLEMENTATION AND DISCUSSION 
The proposed WBE algorithm has been implemented using C# language for the purpose of 
validation and evaluation. Figure 3 shows the program interface for WBE Windows application for the 
implementation of WBE algorithm. The main interface contains a menu as shown in Figure 3 that allows the 
user to use all algorithm features and functionality. The interface enables users to do the following: 
a. File menu options as shown in Figure 4(a): the file options contain the main operation that the user needs:  
 New text as shown in Figure 4(a): the user can clear the text box to enter a new text. 
 Generate random text as shown in Figure 4(a): this option was used for the testing process, which 
generates a random text from the existing words in the dictionary. 
 Save file as shown in Figure 4(a): it allows the user to save the text opened or edited by the user to a 
standard format or UTF8 format. 
 Open text file as shown in Figure 4(a): the user can open the text file, which is mainly English text, to 
be encrypted via a provided operation on the main interface. The Interface has a text box that shows 
the opened text or allows the user to enter the text directly. 
b. Operation menu options as shown in Figure 4(b): the operation menu contains the encryption and 
decryption options: 
 Encrypt as shown in Figure 4(b): the opened text or entered text to the text box can be encrypted using 
the Encrypt option in the operation option. The encrypted text will be saved in a file named by the 
user. The extension of the file will be “.wbe.” 
 Decrypt as shown in Figure 4(b): the program allows the user to open the encrypted text from a file 
with the extension “.wbe” and run the decryption technique according to the entered key. 
c. Tools menu options as shown in Figure 4(c): the tools menu allows the user to add and remove items to 
the dictionary: 
 Add to the dictionary: the provided dictionary files contain the most English language components 
(letters, symbols, and words). If the users want to add a new word or symbol, the program provides 
them with the required options to add it to the specific file. 
 Remove from the dictionary as shown in Figure 4(c): the user can remove a word that may be added 
incorrectly from the dictionary. 
d. Statistics part as shown in Figure 4(d): the statistic part represents the statistical information about the 
input text; the number of characters, the text size based on ASCII code, the encrypted text size, the 
compression rate, and the number of words. 
 
4.1.  Results and discussion 
Originally, WBE algorithm is designed to be a robust encryption algorithm that can decode an 
English text in a technique that prevents intruders and attackers from access the encrypted text. In addition to 
that, the algorithm compresses the text with a reasonable compression rate. In the following subsections, we 
analyzed the algorithm as an encryption algorithm and the compression rate for the encrypted file size 
compared with the original file size. For testing purposes, the algorithm used the following standard text 
files: 
a. alice.txt: a well-known novel Alice in the wonderland by Carroll [36]. This is a novel written in the 
English language with an imaginary scenario. 
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b. plrabn12.txt: paradise lost is a poem for John Milton, who lived in the seventeenth century [37]. The file 
contains a well-known epic poem by John Milton, which is considered one of the best traditional novels. 
This poem provides a good spoken English language, having legendary expressions. 
c. asyoulike.txt: the play “As You Like IT” by William Shakespeare is a comedy play written during the late 
years of the sixteenth century (perhaps 1599) and published during 1623 [38]. This comedy play provides 
a solid English language from the sixteenth century. 













Figure 4. The four main parts of the application user interface: (a) file menu options, (b) operation menu 
options, (c) tools menu options, (d) text statistics 
 
 
4.2.  Strength of WBE encryption algorithm 
The design of the WBE encryption algorithm aims to prohibit data access by unauthorized users. 
The encryption algorithm strength is evaluated by measuring the difficulties of breaking it by intruders 
attacks or analyzing its features that proves its immune against attacks [40]. Thus, the proposed encryption 
algorithm aims to make it very hard to follow or predict any signs or features that reveal the content. The 
power of the proposed WBE encryption algorithm can be analyzed using different types of known attacks, 
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including “Bruteforce attacks,” “Codebook attacks,” “Known Plaintext attacks,” “Sniffers and Man in the 
Middle attacks,” and differential cryptanalysis. 
 
4.2.1. Brute-force attacks 
It is a decisive attack on cryptography, where the attacker tries all possible keys to get access to the 
encrypted data [41]. First of all, the proposed algorithm has variable encryption keys with a minimum length 
equal to fourteen digits. The bruit force trail would start with the minimum key length, which leads to 
214×8=2.19×1033 possible key combinations. Then, it would try the next value of key length. This is a new 
philosophy of encryption key usage where the encryption user can randomly select the key’s size. Thus, for 
brute force attackers to extract the correct text, they have to try combining fourteen digits’ key, fifteen, and 
for all numbers above fourteen. The time required to run the algorithm and extract the hidden text may 
require hundreds of years. Moreover, the key can be changed via aging technique or data amount calculation 
technique, where the key must be changed after a certain period or after transmitting a certain amount of data. 
 
4.2.2. Codebook attacks  
Codebook attack benefits from having a specific block of text data always encrypted to the same 
block of encrypted data [42]. In other words, a particular word or sentence is always encrypted to the same 
encrypted binary value. However, the proposed WBE algorithm vanishes the codebook by randomizing the 
message code at the bit level. Thus, the shuffling process separates adjacent bits. This means that the set of 
bits for a word in the message will not be kept as one unit. For example, the bits that encode the word “the” 
in the first location in the message will be shuffled differently if this word appeared in another location in the 
message. In other words, if the word “the” is used multiple times in the message, the code for the “the” will 
be shuffled differently, and no signature may appear to indicate the existence of the word “the.” 
 
4.2.3. Known plaintext attacks 
The attack assumes having plain text, with the encrypted representation of that text, to do a 
particular reverse engineering process and get the encryption key [43]. The proposed WBE algorithm has two 
parameters that increase the complexity of applying this approach. The first one is the variable length key. 
The second repetition loop of the shuffling operations is variable and calculated from the encryption key. 
This means that the attacker cannot apply the reverse operations to perform the key generation because he 
must guess how many functions take place.  
 
4.2.4. Sniffers and man in the middle attacks 
Such attacks depend on having an attacker who listens to the traffic in the communication medium 
and tries to collect data to perform the proper analysis or get the key [44]. The proposed WBE algorithm 
applies different operations on the exact code representation based on its location in the encrypted. For 
example, let us assume that the word engineering” is used two times in the text. In the encoding stage, it will 
have the exact representation. But because the two representations in the two-dimensional binary matrix are 
in different locations, the shuffling operations applied in them are different. Thus, the distribution of the bits 
that belong to the first “engineering” word is entirely different from the distribution of the bits that belong to 
the representation of the second “engineering” word. 
Man in the middle will receive a stream of binary bits. Consequently, the data collected by the man 
in the middle attacker cannot be analyzed via the assumption that they can know the representation of the 
encrypted data. Figure 2(a) shows a demonstration of the original two-dimensional matrix that represents the 
binary code message. The binary sequence ”1111” has been appeared twice. The first sequence is underlined, 
and the second one is strike-through. Figures 2(b), 2(c), 2(d), and 2(e) show the distribution of the first and 
second sequences after applying four shuffling operations. It is clear that the distributions of the two 
sequences are not correlated. 
 
4.2.5. Differential cryptanalysis 
This method tries to find the statistical feature for data elements in the encrypted data and compare 
it with the frequency of the spoken language elements, finding the frequency of the letters of the language or 
the most frequent words “strings of letters.” The proposed WBE algorithm is immune against such attack 
according to the following specifications: 
a. Letter frequency: this algorithm depends on encryption on the word level, which makes it impossible to 
get the letters. 
b. Word frequency: as we mentioned before, the words encoding length is not constant and is not multiple 
bytes. Moreover, the shuffling process is applied on the bit level and displaces adjacent bit away from 
each other randomly. 
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c. Probability of breaking the cryptosystem: the probability of breaking the proposed WBE cryptosystem 
depends on many factors including knowing the sequence of shuffling functions, what the shuffling 
functions do, and how many times the shuffling is applied. Moreover, the key length is variable and 
unknown to the attacker, which means that the attacker should try different key sizes. 
Estimating the probability of guessing swapping functions for one loop for the proposed shuffling 
algorithm shown in algorithm 3 is equal to the probability of predicting the direction of shuffling times, the 
probability of predicting the number of shifts. According to the parameters used in the proposed algorithm as 
illustrated in Algorithm 3, we could define this probability as (1): 
 
















where Ps represent the probability of predicting one key byte from the encryption key, which is used as a 
parameter for the operation inside the shuffling loop, then, the probability to predict all bytes of keys used for 
the shuffling functions is (2): 
 
𝑃𝑘𝑒𝑦 = (𝑃𝑠)max (10,𝑟𝑒𝑝) (2) 
 
where rep is the integer value for the six bits of the first byte in the encryption key, which defines the value 
of the repetition loop of the proposed algorithm. If we consider the minimum value for the function max(10, 
rep), which is 10, the highest Pkey becomes: 
 
𝑃𝑘𝑒𝑦 = (𝑃𝑠)10  
 
Hence, according to the proposed WBE algorithm, the prediction of the first shuffling function is equal to 































Then, the number of attempts for decrypting the encrypted file with the assumption that the attacker knows 
the key length and the exact process done by each of the shuffling functions would be: 3.09×1026 attempts. 
Let us assume that each attempt requires 1 ms. Then, the time to break this algorithm is (4): 
 
𝐵𝑇 = 3.09 × 1026 × 10−3𝑠𝑒𝑐𝑜𝑛𝑑𝑠 = 9.7 × 1026 𝑦𝑒𝑎𝑟𝑠 (4) 
 
If we considered the average value for repetition in the proposed algorithm, which is equal to 32 (rep = 32), 
the total number of needed attempts (with the assumption that the attacker knows the exact processes of the 
swapping functions) would be 2264=2.964 × 1079. 
 
4.3.  Compression 
The size of the produced encrypted message by the proposed encryption algorithm is less than the 
original message. Thus, the proposed WBE algorithm compresses the text message as an additive feature. In 
most cases, modern encryption algorithms increase the size of encrypted with respect to the actual size of the 
data [45]. Such an issue increases the size of the utilized memory and the size of transmitted data. Thus, a 
compression process usually takes place before encrypting data, where the compression depends on having 
redundant data [28], [46]. Then, the compressed version of that data is encrypted. 
In general, compression can be divided into two main categories; lossless and lossy. The 
compression of text should always use lossless ones, which means that the compressed data must lead to the 
same uncompressed data when extracted. One of the essential primary evaluations of the compression 
algorithm is the compression ratio. The compression ratio (CR) is defined as (5). 
 
𝐶𝑅 =
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝐷𝑎𝑡𝑎




The proposed WBE algorithm compresses the input text to a good compression ratio as an additive 
feature. Table 5 shows the compression results for the WBE algorithm compared with several known 
algorithms. The compression ratio of the proposed WBE was tremendously efficient. 
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Alice29 152087 55854 0.367 51293 0.337 88529 0.582 
Asyoulike 162250 59338 0.365 55100 0.339 98878 0.609 
2265 184403 74998 0.406 70921 0.384 130304 0.707 




This paper proposes a novel English text encryption algorithm WBE, that is immune against known 
attacks. The proposed algorithm adopts the english word as a unit of encoding, utilizes a variable length 
encryption key, applies two-dimensional binary shuffling techniques, and utilizing four binary logical 
operations with randomized shuffling inputs. The proposed algorithm strength has been achieved due to 
many facts. First, the proposed algorithm utilizes variable-length indices to encode English words. Then, it 
utilizes multiple shuffling logical operations with variable inputs based on the randomized encryption key, 
and the shuffling operation is applied on a two-dimensional binary matrix. Hence, the goal of encoding the 
text on the word level and shuffling the encoded stream at the bit level is to separate adjacent bits away from 
each other in a random fashion. Finally, the proposed algorithm implementation and analysis showed its 
superiority against most types of attacks. For example, statistical analysis proved that breaking WBE might 
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