Introduction: Support vector machines (SVM) have recently been demonstrated to be useful for voxel-based MR image classification. In the present study we sought to evaluate whether this method is feasible in the classification of childhood epilepsy intractability based on diffusion tensor imaging (DTI), with adequate accuracy. We applied SVM in conjunction DTI indices of fractional anisotropy (FA), mean diffusivity (MD), radial diffusivity (RD) and axial diffusivity (AD). DTI studies have reported white matter abnormalities in childhood-onset epilepsy, but the mechanisms underlying these abnormalities are not well understood. The aim of this study was to examine the relationship between epileptic seizures and cerebral white matter abnormalities identified by DTI in children with active compared to remitted epilepsy utilizing an automated and unsupervised classification method. Methods: The DTI data were tensor-derived indices including FA, MD, AD and RD in 49 participants including 20 children with epilepsy 5-6 years after seizure onset as compared to healthy controls. To determine whether there was normalization of white matter diffusion behavior following cessation of seizures and treatment, the epilepsy subjects were grouped into those with active versus remitted epilepsy. Group comparisons were previously made examining FA, MD and RD via whole-brain tract-based spatial statistics (TBSS). The SVM analysis was undertaken with the WEKA software package with 10-fold cross validation. Weighted sensitivity, specificity and accuracy were measured for all the DTI indices for two classifications: (1) controls vs. all children with epilepsy and (2) controls vs. children with remitted epilepsy vs. children with active epilepsy. Results: Using TBSS, significant differences were identified between controls and all children with epilepsy, between controls and children with active epilepsy, and also between the active and remitted epilepsy groups. There were no significant differences between the remitted epilepsy and controls on any DTI measure. In the SVM analysis, the best predictor between controls and all children with epilepsy was MD, with a sensitivity of 90-100% and a specificity between 96.6 and 100%. For the three-way classification, the best results were for FA with 100% sensitivity and specificity. Conclusion: DTI-based SVM classification appears promising for distinguishing children with active epilepsy from either those with remitted epilepsy or controls, and the question that arises is whether it will prove useful as a prognostic index of seizure remission. While SVM can correctly identify children with active epilepsy from other groups' diagnosis, further research is needed to determine the efficacy of SVM as a prognostic tool in longitudinal clinical studies.
Introduction
Diffusion tensor imaging in childhood epilepsy has improved our understanding of the impact of epilepsy on brain structure. Children with mixed new-onset epilepsy syndromes have been shown to exhibit reduced fractional anisotropy (FA) and increased radial diffusivity (RD) in the posterior corpus callosum and cingulum (Hutchinson et al., 2010) , as well as significantly higher FA and lower MD, AD and RD in the internal capsule, cingulum, body of the corpus callosum, superior corona radiata and superior fronto-occipital fasciculus (Amarreh et al., 2013) . Reduced FA in the anterior limbs of the internal capsule (AIC), the posterior limbs of the internal capsule (PIC), and the splenium of the corpus callosum (SCC) and higher MD, RD and axial diffusivity (AD) were reported in the AIC, PIC and SCC in adolescents and children with epilepsy (Meng et al., 2010) . Additionally, DTI results from NeuroImage: Clinical 4 (2014) [757] [758] [759] [760] [761] [762] [763] [764] pediatric temporal lobe epilepsy studies include significantly reduced FA in the hippocampus contralateral as well as ipsilateral to the side of seizure onset (Kimiwada et al., 2006) and decreased anisotropy in white matter tracts (uncinate, arcuate, and inferior longitudinal fasciculus as well as corticospinal tract) both contralateral as well as ipsilateral to the side of seizure onset (Govindan et al., 2008) . These white matter abnormalities have been reported in regions both near to as well as distant from the primary epileptic zone (Arfanakis et al., 2002; Concha et al., 2009; Diehl et al., 2008; Knake et al., 2009; Rodrigo et al., 2007; Thivard et al., 2005) .
In addition to DTI, maps of functional activation and connectivity, measured by neuroimaging modalities such as task-based fMRI and resting state functional MRI (rsfMRI) respectively, have shown that epilepsy is associated not only with structural but also with functional brain changes, further improving our understanding of the neurobiology of epilepsy (Arfanakis et al., 2002; Duncan, 2002 Duncan, , 2008 Hermann et al., 2006; Obenaus and Jacobs, 2007) . To date, differences in structural and functional images have been used mainly to characterize disparities between groups, i.e., controls vs. epilepsy groups. Unfortunately, groupbased methods are not helpful in inferring specific clinical outcomes for an individual patient. Therefore, and for the purpose of individual discrimination, a desirable method would be one that can compare a single subject's scans to a group of healthy controls. Machine learning (ML) algorithms, such as support vector machine (SVM) pattern recognition algorithm, fulfills this requirement.
In epilepsy, the use of machine learning algorithms has been primarily for seizure detection. SVM classifiers have been applied to discriminate between seizure and non-seizure EEG epochs in newborns with seizures secondary to hypoxic ischemic encephalopathy (Temko et al., 2011) . Also, SVM classifiers have been used to identify the onset of seizures in non-invasive EEG from pediatric subjects suffering from a variety of seizure types (Shoeb et al., 2004) . Recently in a study of temporal lobe epilepsy using SVM, DTI indices were reported to have diagnostic advantage over other T-1 based classification (Focke et al., 2012) . To the best of our knowledge, the present study is among the first to examine SVM as a tool for classifying seizure outcomes in children with epilepsy (remitted versus persisting seizures).
Methods and materials
We previously conducted a cross-sectional analysis of DTI measures in children with epilepsy vs. healthy controls 5-6 years after seizure onset (Amarreh et al., 2013) , examining differences between the control and epilepsy groups overall as well as by epilepsy status (active versus remitted epilepsy), using tract based spatial statistics (TBSS) pipeline within FSL (Smith et al., 2006) . Of special interest were comparisons within the epilepsy group categorized into groups based on their seizure outcomes (active, remitted) and compared to controls. Here we utilize DTI measures from the TBSS pipeline with SVM, our goal being to evaluate the feasibility of individual classification of children with epilepsy.
Subject groups
Participants were 49 children and adolescents (aged 8-18 years at the recent onset of epilepsy) including 20 participants with epilepsy (9 females, 11 males) and 29 normally developing participants (median age = 18 years; 13 females, 16 males). The epilepsy participants were selected based on a diagnosis of idiopathic epilepsy with no other developmental disabilities or neurological disorders and normal brain MRI scans. The epilepsy group contained 9 with active epilepsy (median age = 19 years; 5 females, 4 males) and 11 with remitted epilepsy (median age = 16 years; 4 females, 7 males). Epilepsy remission was defined as remaining seizure free for 12 months and no longer taking anti-epileptic drugs (AEDs). Children with localization-related (n = 6) and generalized epilepsy (n = 5) were equally represented in the remitted group. The 29 control participants were first-degree cousins of the children with epilepsy who were comparable in age, gender and handedness to the epilepsy group (Table 1 ). The control group had no history of seizures and no other developmental or neurological diseases. The full details on the selection criteria are available elsewhere (Hermann et al., 2006) . The results presented here involve DTI scans taken at the third visit-5-6 years after their baseline evaluation. A total of 84 DTI scans were collected, but due to a scanner malfunction, 32 scans contained image artifacts and were not included in this analysis, leaving a final sample size of 23 epilepsy participants and 29 controls. Three epilepsy subjects could not be confidently classified as active or remitted and thus were not included in the analysis. This study was reviewed and approved by the Institutional Review Boards of both institutions. On the day of study participation families and children gave informed consent and assent and all procedures were consistent with the Declaration of World Medical Organization (1996).
Image acquisition
T1, T2, and diffusion weighted (DWI) MRIs' were acquired for each participant. All MRI scans were collected on a clinical 1.5 T GE Signa LX MRI scanner (General Electric Corporation, Milwaukee, WI). T1weighted, Axial Bravo stealth scans are collected with TR/TE = 10.6/ 4.36 ms, flip angle = 13°, axial acquisition with a reconstructed matrix size of 512 × 512, field of view (FOV) = 162 mm, slice thickness 1.5 mm and contiguous spacing. DTI scan parameters are as follows: one reference scan with b = 0 s/mm 2 and 25 diffusion weighted scans with b = 1000 s/mm 2 each with a unique set of gradient directions optimized for DTI axial acquisition with a reconstructed matrix size of 256 × 256, FOV = 120 mm, and slice thickness = 3 mm.
DTI analysis
Images were transferred to an offline workstation for processing. After initial conversion of the imaging data to the NIFTI format, preprocessing was performed with the FMRIB Software Tools (FSL) software package unless otherwise indicated (Woolrich et al., 2009) . The FSL eddy current correction toolbox was used to correct for eddycurrent artifacts. Computation of the diffusion tensor and the relevant tensor-derived indices were performed with the HI-SPEED software packets (https://sites.google.com/site/hispeedpackets/), which uses a constrained nonlinear least squares method for estimating the diffusion tensor (Koay et al., 2006) . These maps were then used in the voxel-wise analyses to disambiguate differences in specific structures of brain white matter. To address the structural differences in white matter, we conducted a voxel-wise analysis using white matter skeleton of DTI indices of FA, MD, RD and AD generated by TBSS ( Fig. 1) (Smith et al., 2006) . The full details of TBSS processing are available elsewhere (Amarreh et al., 2013) .
SVM
Machine-learning (ML) techniques have been applied to a range of MRI methods in an effort to automate the diagnosis of different brain disorders. This includes the use of volumetric analysis of the hippocampus combined with logistic regression in individuals with mild cognitive impairment and Alzheimer's disease (Desikan et al., 2009) , as well as the combination of support vector machine (SVM) with gray matter (GM) data from voxel based morphometry (VBM) to classify Alzheimer patients (Klöppel et al., 2008; Magnin et al., 2009) . A combination of structural MRI with PET data has been found to increase accuracy when using SVM (Fan et al., 2008) .
In what follows, we provide an overview of SVM and its application to brain imaging data. SVM is a specific type of supervised ML method that learns how to assign labels to objects (Noble, 2006; Vapnik and Lerner, 1963) . These algorithms classify input data into separable clusters or "classes" based on defined attributes, which in ML are generally known as "features". The main steps of the SVM method comprise (i) preparing data for input into classifier training, (ii) training and testing the classifier, and (iii) evaluating its performance.
Preparing data for classifier training
The first step of developing a classifier involves two procedures: "feature extraction" and "feature selection". The first of these two procedures, feature extraction, involves the transformation of the original data into a set of "features" which can be used as input data into SVM. By comparison, feature selection, as the name implies, is a data reduction method, which involves the selection of a subset of features that will facilitate learning. In neuroimaging, the rational for feature selection is threefold. Firstly, reducing features helps the accuracy of the classifier. Secondly, reducing the number of features helps localize the discriminative regions between the groups, which aids in neuroscience interpretations. Thirdly, removing redundant features speeds up the computational time (Orrù et al., 2012) .
Training and testing the classifier
In the second step, SVM is trained using data predefined into experimentally set groups of interest (e.g. controls and patients) to estimate a mathematical rule or "decision function", which best distinguishes between the groups or "classes". Fig. 2 illustrates a hypothetical classification problem between subjects (red circles) and controls (blue circles) for the simplified case of two cerebral voxels. Each axis represents the measurement in one voxel, with each symbol (colored circles) representing a brain scan of a different individual. In this twodimension example there are a number of possible ways one can delineate between the groups as presented by straight lines (see Fig. 2a ). In SVM, an algorithm is trained that provides the best line or "classifier" that separates the two groups. The algorithm achieves this by adopting the line that gives the greatest separation between the two groups based on the measurements closest to the line, otherwise known as support vectors (see Fig. 2b ).
While in a two-dimension space a straight line can separate the space in half (Fig. 2b) , in three dimensions, we need a plane to divide the space. The general term used for a straight line in a high dimension space is hyperplane, and thus a separating hyperplane is essentially a line separating classes in a high dimension space. The line that gives the maximum separation between classes is called the maximum margin hyperplane and the closest instances to the hyperplane are called the support vectors (Fig. 2b) . The projection of the data from a low dimensional space to a higher dimensional space is achieved with a kernel function. The optimal kernel function is usually found by trial and error. In the current study a radial basis function (RBF) kernel was used to nonlinearly map samples into a higher dimensional space. RBF kernels use two parameters: C and GAMMA. GAMMA represents the width of the radial basis function, and C represents the error/trade-off parameter that adjusts the importance of the separation error in the creation of the separation surface. Therefore, SVM is a specific type of supervised ML method that aims to classify data points by maximizing the margin hyperplane (Lemm et al., 2011) .
In the testing phase, once the SVM algorithm has been trained, it is used to predict the group to which a new and previously unseen subject belongs. The prediction is based on the distance between the subject Fig. 1 . Three views of the mean FA skeleton superimposed on the standard FMRIB template. The skeleton is thresholded at 0.2 and demonstrates good alignment with minimal signal intensity in the outer brain. and the separating hyperplane; in our study this distance was used to determine, via Platt's "sequential minimal optimization" (SMO) method (Platt, 1998) , the probabilistic score for the subject and the subject is labeled based on the sign of the score (O'Dwyer et al., 2012) . The SMO is capable of handling multi-class problems using pairwise classification (Trevor and Robert, 1998) . In the 10-fold cross-validation used in this analysis, the original sample is randomly partitioned into 10 subsamples. Of the 10 subsamples, a single subsample is retained as the validation data for testing the model, and the remaining 9 subsamples are used as training data. The cross-validation process is then repeated 10 times (the folds), with each of the 10 subsamples used exactly once as the validation data. The 10 results from the folds can then be averaged to produce a single estimation. This is a standard procedure in machine learning, which reduces the variation related to data selection, and allows the results to be averaged to yield a robust calculation of the performance of the SVM.
Classifier evaluation
In the analysis of the results, the performance of a classifier can be measured by its sensitivity, specificity and accuracy. Sensitivity, which is the ability of the classifier to correctly identify positive results, is defined as TP/(TP + FN) and specificity refers to the ability to correctly identify negative results and is defined as TN/(FP + TN). Accuracy is defined as (TP + TN)/(TP + TN + FN + FP).
SVM analysis
In this study the individual classification was undertaken using the open source WEKA software package (http://www.cs.waikato.ac.nz/ ml/weka/, version 3.6.8). Following the TBSS preprocessing the skeletonized FA, MD, RD and AD data was analyzed in Matlab program, which extracted and transformed the diffusion data into a WEKA compatible format. Analysis was carried out for the classification of: 1) controls and children with epilepsy and 2) controls and children with active or remitted epilepsy.
The first step of the WEKA classification was data reduction. Utilizing the feature selection algorithm "ReliefF" (Robnik-Šikonja and Kononenko, 2003) the number of voxels was reduced to the most relevant for classification. Five different data reductions were evaluated, which reduced the full FA, MD, RD and AD from approximately 130,000 voxels into reduced data sets of 250, 500, 1000, 2000, and 3000 voxels. The voxels from these reduced data sets are our features in this classification analysis.
In the second step, the three groups were classified by using the SVM algorithm "sequential minimal optimization" SMO (Platt, 1998) with radial basis function with C fixed to 1 and GAMMA fixed to 0.01 (Scholkopf et al., 1997) . In our analysis, the classifier was evaluated via the 10-fold cross validation to ensure performance generalization. The results of the accuracy are the average of 10 repetitions of 10-fold cross validations, while sensitivity and specificity values are of a single repetition of 10-fold cross validations. In the multi-classification of the controls vs. the active and the remitted epilepsy, the 3 groups were paired-wise compared in 3 distinct SVM analyses.
Results

TBSS group differences
Below we present a brief summary of the results of the prior TBSS analysis (Amarreh et al., 2013) .
Examining the total epilepsy versus control groups, the participants with epilepsy showed reduced FA in major white matter tracts (Fig. 3) with an increase in MD, AD and RD in the epilepsy group compared to controls. Of note is that MD and AD had the most regions that showed differences between these groups (Amarreh et al., 2013) .
When the epilepsy group was divided into those with active versus remitted seizures, there were no differences in any of the DTI indices between the remitted epilepsy group and controls. In contrast, the active epilepsy group showed reduced FA in several brain regions compared to controls. This active epilepsy group also exhibited an increase in MD, RD and AD. Of note is that FA had the most regions that showed differences between controls and children with active epilepsy (Supplemental file Table 1 ) (Amarreh et al., 2013) .
When the active group and remitted group were compared, the active epilepsy group showed reduced FA and increased MD, RD and AD. Of note is that FA and RD had the most regions that showed differences between controls and children with active epilepsy (Supplemental file Table 2 ) (Amarreh et al., 2013) .
SVM classification
Controls and children with epilepsy
In line with the aforementioned TBSS results, the highest classification was achieved with MD and AD. Sensitivity for MD ranged from 90 to 100% and specificity ranged from 96.6 to 100% for the tested data set. Sensitivity for AD was 98.1% for all subsets of the tested data while specificity was 100%. For FA and RD, classification performance had a sensitivity and a specificity in the range of 90-96.6% (Fig. 4) . In this classification, the peak of the classification performance was reached with MD and AD. Fig. 2 . Hypothetical pattern classification problem between subjects (red circles) and controls (blue circles). Each symbol (circle) represents the brain scan of a different subject. (a) Using different pattern classification methods, it is possible to obtain several different classifiers that correctly separate the two groups; these are represented by lines. (b) Using SVM, an optimal classifier is obtained as represented by the red dashed line and the support vectors are represented by arrow symbols. Reproduced with permission (Orrù et al., 2012) .
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Controls and children with active epilepsy versus remitted epilepsy
Across the reduced data sets of DTI metrics evaluated, the best classification results were achieved using FA at 500 voxels with 100% sensitivity and specificity. In the TBSS results the number of regions was highest in the FA analysis between controls and children with active epilepsy. The second highest classification was achieved using AD at 500 voxels with 98% sensitivity and specificity. In the TBSS results the number of regions was highest in the AD analysis between children with active epilepsy and children with remitted epilepsy For MD and RD, classification performance was in the range of 65-95% sensitivity and specificity (Fig. 5) .
Discussion
The primary finding of this preliminary study is that individual classification using automated SVM of DTI data in childhood epilepsy is feasible with a high degree of accuracy. The SVM results are also in broad agreement with results from the TBSS analysis previously reported (Amarreh et al., 2013) . All the classification results achieved high accuracies (90% range) in the controls vs. all epilepsy patients with MD being the measure with the best ability to classify patients. In the TBSS analysis the largest number of regions that showed differences between controls and the entire epilepsy group were in MD and AD maps. Interestingly, a recent machine learning study in temporal lobe epilepsy also indicated that the MD index was the optimal index for epilepsy and control classification (Focke et al., 2012) .
When the classification was extended to three-groups including controls, children with active and children with remitted epilepsy, the FA features achieved 100% accuracy in classification between controls vs. children with active epilepsy vs. children with remitted epilepsy. This pattern was also observed in the TBSS results where differences in FA were exhibited in more regions than the other DTI indices.
Clinical implication of SVM in the prediction of seizure intractability
Factors predicting seizure remission have been studied extensively from a clinical viewpoint and results have been variable across studies. Several studies have identified clinical factors such as age of seizure onset, seizure frequency, seizure type, EEG findings, response to initial therapy, and epilepsy syndrome (e.g., genetic generalized epilepsy or Fig. 3 . Representative regions that were significantly abnormal in children with epilepsy (n = 20) compared to controls (n = 29) after multiple corrections. Gray is the standard FA template; overlaid is the white matter skeleton (yellow). (A) The right cingulate cortex with lower FA in children with epilepsy compared to controls (red). (B-D) Left superior corona radiata, fornix and the left superior fronto-occipital fasciculus with higher MD, RD and AD respectively in children with epilepsy (red). Reproduced with permission (Amarreh et al., 2013) . lateralization related epilepsy) as predictors of seizure remission (Berg et al., 2001a,b; Geelhoed et al., 2005; MacDonald et al., 2000) . Remission rate varies markedly by epilepsy syndrome, an observation that is especially true for childhood-onset epilepsy (Berg et al., 2001a,b; Geerts et al., 2010; Mohanraj and Brodie, 2005) . However, diagnosis of an epilepsy syndrome does not always provide reliable information about long-term prognosis. One concern is that syndrome diagnosis is sometimes made only later in a patient's course, at which time the outcome is essentially known (Bouma et al., 1997) . Furthermore, other studies have reported that clinical factors have little influence on seizure remission (Camfield et al., 1996; Cockerell et al., 1995) .
The mixed findings in the literature are likely due to methodological differences as to what constitutes a remission factor. One factor brain structure (specifically, cerebral white matter) may be an unbiased biomarker of seizure remission. However, to date differences in brain structures have been mainly used to characterize disparity for already Fig. 4 . Accuracy, sensitivity and specificity for controls and epilepsy classification. The percent values reported are of the weighted average of the 10 cross-validation of the two classes, i.e. controls and children with epilepsy. The reported results are of the five reduced data sets -250 voxel, 500 voxels, 1000 voxels, 2000 voxels and 3000 voxels. The reduced data sets were selected by the relief feature selection algorithm. classified groups, i.e., controls vs. epilepsy groups. Hence, information that may guide treatment and perhaps differentiate seizure remission from intractable seizures requires the ability to distinguish brain structures within the epilepsy group at the time of diagnosis. This is an important direction for future research. Our prior study was among the first to characterize white matter differences between children with active epilepsy and those with remitted epilepsy 5-6 years after seizure onset (Amarreh et al., 2013) . Furthermore, our results show that an SVM can correctly identify children with active epilepsy with a high degree of accuracy in this preliminary investigation (100% with FA).
Most MRI-based SVM studies have used two-group comparisons. This approach results in a binary classification with 50% accuracy by chance alone. Also, this scenario is artificial to a certain extent since in clinical practice the potential options are usually not binary but will include several distinct possibilities. The three-way SVM classification (controls versus children with active epilepsy versus children with remitted epilepsy) therefore constitutes a more realistic setting. Additionally the chance accuracy of such a 3-way classification decreases to 33.3%.
There are several limitations to our study. First, the sample size was small, and investigation of a larger sample will prove to be most helpful in determining the reliability of the present findings. The small sample size resulted in children with heterogeneous seizure syndromes being grouped together for analysis, which likely obscured potential important findings unique to specific syndromes. Larger sample sizes will provide more reliable and stable indicators of classification accuracy. Second, all 9 subjects in the active group remained on anti-epileptic drugs (AEDs); in contrast, no subject in the remitted group was on AEDs. Therefore, the present findings should be interpreted cautiously in light of the small size and medication differences. While clinically the aim is to distinguish between seizure remissions from intractable seizures near the onset of epilepsy, such analysis is not possible in the current cohort; a longitudinal study using machine-learning methodology outlined here is planned for future research.
Conclusion
In summary, the observed white matter differences and the success of SVM classification in childhood epilepsy are encouraging and suggest the potential use of the SVM classification as a novel and automated approach to generate an early indicator of epilepsy course. This study showed that SVM method is sensitive to the WM structural differences between (i) controls and children with epilepsy and (ii) children with active epilepsy and children with remitted epilepsy. DTI-based SVM classification appears promising as a prognostic and diagnostic tool. However, further studies are needed to evaluate the diagnostic power in this context and to replicate our findings in different cohorts. Additionally, longitudinal studies are needed in order to develop an SVM classifier as a prognostic tool. Finally, SVM classification based on multiple contrasts or imaging modalities, such as functional data from fMRI, would be an interesting direction for the future as well.
