Purpose -The purpose of this paper is to present an algorithm for global optimization of high-dimensional real-parameter cost functions. Design/methodology/approach -This optimization algorithm, called differential ant-stigmergy algorithm (DASA), based on a stigmergy observed in colonies of real ants. Stigmergy is a method of communication in decentralized systems in which the individual parts of the system communicate with one another by modifying their local environment. Findings -The DASA outperformed the included differential evolution type algorithm in convergence on all test functions and also obtained better solutions on some test functions. Practical implications -The DASA may find applications in challenging real-life optimization problems such as maximizing the empirical area under the receiver operating characteristic curve of glycomics mass spectrometry data and minimizing the logistic leave-one-out calculation measure for the gene-selection criterion. Originality/value -The DASA is one of the first ant-colony optimization-based algorithms proposed for global optimization of the high-dimensional real-parameter problems.
Introduction
Numerical optimization, as described by Nocedal and Wright (1999) , is important in decision science and in the analysis of an objective, i.e. a qualitative measure of the performance of the system. This objective can be any quantity or combination of quantities that can be represented by a single number. The objective depends on certain characteristics of the system called parameters, which are often restricted or constrained in some way. For these reasons, numerical optimization is usually referred to as multi-parameter optimization. The parameters can have either discrete or continuous (real) values. Our goal is to find the values of the parameters that optimize the objective. Depending on the type of parameters, we distinguish between discrete and continuous numerical optimization.
adaptive ant colony algorithm (AACA). This is the application of ant system to the oriented graph interconnecting 0 and 1 bits of the n-bit number representation. To prevent somewhat chaotic examination of the search space, a probability of change in more significant parts decreases with solution quality increase by boosting pheromone deposition. Next algorithm, the binary ant system (Kong and Tian, 2005) , is modification of hyper-cube framework for ACO and in fact it is the same algorithm as the AACA. Finally, Korošec and Šilc (2005) proposed the multilevel ant-stigmergy algorithm, where each variable x i has predefined number of a discrete values, which create a search graph. Additionally, the multilevel approach is used, which in its most basic form involves recursive coarsening to create a hierarchy of approximations to the original problem.
1.3 Extend ACO metaheuristic to explore continuous space with probabilistic sampling Instead of trying to discretize a search space, one can represent ant positions probabilistically. This technique simulates continuous amount of pheromone in the search space. Pourtakdoust and Nobahari (2004) introduce the continuous ant colony system (CACS), where the discrete pheromone probabilistic function is replaced by a normal probability density function whose mean and variance parameters are dynamically adapted by the ants at each iteration. Next approach, the extended ant colony optimization (ACO IR ) (Socha, 2004; Socha and Dorigo, 2008) is inspired by population-based ACO proposed by Guntsch and Middendorf (2002) , in which the solutions are built according to an archive of the n best solutions found so far. This algorithm also employs the same idea of the CACS, working with a normal probability density function as the pheromone. Another approach is the aggregation pheromone system (Tsutsui, 2005) , which is analogous to the ACO IR . While pheromone density in ACO is defined as a trail on an edge between nodes of a given sequencing problem, in API, the aggregation pheromone density is defined by a density function in search space. Another approach, the Direct ACO (Kong and Tian, 2006) , incorporates a number of D normal Gaussian probability density functions associated to each variable x i , where D is the number of variables in the function optimization problem. Additionally, two kinds of pheromone are incorporated: one is associated to mean, the other is associated to variance. Last approach, the multivariate ant colony algorithm for continuous optimization (MACACO) (de França et al., 2008) is based on the generation of random vectors with multivariate normal probability density function. The MACACO is able to simultaneously adapt all the dimensions of the random distribution employed to generate the new individuals at each iteration.
Hybrid methods
In the last few years also some hybrid methods appear. For example, ACO IR with Levenberg-Marquard algorithm (Socha and Blum, 2007) , ACO with Powell search method (Ge et al., 2004) , ACO with Genetic Algorithm (HACO) (Chen et al., 2005) , ACO with tabu-search method (Ho et al., 2006) , the orthogonal scheme ACO (Hu et al., 2008) , and CACO with immune algorithm (Gao, 2007) .
Although these approaches have shown promising search abilities when applying to a lower dimensional problems, many of them show tendency to suffer from the "curse of dimensionality", which implies that their performance deteriorates quickly as the dimensionality of the search space increases.
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The remainder of this paper is organized as follows. In Section 2, we introduce the optimization algorithm called the differential ant-stigmergy algorithm (DASA). In Section 3, we present experimental evaluation on high-dimensional benchmark functions, followed by the comparison of the algorithm DASA to DE type algorithm and some other ACO-based algorithms. Finally, the concluding remarks appear in Section 4.
Proposed approach
In the following, our ACO-based continuous optimization method, so-called DASA (Korošec, 2006) , is presented. So far, the DASA was already tested on low-dimensional cost functions and compared to the state-of-the-art continuous optimization algorithms. It has proved to be an effective and efficient algorithm for this kind of problems (Korošec et al., 2007) . Here, we provide a brief overview of the DASA.
2.1
The fine-grained discrete form of continuous domain Let x 0 i be the current value of the ith parameter. During the searching for the optimal parameter value, the new value, x i , is assigned to the ith parameter as follows:
Here, d i is the so-called parameter difference and is chosen from the set:
With the parameter e i , the maximum precision of the parameter x i is set. The precision is limited by the computer's floating-point arithmetic's. To enable a more flexible movement over the search space, the weight v is added to equation (1):
where v ¼ RandomInteger ð1; b 2 1Þ.
Graph representation
From all the sets D i , 1 # i # D, where D represents the number of parameters, the so-called differential graph G ¼ ðV ; EÞ with a set of vertices, V, and a set of edges, E, between the vertices is constructed. Each set D i is represented by the set of vertices: 
The optimization task is to find a pathp, such that f ðxÞ , f ðx 0 Þ, wherex 0 is currently the best solution, andx ¼x 0 þ DðpÞ (using equation (2)). Additionally, if the cost function f ðxÞ is smaller than f ðx 0 Þ, then thex 0 values are replaced withx values.
The differential ant-stigmergy algorithm
The optimization consists of an iterative improvement of the temporary best solution, x tb , by constructing an appropriate pathp. By applyingp tox tb new solutions are produced (Algorithm DASA, Step (@)). Figure 1 shows the DASA.
First, a solutionx tb is randomly chosen and evaluated. Then a search graph is created and an initial amount of pheromone is deposited on search graph according to the Cauchy probability density function:
where l is the location offset and s ¼ s global 2 s local is the scale factor. For an initial pheromone distribution, the standard Cauchy distribution (l ¼ 0, s global ¼ 1, and s local ¼ 0) is used and each parameter vertices are equidistantly arranged between z ¼ [2 4,4]. There are m ants in a colony, all of which begin simultaneously from the start vertex. Ants use a probability rule to determine which vertex will be chosen next. The rule is the same as in Simple-ACO (Stützle and Dorigo, 2001 ) with a ¼ 1. The ants repeat this action until they reach the ending vertex. For each ant, pathp is constructed. If for some predetermined number of tries, we getp ¼ 0 the search process is reset by randomly choosing newx tb and pheromone re-initialization. New solutionx is constructed (equation (2)) and evaluated with a calculation of f ðxÞ.
The 
Real-parameter optimization
Pheromone evaporation is defined by some predetermined percentage r. The probability density function C(z) is changed in the following way:
lˆð1 2 rÞl and:
s localˆð 1 2 rÞs local : The whole procedure is then repeated until some ending condition is met:
IF number of tries is larger than some predetermined number THEÑ
3. Performance evaluation 3.1 The experimental environment The computer platform used to perform the experiments was based on AMD Opteron 2.6-GHz processor, 2 GB of RAM running Windows XP Professional operating system. The DASA was implemented in Borland Delphi.
The benchmark suite
The DASA algorithm was tested on the six benchmark functions defined for the CEC 2008 Special Session on Large Scale Global Optimization (Tang et al., 2007) :
(1) Unimodal functions:
. Functions were optimized for three dimensions D ¼ 100, D ¼ 500, and D ¼ 1,000 with 25 runs on each function.
The compared algorithm
The DASA is compared to state-of-the-art algorithm for global optimization over continuous space. A DE turned out to be one of the best metaheuristic for such problems. There are many variations of DE. We decided to use the algorithm jDEdynNP-F introduced in Brest and Sepesy Maucec (2008) and . The jDEdynNP-F is a self-adaptive DE algorithm where control parameters are self-adaptive and a population size reduction method is used. The jDEdynNP-F algorithm took third place at the Competition on Large Scale Global Optimization in the 2008 IEEE Congress on Evolutionary Computational (CEC 2008).
Parameter settings
The algorithms parameters were set as follows:
. The jDEdynNP-F algorithm has the amplification factor of the difference vector, F, the crossover control parameter, CR, the population size, NP, and the number of different population sizes, pmax. Parameter settings that were used in the experiments are: F was self-adaptive (initial value 0.5), CR was self-adaptive (initial value 0.9), NP was adaptive (initial value D), and pmax was Real-parameter optimization fixed during the optimization ( pmax ¼ 3 when D ¼ 100, pmax ¼ 5 when D ¼ 500, and pmax ¼ 6 when D ¼ 1,000).
. The DASA has three parameters: the number of ants, m, the pheromone evaporation factor, r, and the maximum parameter precision, e. Their settings are: m ¼ 10, r ¼ 0.2, and e ¼ 10 2 15 . We must note that during the experimentation we did not fine-tune the algorithms parameters, but only make a limited number of experiments to find satisfying settings.
Results
The function error, f ðxÞ 2 f ðx * Þ being withx * the optimum, is recorded after 50D, 500D, and 5,000D function evaluations (FEs). The error value (error) is collected for 25 runs after which the trials are ordered from best to worst. The trial mean and standard deviation as well as the results of best, median, and worst trial are presented in Tables I-VI for functions f 1 2 f 6 , respectively.
For the algorithms jDEdynNP-F and DASA, the run-length distribution graphs for each test function for D ¼ 1,000 are shown in Figures 2 and 3 , respectively. The graph shows the median performance for each function for D ¼ 1,000 of the total runs with termination by the 5,000,000 FEs. The semi-log graphs show logð f ðxÞ 2 f ðx * ÞÞ vs FEs for the functions f 1 2 f 6 .
Comparison to other ACO-based algorithms
To experimentally evaluate the quality of the DASA, we will compare it with three of the existing continuous-domain ACO algorithms: ACO IR (Socha, 2004) , CACS (Pourtakdoust and Nobahari, 2004) , and MACACO (de França et al., 2008) . We have executed the test according to de França et al. (2008) , from where we also obtained results of other algorithms. The DASA settings were the same as before, we did not do any parameter fine-tuning. The six well-known benchmark functions from the literature were used and the experiments were made on AMD Athlon64 2.2-GHz processor, 1 GB of RAM running Windows XP Professional SP2 operating system. 5,000 £ D Best 5.68 £ 10 2 14 5.68 £ 10 2 14 1.14 £ 10 2 13 9.53 £ 10 2 14 1.10 £ 10 2 11 3.70 £ 10 2 11
Median 5.68 £ 10 2 14 1.14 £ 10 2 13 1.14 £ 10 2 13 1.53 £ 10 2 13 2.00 £ 10 2 11 8.60 £ 10 2 11
Worst 5.68 £ 10 2 14 1.14 £ 10 2 13 1.14 £ 10 2 13 4.33 £ 10 2 13 2.40 £ 10 2 11 9.70 £ 10 2 11
Mean 5.68 £ 10 2 14 9.32 £ 10 2 14 1.14 £ 10 2 13 2.08 £ 10 2 13 1.80 £ 10 2 11 6.50 £ 10 2 11 Std 0.00 £ 10 2.78 £ 10 2 14 0.00 £ 10 7.91 £ 10 2 14 3.40 £ 10 2 12 1.80 £ 10 2 11 Table I . Error values achieved for shifted sphere function f 1 IJICC 2,1
For each benchmark function in Table VII , the mean and standard deviation, produced by each algorithm after 30 independent runs, is shown. Furthermore, Table VII presents also the average execution time for each of the four algorithms. The number of iterations was according to authors not chosen a priori; it was defined instead, for the sake of fairness, that each algorithm should be allowed a maximum of 10 6 FEs for all the benchmark problems studied here, except for the Rosenbrock function, which could be evaluated up to 6 £ 10 6 times. As can be seen, the DASA returned the best result in three benchmark functions and returned worse result in only one benchmark function. Regarding execution time as can be seen, the DASA is about 20 times faster than the ACO IR , two times faster than the MACACO, and a little bit slower than the CACS. One thing that we would like to mention here, and it is not shown in Table VII , is the fact 1.E-15
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Real-parameter optimization 4. Discussion and conclusion In this paper, the performance evaluation of the DASA was performed on the set of benchmark functions provided by the CEC 2008 Special Session on Large Scale Global Optimization.
The experimental results show that the DASA is capable of solving large-scale real-parameter optimization problems. It outperformed the compared DE type algorithm jDEdynNP-F in convergence on all test functions and also obtained better solutions on some test functions. These results confirm that the DASA is applicable to small and large-scale optimization problems and that the DASA achieves better results (in most cases) and has much better convergence than the other continuous ACO-based algorithms.
For future work, additional experimentation on influence of parameter settings would be required. Furthermore, the DASA suitability for large-scale problem should be tested on real-world applications. 
