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Monocular machine visionAbstract Drogue recognition and 3D locating is a key problem during the docking phase of the
autonomous aerial refueling (AAR). To solve this problem, a novel and effective method based
on monocular vision is presented in this paper. Firstly, by employing computer vision with
red-ring-shape feature, a drogue detection and recognition algorithm is proposed to guarantee
safety and ensure the robustness to the drogue diversity and the changes in environmental condi-
tions, without using a set of infrared light emitting diodes (LEDs) on the parachute part of the dro-
gue. Secondly, considering camera lens distortion, a monocular vision measurement algorithm for
drogue 3D locating is designed to ensure the accuracy and real-time performance of the system,
with the drogue attitude provided. Finally, experiments are conducted to demonstrate the effective-
ness of the proposed method. Experimental results show the performances of the entire system in
contrast with other methods, which validates that the proposed method can recognize and locate
the drogue three dimensionally, rapidly and precisely.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Recently, unmanned aerial vehicles (UAVs) have been
employed extensively in military and civil fields. With UAVs
taking on diverse missions, one of the biggest limitations for
UAVs is the lack of autonomous aerial refueling (AAR)
capability, which results in a short loiter time for UAVs.
Consequently, AAR has gained much attention and become
more and more important for UAVs.1–5 Therefore, finding a
solution to AAR has great socio-economic value.6 AAR has
two hardware configurations known as ‘‘Boom and Recepta-
cle” system and ‘‘Probe and Drogue” system, respectively.7–9
Fig. 1 Flowchart of vision-based drogue recognition and 3D
locating algorithm.
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the ‘‘Probe and Drogue” refueling system is more economic
and flexible. As a result, the ‘‘Probe and Drogue” UAVs’
autonomous aerial refueling (PD-UAV-AAR) has received
much more attention by many countries and researchers.10–14
Thus, PD-UAV-AAR will be considered in this research.
There are many research institutes engaged in the research
of PD-UAV-AAR. One of the key problems for the implemen-
tation of AAR is how to obtain precisely the relative position
between UAV and the refueling drogue during the close prox-
imity operations of PD-UAV-AAR.10,11 To cope with this
problem, conventional relative navigation systems use GPS,
which cannot guarantee the signal’s reliability because of the
distortion in the final docking phase.12 With the development
of optical sensors, it has become a hotspot to measure the
relative position between UAV and drogue based on machine
vision, by virtue of its high accuracy for close navigation,
strong resistance of electromagnetism and self-
determination.13,14 Though the machine vision-based methods
have been employed in the docking phase of the PD-UAV-
AAR, it is challenging to develop a robust drogue recognition
and 3D locating method in real-time because of the drogue
diversity and also the changes in environmental condi-
tions.10,11,13,14 In Refs.10,11,13, the superior performance of
light emitting diodes (LEDs) allowed researchers to set the
LEDs on the drogue as symbols and then measure the relative
position between UAV and drogue by acquiring the spatial
locations of the symbols. However, it is a difficult task due
to the loss of information caused by projection of the 3D world
on 2D images. In addition, LEDs set on the drogue would
inevitably increase the power-supplied wires on the drogue,
creating a great potential danger for PD-UAV-AAR. Though
cameras have been utilized in vision-based measurement meth-
ods with computer vision,15,16 camera lens distortion is a sig-
nificant problem because of the presence of nonlinear system
errors and should be investigated in the entire measurement
system.17 Furthermore, considering the measurement of the
drogue movement with high sampling speed during the
docking phase of the PD-UAV-AAR, a large amount of date
should be dealt with in time so as to ensure the real-time
performance of the system, which requires a simpler structure
and higher operation speed of the vision-based measurement.
Moreover, the method should adapt to real situations
when considering the airflow. A NASA flight test approach
on aerial refueling system suggests that the drogue randomly
meandered in the horizontal and vertical axes by as much as
its real-drogue diameter (approximately 2 ft, or namely
61 cm), where the airflow is considered.18 This valuable infor-
mation indicates that during the docking phase in the aerial
refueling task, frontal images of the drogue can be reasonably
expected.18–20 Compared with Ref.18, a stronger airflow and a
wider movement range of the drogue will be considered in our
method.
Motivated by the above discussion, a novel and effective
drogue recognition and 3D locating method is proposed dur-
ing the docking phase of the PD-UAV-AAR. Firstly, in
order to guarantee the safety and ensure the robustness to
the drogue diversity in the changing environmental condi-
tions, this approach incorporates prior domain knowledge,
using a high reflection red-ring-shape feature set on the
parachute part of the drogue, and not LEDs, to achieve
optimal performance of drogue recognition and 3D locating.Secondly, after the camera lens distortion is considered,
based on the pinhole imaging theory and a model of camera
calibration, a monocular vision-based measurement method
for drogue 3D locating is designed to ensure the accuracy
and real-time performance of the system, in view of its sim-
ple structure and high operation speed. Thirdly, in compar-
ison with Ref.19, a practical implementation that considers
the effect of airflow has been provided to further testify
our proposed method in real-world experiments. A 20 cm
diameter plausible drogue is randomly moved along horizon-
tal and vertical axes by 2 m, 10 times as much as the plau-
sible drogue diameter, and moved in front of the camera
continuously for 10 m until it reaches it. Finally, the results
on camera calibration and the analysis of its accuracy are
depicted and the results of the drogue recognition and 3D
locating as well as its measurement analysis are reported,
together with a comparison between the proposed method
and the competing methods. Our contributions can be sum-
marized as follows.
(1) A novel framework for drogue recognition and 3D
locating in PD-UAV-AAR that combines both domain
knowledge and monocular vision.
(2) A novel drogue detection and recognition method that
can guarantee safety and identify the drogue position
regardless of the changes in environmental conditions.
(3) An efficient monocular vision measurement method that
can ensure the performance of the drogue 3D locating
and attitude measurement.
2. System design
We present a method based on monocular machine vision for
drogue recognition and 3D locating during the docking phase
of PD-UAV-AAR, with the performance of safety, robustness,
accuracy and real-time. Firstly, the vision-based drogue detec-
tion and recognition algorithm inputs the image acquired from
the camera fixed on the UAV, estimates the red-ring feature
region of the drogue and gives the center of the drogue feature
region as shown in the image in real-time. Then, with the aid of
this center, the relative spatial position between drogue and
camera can be gained based on the drogue 3D locating algo-
rithm in real-time. Meanwhile, the attitude of the drogue can
be acquired in real-time with high accuracy. Fig. 1 shows the
flowchart of vision-based drogue recognition and 3D locating
algorithm.
Fig. 3 Drogue with red-ring-shape feature for PD-UAV-AAR.
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3.1. Drogue detection and recognition
By augmenting the computer vision with the red-ring-shape
feature, the drogue detection and recognition algorithm guar-
antees the safety and ensures the robustness to the drogue
diversity and the changes in environmental conditions, without
using a set of infrared LEDs set on the parachute part of the
drogue. The drogue detection and recognition algorithm has
three key components: (1) color feature detection and recogni-
tion; (2) ring feature detection and recognition; (3) calculating
the center (in image plane) of the red-ring-shape feature of the
drogue. The flowchart of drogue detection and recognition
algorithm is shown in Fig. 2.
Prior research in the area of object detection and recogni-
tion has shown that when domain knowledge is considered
performance is improved. To constrain the scope of the
vision-based PD-UAV-AAR problem, we incorporate prior
domain knowledge in our approach to achieve the optimal
recognition and 3D locating performance of the refueling dro-
gue during the docking phase of PD-UAV-AAR.21 The high
reflection red-ring-shape feature is set on the parachute part
of the drogue by principles of concision, separability and
reliability. Fig. 3 shows the drogue with high reflection
red-ring-shape feature for PD-UAV-AAR.
In Fig. 3, the ‘‘inner edge” and ‘‘outer edge” of the red-ring
feature region of the drogue are labeled as ‘‘Inner loop” and
‘‘Outer loop”, respectively.
The steps of the drogue detection and recognition are
described as follows.
Step 1. The red color feature detection and recognition.
The images of the drogue received from camera are con-
verted from RGB color space to HSV color space. In thisFig. 2 Flowchart of drogue detection and recognition algorithm.way, we are able to perceive the red color feature region
of the drogue through a color phase filter and image binary.
Step 2. The ring feature detection and recognition.
In order to eliminate the noise exiting in the color feature
detection and recognition results, we improve the efficiency
of drogue detection and recognition, and detect the center
of the refueling drogue correctly, and we’d better estimate
the ring shape feature of the drogue.
Principle 1. Theoretically, the centers of the ‘‘Inner loop”
and ‘‘Outer loop” acquired from edge detection and ellipse
fitting of the feature region should be the same. Considering
the error of detection and fitting, we need to set a distance
threshold of the centers.
Principle 2. Considering the deflection of the drogue, the
ratio of the long axes between the ‘‘Inner loop” and ‘‘Outer
loop” acquired from edge detection and ellipse fitting of the
feature region should be within a range.
The threshold and range used for fitting ellipse are obtained
by a great many of experiments. In these experiments, we
find that the system can detect and recognize the drogue
accurately in real-time when the threshold is about twenty
pixels and the range is about 0.7. Thus, in this paper, we
use the threshold and range previously discussed in our
work, and the final experimental results validate the accu-
racy and effectiveness in Section 4.
Step 3. Calculating the center (in image plane) of the red-
ring-shape feature.
Using least square ellipse fitting on the feature, we obtain
the ellipse region where the feature of refueling drogue is
located. Then we compute the center of the ellipse region,
that is, the center of the red-ring feature region of the
drogue.
From all the above analysis, it can be seen that the drogue
can be detected and recognized by machine vision successfully.
We can not only estimate the red-ring feature region of the
refueling drogue correctly, but also give the center of the refu-
eling drogue as shown in the image in real-time through the
three steps mentioned above for the drogue detection and
recognition.
3.2. Drogue 3D locating
Considering the camera lens distortion, the monocular vision
measurement algorithm for drogue 3D locating is designed
to ensure the accuracy and real-time performance of the sys-
tem. The algorithm of monocular vision measurement for dro-
gue 3D locating is analyzed according to the pinhole imaging
theory and the model of camera calibration, with the distor-
tion of the camera lens considered. The flowchart of the dro-
gue 3D locating algorithm is shown in Fig. 4.
1670 X. Wang et al.The model of camera calibration with the camera lens dis-
tortion considered can be described as follows. Generally, geo-
metric model of an optical camera is the perspective camera
model (see Fig. 5). As shown in Fig. 5, OcXcYcZc is the camera
frame; p, the image of P, is the point at which the straight line
through P and Oc intersects the image plane; the 3-D point Oc
is the center or focus of projection; the line through Oc and
perpendicular to the image plane p is the optical axis Zc; the
distance between p and Oc is the focal length f; oc is named
the principle point or image center, which is the intersection
between p and Zc.
Define the intrinsic parameters fc, e, ac and kc as follows:
(1) Focal length. The focal length in pixels is stored in the
2  1 vector fc.
(2) Principal point. The principal point coordinates are
stored in the 2  1 vector e.
(3) Skew coefficient. The skew coefficient defining the angle
between the x and y pixel axes is stored in the scalar ac.
(4) Distortions. The image distortion coefficients (radial
and tangential distortions) are stored in the 4  1 vector
kc.
Let P be a point in the space of coordinate vector [Xc, Yc,
Zc] in the camera reference frame. We project point P on the
image plane according to the intrinsic parameters (fc, e, ac, kc).Fig. 4 Flowchart of drogue 3D locating algorithm.
Fig. 5 Perspective camera model.Let xn be the normalized (pinhole) image projection, then
we have
xn ¼
Xc=Zc
Yc=Zc
 
¼ x
y
 
ð1Þ
Considering the lens distortion, the new normalized point
coordinate xd can be described as
xd ¼
xdð1Þ
xdð2Þ
 
¼ 1þ kcð1Þr2 þ kcð2Þr4
 
xn þ dx ð2Þ
where r2 = x2 + y2 and dx is the tangential distortion vector:
dx ¼
2kcð3Þxyþ kcð4Þðr2 þ 2x2Þ
kcð3Þðr2 þ 2y2Þ þ 2kcð4Þxy
 
ð3Þ
Usually, the tangential distortion is far less than the radial
distortion, so the tangential distortion vector dx can be omitted
without considering when the accuracy can be promised.
As long as distortion is applied, the final pixel coordinates
(xp, yp) of the projection of P on the image plane can be
expressed as
xp
yp
" #
¼ fcð1Þðxdð1Þ þ acxdð2ÞÞ þ eð1Þ
fcð2Þxdð2Þ þ eð2Þ
 
ð4Þ
Therefore, the pixel coordinate vector (xp, yp) and the nor-
malized (distorted) coordinate vector xd are related to each
other through Eq. (5).
xp
yp
1
2
64
3
75 ¼
fcð1Þ acfcð1Þ eð1Þ
0 fcð2Þ eð2Þ
0 0 1
2
64
3
75
xdð1Þ
xdð2Þ
1
2
64
3
75 ¼ K
xdð1Þ
xdð2Þ
1
2
64
3
75 ð5Þ
where K is known as the camera matrix.
Therefore, with the aid of the center of the red-ring drogue
feature region as shown in the image acquired from drogue
detection and recognition, the relative spatial position between
drogue and camera can be measured based on the optimized
camera calibration model.
3.3. Drogue attitude measurement
Considering the parachute part of the refueling drogue has the
characteristic of rolling symmetry, we do not measure the roll
angle of the drogue, but only for the pitch angle h and yaw
angle u. The theory of drogue attitude measurement is as
follows.
As shown inFig. 6, the coordinate system s (OXYZ) is station-
ary and the rotating coordinate system b (Oxyz) rotates aroundFig. 6 u  h rotating mode.
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ing mode, and the yaw angle u and pitch angle h are defined
according to the rotation. And the rotating coordinate system b
(Oxyz) turns into b1(Ox1y1z1) and b2(Ox1y2z2) in sequence.
The rotation matrix Cbs can be obtained through the u  h
rotating mode. And any attitude of the drogue can be acquired
from the initial attitude, vertical to camera, by using the u  h
rotating mode. The rotation matrices Cb1s and C
b2
b1
are produced
during the u  h rotating mode. Then we have
Cbs ¼ Cb2b1Cb1s
¼
1 0 0
0 cosh sinh
0 sinh cosh
2
64
3
75
cosu 0 sinu
0 1 0
sinu 0 cosu
2
64
3
75
¼
cosu 0 sinu
sinhsinu cosh sinhcosu
coshsinu sinh coshcosu
2
64
3
75
ð6ÞFig. 7 a  b  c rotating mode.
Fig. 8 Parameters definition.
Cbs ¼ Cbb02C
b02
b01
Cb
0
1
s ¼
cos c sin c 0
 sin c cos c 0
0 0 1
2
64
3
75
1 0 0
0 cosb sinb
0  sinb cosb
2
64
3
75
c

2
64
¼
cos a cos c sin a cos b sin c sin a cos cþ cos a cos b
 cos a sin c sin a cosb cos c  sin a sin cþ cos a cos
sin a sin b  cos a sin b
2
64The rotation matrix Cbs can also be obtained through the
a  b  c rotating mode shown in Fig. 7, and the according
parameters are defined in Fig. 8. As shown in Fig. 8,
a ¼ \xOx0 is the angle between the long axis of the ellipse
and the x axis in the image; the x0 axis and y0 axis
are the major axis and minor axis of the ellipse;
b ¼ jarccosðb=aÞj is the absolute value of arccosine of the
ratio of minor and major axes of the ellipse captured when
the circle is deflected; c is an auxiliary angle. Note that the
x2 axis is the same as the x1 axis, and the z1 axis is the same
as the Z axis.
The rotation matrices Cb
0
1
s , C
b02
b01
and Cbb02
are produced during
the a  b  c rotating mode. Then the rotation matrix Cbs can
be expressed asos a sin a 0
sin a cos a 0
0 0 1
3
75
sin c sin a sin c
b cos c sinb cos c
cos b
3
75
ð7ÞAs Eq. (6) is equivalent to Eq. (7), we have
cos h sinu ¼ sin a sin b
 sin h ¼  cos a sin b
cos h cosu ¼ cosb
8><
>: ð8Þ
Then, the pitch angle h and yaw angle u can be measured as
h ¼ arcsinðcos a sinbÞ
u ¼ arcsin sin a sin b
cos h
8<
: ð9Þ
where a and b can be acquired from the ellipse fitting of the
feature region.4. Experiments and discussion
In this section, experiments are conducted to demonstrate the
effectiveness of the proposed method. Moreover, the results
and measurement accuracy of the drogue recognition and 3D
locating are discussed in contrast with other methods, which
will validate that the drogue can be recognized and 3D located
rapidly and precisely.
4.1. Experimental environment
In our experiment, we choose the common colored industrial
camera as the machine vision and image acquiring equipment.
Based on a total of 16 images of a planar checkerboard
acquired in experimental lab environment, using the
Fig. 9 Drogue model with red-ring feature.
Fig. 10 Platform of drogue 3D locating.
Fig. 11 Procedure of drogue 3D locating.
1672 X. Wang et al.MATLAB calibration tool, we can get the camera intrinsic
parameters.
The experiment of drogue 3D locating was conducted in the
environment of experimental lab which proved the validity of
the monocular vision measurement method for drogue 3D
locating during the docking phase of PD-UAV-AAR. The
plausible drogue model we used in the drogue 3D locating is
shown in Fig. 9, with 20 cm diameter of the outer loop of
the red-ring-shape feature region. The platform of the drogue
3D locating is shown in Fig. 10.
4.2. Experimental procedure and results
The steps of the drogue 3D locating experiment are shown as
follows. Firstly, we fixed the LED light resource on the camera
and moderated the LED light mode to be of high intensity,
which can efficiently light the whole field of the camera view.
Then, considering the effect of the airflow, we moved the
20 cm-diameter plausible drogue randomly along horizontal
and vertical axes by 2 m, simulating the true movement of
the drogue when affected by airflow during the docking phase
of PD-UAV-AAR. We performed the drogue heading the
camera continuously from 11.2 m in front of the camera.
Meanwhile, in the OpenCV programming environment, the
images of the moving drogue were captured at a rate of 30
frames per second by the colored industrial camera, which
can detect, recognize and spatially locate the drogue in real-
time. The procedure and results of drogue 3D locating are
shown in Figs. 11 and 12, respectively.Fig. 12(a) shows the results of color detection and recogni-
tion with much less noise in contrast to Ref.21, primarily due to
augmenting the computer vision with the red-ring-shape
feature. The results of ring-shape detection and recognition
are shown in Fig. 12(b), which implies good performance of
our method in eliminating the noise and the efficiency of
drogue detection and recognition. Fig. 12(c) shows the drogue
3D locating results in real-time, whose accuracy will be ana-
lyzed in the Section 4.3. Note that the precision of the drogue
3D locating relies on prior results of drogue detection and
recognition, and only by detecting and recognizing the drogue
in 2D precisely can we locate the drogue in 3D accurately.
The algorithm is implemented with C++ programming
language on a personal computer with Pentium dual-core
3.3 GHz CPU and 2 G RAM. For a video with a resolution
of 640  480, the time cost of our algorithm is about 30 ms
per frame, which is suitable for real-time drogue recognition
and 3D locating applications during the docking phase of
PD-UAV-AAR.
4.3. Accuracy analysis of drogue 3D locating and attitude
measurement
To further test whether the precision of camera calibration sat-
isfies the PD-UAV-AAR system requirements of high preci-
sion, the accuracy analysis of camera calibration is depicted
in Fig. 13. Let (X, Y, Z) be the relative position between the
drogue and camera, where X, Y and Z are the lateral axis,
vertical axis and forward axis, respectively. And (X, Y, Z) =
(2, 2, Z), (2, 2, Z), (2, 2, Z), (2, 2, Z), (1, 1, Z), (1,
1, Z), (1, 1, Z), (1, 1, Z), where Z ¼ 0:1 m;
0:2 m; 0:3 m;:::; 10 m. The relative position in spatial space
between the drogue and camera is measured based on the opti-
mized camera calibration model with the application of trust-
region dogleg algorithm using the center of the red-ring drogue
feature region received from drogue detection and recognition.
The results of calibration accuracy analysis are shown in Fig. 13.
It can be seen from Fig. 13 that the error rates of the rela-
tive position between the drogue and camera in both lateral
and vertical distance are less than 1.5% with the measuring
precision of drogue 3D locating within a centimeter-level of
accuracy, which can satisfy and even be superior to the
PD-UAV-AAR system requirement of precision.
In order to validate the accuracy of the drogue 3D locating,
we collected drogue images according to the range of the dro-
Fig. 12 Results of drogue 3D locating.
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Fig. 13 Analysis of calibration accuracy.
Table 1 Performance of position measurement.
Distance Maximum
error (cm)
Minimum
error (cm)
Mean
error
(cm)
Standard
variance (cm)
Lateral 0.6 0.1 0.277 0.314
Vertical 0.9 0.1 0.438 0.236
Forward 1.0 0.1 0.538 0.290
Table 2 Performance comparison between pre-methods and
the proposed method.
Method Maximum distance
estimation error (cm)
Experiment
type
Lateral Vertical Forward
Pollini et al’s
method10
9 5 >10 Virtual
simulation
Mati et al’s
method11
<10 <10 <10 Virtual
simulation
Xie and Wang’s
method13
5 5 15 Virtual
simulation
The proposed
method
0.6 0.9 1 Physical
experiment
Table 3 Performance of attitude measurement.
Performance Maximum
error ()
Minimum
error ()
Mean
error ()
Standard
variance ()
Pitch angle 0.9 0 0.033 0.539
Yaw angle 0.8 0 0.004 0.337
1674 X. Wang et al.gue movement and computed the relative position between the
drogue and camera using the drogue recognition and 3D
locating method proposed in this paper for PD-UAV-AAR
based on the monocular machine vision. The performance of
position measurement is shown in Table 1. The accuracy of
the drogue 3D locating suggests that, when the relative
forward distance is less than 10 m, the measurement precision
of the relative position between drogue and camera is superior
to 1 cm in lateral, vertical and forward distance and it can sat-
isfy the requirements of stabilization, precision, as well as real-
time performance for the drogue recognition and 3D locating
during PD-UAV-AAR. Furthermore, it validates the feasibil-
ity of the method proposed in this paper.
To further evaluate the performance of our proposed
method, we compare it with other works10,11,13 in Table 2,where the performance analysis among different drogue recog-
nition and 3D locating methods is reported.
As shown in Table 2, in contrast to Pollini et al’s method,10
the Mati et al’s method11 improves the forward distance
estimation accuracy but makes little difference in lateral and
vertical distances. Xie and Wang’s method13 improves the
results for both lateral and vertical distance, but gets much
weaker performance in the forward distance. Chen and Stet-
tner14 presents a novel approach to the drogue recognition
and 3D locating, however the work does not provide exact fig-
ures concerning the maximum distance estimation error of lat-
eral, vertical, and forward distance. Similar to Ref.14, we find
that incorporating prior domain knowledge gives better per-
formance to the drogue recognition and 3D locating during
the docking phase of UAV autonomous aerial refueling. We
achieve the maximum distance estimation error 0.6 cm later-
ally, 0.9 cm vertically and 1.0 cm forwardly, when the relative
forward distance is less than 10 m. Thus, our proposed method
has a better performance than the competing approaches in
drogue recognition and 3D locating.
In order to validate the accuracy of the drogue
attitude measurement, we measured the pitch angle and yaw
angle varying from 30 to 30 using the method proposed
in this paper. The performance of attitude measurement is
shown in Table 3. The accuracy of the drogue attitude
measurement suggests that, the measurement precision of the
drogue attitude is superior to 1 in pitch and yaw angle,
which verifies the effectiveness of the method proposed in this
paper.5. Conclusions
(1) The proposed method is able to accomplish drogue
recognition and 3D locating simultaneously, which
makes the scheme more efficient. Simulations and real
world experiment results show that the proposed
method is accurate, fast and able to identify the drogue
regardless of the changes in environmental conditions.
(2) The camera lens distortion has been considered in the
monocular vision measurement algorithm for drogue
3D locating, which ensures the accuracy and real-time
performance of the system.
(3) The closer to the drogue the UAV is, the lower the error
is. The errors in the estimation of spatial location and
attitude of drogue are small enough and can meet the
requirement for PD-UAV-AAR.
(4) The proposed method has great potential in true
environmental drogue recognition and 3D locating.
The proposed method is competitive and attractive in
practical applications. Further work is currently in
progress.
Real-time drogue recognition and 3D locating for UAV autonomous aerial refueling based 1675(5) However, as the drogue recognition and locating algo-
rithms estimate drogue locations in every frame indepen-
dently, false alarms are unavoidable. We will deal with
this by combining tracking information in our future
study.
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