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Abstract
The reversed compound agent theorem (RCAT) is a compositional result that uses Markovian pro-
cess algebra (MPA) to derive the reversed process of certain interactions between two continuous time
Markov chains at equilibrium. From this reversed process, together with the given, forward process,
the joint state probabilities can be expressed as a product-form, although no general algorithm has pre-
viously been given. This paper ﬁrst generalises RCAT tomultiple (more than two) cooperating agents,
which removes the need for multiple applications and inductive proofs in cooperations of an arbi-
trary number of processes. A new result shows a simple stochastic equivalence between cooperating,
synchronised processes and corresponding parallel, asynchronous processes. This greatly simpliﬁes
the proof of the new, multi-agent theorem, which includes a statement of the desired product-form
solution itself as a product of given state probabilities in the parallel components. The reversed pro-
cess and product-form thus derived rely on a solution to certain rate equations and it is shown, for the
ﬁrst time, that a unique solution exists under mild conditions—certainly for queueing networks and
G-networks.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Stochastic process algebra (SPA) is an extension of classical process algebrawith time de-
lays and probabilities, aimed at providing performance descriptions of concurrent systems.
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The inherent compositional structure separates themodel of a system into successivelymore
fundamental components and, through the interactions among the components, performance
characteristics of complex systems can be assessed. This is one aid to the development of
efﬁcient computer and communication systems in that it can provide crucial performance
analysis during the design phase. In the last decade or so, a number of SPA modelling for-
malisms have been developed, such as timed processes and performance evaluation (TIPP)
[7], the ﬁrst process algebra used for performance modelling, and performance evaluation
process algebra (PEPA) [12], which are both Markovian. A generalised, more expressive
language, extended Markovian process algebra (EMPA) [2] incorporated immediate ac-
tions, chosen probabilistically through weights. PEPA is the simplest language, having the
fewest combinators, and we use a subset of it for the present investigation, using only the
preﬁx, cooperation and (implicitly) choice combinators.
The quest for so-called product-form solutions for the equilibrium state probabilities in
stochastic networks has been a major research area in performance modelling for over 30
years, e.g. [1,13,14].As the name implies, such a solution is expressed as a product of terms,
each of which relates to only one of a collection of interacting component processes. Most
attention has been given to queueing networks and their variants such as G-networks [5],
but there have also been other signiﬁcant examples. However, these have typically been
derived in a rather ad hoc way: guessing that such a solution exists, then verifying that
the Kolmogorov equations of the deﬁning Markov chain are satisﬁed and appealing to
uniqueness.
The reversed compound agent theorem (RCAT) is a compositional result that usesMarko-
vian process algebra (MPA) to derive the reversed process of certain cooperations between
two continuous time Markov chains at equilibrium. From a reversed process, together with
the given, forward process, the joint state probabilities follow as a product of ratios of rates
in these two processes, yielding a product-form when one exists. RCAT thereby provides
an alternative methodology, with syntactically checkable conditions, which uniﬁes many
product-forms, far beyond those for queueing networks. At the time, the original study of
G-networks was considered a major departure from previous product-form analyses since
the property of ‘local balance’ [1] did not hold and the trafﬁc equations were non-linear. In
contrast, the RCAT-based approach goes through unchanged—the only difference is that
there are now cooperations between two types of departure transitions at different queues,
as well as between departure transitions and arrival transitions, as in conventional queueing
networks [10]. Prior to the advent of G-networks, many believed that partial balance was
a necessary condition for a product-form, but G-networks are no different in the RCAT
approach: negative customers satisfy the same conditions (with respect to different action
types) as do positive ones.
This paper ﬁrst generalises RCAT to multiple (more than two) cooperating agents, which
removes the need for multiple applications and inductive proofs in cooperations of an
arbitrary number of processes; the generalised result is called MARCAT, for ‘multi-agent
RCAT’. A new result shows a simple stochastic equivalence between synchronised and
corresponding parallel, asynchronous transitions in cooperating processes. This greatly
simpliﬁes the proof of the generalised (and original) RCAT and makes a product-form easy
to extract as a product of given state probabilities in the parallel components. In this way,
the reversed process itself can be by-passed; it is only needed as some suitable dual process,
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which can be calculated directly and from which the equilibrium probabilities follow. The
reversed process and product-form thus derived rely on a solution to certain rate equations—
trafﬁc equations in the case of a queueing network. To date, the existence of such a solution
had not been proved but assumed as a condition of RCAT. Here, however, we show a unique
solution exists under certain conditions which are quite mild and easy to check. Many
existing product-form results, including all the variants of G-networks, each with its own
customised proof of the existence of a solution to its non-linear trafﬁc equations, are thereby
subsumed.
The main contribution of the present paper is:
• generalisation (MARCAT) of RCAT to multiple cooperating agents;
• simpler proof method giving direct access to product-forms;
• proof of existence of a unique solution to the rate equations;
In the next section the essential background material on reversed, stationary Markov pro-
cesses and MPA is reviewed; the basic deﬁnition of the MPA PEPA is given in the
Appendix. This section also includes the new result referred to above relating certain par-
allel and synchronising processes. The main result extending RCAT to multiple agents is
given in Section 3, together with the associated existence result, and the ensuing simpliﬁed
methodology is illustrated by a detailed consideration of an M-node queueing network in
Section 4. The paper concludes in Section 5.
2. Foundations
The formalism chosen to present the results of this paper is a Markovian process algebra
based on the well-known PEPA language, which is reviewed in the Appendix for self
containedness. PEPA deals with agents, which are syntactic entities denoting processes and
states in an underlying continuous timeMarkov chain (CTMC) that constitutes the semantic
model. We will refer to both agents and processes in this paper, referring, respectively, to
PEPA syntax, based on the actions of agents, and CTMC semantics, describing transitions
between states in a process. As explained in the appendix, our algebra is a subset of -
PEPA, i.e. parameterised PEPA extended to countably inﬁnite state-spaces. Its semantics is
inherited from PEPA’s.
As stated in the introduction, the goal is to ﬁnd separable solutions for the equilibrium
probabilities in a stationaryMarkov process by using its reversed process.A reversed process
is actually just the process you get by looking ‘backwards in time’. It matters not where you
start looking from since the process is assumed stationary. However, we are not concerned
with the semantics of reversed processes per se, we just want a process with the right
properties for getting separable solutions efﬁciently. The primary such property is that the
reversedMarkov process of a stationary Markov process {Xt }with state-space, generator
matrixQ and stationary probabilities  has generator matrixQ′ deﬁned by
q ′ij = j qji/i (i, j ∈ )
and the same stationary probabilities .
This result is standard, see for example [14], and immediately yields a product-form
solution for . This is because, in an irreducibleMarkov process, wemay choose a reference
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state 0 arbitrarily, ﬁnd a sequence of connected states, in either the forward or reversed
process, 0, . . . , j (i.e. with either qi,i+1 > 0 or q ′i,i+1 > 0 for 0 ij − 1) for any state j
and calculate
j = 0
j−1∏
i=0
qi,i+1
q ′i+1,i
= 0
j−1∏
i=0
q ′i,i+1
qi+1,i
,
The fact thatQ′ is the generator matrix of what is actually the reversed process is somewhat
irrelevant for our purposes.All we need is a straightforward way to calculateQ′—whatever
it may represent. For a pair of synchronised stationaryMarkov processes, the original RCAT
and its generalisation [11] provides this. It states that, under certain conditions, the reversed
agent of a cooperation P 
L
Q between two agents P andQ is a cooperation between the
reversed agents of P andQ, after some re-parameterisation [9].
2.1. State transition paths
Once a reversed process is known, a solution for a stationary Markov process’s equi-
librium probabilities follows as a product of ratios of forward and reversed rates when an
appropriate path has been found from a chosen reference state to the state in question. The
problem remains how to determine a suitable reference state and appropriate paths to other
states. Of course, inmany cases the choice is obvious, for example birth–death processes like
queues, where there is a well-deﬁned ordering of states with transitions between adjacent
states.
In the case of a cooperation between two agents, representing two Markov processes,
we assume inductively that a reference state, 0 say, and paths to the other states are known
in each component process considered separately. In the case of a network of two queues,
the joint reference state would typically be (0, 0) but we cannot be sure about the paths.
In the special case that the cooperation set is empty, so that the two components evolve
independently, the paths are obvious—to go to state (i, j), just follow the path from 0 to i
in the ﬁrst component process with the second component in state 0, and then follow the
path from 0 to j in the second component with the ﬁrst in state i. In other words, follow a
rectilinear path in one dimension at a time. In this case, the joint equilibrium probability
for state (i, j) will very simply be the product of the equilibrium probabilities of the states
i, j in each component process. However, this approach becomes more complicated when
the transitions encountered on the chosen paths participate in the synchronisation—it may
well be that there are no paths with solely non-synchronising transitions, or even no such
rectilinear path at all, as in a two-node cyclic queueing network for example.
In general, a component’s action that is involved in the cooperation with another com-
ponent is split into two sub-actions, one of which synchronises (with a (sub-)action in
the other component) the other proceeding independently (when chosen). For example,
a service completion at a queue can cause either an external departure or the transfer of a
customer to the other queue. This notion of splitting is made formal in the following:
Deﬁnition 1. An action  = (a, ) in agent P is said to be split into sub-actions 1 =
(a1, 1) and 2 = (a2, 2) if P is semantically equivalent (w.r.t. the underlying Markov
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chains) to P {.E ← 1.E+2.E | EP }. Conversely, the action  is called the complete
action of the sub-actions 1, 2.
Notice that 1 and 2 become parallel actions in P , with the same combined semantics as
a single action, also parallel, with rate 1 + 2. Hence the deﬁnition requires 1 + 2 = .
In an application of RCAT, each sub-action (even if passive, i.e. having unspeciﬁed rate)
has a well-deﬁned rate and we need to decide how to apportion the rate of their reversed
complete action between the reversed sub-actions. The reversed rate of the complete action
is given solely by the single component in which it occurs. In general, a cooperating action
can be split into more than two sub-actions, corresponding to multiple synchronisations—
i.e. one sub-action for each potential synchronisation partner, with possibly a concurrent
non-synchronising sub-action. Deﬁnition 1 is generalised inductively in the obvious way to
n2 sub-actions.
We deﬁne the reversed rate of the complete action to be distributed amongst the reversed
sub-actions in proportion to their forward transition rates. This deﬁnition is not arbitrary but
the one that ensures that the process so deﬁned is the unique reversed process, a property
that was not observed in [9], incidentally. We state it as a proposition.
Proposition 1. The reversed sub-actions of multiple sub-actions (ai, i ) for 1 in in an
agent P are, respectively(
ai, (i/)
)
,
where  = 1+ · · · + n and  is the reversed rate 1 of the complete action (a, ) denoting
the corresponding transition with rate  in the underlying Markov process of P .
Proof. We use Kolmogorov’s (generalised) criteria [9], which states that X and Y are
mutually reversed processes if and only if (a) the sum of the outgoing rates from every state
(reciprocal of the mean state holding time) is the same in both X and Y and (b) the ratio of
the products of the transition rates around every cycle inX and of those in the corresponding
reversed cycle in Y is unity.
The ﬁrst of Kolmogorov’s criteria holds trivially since it considers only total rates out of
each state. Regarding the second, the deﬁnition of the rate of a reversed sub-action ensures
that the ratio of a sub-action’s forward and reversed rates is the same as the ratio of its
complete action’s forward and reversed rates. Hence the second condition must also be
satisﬁed under the hypothesis that the reversed process P of the process P with unsplit
actions (only the aggregate, complete actions) was known. 
Returning now to the choice of paths in a cooperation, if every cooperation involves only
a sub-action in each component, with another sub-action of each respective complete action
not participating, there will always be a rectilinear path to every state from the reference
state. Then a separable solution can be found exactly as in the case of parallel independent
agents described above, with the reparameterisation of the components given by RCAT.
Note that parallel agents are a special case with a null reparameterisation.
1 Reversed entities, e.g. reversed rates, are denoted by an overbar—see the Appendix.
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2.2. Residual actions
Wecan guarantee that paths do exist which are identical to paths in the isolated component
processes by augmenting active synchronising actions with residual actions or -actions.
These are parallel to (enabled at the same time as) the synchronising actions but do not
participate in the cooperation.
Deﬁnition 2. Suppose (a, ) is an action in some agent P . The agent Pa+ is obtained by
splitting the action (a, ) into sub-actions with rates (1 − ) and  and with respective
types a and a. That is
Pa+ = P {(a, ).E ← (a, (1− )).E + (a, ).E | EP }
for some real number , 0 <  < 1, where the action type a does not occur in P . The
residual action (a, ) is called an -action.
The agent Pa+ denotes theMarkov process with the same generator matrix as that of the
Markov process underlying P , but with every element denoted by the action type a being
interpreted as a sum of the quantities (1 − ) (for the original action with type a) and 
(for the -action). That is, the Markov process underlying Pa+ has the same transitions
as for P except that the rate of a is reduced by a factor of 1 −  and there are additional
transitions of rate  parallel to (with the same source and destination states) all those
denoted by action type a. Clearly, lim→0 Pa+ = P . We cannot assume anything about
ergodicity and its preservation in this limit, but this is not an issue here since all processes
are assumed stationary. Ergodicity conditions require a separate analysis. Similarly, even
when ergodicity is preserved, the equilibrium probabilities,  say, may not be continuous,
i.e. it may not be the case that lim→0  = . We will see that this is true, however, for
cooperations satisfying RCAT and its extensions.
Notice that a reversed residual action (a, ) = (a, ) by Proposition 1, i.e. its rate is
the product of  and the reversed rate of the complete (unsplit) action a.
It is not meaningful to split an action with unspeciﬁed rate. 2 Therefore, in a cooperation
of agents with -actions, we must split an action  into residual and cooperating parts
before making its cooperating part passive (only in the component in which  is passive,
of course). For brevity, we denote an agent P , in which an action type a is made passive,
by P(a,)P {i ← (a,) | i ∈ I(a)}, where I(a) is the set of all instances of
an action with type a in P , i.e. of the form i = (a, i ), where the rate i may differ at
different instances i ∈ I(a). This notation is extended in the obvious way to a set of
action types a ∈ S, say, which each become passive in the agent P(S,) ≡ P {(a,) |
a ∈ S}P {(a, i )← (a,) | (a, i ) ∈ I(a), a ∈ S}.
We can now write Pa+(a,) to deﬁne a modiﬁed agent P with passive action type a
split to introduce a parallel residual action with rate , which does not synchronise, where
 is the rate of a in P (possibly different at each instance).
2 Unless weights are speciﬁed for each sub-action, as in PEPA [12]. This is essentially the same as pre-assigning
rates and subsequently making actions passive, as below in Lemma 1.
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We have the following simple but important property for certain cooperations with resid-
ual actions.
Lemma 1. Consider agents R, S with no passive actions and let action type a in R have
rate a , action type a in S have rate a . Let ra and ra be the rates of a and a at a particular
instance of a in the cooperations
Ra+ 
L
Sa+(a,) and Ra+(a,) 
L
Sa+,
respectively, where a ∈ L. Then
ra
ra
= aa
aa
if and only if a = a.
Proof. By deﬁnition of the cooperation combinator and the splitting of the action with type
a, ra = (1− )a and, by Proposition 1, ra = (1− )a and so the result follows. 
This lemma means that paths including a cooperating action are equivalent to paths that
do not, in the sense of equilibrium state probabilities, as follows below.
Remarks. (1) As written in the lemma, there could be synchronisations between action
types b ∈ L which are active in both components R and S. Their semantics is just that
of PEPA, but in practice we would not be applying RCAT to these components since its
conditions would not be satisﬁed;
(2) The splitting of the action type a does not lead to the four possible synchronisations
that would be obtained in PEPA. This is because when we split an action to introduce a
residual action we rename the residual action’s type. Hence there remains only one instance
of type a for each of its original instances and so there is only the one synchronisation
possibility corresponding to each original synchronisation.
Lemma 2. In the notation of the previous lemma, let rR , rS be the rates of the residual
action type a in R, S, respectively and let rR , r

S be the respective reversed rates of a.
Then, at a particular instance of a,
ra
ra
= r

R
rR
rS
rS
if and only if a = a.
Proof. rR = a and rR = a by Proposition 1. Similarly, rS = a and rS = a so that
the  factors cancel in the ratio and the result follows by Lemma 1. 
Suppose, then, that a cooperating action type a denotes a transition between states (i, j)
and (i′, j ′) in R 
L
S; i.e. it also denotes transitions i → i′ in R and j → j ′ in S. Then,
the paths (i, j) → (i′, j) → (i′, j ′), (i, j) → (i, j ′) → (i′, j ′) (via residual transitions)
and (i, j) → (i′, j ′) (via the synchronised transition) are equivalent in the sense that the
products of the ratios of the forward and reversed rates of each transition in each path are
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equal. This is a necessary condition for Ra+(a,) 
L
Sa+ to be the reversed process of
Ra+ 
L
Sa+(a,), a property that will be used to prove the multiple agent RCAT in the
next section. Moreover, it will also be used to ﬁnd simple separable solutions directly for
the equilibrium state probabilities of cooperations satisfying that theorem.
3. Multiple agent cooperations
In the PEPA cooperation P 
L
Q, the subset of action types in a cooperation set Lwhich
are passive (i.e. have unspeciﬁed rate ) with respect to an agent P is denoted by PP and
the corresponding subset of active action types is denoted byAP ; similarly for agent Q.
For the purposes of RCAT, it is also assumed that, in P 
L
Q:
• any active action in P has a corresponding passive action inQ, and vice versa;
• every action with type inLmust be either passive at every instance in P or active at every
instance in P (and similarly forQ).
Therefore, PP = AQ, AP = PQ and PP ∩AP = PQ ∩AQ = ∅. This deﬁnes the
subset of PEPA cooperations that we are considering in this paper. Moreover, in RCAT and
MARCAT we consider only irreducible state transition graphs in the underlying Markov
chains of cooperations. Hence all states are reachable from each other and questions of
redundant or blocking agents and action types do not arise. In any analysis of a Markov
chain at equilibrium, irreducibility is usually a prerequisite that is established separately.
This is often relatively straightforward, as in single-class queueing networks, which require
only that the task-routing matrix (of dimension equal to the number of queues, not states)
be connected, including a source and sink node for open networks. However, in multi-
class networks, this may not apply to every class and so sub-chains have to be identiﬁed
prior to applying a product-form solution for the equilibrium state probabilities. In the
worst case, state-space exploration must be undertaken, but this is much cheaper than direct
solution of the underlying Markov chain. Indeed, it can be combined with computation of
the normalising constant of a closed network, which is also not in the scope of the present
paper.
In an extension of PEPA, consider now a multiple-agent, pairwise cooperation n
k=1
L
Pk
(n2), where L = ⋃nk=1 Lk and Lk = Pk ∪ Ak is the set of synchronising action
types that occur in agent Pk (abbreviating PPk by Pk and APk by Ak). Each of the n
agents cooperates with (at most) one other and so Pk ⊂ ⋃nj=1
j =k
Aj andAk ⊂ ⋃nj=1
j =k
Pj .
We provide the semantics of multi-agent cooperation by deﬁning it in terms of PEPA’s
cooperation combinator:
n
k=1
L
Pk =
(
. . .
((
P1 
M2
P2
)

M3
P3
)

M4
· · · 
Mn−1
Pn−1
)

Mn
Pn,
where Mk = Lk ∩
(⋃k−1
j=1 Lj
)
. Note the subtle change in the bowtie symbol used for
multi-agent cooperations.
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3.1. Notation
We now deﬁne the following notation, generalising that of [11]:
Pi→k denotes the set of action types in Lk that are passive in Pk and correspond to
transitions out of state i in the Markov process of Pk;
Pi←k denotes the set of action types in Lk that are passive in Pk and correspond to
transitions into state i in the Markov process of Pk;
Ai→k denotes the set of action types in Lk that are active in Pk and correspond to
transitions out of state i in the Markov process of Pk;
Ai←k denotes the set of action types in Lk that are active in Pk and correspond to
transitions into state i in the Markov process of Pk;
Pi→ denotes the set of action types inL =⋃nk=1 Lk that are passive and correspond
to transitions out of state i = (i1, i2, . . . , in) in the Markov process of n
k=1
L
Pk;
Pi← denotes the set of action types inL that are passive and correspond to transitions
into state i in the Markov process of n
k=1
L
Pk;
Ai→ denotes the set of action types in L that are active and correspond to transitions
out of state i in the Markov process of n
k=1
L
Pk;
Ai← denotes the set of action types in L that are active and correspond to transitions
into state i in the Markov process of n
k=1
L
Pk;
ia denotes the instantaneous transition rate out of state i in the Markov process of
n
k=1
L
Pk corresponding to active action type a ∈ L;
a denotes the unspeciﬁed rate associated with the action type a in the action
(a,a);
x denotes the vector (xa1 , . . . , xam) of positive real variables xai when L =
{a1, . . . , am};
ia(x) denotes the instantaneous transition rate out of state i in the reversed Markov
process of n
k=1
L
Pk{a ← xa | a ∈ L} corresponding to passive action type
a ∈ L; note that a is incoming to state i in the forwards process. We also write
ik
k;a(x) ≡ ia(x) where Pk is the component in which a is passive (incoming to
state ik).
3.2. Reversed compound multi-agent theorem
We are now in a position to state and prove an extended RCAT, generalised to multiple
agents, which also leads (in Section 3.5) to a direct product-form solution for the equilibrium
state probabilities of the underlying Markov process.
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Theorem 1 (MARCAT). Suppose that the cooperation n
k=1
L
Pk of agents Pk , denoting sta-
tionary Markov processes, has a derivation graph 3 with an irreducible subgraph G. Given
that every instance of a reversed action, type a, of an active action type a ∈ Ak has the
same rate pa in Pk (1kn), the reversed agent n
k=1
L
Pk , with derivation graph containing
the reversed subgraph G, is
n
k=1
L
Rk{(a,) | a ∈Ak},
where
Rk = Pk{a ← xa | a ∈ Pk} k = 1, . . . , n
{xa} are the unique solutions (for {a}) of the rate equations
{a = pa | a ∈Ak, 1kn} (1)
and pa is the symbolic rate of action type a in Pk , provided that
∑
a∈Pi→
xa − ∑
a∈Ai←
xa = ∑
a∈Pi←\Ai←
ia(x)− ∑
a∈Ai→\Pi→
ia. (2)
Proof. The existence of solutions {xb} to the rate equations (1) is established by Theorem 2
in Section 3.4.
Let the instantaneous transition rate in the Markov chain of Pk (respectively, Rk) out
of state i corresponding to action type a be pk;ia (respectively, rk;ia) and let pk;i =∑
a∈Ok;i pk;ia (similarly for rki), where Ok;i is the set of all outgoing action types in (the
derivative of Pk corresponding to) state i. In other words, pk;i is the total outgoing rate from
state i in the Markov chain of Pk .
In n
k=1
L
Pk , the total rate out of any state i = (i1, i2, . . . , in) ∈ G is
n∑
k=1
pk;ik { ← 0} −
n∑
k=1
∑
a∈Aik→k \Pi→
pk;ika,
where { ← 0} denotes setting every occurrence of an unspeciﬁed rate corresponding to
action types in Lk to zero, which is an abbreviation for {a ← 0 | a ∈ Lk}. Note that
A
ik→
k \Pi→ is the set of active actions in Pk that do not have passive actions to synchronise
with in state i; these disabled active actions do not contribute to the total rate out of state i.
SinceAi1→1 ,A
i2→
2 , . . . , and A
in→
n are disjoint, the total rate out of state i in
n
k=1
L
Pk can
3As deﬁned in PEPA’s semantics, see the Appendix.
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be simpliﬁed to:
n∑
k=1
pk;ik { ← 0} −
∑
a∈Ai→\Pi→
ia. (3)
Now, consider the total outgoing rates in the reversed agent n
k=1
L
Pk .
rkik = pk;ik {a ← xa | a ∈ Pk} k = 1, . . . , n
are the total rates out of state ik in Rk with k = 1, . . . , n. Thus,
rkik = pk;ik { ← 0} +
∑
a∈Pik→k
xa k = 1, . . . , n.
In the reversed cooperation, the rates of reversed components’ outgoing actions which are
made passive must be subtracted from the sum of all the outgoing rates in the agents Rk .
Such an action (a, a) is the reverse of an incoming active action (a, a) and so its rate is
a = xa . Hence, by the ﬁrst of Kolmogorov’s criteria [9], the total rate out of state i in
n
k=1
L
Rk{(a,) | a ∈Ak}
is (remembering to also subtract out the disabled, reversed, outgoing, active actions’ rates)
n∑
k=1

pk;ik { ← 0} + ∑
a∈Pik→k
xa − ∑
a∈Aik←k
xa − ∑
a∈Pik←k \Ai←
pk;ika


which can be simpliﬁed to:
n∑
k=1
pk;ik { ← 0} +
∑
a∈Pi→
xa − ∑
a∈Ai←
xa − ∑
a∈Pi←\Ai←
ia(x).
Equating this with expression 3, to satisfy the ﬁrst of Kolmogorov’s criteria in the cooper-
ation, gives the last condition of the theorem.
To complete the proof by Kolmogorov’s criteria, we need to verify that the product of
transition rates in any forward cycle in n
k=1
L
Pk is equal to that in its reversed cycle in
n
k=1
L
Rk{(a,) | a ∈ Ak}. But n
k=1
L
Pk ≡ n
k=1
L
Rk{(a,) | a ∈ Pk}. By hypothesis, all
synchronisations are pairwise and the conditions of Lemmas 1 and 2 are satisﬁed when we
introduce -transitions on all synchronising actions a ∈ L; in the notation of these lemmas,
a = a = xa . Consequently, the products of the ratios of forward rates to reversed rates
in any cycle are invariant when we replace any synchronising action by its two residual
actions. Hence we only need to consider the rectilinear cycles. But, since the transition
rates in agent Pk are independent of the states of all agents Pj for j = k, 1kn, any
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rectilinear cycle is simply a union of cycles within single component processes, and these
satisfy the second of Kolmogorov’s criteria by hypothesis. 
3.3. Conditions of MARCAT and RCAT
In its most general form, Eq. (2) of Theorem 1 is a complex condition to check—
prohibitively so in large (and especially inﬁnite) state-spaces. This is because it must hold
in every joint state of the cooperation. However, in important special cases checking is
straightforward or trivial—for example when the passive actions are ‘invisible’, leading
from a state to itself, whereupon the term ia(x) = xa [11]. More generally, it is typical for
Eq. (2) to hold for all values of the rates x; we will require this property when we consider
the existence of solutions to the rate equations in Section 3.4.
Most importantly, in applications of the original RCAT of [9], extended to multiple
cooperations, all passive actions are outgoing from every joint state of the cooperation and
all active actions are incoming to every joint state. The condition is then satisﬁed trivially
since the terms on the left-hand side cancel and those on the right are both empty sums. In
particular,MARCATapplies to all of the standard queueing networks, includingG-networks
and their extensions.
A sufﬁcient set of n conditions to replace Eq. (2) is, for each k, 1kn:
∑
a∈Lk∩Pi→
xa − ∑
a∈Lk∩Ai←
xa = ∑
a∈Lk∩(Pi←\Ai←)
ia(x)− ∑
a∈Lk∩(Ai→\Pi→)
ia (4)
for all valid joint states (i1, . . . , in) in the irreducible chain G of Theorem 1. Summing
Eq. (4) over k yields precisely double Eq. (2) since synchronisations are pairwise: every
action type appears in exactly two of the sets Lk (1kn). In simpler form, this equation
can be written:
∑
a∈Pik→k
xa + ∑
a∈Pik→
ka
xa − ∑
a∈Aik←k
xa − ∑
a∈Aik←
ka
xa
= ∑
a∈Pik←k \A
ik←
ka
ik
k;a(x)+
∑
a∈Pik←
ka
\Aik←k
ik
k;a(x)
− ∑
a∈Aik→k \P
ik→
ka
ia − ∑
a∈Aik→
ka
\Pik→k
ia, (5)
where Pka is the component agent that synchronises with the action a in Pk . Thus, even
the worst case requires only checking actions componentwise—the number of checks is
of the order of the product of the numbers of local states in each component process,
not combinatorial in these numbers. Moreover, the states of a component process will
usually be parameterised in the process algebraic speciﬁcation, e.g. a queue of positive
length corresponds to the PEPA agent Pn+1 and the empty queue to P0, giving just two
parameterised states. The actual number of checks required is the product of the numbers
of parameterised states.
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3.4. Existence and uniqueness of a solution
It remains to establish that the rate equations for the variables xa do indeed have a solution
which is unique. This is proved in Theorem 2 below. First we deﬁne some more notation,
for 1kn:
• XS =∑a∈S xa for S ∈ 2L;• { ← y} is an abbreviation for {b ← yb | b ∈ L},
• 	k;i is the total outgoing rate from state i in Pk contributed by non-passive actions, i.e. a
constant, independent of rates assigned to passive actions;
• when it exists, k(j) is the (unnormalised) marginal equilibrium probability of state j
in process Pk , a function of the unspeciﬁed rates a (regarded symbolically as variable
names) for a ∈ Pk;
• c : sc(k)→ dc(k) is an action with type c in component Pk that denotes a transition from
a source state sc(k) to a destination state dc(k), the argument (k) being omitted where
there is no ambiguity;
• an active action type a : i′ → i which is part of a split action in some component is
selected with constant probability fa1, where fa = 1 when the active action is not
split;
• an active action type o ∈Ak in component Pk is strong if
lim inf
y>0
(po{ ← y}/pa{ ← y}) > 0
for all a ∈Ah←k where h is a destination state of o;• a strong active action o which is part of a split action is said to be strongly split;
• pk;i′a+ = pk;i′a/fa is the rate of the whole action that splits into a : i′ → i and (possibly)
other sub-action(s);
• pa+ = pk;i′a+ = pk;i′a/fa = pa/fa , which is well-deﬁned by Proposition 1 and the
hypothesis in Theorem 1 that reversed rates of active actions are constant;
• gki(y) =
(∑
a∈Ai←k pa{ ← y}/
∑
a∈Ai←k pa+ { ← y}
)
1. Thus, gki < u, for some
constant u < 1, when ∃o ∈Ai←k which is strongly split;
• pk;i←(y) =∑a:i′→i pk;i′a{ ← y} denotes the total reversed rate into state i in Pk (out
of state i in Pk), with the given renaming.
An active action a that is part of a split action (by a slight abuse of terminology we also say
a is a split active action) has a positive proportion of the total rate of the split action, fa . In
general this cannot be said of the reversed rate, but it is true for strongly split active actions.
In general it may not be easy to prove an action is strong since its reversed rate may depend
on the variables xb. However, in two situations that are commonplace the proof is trivial:
• When the active incoming actions a : i′ → i in state i of component process Pk all
have the same source state i′, then the reversed rate of an active action o : i′ → i with
(forward) rate o is the positive fraction o/
∑
a∈Ai←k a of the total reversed rate of all
actions a ∈ Ai←k by Proposition 1, where a is the forward rate of action a. This is the
situation in all G-networks where the active actions are all split departures, except for
active resets of the kind introduced in [10].
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• An active incoming action o : i′ → i is strong in a stationary process Pk if and only if
lim infy>0 k(i′)/k(i) > 0, by the fundamental result given in Section 2. This limit is
usually known by construction and may be quite simple to calculate. In the case of the
active resets of [10] the appropriate ratio k(i′)/k(i) is a positive constant.
The strongness property essentially ensures that no incoming reversed active actionvanishes,
in the sense that its rate approaches zero asymptotically for some assignments of values yb
to the passive rates. Strongness is a technical condition required in the following theorem,
which proves that MARCAT’s rate equations have a solution under quite mild conditions.
Such a solution is unique when it can be normalised, by the uniqueness of the equilibrium
probabilities, when they exist, ofMarkov chains.As one class of examples, it is easy to verify
thatmost queueing networks, certainly all variants ofG-networks andBCMPnetworks, have
solutions since they possess the strongness property.
Theorem 2. In the cooperation n
k=1
L
Pk of stationary Markov processes Pk , deﬁned in
Theorem 1, the equations for xa, a ∈Ak, 1kn,
xa = pa{b ← xb | b ∈ L},
where pa is the reversed rate of a, have a unique solution if for each k, 1kn:
∑
a∈Lk∩Pi→
ya − ∑
a∈Lk∩Ai←
ya = ∑
a∈Lk∩(Pi←\Ai←)
ia(y)− ∑
a∈Lk∩(Ai→\Pi→)
ia
for all positive vectors y and provided that at least one active action o ∈ Ai← is strongly
split for all states i.
Notice that the ﬁrst condition automatically satisﬁes the condition ofTheorem1 (at y = x)
and that the second condition is checkable by the hypothesis that the reversed agents of the
components Pk are known.
Proof. Let the |L|-vector x = (. . . xa . . .) for all a ∈ L. Then x, if it exists, is the solution
of the ﬁxed point problem
x = F(x),
where the vector-valued function F is deﬁned by Fa(x) = pa{ ← x} = k(j){ ←
x}pk;ja/k(i){ ← x} and Pk is the (unique) component of the cooperation in which a :
j → i is active. By hypothesis, the (unnormalised) marginal probabilities k(·){ ← x}
exist as continuous, positive-valued functions of x, being a solution of linear equations.
Hence F is continuous and so the ﬁxed point exists provided it is a mapping between
compact spaces, by Brouwer’s theorem.
This may be proved by showing that, in the iteration xm+1 = F(xm), for all a ∈
L,m0, xma is positive and bounded. Now consider the incoming active actions in com-
ponent P1 at joint state i. For brevity, we use ∗ to denote the renaming { ← xm}, so that,
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for example, p∗
k;i ≡ pk;i{ ← xm}. By the deﬁnition in Theorem 1,
Xm+1
Ai←1
= ∑
a∈Ai←1
pa
∗g1i (xm)

p1;i← ∗ − ∑
a∈Pi←1
pa
∗


= g1i (xm)

p∗1;i − ∑
a∈Pi←1
pa
∗


= g1i (xm)

Xm
Pi→1
+ 	1;i −
∑
a∈Pi←1
pa
∗

 , (6)
where 	k;i0 is the total rate out of state i in component process Pk due to non-passive
actions, a constant.
We now proceed by induction and suppose initially that n = 2 and, without loss of
generality, that P1 has a strongly split, active, incoming action in all states. Summing over
the components P1, P2 at joint state i and using the ﬁrst condition of the proposition,
we have
Xm+1
Ai←ui
(
Xm
Ai← + 
i
)
,
where ui = max(g1i1(xm), g2i2(xm)) < 1 by the strong splitting (second condition) and

i =∑2k=1 	k;ik −∑a∈Ai→\Pi→ ia0. Since this inequality holds for all states i and all
active actions must be incoming to some state, we have, by summing over appropriate states
if necessary,
Xm+1A1 U
(
XmA1
+ 

)
(7)
for non-negative constants
 andU < 1.This sequence is increasing and it is routine to show
that it is bounded, the upper bound being at least 
/(1−U), which proves the ﬁrst part of
the proposition for n = 2. Now consider the two-component cooperation P1 
L1

 n
k=2
L
Pk


and assume inductively that Xm
L\A1 is bounded. Proceeding as before (in the base case of
the induction) we observe that the ﬁrst condition of the theorem again holds and obtain
Xm+1A1 U
′ (XmA1 + 

)
, (8)
where U ′ < 1. Hence XmA1 is also bounded and so is X
m
A1
+Xm
L\A1 = XmL . 
Remarks. (1) Notice that the proof accomodates transition rates that are locally state de-
pendent, i.e. action rates that can depend on the derivative of the agent in which they are
active. This can be seen by the explicit dependence on the source state i of a transition in
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the proof. In contrast, the reversed rates pa must be constant over the instances of action
type a, as required in the conditions of Theorem 1.
(2) For the original RCAT, extended to multiple cooperations, the proof is easier since
the passive actions in each component are outgoing from all that process’s states; similarly
for its incoming active actions. Hence we only need the intermediate Eq. (6), which implies
Xm+1
Ai←k
gki(xm)
(
Xm
Pi→k
+ 	k;i
)
for k = 1, 2. Summing over k then yields Eq. (7) directly.
(3) If 
 = 0 in Eq. (7), the only solution is x = 0. An example of this is a queueing
network with no external arrivals but some departures, which eventually becomes empty.
(4) The conditions of the proposition are sufﬁcient and quite general, but not necessary.
In the special case that the second condition is absent, we would have in the above proof that
Xm+1L XmL +
 where 
0. If Xm+1L = XmL +
 and 
 > 0, the sequence (XmL ) diverges
and there may be no ﬁxed point solution for x. An example of this is a queueing network
with no external departures but some arrivals—hence no strongly split active actions. Such a
closed network has no steady state, always increasing its population. If 
 = 0, however, the
sequence is bounded and so a ﬁxed point exists. One solution is x = 0, but others may exist
in a homogeneous set of equations that merely scale the ensuing equilibrium probabilities.
A queueing example is the well-known closed network with no arrivals or departures which
has a steady-state with product-form solution [13,6].
3.5. Separable equilibrium probabilities
The introduction of residual actions means that we can directly obtain product-form
solutions for the equilibrium probabilities of multi-agent cooperations. We present this
result as a corollary to Theorem 1.
Corollary 1. Assuming the cooperation set L is ﬁnite, the cooperation of Theorem 1 has
product-form solution (i) ∝ ∏nk=1 k(ik) for the equilibrium probability of state i =
(i1, . . . , in), where k(ik) is proportional to the equilibrium probability of state ik in the
process denoted by Rk .
Proof. Let the cooperation of Theorem 1 be C = n
k=1
L
Pk . In the cooperation, C say, with
-transitions on every synchronising action, one path from some chosen reference state 0 to
an arbitrary state (i1, . . . , in) takes i1, . . . , in steps in each dimension in succession; i.e. pro-
ceeds from 0 to (i1, 0, . . . , 0) to (i1, i2, 0, . . . , 0) to (i1, i2, i3, 0, . . . , 0) . . . to (i1, . . . , in).
The segment in dimension k is precisely the path from state 0 to ik in the process denoted by
Rk , for which the reversed process and product-form is known by hypothesis (1kn).
Hence this segment contributes the factor k(ik), a product of the ratios of forward to re-
versed rates on each of the ik steps. In the application of MARCAT to C, let the solution
for the rates a be xa and the resulting product-form be (i). Then, since L is ﬁnite,
lim→0 xa = xa and hence lim→0  = . 
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4. Illustrative example: Jackson’s theorem
Consider anM-node Jackson network, with respective external arrival rates 1, . . . , M ,
service rates 1, . . . , M , and routing probabilitypij from node i to node j (1 i = jM),
where pii = 0. Tasks leave the network from node i with probability pi0 = 1−∑Mj=1 pij .
We do not consider departures from a node back to itself as this is considered part of the
deﬁnition of the component process for that node. Such departures can be included easily
with more complex components.
This network can be described by the PEPA expression M
k=1
L
Pk,0 (starting with an empty
network), where, for 1kM:
Pk,n = (ek, k).Pk,n+1 n0
Pk,n = (ajk,jk).Pk,n+1 n0, 1j = kM
Pk,n = (dk, pk0k).Pk,n−1 n > 0
Pk,n = (akj , pkjk).Pk,n−1 n > 0, 1j = kM
with Lk = {akj | j = k} ∪ {ajk | j = k}. In the sequel, we use the abbreviations ij for
aij and xij for xaij , 1 i = jM . It would have been just as easy in principle to deﬁne a
muchmore complex G-network with triggers, resets and batches, as considered in two-node
networks in [10] for example, but the PEPA deﬁnition would have been much longer, the
notation more dense and the clarity somewhat obscured. The correct trafﬁc equations would
emerge via the rate equations in exactly the same way, however.
In this example, Pi→ = Ai← = ⋃Mk=1 Lk which satisﬁes the last condition of
Theorem 1,∑
a∈Pi→
xa − ∑
a∈Ai←
xa = ∑
a∈Pi←\Ai←
ia(x)− ∑
a∈Ai→\Pi→
ia
trivially (this is, of course, an application of the multi-agent version of the original, two-
component RCAT [9]).
Every instance of the reversed action of an active action, type akj ∈ Ak say (1k =
jM), has rate which is a constant fraction pkj of the net arrival rate at theM/M/1 queue
represented by component k. This follows from Proposition 1 and since every active action
represents a departure from some queue. Hence, considering the symbols jk as variables
denoting real rates in preparation for an application of MARCAT,
pakj = pkj
(
k + ∑
j =k
jk
)
at all instances of akj since k is state-independent. We can therefore apply MARCAT and
obtain the following equations in the variables jk corresponding to agent P1,0, where we
set ii = 0 for uniformity of the exposition, 1 iM:
 21 = p21(2 +12 +22 + · · · + M2)
...
M1 = pM1(M +1M +2M + · · · + MM)
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and in general, ij = pij
(
i +∑Mk=1ki) for agent Pj,0, j = 1, . . . ,M . These equations
have a solution, say= x, by Theorem 2 or by a more conventional, direct analysis of the
linear equations.
Let vi = i +∑Mk=1 xki for 1 iM so that:
xij = vipij 1 i, jM.
These are precisely the trafﬁc equations for the internal ﬂows, where xij is the internal
trafﬁc rate from node i to node j . In fact, summing over i we obtain
vj − j =
M∑
i=1
vipij
which are the usual trafﬁc or ‘visitation rate’equations for the network, vi being the average
number of visits made to node i in unit time at equilibrium in an open network—and
proportional to this quantity in a closed network.
4.1. Reversed process
By applying MARCAT, we can now easily obtain the reversed PEPA agent of M
k=1
L
Pk,0,
which is M
k=1
L
Xk,0, where, for 1j, kM:
Xk,n =
(
ek,
k
vk
k
)
.Xk,n−1 n > 0
Xk,n = (ajk, xjkvk k).Xk,n−1 n > 0
Xk,n =
(
dk,
(
1−∑j =k pkj) vk) .Xk,n+1 n0
Xk,n = (akj ,).Xk,n+1 n0
with Lk = {akj | j = k} ∪ {ajk | j = k}.
The rates for the reversed actions are easily calculated by Proposition 1. For example,
consider the reversed external arrivals at node 1, which have type e1. The total departure rate
of node 1 is 1 and the proportion of e1 in the forward process is 1/v1. By Proposition 1,
the rate for the reversed action e1 is (1/v1)1.
Compared to the original theorem of [9], MARCAT signiﬁcantly reduces the effort in
ﬁnding the reversed agent of a cooperation with more than two components. Moreover, it
also yields the product-form solution for the equilibrium state probabilities, which is what
is usually sought after, directly—without knowledge of the reversed process at all, as we
will now see.
4.2. Product-form
In the application of MARCAT in the previous sub-section, for 1kM , the agents
Rk of Theorem 1 are immediately seen to be M/M/1 queues with total arrival rate
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k +∑Mj=1 xjk = vk and total service rate ∑Mj=0 kpkj = k . Hence an unnormalised
equilibrium probability for state ik in the process denoted by Rk is
(
vk/k
)ik
. Jackson’s
theorem then follows—for either an open or a closed network—directly from Corollary 1,
i.e. the equilibrium probability for state i in the network is proportional to
M∏
k=1
(
vk
k
)ik
.
Notice how the MARCAT methodology is far more concise than that of the original
RCAT [9] in four ways:
• the enabling conditions all relate to single queues and are uniform so all can be checked
at once;
• there is no need to seek suitable paths in the forward and reversed processes—the product-
form comes directly from the corollary to Theorem 1;
• there is no need for a lengthy, inductive proof for networks with more than two nodes;
• in more complex networks with non-linear rate equations, it is easy to prove the existence
of a solution using Proposition 2, rather than a customised analysis.
5. Conclusion
Themultiple agents reversed compound agent theorem (MARCAT) greatly simpliﬁes the
use of its predecessor, RCAT, for cooperations of an arbitrary number of agents. In terms
of automation, its greatest advantage is that inductive proofs of reversed processes, and
hence product-forms, are unnecessary. Our example illustrates how MARCAT deals with
a cooperation of any number of agents that synchronise pairwise. Clearly the same applies
to all the variants of product-form G-networks, as investigated extensively in the context
of RCAT in [10] recently. Furthermore, much simpler proofs of RCAT and MARCAT
were presented, based on the notion of residual, -actions. These essentially allow every
synchronising action to be ignored, being substituted by a pair of independent actions, one
in each of the cooperating components. Perhaps more importantly, residual actions provide
a direct route to ﬁnding product-forms, which explains the syntactic similarities between
the results obtained for open and closed networks, initially by Jackson [13].
A second major contribution of this paper is the proof of existence of solutions to
MARCAT’s rate equations. Without this, the derived reversed processes and product-form
solutions would be somewhat vacuous and previously one had to rely on direct analyses of
the rate equations in speciﬁc applications. Indeed, this is what others such as Gelenbe did
to produce rigorous results for product-forms in G-networks [5,4]. With our new general
result, however, all of these solutions and their associated existence proofs are particular
applications and so are subsumed.
Themethodology can be automated and its newly generalised,multi-agent form facilitates
the uniform derivation of many diverse separable solutions, as considered just for two-
component cooperations in [10,11]. These applications range from multi-class queueing
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networks, through the numerous variants of G-networks, to networks with mutual exclusion
and blocking in critical sections.
Although it applies to multiple cooperations, the new theorem is restricted to actions that
can cooperate in only two agents at a time, e.g. representing departures from one queue
passing to another.Themethodof [10], used tomodel triggers inG-networks, can account for
a cascade of transitions in a chain of components, where one transition essentially initiates
a sequence of instantaneous secondary transitions in a given order. Complementary to this,
ongoing research is investigating the possibility that one active action can cooperate with
several passive actions simultaneously. This would not only induce an alternate approach
to triggers but could also account for other types of simultaneous movement of customers
in queueing networks, as in [4] for example. Other work in progress includes the analogous
discrete time version of MARCAT, which introduces the problem of multiple events in a
time slot, in contrast to the uniqueness of instantaneous transitions in a continuous time
Markov chain.
Appendix. A PEPA-based MPA
We use a Markovian process algebra language that deﬁnes agents, which denote con-
tinuous time Markov chains. Agents evolve through the execution of actions, which have
exponentially distributed durations. An action is a pair, the ﬁrst component of which is its
type (or name) and the second of which is its rate. Thus, agents and actions in an MPA
speciﬁcation correspond to states and transitions, respectively, in the underlying Markov
process. MPA describes systems at a higher level than explicit state-transition diagrams. In
particular, the cooperation combinator of PEPA deﬁnes precisely how agents interact in a
concise manner, using generic descriptions of their actions’ rates. The precise semantics of
the original PEPA language is given in [12], and deﬁnes the Markov process denoted by a
PEPA agent. Notice that the term ‘agent’ is syntactic, part of the MPA, whereas ‘process’
is a semantic entity with a well-deﬁned value in the domain of continuous time Markov
chains. However, the terms are essentially isomorphic.
In this paper, we use only the preﬁx, cooperation, assignment and choice combinators
of the MPA PEPA (generalised straightforwardly in the body of the paper to multiple
cooperations):
(1) The preﬁx combinator deﬁnes an agent (a, ).P that carries out action (a, ) of type
a at rate  and subsequently behaves as agent P ;
(2) The agent describing the cooperation of two agents P andQ, which synchronise over
actions with types in a speciﬁed set L, is written P
L
Q;
(3) A new agent A is deﬁned using the assignment combinator, A = P ;
(4) Choice is denoted either by the usual combinator symbol + of conventional PEPA or
by multiple assignments to a process name, as in [9].
The semantics of these combinators is the same as in PEPA, given by the Markov process
deﬁned on the derivation graph of an agent [12].
In the cooperations considered in this paper, every action type in L is active, i.e. has a
speciﬁed real valued rate, in exactly one of the agents P , Q and is passive, i.e. ‘waits’, in
the other. The rate of the joint action in the cooperation is then that speciﬁed for the active
P.G. Harrison, T.T. Lee / Theoretical Computer Science 346 (2005) 161–182 181
action.A passive action is indicated by an unspeciﬁed rate, denoted, essentially inﬁnite in
the sense that the action will proceed instantly once its synchronising action is ready. Any
action with type in L can only proceed simultaneously in both of the cooperating agents.
Partly to emphasise this restricted use of cooperation, we use a subtly different bowtie
symbol.
The process algebra described above is a subset of PEPA. The alternate syntax for the
choice combinator was preferred originally because it makes the synthesis of reversed
processes simpler to explain (see [9]) but it also often leads to more concise mathematical
arguments. We extend the syntax beyond PEPA to allow:
• Parameterised agents. An agent may be named Pi where P is a symbol used to deﬁne
an agent in plain PEPA and the subscript i is a member of some countable index set I ,
typically the natural numbers. This allows simple processes such as queues to be deﬁned
in a conciseway—see for example Section 4. Since eachPi is a valid PEPA-agent symbol,
the extension is still within PEPA if a countably inﬁnite number of agents are allowed.
This is not precluded in PEPA.
• Inﬁnite derivation graphs.As a result of this, the number of derivatives of an agent can be
(countably) inﬁnite, leading to an underlying Markov process with inﬁnite state-space.
Whilst PEPA’s semantics is usually associated with a ﬁnite state-space Markov chain,
this is only for reasons of implementation and numerical solution. There is no semantic
reason to restrict PEPA to ﬁnite state-spaces.
For clarity, we call ‘PEPAwith a countably inﬁnite state-space’-PEPAwhen it is necessary
or desirable to distinguish it from ‘ﬁnite state-space PEPA’. Our process algebra is therefore
a subset of -PEPA and inherits its semantics.
We also make use of the syntactic relabelling, P {y ← x}, that denotes the process P
in which all occurrences of the symbol y are changed to x, which may be an expression.
Thus, for example, ((a, ).P ){ ← } denotes the agent (a, ).P { ← }. Any symbol
can be relabelled, deﬁning a new process with (possibly) new semantics. When a rate is
relabelled, it generates a new symbolic process with a corresponding new symbolic solution
for its equilibrium probabilities, when they exist. Of course, if numerical rates are bound
to the new symbols, the properties of the ensuing Markov chains may change, for example
ergodicity may be lost. But this does not change the respective semantic models, which are
allowed to be different.
We say that E is a subexpression of P , written EP if the string of symbols E denotes
a valid syntactic expression that occurs in the deﬁnition of P . We then extend the deﬁnition
of relabelling:
P {E ← XE | C(E)}
relabels each sub-expression EP that satisﬁes the condition C by the expression XE ,
which depends on the instance of E satisfying C. Thus, for example, we can change every
occurrence of a process Pi toQi , i = 1, 2, . . . , by writing P {Pi ← Qi | i = 1, 2, . . .}.
Finally, reversed entities (agents, actions, action types, action rates) are denoted with an
overbar. Their semantics are deﬁned by the reversed process of the semantic Markov chain
denoted by the PEPA agent in which they appear without an overbar.
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