and [12, We shall use the notions of reasonable norms, \otimes -norms, (left-and right-) injective and projective \otimes -norms in the sense of Grothendieck [6] . The greatest reasonable norm \pi is a projective \otimes -norm and the smallest reasonable norm \epsilon an injective \otimes -norm. Schatten [14] denoted them by \gamma and \lambda , respectively. For each \otimes norm \alpha there exist the greatest (resp. left-, resp. right-) injective \otimes -norm which is \leq\alpha and the smallest (resp. left-, resp. right-) projective \otimes -norm which is \geq\alpha (see [6] , [1] ). For other concrete \otimes -norms see Saphar [13] and Chevet [2] ,
In Section 1 we state our results, first when both X and Y are Banach spaces and next when they are Hilbert spaces. Section 2 contains two useful lemmas on quotient mappings, which are of independent interest. The results are proved in Section 3. X^{\wedge}\otimes_{\alpha}Yarrow X^{\wedge}\otimes_{\epsilon}Y is one-t0-0ne (see [9] , [10] ). We use the notion of the (bounded) approximation property, for short, (b.)a.p. (e. g. [4,] [5] and [6] 3. We don't know whether (1. 4) always holds for every \otimes norm \alpha .
However, the statement is not true for a general polynomial operator (see [ 12, 3. 5, 3^{o}] REMARK. Theorem 1. 7 implies that for X and Y Hilbert spaces, every \otimes -norm and the prehilbertian norm have the h-and i-properties, which are the notions introduced in [12] .
In the proofs where there might be some confusion, for Thus we obtain altogether the inequality (2. 5) with C=1. Once this is established, it is easy to see with (2. 3) that it is actually equality.
Similarly, the right-projectivity of \alpha proves (2. 6) as equality with is the closure of (2. 2).
PROOF. We establish (2. 4) Here the last inequality above is due to the fact that 
