Distributions of certain test statistics in multivariate regression by Coutsourides, Dimitris
UNIVERSITY OF CAPE TOWN 
DEPARTMENT OF MATHEMATICAL STATISTICS 
************************** 
DISTRIBUTIONS OF CERTAIN TEST 
STATISTICS IN MULTIVARIATE REGRESSION 
BY 
D . COUTS OUR IDES 
*************************** 
A thesis prepare~ under the supervision of 
Professor C.G. Troskie in fulfilment of the 
requirements for the degree of Doctor of 
Philosophy in Mathematical Statistics 
************************** 
Copyright by·the University of Cape Town 
1980 
LINE:RR LIBRARY 
088 0372 
111111111111 j 
Th
e U
niv
ers
ity
 of
 C
ap
e T
ow
n
Map1a f1avvn Aoup6£S 
Th
e U
niv
ers
ity
 of
 C
ap
e T
ow
n
P R E F A C E 
·This thesis is principally concerned with test criteria 
for testing different hypotheses for the multivariate regression. 
· In this preface a brief summary of each of the succeeding 
chapters is given. 
In Chapter 1 the problem of testing the equality of two 
population multiple correlation coefficients in identical re-
gression experimen~s has been studied. The author•s results 
are extentions to those of Schuman and Bradley. 
In Chapter 2 the results of Chapter 1 are extended to 
the multivariate case, in other words, the author has constructed 
tests in order to test the equality of two population general-
ized multiple correlation matrices. 
In Chapter 3 the author shows that the Ridge Regression, 
Principal Components and Shrunk~ estimators yield the same 
central t and F statistics as the ordinary least square 
estimator. 
In Chapter 4 using the results of Aitken, simultaneous 
tests for the Cp-criterion of Mallows are constructed. Some 
comments on extrapolation and prediction are made.' 
In Chapter 5 the Ridge and Principal components residuals 
are studied. Their use for detecting outliers, when multi-
collinearity is present, is examined. 
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1.1 
C H A P T E R 0 N E 
TESTING CERTAIN HYPOTHESIS WITH RESPECT 
TO THE MULTIPLE CORRELATION COEFFICIENT 
1.1 INTRODUCTION 
Let distributed according to a multivariate 
normal distribution N(~,r) with X : pxl and 
X(z) : (p-l)xl. The population squared multiple correlation between 
X1 and X(z) is given by 
{1.1.1) 
where 
{1.1.2) 
and E11 is a scalar. 
If X(l)' X(z)'"""'X(N) is a .random sample from X, 
then the maximum likelihood estimate (m1e) of P2 is given by 
the sample squared multiple correlation coefficient. 
{1.1.3) 
where 
( 1 • 1 • ·4) 
Consider now a second set of variables 
1 • 2 
which is distributed as N(~*,I:*) and let the population squared 
multiple correlation coefficient between X1 and X*{ 2 ) be given by 
(1.1.5) P*2 
1 • 2 , • • • ' p 
·~* *-1~* 
= P*2 = L11I:22 L21 
I:tl 
where I:* is defined in the same way as I:. 
let X( 1)' X( 2), ... ,X(N) be a random sample from X*, 
then the m£e of P* 2 is given by 
(1.1.6) R*2 
1 • 2 , • • • , p 
We make the assumption that X and X* are independently 
distributed and so are the samples independent. Alternatively 
X* could be the same variables as X, but the two samples 
could be from two different but independent time periods; or 
X(
1
), ••• ,X(N) could be a repeated experiment (independent) of 
random vector X. 
1.2 TESTING THE EQUALITY OF TWO MULTIPLE CORRELATION 
COEFFICIENTS 
The problem of interest is to test 
( 1 • 2•. 1 ) Ho: P2 = P* 2 against H1: P2 'f P* 2 • 
To test the above hypothesis we consider the following 
two test statistics based on the sample correlation coefficients 
( 1 • 2 •. 2) ." V E -~ 
R*2 
· and 
1.3 
(1.2.3) w = 
The following two situations are of importance. 
first case is when we consider the variables X(z) and 
to be held fixed. The conditional densities of V and W 
for fixed X(z) and X*(z) are then of interest. The 
sec6nd case is when X(z) and X*( 2 ) are not fixed. Both 
situations are of practical importance. 
If Rz • N-n then ~ conditionally on 
1-Rz. p-1 
A2 z has a non-central F-distribution with p~l 
and N-p degrees of freedom and noncentrality parameter 
(Anderson (1958) p.93)). 
(1.2.4) A = 
where 
(1.2.5) 
and 
(1.2.6) 
Similarly conditionally on has a 
noncentral F-distribution with p-1 and N-p degrees of 
freedom and noncentrality parameter 
(1.2.7) 
where 
_A* __ = D*A* D*' 
..., 2 z..., -· 
1 . 4 
(1.2.8) Q* = '<;"* 1:*-1 IJ L12· 22 
and 
(1.2.9) a* 2 = a* = 1:* -1:* 1:*- 1i* 11,2 11 12 22 21 
The statistic W given by (1.2.3) was first considered 
by Schumannand Bradley (1957) under the assumptions that 
( i) a 2 = a* 2 
and 
Since cr 2 = 1:11(1-P 2) and cr* 2 = rr1(1-P* 2) the 
assumption (i) is not a trivial one because a change in the 
multiple correlation coefficient will probably affect the con-
ditional variance as well. The second assumption implies 
that the same set of independent variables is chosen for the 
second set. When the variables are fixed this assumption 
may be reasonable, but when the variables are random then the 
assumption is not feasible at all, since in this case A22 and 
A~ 2 have independent Wishart distributions, which will have 
an effect on the distribution of W. The conditional density 
function of W for given X( 2) and X*( 2) is given by 
Schumann and Bradley (1957) as 
(1.2.10) ( e -A-A*Ioo Loo Ar A*S g w,a,b,A , A*) = --1 • --1-r=o·s=o r. s. 
[B(a+r,b)B(a+s,b)]- 1 wa+r- 1 ~ H(w;a,b,r,s) 
where 
1.5 
(1.2.11) (i) 0 < w < 00 
· ( 1• 1·) H( ) H( b ) = (w-l)-(2a+2b+r+s-l) w : = w;a, ,r,s 
Jw lx-l)2a+r+s-l(w-x)2b-lx-(a+b+r)dx 
1 
with 2a = p-1 and 2b = N-p 
Schumann and Bradley also tabulated the function 
·w 
(1.2.12) G(wo; a,b,A = A*) = J 0 g(w) dw . 
0 
The question which arises is, when are we able to use the 
tables of Schumann and Bradley to test the hypothesis (1 .2.1), 
For large N, 
1 
and · N-l A~ 2 ~ L:~ 2 
then 
we may suppose that 
N -1 P 2 
A. = -2- . ( l ~ p 2 ) A* = N-1 P*
2 
-2- . (l-P*2) 
and hence, if Ho is true we can use the above tables to test 
if H0 : P2 = P* 2, or equivalently if Ho: A= A* 
Since the assumptions of Schumann and Bradley a~e rather 
restrictive in a practical situation, the unconditional distri-
bution of W will be derived. 
independently distributed as 
Since 2A 
p2 x2 (l-P2) N-1 
v a r ia b 1-e s -r~ s p·e c t i v e·l y-; - ( ref e r -to ( 1 . 2 .- 4 ) 
have, after taking expectecLvalues .oy.er 
and 2A* are 
and P* 2 (l-P*2) XN-1 
and (l.2.5n:. He 
1.6 
(1.2.13) 
with and ¢* = 
from (1 .2.10) the marginal density of W (for the unconditional 
case) 
a+r-1 ( ) 
·w H w;a,b,r,s 
with a,b and H(w). defined as in (1.2.11) 
To test the hypothesis Ho: P 2 = P* 2 it is necessary 
to tabulate 
G(wo,a,b,P 2 = P* 2 ) = Jwo g(w)dw . 
0 
It is extremely difficult to tabulate the above function be-
cause of the complicated expressions involved. In what 
follows the moments of W are given which may be useful for 
approximating the exact percentage points. 
result is also given in Section 1.4. 
An asymptotic 
We compute now the h-moment of g(w): = g(w;a,b,P 2 = P* 2 ). 
Under Ho we have 
E(wh) = Joo g(w)wh dw 
0 
or 
(1.2.15) 
where 
1 . 7 
. r(~fN-1)+r~ · r(~(~1_}+s) . I·wfr~s~ 
r ~{N-1) . r{~(N~ 
a+r+h-1 w H(w;a,b,r,s) dw . 
So we need to compute the integral 
00 
(1.2.16) f a+r+h-1 ( ) Iw = w H w;a,b,r,s dw 0 .. 
where H(w) as in (1.2.11). 
The integral H(w) appearing in (1.2.16) may be written 
in terms of hypergeometric functions following Erdelyi (1953, 
p.115). Then with transformation y = ~~=~i when 0 < w < 1 
and Y = w(x-1) {w-x) when 1 < w < 00 • 
(1.2.17) 
and 
{1.2. 18) 
H(w) = Joo y2a+r+s-1· (l+wy)-(a+b+r)(l+y)-(a+b+s) dy 
0 
= 8(2a+r+s,2b)2Fl[a+b+r,2a+r+s; 2a+2b+r+s; 
(1-w)], 0 < w < 1 
J
oo . -(a+b+s) 
H(w) = w-(2a+r+s) Y2a+r+s-l(l+~) -
0 
·(l+y)-(a+b+r) dy 
= w-( 2a+r+s) B(2a+r+s,2b)2Fl[a+b+s,2a+r+s, 
2a+2b+r+s l~] 
' w ' 
1 < w < 00 
1.8 
.Case (i) 0 < ~ < 1 
From (1.2.16) and (1.2.17) we have 
(1.2.19) J
1 a+r+h-1 I = B(2a+r+s,2b) w 2F1[a+b+r,2a+r+s; w 
0 
2a+2b+r+s; (1-w)] dw 
or 
(1.2;20) Iw = B(2a+r+s,2b)I;=o 
(a+b+r)e(2a+r+s)e J' a+h+r-l 
{2a+2b+r+s) p! w p 0 
·(1-w)P dw 
If we set 
1 
(1.2.21) I a = Jo w 
a+h+r-1 (1-w)P dw 
= B(a+h+r,p-1), a+h+r,p > 1. 
Combining (1.2.15), (1.2.20) and (1.2.21) we have 
(1.2.22) E ( w h ) = ( 1 - P 2 ) N - 1 I;=o . I;= 
0
( P 2 ) r + s [ B ( a+ r , b ) B ( a+ s , b ) ] - 1 
r(~~N-1)+r)r(~(NM~J;r!s! 
r ~ ( N - 1 ) r ( ~ ( N - 1--rr--
(a+b+r) (2a+r+s) \00 . p . p 
·B(2a+r+s,2b)L.p=o (2a+2b+r+s) p! 
p 
·B(a+h+r,p-1) 
Case ( i i) 1 < w < oo 
From (1.2.16) and (1.2.18) we have 
(1.2.23) 
(a+b+s) (2a+r+s) 
I: = B(2a+r+~,2b)I~=o (2a+2b+~+s) a! a 
a 
Joo wh-a-s-a-1(w-1)a dw 
1 
But 
(1.2.24) 
1.9 
= rlOwh-a-s-cr-1 (w-1)0 dw 
1 
= L~=o (~)(- 1 )cr-k J~ wh-a-s-cr-1+k dw 
,a (cr)(-1)cr-k-1 1 , h-a-s-cr-1+k<O 
= Lk=o k h-a-s-cr+k 
Comb i n i n g ( 1 . 2 . 1 5 ) , ( 1 . 2 . 2 3) and ( 1 . 2 . 2 4) we have 
r(ifN-1)+r)r~~(N-1)+s) B( 2a+r+s, 2b) r ~ ( N - 1 ))r ( 2 N - 1 ) ) 
(a+b+s) (2a+r+s) 
\oo cr cr ,cr (-l)cr-k-l(cr) 
La=o (2a+2b+r+s) cr! Lk=o k 
cr 
1 
h-a-s-cr+k 
We assume h-a-s-cr-l+k is an integer number with h-a-s-cr-l+k<O. 
It is important. to remember that both multiple correlation 
coefficients are assumed to be nonzero. If one of the coeffi-
cients, say, P2 = 0, then it is only necessary to test if 
one uses 
F = !i:.2_ p:T 
To test this hypothesis 
and rejection of Ho: P* 2 = 0 will also imply that P2 r P* 2 • 
1 • 1 0 
1.3 TESTING THE EQUALITY OF TWO MULTIPLE CORRELATIONS WITH 
CERTAIN ASSUMPTIONS ABOUT THE COVARIANCE MATRICES 
The same assumptions are made as in Section 1.1 with 
the exception of the covariance matrices which have the 
following forms: 
I: = and 
We are interested in testing the hypothesis Ho: P2 = P* 2 
which is equivalent to testing Ho: I:12 = I:t 2. 
In order to test the above hypothesis we use the 
(1.3.1) 
The maximum likelihood ebtimates of 
p2 
P*2 
in (1.3.1) is given 
by 
(1.3.2) 
If X( 2) and X*( 2) at·t· held fixed then the conditional 
-1/\ -1 A12A22"~1 and A*12A*22 A*21 di st-ri buti on s of ~::....;....;...-....... _ are noncentral 
a*2 
x2-distributions, with 
centrality parameters 
p-1 degrees of freedom and non-
A .:· t= - 1- a A 2 2 a I and A* = - 1 -a* A* a* I 
2a2 2o*2 2 2 
where a 2 , B as in (1.2.6) and (1.2.6), while 
1 . 11 
N o t i c e t h a t u n d e r H o : .P 2 = P * 2 we h a v e .a 2 = o.* 2 a n d 
fj = S*. 
1 
N-l A22 ~ 
But unfortunatley only when N is large we will have 
~ l A* ~ ~ . d tl ~22' N-l 22 - L22 an consequen y .A ~ .A* under 
Ho. Thus the conditional as well as the unconditional density 
of V is of interest. Since the conditional density of V 
is the density of the ratio of two.noncentral x2 variables, 
we have 
{1.2.3) 
-.A* .A*s 
e sr- B[~(p-l)+r, ~(p-l)+s] 
v ~ { p- 1 ) + r- l { 1 +v) - ~ ( p- l + p- l ) - r- s 
Hence P{v :5._ Vo I .A= .A*)= Jv 0 f{viX( 2 )= x( 2 ), X*:(2 )= x*( 2 )) dv 
0 ' 
can be found, {Johnson and Kotz (1970, p.197)). Provided 
that N is large and under the null hypothesis P2 = P* 2 and 
.A = .A*. To find the.unconditional density of V we again 
proceed as in Section 1.2 (see {1.2.13)) by computing the 
necessary expectations. 
This gives the unconditional density of V under Ho as 
{1.2.4) f(v) = (l-P2)N-lv~(p-1)-l(l+v)-(p-1) 
N-1 N-1 
oo oo r ( p - l + r + s ) r ( -y-+ r ) r ( -y-+ s } . 
Lr=oLs=o (r(N21))2r((p2l)+r)r.((p2l))+s)r!s! 
1 . 12 
The above density can be written in the following form 
(1.2.5) f(v) = (l-P 2 )N-lv~(p-l)-l(l+v)-(p-l){f(~(p-l) 
-r(~(p-1))}- 1 .r(p-1) 
·or finally 
(1.2.6) f(v) 
N-1 · N-1 ·J:.;=oL~=o (p-l)r+s(--z-)s{-z-)r (vp2)r(p2 )s 
( ~ ( p- 1 )~ ( ~ ( p- 1 ))s r ! s ! · 1 + v 1 + v 
= (l-P 2)N-l v~(p-1}-lr(p-1) 
r(~(p-l)r(~{p-l))(l+v)(p-l) 
In order to compute the moments of f(v), i.e. 
(1.2;~) E{vh) = Joo vhf(v) dv 
0 
we need to compute the following integral 
(1.2.8) 
00 • 
I = J v~{p-l)+h+r-l{l+v)-{{p-l)+r+s}dv 
0 
= B(~(p-l)+h+r,~(p-1} +s-h), ~h+r<p-1+r+s 
For computation of (1.2.8) (see Erde1yi (1954, p.310)). 
Combining (1.2.6), (1.2.7) and (1.2.8) we have 
N-1 N-1 
h = r {p-1) (l - p 2 ) N - 1 oo oo ( P - 1 ) r + s ( -z:-) s C---z) r P 2 r+ s 
E ( v ) r ( ~ ( p- 1 ) r ( ~ ( p- 1 ) ) l. r= o Is= o ( ~ ( p- 1 ))r ( ~ ( p- 1 ) ) 
5 
r ! s ! .( ) 
·B(~(p-1)+h+r,~s!h) 
for P2 1+h+r<p-)+r+s 
1 • 13 
1.4 ASYMPTOTIC RESULT 
In this section we will give ·an asymptotic result for 
the ratio which can be used for testing the hypothesis 
Fisher {1928) has shown that for N-large NR 2 is asymp-
totically distributed as 
meter A= ~ P2 • 
We have 
{1.4.1) 
= 
X ,(2) {A*) p-1 
X I {?){A) 
p-1 
p-1 
Xp~{ ){A*) 
. p-1 
with noncentrality para-
which is distributed as doubly noncentral F with p-1, p-1 
degrees of freedom and noncentrality parameters 
• 
If both numerator and demoninator are approximated 
(Johnson and Kotz {1970, p.l97)), the approximating distribu-
tfon is that of 
. -1 (1.4.2)V*= l·+A(p-1) F 
1 V VJ ~ + A*(p-1)- ' 
where 
l. 14 
(1.4.3) v = {p-l+~.) 2 (p-1+2~)- 1 and 
v' = (p-l+~*) 2 (p-l+2~*)- 1 
We can express (1.4.2) and (1.4.3) in terms of the multiple 
population correlation coefficient taking into account that 
under Ho: P2 = P* 2, so we have 
l + N p2 
{ 1.4.4) V* = 2{E-n . F . v,v• 
l + N p2 2(p-l) 
with 
1.5 AN EXAMPLE (Bradley and Schumann) 
We consider regression equations of the form 
y = a + biXi + b2x2 for two solvents, cyclohexanol and methy 
ethyl ketone. We are interested in comparing the dependencies 
y, on the physical properties of the phases o~ the two 
different solvents. Suppose that two samples were taken and 
the following regression equations were found 
1. Cyclohexanol 
y = 1,0286 + 1,0931Xl + 0, 1736X2 
2. Methyl ethyl ketone 
y= -2,8715 + 0,8712Xl + 0,523X 2 
The corresponding squared multiple correlation coefficients 
are R2 = 0,571 and R* 2 = 0,486 with 2 and 34 and 2 and 31 
1 . 1 5 
degrees of freedom respectively. 
We would 1 ike to test 
H o: p2 = P*2 versus H 1 : 
v NR = 0,571 37 = 0,486 N*R* 34 
We calculate now 
where 
V* = 1+>-(p-1)-i 1 Fv,v* l+A*(p-1)-
A = !! p2 
2 
= 
p2 f P*2 at 0,05% level. 
1 '2 8 
v = (p-l+A) 2 (p-1+2A)- 1 , v' = (p-l+A*) 2(p-1+2A*)- 1 • 
We have - 37 -A - ~ 0,571 - 10,56, 
l+A(p-1)- 1 
l+A*(p-1)- 1 
= 1+10,56 2 - 1 
1+8,26 2- 1 
>.* = ~4 0,486 = 8,26 
= 6,28 = 
5,13 1 '2 2 
v = ( p- 1 +A ) 2 ( p - 1 + 2 A) -.1 = ( 2 + 1 0 , 2 6 ) 2 ( 2 + 2 · 1 0 , 2 6 ) - 1 = 6 , 6 7 ~ 7 
v'= (p-l+A*) 2 (p-1+2A*)- 1 = (2+8,26) 2 (2+2·8,26)- 1 = 5,6 ~ 6 
From the tally F o_ ' o ·s = 4 2 1 .,~ ' 
? ' 6 
so V* = 1,22·4,21 = 5,14 
Since V*=5,14>1,28 = V we do not reject H0 • 
2. l 
C H A P T E R T W 0 
TESTING THE EQUALITY OF TWO 
MULTIPLE CORRELATION MATRICES 
2.1 INTRODUCTION 
Consider two p-dimensional vectors X = X1 and 
X* = X* 1 
X* 2 
X* 
. p 
distributed as and respectively. 
Let X( I)' X( 2 ), ••• ,x(N) and X( 1)' X( 2 ), ••• ,X(N)' 
N > p be two random samples of N-observations on X and X* 
furthermore let A= I~= 1 (X(a)-X)(X(a)-X) 1 and 
A*= I~= 1 (X(s)-X*)(X(s)-X*) 1 be the Wishart matrices .. Then 
X, X* and A A* N' N are the maximum likelihood estimates of 
~' ~* and L, L* respectively. 
Let X, X* be partitioned int6 two sets, i.e. 
2. 2 
and X*= (X*(
1
))' 
X*( 2) 
where and X* ( 1) have 
q- components, while x(2) and X*( 2) have r-components. 
Note that q+r = p and q < r. Partition I, L:* and A, A* 
accordingly, that is 
L = C" "") L:* = c:~ Ltz} I21 l:22 L:~2 l:21 
and 
A = r~~ A12) A* 
= r· Atz) 1 1 
A21 A22 A~l A~2 
where L: 1 1 , L: t 1 , A11 and Afl are qxq matrices, L: 1 2 , 
·r* 1 2 , A12 and A~2 are qxr matrices, and l:22, I!2' A2 2. 
and A~2 are rxr matrices. 
Since A11 is positive definite (A is positive definite) 
let be the positive definite square root of Any 
type of matrix square root may be considered. For example 
~ A 1 1 may be defined as ~ A 1 1 = .6.0~.6.. where .6. i s an orthogonal 
matrix, D = diag(a 1, •.. ,aq) and a 1 , ... , aq are the charac-
teristic roots of A11 or A11 may be defined as ~ A11 = T 
where A11 = TT I, T is a nonsingular matrix and can be 
triangular. With the first definition A~ 1 1 is symmetric but 
this need not be the case with the second definition. In an 
expression such as A11 G A11 we adopt the convention that the 
postmultiplier i~ 1A11) •. 
The generalised multiple correlation matrix 
2.3 
(2.1.1) 
was defined by Khatri (1964) as a measure of the correlation 
between the two sets of variables X( 1 ) and X( 2 ). The 
population generalised multiple correlation matrix can similarly 
be defined as the matrix 
(2.1.2) 
and it is obvious that R is the maximum likelihood estimate 
of P. 
The matrix R. has many interesting properties. 
For q = 1, r = 1 and p = 2, (2.1.1) reduces to 
R = the square of the correlation coeffi-
'cient between xl and x2. For q = 1 and r = p-1, 
R = r 2 the square of the multiple correlation coefficient 
1 • 2 ••• p 
between X1 and (X2, ... ,Xp) (see Anderson (1958)). It is 
because of these relationships between R and the correlation 
and multiple correlation coefficients that R was defined as 
the generalised multiple correlation matrix (Khatri (1964)). 
Note that for X*~ N(~*,L*) the sample generalised 
• 
multiple correlation matrix and the population generalised 
multiple correlation matrix are given by 
(2.1.3) 
and 
(2.1.4) respectively. 
2.4 
In what follows we assume: 
(i) X and X* are independently distributed although they 
could be the same variables but at a different time 
period. 
(ii) The sample sizes are identical . 
. We are interested in testing the hypothesis 
.( 2 • 1 . 5 ) Ho: P = P* versus H1: P "f P*. 
In order to test (2.1.5) we will consider scalar functions of 
the ratios P·P*- 1 or P(P+P*)- 1 given by . 
(2.1.6) ( i ) IPP*- 1 1 
( i i ) tr(PP*- 1) 
(iii) IPl~ll 
( i v) tr(P(P+P*)- 1) 
(v) *fU-) 
( i v) tr(P)- tr(P*) 
The m.~.e of the scalar functions in (2.1.6) are given 
by (2.1.7) accordingly 
(2.1.7) (i).IR·R*- 1 1 
(ii) tr(RR*- 1 ) 
(iii) I Rl~ll 
(iv) tr(R(R+R*)- 1 ) 
( ) tr(R) v tr(R*) 
(vi) tr(R)- tr(R*) 
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2.2 ZONAL POLYNOMIALS 
In this section we briefly state results on zonal poly-
nomials, which will be used in sequel. 
Zonal polynomials are by now too well known to require 
any special introduction. The fundamental theory can be 
found in James (1960 ,1961), Constantine (1963) and more 
recently in Subrahmanian (1976). 
Definition 2.2.1 
A partition K = (ki, k2 , ••• ,kp) of the integer k 
into p parts is a set of integers k1 ~ k2 ~··. ~ kp > 0 
such that \~ k. = k. 
'-1=1 1 (Here the Greek characters denote a 
partition of the corresponding Roman character.) 
The zonal polynomial C (S) 
K 
is defined as the component 
of (tr S)k in the subspace Vk being the vector space of 
homogeneous polynomials ¢(S) of degree k in the 
' 1 
n = 2 p(p+l) different elements of the pxp symmetric matrix S. 
Being invariant under the orthogonal group, i.e. 
it is a symmetric homogeneous polynomial of degree k in the 
latent roots of S. If S is symmetric and R i's positive 
definite we define CK(SR) = CK(R~SR~) where R~ is the 
positive definite square root. This definition is true since 
·· SR and R~SR~ have the same latent roots. 
(".--
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Note for b scalar. 
We introduce now the notation 
{2.2.1) 
We can also write (2.2.1) as 
(2.2.2) ( t) 
K 
where 
and 
rP(t,K) = nP(P-l)/ 4 rrj= 1 r(t+kj-(j-l)/2) 
= rP(t)(t)K 
Lemma 2.2.1 (James (1960) and Constantine (1963)) 
Let S, T be pxp symmetric matrices. 
Then for H E O(p) 
where dH is the invariant Haar measure on O(p)' normalized 
to make the volume of the group manifold unity. 
Lemrna-2.2~2- (Constantine 1963) 
Let R : pxp be a positive def~nite symmetric matrix 
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and let T : pxp be an arbitrary symmetric matrix. Then 
J 
etr(-RS)!Sit-~(p+l)C (TS)dS 
s>o K 
where the integration is over the space of all positive de-
finite matrices, and valid for all t > ~(p-1). 
Lemma 2.2.3 (Constantine 1963) 
If R is any positive definite matrix pxp then 
Lemma 2.2.4 (Constantine 1966) 
If s pxp is a symmetric matrix, then 
C (S)C (S) 0 = L 0g C0(S) K T K,T 
where K,T and 0 are partitions of k,t and d = k+t, 
respectively, into not more than p.parts. The coefficie~ts 
g~,-r have been tabulated by Khatri and Pillai (1968) for all 
partition of k+t up to order 7. 
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lemma 2.2.5 (James 1964) 
If S is a symmetric pxp matrix, then 
where K* is a partition of k into not more than p-parts. 
The order < is lexicographic and is d~scribed in James (1964). 
Lemma 2.2.5* (Khatri and Pillai 1968) 
let G = diag(gi, ... ,gr) and further let G1 = diag(l,G). 
Then 
Definition 2.2.6 (Herz (1955}, Constantine (1963), James (1964)) 
If S : pxp and T : pxp are symmetric matrices, we 
define the hypergeometric functions of single and double 
argument 
(2.2.3) 
and 
(2.2.4) 
oo (a1) ... (am) 
= I - ~ K K k-o K \b1) ... (bn) 
K K 
C (S)C (T) 
K K 
k!C (I) 
K 
Note the following conditions for convergence of the series. 
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(i) m ~ n + 1; otherwise the series may only converge 
for S = 0. 
(ii) If m = n+l the series converge for IA1I < 1 
wher~ Al is largest latent root of ~· in (2.2.3) 
or of S·T in the case (2.2.4}. 
(iii) If m < n the series always converge. 
(iv) The a . 1 and bj are arbitrary numbers but none of 
the bj may be integers or half integers less than 
~(p-1), otherwise some of the denominators vanish. 
(v} If one of the a. 1 is a negative integer, a-q say, 
then for k > p q + 1 all the coefficients vanish 
so that the function reduces to a finite polynomial 
of degree p q. 
Lemma 2.2.7 (James (1961)) 
For S : pxp symmetric 
0
F
0
(S) = etr(S) 
co CK(S) 
= }.k=OLK k! 
Lemme 2.2.8 (Herz (1955)) 
lFo(a,S) = II-SI-a 
co (a) CK(S) 
= \ L _....:....:K.-:.:--
"k=o K k! 
·-------- ---------- -
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Lemma 2.2.9 (Anderson (1958) p. 318) 
If the symmetric matrix S has a density function of the 
form g(At, ... ,Ap), where At > ••• > Ap are the latent roots 
of S, i.e. the density function depends only on the roots, 
then the joint distribution of the ordered roots is 
(2.2.5) - -1 J:ip2 . h(Al, .•. ,AP) - {rp(J:ip)} n g(Al, ... ,AP)aP(nA) 
where nA = diag(Al,···,Ap) 
and 
Lemma 2.2.10 (Sugiyama (1967)) 
then 
If 1 > A 2 > • • • > Ap > 0 and 
nA = diag(A2, ... ,Ap) 
1 n = A 
(2.2.6) 
• 
= (pt+k) rp(l.ip)rp(t,K)rp(l.i(p+l)} 
TI%P
2
f (t+J:i(p+1),K} p 
Lemma 2.2:11 (Khatri and Pillai (1968}) 
If AK denotes the integral 
(2.2.7) 
where 
(2.2.-8) 
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f ISI~(t-p-l)CK(S)ap(S)ds2 
D 
S = diag(s 1 , ••• ,sp)' 
s = 1 - '~ s. and D is given by 1 L.1=2 1 
' 
D =·{silO< sp < •.. < s 1 }, then 
A K = { r P ( ~ t) r P ( ~ p ) ( ~ t ) K c K ( I P ) } 1 · { rr ~ P 2 ( ~ t p ) K rp( ~ t p ) } 
Definition {2.2.12) (Greenacre 1973) 
The symmetrised density of the positive definite 
symmetric matrix A pxp is defined as 
f f(HAH I )dH 
o(p) 
where A has the density function f(A). 
The symmetrised 'density satisfies the conditions of the 
density function and has the following property: 
Theorem (2.2.13) (Greenacre 1973) 
Let ¢ be a function of the random matrix A pxp 
such that 
¢ (A) = ¢ ( H I AH) H E O(p) . 
Then the distribution of ¢{A) is invariant with respect 
to symmetrisation of the density of A. 
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Corrollary 2.2. 14 (Greenacre 1973) 
The moments of IAI. 11-Aj, tr(A) are identical for 
f(A) and fs(A). 
~orrolary 2.2.15 (Greenacre 1973) 
· The distribution of the latent roots of A is identical 
for fs(A) and f(A). 
The following two theorems are extensions of those 
given by Anderson (1958) for the central distribution. 
Theorem 2.2. 16 (Gupta 1971) 
linear 
In the noncentr~1/case the likelihood ratio statistic 
u is distributed as n~ lx., where xl is independ-p,n,m 1= 1 
ently distributed ~s 
and 
• 
S(xl;A 2 ,m,n,1) = (B(~m,~n))- 1 x?m-l(l-x 1 )~n-l 
~).2 
e- 1Fl(~(m+n);~n;~). 2 (l-xl)) 
x. 
1 (i = 2, .•. ,p) are independently distributed as 
B(x 1 ; m+l-i,n) c: (B(~(m+l-i),~n)) 
-1 
x{(m+l-i)(l-x 1 )~n-l , 0 < x. < 1, - 1 - m > i . 
Theorem 2.2.17 (Gupta 1971) 
In the noncentral linear case L.R statistic .u 2 r,n,m 
is distributed 
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1 ike r-1 2 X1Tii= 1 Vi X2r where is independently distributed 
as a(xl;A. 2,m,n,1), Vi (i = 1,2, ..• ,r-l) 
a(yi; 2(m-2i),2n) and x2r distributed as 
are independently 
is independently 
distributed as f3(X 2r; m+l-p;n). U2S+J,n,mis distributed as 
X1TI~=l Yi where X1 is distributed as 6{xl;A. 2,m,n,l) and 
Y; {i = 1,2,.~.,s) are independently distributed as 
a(yi~2{m-2i),2n). 
It is important to note that since U can be p,n,m 
written as a product of Beta variables it follows 
Clearly from the above relation it follows that -log U p,n,m 
is the sum of independently distributed random variables and 
therefore the distribution can be obtained by taking successive 
convolutions, provided, as Gupta (1971) points out, the pro-
cedure yieldsexpression which can be integrated easily at 
each stage. 
2.3 TESTING THE EQUALITY OF TWO MULTIPLE CORRELATION 
MATRICES WHEN r11 = rt 1 , r22 = r~ 2 and r12 = r21 = 0 
• 
In this section the covariance matrices are given as 
and r* = 
The hypothesis given by (2.1.5) becomes 
(2.3.1) 
2.14 
In what follows we give some tests for testing (2.3.1). 
(i) The likelihood ratio test, (Wilks· (1932) and 
Anderson (1958)) is 
(2.3.2) w = I A* I IAt1IIA~2I 
• 
If the null hypothesis is true, then W is distri-
buted as Uq~r,N-l the criterion for testing a 
hypothesis about regression coefficients. For 
further details see .(Anderson (1958) Chapter 9). 
(ii) In terms of Roy's union-intersection technique 
(Roy (1957)} the hypothesis (2.3.1) can also be 
I 
stated as 
Ho: p~ = 0 versus H1: Pi I 0 
where p~ is the largest canonical correlation 
coefficient between the two sets X*{ 1 ) and X*{ 2 ). 
SHe also {Morrison {1976) pp. 253-259). 
{iii) P1llai {1958) proposes the following criteria 
V(q) = trR* and V{q) = tr{R"fi-R")- 1) • 
2.4 TESTING THE EQUALITY OF TWO MULTIPLE CORRELATION MATRICES 
WHEN THE DIAGONAL SUBMATRICES ARE THE SAME, WHILE OFF 
DIAGONAL SUBMATRICES ARE DIFFERENT 
For t, t* we have 
); 1:: and 
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In order to test the hypothesis given by (2.1.5) we must test if 
(2.4.1) 
We set then the mte 
of is given by 
Conditionally on. A22 and A; 2 we have that B1 and B2 
are distributed as non-central Wishart distributions 
W(~1,t1,r) and W(~2,t2,r) respectively (Theorem 4.3.2 
Anderson (1958), Constantine (1963), James (1964)). 
Note that ~1,t1 and ~2,t2 are given by (2.4.3) and 
(2.4.4) respectively. 
(2.4.3) r 1 1. 2 l:11 -1 ~1 = = - L12E22L21 
.1 = 
-1 . I ~1 B1A22B1 
- 1 B1 = LI2L22 
and 
(2.4.4) ~2 * r 11 = r 11.2 = 
• -1 
.2 = ~2 .fhA22B2 
-1 B2 = E!2r22 
More specifically we have 
(2.4.5) 
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where cl = 1 and Bi > 0 . 
Similarly 
(2.4.6) 
where c2 = 1 and B2 > 0 . 
In order to get the unconditional densities of B1 and 
82, we will ·multiply by the densities of A22 and A~ 2 
accordingly and we will integrate with respect to A22 and· A~ 2 . 
But A22 ~ W(E22,n) and A~2 ~ W(E22,n), i.e. Wishart 
distributions. So for the unconditional density of B1 and 
B 2 we w i 11 have 
(2.4.7) f(Bt) = I f(B1,A22) dA22 
A22>0 
= J f(B1IA22) f{A22) dA22 
A22>0 
and 
f{B2) =· J f{B2,A! 2) dA! 2 
A* >0 22 
= J f{B2jA~ 2 ) f{A~ 2 ) dA! 2 
A~ 2 >0 
Now we compute· the density of B1. 
~oint density of B1, A22 is 
\~e have that the 
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(2.4.9) 
I l ~(n-r-1) ( -1 ) A22 · etr -~E22A22 
where 1 
If we integrate now with respect to A22 we have 
J IA22I~(n-r- 1 )etr(-~¢1)etr(-~r;~A22) 
A22>0 
where Ct as in (2.4.9) 
Lemma 2. 4. 1 
Let Ak = f I ~~(n-r-1) ( ) ( -1 ) A22 · etr -~¢1 etr -~E22A22 
A22>0 
oFd~r;~¢11/Ji" 1 B1) dA22 
with ¢1 , 1/Jl as in (2.4.3). Then 
where E12, E22 and E21 are the submatrices of 
r-1 
= c·, "12) and E-1 is the inverse of E • 
E21 E22 
.. 
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Proof 
We can write Ak as 
(2.4.11) Ak = J 1A22I~(n-r-l)etr{-~(r;!. 2 B1A22B~+Ii: A22) 
A22>0 
of1(~r;\Ii1.2B1A22Blii].2B1)dA22 
= J IA22I~(n-r-l)etr(-~(B!Ii:.2B1+I;~)A22) 
A22>0 
To evaluate {2.4.11) we make the transformation 
A22 = r12 s r12 with J(A22~s) = II22I~(r+l) and then we 
use Lemma 2.2.2. So finally we have 
The expression {2.4.12) can be simplified if II- 1 = 1. then 
I11•2 = (I 11 )- 1 and B1 = I12Ii~ = -(I 11 )- 1 I 12 . 
• 
It is easy to show that I(Ir+A~-~n = II -PI~" 
consequently 
From (2.4.12) and (2.4. 13) we have 
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From (2.4.10) and Lemma 2.4.1 we have 
where C* = 2 
Similarly for 82 we have 
where C* = 3 
But 81, 82 are independently distributed and so we have 
( 2 . 4 • l 6) f (B ~, B 2 ) f(BI)·f(B2) 
= CoiB~I~(r-q-l)IB21~(r-q-l) 
where Co = 
n1 = L:l2(L:22)- 1 L:21 and-- ----n 2 = L:*l2(L:*22)- 1L:*21, 
I*-ll:* =I and .L:*-1·;:;= (I*ll L:*l2\ 
\ l: * 2 1 l: * _2 2} 
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We now make the transformation 81 = 8~V8~ with 
J(81 + V) = j82l~(q+l), then we will get the joint density 
of 82 and V. If we integrate over 82 we finally get 
the density of V. So for the density of V we have 
(2.4.17) f(V) = CoiVIi~-q-l) J l82lr-~(q+l) · 
82>0 
where Co, n1 and n2 as in (2.4. 16). 
If we expand the hypergeometric functions, we will have 
(2.4.18) f ( v) = CoiVI~(r-q-1) f l82lr-~(q+l) 82>0 
etr(-~~1 1 8~V8~)etr(-~~; 1 8 2 ) 
rlO L (~n) CK(~Ql8~V8~) K 
·k=o K 1~r) k! K 
).~=oLa 
(~n) a C ( ~Q 2 B 2) d 8 2 1~r) s! a a 
where Co, Ql and Q2 as in (2.4.16). 
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To find an explicit expression for the density of V, 
does not seem possible. However, we can compute the hth 
moment of I V I as f o 1 1 ow s . 
We have 
(2.4.19) 
=co J .lviH2h+r-q-l) J j82lr-~(q+l) 
~>0 82>0 
oo (~n)o(~)s 
I s =oro ( ; r ) s ! Co {!;h8 2 -) 
0: 
. oo {~n)K(~)k Ik=orK-(~n}Kk! CK{n18~V8~) dVdB2 
lf we integrate first over V and then over 82, we will 
obtain the hth moment of lVI. In order to integrate over V 
we need to compute the following integral 
(f.4.20) 
• Using Lemma 2.2.2,we have 
(2.4.21) 
In order to integrate over 82, we must compute the 
following integral-
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(2.4.22) 
here we assume ~(r-2h) > ~(q-1). 
Combining (2.4.19), (2.4.21) and (2.4.22) we have finally 
Now using the well known relations, that if LL- 1 =I then 
we have that 
We can rewrite (2.4.23) in view of the above as 
2FI(~n,Hr-2h); ~r; P*) 
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Given the moment sequence E(IVIh) of the random variable 
lVI it can be shown that the density function which has these 
moments exists in the form of the inverse Mellin transform. 
(2.4.25) f(IVI) = ~ 
L 7T1 
p E(lVIh)IVI-h-l dh. 
L 
f(IVI) is the density function if we can show that the moments 
determine the density function uniquely. For example if 
0 < I V I < 1 we c a n s h ow t h a t t he i n v e r s e M e 1 1 i n t r a n sf o rm i s 
the density of lVI by virtue of Carleman's theorem which we 
quote here. 
Theorem 2 • 4 • 2 If {~h} is a moment sequence such that 
1 
\(X) 1 '211 Lh=l(~ 2 h) is divergent, then at most one distribution has 
the moment sequence {~h}. 
Without loss of .generality we may assume 0 < IB1I < lB2l, 
so t h a t 0 < I V I < 1 , and hence f rom ( 2 . 4 . 2 4 ) and ( 2 . 4 . 2 5 ) 
we have 
(2.4.26) 
where 
c rX> r ( ! n ) f < I vI ) K C (P) = (!r)K k ! a k=o K K 
L~=orcr (!n)cr C0 (P*) (lr) s• 2 cr . 
1 1 ~ (IVII,bl)-h r r 
I v I - TnT r lw 1 I r q ( -z+ h ' K ) r q ( 2-h 'cr ) d h 
c 
a 
L 
= I I-PI n/ 2 1 I -P* I n/ 2 . . 
r q ( ~) r q·< f) 
-----~ --
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(2.4.27) IL = z!; t (lfMrllfh rq(h+2-,oc)rq(2-·h,o) dh 
= ~q(q- 1 )12 2!; ~(~)-hnj=1 r(lr+h+kj·i(j-1)) 
L 
where aj = -(;- 1 + sj - i(j-1)) 
end 
for j = 1,2, ... ,q 
Finally from (2.4.26) and (2.4.27) we have 
with Ca as in (2.4.26) and 
in (2~4.27). 
a., b. for j = 1,2, ..• ,q as J J 
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As is indicated above the densities of Bi, (i = 1,2) 
are extremely complicated being unlike the densities of a 
noncentral Wishart distribution. From the fact that it was 
difficult to derive the density of V = a;~s~a;~ it is also 
difficult to derive the density of say tr(V) or 
tr(B 1(B 2+B1)-l) = tr(V{I+V)- 1 ). But to test the hypothesis 
(2.4.1) one may also consider scalar functions of the follow-
ing type or * lllllll where * lllt lll are the 
largest roots of B1 and B2 respectively. That is, we are 
interested in scalar functions that only depend on the roots 
of B1 and B2. But since the distribution of the roots are 
invariant with respect to symmetrization it is possible to 
symmetrize the densities of the a. 1 first. The resulting ex-
pression will then be much simplified. It will be necessary 
to assume that 0 < tr(Bi) < 1 for· i = 1.2. 
The author will also derive the density of tr(B1)/tr(B2) 
and are known. 
In the latter case it will not be necessary to assume that 
0 < tr(Bi) < 1 for i = 1,2 . 
• 
lemma 2. 4. 4 The symmetrised density of 81 is given as 
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with c! as in (2.4.14), \) a partition of n = k+R. into not 
than parts and \) -l depends -1 more q P A{th ,~h) on lJi1 ,n1 
K,, 
only. 
Proof Using Definition 2.2.12 from (2.4. 14) we have 
(2.4.29) fs(BI) = C~IB1IHr-q-l) J etr(-~lJ!~ 1 HB1H') 
o(q) 
R, 
= C*IB ~~(r~q-l) J 'oo E (-~)~C (,,,-lHB H') 
2 1 lR.=o A A '1'1 1 
o(q) . 
Using the following result by Khatri (1971) 
(2.4.30) 
we finally have the symmetrised density of 81. 
Theorem 2 . 4 . 5 
J..11 > J..l2 > 
The joint distribution of the latent roots 
>J..l ;>0 of 81 suchthat IB1I /-0 is q 
· q ~(r-q-1} f (J..ll , l-l_ . 2 , •• · • , l-l q } = C 3 II • · ( J..l • .. l-1 • } II · 1 l-l • l<J 1 J 1= 1 
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with c3 = II~q
2 II-Pin/ 2 
rq( ~q}rq(r/2} I2¢II r/ 2 and 
Proof It follows from Corollary 2.2. 15 and Lemma 2.2.9. 
Theorem 2.4.6 The density of tr(B1} = W, is 
g ( w} 
which is convergent for 0 < w < 1. 
Proof Consider the joint distribution of the latent roots of 
B1 given by Theorem 2.4.5. We make the following transformation. 
(2.4.31} Ui = ll;/W,. i = 2,3, ... ,q 
u1 = w(1-'.9_.2u.) and t9 1,,. = w · L1- 1 L1= ""1 
The Jacobian of the above transformation is 
q -1 
w, u2, ... ,uq) = w 
Moreover we have 
(2.4.32) lq(q-1} a ( D ll } = n. . ( ll . -ll . } = w 2 II . . ( u . - u . ) q -; < J 1 J 1 < J 1 J 
q Hr~q-1) Hr-q-1 )q q H r-q-1) rr. 1ll· = w rr. 1u. l= 1 l= 1 
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The joint distribution bf u2, ... ,uq and w is given by 
(2.4.33) = C3wq-l w~q(q-l) n .. (u.-u.) 1<J 1 J 
~(r-q-l)q q ~(r-q-1) 
w IT. l u. 1 = , 
If we integrate now with respect to u2, ... ,uq using Lemma 
2.2.11 we obtain the density of w. 
Theorem 2.4.7 The density function of the maximum latent 
root of 81, i.e. J.11 is 
Proof 
= rq(~(q+l))l I-Pin/ 2 
r (Hr+("q+l))l2l/illr/ 2 q 
J.1I~(qr)+k+1-l (~rq+k+1) 
L: 
v 
(r/2)v v -1 
-r-( .._....! -r-( r-+~q""""+.....,l-.-)"T")- C V ( I ) p K ·' A ( lJi 1 'n 1 ) 
v 
Consider the joint distribution of the latent roots 
given by Theorem 2.4.5. We make the transformation 
( 2 . 4 .• 3 4 ) - .m i = - J.1 ; I J.1 1 - , i = .2,3, ... ,q 
2. 3 0 
it is easy to show that 
(2.4.35) a ( D11 ) = n . . ( 11 • -11 • ) = 11 ~ q ( q - 1 ) I I · -llm I a ( llm ) q l<J 1 J 1 q-1 q-1 
q -1 J ( 111 , 112 , ••• , 11 q -t- 111 , m 2 ; ... ,m q) = 11 1 
The joint distribution of m2, ... ,mq and 111 is 
(2.4.36) g ( 111 , m 2 , . . . , m q ) = C 3 11 q - 111 ~ q ( q - 1 ) I I -llm I a q _ 1 ( llm ) 1 1 q -1 
Integrating with respect to m2 , ... ,mq using Lemma 2.2.10, we 
finally ~ave the density of 111. 
Theorem 2.4.8 The density function of tr(B1)/tr(B2) = Z1 is 
f(z 1 ) 
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Hint: Without loss of generality we may assume 
0 < ~r(B1) ~ tr(B2) < 1. Since tr(B1) and tr(B2) are inde-
pendently distributed using Theorem 2.4.6 we can obtain the 
joint density of tr(B1) and tr(B2). If we make the transfer-
mation t~_ tr 2 - Z1 whose Jacobian is tr(B2) and integrate 
over tr(B2) we obtain the density of z 1 . 
Note: The density function of with the 1 arg·e s t 
latent roots of B1 and 82 respectively, can be obtained 
similarly. 
We will now derive the joint density of the roots of 81 
when W1 = L11.2 is known. We have that 81 conditionally on 
A22 is distributed as W(w1 .~h,r), (refer to (2.4.5)). Con-
sequently it is easy to show the joint distribution of the roots 
of B1 conditionally on A22 is 
(2.4.41) 
• 
where 
n9 1 e~<r-q-l) etr(- 1 De) n .. (e.-e.) 1= 1 2 1<J 1 J 
e1 > e2 > ••• > e > o q are the roots of ~~-ew1l = 0 
2.3 2 
In order to obtain the unconditional density of the roots, 
we will multiply g{el,e2, ... ,eqiA22) in {2.4.41) by the 
density of A22 ~ W{L22,n) and then we will integrate over A22· 
More analytically we have 
{2.4.42) 
J IA22Ii(n-r-l)etr(-i~1)oF1('r; i~1,De) A22>o 
with 
We now compute the integral. 
(2.4.43) J /I li(n-r-1)· , -1 -1 I A = A 2 2 e t r , { - i~ 1 L 1 1 . 2 B 1 + L 2 2 ) A 2 2 ) 2 2 A . 22>0 
If we make the transformation 
then (2.4.43) becomes 
• 
(2.4.44) 
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Using lemma 2.2.2 we finally have 
(2.4.45) 
Combining (2.4.42) and (2.4.45) we have 
(2.4.46) 
with 
Remarks 
g ( e 1 ,e 2 , ••• , e q ) = c *II~ 1 e ~ ( r- q - 1 > e t r ( - i De ) II . . ( a . -a . ) e 1= 1 1<J 1 J 
-1 
oF2(ir,in; i(I+A- 1 ) , De) 
(i) The density functions of tr(Da) and a1 can be 
easily obtained. Refer also to the proofs of Theorem 2.4.6 
and Theorem 2.4.7. 
(ii) The density functions of tr(DS)/tr(DO*} and 
are also obtainable. Note that tr(Da*} is the trace of 82 
and e! is the maximum latent root of 82. 
2.5 TESTING THE EQUALITY OF TWO MULTIPLE COR~ELATION MATRICES 
• WHEN THE COVARIANCE MATRICES ARE DIFFERENT 
In order to test the hypothesis given by (2.1.5), we 
con s i de r the m . 1 . e of e = IP . P * - 1 I , i . e . 
·" 
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The m.i.e of P, i.e. the sample correlation matrix 
R = A;fA12A;lA21A~l can be written as 
{2.5.1) 
· with . G = B+E, 
The joint distribution of R~G when PI 0, i.e. 
E12 ; 0 has been derived by Troskie (1969) and is given by 
(2.5.2) f(R,G) 
l(n-q-1) ( -1 G2 etr -~1:11.2G) 
with R > 0, I-R > 0, -1 E and 
The h-moment of IRI can be found also in Troskie (1969) 
• 
and is given by 
(2.5.3) 
Similarly we have 
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(2.5.4) 
Without loss of generality we assume 0 < IRI < IR*I < 1, 
since I Rl, I R *I are independently distributed we have 
(2.5."5) 
The density of lVI can be ·obtained using the inverse 
Mellin transform as follows, {see {2.4.25)). We have 
{2.5.6) 
• 
with 
f{IVI) = 2!i ~ E{IVIh)IVI-h-l dh 
L 
= 1 'r9 {~r+h)r9 {jr-h} IVI-h CEIVI- 1 ~ j r (~n+h)f (jn-h) 
L q . q 
If we expand .the' .. hy.perge-ometric functions of {.2 . .5.6) .and 
make use of {2.2.2), then in order to evaluate the integral of 
(2.5.6) ·it will be necessary to compute the integral IL 
giv_en by· {2.5.7). 
(2.5.7) 
with 
and 
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_ 1 ! v -h nj=l {h+bj)nj=l (1-h-aj) 
- 21fT j I I 2q · 2q 
L n. 1r(l-h-b.)TI. 1r(a.+h) J=q+ J J=q+ J 
= G q q(1v1 2Q 2Q 
~ + k. - i(j-1) for j = ~')2 J 
b.= 
l,2, ... ,q 
dh 
J ~ ·n 
-(!-l+sj-q-i(j-q-1)) for j = q+l, ... ,2q 
1,2, ... ,q 
j = q+l, ... ,2q 
From (2.5.6) and (2.5.7) we finally have 
• 
(2.5.9) f <I vI) 
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with C£ and aj, bj as in (2.5.6) and (2.5.7) respectively. 
The~rem 2.5.1 {de Waal 1969) 
The density function of the largest sample canonical corre-
lation coefficient of R i s 
(!.$- + k + j)A 0 {P) 
L K,T 
with 
and 
A0 {P) K,T 
Theorem 2.5.2 (Troskie 1971) 
The density function of tr(R) = z s~ch that 0 < z < 1 
is 
h(z) 
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'o z· k+t (~(q-l+r-n)\ gK,T 
(~r-).1'C (P)C (I) 
u K cr 
{~r) (~rq).1't!k!C (I) K u K 
Using the above mentioned theorems it will be easy to 
obtain the density·functions of tr(R)/tr(R*) and 
r 2 /r* 2 with r* 2 the largest sample canonical correlation 
l 1 ' l 
coefficient of R*. 
2.6 TESTING THE EQUALITY OF TWO MULTIPLE CORRELATION 
MATRICES IN THE LINEAR CASE 
Let p~ I 0 ~n~ p~ 2 I 0 be the population latent roots, 
i.e. the population canonical correlations of P and P* 
respectively in the linear case, that is when I12 and I!2 
are of rank one. We can .rewirte (2.1.5) as 
(2.6.1) Ho 
As a test statistic for testing (2.6.1) we use 
2. 3 9 
(2.6.2) 
Since IRI and IR*I are independently distributed we 
have 
(2.6.3) 
similarly 
( 2 . 6 . 4 ) 
But the hth moment of IRI, II-RI (see Troskie (1969)) is 
given by 
(2.6.5) 
and 
(2.6.6.) 
Similarly we have 
(2.6.7) 
and 
r (~n)r (~n-~r-h) (2.6~-s) ---··E(Ji..:R*I-=h) =--- 9 -- J - (l-p*l 2 ) .. 
r (~n-h r (~n-~r) q q 
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It is easy to show th~t 
E( IRI h) = nj= 1 E(Xj)h 
= E(nq x.)h 
J =l J 
where X1, ... ,Xq are independent Beta variables with density 
functions given by 
{2.6.9) 
and 
(2.6.10) 
Similarly 
where X7: 
. J 
given by 
(2.6.ll) 
and 
(2.6.12) 
r(~(n-j+l)) ~(r-j+l)-1(1 )~(n-r)-1 r(~n-~r)r(~{r-j+l)) xj -xj 
r(~n) 
r ( ~r) r{ ~ n- ~ r ) 
Tiq E(X7:)-h 
J =l J 
= E(IIq X7:)-h 
J =l J 
for j = 2, ... ,q 
are independent Beta variables with density functions 
. .f(lfn~j+l)) xJ~~(r-j+l)-1( 1 -xJ~)i(n-r)-l r{~n-~r f(i(r-j+l}) 
for j = 2, ... ,q 
2.41 
Hence· W1 is distributed as a product of 2q independent 
real Beta variables with density functions given by (2.6.9), 
(2.6.10}, (2.6.11) and (2.6.12). Note under H . p2 = p* 2 0 • 1 1 • 
It can be shown in the same way that W2 is distributed 
as a product of 2q real independent variables Z1, Z2, ... ,zq 
and .zt, Z~, ... ,Zq with den~ity function given by (2.6.13}, 
(2.6.14}, (2.6.15} and (2.6.16) 
r(~(n-j+i)l 
<2· 6· 13 ) r(~(n-r-j+l))r(~r) ~(n-r-j+l}-l(l )~r-1 z. -z . J J 
for j = 2, ... ,q 
(2 6 14 ) r(~n~ · z~1 (n-r)-l{l-z 1 )~r-l(l-p21 )~.n 
· · r(~n-~r)r ¥r) 
( 15 ) r(~(n-j+l)) z~~(n-r-j+1)( 1 -z*.)~r-l 2
·
6
· r(~(n-r-j+l))r(~r) J J 
for j • 2, ... ,q 
( 2 6 16 ) r(~n) z*~(n-r)-l(l-z*)\r·l(l-p*2)~n 
· · r(~n-~r)r{~r) 1 1 1 
• 
It is important to note that our results are valid, pro-
vided that the Gamma and Beta functions are defined 
Denoting I Rl by -: ·u q,n-r,r for notational convenience 
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we can state Theorem 2.2.17 as ·follows. In the non-
central linear case the statistic U is distributed 2t,n-r,r 
t-1 2 
as X1 ni=1 YiX 2t' where X1 is independently distributed 
as in {2.6.12), Y2 is independently distributed as 
a(yi; 2{r-2i); 2(n-r)) and x2t is independently distributed 
as a(x 2t; r+l-q; n-r). 
u2 1 is distributed as xl n~ 1 y~ where xl is s+ ,n-r,r 1= 1 
distributed as in (2.6.12) and y. 1 i = 1,2, •.. ,s are inde-
pendently distributed as a(yi; 2(r-2i); 2(n-r)). 
The above theorem can be found in Money (1972). 
In order to derive the density of W1 under Ho we 
first derive the distribution of' IRI and IR*I under Ho. 
S i n c e I R I , I R * I a r e i n d e pend en t 1 y d i s t r i b u ted from the i r j o i n t 
density, which is the product of their densities, we will be 
able to derive the density of wl by using the transformation 
·We give the following steps for the derivation of th~ 
density of I Rl. 
{i) We substitute for 2 F1 in (2.6.10} and make use 
of the binomial theorem in (2.6.~) and (2.6.10) 
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( i i ) We m a k e t h e t r a n sf o rm a t i on y . = -1 o g x . 
1 1 i = 1,2, ... ,q. 
Consequently {2.6.9) and {2.6.10) become 
{2.6.17) f.y
1
{yl) = {1-P~)~n[B(~r,Hn-r))]-l Yj=o aj 
\ b = H n - r - 2 ·) { _ 1 ) k 
'"k=o 
with Y1~0 and 
and 
with y. > 0 
1 
and 
(~) exp(-~Yl(r+2j+2k)) 
. ( ) - 1 Ki = [B(~ r-i+l ,Hn-r))l 
( i i i ) Lett i n g Z i = X 2 i X 2 i + 1 and m a k i n g the trans f o rm a t i on 
y i = -1 og z i , we get the density of z. 1 and from the theorem 
on p.2.42, the density of y! 
1 as 
-1 \n-r-1 ~ {2.6.19) fy!(Yi) = (2B(r-2i,n-r)) L.~=o (-1) 
1 
with y! > 0. 
1 
( n-r-1\ exp(-~y!{r+~-2i)) ~ ) 1 
{iv) Use the convolution theorem successively as in Gupta {1971). 
It should be noted that when n-r is an even integer then 
b = ~(n-r-2) is an integer. Here we assume th~t b is an 
integer. The calculations are very tedious even for q = 2 
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and therefore are omitted. It is also possible to obtain the 
densities of W1 and W2 by using the inverse Mellin 
transform. 
It is important to note that all the results in the 
pre~ent chapter can be extended for the complex case. These 
resul·ts are not included h~re but they will be published in 
the near future. 
3 . 1 
C H A P T E R T H R E E 
F AND t TESTS FOR A GENERAL 
CLASS OF ESTIMATORS 
3.1 INTRODUCTION 
·Consider the linear model 
(3.1.1) Y = Sol + XS + £ 
where Y is an nxl vector of response variables; 1 is an 
nxl vector of ones; X= (X1, Xz, . •. ,XP) is a full-column 
rank matrix, i.e. r(X) = p, of nonstochastic regressor 
variables, which are standardized so that X~ 1 = 0 
J and 
X I X - 1 j j - for j = 1,2, ... ,p; So is an unknown scalar con-
stant, while S is a pxl vector of unknown regression co-
efficients; £ is an nxl vector of unobservable randon error 
variables with £ ~ N(O,cr 2 I). 
Denote the latent roots of x•x by 0 < £1 < £z < 
and the corresponding orthonormal latent vectors by 
< £ p 
V1, V2 , ••• ,Vp. Small latent roots and the corresponding latent 
vectors identify multicollinearities. This is because the 
" 
£. = V~X'XV· for j = 1,2, ... ,p. It therefore follows that J J J 
if r out of the p-latent roots are suitably small the above 
relation becomes 
and so XV.~ 0 for j = 1,2, ... ,r. J 
The problem o( multicollinearity can be overcome by using biased 
estimation procedures such as Ridge, Principal Components, etc. 
3.2 
Consider the general form of the OLS, PC, SH and RR 
estimators which is given by 
{3.1.2) s = \~ 1 a.c.v. LJ= J J J 
where c. = V!x•v 
J J is the same for all estimators and a . J 
depends on the particular estimator. More specifically if 
{3.1.3) {i) -1 then s is the OLS estimator a . = R,. 
.J J 
A A A A 
s = {SIJS2, ... ,SP) 
{ i i) a . = {R..+k)-1 with k > 0, then s is the J J 
RR estimator 
{iii) aj = d*R.j 1 where 0 < d* < 1. It is pointed out 
that although the choice of d* depends on the data, 
in this paper it is treated as a constant; then 
S is the deterministic SH estimator. 
{iv) aj = 0 for j = 1,2, ... ,r and aj = R.j 1 for 
j = r+l~ ... ,p then S is the PC estimator. 
It is shown below that the t and F statistics for 
testing the general linear hypothesis using the estimator 
in {3.1.2) are the same for,any choice of aj {(3.1.3)(i)-
(3.1.3)( iv)). Moreover we state some results concerning the 
sign of the estimator S in (3.1.2). 
It is important to stress that the theory which is pre-
sented here is classical rather than Bayesian. In what follows 
we make use of the Constrained Lea~t Squares estimator (CLS)._, 
3.4 
where is that in (3,1.6) and .$ 2 is the least 
squares estimate for a 2 • 
~ote that the numerator of t. 1 is the ith element of 
a minus zero, which is the expected value of a . 1 under H0 • 
The denominator is the square root of an unbiased estimator of 
the variance of the numerator. 1f we assume normality, under 
H0 , ti of (3.2.2) has the central t-distribution with n-p-1 
degrees of freedom. 
At-statistic for testing the hypothesis in (3.2.1) using 
a;, which is the .th t f 1 componen o in (3.1.2), for the 
cases (3.1.3)(ii) to (3.1.3)(iv), can be formed in direct 
analogy with 
biased. 
(3.2.2), but it must be remembered that 
For the ith element of a we have 
(3.2.3) 13 . = Ij=l a .v .. c. 1 J 1 J J 
= Ij=l a.v .. (v~x·v) J 1 J J 
I~=l "' = a.v .. (V!X•X13) J 1 J J 
a. 1 ; s 
where v .. 1J is the 
.th 
1 element of the .th J latent vector. 
If e . 1 denotes the linear unbiased, minimum variance estimator 
when 13. = 0 1 holds, then e. 1 is given by 
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t\ I~=, A (3.2.4) e. = a.v .. (VtX 4 XB h) 1 J lJ J c . 
l~=l A 1 A = a.v .. (V!XX[B-1\-. 8./(X'X):~]) J 1 J J 1 1 11 
A 
with Bch as in (3.1.6). 
The t-statistic for testing the hypothesis (3.2.1) is 
analogous to that of (3.2.2). Using B· of (3.2.3) this 1 
statistic is given by 
(3.2.5) t* = 
i 
s.-e. 1 1 
- ~ {Var(Bi-ei)l 2 
For the numerator of (3.2.5), using (3.2.3) and (3.2.4), we 
·have 
(3.2.6) B . 1 e. = {\~ l a.V .. (V~X'XB)}-{\~ l a.V .. (V!X'X 1 l.J= J 1J J LJ= J 1J J 
= \~ l a.v .. ((X'X)V.)'{b: 1 S./(X'X):~} 
'-J= J 1J J 1 1 11 
Ij=, ( ) -lA 1 · )-1 = a.v .. L.V. '{~. B·/tX'X .. } J 1J J J 1 1 .11. 
= I} =1 a.v .. R-.((~: 1 )'V.)'S·/(X'X):~ J 1J J 1 J 1 11 
I}=, ( -1 )A ( )-1 = a.v .. .R, • .R,. V .. B·l X'X · · J 1J J J 1J 1 11 
·- ·--
3.6 
= t~ l a.V~.~-/(X'X)7~ 
'-J= J 1J 1 11 
= d~S-/(x'x):~ 1 1 11 
where d~ = tP aJ.v1~J .• 1 Lj=l 
In addition we have 
( 3. 2 .. 7) var(ei-~;) = var(diai/(X'X)i~) 
= (d~/(X'X)7~) 2 o 2 (X'X):~ 1 11 1, 
If the o2 in (3.2.7) is estimated by its ~nbiased estimator 
S 2 and we substitute together with (3.2.6) into (3.2.5) we 
obtain 
(3.2.8) 
The d~ 1 
t* = 
i 
( 2"' ( -1) d-B·/ X'X) .. 1 1 11 
( s 2 d ~J( X I X ) : ~ ) ~ 
1 11 
is always positive except when a. = 0 J for 
j = 1,2, ..• ,p. It therefore follows that cancellation is per-
mitted only when one or more of the aj are positive . 
• 
The results of Leamer (1975) generalise to the following. 
1. The estimate of Bj using the general estimator (3.1.2) 
and the CLS estimate of f3 j , as given by (3.1.6), with 
B. = 0 for i r- j' have the same sign if the t-statistic of 1 
ei is :less in absolute value than the ·t-statistic of ej. 
2. The estimate of B· using the· B J in (3.1.2) and the 
CLS estimate Be in (3.1.5), Bj and Bc,j respectively, 
with HB = h, satisfy the inequality 
where r is the rank of H and u1 is the statistic for 
testing the constraint HB = h and is defined by (3.3.4) in 
Section 3 of the paper. 
3.3 THE F-TEST FOR THE GENERAL ESTIMATOR 
Suppose we want to test 
(3.3.1) Ho : HB = h against H1 
with H, h as in (3.1.5). 
-Clearly we have E(HB) f h when B is not the OLS estimator 
of B. 
Let ~ = H ~~ .1 a.v.v~(X'X)~ be the linear unbiased LJ= J J J c 
minimum variance estimator of E(HB), when Ho is true. 
-Note ~hat if E(HB) is known then Var(~) = 0. Consider now 
(3.3.2) Li* = HB A e 
Ij =1 
A 
Ij=l 
A 
= H a.V.V~(X'X)B-H a.v.v~(X'X)B 
J J J J J J c 
Ij =1 A A = H ajVjVj(X'X)[B-Bc] 
= H Ij=l ajVjVj(X'X)[~~{~-(X'X)- 1 H'(H(X'X)- 1 H')- 1 
A 
(HB-h)}] 
where 
3,8 
= H \P a.V.V!H'(H(X'X) ... 1 H')''' 1 (HS .. h) L.j=l J J J . 
= T u 
T = H \P a.V.V~H 1 (H(X 1 X)- 1 H 1 )- 1 L·j=l J J J 
" 
and u = HS-h 
Under Ho we have 
(3.3.3) (i) E(u*) = 0 
(ii) Var(u*) = T Var(u)T• 
= T o2 (H(X 1 X)- 1 H1 )T• 
= TQT 1 = Q* 
where 
If we substitute o2 by its estimate 52 in (3.3.3)(ii) 
then the F-statistic for testing (3.3.1) will be 
- 1 
(3.3.4) F* = u*•g* u* r 
= 
u•r•(ri}- 1 Q- 1 (T)- 1 Tu 
r 
- 1 
= 
u•o u 
r 
= 
(HS-h)•(H(x•x)- 1 H•)- 1 (HS-h) 
rS 2 
A A 
" 
A 
(S-Sc)(x•x)(S-Sc) 
F = = 
rS 2 
In view of the above the following comments are made: 
{i) The last relation represents the F-statistic for 
testing (3.3. 1} when we make use of the least squares 
4. 1 
C H A P T E R F 0 U R 
MULTIPLE INFERENCE AND SUBSET SELECTION 
BASED ON THE Cp-CRITERION OF MALLOWS 
4.1 INTRODUCTION 
Consider the general linear model 
(4.1.1) Y = X S+e 
where Y is nxl vector of observable random variables; X 
is nx(k+l) matrix of full rank with first column of unities; 
S is (k+l)xl vector of regression coefficients; and e is 
nxl vector of normal variables with e ~ N(O,cr 2 I). We 
assume that X is fixed unless otherwise stated. 
Let the model (4.1.1) be written as 
(4.1.2) 
where X has been partitioned into Xp of dimension nxp and 
xr of dimension nxr. 
A A 
ably. Let B • (i:) The S vector is partitioned conform-denote the 1 east s q u are s e s t i mate of 8 :. 
and let BP denote the subset least squares estimate of Bp' 
when the variabl~s i.n Xr q_re deleted from the. model._ That is 
A (4.1.3) · S-·= (X'-X)- 1 X'Y 
4.2 
and 
{4.1.4) 
Furthermore let "2 o ·and a2 represent the OLS estimates 
of variances for the two situations. 
The Cp-criterion and the interpretation of Cp-plots were 
described by Mallows {1964, 1966) and subsequently by Corman 
and Toman (1966), Daniel and Wood (1971), Mallows {1973) and 
~ore recently by Spj6tvolle(l977). 
In the CP-criterion it is assumed that the k+l variable 
model is the correct one, and using the mean square criterion 
of prediction we try to find out a p-variable model which 
explains as adequately the data as the k+l variable model and 
having minimum Cp .. Mallows (1966) suggested that the "stand-
ardized total squared error" be used as a criterion, given by 
{4.1.5) rP = _?SB + p o2 
= 
E{SSEP) 
-
n+2p o2 
where SSB is the bias term, i.e. SSB = (E(YP)-X8)'(E(YP)-X8), 
SSEP is the residual sums of squares of the p-variable model 
and YP = xpsp. 
As an .estimate-of- rp .Mallows .recommend.ed the-following 
statistic 
4.3 
(4.1.6) 
SSEn 
C = ___..r:. + 2p-n p "2 
cr 
Now if the p-variable model describes the data adequately then 
the bias will be near zero, in this case we have 
SSEP ~ (n-p)o 2 and so cp ~ (n-~~ 02 + 2p-n = p. 
cr 
Now. let lF p and lF k be the sample squared multiple 
correlation coefficients for the p and k+l variables 
models; we can write (4.1.6) as (see Hocking (1976)) 
_ (1-Rp) 
C = (n-k-1) + 2p-n 
p (1-~k) (4.1.7) 
or 
(4. 1.8) cp - p = r(F-1) 
where F is the statistics for testing if Br = 0. 
4.2 SOME COMMENTS ON THE USE OF Cp 
It has been stated by Hocking (1976) that when a regression 
·model with parameters estimated from a given sample is used for 
prediction beyond the range of the data, the accuracy of such 
prediction can be very poor since the relationship between pre-
dictor and predictant in the sample does not necessarily remain 
the same outside the range of the sample. This is a very im-
portant point, which we should not overlook, since in the de-
rivation of rp it has been assumed that all future obser-
vations wi·n -arise ;-n the-same -regi-on -a-s the regressi-on-sample-.-
In what follows_we will discuss some relations between 
4.4 
CP and p. These results follow from Hocking (1976). The 
potential uses of the regression equation are mainly parameter· 
~stimation and prediction. Now from Hocking (1976) we have 
that if 
(4.2.1) 
then 
(4.2~2) 
and 
(4.2.3) 
" Var(f3 ) r BrB~ is positive semi-definite (p.s.d.) 
-MSE(Bp). is p.s.d. 
" -VarP(~) > MSEP(yp). 
..... - - "' Here we note that MSE(Bp) = E(BP-BP)(Bp-Bp)', Var(Br) = ifBrr 
with Brr the appropriate submatrix of (X'X)- 1 , 
VarP(x'S) = cr 2 (l+x'(X'X)- 1 x) with x' a lx(k+l) vector 
called predictor set, and finally MSEP(yp) = E(y-yp) 2 = 
cr 2 (l+x'(X' X )- 1 x ) + (x'(X'X )- 1 X''XR-x'R\ 2 with x• and p p . p p p p p p·rr r '1"' p 
x~, lxp and lxr vectors respectively partitions of x•. 
In other words if (4.2.1) is satisfied then it is possible to 
estimate parameters and predict responses with smaller MSE 
using the subset equation. It is easy to establish that 
(4.2.1) is satisfied if the following relation holds. 
(4.2.4) 
Since Br and cr 2 are unknown, estimating them from the full 
k+l variable model we have, 
(-4.·2.·5) 
Notice that the test statistic used to test the hypothesis 
H o : Br = 0 against 
A -1" 
(4.2.6) F Br
8rr 8r 
= 
rcr 2 
and therefore (4.2.5) 
(4.2.7) F < 1 
- r 
4.5 
H 1 : Br "f 0 is given by 
implies 
Thus assuming the k+l-variable model is the correct one, 
then based on using the current data for fitting equations it 
seems reasonable to delete the variables in Xr if F < l. 
- r 
The claim is that with respect to MSE the subset equation 
yields better estimates of the parameter BP and yields a 
better prediction equation. We must remember that results in 
(4.2.2) and (4.2.3) are valid for any predictor set x' (pro-
vided that (4.2.1) is satisfied) and therefore extrapolation 
beyond the range of the current data is permissible. Such 
extrapolation should,· however, be done with caution since the 
above results based on the assumptions that 
( i ) The k+l-variable model is the correct one for all 
(ii) The p-term subset was selected without reference to 
the data. 
These conditions are rarely met in practice. 
A commonly used criterion for deleting variables, 
Efroymson (1966), is that the t-statistics associated with the 
-parameter estimates for the ful·l model are less than one in 
A A 
·.absolute value. Now a necessar:y condition for -cr~.B -B .f3'-rr r r 
I 
X. 
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to be p.s.d is that the t-statistic associated with the 
r-parameters in Sr are less than one in magnitude; thus it 
is clear that condition (4.2.7) is more restrictive. Pursuing 
the distinction between the predicting in the neighbourhood of 
the data and extrapolating outside the region, it may be 
argued that (4.2.7) is appropriate for extrapolation, but too 
restrictive for prediction, therefore relaxing the requirement 
(4.2.2) and considering only (4.2.3) we could use the subset 
for prediction if provided that the pre-
diction is done in the neighbourhood of the data. Using the 
matrix X as future input data we would require that: 
(4.2.8) VarP(yi)- MSEP(ypi) > 0 
where the predictor set x• here is the ith row of X, i.e. 
X! , and is partitioned to Xip and Xir· 
From (4.2.8) we have 
(4.2.9) 
+ (E(y .) - X!S) 2 ] pl 1 
Since 
4.7 
t~ 1X. X! ]~ !t~ 1(E(y~. )-X!a)z L.1= 1p 1p nL1= p. ,~ 
1 
a 2 SSB 
= -{n+k+ 1-n-p--. } 
n · 2 
a 
= rcr 2 ( 1 _ SSB) 
n ra2 
{4.2. 10) SSB = (E(Yp)-Xf3) 1 (E(Yp)-XS) 
= (XS-E(Yp)) 1 (XS-E(Yp)) 
= (Xs-x (x·x }- 1 x·xs)·(xs-x (x·x }- 1 x·xs) p p p p p p p p 
= s•x•(r-x (x•x )- 1 x·)xs p p p p 
" B'(:t)(I-XP(xpxp}- 1Xp}(Xp,Xr}B 
= S~(X~Xr-X~XP(XPXP}- 1 XpXr)Sr 
Using the partitioned inverse rule we have finally 
{4.2.11) 
Combining (4.2~8), (4.2.9) and (4.2.11) we have 
(4.2.12) 
or 
4.8 
(4.2.13) 
Replacing the parameters in (4.2. 13) by their estimates we have 
{4.2.14) F = 
Thus one would consider using F < l if both -~~t~a~6lation 
- r 
and precision in estimating BP is the objective and the less 
restrictive objective condition F ~ 1, allowing for the 
deletion of more variables, if only prediction is the objective. 
In view of the above discussion the relation of CP with 
p will now be of interest. 
From (4. 1.8), since 0 < F < oo we have Cp- p ~ -r or 
p - r < C . 
- p If we are interested in extrapolation and precision, 
,. e F < l 
. . r then from (4.1.8) we have cp ~ p+l-r = 2p-k, i.e. 
-(4.2.15) 2p - k - 1 < c ~ 2p - k p (extrapolation precision) 
if prediction is the objective, i.e. F < 1 then from (4.1.8) 
we have 
(4.2.16) c < p p - (prediction). 
If now F < 2, then we introduce bias; we are not allowed to 
extrapolate beyond the range of the data, but it is possible to 
find a subset with minimum mean square error of prediction. It 
i-s poss-i-ble--for -t-t:le-bias -te of-fs-et--the -pr-ec-:is-ion--i-fl -est~i-mat-i-ng 
param~ters. In terms of the ~p-st~tistic we have 
(4.2.17) c < k + 1 p 
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rhe disadvantages, when we choose subsets based on (4.2.15), 
(4.2.16) and (4.2. 17) can be summarised as follows: 
(1) We do not have any statistical test, we rather have re-
strictive requirements. 
(2) We have to specify the partition in advance; very imprac-
tical. 
For these reasons we will consider tests, which we present 
in the next section. 
4.3 SIMULTANEOUS TESTS 
Aitken {1974) has given simultaneous procedures for the 
choice of variable subsets. His techniques are employed here. 
From (4. 1.5) we have r = p + SSB and from (4.2.11) we 
p a2 
have I - 1 SSB = SrBrrSr' consequently the bias term will be zero 
if s = 0 r 
(4.3.1) 
and therefore 
is equivalent to testing 
Thus testing the hypothesis 
The appropriate test statistic is given- by 
(4.3.3) 
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F =. {y I (.X(.X '.X )~ 1X I' -.xp (.Xp.Xp) -lxp) Yl/ r 
Y' (I-X(X'X)- 1 X' }Y/(n-k-1) 
= 
(.Rk2 .. - R2 }./r 
. p 
(1-Rk}/(n-k-1) 
which has the F distribution with r and n-k-1 degrees of 
freedom. 
The above test will have size a only if the partition 
' 
of X into (Xp,Xr) is specified in advance. We now construct 
a simultaneous test for all partitions (Xp,Xr)· Consider the 
statistic 
( 4 . 3 . 4 ) 
TF-TF 
= _. __ k ____.,.!P __ _ 
(1-Rk}/(n-k-1) 
for testing (4.3.2). A simultaneous level a test for all 
hypotheses B = 0, r for arbitrary partitions of B into 
(Bp,Br) (including permutations of the elements of B) will be 
obtained by not rejecting when u(Xp) < c~,k where 
the upper lOOa% point of the null distribution of 
the maximum being taken over all partitions of X 
The maximum of u(Xp) occurs when XP consists of the first 
co~umn of X, i;e. column of l's, so that 
(4.3.5) u = 
(1-Rk)/(n-k-l) 
But u/k has an 
A= e'X'Xe/.o 2 , 
F' (A) 
k,n ... k ... l 
4.11 
(non ... centra 1 
and when all hypotheses 
F) with 
a = 0 are simultan ... r 
eously true, then er = 0 and A = 0 and thus 
c~,k = kF~~~-k-l and the simultaneous test does not reject 
Ho: er = 0 for any partition if 
{4.3~6) 
(1-lP)/(n-k-1) k . 
or equivalently if 
(4.3.7) 
< k F(a) 
k,n-k-1 
The subset of predictor variables correspoMingto Xp will 
be called an l 2 - adequate (a) set if (4.3.7) is satisfied. Here 
adequate means ''providing an 1 2 which is not significantly less 
than the lP from the complete set of predictor variables." 
In many cases it will-be sufficient to the R2 values for 
minimal adequate set, i.e. those for which ~~ > l~ but no sub-
set of variables in XP is adequate . 
• As with any simulta-neous test procedure, the test for sub-
hypotheses becomes increasing1y conservative as the number of 
variables in the retained set decreases. 
It is worth noticing that although the minimum Cp and 
the maximum occur for the same set of variables, the value 
of p finally chosen may, of course, differ. The factor 
{n-k-1) in (4.1.7) may cause sharp decrease in minimum Cp 
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values as p increases although R~ is only slowly increasing. 
·Thus the CP procedure may result in the selection of a 
larger set of variables than that from consideration of the R~ 
curve. Studies by Feiveson (1973) and by Radhakrishnan (1974), 
have indicated that essential variables may be deleted in the 
TF procedure. p 
It is also possible to test. whether the p~variable model 
is as good as the k+l variable model, or even better. In 
order to do so, we test 
(4.3.8) Ho: rp .s_ rk against H1: rp > rk 
and since the k+l variable model is assumed to be the correct 
one rk = k+l. The above hypothesis using (4. 1.5) can be written 
as 
(4.3.9) H o : k+l+n-2p against 
or 
(4.3.10) 
E(SSEP)-(n-k-l)o 2 
H o : < 2(k+l-p) = 2r 
against 
(4.3.11) 
E(SSEP)-(n-k-l)o 2 
H1: > 2r 
02 
As a test statistic we use the 
(4.3.12) Fe= 
= 
R·2 - iP -k p 
(1-"R"k)/(n-k-1) 
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Note that F 'V r F' (>.*) 
c r,n-k-1 
with 
A size a test is obtained by rejecting the hypothesis if 
(4.3.13) F > r F,(a)(2r) 
c r,n-k-1 
Since the hypothesis rp = p is more restricted than the hypo-
thesis r < k+l, p - it is likely that more variables are to be 
selected using the above test. If now the partition is not 
specified in advance, by a similar argument as before, a simul-
taneous test of size a for all hypotheses over all partitions 
of X is obtained by rejecting any Ho when 
(4.3.14) Fe> k F'(a)(2k) 
k,n-k-1 
In terms of Rk and R~ (4.3.14) becomes 
(4.3. 15) Rp2 > R 
0
*2 = 1 - ( 1 - R 2 ) ( 1 + k F • ( a ) ( 2 k ) x ( 1 1 ) ) k k,n-k-1 (n-k-
Since percentage points of the non-central F are not 
readily available, the central F approximation to the non-
central F may be used. From Kendal and Stuart (1961, p.213) 
we have 
(4.3.16) 
where v* 
Now v1 = k, A = 2k and V2. = n-k-1, consequently 
4. 15 
where 
For these data the total number of observations are 
n = 13 and the number of independent variables are five, i.e. 
t+l = 5. Note that Bo is included in all euqations in the 
·table on the following page. 
--;--,--------- -~-=-~~-- --- - ---- -------------------------------
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4.5 .DISCUSSION 
The procedure described here defines subsets, each one 
of them not being statistically poorer than the complete 
equation. The problem of the best subset still remains. It 
is up to the researcher to decide which subset is appropriate 
for his purpose. As it has been previously noted, if he is 
· interested in prediction he would like to test if H0 : rp < k+l, 
while for extrapolation and precision in estimating s•s he 
would like to test if Ho: rp ~ p+l. Once again simultaneous 
tests for the last hjpothesis can be constructed as in Section 
4.3. In the absence of any other considerations one of the 
minimal adequate e~uations might be considered. 
With respect to choice of a, it is a matter for the 
experimenter to decide on the basis of power versus type one 
error considered, a level of a= 0,5. has been occasionally 
recommended. 
We also note that the procedure described here·can be used 
to incorporate information such as whether some predictor variables 
shou\d be included in the equation . 
• 
For example, suppose that prior information suggests the 
X1 variable should be included in the ~quation. Then only sub-
sets including variable X1 should be included in the equation. 
Then only subsets including variable X1 are to be tested, in 
this case the critical value will change, i.e. k F'{a){2k) 
k,n-k-1 
(k-1) F.(a)(2(k-l)) 
k-l,n-k-1 
~EMARKS 
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1. It is possible for non adequate subsets to be classified as 
adequate. There are two reasons for this, the f1rst being 
tonnected with the power of the test : if the hypothesis is 
not rejected it does not follow that it is true. Secondly, 
we are fitting a large number of equations, and by chance 
some of the incorrect ones may turn out to fit well. 
2. If we construct simultaneous tests for the choice of subsets 
of variables based on the maximum R~- (Aitken (1974)) and 
on the minimum CP then an R2 - adequate (a) subset is 
also C~(a) _ adequate but not vice versa since 
(a) (a) ' 
F• (2k) > Fk,n-k-1 . 
k,n-k-1 
3. It has been shown that the simultaneous tests for testing 
the hypothesis, i.e. there is no bias in the p-variable 
model (refer to (4.3.1)), are the same as those proposed 
by Aitken, based on the maximum 
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C H A P T E R 5 
OUTLYING· OBSERVATIONS USING GENERALISED 
I~~ERSE AND RIDGE RESIDUALS 
· 5.1 INTRODUCTION 
Consider the general linear.model 
'(5.1.1) Y = xa+e 
where Y is a' nxl· vector of observed responses, X is·the 
design matrix of dimension nxp, assumed to have full rank p, 
i.e. r(X) = p and to be.standardised, a is a vector of 
unknown regression coeffitients, and e ~ N{O,a 2 I) is an un-
observable random error vector. We further make the assumption 
that B'£3 < CXl 
The presence of multicollinearity or near multicollin-
earity in the columns of~ X· h·as deserved considerable atten-
tion in the recent literature, '(see for example Hoerl and 
Kenllard (1970, 1976)', ·Mason, Gunst and Webster' (1975), and 
Marquardt ( 1970)) . 
. ·I. 
The general prricedtife is to compute the latent ·roots of 
X ' X and the n f o c u s a t t e n t i o n on the s'ni a 11 roo t s . I f the s e 
roots are consi·dered to b'e "too small" then a (biased) correc-
tion ~procedure' is· recommended~· Alternatively·•if the "condi-
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The "generalised inverse" of X'X is given by 
(5.2.8) 
= v A- 1v• 
r r r 
r 
= \ . ·l V • V ~/A . L·J= J J· J 
and the generalized inverse or principal component estimator 
of ·s is given by 
The generalized inverse (G.I.) residual is ~iven by 
(5.2.10) eG = Y- XBG 
=(I-XV A-lV'X')Y 
r r r 
The variance of eG. is 
(5.2.11) 
Lemma 5.2.1 
= a 2 ( I - x A +x • ) 
r 
If A is an nxn positive definite (p.d.) 
matrix and P is an nxm matrix with r(P) = m then P'AP 
is p.d. If A is non-negative definite (n.n.d) and P is 
any matrix then P'AP is n.n.d. 
Proof See :for_ example Goldberger .,Econometric Theory., pp 35-37. 
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· T h e o r e m  5 . 2 . 2  
L e t  e  · a n d  e R  b e  t h e  O . L . S ,  a n d  R . R .  r e s i -
~ ~ 
d u a l  v e c t o r  r e s p e c t i v e l y .  T h e n  V a r ( e R )  - V a r ( e }  i s  a  p . d .  
m a t r i x .  
P r o o f  F r o m  ( 5 . 2 . 2 )  a n d  ( 5 . 2 . 5 )  w e  h a v e  
V a r ( ; R )  - V a r ( ; )  =  c r
2
{ ( I - X W X ' - k X W W ' X ' )  - ( 1 - X ( X ' X ) - l X ' ) }  
=  c r
2
X { ( X ' X ) -
1
- W - k W W ' } X
1  
S i n c e  r { X )  =  p  t h e  r e s u l t  w i l l  f o l l o w  f r o m  L e m m a  5 . 2 . 1  i f  
B  g i v e n  b y  ( 5 . 2 . 1 2 )  i s  p.~. 
( 5 . 2 . 1 2 )  B  =  ( X ' X ) - l  - W - k W W '  
I f  w e  m u l t i p l y  ( 5 . 2 .  1 2 )  o n  t h e  l e f t  b y  v •  a n d  o n  t h e  r i g h t  
b y  V ,  w e  h a v e  
( 5 . 2 . 1 3 }  V ' B V  =  V ' ( X ' X ) - l V - V ' W V - k V ' W W ' V  
N o w  t h e  i t h  d i a g o n a l  e l e m e n t  o f  ( 5 . 2 . 1 3 )  i s  g i v e n  b y  
( 5 . 2 .  1 4 )  
l  1  k  
k  
>  0  
X i - A i + k - ( A · + k )
2  
=  A · ( A · + k }
2  
,  1 ·  ,  
T h e r e f o r e  i f  
k  >  0  
t h e n  t h e  r o o t s  o f  
B  a r e  p o s i t i v e  a n d  
s o  B  i s  p . d .  
T h e o r e m  5 . 2 . 3  
I f  e  a n d  e G  a r e  t h e  O . L . S .  a n d  G . I .  r e s i -
~ .  
d u a l  v e c t o r s  t h e n  V a r ( e G )  - V a r ( e )  i s  n . n . d .  
P r o o f  W e  h a v e  f r o m  ( 5 . 2 . 2 )  a n d  ( 5 . 2 .  1 1 )  
{ 5 . 2 . 1 5 )  V a r ( ; G )  - V a r ( ; )  =  c r
2
X { { X ' X ) - l  
V  A - l V ' } X '  
r  r  r  
5 . 7  
L e t  
r  =  ( X  ' x  l  ~ 
1  
~ v  A~
1
v· 
· r  r  ·  r  
a n d  m u l t i p l y  t h e  l e f t  s i d e  b y  
V '  
a n d  t h e  r i g h t  s i d e  b y  
v ,  
t h e n  
v • r v  =  (:~
1 
0  )  _  c _ ,  
A;~P o r  
: )  
T h u s  t h e  r o o t s  o f  r  a r e  e i t h e r  z e r o  o r  ~ f o r  
1  
i  =  . r + l ,  . . .  , p ,  w h e r e  _ A . i ' s  a r e  n e a r  z e r o  b u t  n o t  e x a c t l y  
z e r o .  T h i s  p r o v e s  t h e  r e s u l t .  
T h e o r e m  5 . 2 . 4  
I f  
e '  
e R  
a n d  
e G  
a r e  d e f i n e d  a s  b e f o r e  
t h e n  
( i )  T o t a l  v a r i a n c e  o f  
e  i s  g i v e n  b y  
-
t r { V a r ( e ) )  =  a
2
( n - p )  
( i i )  T o t a l  v a r i a n c e  o f ·  e R  i s  g i v e n  b y  
k  2  
t r { V a r ( e R ) )  =  a
2
{ n - p  +  ~~=l(X-:+1<)} 
1  
-
( i i i )  T o t a l  v a r i a n c e  o f  
e G  
i s  g i v e n  b y  
· -
t r ( V a r ( e G ) )  =  a
2
( n - r ) .  
P r o o f  
F o l l o w s  d i r e c t l y  u s i n g  t h e  t r a c e  o p e r a t o r .  
F r o m  r e l a t i o n s  g i v e n  b y  ( 5 . 2 . 1 ) ,  ( 5 . 2 . 4 ) ,  ( 5 . 2 .  1 0 )  w e  
n o t i c e  
e  
i s  a n  u n b i a s e d  e s t i m a t o r  o f  
e  
w h i l e  
e R  
a n d  
a r e  b i a s e d  e s t i m a t o r s .  
F r o m  T h e o r e m s  5 . 2 . 2  a n d  5 . 2 . 3  t h e  
-
e G  
-
e R  
a n d  
e G  
estima~ors a r e  m o r e  v a r i a b l e  t h a n  t h e  O . L . S .  e s t i m a t o r  
e .  F r o m  T h e o r e m  5 . 2 . 4  f o l l o w s  t h a t  t h e  t o t a l  v a r i a n c e  o f  e  
5 . 8  
i s  s m a l l e r  t h a n  t h e  t o t a l  
v a r i a n c e  o f  t h e  o t h e r  t w o .  
T h u s  
t a k i n g  v a r i a n c e  o r  t o t a l  
v a r i a n c e  a n d  t h e  b i a s  i n t o  a c c o u n t  i t  
s e e m s  h a r d l y  n e c e s s a r y  t o  a n a l y z e  R . R .  
o r  G .  I .  
r e s i d u a l s .  
B u t  
-
-
w h a t  a b o u t  t h e  m e a n  s q u a r e  e r r o r ?  
A r e  t h e  
e R  
a n d  
e G  
c l o s e r  
-
t o  e  
t h a n  e  
i s  t o  e  .  
A s  i n  t h e  c a s e  w i t h  
B R  
a n d  
s .  
I n  w h a t  f o l l o w s  w e  e x a m i n e  e R ,  e G  a n d  e  w i t h  r e s p e c t  
t o  t h e  g e n e r a l i s e d  m e a n  s q u a r e  e r r o r  a s  i t  h a s  b e e n  d e f i n e d  
b y  T h e o b a l d  ( 1 9 7 4 ) .  
D e f i n i t i o n  5 . 2 . 5  ( T h e o b a l d  ( 1 9 7 4 ) ) .  L e t  8 1  a n d  8 2  b e  t w o  
e s t i m a t o r s  o f  a  v e c t o r  p a r a m e t e r  8 ,  a n d  l e t  
M j  =  E ( 8 j - 8 ) ( 8 j - 8 )
1
•  
j  =  1  ,  2  b e  t h e  s e c o n d  o r d e r  m o m e n t  
m a t r i c e s .  M o r e o v e r  l e t  m j  =  E ( 8 j - 8 )
1
B ( 8 j - 8 ) ,  j  =  1 , 2  w h e r e  
B  
i s  a  n . n . d .  m a t r i x .  T h e  
m .  
J  
i s  c a l l e d  g e n e r a l i z e d  m e a n  
s q u a r e  e r r o r  { g . m . s . e . ) .  W e  s a y  8 2  i s  a  b e t t e r  e s t i m a t o r  
t h a n  8 1  i f  t h e  g . m  . .  s . e .  o f  8 2  i s  l e s s  t h a n  t h e  g . m . s . e .  o f  
8  1  •  
·  L e m m a  5  .  2  .  6  
{ T h e o b a l d  ( 1 9 7 4 ) ) .  T h e  f o l l o w i n g  t w o  c o n d i t i o n s  
a r e  e q u i v a l e n t  
( a )  M 1  - M 2  i s  n . n . d .  
( b )  m 1  - m 2  >  0  
f o r  a l l  n . n . d .  B  a n d  
m .  
J  
a n d  
L e m m a  5 . 2 . 7  
( T h e o b a l d  ( 1 9 7 4 ) ) .  
.  :  
M .  
J  
a s  i n  D e f i n i t i o n  5 . 2 . 5 .  
I f  
5 . 9  
A  A  
M L S  =  E(~-~}(~-~}' 
=  c r
2
V A - _
1
v •  
A  A  
a n d  M R R  =  E(~R-~)(~R-~)
1 
=  cr
2
VA(A+ki)-
2
v•+k
2
V(A+ki)-lV'~B'V(A+ki)-
1
V• 
t h e n  t h e r e  e x i s t  a  K  >  0  s u c h  t h a t  
M L S  - M R R  i s  p . d .  
w h e n e v e r  0  <  ~ <  K .  
L e m m a  5 . 2 . 8  { G u n s t  a n d  M a s o n  ( 1 9 7 6 ) ) .  
L e m m a  2 . 7  a n d  
M G I  =  E(~G-~)(~G-B)' 
=  c r
2
V  A -
1
v •  +  V  V '  ~~V V '  
r  r  r  p - r  p - r  p - r  p - r  
.  t h e n  M L S  - M G I  i s  p . d .  i f  
\ P  I .  .(V~~)2 
L .  J  J  
J = r + l  - <  1  
a  2  •  
I f  M L S  a s  i n  
T h e o r e m  5 . 2 . 9  
T h e r e  e x i s t  K  >  0  s u c h  t h a t  t h e  g . m . s . e .  o f  
e R  i s  l e s s  t h a n  t h e  g . m . s . e .  o f  e ,  w h e n e v e r  0  <  k  <  K .  
P r o o f  W e  h a v e  
e  - e  =  Y  - X~ - (  Y  -X~) 
A  
=  -X(~-B) 
a n d  t h u s  t h e  s e c o n d  o r d e r  m o m e n t  m a t r i x  o f  e  i s  
A  A  
M
1  
=  E ( e - e ) ( e - e )  •  
A  A  
=  E { X  (B-~)(B-B)'X'} 
5 .  1 0  
= X  M L
5
. x •  
w i t h  M L S  a s  i n  L e m m a  5 . 2 . 7 .  
S i m i l a r l y  
e R  - e  =  - X ( B R - B )  
a n d  s o  t h e  s e c o n d  o r d e r  m a t r i x  o f  e R  i s  
•  A  
M z  =  E ( e R - e ) ( e R - e ) t  
0  
X  M R R  X  I  
w i t h  M R R  a s  i n  L e m m a  5 . 2 . 7 .  
T h e  r e s u l t  n o w  f o l l o w s  f r o m  D e f f n i t i o n  5 . 2 . 5  a n d  L e m m a s  5 . 2 . 6  
a n d  5 . 2 . 7 .  
T h e o r e m  5 . 2 . 1 0  
T h e  g . m . s . e .  o f  e G  i s  l e s s  t h a n  t h e  g . m . s . e .  
o f  e  p r o v i d e d  t h a t  
\ P  >..(V~B)z 
L .  J  J  
J = r + l  <  1  
P r o o f  
L e t ·  M 3  =  E ( e G - e ) ( e G - e ) '  
A  A  
=  X { E ( B G - B ) ( f 3 G - B ) } X '  = X  M G I  X '  
a n d  M G I  b e  d e f i n e d  a s  i n  T h e o r e m  5 . 2 . 8 .  T h e  r e s u l t  f o l l o w s  
u s i n g  D e f i n i t i o n  5 . 2 . 5 - a n d  L e m m a s  5 . 2 . 6  a n d  5 . 2 . 8 .  
T h e o r e m s  5 . 2 . 9  a n d  5 . 2 .  1 0  s h o w  t h a t  a l t h o u g h  e R  
a n d  
a r e  b i a s e d  e s t i m a t o r s  o f  e ,  w i t h  r e s p e c t  t o  t h e  g . m . s . e . ,  
e G  
t h e y  a r e  u n d e r  c e r t a i n  c o n d i t i o n s  b e t t e r  e s t i m a t o r s  o f  e  t h a n  
t h e  O . L . S .  e _ ; s t i m a t o r  e .  T h i s  i n  f a c t - s u p p o r t s  M a r q u a r d t ' s  
5  .  1 1  
r e c o m m e n d a t i o n  t h a t  a n a l y s i n g  R . R .  a n d  G . I .  r e s i d u a l s  m a y  l e a d  
t o  p r o f i t a b l e  r e s u l t s  a n d  i f  b o t h  m u l t i c o l l i n e a r i t y  a n d  e r r a t i c  
d a t a '  p o i n t s  a r e  p r e s e n t  t h e  p r o b l e m  m u s t  b e  t a c k l e d  s i m u l t a n -
e o u s l y .  T h i s  w i l l  b e  a t t e m p t e d  i n  t h e  n e x t  s e c t i o n .  
5 . 3  D E T E C T I O N  O F  O U T L I E R S  I N  T H E  P R E S E N C E  O F  M U L T I C O L L I N E A R I T Y  
Le~st Square~ R e s i d u a l s  
W e  a s s u m e  m o d e l  ( 5 . 1 . 1 )  w i t h  e  d i s t r i b u t e d  a s  N ( O , o
2
I ) .  
L e t  
( 5 . 3 . 1 )  
e  =  Y - x~ =  ( I - X ( x • x ) -
1
x • ) e  = M e  
w i t h  
A  
V a r { e )  =  o
2
M  
T h e  m o s t  c o m m o n  s t a t i s t i c  f o r  t e s t i n g  w h e t h e r  a  s i n g l e  
v e c t o r  o b s e r v a t i o n  ( Y i ,  X i l ,  . . .  , X i ' p )
1  
i s  a n  o u t l i e r  f o r  s o m e  
i ,  i s  t h e  r a t i o  o f  t h e  r e s i d u a l  t o  t h e  s a m p l e  s t a n d a r d  d e v i a -
t i o n  thereof~ i . e .  
( 5 . 3 . 2 )  
w h e r e  
A  l  
t  ·  =  e  •  I  (  S
2
m  . •  )  
2  
1  1  1  1  
A  
5 2  =  0 2  
=  2 : : e . / ( n - p )  
1  
a n d  
e l e m e n t  o f  M .  T h e  s t a t i s t i c  
t .  
1  
m  . .  
1  1  
i s  t h e  i t h  d i a g o n a l  
i s  c a l l e d  t h e  i t h  s t u d e n t i z e d  
r e s i d u a l .  L e t  T  =  m a x l t i l  t h e n  a  l a r g e  v a l u e  o f  T  w o u l d  
i n d i c a t e  t h a t  t h e  o b s e r v a t i o n  a s s o c i a t e d  t h e r e w i t h  i s  a  p o s s i b l e  
o u t l i e r .  
I t  i s ,  h o w e v e r ,  n o t  e a s y  t o  f i n d  c r i t i c a l  p o i n t s  f o r  t h e  
s t a t i s t i c  T .  F i r s t  a t t e m p t  c a m e - f r o m  T i e t j e n ,  M o o r e  a n d  
- ,  
5 . 1 2  
B e c k m a n  ( 1 9 7 3 ) s  w h o  e m p l o y e d  a  g i g a n t i c  s i m u l a t i o n  t o  e s t i -
m a t e  c r i t i c a l  p o i n t s  f o r  T  i n  t h e  u n i v a r i a t e  l i n e a r  r e -
g r e s s i o n  m o d e l  v
1  
= S o  +  S 1 X ;  +  e
1
.  T h i s  p r o c e d u r e  i s  i n a d e -
q u a t e s  a s  c r i t i c a l  p o i n t s  a r e  n e e d e d  f o r  t h e  g e n e r a l  m o d e l  
Y  =  X S  +  e s  a n d  i t  i s  d i f f i c u l t  t o  j u s t i f y  a  s i m u l a t i o n  o f  
m a g n i t u d e  n e e d e d  t o  p r o d u c e  r e a s o n a b l e  t a b l e s .  
H o w e v e r s  t w o  v e r y  i n t e r e s t i n g  p o i n t s  e m e r g e  f r o m  t h e  
s i m u l a t i o n  s t u d y .  F i r s t l y s  t h e  a u t h o r s  w e r e  g r e a t l y  c o n c e r n e d  
a b o u t  t h e  e f f e c t s  o f  t h e  a r r a n g e m e n t  o f  t h e  i n d e p e n d e n t  v a r i -
a b l e s  o n  t h e  c r i t i c a l  v a l u e s  o f  T .  H e n c e  t h e y  t e s t e d  a  n u m b e r  
o f  r a t h e r  e x t r e m e  c o n f i g u r a t i o n s  o f  X .  T h e i r  c o n c l u s i o n  w a s  
t h a t  t h e  a r r a n g e m e n t  o f  t h e  i n d e p e n d e n t  v a r i a b l e s  d o e s  i n d e e d  
i n f l u e n c e  t h e  c r i t i c a l  v a l u e s  b u t  t h e  e f f e c t  i s  f o r  p r a c t i c a l  
p u r p o s e s  n e g l i g i b l e .  
'  
S e c o n d l y s  t h e  c r i t i c a l  v a l u e s  f o r  T  e s t i m a t e d  b y  T i e t j e n s  
M o o r e  a n d  B e c k m a n  a r e  a l m o s t  i d e n t i c a l  t o  t h e  c r i t i c a l  v a l u e s  
c a l c u l a t e d  b y  G r u b b s  ( 1 9 6 9 )  f o r  t h e  c a s e  o f  t e s t i n g  a n  o u t l i e r  
i n  a  u n i v a r i a t e  s a m p l e .  
'  T h i s  h a s  l e d  P r e s c o t t  ( 1 9 7 5 )  t o  d e v e l o p  a  s i m p l e  m e t h o d  
f o r  a p p r o x i m a t i n g  c r i t i c a l  v a l u e s  o f  T .  
A s s u m e  t h a t  t h e  v a r i a n c e s  o f  t h e  r e s i d u a l s  a r e  c o n s t a n t .  
L e t  T *  =  maxl;i/~1 s  whe~~ ~
2 
i s  t h e  e s t i m a t e d  a v e r a g e  
- v a r i a n c e  n f  t h e  r e s i d u a l s .  
5 . 1 3  
N o w  
- -
( 5 . 3 . 3 )  
V a r ( e )  = I :  V a r ( e i  ) / n  
~ 
=  I : [ c r
2
- V a r ( y i ) ] / n  
=  n o
2
/ n  - t r [ X { X ' X ) -
1
X ' o
2
] / n  
=  n c r
2
/ n  - p o
2
/ n  
=  ( n - p ) c r
2
/ n  
H e n c e  $ l  =  ( n - p ) s
2
/ n  
· T h e r e f o r e  
T *  =  maxl;il/[(n-p)s
2
/n]~ 
=  m a x  I  e  .  I  I  [ I :  
1  
;~/n]~ 
1  
=  n  ~ m a x  I ;  .  I / [  I :  ;  ~] ~ 
1  1  
=  n~ m a x l z - 1  w h e r e  
~ ~ ~ 
z .  =  e . / ( I :  e~) 
1  1  1  1  
S t e f a n s k y  ( 1 9 7 1  a n d  1 9 7 2 )  h a s  p r o p o s e d  t h e  m a x i m u m  n o r m e d  
r e s i d u a l  l z l  =  m a x l z i l  a s  a  s t a t i s t i c  f o r  t e s t i n g  o u t l i e r s ,  
a s s u m i n g  t h a t  t h e  r e s i d u a l s  h a v e  c o n s t a n t  v a r i a n c e .  A  m e t h o d  
f o r  c a l c u l a t i n g  c r i t i c a l  p o i n t s  o f  l z l  h a s  b e e n  d e v e l o p e d .  
I t  i s  b a s e d  u p o n  f i n d i n g  u p p e r  a n d  l o w e r  b o u n d s  f o r  t h e  c r i -
t i c a l  p o i n t ,  a n d  t h e n  c a l c u l a t i n g  s u c c e s s i v e  i m p r o v e m e n t s  t o  
•  
t h e  i n i t i a l  bounds~ u n t i l  t h e  t r u e  c r i t i c a l  p o i n t  i s  r e a c h e d .  
A  s i m p l e  e x p r e s s i o n  e x i s t s  f o r  t h e  f i r s t  u p p e r  b o u n d  o f  
t h e  c r i t i c a l  p o i n t ,  U 1 .  I n  m a n y  c a s e s  t h e  f i r s t  u p p e r  b o u n d  
w i l l  b e  e q u a l  t o ,  o r  s u f f i c i e n t l y  c l o s e  t o ,  t h e  c r i t i c a l  p o i n t .  
I f  n o t ,  th~ f i r s t  l o w e r  b o u n d  f o r  t h e  c r i t i c a l  p o i n t  L 1  m u s t  
5 .  1 4  
b e  c a l c u l a t e d ,  t h e n  U 2 ,  l 2 ,  U 2 ,  . . .  e t c . ,  u n t i l  t h e  c r i t i c a l  
v a l u e  i s  d e t e r m i n e d  w i t h  s u f f i c i e n c y  a c c u r a c y .  H o w e v e r ,  L  ,  
U  ,  L  
'  .  .  .  
m u s t  b e  d e t e r m i n e d  b y  n u m e r i c a l  m e t h o d s .  
T h e  f i r s t  u p p e r  b o u n d  f o r  t h e  1 0 0 ( 1 - a )  p e r c e n t i l e  o f  
l z l  i s  g i v e n  b y  U
1  
=  {(n-p)F/[n(n-p-l+F)l}~, w h e r e  F  i s  
t h e  1 0 0 ( 1 - a / n )  p e r c e n t a g e  p o i n t  o f  t h e  F  d i s t r i b u t i o n  w i t h  
1  a n d  n - p - 1  d e g r e e s  o f  f r e e d o m ,  ( P r e s c o t t  ( 1 9 7 5 ) ) .  
H e n c e  T *  i s  b o u n d e d  a b o v e  b y  {{n-p)F/(n-p-l+F)}~ 
I n  t h e  u n i v a r i a t e  l i n e a r  r e g r e s s i o n  m o d e l  
y .  =  
1  
B o  +  B 1 X i  +  e i ,  w e  h a v e  t h a t  p  =  2  a n d  h e n c e  T *  i s  b o u n d e d  
a b o v e  b y  l ( n - 2 ) F / ( n - 3 + F ) .  P r e s c o t t  c o m p a r e s  t h e  c r i t i c a l  v a l -
u e s  o f  T ,  c o m p u t e d  b y  T i e t j e n ,  M o o r e  a n d  B e c k m a n  b y  s i m u l a -
t i o n ,  w i t h  t h e  u p p e r  b o u n d s  f o r  T *  g i v e n  b y  t h e  a b o v e  f o r m u l a ,  
a n d  s h o w s  t h a t  t h e y  a r e  a l m o s t  i d e n t i c a l .  H e n c e  h e  c o n c l u d e s  
t h a t ,  a p a r t  f r o m  v e r y  e x t r e m e  c a s e s ,  t h e  u p p e r  b o u n d  f o r  T *  
c a n  b e  u s e d  a s  a  r e a s o n a b l e  a p p r o x i m a t i o n  t o  t h e  c r i t i c a l  v a l u e  
f o r  T  .  
•  
T h e  n e c e s s a r y  p o i n t s  o f  t h e  F .  d i s t r i b u t i o n  m a y  b e  d i f f i -
c u l t  t o  o b t a i n ,  a n d  s o  L u n d  ( 1 9 7 5 )  h a s  c o m p i l e d  t a b l e s  o f  t h e  
u p p e r  b o u n d s  f o r  T *  f o r  a =  0 , 0 1 ,  0 , 0 5  a n d  0 , 1 0 ,  s a m p l e  
s i z e s  u p  t o  1 0 0  a n d  n u m b e r s  o f  i n d e p e n d e n t  v a r i a b l e s  u p  t o  2 5 .  
5 .  1 5  
G e n e r a l i z e d  I n v e r s e  R e s i d u a l s  
A s s u m i n g  t h a t  t h e  f i r s t  r  r o o t s  o f  X
1
X  a r e  s i g n i f i c a n t l y  
l a r g e r  t h a n  z e r o ,  t h e n  t h e  p r i n c i p a l  c o m p o n e n t  e s t i m a t o r  i s  
~G =  A + X
1
Y  ( r e f e r  t o  ( 5 . 2 . 8 )  a n d  ( 5 . 2 . 9 ) ) .  N o t i c e  t h a t  
r  ,  
( 5 . 3 . 4 )  
s o  t h a t  
r ,  i . e .  
A  
a n d  
a G  
A  
E  (  a
6
)  =  
A  + x I  x  a  
r  
=  n a  
a G  
i s  a  b i a s e d  e s t i m a t o r .  
· I f  A =  X
1
X  
i s  o f  r a n k  
r ( A )  =  r  
t h e n  
A +  
r  
i s  t h e  M o o r e - P e n r o s e  i n v e r s e  
i s  c o n d i t i o n a l l y  u n b i a s e d  r e l a t i v e  t o  t h e  c o n s t r a i n t s  
i m p l i e d  b y  t h e  c o l u m n s  o f  V p - r ·  ( S e e  C h i p m a n  ( 1 9 6 5 ) ) .  
N o w  t h e  g e n e r a l i z e d  i n v e r s e  r e s i d u a l  
e G  
g i v e n  b y  
( 5 . 2 . 1 0 )  c a n  b e  w r i t t e n  a r .  
( 5 . 3 . 5 )  
; G  =  ( I  - x A ; X
1
)  V  
=  (I-xA;x~)x~ +  ( I - x A ; X
1
) e  
- N X  a  +  N e  
=  l l  +  N e  
w h e r e  
•  
( 5 . 3 . 6 )  
- N  =  I  - x A  + x I  
r  
e n d  
l J  =  N X  a  
A  
A  
N o t i c e  t h a t  
E ( e
6
)  =  NX~ a :  l J  
a n d  
V a r ( e
6
)  =  o
2
N N
1  
=  o
2
N ,  
s i n c e  N  i s  s y m m e t r i c  i d e m p o t e n t .  
~IJ - - - · - - - -
- - · - - - · - · - - - - - ·  - - - - · - - \  
-~- -
5  . 1 6  
T h e · o r e m  5 .  3  .  1  
I f  x  ~-N(~,I) a  s e t  o f  n e c e s s a r y  a n d  s u f f i c i e n t  c o n d i -
t i o n s  f o r  X
1
Q x  +  m
1
x  +  d ,  t o  ha~e a  n o n c e n t r a 1  x
2
- d i s t r i b u -
t i  o n  i s  
( a )  Q 2  =  Q  
( b )  m
1  
=  m
1
Q  
{ c )  d  =  i  m
1
m  
t h e  d e g r e e s  o f  f r e e d o m  a n d  t h e  n o n c e n t r a 1 i t y  p a r a m e t e r  b e i n g  
g i v e n  b y  f  =  t r ( Q )  a n d  A  =  d .  
T h e o r e m  5 . 3 .  2  
a s  n o n c e n t r a 1  
L e t  e G  
X f i ( A ) ,  
=  v - x e G '  t h e n  
w i t h  f  =  n - r  
. I  
P r o o f  
S i n c e  
e G  =  ~ +  N e ,  
w i t h  
~ 
w e  h a v e  
- -
( 5 . 3 . 7 )  
e ' e  - e
1
N e  +  2~
1
Ne +  ~~~ 
G  G  -
=  e
1
N e  +  r n
1
e  +  d  
- A  
e G e G / o
2  
i s  d i s t r i b u t e d  
a n d  A  =  e
1
X
1
N X e / o
2
•  
a n d  
N  
a s  i n  ( 5 . 3 . 6 ) ,  
W e  s h o w  n o w  t h a t  t h e  c o n d i t i o n s  o f  T h e o r e m  5 . 3 . 1  
a r e  s a t i s f i e d .  
•  
( a )  N
2  
=  N  
( b )  m  
1  
N  =  2~ 
1  
N N  =  2~ 
1  
N  = .  m  
1  
( c )  !  m
1
m .  =  !(2~
1
N2N
1
~) 
=  ~IN~ 
=  e  ' x I  N  I  N x  e  
=  e  I  x I  N x  e  
=  ~·ll =  d  
- ·  
5. 18 
A 
= eG{I-N*)eG 
where N* = c~l :) 
Theorem 5.3.3 Let be as in (5.3. 10) then 
distributed as noncentra1 x}'(A), where f = n-r-q and 
. A = B'X'(N-NN*N)XB/a 2. 
Proof We have from (5.3.5) and (5.3.10) 
A 
(5.3.11) s~ = eG(I-N*)eG 
= (J.l+Ne)'(I-N*)(J.l+Ne) 
= e'(N-NN*N)e + 2J.l'(I-N*)Ne + J.l'(I-N*)J.l 
= e I' Q e + m • e + d 
is 
We show now that the conditions of Theorem 5.3.1 are satisfied. 
(a) Q2 = Q = N-NN*N 
_ ( b) m 1 Q = 2J.l 1 ( I-N*) N ( N- N N * N) 
= m 1 + D 
with D =' - 2].l I ( I-N*) N ( N N * N ) 
= - 2].l I ( I-N*) N N * N 
= -2B'X 1 N(I-N*)NN*N 
= -2B 1 X NN*N + 2B'X 1 NN*NN*N = 0 
since N2 = N and N*NN* = N* 
5. 19 
(c) i m1m = a{2ll 1 (1-N*)NN(I-N*)2ll} 
= S1 X1 (N-NN*N)(N-NN*N)XS 
= sIX I QX s 
s i n c e from ( a ) N - N N * N i s i d em potent . The de g r e e s of freed om 
are f = tr(N-NN*N) 
= (n-r-q) 
Theorem 3.4 Let 
respectively, then eq 
Proof We have 
. 
{5.3.12) eq = [Iq,OleG 
and 
and 
= [lq,O](ll+Ne) 
= llq + [Nq,Na]e 
as in (5.3.8) and (5.3.10) 
are independently distributed. 
The result follows immediately since 
Let the i t h student i zed G . I . res i d u a 1 be g i v en by 
(5.3.13) eG . tG . = ' 1 
' 1 ( 2 l sGnii)2 
where s2 G = eGeG/{n-r) 
= SG/{n-r) 
and s2 G = eGeG. Note that ·n .. 1 1 is t he d i a g o n a 1 e 1 ement 
of N. 
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Let 
(5.3.14) ~ 2 ~ ~- = eG .f(SGn .. ) , · 
1 ' 1 1 1 
i l, ... , n 
Theorem 5.3.5 The joint distribution of ~~, ~ 2 , ... '~q 
is given by 
(5.~.15) 
.\
00 (~>.)13 {l-L::.L::.(n .. n .. )~nij~.~.}if+S-1 
L.s=o · 1 J 11 JJ 1 J 
where f = n-k-q and are elements of 
The probability density is defined over the range 
(5.3.16) 
Proof 
~ L:.L:.(n .. n .. ) 
1 J 11 JJ 
Since 
nij~·~· < l 1 J . 
and are 
independently distributed, their joint density is given by 
(5.3 .17) 
Make the transformation 
{5.3. 18) t" = ':> • , 
eG . 
' , 
{ SG2 n .. ) ~ , , 
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i = 1,2, •.. ,q 
(refer to (5.3.10)) 
the Jacobian being 2sq+l Ilq G i = 1 
~ n ... , 
Thejointdensityof ~~, ... ,~q and SG is 
{5.3 .19) 
with nij 
. . l 
L ~ L ·l-1 . n 1 J SG n ~ . ~ . I cr 2 
. e , J J , , , 
l 
n ~ . , , 
00 (2 2)-0f+l3)~l')l3 .. l l lf Q 1 
.\ fJz/\ [S 2 {1-L.L.n 1 J~.~.n~·.n~.}] 2 +~->-L.f3=o r(~f+13)13. G , J , J ,, JJ 
the ( i 'j ) element of 
If we integrate now with respect to SG we get the joint 
density of ~~, ~2, ••• ,~q· 
Let 
{5.3.20) 
let d* - ~ ~ ,, nijn~ .. r-,. - L..L..~J· ':> 
, J . , , 
then (5.3.20) becomes 
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Let W = SG then dW = 2SG dSG and integrating over W 
yields the result. 
Corollary 5.3.6 If A = B1 X'(N-NN*N)XB/cr 2 = 0 then the 
density reduces to 
{5.3.22) 
( ~ ij ! ! ~f-lLoo ij ! 2}Y 1-r.r . .,.~.n n .. n .. ) {E.E.n n. ·11·~-/a 
1 J 1 J 1 1 J J ·y=o 1 J 1 1 J 1 
Corrolary 5.3.7 If moreover 11 = (I-xA;x')XB = 0, i.e. 
11 = 0 then the joint distribution of the q-standardised q 
errors is 
( 5 • 3 • 23 ) 
l 
f +q I -1 I 2 q l r(~) N rr .. 1n<:. £. q 1= 11 
1 •• 
( - 1J lf 1 l-E.E.(n .. n .. ) 2n ~·~·)2-
1 J 11 JJ 1 J 
In this last form the density was given by Ellenberg 
(1973}. This is of course the case when r(X) = r = p, i.e. 
B G = B , the 0 . L. S . e s tim a tor of B . E 1 1 en berg ( 1 9 7 3 ) f u r the r 
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suggested that a test for deleting outliers in the O.L.S. 
model is ~· = max1~il· The null hypothesis of no outliers 
would then be rejected if under the null-theory, ~· were too 
large. He then computed upper and lower bounds for the per-
centage points of ~· using a second order Bonferroni in-
equality (David (1956)). for any critical constant C, the 
inequality is giv.en as 
(5.3.24) I~=l Pr(l~il >C)- Li>j Pr(l~il > c,l~jl >C) 
< Pr(~ >C)< L~=l Pr(l~il >C) 
Since 
t. 
~- = 1 ; (with r = p), we have 
1 (n-p) 
(5.3.25) Pr{maxltil > Y0 } = Pr{maxl~il > Y6} 
with Yo Y* = 
o (n.,-p); 
consequently Ellenberg's test is equivalent to that of the 
maximum studentized n~·sidual T. 
Because of the non-centralities involved in (5.3.15), it 
is ~vidently clear that it will not be easy to compute an 
upper bound for Pr{l~*l ~ Y6}· Let us examine under what 
conditions will the non-centrality parameters be equal to zero. 
Obviously if B = 0, both ~ and A will be zero, but this 
case is of no practical interest. If the r {X) is indeed 
r, then A+ r is a Moore-Penrose inverse of X I X. Hence 
c 
{5.3~26) eG = (I -xA;x') e 
------~-------·· _________ :..::...::....:----:--- _ __:_:._-._~· ~--=-=-- : __ _ 
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since (X-xA;x•x)e = o. as xA;x•x =X. A; is the Moore-
'""(.'~\. Penrose~of x•x. The joint density of t 1 , (2•···•tq 
will be given by (5.3.23), so that Ellenberg's test could be 
used. But the performance of this test procedure for any 
given problem will depend not only on the size of the outlier 
but also on the correlation structure among the residuals that 
is of the nij" 
let us instead of 
·statistic 
( 5. 3. 27) T* -G -
Therefore following Prescott's 
T G = m ~x I ~~;I= m ~x I { n- r) ~ t i I 
1 1 
suggestion, 
use the 
where ~G is the estimated average variance of the G.I. resi-
duals, thet is 
- -(5.3.28) Var(eG) = I~=l Var(eG,i)/n 
and so 
Hence 
(5.3.30) 
. 2 
= £___ tr(N) 
n 
= 0 2(n-r) 
n 
- -
= ( Y-XBG)' ( Y-XBG )/n 
= n ~ max I z6 ·I . , 
-- -~~ ---- ·----~~~:--""::r __ ::.::_- -•- - -
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where ZG • 
,1 
is the studentized G.I. residual. 
Wow if, 
(5.3.31) u~ = 1 
with n .. 11 
then we have 
(5.3.32) u ~ = 1 
= 
... 
(n-r-l)eG .fn .. 
t 1 1 1 
I 2 I e6e6 -e6 . n .. '1 11 
... 
Var(eG,;)/o 2 
{n-r-1) 
ZG2 . • fn .. 
' l 1 1 
l-ZG2 .fn .. 
' 1 1 1 
But from Theorems 5.3.3 and 5.3.4, it follows that u~ 1 has a 
doubly noncentral F-distribution with non-centrality para-
meters given by 
(5.3.33) = 
n .. o 2 
11 
t ~2 = _l e•·x (N-NN*N)Xe 
02 
= -
1 l-1 1 ( 1-N*)ll 
02 
Now if the variances are assumed to be equal, i.e . 
... 
Var(e6 .) = o 2 n .. = o 2 C ,1 11 a then s i'nce 
it follows that 
• 
c 
a 
n-r 
= --n 
In this case (5.3.33) becomes 
u ~ = 1 
= 
(n-r-1 )ZG ·;){(n-r)/n) 
1-Z 2 ./~) G, 1 n 
n ( n -r -1 )lG2 • 
' 1 ____ _.;. 
n-r-nZG2 • 
'1 
... 
I Var(e6 , 1) = o 2 (n-r) 
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and so 
(5.3.35) (
n(n-r-l)ZG.2,).i I ~I 
= = g ( ZG 'i ) 
. n-r-n.Z 2 G, 
Since g is a strictly increasing function, we have 
As we have seen ui has a double noncentral F-distribution and 
an upper bound for the maximum normed G.I. residual is given hy 
(n-r)F 11 . ~ 
( 5 3 3 7 ) ( a./ n · ) h F 11 • th · · f · t · t f th • · · n(n-rc£.'-'F~/n) were «jn 1s e s1gm 1can po1n o e 
doubl~ non-central F-distribution with 1 and n-r-1 degrees of freedom and non-
centrality parameters. :\1 and. :\ 2 given by (5.3.33). 
Now if X is indeed of rank r and :\1 = :\2 = 0, then 
the upper bound for the critical point is given by 
(n-r)Fa/n ~ ~ (5.3 .38) 
n(n-r-lj '•l 
</ a/ 
which is exactly the resu 1 t found by Stenfansky ( 1971 ' 1972), 
under the assumption that the variances of the eG . 's 
'1 are 
equal and the r (X) = r . 
• It is quite clear from the above result that to analyse 
G.I. residuals, when r(X) = p, but only r of the latent 
roots of X'X are used in lead to complicated distri-
butional results, for the test statistic for outliers. 
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·Ridge Residuals 
Suppose that a Ri~ge procedure is used to overcome the 
effect of multicollinearity. Let B be estimated by . 
{5.3.39) BR = (X'X+ki)- 1x•y 
= wx•v 0 < k < 1 
In.~eneral k is not known and is estimated from the data, 
if so, k will be a random variable. The resulting distri-
butional results ho~ever becnme so complicated that for all 
practical purposes we will assume k known and fixed. 
From (5.2.4) we have 
= l1 R + Re 
with llR = X(I~Z)B and R = I-XWX' 
Therefore we have 
and 
{5.3.42) Var(eR) = a 2 RRt 
= a 2 (I-XWX'-kXWW'X') 
= a 2 Q . 
Notice that llR will be zero only if k = 0. Further the 
matrix R = J...:xwx• is not idempotent. For fixed R since 
Let us now examine the use of Ridge residuals for detecting 
outliers. 
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Suppose that we use 
A 
( 5. 3 . 43) TR = max I e R, i I 
1~1 
with ~R the estimated average variance. More analytically 
we have 
A 
· (5.3.44) Var(eR) = Ei Var(eR,;)Ih 
= tr(cr 2 Qin) 
and hence 
(5.3.45) ~R = !r~Q) SR 
A A 
w i th S R = ( Y-X 13 R) ' ( Y- X 13 R) I ( n- p) . 
Now 
(5.3.46) 
l l 
{ t r ( Q ) } 2 T * = ( t r ( Q ) ) 2 m ax I ; . I ( (.!!191) S 2 ] ~ I 
n-p R n-p R,1 n R. 
where ZR . 
' 1 
. lA l{n-p 52}~1 
= max e R' i -n- R 
~ 
= n maxlzR -1 
'1 
is the normed ridge residual. 
Let us form the following statistic 
analogous to that given by (5.3.31). 
* u . 1 given by (5.3.47) 
------~-- - -
(5.3.47) 
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.. 
(n-p-l)eR,i/qii 
.. .. 
eR•eR - eR2 .fq .. 
,1 11 
-
with qi; = Var(eR, i)/o 2 
We have that eR,i ru N(l1R,-;o 2 qii). consequently ui 2 will 
have an F-distribution with 1 and n-p-1 degrees of freedom 
iff llR,i'''= 0, i.e. iff k = 0, but this is the least squares 
case. If k ~ 0, but fixed, the numerator will have a non-
central x2 distribution, but it is not at all clear what 
the distribution of the denominator will be. Therefore the 
complete lack of distributional results makes it very diffi-
cult to use Ridge Residuals to determine outliers. 
5.4 GENERALIZED INVERSE OR RIDGE RESIDUALS WITH LEAST 
SQUARES ESTIMATE FOR o 2 
Prescott suggested the use of 
(5.4.1) 
-S2 as a test for outliers where is an estimate of the average 
Vlriance assuming that the variances are all equal. If G.l . 
• 
of R.R. r~siduals are used then the statistics proposed in the 
previous sections were 
.. 
(6.4.2) I eG ·I T* = max- ' 1 
G I "SG I 
and 
5.3 0 
. 
(5.4.3) T * = max I e R 'i I 
. R I ~R I 
. . 
If in {5.3.28) we estimate o 2 by S 2 = {Y-Xe)'(Y-Xe)l{n-p) 
then we will have 
(5.4.4) n-r n-r e'e 5 2 = __ 5 2 = ___ _ G n n n-p 
and.so (5.4.2) becomes 
(5.4.5) * 1- n-r · · ~ TG =max eG,;I{n(n-p) e'e) I 
In view of the above results {5.3.31) becomes 
{5.4.6) 
with 
u~={n-r-1) 1 
. 
eG2 • In . . 
, 1 1·1 
r e ~- eG2 • In .. 
1 '1 1 1 
n. . = 
11 
Var(eG . ) 
' , 
We must find the density of Now the numerator 
. 
eG2 ·ln .. 
'1 1 , 
has a noncentral x2 -distribution with 1 degree of freedom 
and noncentrality parameter A1 = ~iln;i· 
To determine the distribution of the denominator let 
A 2 '= e • e - ; N - 1 ; w i t h ; = [ I , 0] ; G = [ I , 0 l ( ~ + N e ) . q qq q' q q_ q 
We have 
{5.4.7) 
and since 
5.31 
e•e = e•Me, with M = I - X(X 1 X)- 1x•, we have 
(5.4.8) 
But M - NN*N is not idempotent so that the results of Theorem 
5.3.1 are no longer applicable. The same difficulty arises 
when using as an estimate for cr 2 in (5.3.44) the O.L.S. one, 
instead of the sR = (Y-xaR).(Y-XBR}/(n-p). 
Thus it is clear that there is no advantage by using a 
least squares estimate for cr 2 when analysing C.I. or R.R. 
residuals . 
. 5.5 MULTICOLLINEARITY, HYPOTHESIS TESTING AND VARIABLE 
SELECTION PROCEDURES 
In this section we shall try to cast more light on the 
effects of multicollinearity on hypothesis testing and on 
techniques for selecting variables which are commonly employed 
by the practitioner. 
In the presence of multicollinearity XB, cr 2 , 
and R2 can be estimated relatively precisely although the 
same is not true for B. 
Proof The estimate of cr 2 , i.e. S2 is 
(5.5.1) e 'Me s2 = --n-p 
5.3 2 
w i t h M = I - X (X ' X ) - 1 X ' . S i n c e M i s i d em potent and 
it follows that 
For the variance of S2 we have 
2 
eMe' "' o2x2 
r ' 1 
2 02 (5.5.2). Var(S 2 ) = (n-p) Var(x: 1 ) 
02 
2 
= (n~.P) 2r 1 < 00 
where r(M) = r 1 • 
From (5.5.2) it is obvious that the variance of S2 does not 
depend on the latent roots of X'X, so even if r(X'X) is 
less than p, the variance of S2 will be bounded. Note that 
here r 1 = n-p. 
The covariance matrix of X8 is o 2 X{X'X)- 1x•, but M 
is idempotent consequently o 2 y'My > 0 for all y I 0 and 
finally 
(5.5.3) 
. 
Since 0 ~ lP= B'(~:~>a 2_ 1 we have, E(iP)h 2_ 1 and so 
Var{~ 2 ) < 1, i.e. R2 can be estimated well. 
We show now that 8 can not be estimated precisely, i.e. 
the last p-r component of 8. We have 
----·---- ------------
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(5.5.4) I 
= 2tr 1 V V' 2\P 1 V V' 
o L-j=l A. j j + o Lj=r-1 X: j j J . J 
Since is very large for j = r+ 1 , ... , p t ti i s me an s 1 a rg e 
diagonal and off diagonal elements in last p-r rows and 
columns of (X'X)-1, i.e. large variances and covariances for 
the last p-r components of a. 
Since the variance of a is affected by multicollinearity, 
it is obvious that any statistic, which is a function of the 
. 
Var(a) is also affected. In what follows we examine some test 
statistics. 
(i) When we test the hypothesis • 
(5.5.5) Ho: f3. = 0 against HI: a. I 0 J . J 
we use a t-statistic given by 
,.. 
(1-lr~)~ B . (5.5.6) t. = J j = 1,2, ... ,p J J T 
with lL 
J 
the multiple correlation coefficient when the xj 
variable is regressed on the other predictors. The last p ... ..-
vari&bles involved in multicollinear1ties tend to have smell 
t-statistics, since (1-R~)~ 
J 
is sma11, irrespective of what 
the population values of aj might be for j = r+l, ..• ,p. The 
noncentrality parameter of the t-stat1stic is also a function 
(~ i. 
of (l~R.) a., so not only the numerical value of the test J J 
statistic but also its associated power is reduced for fixed 
Bj by strong multicollinearities. ~ 
5.34 
(ii) Suppose that we are interested in testing the hypothesis 
(5.5.7) 
A 100{1-a)% confidence region for the parameter e. is given 
by 
. . 
(5.5.8) te-e)'{X'X){e,..e) < F{l-a) 
p$2 - p,n-p 
where F{l-a) P ,n-p is values of Fisher's F -d·i s tr i but ion with 
p,n-p degrees of freedom. The region constitutes the surface 
and interior of a p-dimensional hyperellipsoid centered at e, 
The volume of this hyperellipsoid is 
(5.5.9) VA 
1rp/2 pP/2 IX'XI_, = 
r { !+ 1) p 
pp = p$2 F{l-a) p,n-p with 
The aemi-axes of the hyperellipsoid are 
(5.6,10) c. = A:~ P~ 1 . 1 p i = 1,2, ... ,p. 
From (5.5.9) and (5.5.10) it is clear that the confidence 
region centered at e is very wide because of the multicollin-
• 
ear1ty. consequently we tend to accept the null hypothesis 
irrespective of what the true value of e might be. 
(111) From Theil (1971) p.l74, we have 
(5.5,11) 
t~ 
r 2 - , 
y.ilp-1 - ti+n-p for i = 1,2, ..• ,p 
5 .3 5 
with ry.ilp-1 being the/partial correlation between y and 
X; variable keeping the remaining p-1 variables fixed. 
Note also that t. 1 of (5.5.11) is given by (5.5.6). 
t~ 
1 
is forced to zero due to multicollinearity then 
will be forced to zero. 
Thus if 
2 
ry.ilp-1 
From the above discussion it is clear that the usual 
stepwise procedures like the backward and forward procedures do 
not perform well when multicollinearity is present between the 
X Is. 
Several other variable selection procedures have, however, 
also been proposed in the literature. For excellent discussions 
the reader is referred to the papers by Hocking (1976) and 
T hom p s on ( 1 9 7 8 ) . Two of t he m o s t c om m o n 1 y u s e d p r o c e d u r e s a r e 
the Sp-criterion (originally proposed by Stein (1960)) and 
the Cp-criterion of.Mallows (1966). 
The Sp-criterion is used when all variables (Y,XI, ... ,Xp) 
and considered to be random and to be distributed normally, 
while CP is used when the variables X1 , ... ,XP are known or 
fixed. 
The SP-criterion is given by 
(5.5.12) 1 S p 1 = ( n _PI) ( n -p, _ 2 ) S S Ep 1 , p! < p 
5. 3 6 
where SSEp• is the residual sum of square for the p•-variable 
mode 1. 
From Lemma (5.5. 1) it is clear the statistic given by 
(5.5.12) is unaffected by multicollinearity. The same is true 
for t h e C P - c r i t e r i o n a s i t c a n b e s e e n f rom r e 1 a t i o n ( 4 . 1 . 6 ) 
of Chapter 4. 
·5.6 CONCLUSIONS 
Marquardt•s suggestion that the problem of erractic data 
points and multicollinearity should be tackled at the same time, 
appears to be difficult from a statistical point of view, since 
the distributional results are very complicated. In order to 
overcome the above mentioned difficulties, some heuristic 
methods are under investigation in the Department of Mathematical 
Statistics, University of Cape Town, for example, plots of the 
ridge residuals or the Studentized ridge residuals versus k. The 
~uthor hopes that these results will soon be-able to be published. 
It is however important to stress that a form of Ridge 
trace should be used to detect possible outliers before pro-
ceeding with any further analysis. It may well be that due to 
the multicollinearity problem, the ordinary least squares 
estimate are so unreliable that outliers may escape detection 
or faultly identified simpJy because the estimate e is far 
removed from its true value e. 
5.37 
The author thinks it is worthwhile mentioning that further 
research is needed to give some guidelines to the practitioner 
especially when he is confronted with the detection of outliers 
in the linear model whil~ multicollinearity and autocorrelation 
are present. 
'. 
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