There is a growing consensus among personality psychologists that personality stabilizes in adulthood (e.g., McCrae & Costa, 1990) . Nonetheless, adolescence, the period leading up to adulthood, has long been recognized as a psychologically turbulent age (Hall, 1904; Rutter, Graham, Chadwick, & Uhle, 1976) . Thus, for example, the rates of violent behavior (Daly & Wilson, 1988) , criminal activity (Gottfredson & Hirschi, 1990) , alcohol and drug abuse (Johnston, O'Malley, & Bachman, 1985) , as well as other antisocial behavior all peak before age 25 years. Yet, the majority of troubled youths do not go on to have serious problems in adulthood (e.g., Robins, 1966) . The attainment of physical maturity is accompanied by significant psychological change (Siegel, 1982) and increasing levels of psychological adjustment (Hathaway & Monachesi, 1953 ). The precise mechanisms that underlie these psychological changes, however, remain to be fully determined.
Only a few longitudinal studies have investigated personality changes during the transition from late adolescence to early adulthood, yielding a limited and at times inconsistent set of findings. For example, Stevens and Truss (1985) administered the Edwards Personal Preference Survey (EPPS) to two samples of college alumni, one 12 years and the other 20 years after initial completion of the inventory while in college. Stevens and Truss reported mean increases-consistent across the two samples-for Achievement, Autonomy, and Dominance; consistent mean decreases in Abasement and Affiliation; but no consistent changes in Aggression or the other EPPS scales. Block (1971) , in the Berkeley longitudinal studies, concluded that, for male subjects, interviewer-rated expressed hostility increased while rebelliousness decreased as the sample aged from senior high school to early adulthood. Stein, Newcomb, and Bentler (1986) reported significant mean increases in Law Abidance, Congeniality, Diligence, Generosity, and Leadership from the early teen years to the early twenties in a large and broadly representative school-based sample.
The evidence concerning the stability of individual differences in personality from late adolescence to early adulthood is similarly inconsistent. Thus, for example, Stein et al. (1986) reported 4-year stability coefficients from the late teens to early twenties that generally fell in the range of .5 to .6, leading them to conclude that individual differences crystallize with advancing age. Stevens and Truss (1985) , however, reported 12-and 20-year stability coefficients for the EPPS that generally fell in the .2 to .4 range, suggesting only modest stability of individual differences. The apparently inconsistent pattern of results could be caused by different sampling strategies (college students vs. representative samples), different assessment procedures (e.g., self-ratings vs. ratings by others), and very probably also the use of different measuring devices. In the present study, a community-based sample completed an omnibus self-report personality inventory-the Multidimensional Personality Questionnaire (MPQ; Tellegen, 1982) -first in late adolescence (average age of 20 years) and then again 10 years later when in early adulthood. The MPQ has excellent psychometric properties and includes validity scales to screen out likely invalid profiles. Of particular significance to the present study is the MPQ's hierarchical factor structure, which provides a basis for assessing consistency of results within the study.
The psychological changes that accompany the transition from late adolescence to early adulthood have typically been attributed to environmental factors; for example, to "culture" (e.g., Stein et al., 1986) , to societal expectations (e.g., Dubow, Huesman, & Eron, 1987) , and so on. An alternative, but less frequently considered, possibility is that biological factors contribute to personality changes. The field of developmental be-havioral genetics seeks to identify and characterize genetic and environmental influences on behavioral stability and change (Plomin, 1986) . The present study uses a standard yet powerful behavioral genetic design, a longitudinal twin study, to investigate genetic and environmental influences on personality stability and change in the transition from late adolescence to early adulthood. Loehlin (1992) reviews longitudinal behavioral genetic studies of normal between-person variation in personality and concludes that although there are significant genetic contributions to personality change in childhood, personality change in late adolescence and early adulthood appears to be due largely to environmental factors. In an earlier review of behavioral genetic research on temperament, Goldsmith (1983) came to essentially the same conclusion. This pattern is not altogether unexpected. The normative changes of childhood are more consistent with a genetic influence, common across individuals, than are the individuated changes of later adulthood. Some traits change developmentally in the same direction for most people but to varying degrees; other traits change both in direction and in magnitude. The extent of the first type of normative change might owe more to genetic factors, whereas the (nonnormative) change of the second type of trait might owe more to environmental determinants (cf. Wilson, 1983) .
Identifying the basis of behavioral continuity is as central to an understanding of personality development as is identifying the basis for behavioral change. Several lines of behavioral genetic research converge in suggesting that environmental influences may not endure unless exposure is persistently and consistently experienced. Thus, for example, a recent meta-analysis of similarity among preadult twins ended with the conclusion that the effects of common rearing wane once the twins have left their rearing home (McCartney, Harris, & Bernieri, 1990) . Similarly, Kaprio, Koskenvuo, and Rose (1990) reported that the greater behavioral similarity observed among living-together adult twins disappears once they separate. One might therefore expect that the continuity of individual differences in personality from late adolescence to early adulthood is due largely to the influence of genetic rather than environmental factors.
The present investigation is a longitudinal study of personality similarity among monozygotic (MZ) and same-sex dizygotic (DZ) twins aimed at determining the extent to which personality stability and change in early adulthood is associated with genetic or environmental factors or both. It is expected that individual differences in personality change will be caused largely by environmental factors, with genetic contributions to change being largest for personality dimensions undergoing normative rather than individual change. In contrast, the continuity of individual differences in personality is expected to be caused largely by enduring genetic influences.
Method

Sample
The sample consisted of 127 pairs of same-sex reared-together twins originally recruited and tested in the early 1970s (Lykken, 1982) . The study began before the establishment of population-based U.S. twin registries, so that twin pairs were recruited from a variety of sources. Most were identified from rosters of students who were seniors in Minneapolis or St. Paul high schools during the preceding year. Pairs of individuals from the same high school with identical surnames, birthdates, and mailing addresses were contacted and recruited to participate in a study on twins. A few additional pairs, then current or former undergraduate students at the University of Minnesota, were identified as twins from the records of the University Health Service. As is usual in such studies of volunteer twin samples (Lykken, McGue, & Tellegen 1988) , about two thirds of the individuals were female twins and two thirds of the pairs were MZ pairs. Participation involved a half-day visit to the laboratory where, among other things, they completed the MPQ; blood samples, fingerprints, and height, weight, and head measurements were taken for zygosity determination by using the method described by Lykken (1978) . With this method, the probability of a misdiagnosis of zygosity is less than .001.
About 10 years later, beginning in 1983, we established the Minnesota Twin-Family Registry by identifying through birth records all twins born in Minnesota from 1936 to 1955, locating the surviving intact pairs, and recruiting their participation by mail. One of the tests completed by the registry participants was the MPQ. By chance, some of the twins in the original twin study had been born in Minnesota during the registry designated years, and so they completed the MPQ, again, as part of that project. The longitudinal data reported here resulted from this unplanned but fortunate occurrence. In total, 304 individual twins completed the MPQ at one or both testings. Forty eight individual twins were deleted from the sample because we did not have complete data on both members of the twin pair at both time points. In addition, the MPQs of 6 twins failed to pass the validity screens (described later), so that data from these twins and their cotwins (who did provide valid data) were deleted from the sample, leaving a final sample of 127 twin pairs. Between the two testings, the sample developed from late adolescence to early adulthood. The sample was on average 19.8 years old at Time 1 (SD =3.4 years; range = 17 to 30 years with 89% 25 years or younger) and 29.6 years old at Time 2 (SD =2.5 years, range = 25 to 37 with 97% 27 years or older). The average interval between testings was 9.7 years (SD = 1.7 years, range = 5 to 15 years with 89% 8 years or longer) and did not vary significantly by sex. Although the Minnesota Twin-Family Registry is broadly representative of the Minnesota state population, a similar claim cannot be made for the sample reported on here. Nonetheless, the present study is one of the largest and longest longitudinal twin studies yet published, and it is one of few to focus on personality change during the critical transition from adolescence to early adulthood.
Personality Inventory
The Multidimensional Personality Questionnaire (Tellegen, 1982; Tellegen & Waller, in press ) is a 300-item self-report inventory constructed by an iterated factor-analytic process in which, at each stage, provisional factor identifications (descriptive paragraphs) were used to generate new items to be included in the next stage of data collection and analysis. The factor descriptions were then revised, if necessary, and the process repeated until all the new items loaded strongly and exclusively on the appropriate factors. The MPQ contains 11 first-order factors (called primary scales here). The primary scales constructed with unit item weights to measure these factors have alpha reliabilities from .81 to .89 and 30-day stabilities from .82 to .92 (Table 1 ). The MPQ scales are sufficiently intercorrelated to yield three higher order or superfactors when factor analyzed: Positive Emotionality, Negative Emotionality, and Constraint.
Positive Emotionality is similar to the Extraversion dimension of the Eysenck Personality Questionnaire (EPQ; Eysenck & Eysenck, 1975) Gough, 1975) . High scores on Positive Emotionality result from high scores on the MPQ scales labeled Well Being, Social Potency, Achievement, and Social Closeness and reflect a tendency to be actively and pleasurably engaged with one's social and work environments. Negative Emotionality consists of the ubiquitous Neuroticism dimension (the MPQ's Stress Reaction scale is strongly correlated with Neuroticism on the EPQ) combined with Alienation and Aggression. High scorers on the Constraint superfactor are high on Harm Avoidance, Control (the reverse of Impulsiveness), and on Traditionalism; they find many of life's possibilities to be out-of-bounds for them, either because they fear them or disapprove of them or, most commonly, both.
The MPQ also includes scales designed to detect desirable versus undesirable response set, acquiescent versus nonacquiescent response style, and response inconsistency. Application of the screening rules developed by Tellegen (personal communication, May 1989) identified four twins with probable invalid records and two twins who skipped more than 6 items on the 300-item questionnaire. Information from these six twins and their cotwins was deleted from the sample.
Analysis of Mean Level Change
We assessed the stability of mean scores for the primary and higher order factor scales separately using a two-factor repeated measures multivariate analysis of variance (MANOVA; one within-groups factor, time of testing, and one between-groups factor, sex). Significant MANOVA main and interaction effects were followed up with univariate analyses of variance (ANOVA). Although each of the 254 twins was treated as an independent observation in the analysis, degrees of freedom used in statistical tests were adjusted to reflect the number of independent twin pairs. Although approximate, this approach to correlated observations does not appreciably bias the results and is far superior to the alternative practice of randomly deleting one member of each pair(cf. Rosner, 1982) . 
Age-Sex Adjustment
As twins share a common age and, in our sample, a common sex, age and sex effects enhance twin similarity (McGue & Bouchard, 1984) . Consequently, before biometrical analysis, the Time 1 and Time 2 personality scores were age-sex adjusted by subtracting from each individual's score the sex-appropriate mean and then regressing out the linear component of age. Because the present study sought to identify and characterize factors that contribute to variability in personality change, age-sex adjusted residuals were not normed to unit variance. Apart from the MANOVA and ANOVA results, all findings reported here are based on the age-sex adjusted scores. Additionally, as an approximate control for the inflation of the Type I error rate due to multiple testing (i.e., multiple testing over the 14 scales of the MPQ), the significance level was set at .01 for all tests other than those associated with the MANOVA and follow-up ANOVA.
Biometrical Modeling
Within-time twin analysis. The modeling approach used here involved first identifying, for each personality scale, the biometrical model that best fit the within-time twin data, and, second, applying that best-fitting within-time model to the between-time data. Although simultaneous modeling of the within-and between-time data may seem preferable, several factors argue for the approach taken here. First, much is known about genetic and environmental contributions to within-time twin resemblance (e.g., Plomin, 1986) , so that withintime analyses can be compared with and informed by what are now 1 In a repeated measures MANOVA comparison of MZ and DZ twin responses, both the zygosity main effect, F(\ 1,115) = 1.30, p > .05, for 11 primary scales and F(3,123) = 2.11, p > .05, for three higher order factor scales, and the Zygosity X Time interaction, F(l 1,115) = 1.87, p> .05, for 11 primary scales and F(3,123) = 1.52, p > .05, for three higher order factor scales were nonsignificant. highly replicable findings. Second, the full longitudinal model includes many more parameters than can be reliably estimated given the present sample size. Conditioning the longitudinal analysis on the best-fitting within-time model is not only statistically defensible but also likely to produce more stable parameter estimates than would otherwise have been obtained. Indeed, because of the difficulty associated with simultaneously fitting within-and between-time models, previous modeling of longitudinal twin data have typically conditioned the between-time analyses on a constrained within-time model (e.g., Plomin & Nesselroade, 1990) .
In the standard biometrical approach to twin data, it is assumed that a phenotypic score (P) can be decomposed into four separate and independent components (Eaves, Eysenck, & Martin, 1989) :
where G A refers to additive genetic effects, G NA refers to nonadditive genetic effects (sometimes further decomposed as epistasis and dominance, although treated here as dominance only), Ec refers to common environmental effects (i.e., environmental factors that two twins of a pair share regardless of their zygosity, e.g., rearing social class or parental child-rearing attitudes), and i^c refers to noncommon environmental effects (i.e., environmental factors that are not shared by the two members of a twin pair, e.g., accidents or different peer group influences). Assuming further that there are no genotype-environment correlations or interactions, the total phenotypic variance (V r ) can be similarly decomposed into four components:
where V A ,V NA ,V c ,and V NC are the variance components attributable to additive genetic, nonadditive genetic, common environmental, and noncommon environmental effects, respectively. The likelihood of the observed mean squares between and within MZ and DZ twin pairs was derived as a function of the four variance components in Equation 2 assuming that (a) nonadditive genetic effects are due to dominance only, (b) common environmental effects are shared equally by MZ and DZ twins, and (c) there is no assortative mating for personality. For a given biometrical model, variance components were estimated by the method of maximum likelihood and the goodness of fit of the model tested using the likelihood ratio criterion (Martin, Eaves, Kearsey, & Davies, 1978) . With reared-together twin data alone, effects owing to common environment and genetic dominance cannot be separately identified, although both factors may be important in personality . Consequently, a series of nonnested models were fit to the twin mean squares and the model that minimized the sum of the Akaike information criterion (AIC, which equals the chi-square test statistic minus twice its degrees of freedom; Akaike, 1987) Between-time twin analysis. For each of the 14 personality dimensions, the best-fitting within-time model included a single component of variance shared by the twins (i.e., one of the three components-additive genetic, nonadditive genetic, or common environment-that contribute to twin similarity) and the component of nonshared variance (i.e., the noncommon environment component that does not contribute to twin similarity). The personality data could therefore be represented in terms of two components: a shared component (S) and a nonshared component (N). The between-time twin analysis sought to determine the extent to which these two components contributed to individual differences in personality continuity and change. That is, at Time 2, a personality score can be thought to reflect two factors: a component due to the enduring influence of Time 1 effects, which we designate as the stable component of personality, and a component due to effects that exist at Time 2 but did not exist at Time 1, which we designate as the residual component of personality. The modeling procedure described later allowed us to determine the extent to which individual differences in the stable and residual components of personality were associated with shared or nonshared factors.
Given the results of the within-time analyses, a personality score at the fth time of measurement 0 = 1,2) could be expressed as an additive function of two uncorrelated components, so that
where P, is the observable phenotype at measurement Time i having variance V it and S 1 , and N s represent, respectively, the shared and nonshared components of the /'th phenotype that have variances V si and K ra . The relationship between the phenotypes at the two times of testing was modeled as a function of structural relationships between the underlying shared and nonshared effects, such that, 
The stable component corresponds to that portionoftheTime2 phenotype attributable to the enduring influences of the Time 1 shared and nonshared effects. The residual or nonstable component corresponds to that portion of the Time 2 phenotype attributable to shared and nonshared effects that exist at Time 2 but did not at Time 1. After age-sex adjustment, 4 X 4 variance-covariance matrices for MZ and for DZ twins were computed for each 'MPQ scale by using single-entered twin data; the four variables were Twin A' s Time 1 score (A s ), Twin A' s Time 2 score (A 2 ), Twin B's Time 1 score (5,), and Twin B's Time 2 score (.ft,). Expected MZ and DZ variance-covariance matrices were derived and expressed as a function of the six basic parameters of the longitudinal biometrical model (K sl , V nl , V&, V n2 ,4, and B n ) conditional on the best-fitting within-time model. The six parameters were estimated with the method of maximum likelihood as implemented in the LISREL VI software package (Joreskog & Sorbom, 1986) using adaptations suggested by Heath, Neale, Hewitt, Eaves, and Fulker (1989) to accommodate twin data structures. Model fit was evaluated using both the chi-square test statistic as well as the nonnormed goodness-of-fit indexes for the MZ and DZ variance-covariance matrices provided by the LISREL program. Because values of the variance components and regression coefficients are not easily interpreted, the following derived parameters are reported: (a) the proportion of phenotypic variance at Time 1 and Time 2 associated with shared effects (i.e., VJV, for i = 1,2); (b) the proportion of stable vari- ance that is associated with shared effects (i.e., B s 2 VJ(B s 2 V s2 + B n 2 V n2 )); (c) the proportion of residual variance that is associated with shared effects (i.e., the variance of § divided by the variance of the residual component, 3-+ N r ); and (d) the correlations between shared (r s ) and nonshared (r n ) effects at Time 1 and Time 2. Standard errors for all derived parameters were estimated from the estimated variances and covariancesof the LISREL parameter estimates. To correct for attenuation owing to the compounding of measurement error in the residual component (Cronbach & Furby, 1970) , we report residual variance components both with and without correction for short-term temporal instability. Corrections were based on the 30-day test-retest stability coefficients given in Table 1 . The present biometrical model is similar to the model originally proposed by Plomin and DeFries (1981) for the analysis of longitudinal twin data. There are, however, several important differences. First, in the Plomin and DeFries model, the variables are standardized, but in the present formulation they are not. As our results demonstrate, modeling variance is critical to a complete understanding of personality development. Consequently, the unstandardized approach used here is preferred. Second, the bivariate heritability coefficient proposed by Plomin and DeFries is a ratio of covariances and is thus not a standard heritability coefficient. The variance components reported here (which are heritability estimates when the shared effect is due to additive genetic or nonadditive genetic factors) are all variance ratios as is appropriate. In this way the model is similar to the model proposed by McArdle (1986) for the analysis of longitudinal twin data.
The assumptions of the biometrical analyses warrant comment. The standard approach to analyzing twin data has been to assume additivity of genetic effects (e.g., Eaves et al., 1989) . Nonetheless, Lykken (1982) and Tellegen et al. (1988) have demonstrated significant nonadditive genetic effects for some personality factors. With reared-together twin data only, however, it is not possible to estimate the effect associated with each of the two sources of nonadditive variance, dominance and epistasis. Furthermore, it is not possible to estimate simultaneously additive genetic effects, nonadditive genetic effects, and shared environmental effects. Our first assumption that nonadditive genetic effects, if they exist, are due to dominance therefore represents a pragmatic yet reasonable approach to nonadditivity. The second, or so-called equal environmental similarity, assumption has been the focus of much behavioral genetic research (see Plomin, DeFries, & McClearn, 1990 , for review). The force of this research suggests that greater MZ than DZ environmental similarity can be attributed either to MZs evoking more similar reactions from others (i.e., evocative genotype-environment correlations) or to MZs constructing more similar sets of experiences (i.e., active genotype-environment correlations) than DZs. These correlated effects are attributed here, as in all behavioral genetic analyses, to genetic factors. One can certainly question whether such an attribution is appropriate. Alternatively, a more constructive position may be to recognize that heritability coefficients are relatively agnostic with respect to underlying mechanisms. Significant genetic effects can, and for some psychological traits likely are, mediated by environmental factors (Lykken, Bouchard, McGue, & Tellegen, 1992; Scarr& McCartney, 1983) . Finally, we have previously investigated marital resemblance for the MPQ scales (Carmichael, 1991) and found, as have other studies (Price & Vandenberg, 1980) , that there is very little spouse similarity for self-reported personality. Failure to account for assortative mating when it exists results in an underestimation of genetic heritability. It is recognized, and emphasized, that the nature of the assumptions, however empirically and pragmatically justified, renders the quantitative results from the biometrical analyses approximate and in need of replication using alternative designs. Table 2 gives, separately for the male and female samples, the means and standard deviations of the 14 MPQ scales at each of the two testing times. For the 11 primary factor scales, the MANOVA main effects for time, F(l 1,115) = 20.2, p < .001, and sex, F(l 1, 115) = 13.2, p < .001, but not the Time X Sex interaction, F(l 1,115) = 1.8, p > .05, were statistically significant. Similarly, for the three higher order factor scales, the time, F(3,123)=42.5,/?<.001,andsex,F(3,123) = 3.7,,p<.05,main effects but not the Time X Sex interaction, F(3,123) = 1.9, p > .05, were statistically significant. Reported also in Table 2 are the results of the significance tests from the follow-up ANOVA of significant MANOVA effects. The results reported in Table 2 are clearly patterned around the higher order factor structure of the MPQ. The Negative Emotionality higher order factor and all three of its primary referents, Stress Reaction, Alienation, and Aggression, decreased significantly between Times 1 and 2 (the magnitude of the decrease being approximately one half a standard deviation in all cases). The Constraint higher order factor and two of its primary referents, Control and Harm Avoidance, but not Traditionalism, significantly increased with time (the magnitude of the increase is approximately 0.4 standard deviations). Finally, Positive Emotionality and three of its primary referents, Well-Being, Social Potency, and Social Closeness, but not Achievement, evidenced mean stability with time (all effect sizes are less than 0.1 standard deviations). Although there are clear and expected sex differences, and although for both Control (vs. Impulsiveness) and Harm Avoidance sex differences appear to be larger at Time 2 than at Time 1, absence of a MANOVA significant interaction effect suggests that the magnitude of initial sex differences were maintained over time.
Results
Analysis of Mean Level Change
The pattern of mean change is paralleled by changes in scale variance. Figure 2 plots the mean change (Time 2 -Time 1 reported in T score units; i.e., SD = 10) and also the ratio of the phenotypic variance at Time 2 to the variance at Time 1. Stable variances were observed for Positive Emotionality and all four of its primary referents and for Constraint and all three of its primary referents (variance ratios ranging from 0.91 to 1.12). In contrast, Negative Emotionality and two of its primary referents evidenced substantial reductions in variance. The variances of Alienation and Aggression scores were reduced nearly by half from Time 1 to Time 2. Results reported below suggest that the reduction in Negative Emotionality variance is due primarily to a diminishing influence of genetic factors. Table 3 summarizes results from the within-time twin analysis. The age-sex corrected twin intraclass correlations exhibit two well-replicated findings from the personality domain: (a) MZ twins are consistently more similar than DZ twins, implicating genetic influences, and (b) the ratio of MZ to DZ correlation exceeds two for many of the scales, indicating that the genetic effects are nonadditive rather than additive (Plomin et al., 1990, p. 321) . The results of the within-time twin biometrical analysis reflect these two features of the twin correlations. For all MPQ scales, the best-fitting within-time model based on the AIC included two components: a component that contributed to twin phenotypic similarity (i.e., additive genetic, nonadditive genetic, or common environment) and a component that did not contribute to twin similarity (i.e., noncommon environment). In all cases, the best-fitting model produced a statistically nonsignificant chi-square goodness-of-fit test at both time periods. For 13 of the 14 scales, the shared component was attributed to genetic effects; in 8 cases the component was nonadditive rather than additive. Only for Absorption did the best-fitting model not include a genetic component. Results from the within-time analysis are consistent with the well-documented observation that, although environmental factors account for approximately 50% of the variance in personality, shared environmental effects appear to be relatively unimportant (Plomin & Daniels, 1987) . Table 4 gives the 10-year retest correlations for the 14 MPQ scales based on the total sample of 254. Correlations did not vary significantly by sex. The average 10-year stability coeffi- cient of .54 for the 11 primary scales is consistent with the results from a meta-analysis of longitudinal studies of personality (Conley, 1984) . Also given in Table 4 are the MZ and DZ (1987) cross-twin stability coefficients, that is, the "pooled" correlation of A x with B2 and A 2 with /?,. The two general effects observed with the within-time twin correlations are also evident with the cross-twin correlations. First, MZ twins are consistently more similar over time than are DZ twins. On average, for MZ twins the cross-twin correlation is approximately three fourths as large as the within-person correlation. For DZ twins it is only one fifth as large. Second, the ratio of MZ to DZ cross-twin correlation exceeds two for many of the scales. Indeed, for all 8 of the scales in which the best-fitting within-time twin model included a nonadditive genetic component, the MZ cross-twin correlation exceeded the corresponding DZ correlation by much more than a factor of two, confirming the nonadditivity identified in the within-time analysis. Table 5 gives goodness-of-fit characteristics for the general between-time biometric model as well as results of tests of specific hypotheses on the parameters of this model. The goodness-of-fit indexes are uniformly high, and for none of the scales did the general model fail to fit at p < .01 (for Social Closeness the general model did fail to fit at p< .05, warranting some caution in interpreting modeling results for this scale). For every scale, the hypothesis that shared factors did not contribute to temporal stability (i.e., r s = 0, Hypothesis 1) could be rejected at p < .01, whereas for 10 of the scales the hypothesis that shared effects were the same at both time points (r s = 1, Hypothesis 2) could not be rejected. Nonshared factors also clearly contributed to temporal stability as the hypothesis of r n = 0 (Hypothesis 3) was rejected at p < .01 for 10 of the 14 scales.
Within-Time Twin Analysis
Between-Time Twin Analysis
2 Although the magnitudes of the shared and nonshared effects were generally homogeneous over time, there were significant reductions in the influence of shared factors for three of the scales (see results for Hypothesis 4) and significant increases in the influence of nonshared factors for three of the scales (see results for Hypothesis 5). Table 6 gives derived parameter estimates for the general between-time model. Several general features of the estimates are notable. First, the proportion of variance associated with shared effects (herewith denoted the heritability to reflect that for 13 of 14 scales the shared effect is due to genetic factors) is approximately 50% and varies little from scale to scale. This observation is consistent with the well-replicated finding that approximately 50% of the variance in personality scales is associated with genetic factors (Loehlin, 1992) . Second, there is a consistent tendency for the heritability to be lower at Time 2 than at Time 1. Results of specific hypotheses tests (Table 5) implicate two alternative mechanisms underlying this reduction in heritability. For measures of Positive Emotionality, the reduction in heritability is associated with an increasing influ- Note. The cross-twin correlation is the correlation between Twin As (B's) score at Time 1 with Twin B's (A' s) score at Time 2. Standard errors are <.O63 for the within-person correlations, <.113 for the MZ cross-twin, and <. 144 for the DZ cross-twin correlation.
ence of nonshared environmental factors coupled with stable genetic influences. In contrast, for measures of Negative Emotionality, the decrease is due to diminishing genetic influences coupled with stable nonshared environmental influences. Table 6 also provides estimates of the proportion of the stable and residual variance associated with shared effects. Again, several significant patterns emerge. First, on average (for the 10 primary factor scales other than Absorption), the heritability of the stable component of the Time 2 phenotype is .83. The stable component of individual differences in personality is associated largely with enduring genetic influences. The only exceptions to this conclusion are Achievement, in which the stable variance is apportioned equally to genetic and nonshared environmental factors, and Absorption, in which the best-fitting within-time model did not include a genetic component. Second, personality change is largely associated with nonshared environmental factors. On average, over 70% of the uncorrected, and over 60% of the corrected, residual variance for the 11 primary factor scales is associated with nonshared environmental effects. This is not to conclude that personality change in early adulthood is uninfluenced by genetic factors. For a majority of the scales, the heritability of the residual component, although of modest magnitude, is statistically significant (i.e., greater than two times its standard error). Note also that the heritability of the residual component is relatively large for those scales with large mean level changes (i.e., for Alienation, Aggression, and Negative Emotionality).
Discussion
Although in adulthood personality is characterized by stability, we report evidence of both personality stability and change during the developmental transition from late adolescence to early adulthood. With few exceptions (e.g., Achievement), the results observed for the primary scales follow one of three general patterns that coincide with the higher order factor structure of the MPQ (Table 7) . Positive Emotionality and its primary referents tend to be characterized by stability of mean and variance, decreasing MZ correlation and heritability (due to stable genetic influences but increasing environmental influences), and with modest genetic influence on susceptibility to change but substantial genetic influence on the stable component of personality. Negative Emotionality and its primary referents tend to be characterized by decreasing mean and variance, decreasing MZ correlation and genetic heritability, and with a moderate genetic influence on susceptibility to change but substantial genetic influence on the stable component. Constraint and its primary referents tend to be characterized by increasing mean and stable variance, stable MZ correlation and genetic heritability, but, like the other two higher order factors, with moderate genetic influence on change but substantial genetic influence on stability. These are the basic observations to be accounted for by a behavioral genetic model of personality development in adulthood.
Stability of Individual Differences in Personality
The present study replicates and extends Conley's (1984) findings on the stability of individual differences in personality. Although there are some notable exceptions (e.g., Achievement, Alienation, and Traditionalism), there is substantial continuity of individual differences in personality from late adolescence to early adulthood. This stability is all the more remarkable Results of specific hypothesis when considered against the backdrop of life changes that the sample experienced during the course of the study. At the first testing, at an average age of 20 years, these individuals were fresh from completing high school; most were single and unencumbered with career and family obligations. By the second session, at an average age of 30 years, many had attempted college, some successfully; most had married and started their careers and families. Nonetheless, their personalities at age 30 bear significant resemblance to their personalities at age 20. The present study extends previous research by identifying the locus of this stable core of personality. On average, over 80% of the variance of the stable component of the Time 2 phenotype was associated with genetic factors. It appears that the stable portion of an individual's nature-the behavioral continuity that makes one unique, recognizable, and predictable-owes largely to an enduring influence of genetic factors.
Our finding that there is a stable component to personality and that individual differences in that component owe largely to genetic factors does not diminish the significance of the environmental influences we did observe. Approximately half of the Time 1 and Time 2 variance in personality was associated with environmental effects. It does suggest, however, that environmental factors do not exert cumulative long-lasting influences and that, even when substantial, environmental factors do not normally lead, in adulthood, to a long-term redirection to the individual course of personality development. In fact, there is empirical support for personality resilience in adulthood (Costa et al., 1987) . For example, subjective well being can be profoundly enhanced by winning the lottery (Brickman, Coates, & Janoff-Bulman, 1978) or through targeted intervention (Okun, Olding, & Cohn, 1990) , and similarly diminished by death of a loved one (Murrell & Himmelfarb, 1989) or as a result of a spinal cord injury (Wortman & Silver, 1982) . In every case, however, the effect associated with each of these events eventually wanes; typically within 1 year, sense of well being has returned to its preevent level (i.e., to a stable set point that we hypothesize is predominantly influenced by genetic factors). Although there is little evidence concerning the resilience in adulthood of the other personality traits we considered, we predict that when studied, they also will show substantial sensitivity to short-term but considerable resistance to long-term environmental influence. A corollary prediction is that the heritability of the stable component of personality should be lower when personality is measured over relatively short retest intervals, in which environmental circumstances are likely to be stable, than over long retest intervals, in which environmental circumstances are likely to have changed. Gottlieb (1991) has convincingly argued that the development of a behavioral feature common to all members of a species (e.g., a mallard duckling's response to its mother's assembly call) can depend on interaction between species-specific genes and species-specific stimuli (e.g., the duckling's hearing of its own vocalizations before hatching). Interference with the canalization of such species-specific behaviors seems to require extreme interventions (e.g., devocalization of the duck embryo). The extent to which there are similar classes of experiences that can, in a biologically mature individual, redirect the individual course of personality development remains an open and excit- Note. Shared effect for each scale was additive genetic, nonadditive genetic, or common environment component as determined by the best-fitting within-time model (Table 3) . In all cases, nonshared effect was the noncommon environment component. * Shared component in the between-time twin model was additive genetic (A), nonadditive genetic (NA), or common environmental (C) based on the best-fitting within-time twin model. ing question. We suspect, however, that only when life experiences are severe and extraordinary (e.g., the severe psychological trauma suffered by a prisoner of war), rather than moderate and ordinary, do they lead to a reorganization of personality in adulthood (cf. Turkheimer & Gottesman, 1991) . Nonetheless, the influence of experience on personality stability in adulthood should not be prematurely discounted. Environmental factors are most likely to influence behavioral stability when they are consistently and persistently experienced. Genes may exert their influence on complex psychological traits through gene-environment correlations (Lykken et al., 1992; Scarr & McCartney, 1983) . Genetically distinct individuals will tend to consistently elicit or seek out different sets of experience (geneenvironment correlation). The stability of personality may de- Caspi, Elder, & Bern, 1987; Millon, 1981) .
Individual Differences in Personality Change
Our data indicate that some personality traits undergo normative and systematic changes during the 10 years beginning in late adolescence; for example, Alienation and Aggression decreased on average. It is likely, also, that some individuals experience enduring personality changes not shared with others in their cohort (i.e., systematic but nonnormative changes). Although we provide evidence for the stability of individual differences and show that most of the stable core of personality is associated with genetic factors, it should be emphasized that a majority of the Time 2 personality variance is unrelated to variance expressed at Time 1. In the present investigation, personality change was measured by the residual of the Time 2 phenotype once effects attributable to Time 1 influences had been removed. Our results indicate that individual differences in personality change so operationalized are due primarily to environmental factors. This is what one might expect; personality change is largely due to changing circumstances. Nonetheless, after adjustment for short-term personality instability, we did find some evidence for a genetic contribution to phenotypic change, especially for the higher order factors of Negative Emotionality and Constraint and their primary referents. Earlier failures to identify genetic influences on personality change (e.g., Eaves & Eysenck, 1976; Pogue-Geile & Rose, 1985) may be due, in part, to failure to account for the measurement error that characterizes all psychological measures. The present study replicates earlier longitudinal twin studies (e.g., Dworkin, Burke, Maher, & Gottesman, 1976 ,1977 Matheny, 1989; Wilson, 1983) in establishing that behavioral change in adulthood, although usually environmentally mediated, can be influenced by genetic factors. Baltes, Reese, and Lipsitt (1980) hypothesized that adult development is characterized by an increasing influence of nonnormative environmental factors (i.e., including environmental factors not shared by twins). This proposition finds partial support in the present investigation. Reductions in heritability over time were observed for measures of Positive Emotionality and for measures of Negative Emotionality but not for measures of Constraint. These longitudinal observations replicate a large cross-sectional study of Swedish twins that reported the heritability of both Extraversion and Neuroticism (as measured by an abbreviated version of the Eysenck Personality Inventory) to be higher for younger (aged 17 to 29 years) as compared with older (aged 30 to 49 years) adults (Floderus-Myrhed, Pedersen, & Rasmuson, 1980) . They also replicate results of a recent metaanalysis of cross-sectional twin studies of personality (McCartney et al., 1990) . In contrast, Eaves and Eysenck (1976) reported increasing heritability of Neuroticism with age. In any case, the present study goes further than these earlier studies in characterizing the nature of the reduction in heritability. For Positive Emotionality, the reduction in heritability is attributed to an increase in nonshared environmental influences as Baltes et al. (1980) predict. In contrast, for Negative Emotionality, the reduction is due to a decrease in genetic influences, a decrease that also resulted in a substantial reduction in variance ( Figure  2 ). Whether and how the heritability of personality varies with age remains a key research question for behavioral geneticists.
Behavioral Genetics and Theories of Psychological Development
Behavioral genetics has been characterized as a largely empirical enterprise (Plomin, 1986) , a discipline with powerful methodologies and analytical tools but few overriding conceptual models and theories. Indeed, for most of their existence, behavioral geneticists have been primarily concerned with empirically demonstrating genetic influences on behavioral differences and with establishing the scientific legitimacy of the phenomenon they seek to study. There is now a growing recognition that genes do exert a pervasive influence on a wide range of behavioral differences (Bouchard, Lykken, McGue, Segal, & Tellegen, 1990) and that the centuries old war between the hereditarians and the environmentalists may be coming to an end (Lykken et al., 1992) . The question is no longer whether but how genes influence behavior (McGue, 1988) . We believe the answer to this question will ultimately require an integration of behavioral genetic research findings with theoretical models from evolutionary psychology and traditional developmental psychology (a perspective that was long ago argued for by Gottesman, 1974) .
Behavioral geneticists have sought the basis of individual change, whereas other developmentalists have sought the basis of normative change. The two need not be distinct. The association between mean level (i.e., normative) and individual change observed with the MPQ is likely not fortuitous. For example, for Negative Emotionality, declines in the mean were accompanied by reductions in variance that could be traced to diminishing genetic influences. The most parsimonious explanation for these findings is that there are age-specific genetic factors influencing the expression of Negative Emotionality in adolescence but not adulthood. Although the direction of these agespecific genetic influences may be normative, the precise timing and magnitude may not. Thus, for example, the reduction in Aggression from late adolescence to early adulthood was normative (i.e., Aggression scores declined or remained unchanged for 83% of our sample), but the magnitude of this change was not (i.e., the decline in self-rated Aggression was substantial for some individuals but was minimal for others). The integration of methods and findings from behavioral genetics with theoretical models from evolutionary psychology may provide a useful conceptual framework for exploring individual and normative development (Buss, 1991) .
Limitations
It seems appropriate to conclude this discussion with some cautionary comments. First, the present longitudinal twin study is one of the first of its kind. The sample is small, and the results should be considered only preliminary. There is a clear need for replication using larger samples and alternative measures. Second, comparison of similarity between reared-together MZ and DZ twins is but one approach to inferring the existence and magnitude of genetic influences. Alternative ap-proaches (e.g., adoption studies) are available and should be applied. There is a particular need for alternative approaches to evaluate the validity of the assumptions that underlie the biometrical modeling reported here. Nonetheless, we note that our within-time analyses replicate many of the findings consistently reported in the personality field.
