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HOLOMORPHIC HERMITE FUNCTIONS IN SEGAL-BARGMANN SPACES
HIROYUKI CHIHARA
ABSTRACT. We study systems of holomorphic Hermite functions in the Segal-Bargmann spaces, which
are Hilbert spaces of entire functions on the complex Euclidean space, and are determined by the
Bargmann-type integral transform on the real Euclidean space. We prove that for any positive parameter
which is strictly smaller than the minimum eigenvalue of the positive Hermitian matrix associated with
the transform, one can find a generator of holomorphic Hermite functions whose anihilation and creation
operators satisfy canonical commutation relations. In other words, we find the necessary and sufficient
conditions so that some kinds of entire functions can be such generators. Moreover, we also study the
complete orthogonality, the eigenvalue problems and the Rodrigues formulas.
1. INTRODUCTION
We study families of holomorphic Hermite functions of n-variables in the framework of (gener-
alized) Segal-Bargmann spaces which are reproducing kernel Hilbert spaces of entire functions and
are determined by Bargmann-type integral transforms on the n-dimensional real Euclidean space.
More precisely, we fix an arbitrary Segal-Bragmann space and investigate conditions so that a family
of holomorphic Hermite functions has desirable properties: orthonormality, canonical commutation
relations of anihilation and creation operators, completeness, and etc.
Firstly we introduce Segal-Bargmann spaces associated with Bargmann-type integral transforms
and review their basic properties quickly. These are originated by Sjo¨strand. He introduced these
to develop microlocal analysis. See [11] or [3]. Let n be a positive integer describing the space
dimension. Let A, B and C be n× n complex matrices satisfying
tA = A, detB 6= 0, tC = C, CI := C − C¯
2
√−1 > 0. (1)
Set
〈z, ζ〉 := z1ζ1 + · · ·+ znζn, |z|2 := z1z1 + · · ·+ znzn for z =


z1
...
zn

 , ζ =


ζ1
...
ζn

 ∈ Cn.
Roughly speaking, the generalized Bargmann transform is a global Fourier integral operator on Rn
with a complex phase function of the form
φ(z, x) =
1
2
〈z,Az〉+ 〈z,Bx〉+ 1
2
〈x,Cx〉, z ∈ Cn, x ∈ Rn.
The Schwartz class on Rn is denoted by S (Rn). More precisely, the Bargmann-type transform of
u ∈ S (Rn) is defined by
Tu(z) := Cφ
∫
Rn
e
√−1φ(z,x)u(x)dx, z ∈ Cn, (2)
Cφ = 2
−n/2pi−3n/4|detB|(detCI)−1/4.
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For any fixed z ∈ Cn, there exists a constant ε > 0 such that
Re
{√−1φ(z, x)} = O(1 + |x|)− 1
2
〈x,CIx〉 6 −ε|x|2
for sufficiently large x ∈ Rn. Then the Bargmann transform can be extended for tempered distribu-
tions on Rn. Using this again, we can get the following function
Φ(z) := max
x∈Rn
Re
{√−1φ(z, x)} = 〈z,Φ′′zz¯ z¯〉+Re〈z,Φ′′zzz〉,
Φ′′zz¯ =
BC−1I B
∗
4
, Φ′′zz = −
BC−1I
tB
4
− A
2
√−1 .
Note that Φ′′zz¯ is a positive definite Hermitian matrix, and that Φ′′zz is a complex symmetric matrix.
Here we introduce function spaces. We denote by L2(Rn) the set of all square-integrable functions
on Rn. This is a Hilbert space equipped with the standard inner product and the norm
(f, g)L2(Rn) :=
∫
Rn
f(x)g(x)dx,
‖f‖L2(Rn) :=
√
(f, f)L2(Rn), f, g ∈ L2(Rn).
Let L(dz) be the Lebesgue measure for z ∈ Cn ≃ R2n. We denote by L2Φ(Cn) the set of all square-
integrable functions on Cn with respect to a weighted measure e−2Φ(z)L(dz). This is also a Hilbert
space equipped with an inner product and the norm
(F,G)L2
Φ
(Cn) :=
∫
Cn
F (z)G(z)e−2Φ(z)L(dz),
‖F‖L2
Φ
(Cn) :=
√
(F,F )L2
Φ
(Cn), F,G ∈ L2Φ(Cn).
Let Hol(Cn) be the set of all entire functions on Cn. A (generalized) Segal-Bargmann space HΦ(C
n)
is defined by HΦ(C
n) := Hol(Cn) ∩ L2Φ(Cn). It is easy to see that HΦ(Cn) is a closed subspace of
L2Φ(C
n) and becomes also a Hilbert space. Set
(F,G)HΦ(Cn) := (F,G)L2
Φ
(Cn), ‖F‖HΦ(Cn) := ‖F‖L2
Φ
(Cn), F,G ∈ HΦ(Cn).
It is known that the Bargmann-type transform T gives a Hilbert space isomorphism of L2(Rn) onto
HΦ(C
n), that is,
(Tf, Tg)HΦ(Cn) = (f, g)L2(Rn), f, g ∈ L2(R2).
The inverse mapping of T is given by
T ∗F (x) := Cφ
∫
Cn
e−
√−1 φ(z,x)F (z)e−2Φ(z)L(dz), F ∈ HΦ(Cn), x ∈ Rn.
Note that T ∗ is also defined for F ∈ L2Φ(Cn). Moreover T ◦ T ∗ becomes an orthogonal projection of
L2Φ(C
n) onto HΦ(C
n), which is concretely described as
T ◦ T ∗F (z) = CΦ
∫
Cn
e2Ψ(z,ζ¯)F (ζ)e−2Φ(ζ)L(dζ), F ∈ L2Φ(Cn),
CΦ = (2pi)
−n|detB|2(detCI)−1,
Ψ(z, ζ¯) = 〈z,Φ′′zz¯ ζ¯〉+
1
2
〈z,Φ′′zzz〉+
1
2
〈ζ¯ ,Φ′′zz ζ¯〉.
Note that Φ(z) = Ψ(z, z¯). The significant property is F = T ◦T ∗F for F ∈ HΦ(Cn). Thus, HΦ(Cn)
is a reproducing kernel Hilbert space with a kernel KΦ(z, ζ) = CΦe
2Ψ(z,ζ¯). See [11] for more detail
about the above.
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Here we show the most important example of Bargmann-type transforms and Segal-Bargmann
spaces, those are, the standard Bargmann transform and the standard Segal-Bargmann space intro-
duced by Bargmann in [1] and [2]. The standard Bargmann transform is
TBu(z) = 2
−n/2pi−3n/4
∫
Cn
e−(〈z,z〉/4−〈z,x〉+〈x,x〉/2)u(x)dx,
that is, the phase function is
φB(z, x) =
√−1
4
〈z, z〉 − √−1〈z, x〉+
√−1
2
〈x, x〉,
A =
√−1
2
E, B = −√−1E, C = √−1E,
where E is the n×n identity matrix. In this case we have ΦB(z) = |z|2/4 and ΨB(z, ζ¯) = −〈z, ζ¯〉/4.
The standard Segal-Bargmann space HB(C
n) is defined by
HB(C
n) = Hol(Cn) ∩ L2B(Cn), L2B(Cn) = L2(Cn, e−|z|
2/2L(dz)),
and its reproducing formula is given by
F (z) =
1
(2pi)n
∫
Cn
e〈z,ζ¯〉/2F (ζ)e−|ζ|
2/2L(dζ), F ∈ HB(Cn).
See [7]
Secondly we review holomorphic Hermite functions appearing in mathematics studies. In 1990,
van Eijndhoven and Meyers first introduced one-dimensional holomorphic Hermite functions in [6].
Let s be a parameter satisfying 0 < s < 1. They introduced a Segal-Bargmann space χs(C) by
χs(C) = Hol(C) ∩ L2
(
C, exp
(
−1− s
2
2s
|z|2 + 1 + s
2
4s
(z2 + z¯2)
)
L(dz)
)
,
and a family of holomorphic Hermite functions {ψsk(z)}∞k=0 given by a Rodrigues formula
ψsk(z) =
(1− s)1/2
2k/2pi1/2s1/4k!1/2
(
1− s
1 + s
)k/2
(−1)kez2/2
(
d
dz
)k
e−z
2
, k = 0, 1, 2, . . . ,
They studied basic properties of {ψsk(z)}∞k=0 including its orthonormality in χs(C). After that, the
function space Xs(C) and the system of holomorphic Hermite functions {ψsk}∞k=0 have been applied
to studying quantization on C and related problems (see [8, 12, 13]), combinatorics and counting
(see [10]) and etc. We call ψs0(z) = pi
√
se−z
2/2/(1−s) the generator of the family {ψsn}∞n=0. Recently,
in [4] the author explains this material in terms of the Bargmann-type integral transforms and the
Segal-Bargmann spaces. See also [5].
Quite recently, in [9] Go´rska, Horzela and Szafraniec introduced a two-dimensional version of [6].
They consider a Segal-Bargmann space
χs(C
2) = Hol(C2) ∩ L2
(
C
2, exp
(
−1− s
2
4s
(|z|2 + |ζ|2) + 1 + s
2
4s
(zζ + z¯ζ¯)
)
L(dz)L(dζ)
)
,
and introduced an orthonormal basis {ψsk,l}∞k,l=0 given by a Rodrigues formula
ψsk,l(z, ζ) =
1− s
pi
√
sk!l!
(
1− s
1 + s
)(k+l)/2
(−1)k+lezζ/2
(
∂
∂ζ
)k ( ∂
∂z
)l
e−zζ .
We also call ψs0,0 the generator of {ψsk,l}∞k,l=0.
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A question arises: What is the relationship between a Segal-Bargmann spaces and a family of holo-
morphic Hermite functions? Here we state our question precisely. Fix an arbitrary Segal-Bargmann
space HΦ(C
n), and consider a holomorphic function ψ˜0(z) ∈ HΦ(Cn) of the form
ψ˜0(z) = exp
(−〈z,Qz〉), z ∈ Cn,
where Q is an n× n complex symmetric matrix. Our question is as follows:
What is the condition on Q so that ψ˜0(z) can be a generator of holomorphic Hermite
functions in HΦ(C
n)?
More precisely, a generator is required to have anihilation and creation operators which satisfy canon-
ical commutation relations so that orthogonality and Rodrigues formulas hold.
The purpose of the present paper is to answer our question above. Roughly speaking, our main
results in the present paper are the necessary and sufficient conditions on Q, and the freedom of Q is
described by the cardinality of the set of n× n unitary matrices satisfying some conditions.
The organization of the present paper is as follows. In Section 2 we investigate the necessary and
sufficient conditions on Q so that the desirable canonical commutation relations hold, and introduce
a family of holomorphic Hermite functions. In Section 3 we study some properties of the family:
orthogonality, an eigenvalue problem for some Hamiltonian, Rodrigues formulas and the completeness
in HΦ(C
n). Finally in Section 4 we see examples given in [6] and [9] from a point of view of our
results in the present paper.
2. DEFINITION
Throughout of Sections 2 and 3, fix an arbitrary Bargmann transform (2). In the present section
we seek conditions on Q so that ψ˜0(z) = exp
(−〈z,Qz〉) belongs to HΦ(Cn) and has anihilation
and creation operators satisfying canonical commutation relations. We employ heuristic arguments by
imposing decidable properties on ψ˜0.
Firstly we seek the condition onQ so that ψ˜0 ∈ HΦ(Cn). It suffices to require ψ˜0 ∈ L2Φ(Cn) since
ψ˜0 is an entire function on C
n. Note that
|ψ˜0(z)|2e−2Φ(z) = exp
(−2〈z,Φ′′zz¯ z¯〉 − 2Re〈z, (Φ′′zz +Q)z〉).
It is natural to impose the following condition on Q.
Condition 1. There exists a positive constant δ such that
〈z,Φ′′zz¯ z¯〉+Re〈z, (Φ′′zz +Q)z〉 > δ|z|2, z ∈ Cn.
To carry out our computations below, we introduce notation. Recall that Φ′′zz¯ is a positive definite
Hermitian matrix. Then Φ′′zz¯ is invertible and (Φ′′zz¯)−1 is also a positive definite Hermitian matrix. Set
Φ′′zz¯ = [αij ], αij = αji, (Φ
′′
zz¯)
−1 = [βij ], βij = βji,
det
(
tE − Φ′′zz¯
)
=
n∏
i=1
(t− λ2i ), λi > 0, λ0 := min{λ1, . . . , λn} > 0.
Recall that Φ′′zz and Q are complex symmetric matrices. Set
Φ′′zz = [γij ], γij = γji, Q = [qij ], qij = qji.
Secondly we consider anihilation and creation operators for ψ˜0 in HΦ(C
n). We shall construct
anihilation Λ1, . . . ,Λn of the form
Λ =


Λ1
...
Λn

 = ∂
∂z
+Rz,
HOLOMORPHIC HERMITE FUNCTIONS IN SEGAL-BARGMANN SPACES 5
where R = [rij ] is a complex n× n matrix. In other words,
Λi =
∂
∂zi
+
n∑
j=1
rijzj , i = 1, . . . , n.
We employ the adjoints Λ∗1, . . . ,Λ
∗
n in HΦ(C
n) as creation operators for ψ˜0. Moreover, we require
functions generated by the creation operators to be eigenfunctions for a Hamiltonian
Λ∗1Λ1 + · · · + Λ∗nΛn
in the same way as the standard Hermite functions on the real Euclidean space and the Hamiltonian of
the harmonic oscillators. For these reasons we impose the following conditions on Λ.
Condition 2.
(i) Λiψ˜0 = 0 for i = 1, . . . , n.
(ii)
[
Λi,Λj
]
= 0 for i, j = 1, . . . , n, which implies
[
Λ∗i ,Λ
∗
j
]
= 0 for i, j = 1, . . . , n.
(iii) There exists a positive constant ρ such that
[
Λi,Λ
∗
j
]
= 2ρ2δij for i, j = 1, . . . , n,
where δij is the Kronecker’s delta.
Here we call (ii) and (iii) of Condition 2 canonical commutation relations. The plan of our heuristic
arguments in the present section are the following. Firstly we determine R satisfying (i), and check
that (ii) is automatically satisfied. Secondly we compute Λ∗. Thirdly we seek conditions so that
(iii) is satisfied. Lastly we see that if Q satisfies conditions for (i), (ii) and (iii), then Condition 1 is
automatically satisfied.
We consider (i) and (ii) of Condition 2.
Lemma 1. (i) of Condition 2 holds if and only if R = 2Q, that is,
Λ =
∂
∂z
+ 2Qz.
In this case (ii) of Condition 2 is automatically satisfied.
Proof. We first check that R = 2Q is the necessary and sufficient condition for (i). For i = 1, . . . , n,
a simple computation gives
Λiψ˜0(z) =

 ∂∂zi
(−〈z,Qz〉) + n∑
j=1
rijzj

 ψ˜0(z)
=

− ∂∂zi
n∑
j=1
n∑
k=1
qjkzjzk +
n∑
j=1
rijzj

 ψ˜0(z)
=

−
n∑
j=1
n∑
k=1
qjkδijzk −
n∑
j=1
∑
k=1n
qjkzjδik +
n∑
j=1
rijzj

 ψ˜0(z)
=

−
n∑
k=1
qikzk −
n∑
j=1
qjizj +
n∑
j=1
rijzj

 ψ˜0(z)
=

−
n∑
j=1
qijzj −
n∑
j=1
qijzj +
n∑
j=1
rijzj

 ψ˜0(z)
=


n∑
j=1
(
rij − 2qij
)
zj

 ψ˜0(z),
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where we used the symmetry of Q, that is, qji = qij . Here we suppose that (i) of Condition 2 holds.
Since ψ˜0(z) 6= 0, we have
n∑
j=1
(
rij − 2qij
)
zj = 0, i = 1, . . . , n
for all z = t(z1, . . . .zn) ∈ Cn. Then we have rij = 2qij for i, j = 1, . . . , n, that is, R = 2Q. It is
easy to see that if R = 2Q, then (i) holds.
Next we see that if R = 2Q, then (ii) of Condition 2 is satisfied. Let F be a holomorphic function
on Cn. An elementary computation gives
[
Λi,Λj
]
F (z) =
(
∂
∂zi
+ 2
n∑
k=1
qikzk
)(
∂
∂zj
+ 2
n∑
l=1
qjlzl
)
F (z)
−
(
∂
∂zj
+ 2
n∑
l=1
qjlzl
)(
∂
∂zi
+ 2
n∑
k=1
qikzk
)
F (z)
= 2
n∑
l=1
qjl
(
∂
∂zi
zl
)
F (z)− 2
n∑
k=1
qik
(
∂
∂zj
zk
)
F (z)
= 2
n∑
l=1
qjlδilF (z) − 2
n∑
k=1
qikδjkF (z)
= 2(qji − qij)F (z) = 2(qij − qij)F (z) = 0,
which is desired. This completes the proof. 
We compute the adjoint Λ∗.
Lemma 2. We have
Λ∗ =
(
Φ′′zz +Q
)∗(
Φ′′zz¯
)−1 ∂
∂z
+ 2
{
Φ′′zz¯ −
(
Φ′′zz +Q
)(
Φ′′zz¯
)−1
Φ′′zz
}
z,
that is, for i = 1, . . . , n,
Λ∗i =
n∑
j=1
n∑
k=1
(
γij + qij
)
βjk
∂
∂zk
+ 2
n∑
l=1
{
αil −
n∑
j=1
n∑
k=1
(
γij + qij
)
βjkγkl
}
zl.
Proof. First we recall the definition of differentiation. For zj = xj + iyj ∈ C, xj , yj ∈ R,
∂
∂zj
=
1
2
(
∂
∂xj
−√−1 ∂
∂yj
)
,
∂
∂z¯j
=
1
2
(
∂
∂xj
+
√−1 ∂
∂yj
)
.
Let F,G ∈ HΦ(Cn). Note that ∂G¯/∂zi = ∂G/∂z¯i = 0 since G is holomorphic on Cn. By using the
integration by parts, we deduce that
(ΛiF,G)HΦ(Cn) =
∫
Cn

∂F∂zi (z) + 2
n∑
j=1
qijzj

G(z)e−2Φ(z)L(dz)
=
∫
Cn
F (z)G(z)

 ∂∂zi
(
2Φ(z)
)
+ 2
n∑
j=1
qijzj

 e−2Φ(z)L(dz). (3)
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Here we compute ∂∂zi
(
2Φ(z)
)
. An elementary computation yields
∂
∂zi
(
2Φ(z)
)
=
∂
∂zi

2
n∑
j=1
n∑
k=1
αjkzj z¯k +
n∑
j=1
n∑
k=1
γjkzjzk +
n∑
j=1
n∑
k=1
γjkzjzk


= 2
n∑
j=1
n∑
k=1
αjkδij z¯k +
n∑
j=1
n∑
k=1
γjkδijzk +
n∑
j=1
n∑
k=1
γjkzjδik
= 2
n∑
k=1
αikz¯k +
n∑
k=1
γikzk +
n∑
j=1
γjizj
= 2
n∑
j=1
αij z¯j +
n∑
j=1
γijzj +
n∑
j=1
γijzj
= 2
n∑
j=1
αij z¯j + 2
n∑
j=1
γijzj .
Substitute this into (3). We have
(ΛiF,G)HΦ(Cn) =
∫
Cn
F (z)G(z)

2
n∑
j=1
αij z¯j + 2
n∑
j=1
(γij + qij)zj

 e−2Φ(z)L(dz). (4)
We need to create zje
−2Φ(z) by using only ∂∂z¯ e
−2Φ(z) and z¯e−2Φ(z). Recall that Φ(z) is real-valued.
Here we note that
∂
∂z¯k
e−2Φ(z) =
∂
∂zk
e−2Φ(z) = −
(
∂
∂zk
(
2Φ(z)
))
e−2Φ(z)
= −

2
n∑
l=1
αklzl + 2
n∑
j=1
γklz¯l

 e−2Φ(z).
Multiplying this by βjk and summing up on k, we deduce that
n∑
k=1
βjk
∂
∂z¯k
e−2Φ(z) = −2
n∑
k=1
n∑
l=1
βjkαklzle
−2Φ(z) − 2
n∑
k=1
n∑
l=1
βjkγklz¯le
−2Φ(z)
= −2
n∑
l=1
δjlzle
−2Φ(z) − 2
n∑
k=1
n∑
l=1
βjkγklz¯le
−2Φ(z)
= −2zje−2Φ(z) − 2
n∑
k=1
n∑
l=1
βjkγklz¯le
−2Φ(z).
By using this, we get
2
n∑
j=1
(γij + qij)zje
−2Φ(z) = −
n∑
j=1
n∑
k=1
(γij + qij)βjk
∂
∂z¯k
e−2Φ(z)
− 2
n∑
j=1
n∑
k=1
n∑
l=1
(γij + qij)βjkγklz¯le
−2Φ(z).
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Substituting this into (4), we have
(ΛiF,G)HΦ(Cn) =
∫
Cn
F (z)G(z)
{
−
n∑
j=1
n∑
k=1
(γij + qij)βjk
∂
∂z¯k
e−2Φ(z)
+ 2
n∑
l=1

αil − n∑
j=1
n∑
k=1
(γij + qij)βjkγkl

 z¯le−2Φ(z)
}
L(dz).
By using the integration by parts and ∂F/∂z¯k = 0, we prove Lemma 2. 
In order to consider (iii) of Condition 2, we compute a commutator [Λi,Λ
∗
j ]. We denote by [Λ,Λ
∗]
an n× n matrix whose (i, j)-element is [Λi,Λ∗j ].
Lemma 3. For i, j = 1, . . . , n,
[Λi,Λ
∗
j ] = 2
{
αij −
n∑
k=1
n∑
l=1
(γik + qik)βkl(γjl + qjl)
}
,
that is,
[Λ,Λ∗] = 2
{
Φ′′zz¯ − (Φ′′zz +Q)(Φ′′zz¯)−1(Φ′′zz +Q)∗
}
.
Proof. Let F (z) be a holomorphic function on Cn. We deduce that
[Λi,Λ
∗
j ]F =

 ∂
∂zi
+ 2
n∑
µ=1
qiµzµ


×
{
n∑
k=1
n∑
l=1
(γjl + qjl)βlk
∂F
∂zk
+ 2
n∑
l=1
αjlzlF − 2
n∑
k=1
n∑
l=1
n∑
m=1
(γjl + qjl)βlkγkmzmF
}
−
{
n∑
k=1
n∑
l=1
(γjl + qjl)βlk
∂
∂zk
+ 2
n∑
l=1
αjlzl − 2
n∑
k=1
n∑
l=1
n∑
m=1
(γjl + qjl)βlkγkmzm
}
×

∂F
∂zi
+ 2
n∑
µ=1
qiµzµF


=
{
2
n∑
l=1
αjlδil − 2
n∑
k=1
n∑
l=1
n∑
m=1
(γjl + qjl)βlkγkmδim
− 2
n∑
k=1
n∑
l=1
n∑
µ=1
(γjl + qjl)βlkqiµδkµ
}
F
=
{
2αji − 2
n∑
k=1
n∑
l=1
(γjl + qjl)βlkγki − 2
n∑
k=1
n∑
l=1
(γjl + qjl)βlkqik
}
F
= 2
{
αij −
n∑
k=1
n∑
l=1
(γik + qik)βkl(γjl + qjl)
}
F.
This completes the proof. 
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We study (iii) of Condition 2. Recall that Φ′′zz¯ is a positive definite Hermitian matrix. There exists
an n× n unitary matrix U such that
diag(λ21, . . . , λ
2
n) :=


λ21 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 λ2n

 = U∗Φ′′zz¯U.
In this case
Φ′′zz¯ = U diag(λ
2
1, . . . , λ
2
n)U
∗, (Φ′′zz¯)
−1 = U diag
(
1
λ21
, . . . ,
1
λ2n
)
U∗.
Note that (iii) of Condition 2 is equivalent to the condition that there exists a positive constant ρ such
that
Φ′′zz¯ − ρ2E = (Φ′′zz +Q)(Φ′′zz¯)−1(Φ′′zz +Q)∗. (5)
Note that the both hand sides of (5) are Hermitian matrices, and their eigenvalues are all real-valued.
If we set µ2i := λ
2
i − ρ2 ∈ R for i = 1, . . . , n, then
Φ′′zz¯ − ρ2E = U diag(µ21, . . . , µ2n)U∗.
Note that Φ′′zz +Q is a complex symmetric matrix. The right hand side of (5) is nonnegative, that is,
all the eigenvalues are nonnegative. Indeed, for any ζ ∈ Cn, we deduce that
tζ(Φ′′zz +Q)(Φ′′zz¯)−1(Φ
′′
zz +Q)
∗ζ¯
=tζ(Φ′′zz +Q)U diag
(
1
λ21
, . . . ,
1
λ2n
)
tU(Φ′′zz +Q)
∗ζ¯
=tζ(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)
diag
(
1
λ1
, . . . ,
1
λn
)
tU(Φ′′zz +Q)
∗ζ¯
=t
{
diag
(
1
λ1
, . . . ,
1
λn
)
U∗(Φ′′zz +Q)ζ
}{
diag
(
1
λ1
, . . . ,
1
λn
)
U∗(Φ′′zz +Q)ζ
}
=
∣∣∣∣diag
(
1
λ1
, . . . ,
1
λn
)
U∗(Φ′′zz +Q)ζ
∣∣∣∣
2
> 0.
Hence all the µ2i , . . . , µ
2
n must be nonnegative, and we may assume that all the µi, . . . , µn are non-
negative. In other words, ρ must satisfy 0 < ρ 6 λ0. Thus the condition (5) becomes the following
condition that there exists ρ ∈ (0, λ0] such that
U diag(µ21, . . . , µ
2
n)U
∗ = (Φ′′zz +Q)(Φ′′zz¯)−1(Φ
′′
zz +Q)
∗. (6)
We see (6) as an equation for Q for fixed ρ ∈ (0, λ0]. We can characterize solutions Q to (6) for
ρ ∈ (0, λ0). In case of ρ = λ0, the situation becomes complicated. As a result, the case of ρ = λ0
will be useless in the next section, and we do not study this case. Note that if 0 < ρ < λ0, then all the
µi (i = 1, . . . , n) are strictly positive.
Lemma 4. Fix an arbitrary ρ ∈ (0, λ0). The following conditions (I) and (II) are mutually equivalent.
(I) A complex symmetric matrix Q solves (6).
(II) There exists a unitary matrix X such that
Q = −Φ′′zz + U diag(µ1, . . . , µn)X diag(λ1, . . . , λn)tU, (7)
tX diag
(
µ1
λ1
, . . . ,
µn
λn
)
= diag
(
µ1
λ1
, . . . ,
µn
λn
)
X. (8)
10 H. CHIHARA
Note that (II) implies (I) also for ρ = λ0. A typical example ofX satisfying (8) is a diagonal matrix
of the form
X = diag(e
√−1θ1 , . . . , e
√−1θn), θ1, . . . , θn ∈ R.
Proof of Lemma 4. (I)⇒ (II). Suppose that Q solves (6). Then we deduce that
diag(µ21, . . . , µ
2
n)
=U∗(Φ′′zz +Q)U diag
(
1
λ21
, . . . ,
1
λ2n
)
tU(Φ′′zz +Q)
∗U
=
{
U∗(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)}{
U∗(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)}∗
,
which becomes
E =
{
diag
(
1
µ1
, . . . ,
1
µn
)
U∗(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)}
×
{
diag
(
1
µ1
, . . . ,
1
µn
)
U∗(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)}∗
.
Then, there exists a unitary matrix X such that
X = diag
(
1
µ1
, . . . ,
1
µn
)
U∗(Φ′′zz +Q)U diag
(
1
λ1
, . . . ,
1
λn
)
.
This implies (7). We need to verify tQ = Q. Note that tQ = Q and t(Φ′′zz + Q) = (Φ′′zz + Q)
are mutually equivalent since tΦ′′zz = Φ′′zz. Moreover t(Φ′′zz + Q) = (Φ′′zz + Q) is equivalent to
t{U∗(Φ′′zz+Q)U} = U∗(Φ′′zz+Q)U . Hence diag(µ1, . . . , µn)X diag(λ1, . . . , λn)must be a complex
symmetric matrix since (7) becomes
U∗(Φ′′zz +Q)U = diag(µ1, . . . , µn)X diag(λ1, . . . , λn).
Then X must satisfy
diag(λ1, . . . , λn)
tX diag(µ1, . . . , µn) = diag(µ1, . . . , µn)X diag(λ1, . . . , λn),
which is equivalent to (8).
(II)⇒ (I). Suppose that (II) holds. Then we deduce that
U∗(Φ′′zz +Q)(Φ′′zz¯)−1(Φ
′′
zz +Q)
∗U
=U∗(Φ′′zz +Q)U diag
(
1
λ21
, . . . ,
1
λ2n
)
tU(Φ′′zz +Q)
∗U
=U∗U diag(µ1, . . . , µn)X diag(λ1, . . . , λn)tUU diag
(
1
λ21
, . . . ,
1
λ2n
)
×tUU diag(λ1, . . . , λn)X∗ diag(µ1, . . . , µn)U∗U
=diag(µ1, . . . , µn)X diag(λ1, . . . , λn) diag
(
1
λ21
, . . . ,
1
λ2n
)
× diag(λ1, . . . , λn)X∗ diag(µ1, . . . , µn)
=diag(µ1, . . . , µn)XX
∗ diag(µ1, . . . , µn)
=diag(µ1, . . . , µn) diag(µ1, . . . , µn)
=diag(µ21, . . . , µ
2
n).
Then Q solves (6). This completes the proof. 
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We see that Condition 1 gives no new restriction on Q.
Lemma 5. Fix an arbitrary ρ ∈ (0, ρ0). If Q solves (6), then Condition 1 is automatically satisfied.
Proof. Suppose that Q solves (6), that is, (II) of Lemma 4 holds. For z 6= 0, set ζ = t(ζ1, . . . , ζn) :=
tUz, and
ζλ := diag(λ1, . . . , λn)ζ =
t(λ1ζ1, . . . , λnζn), ζµ := diag(µ1, . . . , µn)ζ =
t(µ1ζ1, . . . , µnζn).
Note that |z| = |ζ|, |Xζλ| = |ζλ| and |ζλ| > |ζµ|. We deduce that
2〈z,Φ′′zz¯ z¯〉+ 2Re〈z, (Φ′′zz +Q)z〉
=2〈z, U diag(λ21, . . . , λ2n)U∗z¯〉
+2Re〈z, U diag(µ1, . . . , µn)X diag(λ1, . . . , λn)tUz〉
=2〈ζ,diag(λ21, . . . , λ2n)ζ¯〉
+2Re〈ζ,diag(µ1, . . . , µn)X diag(λ1, . . . , λn)ζ〉
=2〈ζλ, ζλ〉+ 2Re〈ζµ,Xζλ〉
>2|ζλ|2 − 2|ζµ||Xζλ|
=2|ζλ|2 − 2|ζµ||ζλ|
=2|ζλ|(|ζλ| − |ζµ|)
=
2|ζλ|
|ζλ| − |ζµ|
(|ζλ|2 − |ζµ|2)
>|ζλ|2 − |ζµ|2
=
n∑
i=1
(λ2i − µ2i )|ζi|2
=ρ2
n∑
i=1
|ζi|2 = ρ2|ζ|2,
which is desired. This completes the proof. 
Combining Lemmas 1, 4 and 5, we have the results of the present section.
Theorem 6. Fix an arbitrary ρ ∈ (0, ρ0). Conditions 1 and 2 hold if and only if there exists an n× n
unitary matrix X satisfying (8) such that Q is determined by (7). In this case the anihilation operator
Λ is defined by Λ = ∂/∂z + 2Qz.
3. PROPERTIES
In what follows we fix arbitrary ρ ∈ (0, ρ0) and an arbitrary n × n unitary matrix X satisfying
(8). Define Q by (7), and set ψ˜0(z) = exp(−〈z,Qz〉) and Λ = ∂/∂z + 2Qz. We denote the set
of nonnegative integers by N0. For a multi-index α = (α1, . . . , αn) ∈ Nn0 , set α! = α1! · · ·αn!,
|α| = α1 + · · · + αn and
ψ˜α(z) := (Λ
∗)αψ˜0(z) = (Λ∗1)
α1 · · · (Λ∗n)αn ψ˜0(z).
The last one is well-defined since [Λ∗i ,Λ
∗
j ] = 0. It follows that {ψ˜α}α∈Nn0 ⊂ HΦ(Cn) since Lemma 5
implies that |ψ˜0(z)|2e−2Φ(z) 6 e−ρ2|z|2. In the present section we study the properties of {ψ˜α}α∈Nn
0
.
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We first check that {ψ˜α}α∈Nn
0
is an orthogonal system of HΦ(C
n) and a family of eigenfunctions
for some Hamiltonian like that of the harmonic oscillator on Rn. Set Xi = ΛiΛ
∗
i and Yi = Λ
∗
iΛi for
i = 1, . . . , n. Then we have
Xi = Yi + 2ρ
2, Yiψ˜0 = 0, XiΛi = Λi = ΛiYi, Λ
∗
iXi = YiΛ
∗
i .
For our purpose, we need the following computation. We say that
β < α, for α = (α1, . . . , αn), β = (β1, . . . , βn)
if βi < αi for all i = 1, . . . , n.
Lemma 7. For i = 1, . . . , n,m = 1, 2, 3, . . . and α 6= (0, . . . , 0), we have
Λi(Λ
∗
i )
m = (Λ∗i )
mΛi + 2mρ
2(Λ∗i )
m−1, (9)
Λmi (Λ
∗
i )
m =
m∏
k=1
(Yi + 2kρ
2), (10)
Λm+1i (Λ
∗
i )
m =
{
m∏
k=1
(Xi + 2kρ
2)
}
Λi, (11)
Λα(Λ∗)α = Y α +
∑
0<β<α
CβY
β + (2ρ2)|α|α! (12)
where Cβ ∈ C for 0 < β < α are appropriate constants.
Proof. (9). The commutator [Λi,Λ
∗
i ] = 2ρ
2 shows that (9) holds for m = 1. Suppose that (9) holds
for somem ∈ N. We deduce that
Λi(Λ
∗
i )
m+1 = {ΛiΛ∗i }(Λ∗i )m
= {Λ∗iΛi + 2ρ2}(Λ∗i )m
= Λ∗i {Λi(Λ∗i )m}+ 2ρ2(Λ∗i )m
= Λ∗i {(Λ∗i )mΛi + 2mρ2(Λ∗i )m−1}+ 2ρ2(Λ∗i )m
= (Λ∗i )
m+1Λi + 2(m+ 1)ρ
2(Λ∗i )
m,
which shows that (9) holds for m + 1. The induction arguments on m prove that (9) holds for all
m ∈ N.
(10). An elementary computation gives for k ∈ N0
Λi(Yi + 2kρ
2) = ΛiYi + 2kρ
2Λi = (Xi + 2kρ
2)Λi =
(
Yi + 2(k + 1)ρ
2
)
Λi. (13)
The commutator [Λi,Λ
∗
i ] = 2ρ
2 shows that (10) holds for m = 1. Suppose that (10) holds for some
m ∈ N. Repeating (13) n times, we deduce that
Λm+1i (Λ
∗
i )
m+1 = Λi{Λmi (Λ∗i )m}Λ∗i
= Λi
{
m∏
k=1
(Yi + 2kρ
2)
}
Λ∗i
= Λi(Yi + 2ρ
2)
{
m∏
k=2
(Yi + 2kρ
2)
}
Λ∗i
= (Xi + 2ρ
2)Λi
{
m∏
k=2
(Yi + 2kρ
2)
}
Λ∗i
= · · ·
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=
{
m∏
k=1
(Xi + 2kρ
2)
}
ΛiΛ
∗
i
=
{
m+1∏
k=2
(Yi + 2kρ
2)
}
(Yi + 2ρ
2)
=
m+1∏
k=1
(Yi + 2kρ
2),
which shows that (10) holds for m + 1. The induction arguments on m prove that (10) holds for all
m ∈ N.
(11). One can prove (11) in the same way as (10). We omit the detail.
(12). By using (10), we deduce that
Λα(Λ∗)α =
n∏
i=1
{Λαii (Λ∗i )αi}
=
n∏
i=1


αi∏
ki=1
(Yi + 2kiρ
2)


= Y α +
∑
0<β<α
CβY
β +
n∏
i=1


αi∏
ki=1
(2kiρ
2)


= Y α +
∑
0<β<α
CβY
β +
n∏
i=1
{
(2ρ2)αiαi!
}
= Y α +
∑
0<β<α
CβY
β + (2ρ2)|α|α!.
This completes the proof. 
Here we introduce an operator Hρ defined by
Hρ = Λ
∗
1Λ1 + · · ·+ Λ∗nΛn + rho2,
which corresponds to the Hamiltonian of the harmonic oscillator of the form
n∑
i=1
(
− ∂
2
∂x2i
+ x2i
)
, x = (x1, . . . , xn) ∈ Rn.
The family of functions {ψ˜α} is an orthogonal system of eigenfunctions of Hρ.
Theorem 8. For α, β ∈ (N0)n,
Hρψ˜α = (2|α| + 1)ρ2ψ˜α, (14)
(ψ˜α, ψ˜β)HΦ(Cn) = δαβ(2ρ
2)|α|α!‖ψ˜0‖2HΦ(Cn). (15)
Proof. Recall Λiψ˜0 = 0. By using (9) of Lemma 7, we deduce that
Hρψ˜α =
n∑
i=1
Λ∗iΛi(Λ
∗)αψ˜0 + ρ2ψ˜α
=
n∑
i=1


∏
j 6=i
(Λ∗j )
αj

Λ∗iΛi(Λ∗i )αiψ˜0 + ρ2ψ˜α
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=
n∑
i=1


∏
j 6=i
(Λ∗j )
αj

 {(Λ∗i )αi+1Λi + 2αiρ2(Λ∗i )αi}ψ˜0 + ρ2ψ˜α
=
n∑
i=1


∏
j 6=i
(Λ∗j )
αj

 {2αiρ2(Λ∗i )αi}ψ˜0 + ρ2ψ˜α
=
n∑
i=1
{2αiρ2}(Λ∗)αψ˜0 + ρ2ψ˜α
=
n∑
i=1
{2αiρ2}ψ˜α + ρ2ψ˜α
= (2|α| + 1)ρ2ψ˜α,
which is (14). We show (15). Suppose that α 6= β. Then αi 6= βi for some i = 1, . . . , n. Without loss
of generality, we may assume that αi > βi + 1. By using (11) of Lemma 7, we deduce that
(ψ˜α, ψ˜β)HΦ(Cn)
=
(
(Λ∗)αψ˜0, (Λ∗)βψ˜0,
)
HΦ(Cn)
=




n∏
j=1
(Λ∗j )
αj

 ψ˜0,
{
n∏
k=1
(Λ∗j )
βk
}
ψ˜0,


HΦ(Cn)
=




∏
j 6=i
(Λ∗j )
αj

 (Λ∗i )αi−βi−1ψ˜0,


∏
k 6=i
(Λ∗j )
βk

 {Λβi+1i (Λ∗i )βi}ψ˜0,


HΦ(Cn)
=




∏
j 6=i
(Λ∗j )
αj

 (Λ∗i )αi−βi−1ψ˜0,


∏
k 6=i
(Λ∗j )
βk


{
βi∏
l=1
(Xi + 2kρ
2)
}
Λiψ˜0,


HΦ(Cn)
=0,
which is (15) for α 6= β. We show (15) for α = β. Recall Yiψ˜0 = Λ∗iΛiψ˜0 = 0. By using (12) of
Lemma 7. we deduce that
(ψ˜α, ψ˜α)HΦ(Cn) =
(
(Λ∗)αψ˜0, (Λ∗)αψ˜0,
)
HΦ(Cn)
=
(
ψ˜0,Λ
α(Λ∗)αψ˜0,
)
HΦ(Cn)
=

ψ˜0,

Y α +
∑
0<β<α
CβY
β + (2ρ2)|α|α!

 ψ˜0,


HΦ(Cn)
=
(
ψ˜0, (2ρ
2)|α|α!ψ˜0,
)
HΦ(Cn)
= (2ρ2)|α|α!‖ψ˜0‖2HΦ(Cn).
This completes the proof. 
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Here we normalize {ψ˜α}. Set
ψα(z) =
ψ˜α(z)√
(2ρ2)|α|α!‖ψ˜0‖HΦ(Cn)
, α ∈ Nn0 .
Then {ψα} becomes an orthonormal system of HΦ(Cn).
We consider the Rodorigues formula for {ψα}. Recall that µ1, . . . , µn > 0 since 0 < ρ < λ0. Then
we have
det(Φ′′zz +Q) = (detU)
2(detX)(λ1 · · ·λn)(µ1 · · ·µn) 6= 0.
Let Ξ be the principal part of Λ∗, that is,
Ξ = (Φ′′zz +Q)(Φ
′′
zz¯)
−1 ∂
∂z
, Ξi =
n∑
j=1
n∑
k=1
(γij + qij)βjk
∂
∂zk
, i = 1, . . . , n.
Here we state the Rodrigues formula.
Theorem 9. If we set
S = Φ′′zz − U diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
X diag(λ1, . . . , λn)
tU, (16)
then S is a complex symmetric matrix and for α ∈ Nn0
ψ˜α(z) = e
〈z,Sz〉Ξαe−〈z,(S+Q)z〉 = e〈z,Sz〉Ξα
(
e−〈z,Sz〉ψ˜0(z)
)
, (17)
that is,
ψα(z) =
e〈z,Sz〉√
(2ρ2)|α|α!‖ψ˜0‖HΦ(Cn)
Ξαe−〈z,(S+Q)z〉 =
e〈z,Sz〉√
(2ρ2)|α|α!
Ξα
(
e−〈z,Sz〉ψ0(z)
)
.
Proof. Firstly we check that a matrix S defined by (16) is a symmetric matrix. By using (8), we
deduce that
tS = t
{
Φ′′zz − U diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
X diag(λ1, . . . , λn)
tU
}
= tΦ′′zz − U diag(λ1, . . . , λn)tX diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
tU
= tΦ′′zz − U diag(λ1, . . . , λn)
{
tX diag
(
λ1
µ1
, . . . ,
λn
µn
)}
diag(λ1, . . . , λn)
tU
= tΦ′′zz − U diag(λ1, . . . , λn)
{
diag
(
λ1
µ1
, . . . ,
λn
µn
)
X
}
diag(λ1, . . . , λn)
tU
= tΦ′′zz − U diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
X diag(λ1, . . . , λn)
tU
= S.
Next we find that a complex symmetric matrix S = [sij] satisfying desired equation
Λ∗iF (z) = e
〈z,Sz〉Ξi
(
e−〈z,Sz〉F (z)
)
, F ∈ Hol(Cn)
must be of the form given in (16). Since
e〈z,Sz〉Ξi
(
e−〈z,Sz〉F (z)
)
= ΞiF (z)−
{
Ξi(〈z, Sz〉)
}
F (z),
Ξi(〈z, Sz〉) =
n∑
j=1
n∑
k=1
(γij + qij)βjk
∂
∂zk
{
n∑
l=1
n∑
m=1
slmzlzm
}
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= 2
n∑
j=1
n∑
k=1
m∑
l=1
(γij + qij)βjksklzl
we shall find S satisfying
−
n∑
j=1
n∑
k=1
(γij + qij)βjkskl = αil −
n∑
j=1
n∑
k=1
(
γij + qij
)
βjkγkl, i, l = 1, . . . , n,
that is,
(Φ′′zz +Q)
∗(Φ′′zz¯)
−1S = (Φ′′zz +Q)
∗(Φ′′zz¯)
−1Φ′′zz − Φ′′zz¯.
This implies that
S = Φ′′zz − Φ′′zz¯{(Φ′′zz +Q)∗}−1Φ′′zz¯.
We will find more concrete form of S. Recall (7) and
Φ′′zz¯ = U diag(λ
2
1, . . . , λ
2
n)U
∗,
Φ′′zz¯ = U diag(λ
2
1, . . . , λ
2
n)
tU,
(Φ′′zz +Q)
∗ = Φ′′zz +Q
= U diag(µ1, . . . , µn)X diag(λ1, . . . , λn)U
∗,
{(Φ′′zz +Q)∗}−1 = U diag
(
1
λ1
, . . . ,
1
λn
)
tX diag
(
1
µ1
, . . . ,
1
µn
)
tU.
By using these identities, we deduce that
S − Φ′′zz = −U diag(λ21, . . . , λ2n)U∗
× U diag
(
1
λ1
, . . . ,
1
λn
)
tX diag
(
1
µ1
, . . . ,
1
µn
)
tU
× U diag(λ21, . . . , λ2n)tU
}
= −U diag(λ1, . . . , λn)tX diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
tU
= −U diag(λ1, . . . , λn)
{
tX diag
(
λ1
µ1
, . . . ,
λn
µn
)}
diag(λ1, . . . , λn)
tU
= −U diag(λ1, . . . , λn)
{
diag
(
λ1
µ1
, . . . ,
λn
µn
)
X
}
diag(λ1, . . . , λn)
tU
= −U diag
(
λ21
µ1
, . . . ,
λ2n
µn
)
X diag(λ1, . . . , λn)
tU,
which is (16). This completes the proof. 
We remark that
S +Q = (S − Φ′′zz) + (Q+Φ′′zz)
= U diag
(
µ1 − λ
2
1
µ1
, . . . , µn − λ
2
n
µn
)
X diag(λ1, . . . , λn)
tU
= U diag
(
−λ
2
1 − µ21
µ1
, . . . ,−λ
2
n − µ2n
µn
)
X diag(λ1, . . . , λn)
tU
= U diag
(
− ρ
2
µ1
, . . . ,− ρ
2
µn
)
X diag(λ1, . . . , λn)
tU
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= −ρ2U diag
(
1
µ1
, . . . ,
1
µn
)
X diag(λ1, . . . , λn)
tU.
Ξ = U diag(µ1, . . . , µn)X diag
(
1
λ1
, . . . ,
1
λn
)
U∗
∂
∂z
.
Finally we check that the orthonormal system {ψα} is complete in HΦ(Cn).
Theorem 10. Suppose that 0 < ρ < λ0. Then {ψα} is a complete orthonormal system of HΦ(Cn).
Proof. It suffices to see the completeness. Let ζ = tUz. Then z = Uζ , ∂/∂z = U∂/∂ζ , |z| = |ζ|
and |ψ0(z)|2e−2Φ(z) 6 e−2ρ2|ζ|2. The Rodrigues formula (17) shows that
ψ˜α(z) = ψ˜0(z)e
〈z,(Q+S)z〉Ξα
(
e〈z,(Q+S)z〉
)
,
ψ˜α(Uζ) = ψ˜0(Uζ) exp
{
−ρ2
〈
ζ,diag
(
1
µ1
, . . . ,
1
µn
)
X diag(λ1, . . . , λn)ζ
〉}
×
(
U diag(µ1, . . . , µn)X diag
(
1
λ1
, . . . ,
1
λn
)
∂
∂ζ
)α
× exp
{
ρ2
〈
ζ,diag
(
1
µ1
, . . . ,
1
µn
)
X diag(λ1, . . . , λn)ζ
〉}
.
Hence ψ˜α(Uζ) is a product of ψ˜0(Uζ) and a kind of a Hermite polynomial of ζ of degree α. Recall
that {(tUz)αψ˜0(z)} is a complete orthogonal system of HΦ(Cn). Thus {ψα} is also a complete
orthogonal system of HΦ(C
n) since all the (tUz)α is a finite linear combination of the Hermite
polynomials of tUz. 
4. EXAMPLES
Finally we shall see the known examples from a point of view of the results developed in the present
paper. Let s be a parameter satisfying 0 < s < 1.
4.1. One-dimensional example of van Eijndhoven and Meyers in [6]. We shall understand the
example in [6] in terms of our theory. To have the function space χs(C), we need to impose
|B|2
4CI
= Φ′′zz¯ =
1− s2
4s
, − B
2
4CI
− A
2
√−1 = Φ
′′
zz = −
1 + s2
4s
on complex numbers A, B and C . In this case λ21 = λ
2
0 = (1− s2)/4s. If we choose
A =
√−1
s
, B = ±√−1
√
1− s2, C = t+√−1s (t ∈ R),
then χs(C) is realized as the image of the Bargmann-type transform of L
2(R). See, e.g., [4]. Their
holomorphic Hermite functions are interpreted as
ψ˜k(z) = e
z2/2
(
−1− s
1 + s
d
dz
)k
e−z
2
, k = 0, 1, 2 . . . .
In other words, this case corresponds to
Q = S =
1
2
, Λ =
d
dz
+ z, Λ∗ =
1− s
1 + s
(
− d
dz
+ 2z
)
.
More precisely, Q and S are firstly determined by the exponential functions ez
2/2 and e−z2 . Next the
anihilation operator Λ is determined since Λ takes the form d/dz + · · · in our settings. Finally the
creation operator Λ∗ is determined as the adjoint of Λ in χs(C). If we set X = 1, U = ±
√−1 and
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ρ2 = (1 − s)/(1 + s), we can understand that the pair of χs(C) and {ψ˜k}∞k=0 is one of the examples
of the results of the present paper. Indeed, we can check
µ21 := λ
2
1 − ρ2 =
(1− s)3
4s(1 + s)
> 0,
Q+Φ′′zz = Q−
B2
4CI
− A
2i
= −(1− s)
2
4s
= Uµ1Xλ1
tU,
S =
1
2
= Φ′′zz − U
λ21
µ1
Xλ1
tU.
4.2. Two-dimensional example of Go´rska, Horzela and Szafraniec in [9]. Finally, we shall under-
stand the example in [9] in terms of our theory. Let Z = (z, ζ) ∈ C2. To have the function space
χs(C
2), we need to impose
Φ′′zz¯ =
BC−1I B
∗
4
=
1− s2
8s
E, E =
[
1 0
0 1
]
,
Φ′′zz = −
BC−1I B
4
− A
2
√−1 = −
1 + s2
8s
K, K =
[
0 1
1 0
]
.
on 2× 2 matrices A, B and C . In this case λ20 = λ21 = λ22 = (1− s2)/8s. This is realized by
A =
√−1
4s
{
(1− s2)E + (1 + s2)K}, B = ±√−1√1− s2E, C = 2√−1sE
for instance. Their holomorphic Hermite functions are interpreted as
ψ˜k,l(z, ζ) = e
zζ/2
(
−1− s
1 + s
∂
∂ζ
)k (
−1− s
1 + s
∂
∂z
)l
e−zζ , k, l = 0, 1, 2, . . . .
More precisely, this case corresponds to
Q = S =
K
4
, Λ = E
∂
∂Z
+
K
2
Z, Λ∗ =
1− s
1 + s
(
K
∂
∂Z
+
E
2
Z
)
.
If we set X = K , U = ±√−1E and ρ2 = (1 − s)/2(1 + s), we can understand that the pair of
χs(C
2) and {ψ˜k,l}∞k,l=0 is also one of the examples of the results of the present paper. Indeed, we can
check
µ2i := λ
2
i − ρ2 =
(1− s)3
8s(1 + s)
> 0, i = 1, 2,
tX diag
(
µ1
λ1
,
µ2
λ2
)
=
1− s
1 + s
K = diag
(
µ1
λ1
,
µ2
λ2
)
X,
Q+Φ′′zz = Q−
B2
4CI
− A
2i
= −(1− s)
2
8s
K = U diag(µ1, µ2)X diag(λ1, λ2)
tU,
S =
K
4
= Φ′′zz − U diag
(
λ21
µ1
,
λ22
µ2
)
X diag(λ1, λ2)
tU.
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