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Abst ract - -The  unconstrained global programming problem is addressed using a multistart, multi- 
algorithm infrastructure, in which different algorithms compete in parallel for a contribution towards 
a single global stopping criterion, denoted the unified Bayesian global stopping criterion. 
The use of different algorithms i motivated by the observation that no single (global) optimization 
algorithm consistently outperforms all other algorithms when applied to large sets of problems from 
different classes. 
The Bayesian stopping criterion is based on the single assumption that the probability of each 
algorithm converging to the global optimum is at least as large as the probability of convergence to
any other local minimum. This assumption is often valid in the case of practical problems of physical 
origin (e.g., determining physical configurations corresponding to minimum potential energy). Results 
for parallel clusters of up to 128 machines are presented. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords- -Compet ing  optimization algorithms, Global stopping criterion, Parallel optimization. 
1. INTRODUCTION 
Consider the unconstrained (or bounds constrained) mathematical  programming problem repre- 
sented by the following. Given a real valued objective function f (x )  defined on the set x E D 
in R n, find the point x* and the corresponding function value f* such that  
/* = f(x*) = rain{/(x) Ix e D}, (1) 
if X* exists. Alternatively, find a low approximation ] to f*. 
If the objective function and/or  the feasible domain D are nonconvex, then there may be many 
local minima which are not optimal. Hence, in this case, from a mathematical  point of view, 
problem (1) is essentially unsolvable, due to a lack of mathematical  conditions that  characterize 
tim global optimum. This is as opposed to the case of str ictly convex continuous functions, where 
the minimum is characterized by the Karush-Kuhn-Tucker conditions. 
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Optimization algorithms aimed at solving problem (1) are divided in two classes, namely de- 
terministic and stochastic. The first class comprises those algorithms which implicitly search all 
of the function domain and thus are guaranteed to find the global optimum. The algorithms 
within this class are forced to deal with restricted classes of functions (e.g., Lipschitz continuous 
functions with known Lipschitz constants). Even with these restrictions it is often computation- 
ally infeasible to apply deterministic algorithms to search for the guaranteed global optimum 
as the number of computations required increases exponentially with the dimension of the fea- 
sible space. To overcome the inherent difficulties of the guaranteed-accuracy lgorithms, much 
research effort has been devoted to algorithms in which a stochastic element is introduced (e.g., 
see [1]). In doing so, the deterministic guarantee is relaxed into a confidence measure. A number 
of successful algorithms belong to the latter class [2]. A general stochastic algorithm for global 
optimization consists of three major steps: a sampling step, an optimization step, and a check of 
some global stopping criterion. The availability of a suitable global stopping criterion is probably 
the most important aspect of global optimization. It is also the most problematic, due to the 
very fact that characterization f the global optimum is in general not possible. 
Global optimization algorithms and their associated global stopping criteria should ultimately 
be judged on performance. However, when evaluating lobal optimization algorithms, the use of 
a priori known information about he objective function under consideration should be refrained 
from. For example, in evaluating the performance of a particular algorithm, termination of the 
algorithm, once the known global optimum has been attained within a prescribed tolerance, 
should not be allowed since such information is in practice not available. In this paper, the 
construction of a number of simple heuristic algorithms based on multiple local searches [3,4] is 
reviewed. A Bayesian stopping condition is presented, based on a criterion previously presented 
by Snyman and Fatti for their algorithm based on dynamic search trajectories [5]. The criterion 
is shown to be quite general, and can be applied in combination with many multistart global 
search algorithms. In addition, since the local searches proposed here are independent of each 
other, they are ideally suited for implementation a massively parallel processing machine. 
Finally, the observation that no single global optimization algorithm consistently outperforms 
all other algorithms leads to the development of an infrastructure in which different algorithms 
compete in parallel for a contribution towards the same global stopping criterion. 
2. A GLOBAL STOPP ING CRITERION 
Any multistart procedure with respective starting points x~, termination points ~,  and cor- 
responding values ]J yields 
f=  min{f j, j = 1,2,. . . ,~}, (2) 
as the approximation to the global minimum f* after ~ starts. In finding f,  oversampling of f 
should be prevented as far as possible. In addition, an indication of the probability of convergence 
having occurred to f* is desirable. A Bayesian argument seems to be the proper framework for the 
formulation of such a criterion. Previously, two such criteria have been presented, respectively, 
by Boender and Rinnooy Kan [6], and Snyman and Fatti [5]. 
The former criterion [6], denoted the optimal sequential Bayesian stopping rule, is based on an 
estimate of the number of local minima in D and the relative size of the region of attraction of 
each local minimum. While apparently effective, computational expense prohibits using this rule 
for functions with a large number of local minima in D. 
The latter criterion [5] is not dependent on an estimate of the number of local minima in D 
or the relative sizes of the regions of attraction of the different local minima. Instead, a simple 
assumption about the probability of convergence to the global optimum x* in relation to the 
probability of convergence toany other local minimum ~J is made. This allows for the probability 
of convergence to f* to be calculated. 
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The rule presented by Snyman and Fatti is derived specifically for their dynamic search method, 
but is probably of greater importance and more generally applicable than hitherto realized. In 
the following, we will show that this rule can be used as a general stopping criterion in multistart 
algorithms, albeit for a restricted class of functions. In doing so, we do not consider the regions 
of attraction of the different local minima. Instead, for a given starting point, we simply refer to 
the probability of convergence to any local minimum. (Studying simple 1-D search trajectories, 
we observe that using the conventional definition of region of attraction [7] of a local minimum 
in determining the probability of convergence to the global is restricting. This is so because the 
region of convergence to a specific local minimum can be significantly larger than its region of 
attraction when discrete search trajectories (line search or other) are employed in searching for 
a local minimum.) Henceforth, the rule of Snyman and Fatti will be referred to as the unified 
Bayesian stopping rule. 
2.1. The Unified Bayesian Stopping Rule 
Let ak denote the probability that a random starting point will converge to local minimum fc k. 
Also, the probability of convergence to the global minimum x* is denoted a*. The following 
assumption is now made: 
a* > ak, for all local minima ~k. (3) 
This assumption can be demonstrated to be true in many cases of physical importance where 
minimum energy configurations are sought (e.g., molecular and engineering structures; that this 
assumption is indeed appropriate for molecular conformation models has been confirmed by 
Comba [8].) Furthermore, let r be the number of starting points from which convergence to 
the current best minimum ] occurs after ~ random searches have been started. Then, under 
assumption (3), the probability that / is equal to f* is given by [5] 
(~ r~ + 5)! ~)~ + 
Pr [ /=  f*] > q(~,r) = 1 - - (2~ + a)! (~ + ~)!' (4) 
with ~ = a + b - 1, b = b - r - 1, and a, b suitable parameters of the Beta distribution f~(a, b). 
A derivation of (4) is presented in Appendix 1. On the basis of (4) the adopted stopping rule 
becomes 
[/= r ]  _> q*, (5) STOP when Pr 
where q* is some prescribed esired confidence l vel, typically chosen as 0.99-0.999. 
2.2. Two Simple Appl icat ions of the Stopping Rule 
We now combine the unified Bayesian stopping rule with two well-known global optimization 
algorithms, namely the Bayesian search implementation by Mockus [9,10], and the clustering 
algorithm [11,12]. 
In both cases, the prescribed probability of convergence is taken as q* = 0.99. In the following, 
'Failures' indicates the number of times the algorithms fails to converge to the a priori known 
global optimum f*, for 10 independent runs of the algorithms, r represents he number of starting 
points from which convergence to the current best minimum ] occurs after h random searches 
have been started in each independent run. (Average values are reported.) The probability that ] 
is equal to f* is given by q(h, r). 
2,,2.1. Bayesian opt imizat ion 
The implementation f a Bayesian search strategy by Mockus is described in [9]. For the test 
fnnctions tabulated in Table 1, Table 2 illustrates the influence of the unified Bayesian stopping 
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Table 1. The extended Dixon-Szeg6 test set. 
No. Acronym Name No. Acronym Function 
1 G1 Griewank G1 7 BR Branin 
2 G2 Griewank G2 8 H3 Hartman 3
3 CP Goldstein-Price 9 H6 Hartman 6
4 C6 Six-hump camelback 10 $5 Shekel 5 
5 SH Shubert, Levi No. 4 11 $7 Shekel 7 
6 RA Rastrigin 12 S10 Shekel 10 
Table 2. Combination of the unified Bayesian stopping rule and the algorithm pre- 
sented by Mockus. The stopping rule is included in the columns denoted Mockus?. 
'Failures' indicates the number of times the algorithm failed to converge to f*, out 
of 10 random restarts of the algorithm. 
Mockus Mocknst 
Prob. Failures Nfe Failures Nse r/~ q(~,r) 
G1 6/10 354 0/10 3710 5/10 0.9915 
G2 9/10 1442 0/10 74929 6/52 0.9932 
GP 9/10 365 0/10 39416 6/106 0.9927 
C6 0/10 371 0/10 1449 4/4 0.9921 
SH 0/10 373 0/10 1485 4/4 0.9921 
RA 0/10 194 0/10 776 4/4 0.9921 
BR 7/10 258 0/i0 4521 6/18 0.9951 
H3 8/10 165 0/10 2938 6/19 0.9950 
H6 6/10 404 1/10 5646 6/17 0.9953 
$5 6/10 158 0/10 3672 6/23 0.9945 
S7 9/10 160 0/10 13147 6/82 0.9929 
SIO 9/10 164 0/I0 18987 6/118 0.9926 
criterion on the performance of the algorithm by Mockus. The results entered in the columns 
denoted 'Mockus' are those of the stand-alone algorithm, while the results for the algorithm com- 
bined with the new stopping rule proposed here are reflected in the columns denoted 'Mockus t'. 
Clearly, the use of the new stopping criterion makes the algorithm more robust, i.e., the 
number of times the algorithm converges to f* increases, albeit at additional computational 
effort. However, the computational effort increases dramatically only for those functions for 
which the stand-alone algorithm performs badly. 
2.2.2. Clustering 
In Table 3, similar results to those above are presented for the clustering algorithm [11,12]. For 
the stand-alone algorithm, we have used the suggested value of 100n sampling points. In each 
case, an expectation of 10 local minima is prescribed, since we do not wish to exploit a priori 
known information about f .  The results for the combined algorithm were obtained with very 
optimistic settings, namely only 10n sampling points, and an expectations of only two local 
minima. 
For the difficult Griewank problems, the combined results are superior to the results obtained 
with the stand-alone algorithm, both in terms of robustness, and computational effort. 
2.2.3. D iscuss ion  
Doubtless, the results given above for the stand-alone versions of both algorithms are not 
optimal, and may be improved. For instance, the results reported by Boender et al. [11] for the 
clustering algorithm reflect a relatively more efficient performance, since their algorithm uses less 
sampling points. The combination of the unified Bayesian stopping rule with algorithms uch as 
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Table 3. Combination ofthe unified Bayesian stopping rule and the algorithm. The 
stopping rule is included in the columns denoted Clusteringt. 
Clustering Clustering t 
Prob. Failures Nf~ Failures Nj: ~ r/~ q(~, r) 
G1 8/10 1302 1/10 5239 6/37 0.9936 
G2 0/10 11644 0/10 8231 5/7 0.9944 
GP 0/10 g85 0/10 971 5/5 0.9978 
C6 0/10 643 0/10 749 4/4 0.9921 
SH 0/10 1626 0/10 4117 5/6 0.9959 
RA 1/10 2038 0/10 5617 5/10 0.9915 
BR 0/10 683 0/10 708 4/4 0.9921 
H3 0/10 1232 0/10 884 4/4 0.9921 
H6 0/10 3278 0/10 2832 4/4 0.9921 
$5 0/10 1891 0/10 2684 5/8 0.9932 
$7 0/10 2139 0/10 2831 5/8 0.9932 
$10 0/10 2805 0/10 3620 5/9 0.9923 
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clustering or Bayesian optimization justifies further investigation. Accordingly, we construct two 
extremely simple and robust global optimization algorithms using the unified Bayesian stopping 
criterion. The algorithms require no 'tuning', and are free of problem dependent parameters. 
3. A S IMPLE  GLOBAL SEARCH HEURIST IC  
A simple class of global optimization algorithms i  that in which multiple local searches are 
combined with some probabilistic stopping criterion. Here, we present he framework for a new 
class of algorithms characterized by the use of stopping rule (5). We also propose an additional 
global minimization step. Various sequential algorithms may be utilized within the following 
classifying framework. 
1. INITIALIZATION. Set a trajectory counter j := 1, and prescribe the desired confidence l vel q*. 
2. SAMPLING STEP. Randomly generate x~ E D in l~ ~. 
3. GLOBAL MINIMIZATION STEP. Starting at x~, attempt o minimize f in a global sense by 
some preliminary search procedure, viz. searching from x~ find and record some low point ~J 
with corresponding function value fJ. 
4. LOCAL MINIMIZATION STEP. ~J is used as the starting point for a robust gradient based 
convex minimization algorithm, with stopping criteria defined in terms of the Karush-Kuhn- 
~mker conditions. Record the lowest function value ]J corresponding to ~J. 
5. GLOBAL TERMINATION. Assess the global convergence after the j searches performed to date 
(yielding ~k, k = 1, 2,. . .  , j) using stopping rule (5). If (5) is satisfied, STOP, else, j :--j q- 1 and 
goto 2. 
Pure multiple local searches are obtained if Step 3 is excluded, with ~J -- x~. We now construct 
two such simple algorithms, namely 
(1) LLSI: multiple local searches using the bound-constrained BFGS algorithm [13,14], and 
(2) LLS2: multiple local searches using the unconstrained Polak-Ribiere algorithm [15]. 
In addition, for both LLS1 and LLS2 we add a global minimization phase (Step 3), and denote 
the respective algorithms GLS1 and GLS2. In the global phase we simulate the trajectories 
of' a 'bouncing ball' in n-dimensional space, where the direction of the bounce is influenced 
by the gradient vector of the objective function and the ball gradually loses energy so that it 
converges to some low local minimum. This global minimization strategy is embodied in the 
M:BB algorithm [16]. The reader is referred to [16] for more detailed information regarding this 
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approach. The method isattractive due to its simplicity and its demonstrated global minimization 
capability. In the current implementation, the approximate global phase is terminated quickly 
by choosing the ball's elasticity coefficient such that its kinetic energy is rapidly dissipated. 
4. MULT IPLE  COMPET ING ALGORITHMS 
Since it is well known that no single global optimization algorithm can consistently outperform 
all other algorithms when large sets of problems in different classes are considered, it seems 
sensible, if somewhat unconventional, to attempt to solve global optimization problems by using 
a number of different algorithms simultaneously. The results of the combined application of the 
different algorithms may then be used to obtain an estimate of the global optimum. Obviously, 
this approach is senseless if the different algorithms are applied sequentially. Multiple algorithms 
may, however, easily be applied in parallel. 
An important problem that remains i  that of selecting an appropriate global stopping criterion. 
If assumption (3) holds for a given algorithm and objective function, then stopping criterion (5) 
may be used. Here, in implementing multiple algorithms, they are assumed to independently 
contribute towards the unified Bayesian stopping criterion. 
In the current implementation, the various algorithms that may contribute towards the uni- 
fied Bayesian global stopping criterion in the proposed infrastructure are GLS1, GLS2, LLS1, 
a genetic algorithm (GA), the Snyman-Fatti algorithm [5], the relatively new particle swarm 
optimization algorithm (PSOA) [17], clustering [11,12], and the Bayesian search algorithm pre- 
sented by Mockus [9]. Rather than repeat he formulations here, we point the reader to the cited 
literature. 
5. PARALLEL  IMPLEMENTATION 
The search trajectories generated by the different multistart algorithms are completely indepen- 
dent of each other. Hence, the sequential algorithms presented in Section 3, and the competing 
algorithms outlined in Section 4, may easily be parallelized. For this purpose, we utilize the freely 
available pvm3 [18] FORTRAN code, running under the Linux operating system. Currently, the 
massive parallel processing virtual machine (MPPVM) consists of up to 128 Pentium III 450 MHz 
machines in an existing undergraduate computer laboratory. 
The distributed computing model represents a master-slave configuration where the master 
program assigns tasks and interprets results, while the slaves compute the search trajectories. 
The workload is statically assigned, and no interslave communication ccurs. The master program 
informs each slave task of the problem parameters by a single broadcast and awaits individual 
result from each slave. 
5.1. Multiple Competing Algorithms 
Many strategies for implementing the multiple competing algorithms are possible. For example, 
the algorithm assigned to a particular slave can be determined randomly with uniform probability, 
or according to a predetermined probability (based on, for instance, the performance of individual 
algorithms for a large set of test problems). In this initial study we have opted for the former 
strategy. 
5.2. A Measure of Computational Effort 
We assume that our proposed methodology will ultimately be used in problems for which the 
CPU requirements for evaluating f is orders of magnitudes larger than the time required for 
message passing and algorithm internals. In structural optimization, for example, each function 
evaluation typically involves a complete finite element or boundary element analysis. A typical 
example is the application of the GLS1 algorithm in the optimal parallel design of composite 
shell structures [19]. 
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~We now define a somewhat unconventional measure for the cost of our parallelized algorithm 
which we denote apparent visible cost (N,c). This cost corresponds to the number of function 
evaluations associated with the particular andom starting point x~ which resulted in the most 
expensive search trajectory when only one search is assigned to a particular slave. When searches 
are; repetitive assigned to a given slave, Nw represents the total cost associated with the slave 
that returns a function value that satisfies the stopping rule. The time window (in CPU seconds) 
associated with this search trajectory is denoted the virtual CPU time. The virtual CPU thne 
includes the time window associated with initialization and evaluation of stopping criterion (5). 
6. NUMERICAL  RESULTS 
The algorithms are tested using an extended Dixon-Szeg5 test set, presented in Table 1. The 12 
well-known functions used are given by TSrn and Zilinskas [20]. A more difficult, real-world 
application of the Snyman-Fatti algorithm (namely the determination ofthe critical failure surface 
in slope stability analysis) may for example be found in [21]. 
6.1. The Unified Bayesian Stopping Rule 
Table 4 shows the effect of the prescribed confidence level q* in stopping criterion (5) on the 
independent performances of each of the new algorithms proposed in Section 3. Results are also 
given for the Snyman-Fatti algorithm. The decreasing number of failures in converging to f* 
as q* increases, illustrates the general applicability of the unified Bayesian global stopping rule. 
All of the new algorithms outperform the SF algorithm, for which the stopping criterion was 
originally derived. 
Table 4. Number of failures of convergence tothe global optimum for 100 (random) 
restarts of each algorithm for the complete test set. For the problems not listed, the 
number of failures is 0 for all tabulated values of the prescribed confidence q*. (Less 
than three failures at q* = 0.95, combined with none at higher values of q*, are not 
reported.) 
Number of Failures 
Algorithm Function q* -- 0.95 q* -- 0.99 q* = 0.999 q* -- 0.9999 
GLS1 G1 27 18 6 5 
G2 21 11 4 3 
RA 20 18 6 2 
LLS1 G1 39 17 8 4 
G2 12 7 3 2 
RA 54 33 15 4 
GLS2 GI 16 12 1 0 
RA 12 8 7 4 
LLS2 G1 22 18 7 4 
RA 15 12 7 2 
SF [5] G1 6 2 1 1 
G2 52 29 12 12 
SH 54 43 20 18 
RA 38 18 6 6 
6.2, Simple Line Searches 
Table 5 reveals that the simple sequential algorithms presented in Section 3 compare very 
favorably with a number of leading contenders, namely the Snyman-Fatti algorithm [5], cluster- 
ing [I1,12], algorithm 'SIGMA' [22,23], and the algorithm presented by Mockus [9]. The reported 
cost is the average of 10 independent runs. Due to the large number of times the Bayesian search 
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Table 5. Comparison with some other algorithms. For the problems listed, the 
number of function values Nse for the different algorithms are reported. 
Problem GLS1 LLS1  GLS2 LLS2 SF [5] [11,12] [22,23] [9] 
G1 1599 10678 2992 7215 5063 1302 396147 3710 
G2 2122 1675 2398 1510 86672 11644 828441 74929 
GP 341 229 403 471 2069 985 94587 39416 
C6 163 108 275 225 602 643 76293 1449 
SH 1290 1626 1363 1485 93204 1626 139087 1485 
RA 817 1487 3119 3161 45273 2038 445711 776 
BR 107 240 552 724 9553 683 71688 4521 
H3 207 199 478 462 1695 1232 103466 2938 
H6 288 266 521 588 3550 3278 106812 5646 
$5 132 479 353 607 6563 1891 234654 3672 
$7 293 473 417 555 1848 2139 212299 13147 
S10 336 508 449 564 1604 2805 330486 18987 
implementation by Mockus fails to converge to f* (Table 2), the reported results for this algorithm 
are those using the unified Bayesian stopping rule. 
For the new algorithms, the results for two very difficult test functions, namely Griewank G1 
and Griewank G2 [24], are particularly encouraging. Few algorithms find the solution to G2 
(which has a few thousand local minima in the region of interest), in less than some 20000 function 
evaluations. For the difficult Rastrigin problem, the implementation byMockus is superior to the 
other algorithms. This becomes more pronounced when the number of variables n is increased 
(not shown in tabulated form). 
6.3. Parallel Implementation 
Table 6 shows the effect of parallel implementation. For relatively 'simple' problems (viz. 
problems with few design variables or few local minima in the design space), the probability of 
convergence to the global optimum becomes very high when the number of slaves is increased. 
This is il lustrated by, for example, the results for the C6 problem. For more difficult problems 
Table 6. Apparent visual cost Nvc for a 32-node parallel virtual machine and a 128 
node parallel virtual machine. In assessing the speed-up obtained by parallel imple- 
mentation, Nvc may be compared with the number of function evaluations Nfe of 
the sequential GLS1 algorithm. 
GLS1 32-node pvm 128-node pvm 
Prob. Nfe r/~ q(e,r) N~c r/~ q(~,r) N~ r/~ q(~,r) 
G1 1599 6/76 0.9929 90 6/96 0.9929 30 7/128 0.9965 
C2 2122 6/50 0.9933 189 6/96 0.9928 74 7/128 0.9965 
GP 341 5/12 0.9903 40 18/32 1.0000 39 59/128 1.0000 
C6 163 5/9 0.9923 22 19/32 1.0000 22 75/128 1.0000 
SH 1290 6/49 0.9933 89 9/64 0.9993 50 17/128 1.0000 
I~A 817 6/41 0.9935 96 8/128 0.9982 26 9/128 0.9992 
BR 107 4/4 0.9921 78 31/32 1.0000 76 120/128 1.0000 
H3 207 5/8 0.9932 32 18/32 1.0000 32 77/128 1.0000 
H6 288 5/8 0.9932 60 21/32 1.0000 59 79/128 1.0000 
$5 132 5/8 0.9932 22 6/32 0.9939 52 52/128 1.0000 
$7 293 6/17 0.9953 25 14/32 1.0000 37 56/128 1.0000 
SIO 336 6/17 0.9953 32 11/32 0.9999 39 48/128 1.0000 
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(e.g., the G1 and G2 problems), the probability of convergence to the global optimum f* is 
increased. 
For the parallel implementation the total computational time (as compared to the sequential 
GI, S1 algorithm) decreases notably. For the 32-node parallel virtual machine, the virtual CPU 
time to evaluate all the test functions on average decreases by a factor of 1.93 (not shown in 
tabulated form). 
When the time associated with a single function evaluation becomes much larger than the time 
required for algorithm internals and message passing, the fraction NfJN~c based on Table 6 may 
be used as a direct indication of the decrease in virtual computational time obtainable as a result 
of parallelization. For the G2 problem, this would imply a reduction in computational time by a 
factor of about 28 for the 128-node parallel virtual machine. 
6.4. Mu l t ip le  Compet ing  A lgor i thms 
Table 7 reflects the efficiency of the multialgorithm infrastructure. Here, GLS1, the Bayesian 
search implementation by Mockus, clustering, and the Snyman-Fatti algorithms compete in par- 
allel in contributing towards the stopping rule. The algorithms are assigned to the ns slaves with 
an equal probability of 0.25, where n8 is either 32 or 128, as shown in Table 7. The computational 
effort associated with a single function evaluation is increased artificially so as to prevent a bias 
towards algorithms which require little computational effort in evaluating algorithm internals. 
While a specific algorithm in our infrastructure can yield superior performance (compared to 
that reported in Table 7), for a single given problem, the overall performance of the competing 
infrastructure for the complete test set is always superior. 
Table 8 presents a breakdown of successful algorithms for a 128-node pvm. In this case, only 
the clustering algorithm, the Bayesian search strategy, and GLS1 compete for a contribution 
to the stopping criterion. In the table, rp indicates the proportional contribution to r, and ~p 
the proportional contribution to ~. For example, for the G1 problem, the clustering algorithm 
located the global optimum two times out of the six times the global optimum was found, while 
Table 7. Competing parallel infrastructure. The apparent visual cost N,c for a 
32-node parallel virtual machine and a 128 node parallel virtual machine may be 
compared with the number of function evaluations Nfe of the sequential GLS1 algo~ 
rithm. '- '  indicates that convergence did not occur within 99 iterations. 
GLS1 32-node pvm 128-node pvm 
Prob. NI~ r/~ q(~,r) N~c r/~ q(~,r) N,c r/~ q(~,r) 
G1 1599 6/76 0.9929 398 6/43 0.9934 219 6/82 0.9929 
G2 2122 6/50 0.9933 1249 6/17 0.9953 685 6/32 0.9939 
GP ; 341 5/12 0.9903 147 6/18 0.9951 94 6/17 0.9953 
C6 163 5/9 0.9923 93 5/9 0.9923 100 6/8 0.9981 
SH 1290 6/49 0.9933 380 6/18 0.9951 129 6/36 0.9937 
RA(n=2)  817 6/41 0.9935 189 6/17 0.9953 136 6/30 0.9940 
RA(n=5)  - - - 416 6/28 0.9941 484 6/85 0.9928 
RA(n=10)  -- - - 975 6/19 0.9950 969 6/53 0.9932 
BR 107 4/4 0.9921 97 7/8 0.9996 63 7/8 0.9996 
H3 207 5/8 0.9932 154 6/14 0.9959 149 6/21 0.9947 
H6 288 5/8 0.9932 331 6/8 0.9981 61 8/8 1.0000 
$5 132 5/8 0.9932 157 6/13 0.9961 142 6/18 0.9951 
$7 293 6/17 0.9953 176 6/18 0.9951 137 6/18 0.9951 
Sl0 336 6/17 0.9953 263 6/24 0.9944 133 6/20 0.9948 
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Table 8. Competing parallel infrastructure for a 128-node pvm. Breakdown of suc- 
cessful algorithms, rp indicates the proportional contribution to r, and 5p the pro- 
portional contribution to 5. 
Clustering Mockus GLS1 
Prob. N.~ r/~ q(~,r) rp/~p rp/~p rp/~p 
Ol 185 6/99 0.9927 2/37 0/0 4/62 
G2 481 6/46 0.9934 1/4 0/0 5/42 
GP 95 6/9 0.9976 2/2 0/0 4/7 
C6 116 5/9 0.9923 1/1 0/0 4/8 
SH 85 6/40 0.9935 1/2 0/0 5/38 
RA(n=2)  134 6/49 0.9933 1/2 2/2 3/45 
RA (n=5)  483 6/88 0.9928 0/4 6/6 0/78 
RA(n=10)  968 6/84 0.9928 0/1 6/6 0/77 
BR 130 7/8 0.9996 1/1 0/1 6/6 
H3 140 6/26 0.9942 3/3 1/10 2/13 
H6 101 8/8 1.0000 1/1 0/0 7/7 
$5 116 6/14 0.9959 0/1 1/2 5/11 
$7 139 6/14 0.9959 0/1 0/1 6/12 
$10 156 6/23 0.9945 1/1 0/5 5/17 
the algorithm found a local optimum 37 times, out of the 99 times a local minimum (some of 
which could later prove to be global) was found. 
High values for rp indicate that an algorithm is successful in locating the global optimum f*. 
Similarly, high values for ~p indicate that an algorithm converged very quickly to nonoptimal 
values. 
As expected, GLS1 converges quickly, resulting in high values of both rp and ~p. This simple 
algorithm represents he largest contribution to rp, with the exception of the Rastrigin problem, 
for which the Bayesian search strategy makes the only notable contribution when n increases. 
Finally, the decrease in Nvc between Tables 7 and 8 for the 128-node pvm is a direct result of 
exclusion of the SF algorithm, which is more expensive than the other three algorithms in the 
infrastructure. 
7. CONCLUSIONS 
This study has addressed the unconstrained global programming problem by using an efficient 
multistart algorithm, in which multiple parallel local searches contribute towards a Bayesian 
global stopping criterion. The stopping criterion, denoted the unified Bayesian global stopping 
criterion, is based on the physically motivated assumption that the probability of convergence 
to the global optimum x* is comparable to the probability of convergence to any other local 
minimum ~j. 
In addition, amultistart, multialgorithm parallel infrastructure is presented, in which different 
algorithms compete and contribute in parallel towards the unified Bayesian global stopping cri- 
terion. The use of competing algorithms i motivated by the observation that no single (global) 
optimization algorithm consistently outperforms allother algorithms when large sets of problems 
in different classes are considered. 
The computational results how that the combination ofthe simple multistart local search strat- 
egy with the competing algorithms and utilizing the unified Bayesian global stopping criterion 
results in a methodology that outperforms a number of leading global optimization algorithms, 
for both serial and parallel implementations. 
Parallelization is shown to be an effective approach in reducing the computational time asso- 
ciated with the solution of expensive global programming problems. While the apparent compu- 
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tational effort is reduced, the probability of convergence to the global optimum is simultaneously 
increased. 
APPENDIX  1 
PROOF OF  STOPP ING CRITERION 
We present here an outline of the proof of (4), and follow closely the proof in [5]. Given ~* 
and s*, the probability that at least one point, ~ >_ 1, has converged to f* is 
Pr[g* > l lg, r ] = 1 - ( l -a* )  ~. (6) 
In the Bayesian approach, we characterize our uncertainty about the value of s* by specifying a
prior probability distribution for it. This distribution is modified using the sample information 
(namely, gt and r) to form a posterior probability distribution. Let p, (s* [ ~, r) be the posterior 
probability distribution of s*. Then, 
/o /0 Pr [~*>l l f i ,  r ]=  [1 - (1 -a* )a ]p , ( s* l~ , r )ds*=l  - (1-s*)ap, (s* l~,r )ds  *. (7) 
Now, although the r sample points converge to the current overall minimum, we do not know 
whether this minimum corresponds to the global minimum of f*. Utilizing (3), and noting that 
(1 - s)  a is a decreasing function of s, the replacement of s* in the above integral by a yields 
f Pr [fi* >_ 1 [ n, rl -> [1 - (I - s) a] p(s I ~, r) ds. (8) 
Now, using Bayes theorem we obtain 
p(~ I s,,~)p(s) (9) p(s e, r )= 1 
foP(  ~ ] s, ~)p(s) ds 
Since the ~ points are sampled at random and each point has a probability s of converging to 
the current overall minimum, r has a binomial distribution with parameters s and ~. Therefore, 
Substituting (10) and (9) into (8) gives 
~o i st(1 - s)2~-~p(s) as 
Pr[fi* >_ 1 [ ~,r] >_ 1 - (11) 
01 at(1 - s)n-~p(s) ds 
A suitable flexible prior distribution p(s) for s is the beta distribution, ~(a, b), with parameters a 
and b. (In [5], a statistically noninformative distribution (a = b = 1) was used, implying a prior 
expectation for s of 0.5. Noting that the criterion mostly fails when the algorithms used terminate 
very quickly, we utilize ~(1, 5).) 
[ 1 ]a~_l( l_s)b_l ,  p(s )  = 
Using this prior distribution gives 
P r [~*>l l~ , r  ]>_ l -F ( f i+a+b)F(2 f i - r+b)  
r (2~ + ~ + b) r (~ - r + b) 
which is the required result. 
0 < s < 1. (12) 
= 1-  ( f i+a+b-  1) l (2~- r+b-  1)! 
(2~+a+b-  1) ! ( f i - r  +b-  1)1' 
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