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Abstract
A new class of deformation of the matrix model of M-theory is considered. The deformation is analo-
gous to the so-called β-deformation of D = 3 + 1, N = 4 super-Yang–Mills theory, which preserves the
conformal symmetry. It is shown that the deformed matrix model can be considered as a matrix model of
M-theory on a certain curved background in eleven-dimensional supergravity, under a scaling limit involv-
ing the deformation parameter and N (the size of the matrices). The background belongs to the so-called
pp-wave type metric with a non-constant four-form flux depending linearly on transverse coordinates. Some
stable solutions of the deformed model are studied, which correspond to membranes with the torus topol-
ogy. In particular, it is found that apparently distinct configurations of membranes, having different winding
numbers, are indistinguishable in the matrix model. Simultaneous introduction of both β-deformation and
mass-deformation is also considered, and, in particular, a situation is found in which the stable membrane
configuration interpolates between a torus and a sphere, depending on the values of the deformation param-
eters.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Although M-theory [1,2] plays a crucial role in non-perturbative physics of String theory,
its formulation is not yet established. The best candidate so far, the matrix model of M-theory
[3,4], has fundamental unsolved problems such as the problem of N → ∞ limit and the eleven-
dimensional Lorentz invariance. Another important issue is the relation of the matrix model to
the supergravity background. As the matrix model should contain degrees of freedom of eleven-
dimensional supergravity, condensation of them should in principle yield the matrix model on
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how be incorporated into the matrix model formulation of M-theory.
An attractive approach to these problems is to consider the matrix model as a regularised
version [3,5] of supermembrane theory [6,7]; the large N limit can be interpreted as the renor-
malisation of membrane theory, and the Lorentz generators are known in membrane theory [8].
Also, the relation of supermembrane theory to the background equation of motion is well under-
stood [6,7].
However, we are still far from the complete resolution to these issues, and it is necessary
to gain more experience of and insight into the physics of membranes and the matrix model.
In this paper, we will consider a new deformation of the matrix model, based on an analogy
to four-dimensional gauge theory. The model rather unexpectedly turns out to be equivalent to
a regularised membrane theory on a certain curved background. General motivation to study
this deformation would be twofold. First, it will be useful to have explicit examples, in order
to understand the general relation between the matrix model and backgrounds. Second, as the
deformed model has parameters which can be controlled freely, one might expect to find tractable
and interesting physics by tuning them. Indeed, we find that the deformed model has stable
solutions, which correspond to membranes with torus topology.
The explicit form of our deformation is motivated by the following consideration. The matrix
model of M-theory and four-dimensional N = 4 supersymmetric Yang–Mills theory (SYM) are
similar in many ways; in particular, they both have the maximal supersymmetry which is highly
restrictive. The N = 4 SYM has conformal symmetry as well, and gives a prime example of a
fixed line of the renormalisation group flow in the theory space of four-dimensional field theory.
The deformations of N = 4 SYM which preserve the conformal symmetry are interesting from
this point of view, and have been studied extensively, in particular for the case where the N = 1
supersymmetry is also preserved. One class of such deformations is the β-deformation with
single deformation parameter [9–11]. Recently this deformation was revisited in the context of
the AdS/CFT correspondence [12], and was generalised to a deformation with three parameters
where the supersymmetry is in general completely broken [13]. For field-theoretic discussion and
proofs of the conformal invariance (or the scale invariance) of the β-deformed theory in general,
see [9–11,14,15].
The β-deformation (including its non-supersymmetric generalisation) consists in modifying
the Yukawa couplings and the quartic couplings of scalar fields by certain phase factors.1 As the
matrix model of M-theory has similar Yukawa and scalar quartic couplings, phase factors can be
introduced in a similar manner. It therefore seems natural to study this deformation of the matrix
model, and consider whether it has also some significance.
One of the main results of this paper is that this deformed matrix model, introduced from a
rather mathematical analogy to four-dimensional theory, indeed admits an interpretation from
the M-theory point of view. We shall show that this model, under a certain scaling limit in-
volving both N (the size of matrices) and the deformation parameter, can be considered as a
matrix model of M-theory on a certain curved background, and that the background solves the
supergravity equations of motion. We do this by showing that the matrix model arises from regu-
larisation of supermembrane theory on that background. The background belongs to the so-called
pp-wave (or plane-wave) backgrounds and is supported by a non-constant four-form flux. The
1 Actually, this prescription is only true in the leading order of 1/N . In order to maintain the scale invariance, one in
general needs to introduce 1/N corrections to various couplings. We will comment on this issue for the matrix model at
the end of Section 4.
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ered in [16].
In [17], another deformed matrix model, the BMN matrix model, was proposed, which is
characterised by mass terms for scalars and fermions, and by cubic scalar couplings. In [18,19]
it was shown that this model is equivalent to regularised supermembrane theory on a supergrav-
ity background, which is also of the pp-wave type, but is supported by a constant four-form
flux. This analysis for the original maximally supersymmetric BMN matrix model was later
generalised to less supersymmetric models [20]. The linearised coupling between general super-
gravity backgrounds and the matrix model was studied in [21–23]. We also mention that a matrix
model similar to ours are considered and used in [24] to understand the AdS/CFT correspon-
dence. In [25] similar deformation for the zero-dimensional IKKT matrix model is considered,
and stable solutions similar to those considered in this paper are discussed. Different analogies
of the β-deformation in the M-theory context are pursued in [26,27].
The organisation of this paper is as follows. We first define our deformed matrix model in
Section 2. Its supersymmetry is also considered. Section 3 is devoted to establishing the equiv-
alence between the deformed matrix model and the regularised supermembrane theory on the
background. In Section 4 we discuss some stable solutions of the model. The solutions corre-
spond to membranes with the topology of a torus wrapped in general several times on a certain
S1 ×S1. We show that some physically distinct configurations in conventional membrane theory
are indistinguishable in the matrix model. In Section 5 we consider the matrix model associated
with the background which involve both our deformation parameters and the BMN-like mass
parameters. In particular, we find a class of models where the stable membrane configuration has
the topology of either a torus or a sphere, depending on the values of the deformation parameters.
We conclude in Section 6 with some discussion.
2. Deformation
In this section we describe the deformation, which is motivated by an analogy to the β-
deformation (and its non-supersymmetric generalisation) of N = 4 SYM in four dimension. The
deformation can be described succinctly by using the ∗-product notation [12,13] explained below.











]2 +Ψ T γ α[Xα,Ψ ]
)
,
and the phase space constraints corresponding to the U(N) gauge symmetry,
(2)[Xα,Πα]− 2iΨ T Ψ = 0,
where Xα (α = 1, . . . ,9) are N × N Hermitian matrices and Πα are their conjugate momenta,
and Ψ a (a = 1, . . . ,16) are fermionic N × N Hermitian matrices which are canonically conju-
gate to themselves. The relevant Dirac brackets are
(3){(Xα)i j , (Πβ)kl}D.B. = δαβδi lδkj (i, j, k, l = 1, . . . ,N),
(4){(Ψ a)i j , (Ψ b)kl}D.B. = − i2δabδi lδkj (i, j, k, l = 1, . . . ,N).
The model has a SO(9) symmetry under which X transforms as a SO(9) vector and Ψ as a
16-component real spinor. We choose a real and symmetric representation of 16 × 16 gamma
matrices γ α . Equivalently, the model is described by the action













]2 + iΨ T D0Ψ −Ψ T γ α[Xα,Ψ ]
)
dt,
where the covariant derivative is given by D0f = ∂0f − [−iA0, f ].
The class of deformation we consider is in general parametrised by six parameters. Before
describing the general deformation we will focus on a particular case which is parametrised by a
single-parameter β as it is much easier to grasp.
We should first introduce some notations. We choose two commuting U(1) charges in the
“flavour” SO(9) symmetry, the rotation in the 12 plane and 34 plane, and call them as Q(1) and








which have definite Q(1),Q(2) charges. We denote the U(1) charges of a field f appearing in the
matrix model Hamiltonian by Qf(1) and Q
f
(2); for example, Q
Z
(1) = 1, QZ(2) = 0 and QW
†
(2) = −1.
We then introduce the ∗-product by
(7)f ∗ g = eiπβ(Qf(1)Qg(2)−Qg(1)Qf(2))fg.
In this paper we will only consider the case where β is real. Thus the ∗-product is the usual
product simply modified by a flavour-dependent phase factor.
Our deformation consists in replacing all commutators appearing in the original matrix model
Hamiltonian (1), or, equivalently, in the action (5), by the ∗-commutator defined by
(8)[f,g]∗ = f ∗ g − g ∗ f.































)2 + iΨ T D0Ψ −Ψ T γ α[Xα,Ψ ]∗
)
dt.
The phase space constraints (2) are unchanged. In the above formulae, relevant expressions in
the bosonic potential term are
[Z,W ]∗ = eiπβZW − e−iπβWZ,
(11)[Z,W †]∗ = e−iπβZW † − e+iπβW †Z,
and its complex conjugate. Other commutators such as [X5,Z] or [Z,Z†] are left unchanged.
For fermionic terms, we need projectors such as (1 ± γ z¯z)/2 which pick up components with
Q(1)-charge ±1/2.2 For example, we have
Z ∗Ψ = Z ∗
(
1 + γ w¯w
2





(12)= e iπβ2 Z 1 + γ
w¯w
2




2 We use γ zz¯ = 1 (γ zγ z¯ − γ z¯γ z), γ z = 1√ (γ 1 + iγ 2) and γ z¯ = 1√ (γ 1 − iγ 2).2 2 2
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(13)Z ∗Ψ = Zeiπβ 12 γ w¯wΨ.
The generalisation of this one-parameter deformation is obtained just by extending the defini-
tion of the ∗-product to include more general U(1) generators in the SO(9) symmetry. There are
four independent commuting U(1) charges. We choose the rotations in the 12, 34, 56, 78 planes,
and label them by indices I, J, . . . = 1,2,3,4. For each pair of U(1) charges (I, J ) a deforma-
tion parameter, β(IJ ) = −β(JI), can be introduced. Hence there are six independent parameters.
The generalised ∗-product is now given by
(14)f ∗ g = (eiπ∑I<J β(IJ )(Qf(I)Qg(J )−Qf(J)Qg(I)))fg.
The one-parameter deformation described before is the special case where the only non-zero
deformation parameter is β(12) = β(= −β(21)).

















The generalised ∗-commutators for bosonic fields in (9) and (10) are now given by
(19)[ZI ,ZJ ]∗ = eiπβ(IJ )ZIZJ − e−iπβ(IJ )ZJZI
and
(20)[ZI ,Z†J ]∗ = e−iπβ(IJ )ZIZ†J − eiπβ(IJ )Z†JZI .
For indices I, J we will not imply the summation over repeated indices.
In general the SO(9) symmetry is broken down into the U(1)4 symmetry spanned by Q(I)’s.
If β(I4) = 0, the matrix model can be considered as a result of dimensional reduction of the
three-parameter deformation of D = 3 + 1, N = 4 SYM introduced in [13]. Furthermore if
β(12) = β(23) = β(31) the model is a dimensionally reduced form of the D = 3 + 1, β-deformed
N = 4 SYM with N = 1 supersymmetry, and has corresponding supersymmetry.
The deformation in general breaks both kinematical and dynamical supersymmetry of the
original matrix model. However, for special values of the deformation parameters, a part of
the supersymmetry remain unbroken, provided that the supersymmetry transformation law is
appropriately modified. For these special values, there exist 16-component spinors δξ whose




β(IJ )sJ = 0,
for all I = 1,2,3,4. This relation is equivalent to the condition that the ∗-product between δξ
and any field reduces to the ordinary product. This property of δξ , which we call the ∗-neutrality,
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δξ as the infinitesimal parameter. This is true for both dynamical and kinematical supersymmetry.
The modified transformation law for the dynamical supersymmetry is given by















Because of the ∗-neutrality, one can move δξ in the variation of the action, without producing
extra phase factors. Then one can show the invariance of the action, in the same manner as in the
original matrix model, using the associativity of the ∗-product and the property that if the product
fg is uncharged, f ∗ g = fg. The transformation law for the kinematical supersymmetry is not
modified and given by
(24)δΨ = δξ1, δXα = 0,
where 1 is the N ×N unit matrix.
Let us investigate the condition on parameters β(IJ ) under which ∗-neutral spinors satisfying
(21) exist. The 16-component spinors can be spanned by the following basis vectors,
(25)|s1, s2, s3, s4〉,
labelled by the eigenvalues of the four U(1) charges. We abbreviate, for instance, | 12 , 12 ,− 12 , 12 〉
by |+,+,−,+〉.
It is sufficient to consider the case where |+,+,+,+〉 is ∗-neutral, which automatically im-
plies that |−,−,−,−〉 is also ∗-neutral. Choosing other element of the basis (25) is related by
a simple redefinition of β’s. For example, using |+,+,+,−〉 instead of |+,+,+,+〉 amounts
to flipping the sign of β(I4), I = 1,2,3. From (21), one finds four linear equations, for six vari-
ables β(IJ ). Actually, it is easy to see that only three of the equations are linearly independent,
and hence β’s are parametrised by three parameters. Concretely, we choose β(12), β(23), β(31),
and express the others by
(26)β(14) = β(31) − β(12), β(24) = β(12) − β(23), β(34) = β(23) − β(31).
Under this condition, the deformed model has the dynamical and kinematical supersymmetry,
each with two-component supercharges.
To consider the case of the higher supersymmetry, there are two essentially distinct possibil-
ities, namely, to add (a) |+,+,+,−〉 and |−,−,−,+〉, or (b) |+,+,−,−〉 and |−,−,+,+〉,
as ∗-neutral spinors. After reducing eight linear equations following from (21) to independent
equations, one finds that the possibility (a) leads to the single-parameter deformation with
(27)β(I4) = 0, β(12) = β(23) = β(31),
which is equivalent to the condition that the deformed model is the dimensionally reduced version
of D = 3 + 1, β-deformed SYM with the N = 1 supersymmetry, discussed before. The case (b)
yields the condition
(28)β(12) = 0, β(34) = 0, β(14) = β(31) = β(23) = β(24),
which also give a single-parameter deformation. These conditions (28) cannot be made equiva-
lent to (27) by reshuffling of the coordinates; one can show that the bosonic flavour symmetry
in this case is completely broken down into U(1)4 symmetry, whereas in the case of (27), the
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crease the number of ∗-neutral spinors, we only arrive at the trivial case where all β’s are zero.
We have thus essentially completed the classification of the supersymmetry of the β-deformed
matrix model.
3. Deformed model and D = 11 SUGRA background
The aim of this section is to show that the deformed matrix model, described in Section 2,
in a certain scaling limit, is equivalent to a regularised membrane theory on a certain curved
background of eleven-dimensional supergravity. This makes a good case for considering the
deformed model as the matrix model of M-theory on that background.
We will begin by a brief review, in Section 3.1, of bosonic membrane theory on flat spacetime
in the lightcone gauge, and the regularisation procedure, the matrix regularisation, in order to
collect necessary formulae. Then we describe, in Section 3.2, how the scaling limit naturally
arises from consideration of the ∗-commutator in the light of matrix regularisation. Under this
scaling limit, we then describe the continuum theory corresponding to the deformed model, in
Section 3.3, and show that this continuum theory is equivalent to lightcone membrane theory
on a certain background. We then show that this background solves the equations of motion of
eleven-dimensional supergravity, including an overall factor. Up to this point, we will confine
ourselves to the bosonic degrees of freedom of membrane theory. In Section 3.4, we analyse
the fermionic degrees of freedom, and show that the fermionic sector of the deformed model
precisely matches with that of regularised lightcone supermembrane theory on the background.
3.1. Review of bosonic membrane in lightcone gauge and matrix regularisation
on flat spacetime
This subsection consists of a brief review of the lightcone gauge formalism (in the spirit of
[28]) for the bosonic part of membrane theory on flat spacetime, and the matrix regularisation
procedure which turns lightcone membrane theory into the matrix model.
The action of the bosonic part of membrane theory on flat spacetime is given by its 3-volume,
S =
∫
Ld2σ dτ = −T
∫ √
−det(hij ) d2σ dτ,





(i, j = 0,1,2),
where xμ(σ 0, σ 1, σ 2) = xμ(τ, σ 1, σ 2) (μ = 0,1, . . . ,10) gives the parametrisation of the mem-
brane worldvolume embedded in spacetime, and T is the membrane tension. We hereafter mostly
work in the length scale in which T = 1. The canonical momenta
(30)Pμ = ∂L
∂(∂τ xμ)
satisfy the following identities (phase space constraints), which represent the reparametrisation







= 0 (r = 1,2),
∂σ r










where f and g are functions defined on the (σ 1, σ 2)-space. We shall call this structure, analogous
to the Poisson brackets (for a system with one degree of freedom), as the Lie brackets in this
paper.
In the lightcone gauge, we first identify the τ coordinate with the spacetime coordinate x+,3
(34)τ = x+.
We then partially fix (σ 1, σ 2) coordinates by requiring the momentum density P− to be constant
in the (σ 1, σ 2) directions, or equivalently,
(35)P− = P−[σ ] ,
where P− =
∫ P− d2σ is the total momentum in the − direction and [σ ] = ∫ d2σ is a constant
representing the total area of the base space (σ 1, σ 2).4
These gauge fixing conditions (34), (35) allows one to explicitly solve the phase space con-

















Here indices α,β for transverse directions run through 1 to 9.
From (37), we obtain the Hamiltonian











We put the factor −1 before the lightcone component of the momentum because −P− > 0 and
−P+ > 0 hold. Eq. (36) implies the integrability condition
(39){xα,Pα}= 0.
This equation acts as a phase space constraint of lightcone membrane theory, and corresponds
to the residual reparametrisation invariance by area preserving diffeomorphisms acting on the
(σ 1, σ 2)-space.
The bosonic sector of the original matrix model, described by the Hamiltonian (1) and
the constraint (2), can be considered as a regularised version of the continuum theory de-
scribed by (38) and (39). Let us recall basic relations involved in this matrix regularisation.
In matrix regularisation, functions f (σ 1, σ 2), g(σ 1, σ 2), . . . are turned into N × N matrices
fˆ = ρ(f ), gˆ = ρ(g), . . . . These matrices give discrete approximation to the corresponding
functions. Some operations acting on functions have counterparts acting on the corresponding
3 Our lightcone convention is x± = 1√
2
(x0 ± x10).
4 The constant [σ ] depends on conventions, and cancels out in any relation between physical observables.




ρ(f )ρ(g)+ ρ(g)ρ(f )),







f d2σ ≈ 1
N
Trρ(f ).
Left-hand sides and right-hand sides of these formulae are equal up to higher order corrections
in 1/N . The first relation means that multiplication of two functions corresponds to multiplica-
tion (more precisely taking one-half of the anti-commutator) of the corresponding matrices. The
second relation then tells us that Lie brackets between two functions correspond to the commu-
tator of the corresponding matrices multiplied by a factor proportional to N .5 In particular, this
relation implies that the commutator of two matrices of order unity is of order 1/N .
After an appropriate rescaling of the matrices and the time coordinate, the matrix-regularised
Hamiltonian (and the constraint) becomes identical to that of the matrix model. See Appendix B
for details.
3.2. ∗-commutator and scaling limit
The first step towards the continuum version of the deformed matrix model is to find the
continuum counterpart of the ∗-commutator. A scaling limit involving N and the deformation
parameters β naturally arises in this consideration. This scaling limit plays an essential role in
this paper.
We first focus on the single-parameter deformation. Defining zˆ = ρ(z), wˆ = ρ(w), we have
[zˆ, wˆ]∗ = eiπβ zˆwˆ − e−iπβwˆzˆ
(43)≈ [zˆ, wˆ] + i2πβ 1
2
(zˆwˆ + wˆzˆ),
where we have assumed β  1. The constant rescaling between zˆ, wˆ and Z,W , noted at the
end of Section 3.1, is without effect, as all expressions in this subsection are homogeneous in zˆ
and wˆ.
As noted below (41), the commutator term above is of order 1/N . Hence in the regime where
β is also of order 1/N , or equivalently, if we fix βN when taking N large, the two terms in (43)
are comparable and both contribute to the dynamics of membranes. Throughout this paper, we
shall assume this scaling limit.6 We stress that the deformation remains non-trivial in the N → ∞
limit, albeit the scaling limit β ∼ 1/N , since the commutator term already is of order 1/N . Then,
5 The factor before the commutator in (41) can be understood as follows. By using the well-known mathematical anal-
ogy between matrix regularisation and quantisation of a system with single degree of freedom, it corresponds to 1/(ih¯)
in quantum mechanics. Now, every state vector in quantum mechanics occupies the area 2πh¯ in the (x,p)-space (in
the semi-classical regime). In matrix regularisation there are N independent “state vectors”, and the (σ 1, σ 2)-space is
divided into N parts with equal area [σ ]/N . Hence [σ ]/N corresponds to 2πh¯, and −i2πN/[σ ] to 1/(ih¯).
6 The decomposition of the ∗-commutator into a commutator and an anti-commutator piece is possible even if β ∼ 1.
In this case, the commutator term, which represents the effect of the membrane tension, becomes negligible compared
to the anti-commutator term. This limiting case, which might be called as the “membrane bit” regime, might also be
interesting.
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(44)[zˆ, wˆ]∗ ≈ i [σ ]2πN
(
ρ
({z,w})+ βN (2π)2[σ ] ρ(zw)
)









Therefore, the deformation (replacing the commutator by the ∗-commutator) amounts, in the
continuum theory, to replacing the Lie brackets {z,w} as
(46){z,w} −→ {z,w} + βN (2π)
2
[σ ] zw.
Similarly, the Lie brackets {z, w¯} should be replaced as
(47){z, w¯} −→ {z, w¯} − βN (2π)
2
[σ ] zw¯.
The generalisation to the six-parameter deformation is straightforward. We assume all defor-
mation parameters β(IJ ) to be of order 1/N . Then the deformation amounts to
(48){zI , zJ }−→ {zI , zJ }+ β(IJ )N (2π)2[σ ] zI zJ ,
(49){zI , zJ }−→ {zI , zJ }− β(IJ )N (2π)2[σ ] zI zJ ,
in the continuum theory. Similar replacements are necessary for the Lie brackets between scalar
fields and fermionic fields, which can be derived using projectors acting on fermionic fields as
in (12),
























These will be used in Section 3.4.
3.3. Background
Now that we know the continuum counterpart of the ∗-commutator, it is easy to obtain the
continuum theory which gives the deformed matrix model upon matrix regularisation; one should
just apply the substitution (46), (47) and their complex conjugates to the Hamiltonian of the




({z,w}{z¯, w¯} + {z, w¯}{z¯,w})d2σ,
and we get the continuum version of the deformed matrix model,

















(53)× (zw{z¯, w¯} + z¯w¯{z,w} − zw¯{z¯,w} − z¯w{z, w¯}))d2σ,
where (orig.) stands for the original Hamiltonian (38). The constraint (39) is left as it is.
Below, we shall show that this continuum theory described by the Hamiltonian (53) is iden-
tical to membrane theory on a certain background. The general action for the bosonic sector of
membrane theory coupled to the metric Gμν(x) and the three-form gauge field Aμνρ(x) is given
by
(54)S = S1 + S2,
(55)S1 = −T
∫ √
−det(hij ) d2σ dτ,
















We have put the membrane tension T (= 1) in (57) to make Aμνρ dimensionless.
Introduction of these backgrounds affects the phase space constraint (31), (32): the flat metric
is replaced by the curved metric, and the three-form gauge field shifts the momenta Pμ to Pμ −

























= 0 (r = 1,2).
As we shall soon see, it is sufficient to introduce only G−− (or G++) and A+αβ components of
the background fields. The curved background of this type (often called the pp-wave or the plane-
wave background) is particularly well suited to the lightcone gauge formalism; the lightcone
membrane theory on the background can be derived simply by following the same steps as in
Section 3.1, starting from (58) and (59). The resulting Hamiltonian is
(60)H = −P+ = (orig.)+












The constraint (39) is not affected by the introduction of the background.
The background fields can now be identified by comparing (53) and (60). The terms linear in β
in (53) match with the terms containing A+αβ in (60), and the term quadratic in β corresponds
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(65)A+zw¯ = (2π)2αz¯w.
Here we have defined
(66)α = T−P− βN.
The background fields depend on the deformation parameter β only through this combination.7
In other words, this rescaled parameter α, rather than β , is the appropriate parameter to mea-
sure the deformation of the background from flat spacetime. The gauge invariant four-form flux
defined by






Thus, the four-form flux is not constant and depends linearly on transverse coordinates.
It is crucial to see whether these background fields satisfy equations of motion of eleven-
dimensional supergravity. As is well known, and as we shall explain in Section 3.4 (see in
particular discussion around (85)–(87)), the κ-symmetry of the supermembrane action is related
to the following equations of motion for the background





where we have omitted the Chern–Simon coupling νρσμ1···μ5τ1···τ5Fμ1···μ5Fτ1···τ5 in (70), as it
vanishes trivially for our background. For our convention of the curvature tensor, see bosonic








Our background solves these equations of motion. We wish to stress the strictness of this require-
ment. Not only the forms of various components of the background fields, but also the overall
coefficient in (71) should be correct. This high degree of consistency is achieved without any
artificial tuning of parameters. In particular, the numerical factor 112 in the equation of motion
for the metric (69) cannot be absorbed into rescaling of Aμνρ and Gμν , since the normalisation
convention of them is already fixed by choosing the membrane action to be (54)–(57).8
7 We have restored the membrane tension T to see that α has the dimension of (length)−2.
8 The special rescaling of the background fields G′μν = λGμν and A′μνρ = λ3/2Aμνρ only changes the action by an
overall factor, which can be absorbed into a redefinition of the tension T . Hence this rescaling should not and does not
change the physics of the background. In particular, it does not affect the equation of motion (69). We have fixed this
rescaling by choosing the components of the metric other than G++ to be equal to those of the flat spacetime metric.
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Hamiltonian (38), and again compare it to the expression (60). By using the parameter α(IJ ) for
the continuum theory defined by
(73)α(IJ ) = T−P− β
(IJ )N,









(75)A+I J¯ = (2π)2α(IJ )zI zJ ,
(76)A+IJ = −(2π)2α(IJ )zI zJ ,
(77)A+I¯ J¯ = −(2π)2α(IJ )zI zJ ,
with the four-form flux
(78)F+IJ J¯ = 2(2π)2α(IJ )zI ,
(79)F+I¯ J¯ J = 2(2π)2α(IJ )zI .
These background fields again solve the equations of motion (71), (72).
3.4. Fermionic sector
So far, we have focused on bosonic degrees of freedom, and have identified the background
(74)–(79). We will now consider the fermionic sector of supermembrane theory propagating on
this background, and show that it precisely reproduces the fermionic sector of the deformed
matrix model; the prescription for the deformation, introduced in Section 2, is consistent with
the eleven-dimensional physics, even including the fermionic sector.
Let us first recall some of the basic properties of supermembrane theory on curved back-
grounds [6,7]. For brevity, we will frequently refer the reader to Appendix C for explicit for-
mulae. There is a 32-component fermionic field on the membrane worldvolume, θa(σ 0, σ 1, σ 2),
a = 1, . . . ,32. We write xμ and θa = xa collectively as xA, A = (μ,a), which can be consid-
ered as coordinates on a superspace. The full action describing the supermembranes on general
curved backgrounds is given by
(80)S = S1 + S2,
(81)S1 = −
∫ √
−det(hij ) d2σ dτ,









Only in this section, we distinguish tangent-space indices Aˆ = (μˆ, aˆ), Bˆ = (νˆ, bˆ), . . . from
curved-space indices A,B, . . . . The background superfields in this action are (a part of) the
supervielbein EAμˆ(xν, θa) and the three-form gauge potential AABC(xμ, θa). If we take θ = 0,
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μˆ and Aμνρ reduce to the bosonic component fields of supergravity, the elfbein and the three-
form gauge field. For our background, the gravitino field is not present.
A key feature of supermembrane theory is the κ-symmetry (C.9), (C.10), which is the lo-
cal fermionic symmetry with 16 anti-commuting parameters. The action is κ-symmetric if the
following constraints on the superspace torsion and the field strength tensor are satisfied,9
(85)T
aˆbˆ








(87)0 = Tμˆνˆ ρˆ = Taˆμˆνˆ = Fμˆνˆρˆbˆ = Fμˆaˆbˆcˆ = Faˆbˆcˆdˆ .
Our conventions for the 32×32 gamma matrices Γ μˆ, the superspace torsion T , and the four-form
field strength F are summarised in Appendix C, (C.1)–(C.6), (C.8), (C.15)–(C.18).
These constraints are equivalent to the fundamental equations in the superspace formulation of
eleven-dimensional supergravity [31,32]. In this way, the information of the equation of motion
of eleven-dimensional supergravity is incorporated in supermembrane theory. The component
formulation of supergravity, which was used in Section 3.3, is related to the superspace for-
mulation in the following way. The equations of motion for the component supergravity fields
are derived in [31,32] from the superspace constraints (85)–(87) by successive applications of
Bianchi identities (C.21)–(C.22) fixing, in particular, the numerical coefficients in (69). Thus,
the superspace formulation implies the component formulation. It is believed that the converse
is also true: given component fields satisfying the component equations of motion, it is widely
assumed that superfields exist which satisfy the conditions, (a) their lowest non-trivial compo-
nents coincide with the given component fields, (b) they satisfy all of the superspace constraints
(85)–(87), order by order in the θ -expansion. Although this property is not proven, we shall also
assume this here, as it is highly unlikely that the two formulations are not equivalent, because of
the strong restriction from the local supersymmetry.
The full construction of the superfields from given component fields is also technically hard
in general, and is so far achieved only for special cases with a high degree of symmetry (see e.g.
[33]). Instead of constructing the full superfields for our background, we will directly obtain the
Hamiltonian in the lightcone gauge, just by assuming the existence of the full superfields. This
is possible because, for the pp-wave background, the gauge fixing condition for the κ-symmetry,
(88)(Γ +ˆ)aˆ
bˆ
θ bˆ = 0, θ aˆ = δaˆb θb,
drastically reduces the number of relevant terms appearing in the Hamilton formalism, as we shall
explain below. This type of argument is used for example in [34,35] for type IIB string theory.
Our treatment more closely follows that in [36]. See [20] for the application to supermembrane
theory on the pp-wave background with a constant flux.
We start by observing that, in the θ -expansion of a superfield, any pair of two θ ’s can be writ-
ten in terms of fundamental bi-spinors Γ μˆ1···μˆn
aˆbˆ
θ aˆθ bˆ with n = 1,2,5. Under the condition (88),
9 One might wonder why these constraints include (through the definition of the torsion) superfields which are not
contained in the action, i.e. the vielbein with spinor tangent index, EAaˆ , and the connection, ΩABˆ
Cˆ
. An answer to this
question is that these extra superfields act as kinds of integration constants: the action described by EAμˆ and AABC is
κ-symmetric when EAaˆ and ΩABˆ
Cˆ exist such that, together with given EAμˆ and AABC , (85)–(87) are satisfied. Similar
issues for superstring theory are discussed in [29]. We also remark that in [6,7] apparently weaker constraints are given,
which are equivalent to (85)–(87) by a field redefinition [7,30].
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SO(9) vector indices, Γ −ˆαˆ1···αˆn−1
aˆbˆ
θ aˆθ bˆ .10
Another necessary ingredient is a gauge fixing for the background superfields [37], similar to
the normal coordinates in Riemannian geometry. The gauge transformations for the backgrounds,
namely, the general coordinate transformation on the superspace, the local Lorentz transforma-
tion, and the gauge transformation for the three-form field, are (partially) fixed by imposing the
conditions (C.24)–(C.26). In this gauge, it is possible to formulate an algorithm which iteratively
calculates higher order terms in the θ -expansion, based on a part (but not all) of the constraints
and Bianchi identities. It is known that, as a result, the coefficients in the θ -expansion in this
gauge are expressed in terms of Rμˆνˆρˆ σˆ , Fμˆνˆρˆσˆ , Ωμˆνˆ ρˆ , Eμνˆ , and their covariant derivatives in the
bosonic directions, evaluated at θ = 0. The vector indices of the fundamental bi-spinors should
be contracted with these structures, except for the indices of the original superfield.
However, on the pp-wave background (which does not depend on x+), these expressions
are trivial except for E+−ˆ|θ=0 = 12G−−, Ω+α+|θ=0 = 12∂αG−−, R+α+β |θ=0 = − 12∂α∂βG−−,
and their covariant derivatives in the transverse directions. Thus, there are no lower −ˆ indices
to match the upper −ˆ indices coming from the bi-spinors. Hence, only a few terms in the
θ -expansion of various superfields can survive in the lightcone gauge formulation of super-
membrane theory on the pp-wave background. In fact, one can show, with the help of some
dimensional analysis, that there are only three relevant terms, except for the purely bosonic ones
already treated in Section 3.3. These relevant terms are the (θ)1-part (linear in θ ’s) of Aμνa and
Ea
μˆ
, and the (θ)2-part of E+−ˆ. The first two terms exist for flat spacetime and are unchanged
for our background. They are respectively responsible for (the commutator part of) the Yukawa
couplings and the Dirac brackets for the fermionic variables in the matrix model. The third term
vanishes for flat spacetime, and is the only new contribution from fermionic fields, appearing in
the curved background. We shall see below that this term also contributes to the Yukawa cou-
plings of the matrix model, and deform the commutators into ∗-commutators. Other terms either
vanish by themselves or do not appear in the lightcone formalism, due to the relations, ∂x+
∂σ r
= 0
(r = 1,2), and γ+ ∂θ
∂σ i
= 0 (i = 0,1,2).









θ=0 = iθ bˆΓμνbˆcˆδcˆa,
(90)θb∂bEaμˆ
∣∣
























These expressions are also derived using another method, the method of the gauge completion,
in [38,39].
The lightcone gauge formulation of supermembrane theory on our background can now be
derived, in a way similar to the bosonic theory. The starting point is phase space constraints,
10 In general, for any two spinors ξ, η satisfying Γ +ˆξ = 0, Γ +ˆη = 0, the expression Γ μˆ1···μˆn
aˆbˆ
ξ aˆηbˆ vanishes except
for Γ −ˆαˆ1···αˆn−1 ˆξ aˆηbˆ .aˆb
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straint (C.36), which solves canonical momenta of θ completely in terms of other variables.
We shall skip most of the intermediate steps and just present the result of this analysis in the
following.
Firstly, the Dirac brackets can be calculated in the standard way, using the condition (88) and












δabδ2(σ ′ − σ ′′).
For the supersymmetric case, ∂rx− also has the contribution from the fermionic coordinates, in
addition to the right-hand side of (36). Consequently, the constraint corresponding to the area
preserving diffeomorphism becomes, using (90),














where ψ is the 16-component spinor, defined in (C.7), which is a part of the 32-component
spinor θ surviving the lightcone gauge condition (88). This term contributes to the lightcone
Hamiltonian in a similar manner as the first term in (60), through the relation G−− = 2E+−ˆ.















We note that A+νa is anti-commuting.


















z¯IψT γ J¯J Iψ + zIψT γ J J¯ I¯ ψ)
)
d2σ,
where (bosonic) stands for the purely bosonic part of the Hamiltonian for our background.
We should compare this with the continuum theory corresponding to the deformed matrix
model (9), in the regime βN ∼ 1. As we have seen for the bosonic sector, this continuum theory
can be obtained by deforming the Lie brackets of the original continuum theory for flat spacetime.
For the fermionic sector, the Hamiltonian for flat spacetime is given by the first term in the
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the deformed matrix model (in the scaling limit) is equivalent to matrix-regularised supermem-
brane theory on our background.
4. Stable solution
In this section, we consider some stable solutions in the deformed model. They correspond to
membranes with torus topology. We also discuss some of their properties. In particular, we shall
show that two apparently distinct configurations of membranes, labelled by different winding
numbers, are actually equivalent in the matrix model. We also consider classical flat directions
associated with the solutions, and discuss quantum corrections to them, using an analogy to the
four-dimensional theory.
We shall focus on the single-parameter deformation for simplicity.11 We first observe that
every zero-energy configuration is a (marginally) stable configuration, since the potential term is
always non-negative. Therefore, if one has a configuration in which every ∗-commutators vanish,
the configuration is stable. This is similar to the situation in the original matrix model where a
configuration with commuting (or simultaneously diagonalisable) Xα is a stable solution. For
simplicity, we set all coordinates other than Z and W to zero. Then the vanishing of all ∗-
commutators amounts simply to





If the deformation parameter β takes one of the special values, β = n
N
, where n is an integer,


























(100)h1h2 = e−i 2πN h2h1.
In the simplest case, β = 1
N
,
(101)Z = ah1, W = bh2,
is a solution to (98) where a, b are arbitrary parameters.
As is well known, the matrices h1, h2 play a basic role in matrix regularisation of membranes
with torus topology [41]. A function on a torus can be represented by a function defined on
[0,2π] × [0,2π], periodic in both σ 1, σ 2 directions. In this convention, the matrices h1, h2
correspond to the functions
(102)eiσ 1, eiσ 2,
11 By considering the general deformation it should be possible to construct higher-dimensional analogues of the stable
solutions considered here.
12 An four-dimensional analogue of this class of solutions is first discussed in [40]. See also [12,25].
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corresponds to
(103)ei πN m1m2hm11 hm22 ,
where the extra phase factor ensures the correct behaviour under the complex conjugation. Thus,
the stable solution (101) corresponds to a configuration in membrane theory
(104)z = a′eiσ 1, w = b′eiσ 2,
where arbitrary constants a′, b′ are given by a′ = (2πT )− 13 a, b′ = (2πT )− 13 b, using (B.8).
This configuration describes a membrane with torus topology, which are embedded into four-
dimensional space (parametrised by x1, x2, x3, x4) with a simple S1 × S1 shape. It is easy to
check that this is a solution to continuum membrane theory (60) on our background, noting the
relation [σ ] = (2π)2.
In general, for β = n
N
with any integer n, the following matrices are solutions to Eq. (98),








when four integers l1, l2,m1,m2 satisfy
(106)l1m2 − l2m1 = n.
The matrices (105) correspond, in the continuum theory, to
(107)z = a′ei(l1σ 1+l2σ 2), w = b′ei(m1σ 1+m2σ 2),
describing a membrane which is in general wrapped on the same S1 × S1 several times.
For given n, some of the membrane solutions (107) describe the same object in a different
parametrisation, e.g. z = a′eiσ 1,w = b′ei(σ 2+σ 1) and z = a′eiσ 1 , w = b′eiσ 2 . The correspond-
ing matrix solutions are equivalent by some unitary transformation, as it should be. On the
other hand, some of these membrane configurations are physically distinct, in the conventional
membrane picture. For example, for n = 2, we consider the two configurations, (a) z = a′ei2σ 1 ,
w = b′eiσ 2 and (b) z = a′eiσ 1 , w = b′ei2σ 2 . They have different winding numbers: the case (a)
corresponds to a membrane wrapped twice around the circle in the z-plane (with radius a′) and
once around that in the w-plane (with radius b′), and (b) corresponds to a membrane wrapped
once around the circle in the z-plane and twice around that in the w-plane. In conventional for-
mulation of membrane theory, although they have the same energy, they are distinct objects. In
particular, they have different spectrums for the fluctuations around them (except for the special
case a′ = b′). In (a), the allowed wavelength of the fluctuations around the configuration is 4πa′
l
in the σ 1 direction and 2πb′
m
in the σ 2 direction with integers l,m; because of the double wrap-
ping, the fluctuation in the s1 direction allows excitation with doubled wavelength 4πa′. For (b)





However, one can show that the corresponding matrices
(108)(a): Z = a(h1)2, W = bh2,
(109)(b): Z = ah1, W = b(h2)2,
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in the matrix model, these two configurations should be considered physically equivalent.14
In order to further understand this remarkable phenomena, it is natural to focus on the fluctu-
ation spectrums around these configurations in the matrix model, since, as is explained above, in
the conventional membrane picture, they distinguish the two configurations. We have computed
the fluctuation spectrums around these configurations, and found that they are the same (as a




; in contrast to the membrane
analysis, the largest “wavelengths” are doubled both in the σ 1 and σ 2 directions. This is techni-
cally a consequence of the appearance of a sin-function instead of a linear function which occurs
in general for a discretised system. The details will be presented elsewhere.
One possible interpretation to this remarkable degeneracy is the following. It has long been
suspected that the membranes in M-theory are non-Abelian objects, similar to D-branes. For
recent interesting developments, see e.g. [43,44]. This non-Abelian nature might be making the
concept of winding numbers ill-defined. For D-branes, one can argue that, for example, at least
the distinction is vague between (i) two coinciding D-branes, each of them wrapping a circle once
and (ii) single D-brane wrapping the circle twice. Starting from (i), we know that the coordinates
are described by 2 × 2 matrices X, and the natural boundary condition for them, representing the
wrapping, is X(0) = UX(2π)U−1 with unitary matrix U . If U = 1 this gives the usual two singly
wrapped D-branes. However if one take U = σ 1, where σ 1 here represents the Pauli matrix, this
boundary condition describes single object wrapped around the circle twice. The use of this type
of boundary conditions plays an essential role in the matrix string proposal [45–47].
Another interesting aspect of these solutions concerns the parameters a, b of them. They are
the radii of the two circles in the z,w-plane, and can take arbitrary values. Thus, they parametrise
the flat directions of the classical potential. The flat directions exist because, in the lightcone
gauge the force coming from the membrane tension is given by the usual double commutator
term, which is proportional to the cubic power of the coordinates; this can be balanced by the
force from the quartic potential from the metric (74), which also has the cubic dependence on
the transverse coordinates. One can exploit these flat directions to construct solutions which
corresponds to two (or more) membranes having different a, b, by arranging the solutions cor-
responding to each membranes into block-diagonal matrices. So far our discussion has been
concrete. Before concluding this section, we would like to discuss, somewhat speculatively, the
quantum effect to the classical flat directions, using the analogy to four-dimensional β-deformed
N = 4 SYM, as this might give a very challenging application of our deformed model. In four-
dimensional N = 4 SYM, the quantum corrections do not break the classical scale invariance,
because of the cancellation between bosonic and fermionic contributions, which is presumably
a consequence of the N = 4 supersymmetry. The β-deformed SYM, while breaking the super-
symmetry (either down to N = 1 or completely), preserves the cancellation between fermionic
and bosonic contributions. This suggests that, although our deformed matrix model in general is
not supersymmetric, the bosonic and fermionic contributions to the classical flat directions might
cancel each other. Furthermore, it is known that, for four-dimensional β-deformed SYM, one has
to introduce 1/N -corrections to various couplings, in addition to phase factors from ∗-products,
in order to retain the boson–fermion cancellation. One might expect that similar 1/N corrections
13 We here assume N to be odd for simplicity. When N is even one also has to take into account configurations corre-
sponding to two coinciding singly wrapped membranes.
14 Similar degeneracy is also noted in [42].
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case, this would give a new approach to the long standing problem of the large N limit of the
matrix model; by requiring the cancellation of the quantum corrections to the flat directions, one
might obtain information about the behaviour of the couplings at large N (the 1/N corrections).
We hope to report progress in this direction in the future.
5. Beta deformation with mass term
A deformation of the matrix model with mass terms and cubic couplings was introduced
in [17]. This deformed model corresponds to membrane theory on a pp-wave background with
a constant four-form flux [18,19]. General non-supersymmetric models are studied from the
membrane theory point of view in [20]. It is natural to try to simultaneously introduce the β-
deformation considered in this paper and the mass deformation. This can be achieved, as we
shall see below, exploiting the linearity of the equation of motion (72) for the three-form gauge
field on the pp-wave background.
We consider the pp-wave background with the four-form flux which is a linear superposition
of a constant part fαβγ and the linear (in transverse coordinates) part F (1) for the β-deformation
identified in (78), (79),
(110)F+αβγ = fαβγ + F (1)+αβγ .
This solves the equation of motion for the gauge field (72).












fI¯ J¯ J F
(1)




(111)+ F (1)+αβγ F (1)+αβγ
)
.
This equation can be solved by the ansatz
(112)G−− = μαβxαxβ + καβγ xαxβxγ +G−−(4) ,
where G−−(4) is the metric, quartic in coordinates, given in (74). The quadratic term, where μαβ
satisfies
(113)μαα = 112fαβγ f
αβγ ,





2(2π)2α(IJ )fIJ J¯ = 3
(∑
J






2(2π)2α(IJ )fI¯ J¯ J = 3
(∑
J
2κI¯J J¯ + κI¯99
)
,
is the only essentially new term for the matrix model which is simultaneously β-deformed and
mass-deformed. Here we are using the notation in which the nine real transverse coordinates are
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and the one real direction x9.
We see that there are ambiguities in καβγ : one can add arbitrary traceless pieces to it. Instead
of considering the most general possibility, we shall concentrate on a deformed model having a
more or less simpler form, setting κI99 = 0, κI¯99 = 0. Later in this section, we will also exploit
this ambiguity to construct a particularly tractable version of the deformed matrix model.
The appearance of the cubic term might also be expected from the following consideration.






















which follows from (40)–(42) and the rescaling relation (B.8). Now, a natural guess about the
deformation of the matrix model in the present case is to replace the commutators by the ∗-
commutators not only in the Yukawa and quartic scalar couplings, but also in the cubic scalar
couplings (117). This means, in the continuum theory, to replace the term (116) using the substi-
tution rules (48), (49). We would then have cubic terms in the Hamiltonian.
However, although the form of the cubic terms are correct, the over-all factor thus obtained
turns out to be wrong (i.e. not consistent with the equation of motion (71)) by a factor of 23 . One
simple way (which is not so elegant) to resolve this issue is to introduce a new ∗′-product defined
by
(119)f ∗′ g = ei 32 πβ(Qf(1)Qg(2)−Qg(1)Qf(2))fg,
and use it to deform the cubic couplings, while using the original ∗-product for the quartic and
Yukawa couplings.
































It is easy to derive the fermionic term above, since the fermionic contribution to the continuum
Hamiltonian is simply given by the sum of contributions for the purely mass-deformed case and
for the purely β-deformed case. This can be easily seen from the argument in Section 3.4, in
particular from (94).
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spherical membrane via the ansatz,
(122)[Xα,Xβ]∝ iαβγXγ (α,β, γ = 1,2,3),
which corresponds to the ansatz,
(123){xα, xβ}= a[σ ]αβγ xγ (α,β, γ = 1,2,3),
for the continuum theory. Here, αβγ is the totally anti-symmetric tensor in three dimension; it
vanishes if any of the indices take other values than 1,2,3. The parameter a is related to the
flux fαβγ ; see (126) below. The appearance of [σ ] in the above equation can be understood by
considering the rescaling of the σ -coordinates.
On the other hand, in the β-deformed model, one finds stable solutions which correspond to
membranes with the torus topology, as has been shown in Section 4. It is therefore natural to
expect that, for a model having both parameter β and parameter a for the mass-deformation,
the stable solution would have the topology of a torus or a sphere, depending on which of the
two parameters is dominating. We note that a very similar phenomenon is studied in [42]. There,
an one-parameter non-commutative algebra which interpolates between the non-commutative
sphere and the non-commutative torus is constructed, together with its explicit representations;
the information about the topology is encoded in the eigenvalue distributions in a manner pro-
posed in [48].
In general, it seems difficult to study the stable solutions analytically. However, we have found
that by tuning the parameters κI99, κI¯99 and μ99 one can obtain a particularly tractable class of
the deformed models, where one can explicitly demonstrate the interpolation between a sphere
and a torus.
















For simplicity we consider the simplest β-deformation, and we have denoted by {xα, xβ}∗ the
continuum counterpart of the ∗-commutator, namely the right-hand side of (46), (47). As is well
known, the advantage of writing the Hamiltonian in the above form is that the zero-energy solu-
tion can be found by solving the first order equation,
(125){xα, xβ}∗ = a[σ ]αβγ xγ ,
which is a β-deformed version of (123). From (124), one can read off the background
μαβ,fαβγ , καβγ , by comparing it to (60). In particular, we have the relation between the pa-
rameter a and fαβγ ,
(126)f+αβγ = − 3aT−P− αβγ ,
which also justifies the appearance of [σ ] in (123)–(125). Unfortunately, the backgrounds thus
read off do not satisfy the equations of motion (113)–(115) by themselves. However, one can
introduce extra backgrounds, κI99, κI¯99, μ99 such that the equations of motion are satisfied. The
additional terms in the Hamiltonian introduced by this tuning do not affect the stable solutions if
we set x9 = 0.
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the stable solutions (with x9 = 0). Using the complex coordinates and setting unimportant scalars
to zero, (125) becomes














(130){w, w¯} = 0
with the help of
(131)zz¯w = i√
2
, zz¯w¯ = i√
2
.
These equations reduce to those for the pure β-deformation if a = 0, in which z ∼ eiσ 1 ,
w ∼ eiσ 2 is a solution (for βN = 1). If β = 0, it reduce to those for the pure mass-deformation,
and then a sphere embedded in x1, x2, x3 is a solution. A natural ansatz for the general case,
which interpolates between these two solutions is
(132)z = r(σ 2)eiσ 1,
(133)w = w(σ 2).
Eqs. (127)–(130) then become ordinary differential equations,
(134)irw′ + βN (2π)
2






(135)(r2)′ = − a√
2[σ ] (w + w¯),
where we have abbreviated f ′ = ∂f
∂σ 2
. From (134), we get
(136)w = CeiβN (2π)
2




where C is an integration constant. Substituting this to (135), we get












where D is another integration constant and we have chosen the phase of C appropriately by
shifting σ 2.
For D > |C|
√
2a
(2π)2βN , the right-hand side is always positive. One can take the range of σ
2 as
−π < σ 2 < π without loss of generality. Then [σ ] equals to (2π)2, and we see that βN should
be an integer because of the regularity of the solution. The solution has the topology of S1 × S1,
i.e. the torus.
For D < |C|
√
2a
(2π)2βN , the right-hand side can become negative, whereas the left-hand side
is, by definition, always positive. This implies that the range of σ 2 should be restricted to
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In this case, the solution has the topology of a sphere.
To summarise, for the general case where βN is not an integer, the solution has the topology
of a sphere, and the integration constants C, D are related by Eq. (138), as a consequence of the
boundary condition. For the special case where βN is an integer, the solution has the topology






Thus the dimension of the space of stable solutions enhances at these special points.
One can also construct solutions to the corresponding matrix equations
(140)[Xα,Xβ]∗ = i 1N T 13 (2π)− 23 aαβγXγ ,
by using the ansatz that W is diagonal, and only non-zero elements of Z are those adjacent
to diagonal elements. The form of the matrix solutions is very similar to those given in [42].
Detailed formulae will be given elsewhere.
6. Conclusion
In this paper, we have considered a class of deformation for the matrix model of M-theory. The
form of the deformation, which consists in modifying the Yukawa and quartic scalar couplings by
distributing flavour-dependent phase factors, is motivated from a similar deformation of N = 4
SYM in four dimension. In four dimension, this deformation has significance that it preserves the
conformal invariance of the original N = 4 SYM. We have found that for the matrix model of
M-theory, the deformation is also special in that it admits M-theory interpretation: the deformed
model can be considered as the matrix model of M-theory on a certain curved background, since
it is equivalent to a regularised version of supermembrane theory on that background.
It is remarkable that the deformation, introduced from a rather mathematical analogy to
four-dimensional field theory, has a natural eleven-dimensional interpretation. Indeed, this inter-
pretation requires strong consistency, as the identified background should satisfy the supergravity
equations of motion. We have verified that they are indeed satisfied including an over-all factor,
without any artificial tuning of parameters. One might say that, somehow, the β-deformation
“knows” the eleven-dimensional supergravity. It is hard to believe that this high degree of consis-
tency is a mere coincidence. It would be fascinating if one could find a framework to understand
this consistency in a natural fashion.
In general, pp-wave backgrounds arise as a result of a limiting procedure called the Penrose
limit; in order to obtain a physical interpretation of our background, it might be useful to consider
what backgrounds would reduce to our pp-wave background under the Penrose limit.
The deformed model also seems to contain interesting physics. It has stable solutions, which
corresponds to toric membranes with the simple S1 × S1 shape, for some particular values of the
deformation parameter. The solution has classical flat directions, which correspond to the radii
of two circles. To consider quantum corrections to these flat directions is an interesting prob-
lem. Also, we have found that some configurations which are physically distinct in conventional
H. Shimada / Nuclear Physics B 813 [FS] (2009) 283–314 307membrane theory should be considered as the same object in the matrix model. We have argued
that this might be the reflection of the non-Abelian nature of membranes. We have also studied
the β-deformed model with the mass terms and found that, for a particular class of models, there
are stable membrane configurations which interpolates between a membrane with the topology
of a torus and a membrane with the topology of a sphere.
Finally, we wish to raise a few directions one might pursue concerning our deformed matrix
model. It will be interesting to relate the model to ten-dimensional type IIA string theory, by
compactifying the x9 direction, which is not touched even for the most general deformation.
Alternatively, one might compactify the x+ direction; the stable solutions discussed in Section 4
will be wrapped in the x+ direction, and hence can be considered as a string worldsheet with the
topology of a torus. This might allow one to interpret the stable solutions as saddle points of the
path integral of suitably Euclideanised type IIA string theory on a curved background.
The pp-wave background considered in this paper is with the metric and the four-form flux
respectively given by quartic and linear polynomials of the transverse coordinates. It would be
interesting to consider the generalisation of our matrix model which corresponds to similar pp-
wave metrics associated with more general higher-order polynomials.
One can ask many questions about this model, other than those already mentioned, such as
the classification of BPS states, scattering of various objects, in particular the gravitons. We hope
that this model would serve as a good place to further explore the physics of membranes and the
matrix model.
Note added
After completing this manuscript, I learned of a forthcoming article [49]. In [49], the authors extended
the pp-wave background considered in this paper (which has four-form flux depending linearly on the trans-
verse coordinates) to more general pp-wave backgrounds, guided by the supersymmetry. I thank N. Kim
and J. Plefka for communications.
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Appendix A. Notations and conventions
In this appendix we summarise notations and conventions used in this paper. See also Ap-
pendix C for some of the notations and conventions which are specific to Section 3.4.
Our signature of the metric is
(A.1)ημν = diag(− + · · ·+).
308 H. Shimada / Nuclear Physics B 813 [FS] (2009) 283–314The meaning and the range of various indices are as follows:
μ,ν, . . . : vector indices for the spacetime; run through 0, . . . ,10,
α,β, . . . : indices for transverse directions; run through 1, . . . ,9,
a, b, . . . : spinor indices; usually run through 1, . . . ,32 in Section 3.4;
runthrough 1, . . . ,16 when explicitly stated,
i, j, . . . : either U(N) matrix indices which run through 1, . . . ,N ,
or the worldvolume vector indices which run through 0,1,2,
r, s, . . . : parametrise the worldvolume spacelike coordinates; run through 1,2,
A,B, . . . : only used in Section 3.4;
collectively denotes μ,ν, . . . indices and a, b, . . . indices; A = (μ,a).
In Section 3.4, we distinguish the tangent space indices Aˆ, Bˆ, μˆ, νˆ, aˆ, bˆ, +ˆ, −ˆ, . . . from the
curved space indices A,B,μ, ν, a, b,+,−, . . . .
We use the 16 × 16 real and symmetric SO(9) gamma matrices,
(A.2)γ αγ β + γ βγ α = 2δαβ.
We use
(A.3)γ α1···αn = 1
n!
(
γ α1 · · ·γ αn ± (n! − 1 permutations)).










(A.6)η+− = −1, η−+ = −1,




Appendix B. Details about rescaling
We describe here the rescaling of dynamical variables and the time coordinate, necessary
to bring the matrix-regularised supermembrane theory (on flat spacetime) into the normalised
matrix model form (1), (2). This rescaling is not affected by the introduction of the deformation.
The Dirac brackets (or the Poisson brackets) of continuum membrane theory are given by, for
bosonic variables,
(B.1){xα(σ ′),Pβ(σ ′′)}D.B. = δαβδ2(σ ′ − σ ′′).













j (i, j, k, l = 1, . . . ,N).
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in (B.2), say contracting indices i and j , multiplied by a factor [σ ]
N
, because of (42), and (ii) the
function on (σ1, σ2)-space taking the constant value 1 corresponds to identity matrix, as can
be seen from (40). Alternatively, one can derive (B.2) from the general relation between the
Hamilton formalism and the variational principle on the phase space δ
∫
(pq˙ −H(q,p)) dt = 0,
with the help of the relation
∫ P x˙ d2σ ≈ [σ ]
N
Tr Pˆ ˙ˆx.


































after regularisation, where a, b = 1, . . . ,16.
By applying (40)–(42) to the continuum Hamiltonian,
(B.4)H =






}2)+ √2iψT γ α{xα,ψ})d2σ,
we get the Hamiltonian for regularised theory,





















Similarly the constraint (93),

























(B.8)xˆα = (2π)− 13 T − 13 Xα,









where we have restored the membrane tension T .
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We compile in this appendix some of the detailed formulae and conventions for supermem-
brane theory, used in Section 3.4.
We use the following anti-commutation relation for the 32 × 32 SO(1,10) gamma matrices,
(C.1)Γ μˆΓ νˆ + Γ νˆΓ μˆ = 2ημˆνˆ .
We use the representation in which all gamma matrices are real, and Γ 0ˆ is anti-Hermitian and



















where γ α are the 16×16 real and symmetric SO(9) gamma matrices, and 116 denotes the 16×16















so that, under the lightcone gauge condition, Γ +θ = 0, 32-component spinor θ reduces to the







The gamma matrices defined above have one upper and one lower indices. We use gamma ma-
trices with two lower indices,
(C.8)Γ μˆ1···μˆn
aˆbˆ
= CaˆcˆΓ μˆ1···μˆn cˆ bˆ,
where C is the charge conjugation matrix, which is proportional to Γ 0ˆ in our representation. We
choose the convention, C = Γ 0ˆ.






where Γ 2 = 1 is defined by
(C.11)Γ aˆ
bˆ
=√−dethijπ0μˆπ1νˆπ2ρˆ (Γμˆνˆρˆ )aˆ bˆ, πiμ = hijπj μˆ.
15 We could introduce a minus sign in (C.10). It can be absorbed by flipping the orientation on the worldvolume for
a particular configuration of membranes, without any change of the theory in total.
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(C.12)DAvBˆ = ∂AvBˆ −ΩACˆBˆvCˆ(−1)CˆBˆ .
Here, indices in the exponent of (−1) are to be substituted by 0 if they are bosonic and by 1 if
they are fermionic. These factors are necessary in order to maintain the correct transformation
property of superspace tensors. In superspace formulation of supergravity, the gauge symmetry













μˆ = 0, ΩAμˆbˆ = 0.
The derivatives by anti-commuting variables are usual left derivatives.
















AB stands for the graded anti-symmetric summation over all independent permutations
of indices A and B . We transform two lower indices of the torsion tensor into tangent space
indices via the relation,
(C.16)TABCˆ = EBEˆEADˆTDˆEˆCˆ(−1)A(B+Eˆ).






FA1A2A3A4 = EA4 Bˆ4EA3 Bˆ3EA2 Bˆ2EA1 Bˆ1FBˆ1Bˆ2Bˆ3Bˆ4
(C.18)× (−1)(A2+Bˆ2)A1+(A3+Bˆ3)(A1+A2)+(A4+Bˆ4)(A1+A2+A3).
The torsion and the field strength satisfy the Bianchi identities, as a result of the (anti-)com-















Dˆ = EBFˆEAEˆREˆFˆ Cˆ Dˆ(−1)(B+Fˆ )A,































By applying the Bianchi identities to the superspace constraints (85)–(87), one obtains many
relations between components of the torsion, the curvature, and the field strength. For example,
312 H. Shimada / Nuclear Physics B 813 [FS] (2009) 283–314one can show that T
aˆbˆ
cˆ vanishes. Of particular importance is the relation,
(C.23)T
μˆbˆ












It is easy to check the numerical coefficients in the above expression, using vector–vector–vector–
spinor–spinor components of (C.22).
The gauge symmetry acting on the background fields, namely, the general coordinate invari-
ance and the local Lorentz transformation, and the gauge transformation of the three form gauge
fields, are fixed by the conditions











by using the gauge symmetries. This makes the correspondence between the θ = 0 part of the
superfields and the component supergravity fields simple.
We shall briefly outline the derivation of the expression for the (θ)2 part of the vector–vector
component of the supervielbein (91). The condition (C.25) implies
(C.29)Ωaμˆνˆ |θ=0 = 0, (∂bΩaμˆνˆ − ∂aΩbμˆνˆ)|θ=0 = 0, . . . .



















One can show that the following contribution from the first term in the brackets above is the only














By manipulating ∂aEνdˆ |θ=0 in a similar manner to the manipulation in (C.30), we obtain (91).
The starting point to construct the lightcone gauge formalism for supermembrane theory is the
set of phase space constraints. We denote the canonical momenta of xμ and θa by Pμ and Pa . It
is convenient to define P˜’s, which are the contributions to the momenta from the S1 in the action
(80)–(84), by










In terms of them, the phase space constraints are expressed as
(C.34)P˜μP˜νGμν + (h11h22 − h12h21) = 0,
H. Shimada / Nuclear Physics B 813 [FS] (2009) 283–314 313(C.35)P˜μ∂rxμ + P˜a∂rxa = 0,
(C.36)P˜a = −EaνˆeμˆμP˜μ,
where eνˆμ is defined by
(C.37)eνˆμEμρˆ = δνˆ ρˆ .
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