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Abstract
Consider the nonlinear matrix equation X−A∗X−2A = I , where A is an n×n complex
matrix, I the identity matrix and A* the conjugate transpose of a matrix A. In this paper, it
is proved that this matrix equation has a unique Hermitian positive definite solution provided
‖A‖2 < 1, and moreover, under the condition ‖A‖2 < 1, a perturbation bound for the Her-
mitian positive definite solution to this matrix equation is derived, and an explicit expression
of the condition number for the Hermitian positive definite solution is obtained. The results
are illustrated by using some numerical examples.
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1. Introduction
Consider the nonlinear matrix equation
X − A∗X−2A = I, (1)
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where A ∈ Cn×n and I denotes the identity matrix. Here Cn×n denotes the set of
all n× n complex matrices, A∗ the conjugate transpose of a matrix A. In the last
few years there has been a constantly increasing interest to develop the theory and
numerical approaches for Hermitian positive definite solutions to the matrix equation
(1) [1,2,4,6–8]. It has been proved in [7] that the matrix equation (1) always has a
Hermitian positive definite solution and all its Hermitian solutions X satisfy that
I  X  I + A∗A, and moreover, if ‖A‖22 < 12 , then its Hermitian positive definite
solution is unique. Liu and Gao [6] also get the same result. On the other hand,
Reurings derives another sufficient condition for the existence of a unique Hermitian
positive definite solution by using fixed-point theory (see [8, Theorem 6.3.10]).
In this paper, we shall first prove that the matrix equation (1) has a unique Her-
mitian positive definite solution provided ‖A‖2 < 1. Then under the condition
‖A‖2 < 1 we derive a perturbation bound and an explicit expression of the condition
number for the Hermitian positive definite solution X.
It is worthwhile to point out that in the case where ‖A‖2  1 the Hermitian pos-
itive definite solutions X may, generally speaking, very sensitive to perturbation in
the coefficient matrix A. For example, let
A =
[
2 0
0 −2
]
.
It is easy to verify that the matrix equation (1) with this given data has a unique
positive definite solution X = 2I . Now assume that A is slightly perturbed to
A˜ =
[
2 − 	 0
0 −2 + 	
]
, 0 < 	  1.
Then X˜ = dI is the unique Hermitian positive definite solution, where d is the
unique positive solution of the equation x − (2−	)2
x2
= 1. Hence we have |d − 2| ≈
1
2	 as 	 → 0, which implies that ‖X˜ −X‖2 ≈ 12	. On the other hand, assume that A
is slightly perturbed to
A˜ =
[
2 + 	 0
0 −2 − 	
]
, 0 < 	  1.
It is easy to verify that in this case all the Hermitian positive definite solutions are
given as follows
X˜ =
[
d 0
0 d
]
, X˜b =
[
a b
b¯ a
]
,
where d is the unique positive solution of the equation x − (2+	)2
x2
= 1, a = (2+	)22 ,
and b = (2+	)
√
	2+4	
2 e
iθ
, 0  θ < 2π . Let eb =
∥∥X˜b −X∥∥2. Then it is easy to de-
rive that
eb = 2	 + 	
2
2
+
√
	2 + 4	 + 	
2
√
	2 + 4	 ≈ 2	 12 ,
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which means that O(	) order perturbation in the coefficient matrices may cause
O
(
	
1
2
)
order changes in the Hermitian positive definite solutions X˜b. This shows that
the Hermitian positive definite solutions may be very sensitive to perturbations in
the coefficient matrix A. It is interesting to note that in the first case the condition of
Theorem 6.3.10 of [8] is satisfied, while in the second one this condition is violated.
Consequently, in this paper we only consider the case where ‖A‖2 < 1. Unless
otherwise stated, we always make this assumption throughout this paper. As stated
above in such a case the matrix equation (1) has a unique Hermitian positive definite
solution X.
We start with some notations which we shall use throughout this paper. We use
Hn×n to denote the set of n× n Hermitian matrices. A∗ denotes the conjugate
transpose of a matrix A, AT the transpose of A, and A¯ the conjugate of A. The
symbols ‖ · ‖, ‖ · ‖2, and ‖ · ‖F denote a unitary invariant norm, the spectral norm,
and the Frobenius norm, respectively. For A = [a1, . . . , an] = [aij ] ∈ Cn×n and a
matrix B, A⊗ B = [aijB] is a Kronecker product, and vec(A) is a vector defined by
vec(A) = [aT1 , . . . , aTn ]T. Let matrices P and Q be Hermitian, the notation P > Q
(P  Q) means P −Q is Hermitian positive definite (semidefinite). The assumption
P  Q > 0 implies P−1  Q−1.
The paper is organized as follows. In Section 2, we give some preliminaries which
play a fundamental role in this paper. In Section 3, we derive a perturbation bound
for the Hermitian positive definite solution X to the matrix equation (1). An explicit
expression of the condition number for the Hermitian positive definite solution X is
given in Section 4. Finally, some illustration numerical examples are given in Section
5.
2. Preliminary lemmas
In this section we first give some preliminary results which play a fundamental
role in this paper. Following the same lines as the proof of Theorem 2 in [4], we can
prove the following lemma.
Lemma 2.1. If X = VV ∗ is a Hermitian positive definite solution of the matrix
equation (1), where V is a unitary matrix and  a diagonal matrix with  > 0, then
A must have the following factorization
A = VUV ∗, (2)
where U is a unitary matrix and  a diagonal matrix with   0 and − 2 = I.
Conversely, if A has the factorization (2), then X = VV ∗ is a Hermitian positive
definite solution of the matrix equation (1), and moreover, ‖X−1‖2 = ‖−1‖2  1.
Remark 2.1. It is interesting to note that Lemma 2.1 implies that for any given
matrix A ∈ Cn×n, A has the decomposition as (2), since the matrix equation (1)
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always has a Hermitian positive definite solution. Thus, one possible way to com-
pute a Hermitian positive definite solution of the matrix equation (1) is to find the
factorization of A as in (2), which deserves further research.
If X is a Hermitian positive definite solution of the matrix equation (1), we can
define the linear operator L: Hn×n → Hn×n by
L(W) = W + C∗WD +D∗WC, W ∈ Hn×n, (3)
where
C = X−2A, D = X−1A. (4)
Using Lemma 2.1 we can prove the following result.
Lemma 2.2. If ‖A‖2 < 1, then the linear operator L is invertible.
Proof. By Lemma 2.1, we know that there exist unitary matrices U and V and dia-
gonal matrices  > 0 and   0 such that D = X−1A = VUV ∗, C = X−2A =
V−1UV ∗, and so we have
L(W) = W + VU∗−1V ∗WVUV ∗ + VU∗V ∗WV−1UV ∗.
Let V ∗WV = Y , and define
G(Y ) ≡ V ∗L(W)V = Y + U∗(−1Y + Y−1)U.
Then L is invertible if and only if G is invertible.
Let −1Y + Y−1 = T , and denote M = I ⊗ −1 + −1 ⊗ I . Then M is
nonsingular and Mvec(Y ) = vec(T ). Hence, we have
vec(G(Y )) = vec(Y )+ (UT ⊗ U∗)Mvec(Y ) = (I + BQM)vec(Y ),
where B = ⊗  is diagonal, Q = UT ⊗ U∗ unitary. If N = I + BQM =
M−1(I +MBQ)M is nonsingular, then G is invertible, so L is invertible. Next we
shall prove that N is nonsingular.
Assume that  = diag(γ1, . . . , γn),  = diag(σ1, . . . , σn), then γi = σ 2i + 1, i =
1, 2, . . . , n. SinceA = VUV ∗, then  = U∗−1V ∗AV . By Lemma 2.1, we have
σi  ‖‖2 = ‖U∗−1V ∗AV ‖2  ‖−1‖2‖A‖2 < 1, i = 1, 2, . . . , n,
in which the last inequality is due to the condition ‖A‖2 < 1. Hence, we have
‖MBQ‖2= ‖MB‖2 = max
i,j
{(
1
γi
+ 1
γj
)
σiσj
}
= max
i,j
{(
σi
1 + σ 2i
σj + σj1 + σ 2j
σi
)}
(5)
< 1.
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This means that I +MBQ is nonsingular, which implies that N = I + BQM =
M−1(I +MBQ)M is nonsingular, and hence L is invertible. The proof is
completed. 
Lemma 2.3. If ‖A‖2 < 1, then the matrix equation (1) has a unique Hermitian
positive definite solution X.
Proof. Assume that the matrix equation (1) has another Hermitian positive definite
solution X2, then we have
$X + C∗$XD2 +D∗$XC2 = 0,
where $X = X2 −X, C = X−2A, C2 = X−22 A, D = X−1A, D2 = X−12 A. Define
L2(W) ≡ W + C∗WD2 +D∗WC2. Then following the same lines as the proof of
Lemma 2.2, we can prove that L2 is invertible, so we must have $X = 0, which
means that X2 = X. This completes the proof. 
Remark 2.2. In [7] it is proved that the matrix equation (1) has a unique Hermitian
positive definite solution when ‖A‖22 < 12 . It is clear that this result is improved here.
In addition, it is proved in [8] that under the condition
4 > λ+  λ− >
(
1
2
3√2λ+ + 1
)2 (
3√2λ+ − 1
)
, (6)
the matrix equation (1) has a unique Hermitian positive definite solution, where λ+
and λ− are the largest and smallest eigenvalues of A∗A, respectively. Note that if
λ+ = ‖A‖22  12 , then the condition (6) implies that λ− > 0, which means that A
must be nonsingular. However, the condition A is nonsingular is not necessary in
Lemma 2.3.
3. Perturbation bound
Assume that ‖A‖2 < 1, let X be the unique Hermitian positive definite solution
to the matrix equation (1), and let the coefficient matrix A be perturbed to A˜ =
A+$A. We next consider perturbation bounds for X.
Let X˜ = X +$X with $X ∈ Hn×n satisfies the perturbed matrix equation
X˜ − A˜∗X˜−2A˜ = I. (7)
Subtract (1) from (7), we have
$X + A∗
(
X−2 − X˜−2
)
A− A∗X˜−2$A− ($A)∗X˜−2A˜ = 0. (8)
Noting that
X−1 − X˜−1 = X−1$XX˜−1,
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we have
X−2 − X˜−2= X−2$XX˜−1 +X−1$XX˜−2
= X−2$X
(
X−1 −X−1$XX˜−1
)
+X−1$X
(
X−1 −X−1$XX˜−1
)2
= X−2$XX−1 −X−2$XX−1$XX˜−1 +X−1$XX−2
+X−1$X
[(
X−1$XX˜−1
)2 −X−2$XX˜−1 −X−1$XX˜−1X−1] ,
and hence Eq. (8) can be written as
L($X) = Q($A)+ H($X), (9)
where L defined by (3), and
Q($A) = A∗X˜−2$A+ ($A)∗X˜−2A˜, (10)
H($X) =A∗X−2$XX−1$XX˜−1A+ A∗X−1$X
×
[
X−2$XX˜−1 +X−1$XX˜−1X−1 −
(
X−1$XX˜−1
)2]
A.
(11)
By Lemma 2.2, the operator L is invertible, thus we can rewrite (9) as
$X = L−1(Q($A))+ L−1(H($X)). (12)
Define
‖L−1‖ = max
W∈Hn×n
‖W‖=1
‖L−1W‖,
then it follows that
‖L−1W‖  ‖L−1‖‖W‖, W ∈ Hn×n. (13)
Now let
α = ‖A‖, 	 = ‖$A‖, l = ‖L−1‖−1, η = ‖X−1‖  1, (14)
and define
β = 4l
3 + 9l2α2η3
27η3(l + 2α2η3)2 , γ =
l
3η(l + 2α2η3) . (15)
Then we can state the main result of this section as follows:
Theorem 3.1. If 0 < 	 <
√
α2 + β − α, then the perturbed matrix equation (7)
has a Hermitian positive definite solution X˜ such that∥∥X˜ −X∥∥  δ∗, (16)
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where δ∗ is the minimal positive solution of the equation
η2(l + 2α2η3)x3 − η(2l + 3α2η3)x2 + lx − η2(2α	 + 	2) = 0. (17)
Proof. Let
f ($X) = L−1(Q($A))+ L−1(H($X)).
Obviously, f ($X) can be regarded as a continuous mapping from Hn×n to Hn×n.
Let
g(x) = η2(l + 2α2η3)x3 − η(2l + 3α2η3)x2 + lx − η2(2α	 + 	2). (18)
Then we have
g′(x)= 3η2(l + 2α2η3)x2 − 2η(2l + 3α2η3)x + l
= (3η(l + 2α2η3)x − l)(ηx − 1)
= 3η2(l + 2α2η3)(x − γ )
(
x − 1
η
)
,
where γ defined as in (15). Since γ < 1
η
, then it follows that g(x) is strictly mono-
tone increasing on (−∞, γ ] ∪
[
1
η
,∞
)
, and strictly monotone decreasing on
[
γ, 1
η
]
.
Hence,
g(γ ) = 4l
3 + 9α2l2η3
27η(l + 2α2η3)2 − η
2(	2 + 2α	) = −η2(	2 + 2α	 − β)
is a maximal value of g(x), and g
(
1
η
)
= −η2(α + 	)2 < 0 is a minimal value of
g(x), where β defined as in (15). If 0 < 	 <
√
α2 + β − α, then we can prove that
g(γ ) > 0. This, together with g(0) < 0 and g
(
1
η
)
< 0, shows that Eq. (17) has three
positive real roots x1, x2, x3 such that 0 < x1 < γ < x2 < 1η < x3. We use δ∗ to
denote the smallest one, that is, δ∗ = x1.
Now define
Sδ∗ = {$X ∈ Hn×n : ‖$X‖  δ∗}. (19)
Then for any $X ∈Sδ∗ we have
‖X−1$X‖  ‖X−1‖‖$X‖  ηδ∗ < 1.
Hence the matrix I +X−1$X is nonsingular and we have
‖(X +$X)−1‖= ‖(I +X−1$X)−1X−1‖ (20)
 ‖X
−1‖
1 − ‖X−1‖‖$X‖ =
η
1 − η‖$X‖ .
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Using (10), (11), (14), (15), and (20), we obtain
‖f ($X)‖ 1
l
‖Q($A)‖ + 1
l
‖H($X)‖
 1
l
{
α	
η2
(1 − η‖$X‖)2 + 	(α + 	)
η2
(1 − η‖$X‖)2 +
α2η4‖$X‖2
1 − η‖$X‖
+α2η‖$X‖
(
2η3‖$X‖
1 − η‖$X‖ +
η4‖$X‖2
(1 − η‖$X‖)2
)}
= −2α
2η5‖$X‖3 + 3α2η4‖$X‖2 + η2(2α	 + 	2)
l(1 − η‖$X‖)2
 −2α
2η5δ3∗ + 3α2η4δ2∗ + η2(2α	 + 	2)
l(1 − ηδ∗)2 = δ∗
for $X ∈Sδ∗ , in which the last equality is due to the fact that δ∗ is a solution to
Eq. (17). Thus we have proved that f (Sδ∗) ⊂Sδ∗ . By the Schauder fixed-point
theorem, there exists a $X∗ ∈Sδ∗ such that f ($X∗) = $X∗, i.e., there exists a
solution $X∗ to the perturbed equation (9) such that
‖$X∗‖  δ∗. (21)
Let X˜ = X +$X∗. Then from the above proof we know that X˜ is a Hermitian
solution of the perturbed matrix equation (7). Thus, it follows from Corollary 2.2 in
[7] that X˜ must be Hermitian positive definite. The proof is completed. 
Remark 3.1. Consider F(x, 	) ≡ g(x), where g(x) is defined by (18). It is easy to
verify that F(0, 0) = 0 and Fx (0, 0) /= 0. By the Implicit Function Theorem, there
exists an analytic function δ∗(	) :N	 −→ R such that F(δ∗(	), 	) ≡ 0 for any 	 ∈
N	 , where N	 is a neighborhood of the origin. It is easy to see that the δ∗ = δ∗(	)
is just the minimal positive solution of Eq. (17) for sufficient small positive number
	. Hence, we can get the second order absolute perturbation bound for the Hermitian
positive definite solution X as follows:∥∥X˜ −X∥∥  δ′∗(0)‖$A‖ + 12δ′′∗(0)‖$A‖2 + O(‖$A‖3), $A→ 0, (22)
where
δ′∗(0) =
2η2α
l
, δ′′∗(0) =
2η2
l3
(l2 + 8lα2η3 + 12α4η6).
Combining this with (12) gives
$X = L−1(A∗X−2$A+ ($A)∗X−2A)+ O(‖$A‖2), $A→ 0. (23)
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4. Condition numbers
We now apply the theory of condition developed by Rice [9] to study condition
numbers of the Hermitian positive definite solution X to the matrix equation (1).
Suppose that the coefficient matrix A is slightly perturbed to A˜ ∈ Cn×n, and let
$A = A˜− A. From Theorem 3.1 and Remark 3.1 we see that if ‖$A‖F is suffi-
ciently small, then the Hermitian positive definite solution X˜ to the perturbed matrix
equation (7) exists, and
$X ≡ X˜ −X = L−1(A∗X−2$A+ ($A)∗X−2A)+ O
(
‖$A‖2F
)
, (24)
as $A −→ 0.
By the theory of condition developed by Rice [9] we define the condition number
of the Hermitian positive definite solution X by
c(X) = lim
δ→0 sup∥∥∥$Aα ∥∥∥Fδ
‖$X‖F
ξδ
, (25)
where ξ and α are positive parameters. Taking ξ = α = 1 in (25) gives the absolute
condition number cabs(X), and taking ξ = ‖X‖F, α = ‖A‖F in (25) gives the relative
condition number crel(X).
Substituting (24) into (25) we get
c(X)= 1
ξ
max
$A
α /=0
$A∈Cn×n
∥∥L−1(C∗$A+ ($A)∗C)∥∥F∥∥$A
α
∥∥
F
(26)
= 1
ξ
max
E /=0
E∈Cn×n
∥∥αL−1(C∗E + E∗C)∥∥F
‖E‖F ,
where C = X−2A.
Let L be the matrix representation of the linear operator L, then it follows from
(3) that
L = I ⊗ I +DT ⊗ C∗ + CT ⊗D∗, (27)
where D = X−1A. Let
w = vec(E) = u+ iv, g = (uT, vT)T , u, v ∈ Rn2 ,
L−1(I ⊗ C∗) = L−1
(
I ⊗ (X−2A)∗
)
= U1 + i1, (28)
L−1(CT ⊗ I ) = L−1
(
(X−2A)T ⊗ I
)
 = U2 + i2,
where U1, U2, 1, 2 ∈ Rn2×n2 , and  is the vec-permutation matrix (see
[3, pp. 32–34]), i.e.,
vec
(
ET
) = vec(E).
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Moreover, let
Uc =
[
U1 + U2 2 − 1
1 + 2 U1 − U2
]
, (29)
then from (26) we get
c(X)= α
ξ
max
E /=0
E∈Cn×n
∥∥L−1(I ⊗ C∗)vec(E)+ L−1(CT ⊗ I )vec(E∗)∥∥2
‖vec(E)‖2
= α
ξ
max
w /=0
‖(U1 + i1)w + (U2 + i2)w¯‖2
‖w‖2 (30)
= α
ξ
max
g /=0
‖Ucg‖2
‖g‖2 =
α
ξ
‖Uc‖2.
Overall, we have the following result.
Theorem 4.1. The condition number c(X) defined by (25) has the explicit expres-
sion
c(X) = α
ξ
‖Uc‖2, (31)
where the matrix Uc is defined by (29).
Remark 4.1. From (31) we have the relative condition number
crel(X) = ‖A‖F‖Uc‖2‖X‖F .
5. Numerical examples
To illustrate the results of the previous sections, in this section some simple ex-
amples are given, which were carried out using MATLAB 6.5 on a PC Pentium
IV/1.7G computer, with machine epsilon 	 ≈ 2.2 × 10−16.
Example 5.1. Consider the matrix equation
X − A∗kX−2Ak = I,
with Ak = δk‖A‖2A, where
δk = 1 − 10−k, A =

2 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 2
 .
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We now consider perturbation bounds for the Hermitian positive definite solution
X(k) when the coefficient matrix Ak is perturbed to Akj = Ak + 10−jA0, where
A0 = CT+C‖CT+C‖2 , C is a random matrix generated by MATLAB function rand. By
Theorem 3.1, we can compute the perturbation bounds δ(kj)∗ with the perturbed
matrices Akj :
r(kj) ≡
∥∥∥X(k) −X(kj)∥∥∥  δ(kj)∗ ,
where X(k) and X(kj) are the solutions with the coefficient matrices Ak and Akj ,
respectively. Some results are listed in Table 1.
From the results listed in Table 1 we see that the perturbation bound of X de-
creases as the error
∥∥A˜− A∥∥ decreases, and moreover, we can see that our estimate
for the perturbation bound is quite good in such cases.
Example 5.2. Consider the matrix equation (1) with the coefficient matrix A =[
0 α
0 0
]
, where 0 < α < 1. In this case the matrix equation (1) has the unique
Hermitian positive definite solution
X =
[
1 0
0 1 + α2
]
.
Take α =
√
2
2 − 10−k , and suppose that the perturbation in the coefficient matrix A
is
$A = 10−9 ×
[
0.9501 0.6068
0.2311 0.4860
]
.
Some numerical results on the relative perturbation bounds δ∗/‖X‖F, δ˜ and crel(X)
are shown in Table 2, where δ∗ is as in (16) with the unitary invariant norm ‖ · ‖F,
δ˜ is the relative perturbation bound given by Proposition 4.1 in [7], and crel(X) is
given in Remark 4.1.
The results listed in Table 2 show that the relative perturbation bound δ∗/‖X‖F is
fairly sharp, while the bound δ˜ given by [7] is conservative.
Table 1
j
4 5 6 7 8
r(1j) 5.734× 10−5 5.734× 10−6 5.734× 10−7 5.734× 10−8 5.734× 10−9
δ
(1j)∗ 1.772× 10−4 1.771× 10−5 1.771× 10−6 1.771× 10−7 1.771× 10−8
r(2j) 5.695× 10−5 5.695× 10−6 5.695× 10−7 5.695× 10−8 5.695× 10−9
δ
(2j)∗ 1.943× 10−4 1.941× 10−5 1.941× 10−6 1.941× 10−7 1.941× 10−8
r(3j) 5.695× 10−5 5.695× 10−6 5.695× 10−7 5.695× 10−8 5.695× 10−9
δ
(3j)∗ 1.943× 10−4 1.941× 10−5 1.941× 10−6 1.941× 10−7 1.941× 10−8
50 M. Cheng, S. Xu / Linear Algebra and its Applications 394 (2005) 39–51
Table 2
k
1 3 5 7 9
δ∗/‖X‖F 0.159× 10−8 0.189× 10−8 0.189× 10−8 0.189× 10−8 0.189× 10−8
δ˜ 0.417× 10−8 0.413× 10−6 0.413× 10−4 0.414× 10−2 0.593
crel(X) 0.4349 0.5535 0.5547 0.5547 0.5547
Table 3
k
6 7 8 9 10
δ∗/‖X‖F 2.673× 10−6 2.673× 10−7 2.673× 10−8 2.673× 10−9 2.673× 10−10
On the other hand, take α = 0.99, and suppose that the perturbation in the coeffi-
cient matrix is
$A = 10−k ×
[
0.9501 0.6068
0.2311 0.4860
]
.
In this case the relative condition number is crel(X) = 0.8837, which is computed by
the formula given as in Remark 4.1. This shows that the Hermitian positive definite
solution X is well-conditioned. Since the condition (b) of Proposition 4.1 in [7]
is violated, δ˜ becomes negative, and so we cannot use it as a perturbation bound.
However, as shown in Table 3, in such a case δ∗/‖X‖F can still give quite sharp
perturbation bounds.
6. Conclusion
In this paper we first prove that the matrix equation (1) has a unique Hermitian
positive definite solution provided ‖A‖2 < 1. Then under the condition ‖A‖2 < 1
we derive a perturbation bound for the unique Hermitian positive definite solution
X to the matrix equation (1), and moreover, we give an explicit expression of the
condition number for the Hermitian positive definite solution X to the nonlinear
matrix equation (1). Numerical examples show that our estimate is fairly sharp.
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