Indexes for large collections are often divided into shards that are distributed across multiple computers and searched in parallel to provide rapid interactive search. Typically, all index shards are searched for each query. For organizations with modest computational resources the high query processing cost incurred in this exhaustive search setup can be a deterrent to working with large collections. This paper investigates document allocation policies that permit searching only a few shards for each query (selective search) without sacrificing search accuracy. Random, source-based and topic-based document-to-shard allocation policies are studied in the context of selective search.
INTRODUCTION
It is common for search engines, in both, research and commercial systems, to partition large document collection into multiple tiers and shards (disjoint indexes) [4, 3, 17] .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM '10 Distribution of documents across multiple indexes enables parallelization of the search process which in turn improves the query response time. However, even in this setup the cost associated with searching a large collection (or tier) remains high because the entire collection is searched for every query processed by the system. For organizations with modest resources the high cost associated with searching large collections can be a deterrent to experimenting with such datasets. Our goal is to enable organizations with modest computer resources to work with large collections without compromising search accuracy.
For most search tasks only a small portion of the collection is relevant to any particular query. If one could identify and search only this subset of potentially relevant documents (selective search) then the search cost could be reduced without compromising search accuracy. Thus our goal is to facilitate selective searching of shards by allocating documents to shards such that documents relevant to the same query are concentrated in a few shards. To achieve this we investigate two types of document allocation policiessource-based and topic-based which are described in detail in Section 3. Earlier work [21] investigated these policies using relatively small datasets. In this paper, we study the issues such as scale and efficiency that arise when working with large document collections. We adapt the techniques used for source-based and topic-based allocation to be efficient at partitioning a large collection into shards and also be effective in selective searching of these shards.
Given a set of shards, deciding which index shards to search for a given query, is a type of resource selection problem [6] . In most prior research on resource selection, the resources were usually independent search engines that might be uncooperative. Selectively searching the shards of a large index is however an especially cooperative federated search problem where the federated system can define the resources (shards) and expect complete support from them. We employ one of the well-established resource selection algorithms (described in Section 4) to select the set of shards that are estimated to contain all or most of the potentially relevant documents for a given query.
Since our goal is to perform search on large collections with a workstation-equivalent computer, we conducted a detailed analysis of the tradeoff between the average search cost and the average search accuracy in a sharded index environment. In addition to good average-case effectiveness, a second goal is to minimize the number of queries that are harmed by selective search (stability).
The empirical results demonstrate that the adapted topicbased allocation policy can provide search accuracy that is statistically indistinguishable from that of complete search while the search cost is cut to less than 1/5th of that of the exhaustive search for all the datasets. The stability analysis reveals that 10% or fewer queries are adversely affected when the search cost is maintained at about 10-15% of the complete search cost. An additional evaluation using a larger set of queries (1000 queries) confirms these results using a different metric, overlap, which measures the percentage of documents that are common to the complete search and selective search results at specified document rank cutoffs.
RELATED WORK
The two tasks that are central to this work are document allocation and resource selection. We provide a brief summary of prior research on these topics.
Resource Selection
Federated search resource selection algorithms identify the resources (typically distinct search engines) or shards that are most likely to return relevant documents for a query. There is a large body of prior research on this topic.
CORI [7] represents the contents of each resource as one large 'document' and then adapts INQUERY's document ranking algorithm to rank resources. ReDDE and SUSHI [18, 19] sample documents from each resource to create a central sample index which is then queried to estimate the distribution of relevant documents across the resources. Arguello et al. [1] take a classification based approach to resource ranking. For each resource they learn a binary classifier that estimates the relevance probability of the resource to the given query. Document contents, query category and click-through logs are used to define classifier features.
Any of these algorithms could be employed for shard selection. In our preliminary experiments with CORI and ReDDE we observed that ReDDE outperformed CORI even in this co-operative setup. We thus use ReDDE in this work.
Document Allocation
Most prior research treats the assignment of documents to resources or shards as a given ( [7, 18, 19, 2] ), but there are a few exceptions.
The work that is most closely related to ours was done by Xu and Croft [21] . (We highlight the difference between the two approaches in Section 3.3) They used a two-pass Kmeans clustering algorithm and a KL-divergence based distance metric to organize document collection into 100 clusters. Three organization policies that catered to different levels of cooperation were proposed. Global clustering, the most cooperative setup partitioned the entire collection into 100 clusters, while the local clustering re-organized only the documents within a resource into topical clusters. The least cooperative setup, multi-topic representation did not physically re-organize any documents but simple estimated the topic models for each of the resources which were then used for improving resource selection. The experimental results showed that selective search using global clustering organization performed about as well as exhaustive search when 10 shards were searched. Local clustering did worse than global clustering. Multi-representation however did much worse than global clustering. All three organization policies did better than the baseline of source-based organization.
Larkey et al. [10] studied selective search on a dataset composed of over a million US Patents documents. The dataset was divided into 401 topical units using manually assigned patent categories, and into 401 chronological units using dates. Selective search using 10 partitions was found to be more effective using the topical organization than the chronological organization.
Puppin et al. [15] used query logs to organize document collection into multiple shards. The query log covered a period of time when exhaustive search was used for each query. These training queries and the documents that they retrieved were co-clustered to generate a set of query clusters and a set of corresponding document clusters. Sixteen clusters were created in this way. Documents that were not retrieved by any of the training queries cannot be clustered using the proposed technique and thus were put in a separate (fall-back) cluster that consisted of 52% of the collection. Selective search using shards defined by these clusters was found to be more effective than selective search using shards that were defined randomly.
Our work aims at reducing the average search cost required to process queries against large-scale collections while maintaining the search quality. Other studies have looked at load-balancing, caching and query-latency issues in the context of distributed search systems. For example, Puppin et al. [16] used the approach in [15] (described above) to organize a collection into clusters and to rank the clusters for each new query. However, now the top T clusters were assigned a maximum search priority and the rest of the clusters receive a linearly decreasing priority. A cluster's search priority along with its current load status determined if the query would be executed against the cluster. This effectively promoted load-balancing across all clusters. They also experiment with incremental caching which processed as follows. Run each query against the set of next best clusters that have not been searched for this query before. Thus incremental caching can build-up a good result set for frequent queries over time. They observe the maximum overlap (87.1%) between the exhaustive search results and the selective search results when using incremental caching and load-balancing with peak load of 55.5%, that is, on an average each query is sent to 50% of the clusters in the system.
It is important to note that techniques proposed for loadbalancing, caching and query-latency, such as the above, and the work proposed in this paper are not mutually exclusive. These techniques can very well be applied in our setup to further reduce the search cost.
DOCUMENT ALLOCATION POLICIES
Our goal is to investigate document allocation policies that are effective, scalable, and applicable in both research and commercial environments. As a result, although we recognize the considerable value of query logs and well-defined categories, in this work we focus on allocation policies that are not dependent on availability of such resources. The three policies studied in this work, random, source-based, and topic-based are described in the following sub-sections.
Random Document Allocation
The random allocation policy assigns each document to one of the shards at random with equal probability. One might not expect a random policy to be effective for selective search since it might spread the relevant documents across multiple shards. However, we experiment with this policy because it is one of the most efficient and generally applicable policies and was also a baseline in prior research [15] .
Source-based Document Allocation
The datasets used in our work are all from the Web. The source-based policy uses document URLs to define shards. The document collection is sorted based on document URLs, which arranges documents from the same website consecutively. Groups of M/K consecutive documents are assigned to each shard (M : total number of documents in the collection, K: number of shards). The key assumption behind source-based allocation is that documents from the same website are typically related or similar to each other. According to cluster hypothesis which states that closely associated documents tend to be relevant to the same request [20] , this could have an effect of concentrating relevant documents in a few shards which in turn could facilitate selective searching of shards. Source-based allocation was also used as a baseline in prior research [21] .
Topic-based Document Allocation
Cluster-based and category-based document allocation policies that appeal to the cluster hypothesis to define topicbased shards were effective in prior research [21, 10] . Xu and Croft [21] showed that the K-means clustering algorithm can be used to partition small collections into distributed indexes that support effective resource selection. The K-means algorithm is simple and effective, thus it is a good candidate for implementing a topic-based document allocation policy. However, problems of scale and accuracy emerge when applying Xu and Croft's method to much larger datasets. We address both these problems by adapting the K-means algorithm and the similarity metric used by the clustering algorithm. Our approach to topic-based allocation policy is described in the following paragraphs.
Typically, a clustering algorithm is applied to the entire dataset in order to generate clusters. Although the computational complexity of the K-means algorithm [11] is linear in the number of documents (M ), applying this algorithm to large collections is still computationally expensive. Thus, we sample a subset (S) of documents from the collection (|S| << |M |), using uniform sampling without replacement. The standard K-means clustering algorithm is applied to S and a set of K clusters is generated after five passes of reassignments on the set S. The remaining documents in the collection (M − S) are then projected onto the space defined by the K clusters. This process of assigning the remaining documents to the K clusters can be parallelized, thus even massive collections can be efficiently partitioned into shards.
K-means algorithm requires a similarity or a distance metric to estimate the best centroid assignment for a document during each of the passes through the collection. We compute the similarity between a document D and a centroid C i using the symmetric version of negative Kullback-Liebler divergence (Equation 1 ). The first component in the equation computes KL(C i ||D) which puts emphasis on the terms that are important to the centroid while the contribution of the terms in the document is dampened by the logarithm function. However, the second component compensates for this bias of the first component by emphasizing the terms that are important to the document. 
is the occurrence count of w in C i . Following Zhai and Lafferty [22] , we estimate p d (w) using MLE with Jelinek-Mercer smoothing which gives
pB(w) is the probability of the term w in the background model which is an average of the K centroid models. As such, the presence of pB(w) in the denominator plays an important role of incorporating the inverse collection frequency of the term into the metric which Zhai and Lafferty [22] found to behave similar to the traditional inverse document frequency (IDF) statistic. (Please refer to [14] for the transformation of negative KL-divergence with smoothing into a similarity metric as used in Equation 1.) We found the above similarity metric to be more effective than the variant used by Xu and Croft [21] due to mainly three reasons. Firstly, the distance metric used by Xu and Croft is heavily biased towards shorter centroids. Secondly, the non-symmetric nature of the metric does not allow the centroid's language model to make much contribution, thus terms that are important only to the document but not to the centroid can make a large contribution towards the distance value. Lastly, the term weighting that is provided by inverse collection or inverse document frequency is not available in the metric used by Xu and Croft.
In addition to K-means we also conducted preliminary experiments using another technique for creating topic-based shards -latent dirichlet allocation (LDA) [5] . However, our results consistently demonstrated both K-means and LDA to be equally effective in defining topical shards. We chose K-means over LDA due to its lower computational cost.
Sample size and OOV terms
Using a subset instead of the entire collection to learn the clusters reduces the computational cost and makes the approach efficient. However, it also introduces the issue of out-of-vocabulary (OOV) terms during inference. Depending upon the size of the subset (S) that was used for learning, the remaining documents in the collection are bound to contain terms that were not observed in S and thus are absent from the learned clusters models. In such a situation, inference must proceed using the seen terms and ignore the OOV terms. However, the inference quality can potentially degrade because of the discounting of the OOV terms. It is important to select a sample size that leads to a small percentage of OOV terms per document. In Section 6.1 we present an analysis of sample size versus percentage of OOV terms per document for the datasets used in this work. 
SHARD SELECTION
After index shards are defined, a resource selection algorithm is used to determine which shards to search for each query. Our research used ReDDE [18] , a widely used algorithm that selects shards by estimating a query specific distribution of relevant documents across shards. To this end, a centralized sample index, CS, is created, one that combines samples from every shard R. For each query, a retrieval from the central sample index is performed and the top N documents are assumed to be relevant. If nR is the number of documents in N that are mapped to shard R then a score sR for each R is computed as sR = nR * wR, where the shard weight wR is the ratio of size of the shard |R| and the size of its sample. The shard scores sR are then normalized to obtain a valid probability distribution which is used to rank the shards.
In this work, we used a variation of ReDDE, which produced better results in preliminary experiments. Rather than weight each retrieved sampled document equally, we use the document score assigned by the retrieval algorithm to weight the document.
Recall that selectively searching the shards of a large collection is a cooperative task in which global statistics are readily available, thus the document scores computed by each shard are comparable. As a result, merging the document rankings generated by searching the top ranked shards is straightforward.
Dependence Model Queries
Modeling dependencies among the query terms has been shown to improve adhoc retrieval performance [13] . We investigate whether this holds for selective search as well. The query representation proposed by Metzler and Croft [13] expresses term dependence using proximity constraints constructed from the query terms. We use the full-dependence model where each query term is assumed to be dependent on all the other query terms. 
DATASETS
Three large datasets were used in this work: Gov2, the CategoryB portion of ClueWeb09 (Clue-CatB) and the English portion of ClueWeb09 (Clue-CatA-Eng). The summary statistics of these datasets are given in Table 1 .
The Gov2 TREC corpus [8] consists of 25 million documents from the US government domains, such as .gov and .us, and also from government related websites, such as, www.ncgov.com and www.youroklahoma.com
1 . TREC topics 701-850 were used for evaluation with this dataset. The statistics for these queries are provided in the Table 1 .
The ClueWeb09 is a newer dataset that consists of 1 billion web pages crawled in January and February 2009. Out of the 10 languages present in the dataset we use the English portion in this work. The Clue-CatB dataset consists of the first 50 million English pages and the Clue-CatA-Eng consists of all the English pages in the dataset (over 500 million). For evaluation with both Clue-CatB and ClueCatA-Eng datasets we use the 50 queries that were used in the Web track at TREC 2009.
EXPERIMENTAL METHODOLOGY
The three datasets were converted to Indri 2 indexes after stoplisting and stemming with the Krovetz stemmer.
Sample size and OOV terms
We begin by addressing the issue of OOV terms described in Section 3.4. Figures 1 and 2 (x-axis in log domain) demonstrate that the average percentage of OOV terms per document is low even for small sample sizes. The Clue-CatAEng dataset shows trend very similar to those of Clue-CatB dataset. Note that the drop in the average values isn't linear in the sample size; as more documents are seen, the percentage of unseen terms does not decrease proportion- ately. Heaps' law [9] offers an explanation for this trendwhen examining a corpus, the rate at which vocabulary is discovered tapers off as the examination continues. Thus after a certain point increasing the sample size has little effect on the percentage of OOV terms per document. We leverage these observations to make our experimental methodology efficient. For Gov2 and Clue-CatB datasets we sample 1% (250K and 500K documents) and for ClueCatA-Eng dataset we sample 0.1% (500K documents) of the entire collection using uniform sampling. These samples are used by K-means for defining the shards and the remaining documents in the collection are projected onto these shards, as described in Section 3.3.
Setup
The number of shards for each of the three datasets was chosen such that each shard would contain about 0.5M documents. The Gov2 dataset which contains 25M documents was partitioned into 50 shards, Clue-CatB (50M documents) was partitioned 100 shards and Clue-CatA-Eng (500M documents) was organized into 1000 shards using each of the document allocation policies.
A language modeling and inference network based retrieval model, Indri [12] , was used for our experiments. Document retrieval was performed using the simple bag-of-words query representation and also with the full-dependence model query representation. The Indri query language, which supports structured queries, was used for the dependence model queries. For each query the set of shards was ranked using the variant of ReDDE algorithm described in Section 4 and the top T shards were searched to generate the merged ranked list of documents.
The precision at rank 10, 20 and 30 metrics (P@10, P@20, and P@30) were used to compare the search accuracy of exhaustive search with that of selective search. Significance testing of these results was performed using the paired ttest. We also use search cost to compare selective search and exhaustive search. Earlier work has typically used the number of shards or resources that were searched for a query as the search cost. However, when shards are of varying sizes, as is often the case, it is more appropriate to re-define search cost as the percentage of documents in the collections that were searched for the query, as we do in this work. For example, we see that the distribution of shard sizes for the topical shards of Clue-CatB dataset ( Figure 3 ) is far from uniform. The Gov2 and Clue-CatA-Eng datasets exhibit similar non-uniform distributions for topical shards. These non-uniform distribution are an artifact of the topical distribution of the documents in the collections and thus unlikely to be uniform for most collections. However, the shard size distributions obtained with the random and source-based policies are uniform due to the definitions of these policies. In such a situation the new definition of search cost enables a fair comparison across these policies. Thus for selective search the cost depends on the number of shards that were searched and the fraction of documents that were present in these shards. For exhaustive search the cost is 100%.
RESULTS AND DISCUSSION
The selective search results for the Gov2 dataset with bagof-words query representation and the three allocation policies are provided in Table 2 . For P@10, selective search using topic-based shards and source-based shards, both provide search accuracy that is statistically indistinguishable from that of exhaustive search when the average search cost is about 10% of that of exhaustive search. However, for the higher document rank cutoffs (P@20 and P@30), the topical shards provide an edge over the source-based shards. In the case of the topical shards it would be sufficient to search the top 5 shards to achieve search accuracy that is statistically indistinguishable from that of exhaustive search for all the three metrics and the search cost would be about 17%, while for source-based one would have to search the top 15 shards incurring search cost of 30% to reach the same goal.
As expected, the random allocation policy does much worse than exhaustive search, even when searching 30% of the collection. The results for P@20 and P@30 with random allocation shards are equally or more worse and do not provide any further insights. We thus report only P@10 results for this allocation policy to conserve space. Table 3 provides selective search results for the Gov2 dataset with dependence model queries. As observed by Metzler and Croft in [13] , the dependence model queries lead to better search performance than bag-of-words queries -an improvement of 10% is obtained for exhaustive search Total number of relevant documents: 26917 and for some of the selective search settings as well. The topical shards exhibit more or less the same trends as with bag-of-words queries. For source-based however it seems to be harder to reach the higher complete search performance -20% of the collection has to be searched to obtain comparable P@10 performance while for bag-of-words it was 10%. In the interest of space we report only dependence model results henceforth, due to their higher accuracy. Figure 4 provides another perspective for comparing the allocation policies for the Gov2 dataset. The distribution of relevant documents using the three allocation policies demonstrates that the topical shards exhibit maximum skew in the distribution while random allocation leads to nearly uniform distribution of relevant documents across shards. 89% of the total number of relevant documents in the collection are concentrated in the top 5 topical shards. Note that these are not the same 5 shards across all the queries; for each query this would be a different set of 5 shards. The best topic-based shards contain more than twice as many relevant documents as the best source-based shards. In short, K-means does a much better job of concentrating relevant documents into small number of shards than a source-based document allocation policy. Results for the Clue-CatB dataset and the Clue-CatAEng datasets are provided in Tables 4 and 5 respectively. For both these datasets, selective search using topical shards leads to reduction in the search cost by orders of magnitude as compared to exhaustive search. Selective search performance becomes statistically indistinguishable from that of exhaustive search by searching just the top ranked shard which is less than 1.5% and 0.5% of the documents for ClueCatB and Clue-CatA-Eng, respectively. For source-based shards we see similar trends for Clue-CatB dataset as were seen for the Gov2 dataset -the complete search performance is reached relatively early for P@10 but for P@20 and P@30 the search cost is much higher. For Clue-CatA-Eng dataset the search cost for selective search to become comparable to exhaustive search is similar across the three metrics. Figures 5 and 6 show similar trends in the distribution of relevant documents as was exhibited by the Gov2 shards. 85% and 78% of the relevant documents are concentrated in the top 5 topical shards for the Clue-CatB and the Clue-CatAEng datasets, respectively.
For the Clue-CatA-Eng dataset using the single best shard for selective retrieval gives an average-case performance that is 29% higher than the exhaustive search performance for the P@10 metric. However, this improvement is not statistically significant. The smaller improvement of 7% obtained with top 15 shards is significant, however, at a search cost of 4%. A query-level analysis reveals that for some queries using just the topmost shards provides large improvements in performance but hurts a few other queries. Searching the top 15 shards provides small improvements for many queries and does not hurt any query. This pattern points towards an interesting future direction of estimating optimal shardcutoffs that are specific to each query.
Random allocation leads to poor selective search performance across all the three datasets. It is not uncommon for large-scale search engines to adopt this allocation policy for parallelization of the search process [4] . These results underscore the necessity of performing exhaustive search when using random allocation which is what these search systems employ. Selective search and the search cost benefits provided by it are difficult to exploit using this allocation policy.
The selective search performance for the Clue datasets becomes comparable to that of exhaustive search much earlier in terms of shard cutoff and search cost than that for the Gov2 dataset. This could be an artifact of the differences in the topical diversity of the datasets. The ClueWeb-09 dataset was intended to be representative of the 'useful' (high PageRank) part of the Web. The Gov2 TREC dataset was however restricted to a small and relatively focused subset of the Web (the .gov and other government agency domains in the USA). As a result, the topic-based shards for the Clue datasets are topically more diverse than those for the Gov2 dataset. This could have an effect of concentrating similar documents in fewer shards for Clue datasets. Thus searching the top ranked shard is sufficient to retrieve most of the relevant documents. The topical diversity could also help in reducing the errors during shard ranking. The number of shards used to partition each of these collections might also be influencing the topical diversity of the shards. This analysis is one of the future directions for this work.
The Clue datasets and the Gov2 dataset are also different in terms of the level of noise that is present in these datasets. Clue datasets have high percentage of noise while Gov2 does not. This could also be one of the reasons why selective search is able to provide a significant improvement over exhaustive search for the Clue datasets. Selective searching of shards provides a natural way to eliminate noise from the search space which could improve the search accuracy by reducing the false positives.
Recall that the samples that were used to define the K-means clusters were a very small subset of the dataset, 1% or 0.1% of the collection. These results demonstrate that an exact clustering solution that uses the entire collection is not necessary for selective search to perform at par with the exhaustive search. An efficient approximation to topic-based techniques can partition large collection effectively and facilitate selective search.
These results reveal that each of the document allocation policies, more or less, converges to the exhaustive search performance, however, at very different rates. Topic-based converges the fastest and random is the slowest.
Stability analysis
The results in the previous section demonstrate that the average-case performance of selective search is comparable to that of exhaustive search for the source-based and topicbased policies at different search costs. In this section we study the stability of selective search -we compare the source-based and topic-based allocation policies in terms of their capability to replicate exhaustive search accuracy for queries of different potentials.
Specifically, the queries are categorized into three types using the P@10 value obtained with exhaustive search -poorly performing (P @10 <= 0.2), moderate (0.2 < P @10 <= 0.6) and good (P @10 > 0.6). Figures 7 through 11 and Figure 13 plot the stability results for the three datasets organized using source-based and topic-based policies. The x-axis specifies the percentage of queries that degraded, did as well and improved over exhaustive search. The queries that degraded and the one that improved are further divided using the above query categories. The y-axis specifies the average percentage difference in P@10 with selective search and P@10 with exhaustive search.
For the Gov2 dataset, selective search recreates exhaustive search accuracy for 39% of the queries when using source-based shards. With the topic-based shards, selective search replicates exhaustive search accuracy for twice as many queries (82%). 27% of the queries improve with se- lective search on source-based shards for the Gov2 dataset, however, 34% of the queries also degrade indicating a highvariance in the query-level performance and thus an unstable setup. The topic-based shards provide a more stable performance. Similar trends are seen for the Clue datasets. For all the three datasets the source-based shards degrade queries that were already poorly performing even with exhaustive search while the topical shards do not degrade any of these queries except for a small percentage of queries (2%) with the Clue-CatA-Eng dataset. 90% or more queries either recreate or outperform exhaustive search accuracy with selective search on topic-based shards across the board.
We acknowledge that the evaluation query sets for the Clue datasets are relatively small at 50 queries. In the following section, we thus compare performance of exhaustive search with selective search on source-based and topic-based shards using 1000 additional queries.
Overlap-based evaluation
The overlap-based evaluation assumes that the top n documents retrieved by exhaustive search are relevant and computes the precision-at-rank-n (P @n overlap ) for the selective search results using the n "relevant" documents. One might also say that the overlap evaluation assumes that the goal of selective search is to replicate (but not improve upon) exhaustive search. Overlap analysis provides a method for comparing the two sharding approaches that does not require human judgments. We measure Precision at rank 10 (P @10 overlap ) for the analysis presented in this section. For each of the Clue datasets we sampled 1000 queries from the TREC 2009 Million Query Track 3 and for the Gov2 dataset we sampled 1000 queries from the AOL query log.Exhaustive search was performed for each of these sets of 1000 queries to obtain the 10 "relevant" documents for each query. Selective search using both the source-based shards and the topical shards was performed. Top 10 shards were searched in both the setups and P @10 overlap was computed using the top 10 "relevant" documents.
The histograms of P @10 overlap values for the 1000 queries using the source-based and topic-based shards are provided in Figures 12, 14 and 15 for the three datasets. The topicbased shards lead to precision of 1.0 for far more queries than does source-based.
We do not put much faith in the exact values obtained using the overlap-based measure since in reality it is rarely the case that all the top n documents retrieved by exhaustive search are truly relevant. However, these results are reliable indicators of the patterns, such as, the topic-based shards provide a better setup for selective search than source-based. This seems to hold true for datasets with topically diverse (Clue datasets) as well as for datasets with relatively focused documents (Gov2 dataset).
CONCLUSIONS
This work demonstrated that exhaustive search of document collection is not always necessary to obtain competitive search accuracy. Large datasets can be partitioned into topic-based distributed indexes or shards, and then searched selectively. An important step in this process is the allocation of documents to various shards. We investigated three types of document allocation policies: random, source-based and topic-based (using K-means clustering).
Experimental results on three large datasets demonstrated that selective search of topical shards cuts the search cost to less than 1/5th of that of the exhaustive search with no loss of accuracy, on average. A stability analysis investigated the effectiveness of different methods at minimizing the number of queries harmed by selective search. It revealed that 90% or more queries did as well or improved over the exhaustive search accuracy when searching a subset of topical shards. The topic-based techniques studied in this work have two useful properties -scalability and generality. Scalability is achieved by using a sampling-based approximation of the topic-based allocation technique that can efficiently partition a large collection into topical shards. Our experiments show that even relatively small samples provide good coverage and statistics of corpus vocabulary. Generality is provided by the clustering method used to define topics, because it does not require any specific resource such as training data, query logs, or predefined categories. Existing techniques such as caching that make use of resources like query-logs and click-through data to reduce search cost, can be used in combination with the techniques studied in this paper to further lower the search cost.
To the best of our knowledge, this work is the first to perform a thorough comparison of central index search performance and selective search performance at different levels of search cost using large-scale datasets. We establish that an efficient document allocation technique can be effective at reducing the search cost without hurting the accuracy.
The research presented here used static thresholds to determine how many shards to search for each query. A static threshold was effective for about 90% of the queries. An in- teresting question for future research is whether a dynamic threshold (dynamic variation of search costs) might further reduce the number of queries harmed by selective search.
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