Abstract-The multivalued neuron with periodic activation function (MVN-P) was proposed by Aizenberg for solving classification problems. The boundaries between two distinct categories are crisply specified in MVN-P, which may result in slow convergence or being unable to converge at all in the learning process. In this paper, we propose a revised model of MVN-P based on the idea of unsharp boundaries. In this revised model, a fuzzy buffer is provided around a boundary between two distinct categories, allowing incorrect assignments with membership degree less than a threshold to be tolerated in the training phase. Genetic algorithms are applied to derive optimal values for the parameters involved in this model, alleviating the burden of setting them manually by the user. Besides, MVN-P has difficulties solving the classification problems having a large number of categories. A tree structure is developed to overcome these difficulties. Simulation results demonstrate the effectiveness of our proposed ideas.
I. INTRODUCTION

C
LASSIFICATION is an important and interesting topic in the field of artificial intelligence [1] - [3] . Many approaches for doing classification have been proposed, e.g., neural networks [4] - [12] and k-nearest neighbor [13] - [16] . Aizenberg and Aizenberg [17] , [18] proposed the multivalued neuron (MVN) as a model of associative memory for multiclass classification. Later, Aizenberg [19] , [20] proposed another model, MVN-P, which incorporates a periodic activation function and a modified learning algorithm, to improve the performance of MVN. Both MVN and MVN-P are based on a complex-valued neuron. Input instances are converted to complex values which are located on a unit circle, and the output value of the neuron is decided by the location of the weighted sum of the input values.
The boundaries between two distinct categories are crisply specified in MVN-P, which may cause slow convergence or being unable to converge at all in the learning process. In this paper, we propose a revised model of MVN-P. The basic concept underlying it is to use unsharp boundaries. In this revised model, a fuzzy buffer is provided around a boundary between two distinct categories, allowing incorrect assignments with membership degree less than a threshold to be tolerated in the training phase. To determine the proper settings for the parameters associated with a model, the user usually has to use atrial-and-error method, which is absolutely anunpleasant task. We apply genetic algorithms (GAs) to derive optimal values for the parameters involved in the model to alleviate the burden of setting them manually by the user. Besides, MVN-P encounters difficulties when the number of categories in a classification problem is large. To improve its capability of solving the classification problems having a large number of categories, a tree structure of multiple layers of MVN-P is developed. Simulation results demonstrate the effectiveness of our proposed ideas. This paper is organized as follows. Section II briefs some related work. Section III explains the working of MVN-P. The proposed revised model of MVN-P is presented in Section IV. The GA-based procedure for deciding optimal values for the parameters involved in the model is also described. A discussion is given in Section V in which another model with crisp buffer, together with the associated GA-based procedure, is discussed. The tree-like structure for multiclass applications is described in Section VI. Simulation results for comparing the performance of different models are presented in Section VII. Finally, concluding remarks are given in Section VIII.
II. RELATED WORK
In this section, we give a brief introduction of MVN, fuzzy sets, and GA on which our work is based.
A. MVN
Aizenberg and Aizenberg proposed the multivalued neuron (MVN) [17] , [18] , [20] , as shown in Fig. 1 , for multiclass classification.
In this figure, x 0 , x 1 , …, x n are the inputs and y is the output of the neuron, and they all are complex numbers, i.e., x 0 , x 1 , . . . , x n , y ∈ C. The first input x 0 is fixed to 1, and x 1 , …, and x n are the values converted from the real feature values f 1 , …, and f n associated with an instance as follows:
x j = e iφ j (2) where b j and a j represent the maximum and minimum values, respectively, of feature j , i is the imaginary unit, 0 < β ≤ 2π, 2162-237X © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. and j = 1, 2, . . . , n, with n being the number of features in the instance. The weights w 0 , w 1 , …, w n are also complex numbers, and z is the weighted sum of the input values, written as
The output y of the neuron is
where P is the activation function of the neuron, k is the number of categories which an instance belongs to, and j is an integer satisfying the condition of 2π j/k ≤ arg(z) < 2π (j + 1)/k. Note that it is required that an instance belong to one and only one category. For convenience, the k categories concerned are named as category 0, category 1,…, and category k − 1, respectively. As can be seen from (5), the activation function divides the complex plane into k sectors of equal size. Each sector has the angle span as follows:
The j th sector, S j , is defined by
for j = 0, 1, …, k − 1. One example of three sectors, i.e., k = 3, is shown in Fig. 2 . Note that the angle span of each sector in this case is θ = 2π/3. If an input instance belongs to category j , j = 0, …, k − 1, then the corresponding z is located in sector S j and the neuron output is ε j . Conversely, if the neuron output observed for an input instance is ε j , then the corresponding z is located in sector S j and the input instance is classified to category j .
B. Fuzzy Sets
In classical set theory [21] , [22] , the relationship between an element in the universe and a set can only be one of two cases, namely membership and nonmembership. For example, consider two classical sets {a, b} and {b}. The element a is a member of the first set, but it is not a member of the second set. In fuzzy set theory [23] - [25] , this transition can be gradual. The membership function of a fuzzy set assigns each element of the universal set a value within [0, 1], which indicates the membership degree of the element in the fuzzy set [23] , [26] - [29] . Larger values denote higher degrees of set membership. For a fuzzy set A, its membership function is denoted by
where X is the universal set. For example, consider the universal set X = {a, b}. Let a fuzzy set B be defined by μ B (a) = 1 and μ B (b) = 1, and another fuzzy set C be defined by μ C (a) = 0.3 and μ C (b) = 1. We say the element a is a member of B with membership degree of 1 while it is a member of C with membership degree of 0.3.
C. GA
GA methods were introduced by Holland in 1960 [30] - [33] . They are a kind of learning based on competition among a population of evolving candidate problem solutions. A fitness function evaluates each solution of the current population to decide whether it will contribute to the next generation of solutions. Then, through genetic operators, a new population of candidate solutions is generated. Typically, the candidate solutions of the initial population are selected randomly. There are a number of genetic operators that produce offspring having features of their parents [34] - [36] . The most common one is crossover. Crossover takes two candidate solutions and divides them, swapping components to produce two new candidates. Mutation is another important genetic operator. Mutation takes a single candidate solution and randomly changes some aspect of it. The process of generating new generations continues until some termination requirement is met, such as having some candidate solutions whose fitness exceeds some threshold or having experienced the limited number of generations.
III. MVN-P
Following MVN, Aizenberg proposed MVN-P, which incorporates a periodic activation function and a modified learning algorithm [19] . MVN-P differs from MVN in the activation function used, making it more effective than MVN for multiclass classification. In MVN-P, the complex plane is divided into m sectors of equal size, where m = kl and l is a positive integer. Each sector S j is defined as for 0 ≤ j ≤ m − 1. Note that each sector has the angle span as follows:
The activation function for MVN-P is defined to be
where 2π j/m ≤ arg(z) < 2π( j + 1)/m, j = 0, 1, …, m − 1. Therefore, the outputs of MVN-P are both l-periodic and k-multiple, as shown in Fig. 3 . Fig. 4 gives an interpretation of the above definition for m = 6 sectors, for the case of k = 3 and l = 2. Note that the angle span of each sector in this case is θ = π/3, and the output of MVN-P is j mod 3, instead of ε j . If an instance belongs to category j , its corresponding z can be located in any sector of S j , S k+ j , …, and S k(l−1)+ j . On the contrary, if the neuron output observed for an input instance is j , then the corresponding z is located in one of S j , S k+ j , …, and S k(l−1)+ j , and the input instance is decided to belong to category j . With the architecture of MVN-P described above, Aizenberg proposed a learning algorithm for training the weights w 0 , w 1 , …, and w n . Suppose we have a set of N training instance. Each training instance belongs to a category, say category i , 0 ≤ i ≤ k − 1. Then we call i the target of the instance, and the l sectors, S i , S k+i , …, S k(l−1)+i are the target sectors of the instance. For each training instance, if the output value for it is identical to the target of the instance, the weight values are not changed. However, if the output value is different from the target of the instance, the weight values have to be changed. Let S s be the sector in which the z of the instance is located, 
where W old is the current weight vector, W new is the updated weight vector,X is the conjugate of the input vector X = [1, x 1 , …, x n ], and λ is the learning rate, which usually equals 1. The above learning process is performed iteratively until all the training instances are correctly classified. Given N training instances, the learning algorithm for MVN-P can be described as Algorithm 1.
In the "for" loop, the instances are considered one by one from instance 1 to instance N. As usual, the completion of one "for" loop is called an epoch. The learning process continues until all the training instances are correctly classified.
IV. PROPOSED REVISED MODEL
This section describes our revised model to improve the classification performance of MVN-P. The boundaries between two adjacent sectors in MVN-P are crisply specified, i.e., each sector is separated from another by a line. In the training phase, MVN-P may encounter difficulties in reaching convergence. The update makes the weight vector move back and forth, causing slow convergence if not stable at all. Besides, the learned model may demonstrate a low testing accuracy although the training accuracy is 100%. Our proposed model is intended to deal with these shortcomings. The basic idea underlying the revised model is to use unsharp boundaries instead. A tolerating area is associated with each boundary. If a training instance is located in the tolerating area and its target matches the neighboring sector of the area, the instance is regarded to be correctly classified. In this way, learning can be faster and the generalization capability can be improved. 
A. MVN-P With Fuzzy Buffer
Fuzzy sets are widely applied in classification systems to improve their performance [37] , [38] . In our proposed revised model, a fuzzy buffer is provided around a boundary between two distinct categories. Incorrect assignments in the buffer can be tolerated in the training phase. For convenience, the revised model is named MVN-P-F.
1) Architecture of MVN-P-F:
We adopt fuzzy sets to define the boundaries in this MVN-P-F model. The Gaussian function, as shown in Fig. 5 , is used as the membership function in MVN-P-F and is mathematically expressed as follows:
where c is the mean and σ is the deviation of the function. Gaussian functions are widely adopted because of their many desirable properties [39] - [41] . For each sector with angle span θ , a fuzzy set with its corresponding membership function is set up to cover the whole range of θ . Since Gaussian is symmetric, it is natural to set c to be θ/2. Theoretically, Gaussian functions cannot be defined on a limited range of values. We arbitrarily locate its two 3σ points at the left end and the right end, respectively, of the sector. That is, the distance between 0 and θ is 6σ on the horizontal axis. An example showing a sector with Gaussian membership function is shown in Fig. 6 . Note that the center c is in the middle of the angle span. The left end of the span, 0, corresponds to the point of c − 3σ , while the right end of the span, θ , corresponds to the point of c + 3σ . Let S be a sector and μ S be its associated membership function. To compute the degree to which a point z belongs to S, we calculate the angle of z such that 0 ≤ arg(z) ≤ θ . Then the degree to which z belongs to S is μ S (arg(z)). Each sector in MVN-P-F consists of three parts: A, B, and C. Part B and part C are tolerating areas. Part A is the central area which contains all the points whose membership degrees to the sector are greater than a specified threshold. Parts B and C contain the remaining points in the sector, i.e., those points whose membership degrees to the sector are less than or equal to the specified threshold. Part B is to the left of part A, while part C is to the right of part A (determined by looking out from the origin). Fig. 7 shows an example for which k = 3, l = 2, m = 6, and a Gaussian membership function with threshold being 0.4. Once the threshold is specified, the structure of MVN-P-F looks like that of MVN-P, except that each sector is divided into three parts, A, B, and C. For simplicity, we assume that all the sectors have the same threshold. Therefore, all tolerating areas are of equal size, i.e., having the same angular span θ . An MVN-P-F with k = 3, l = 2, and thus m = 6, is illustrated in Fig. 8 . Note that every sector, with angular span θ , consists of three parts. Part B and part C, both having angular span θ , are tolerating areas on the two sides of each sector, while part A is the central area. Like MVN-P, the outputs of MVN-P-F are both l-periodic and k-multiple. If an instance belongs to category j , its corresponding z can be located in any sector of S j , S k+ j , …, and S k(l−1)+ j . On the contrary, if the neuron output observed for an input instance is j , then the corresponding z is located in one of S j , S k+ j , …, and S k(l−1)+ j , and the input instance is decided to belong to category j .
As can be seen from the above description, the size of the tolerating area is affected by the setting of the threshold. If the threshold decreases, the tolerating area gets smaller and MVN-P-F would behave more like MVN-P. On the contrary, part A shrinks when the threshold increases. Later, we will apply GAs to find optimal threshold values for MVN-P-F.
2) Learning Algorithm for MVN-P-F: Next, we present the learning algorithm for MVN-P-F for the weights w 0 , w 1 , …, and w n . The basic idea is as follows: If a training instance is wrongly classified and its corresponding z is located in part A of some sector, then the weights have to be changed. However, if its corresponding z is located in part B or part C of some sector, a wrong output of the neuron can be tolerated. To implement this idea, three values, A v , B v , and C v , are associated with each sector. The A v of a sector is the category corresponding to this sector. That is, sector S j has its A v equal to j mod k. The C v of a sector is the category corresponding to the sector on its right side (determined by looking out from the origin). The B v of a sector is the category corresponding to the sector on its left side. For example, consider sector S 1 in Fig. 8 . Its A v is 1, B v is 2, and C v is 0. For a training instance, if the corresponding z of the training instance is located in a sector and the target of the instance is equal to the A v of this sector, then the weights need not be updated. However, if a training instance is located in a sector and the target of the instance is not equal to the A v of this sector, then the weights need to be updated in the following three cases. a) If the corresponding z is located in part B of the sector and the target of the instance is not equal to the B v of the sector, then the weights have to be updated. b) If the corresponding z is located in part C of the sector and the target of the instance is not equal to the C v of the sector, then the weights have to be updated. c) If the corresponding z is located in part A of the sector, then the weights have to be updated.
The above learning process is performed iteratively until all the training instances are correctly classified. The learning algorithm for MVN-P-F can be summarized as Algorithm 2. For example, consider Fig. 8 . Suppose the z of a training instance of category 2, i.e., its target being 2, is located in part C of sector 4, i.e., j = 4, with P l (z) = 1. The C v of sector 4 is 0. Since the target of the instance is not equal to C v , the weights must be updated. Suppose the z of another training instance of category 1 is located in part B of sector 0, i.e., j = 0, with P l (z) = 0. The B v of sector 0 is 1. Since the target of the instance is equal to B v , the weights need not be updated.
Having tolerating areas can have advantages in many cases. For example, suppose there are two similar training instances whose weighted sums z 1 and z 2 are very close, as shown in Fig. 9 . Note that they belong to category 0, so both their targets are 0. With MVN-P-F, the weights need not be updated for both training instances. However, with MVN-P, the weights Algorithm 2 Pseudocode of the MVN-P-F Learning Algorithm procedure Learning-for-MVN-P-F Randomly generate initial values for the weights; learning = false; while (learning == false) for (i = 1; i ≤ N; i + +) { Compute the weighted sum z by Eq.(3); have to be updated for the first training instance since z 1 is located in the wrong sector. This update may also cause wrong allocation of the z of the second training instance and force the weights to be updated again. Consider another case where a training instance has a wrong output and its corresponding z has a large value, as shown in Fig. 10 with k = 3, l = 2, and m = 6. The target of the instance is 0, but the output of the neuron is 1, i.e., the corresponding z is located in sector S 1 . Therefore, the classification is incorrect. After the weights are updated by (12) , the newz of the instance is still located in the same sector S 1 . In this case, the old z is large, soz cannot get out of sector S 1 . The relationship between the old z and the newz, by referring to (12), can be described as follows:
where δ = ε 0 − ε 1 . Note that w 0 , w 1 , …, w n are old weights andw 0 ,w 1 , …,w n are updated weights. Since z is large, compared to δ,z remains in sector S 1 . With MVN-P, weights must be updated again since the classification is still incorrect. With MVN-P-F, however, the newz falls in part C of S 1 and C v of S 1 is 0. Therefore, the weights need not be updated. Consider yet another case where a training instance has a wrong output and its corresponding z is small, as shown in Fig. 11 with k = 3, l = 2, and m = 6. The target of the instance is 0, but the output of the neuron is 1, i.e., the corresponding z is located in sector S 1 . Therefore, the classification is incorrect. After the weights are updated by (12) , the newz of the instance is located in sector S 5 and the neuron classifies it to category 2. In this case, z is small compared to δ, soz goes too far away. With MVN-P, weights must be updated again since the classification is still incorrect. With MVN-P-F, however, the newz falls in part B of S 5 and B v of s 5 is 0. Therefore, the weights need not be updated.
B. Optimizing Parameters by GA
There are several parameters associated with MVN-P-F, including the initial weights, β, l, and the threshold T . As in many other works [42] , [43] , we apply GAs to find optimal values for these parameters. A chromosome for MVN-P-F is shown in Fig. 12 . Each parameter is regarded as a gene in a chromosome, and has a different range of allowable values. Note that initial weights w 0 , w 1 , …, and w n are complex numbers with the real part and imaginary part between 0 and 1, l is a positive integer between 2 and 6, β is a real number either π or 2π, and the threshold T is a real number between 0 and 1.
GA finds better chromosomes for evolution by inheritance and adaptation to the environment. It is a process of searching optimal values by a trial-and-error method, selecting better posterity and discarding bad parents. Several operations are involved in the process, including initialization, evaluation, reproduction, crossover, mutation, and adding new chromosomes, as shown in Fig. 13 . These operations are iterated until some stopping criterion is met. A cycle in Fig. 13 is called a generation, in which new chromosomes may be produced.
In the Initialization step, a population of P chromosomes are generated. In each chromosome, the values for the genes are randomly generated. In the evaluation step, each chromosome is evaluated according to the following fitness function:
where F v is the fitness value, A is the training accuracy induced by the underlying chromosome, E is the number of epochs taken on training with the underlying chromosome, b is the limit on the number of epochespreset for training, and γ is a real number between 0 and 1. The use of γ is to control the balance between training accuracy and training time. A higher γ indicates that training accuracy is more emphasized than training time. Note that b is a prespecified number. Equation (16) provides a mechanism for preventing a chromosome from leading to slow convergence or no convergence at all. If the number of epochs for training exceeds b, the training is terminated and the trained neuron at this point is used for classification on the training data. In this case, E is equal to b.
In the reproduction step, the P chromosomes are sorted in descending order of fitness values. The top k 1 chromosomes of the sorted list are replicated and added to the population of the next generation. In the crossover step, we choose k 2 pairs of chromosomes. The two of each pair are randomly selected from the upper half and lower half, respectively, of the sorted list of the P chromosomes. For each pair, we get a probability. If the probability is less than a specified crossover rate, we do a two-point crossover as follows: Two points are randomly located in each chromosome of the underlying pair. The segments between the two points of the two chromosomes are switched, and two new chromosomes are generated. Then the two chromosomes generated are added to the population of the next generation. One such example is shown in Fig. 14 . In this figure, the upper part shows the two selected chromosomes for reproduction. The two crossover points are located at w 1 3 and w 1 5 , respectively, for the first chromosome and at w 2 3 and w 2 5 , respectively, for the second chromosome. When the twopoint crossover is done, segments are switched and two new chromosomes are generated as shown in the lower part of Fig. 14 . If the probability is not less than the crossover rate, the pair are replicated and added directly to the population of the next generation.
In the mutation step, k 3 chromosomes are randomly selected. For each chromosome, we get a probability. If the probability is less than a specified mutation rate, we randomly locate a gene. Then we change the value of the chosen gene to one of its allowed values. One such example is shown in Fig. 15 . If the probability obtained is less than the specified mutation rate, and the gene w Then the new chromosome is added to the population of the next generation. If the probability obtained is not less than the mutation rate, the old chromosome is replicated and added directly to the population of the next generation. Usually, we have k 1 > 0, k 2 > 0, k 3 > 0, and k 1 + 2k 2 + k 3 < P. Finally, we randomly generate P −k 1 −2k 2 −k 3 chromosomes and add them to the population of the next generation. This completes the current cycle. If the specified stopping criterion is met, we stop and the chromosome with the best fitness value is regarded as the desired solution, and the best values for the parameters associated with MVN-P-F are obtained. Otherwise, the next cycle starts.
V. DISCUSSION
By replacing the Gaussian membership function of (14) with the step-like membership function
and applying a positive threshold, we end up with an MVN-P model with a crisp buffer. For convenience, this model is named MVN-P-C. A sector with this membership function is shown in Fig. 16 . Note that part A covers the central area, with membership degree 1, and part B and part C cover the two sides, with membership degree 0. Obviously, the structure of MVN-P-C is totally identical to that of MVN-P-F. The learning algorithm for MVN-P-F is also totally applicable to MVN-P-C.
MVN-P-C shares a similar idea of rigid buffers proposed in [44] which extends margins between classes' representatives used for the learning and the borders of classes. However, they are different in several respects. In architecture, MVN-P-C has three buffers in each sector. The two buffers on each side serve as tolerating areas during the learning process. The neuron proposed in [44] may have a large number of buffers, e.g., 7, in each sector. Determining the number of buffers can become one more dimension of burden for the user. In learning, MVN-P-C allows incorrect assignments in the buffer between distinct categories to be tolerated. This helps speed up the learning process and improve the generalization capability of the learnt model. The neuron proposed in [44] does not provide this mechanism of toleration. Instead, it tries to pull the instances to the central buffer of the sector. In the case of many buffers in a sector, the central buffer is small and difficulties may arise.
Let the angle span of the tolerating areas, θ , of MVN-P-C be expressed as
where α is the tolerating parameter, α > 1. If α increases, the tolerating area gets smaller and MVN-P-C would behave more and more like MVN-P. However, it makes no sense if α is too small. GAs can also be used to find optimal α values and other parameter values for MVN-P-C. The parameters related to MVN-P-C include the initial weights, β, l, and θ . θ is expressed by (18) and α is a positive integer. A chromosome for MVN-P-C is shown in Fig. 17 . Note that we can also apply GA to find optimal parameter values for MVN-P. The parameters related to MVN-P include the initial weights, β, and l. A chromosome for MVN-P is shown in Fig. 18 .
VI. TREELIKE STRUCTURE
The MVN and all its variants described above have only one neuron for an application. This single-neuron structure presents one disadvantage. When the number of categories, k, is large, the classification capability can be greatly limited. Note that all the sectors are equally given the same amount of angle span in the 2-D space, i.e., 2π/m, as shown in (10) . When k is large, a sector becomes small. The weight vector may need to be updated continuously, oscillating back and forth and Fig. 19. 1-a-a structure. unable to converge in the training stage. As a result, training is harder and the generalization capability of the resulting neuron becomes poorer as k increases.
One way to solve the above difficulty is to use a dichotomy strategy described as follows [45] - [49] . Note that neuron v j , 0 ≤ j ≤ k − 1, is for discriminating between category j and category non-j . Such a structure is called the 1-a-a (one-against-all) structure. Fig. 19 shows an example of this structure for five categories. In this figure, neuron v 0 is trained with D 0 and D 0 and is for discriminating between category 0 and category non-0, neuron v 1 is trained with D 1 and D 1 and is for discriminating between category 1 and category non-i , etc., and neuron v 4 is trained with D 4 and D 4 and is for discriminating between category 4 and category non-4. When the training is done, the structure is ready for prediction. Given an input instance, neuron v i classifies it to category i if the neuron's output is 0, and classifies it to category non-i if the neuron's output is 1. In the testing phase, a testing instance is classified correctly only if all the neurons agree without any conflict. Assume a testing instance belongs to category j . It is classified correctly only if the following conditions hold.
1) The neuron for discriminating between category j and category non-j outputs 0; 2) All the other neurons output 1.
For an acceptable prediction, only one neuron is allowed to have output 0 and all the others to have output 1.
The conditions for the 1-a-a structure are strict. The resulting classification accuracy is not acceptable. We develop a treelike structure instead [50] . As in 1-a-a, we try to train k neurons at the beginning. Each neuron is trained by a pair of D i and D − D i , 0 ≤ i ≤ k − 1. The neuron with the best performance is placed as the root of the tree. Assume this neuron is for discriminating between category j 1 and category non-j 1 . For convenience, we say this neuron denotes category j 1 . Then we remove the training instances belonging to category j 1 and use the resulting training instances to train k − 1 neurons. However, this time these neurons are trained for the categories other than category j 1 . The neuron with the best performance is placed as the child of the root. Assume this neuron is for discriminating between category j 2 and the other categories. That is, this neuron denotes j 2 . Then we remove the training instances belonging to category j 2 and use the resulting training instances to train k − 2 neurons. The neuron with the best performance is placed as the grandchild of the root. This process is iterated until the remaining instances belong to only one category. Then we stop the training phase. Note that we only need k − 1 neurons for an application of k categories, in contrast to k neurons in a 1-a-a structure. The training of such a structure can be summarized in Algorithm 3. Fig. 20 shows an example of this tree-structure for five categories, i.e., k = 5. In this figure, the neuron for discriminating between category 3 and category non-3 has the best performance in the first iteration. Therefore it is placed as the root node v 0 . The child of the root node, v 1 , is for discriminating category 1 from categories 0, 2, and 4. The grandchild of the root, v 2 , is for discriminating category 4 from categories 0 and 2, and the last neuron, v 3 , is used to discriminate between category 2 and category 0. Note that these four neurons denote categories 3, 1, 4, and 2, respectively.
To determine the category an unknown input instance belongs to, we follow the root node of the tree. If the root node outputs 0, the input instance is decided to belong to the Algorithm 4 Pseudocode for Prediction by a Treelike Structure procedure Treelike-structure-prediction found = false; Let p u be the unknown input instance; Let V be the root of the tree; while (V is not null) if (V 's output is 0) p u belongs to the category V denotes; break; else V = the child node of V ; endwhile; if (V is null) p u belongs to the category not denoted by any node; endprocedure category the root node denotes and we are done. Otherwise, we check the child of the root node. If the child outputs 0, the input instance is decided to belong to the category the child node denotes and we are done. This process repeats until a node with output 0 is found and we are done. However, if all the nodes output 1, then the input instance is decided to belong to the category which is not denoted by any node. This prediction process can be summarized in Algorithm 4. Consider Fig. 20 . Suppose we are given an unknown input instance. If both v 0 and v 1 output 1, and v 2 outputs 0, then the input instance is decided to belong to category 4. If all the nodes output 1, the input instance is decided to belong to category 0.
VII. SIMULATION RESULTS
In this section, we present some simulation results to demonstrate the effectiveness of our proposed methods. Three methods, MVN-P, MVN-P-C, and MVN-P-F, are compared. All the programs are implemented in MATLAB R2011b on a PC with the AMD Athlon(tm)II X2 CPU. First of all, we compare MVN-P, MVN-P-C, and MVN-P-F on three common simple problems, XOR, AND, and OR, without applying GA. These are two-class problems. We set β = π, l = 2 for all the three methods, α = 5 for MVN-P-C, and the threshold is 0.1 for MVN-P-F. Since each problem contains only four instances, all the instances are used in training and testing. MVN-P, MVN-P-C, and MVN-P-F all achieve 100% in training and testing accuracies. A comparison on efficiency, in terms of the number of epochs and the amount of time consumed [s] in training, is shown in Table I . In this table, the figures are the average of 10 000 repetitive runs with different initial weights. In general, MVN-P takes a few more epochs and more time in training than MVN-P-C and MVN-P-F. For example, MVN-P needs 2.66 epochs and 0.000270 s for XOR while MVN-P-F needs 2.44 epochs and 0.000261 s.
Next, we compare MVN-P, MVN-P-C, and MVN-P-F on real-world datasets. The effect of applying GA and treelike structure is studied. Nine datasets are taken from the UCI Table II shows the number of instances contained in each dataset. For example, Iris contains 150 instances. For a dataset, we adopt a fivefold cross-validation to do simulation on it. The dataset is divided randomly into five segments of nearly equal size. Take Iris as an example. We randomly divide it into five segments, each having 30 instances. Then, each time four of the segments are used for training and the left segment is used for testing. Therefore, five runs are performed for the dataset and the results of these five runs are averaged.
According to GA theory [30] - [33] , the population is required to be large to achieve the effect of global search. The crossover should be encouraged and the mutation should not happen easily. By referring to [52] , the population size P involved in GA is set to 30 for the following experiments. The crossover rate is set to 0.8, and the mutation rate is set to 0.2. Furthermore, k 1 is set to 10, k 2 to 2, and k 3 to 2. It is reasonable to inherit about one-third of the chromosomes from the previous generation, so k 1 is set to 10. Also, to do global search, half of the population are set to be newly generated chromosomes in each generation. With these settings, the number of newly generated chromosomes in each generation is 30 − k 1 − 2×k 2 − k 3 = 14, which is close to 15. The allowable range for l is [2, 6] . It is not reasonable to have a large l since each sector will be too small. The allowable values for β is π and 2π. These values allow the real inputs to be spread in a large part of the complex plane. The allowable range for α is [1, 100] . The upper bound cannot be set too large since the tolerating area will then be negligible. (16) is set to 0.7, and b is set to 10 000 epochs. We want the fitness function to have more weight on the training accuracy than on the number of training epochs, so we set γ to be 0.7. The value for b is set by considering not to waste too much time if the underlying chromosome cannot reach convergence.
A. Experiment I
In this experiment, we compare the performance of MVN-P, MVN-P-C, and MVN-P-F on two datasets, Iris and Vertebral, without the application of GA. As described earlier, these models require the training instances to be recognized 100% correctly and may encounter the difficulty of convergence in the learning phase. We set β to be 2π for all these models. α in (18) for MVN-P-C is set to be 5. The threshold for MVN-P-F is set to be 0.2. For Iris, the number of runs unable to converge with different models is shown in Table III . Here, a run is regarded to be unable to converge if the number of epochs exceeds 10000. When the number of epochs exceeds 10000, the training is terminated. As shown in Table III , MVN-P cannot converge in three runs when l = 2 ∼ 6 and in five runs when l = 8. However, both MVN-P-C and MVN-P-F can converge for this range of l values. Experiments with higher l values are not realistic since none of the three models performs well due to too small a size for each sector. This experiment shows that MVN-P is indeed harder to converge than MVN-P-C and MVN-P-F, as we described previously.
To avoid taking too much time in computation, the training is terminated after 10 000 epochs. The models obtained at the termination point is used for calculating the training and testing accuracies, which are shown in Tables IV and V, respectively. Note that the number at each entry is the average of the accuracies obtained from the five runs. As can be seen, MVN-P obtains higher training accuracies than MVN-P-C and MVN-P-F, but provides lower testing accuracies. Besides, Table VI shows the training times, in seconds, for Iris. For a nonconvergent run, the time elapsed for the 10000 epochs is regarded as the training time. As shown in Table VI , MVN-P-C runs faster than MVN-P, while MVN-P-F runs much faster than MVN-P-C.
For Vertebral, the number of runs unable to converge with different methods is shown in Table VII. Note that MVN-P fails to converge in each run no matter what the l is, while both MVN-P-C and MVN-P-F can converge except for l = 8. Table VIII shows the training accuracies for Vertebral. Table IX shows the testing accuracies for Vertebral. Table X shows the training times, in seconds, for Vertebral. Again, MVN-P-F can usually run faster than MVN-P and MVN-P-C.
B. Experiment II
In this experiment, we compare the performance of MVN-P, MVN-P-C, and MVN-P-F on six datasets, Cancer, Heart, Iris, Parkinsons, Vertebral, and Wine, by incorporating the application of GA. A GA process is stopped after 500 generations. Note that a learning process is terminated after 10 000 epochs to avoid an infinite loop due to being unable to converge. Table XI shows the testing accuracies   TABLE XI  TESTING ACCURACIES (%) WITH GA   TABLE XII  TRAINING TIMES (S) WITH GA   TABLE XIII TESTING ACCURACIES (%) BASED ON MVN-P for these six datasets. As can be seen from the table, MVN-P-C and MVN-P-F can predict equally well. This is reasonable since they apply the same idea of tolerable regions, and GA can help to find the optimal size of these regions. Note that MVN-P-C and MVN-P-F predict much better than MVN-P. For the datasets Heart and Vertebral, MVN-P-C and MVN-P-F predict about 5-6% higher than MVN-P. Also, note that the testing accuracies shown in Table XI are higher than  their counterparts in Tables V and IX for Iris and Vertebral, respectively. For Table XI , we apply GA to get optimal values for the parameters involved. However, no GA is applied for Tables V and IX.  Table XII shows the training times, in seconds, for these six datasets. Note that MVN-P takes much more time on training. The reason is it is more difficult for MVN-P to converge in 10 000 epoches with a chromosome, as illustrated in Experiment I. For example, MVN-P takes 71 017 s in training for Iris, which is about 40 times longer than MVN-P-C and about 140 times longer than MVN-P-F. The situation is less likely to occur with MVN-P-C and MVN-P-F. Moreover, MVN-P-F converges more easily than MVN-P-C for each case. Therefore, training a MVN-P-F is faster than training a MVN-P-C. For example, MVN-P-F takes 509 s in training for Iris, which is about three times faster than MVN-P-C. Note that the training times shown in Table XII are much larger than their counterparts in Tables VI and X for Iris and Vertebral, respectively. The longer training times are caused by adopting the application of GA to find optimal parameter values.
C. Experiment III
In this experiment, we compare the performance of three structures, namely single-neuron, 1-a-a, and treelike, on three datasets, Glass, Vowel, and Yeast. These three datasets have a larger number of categories with them, which may cause difficulties for classification as mentioned in Section VI. Here we set l to be 2 and β to be 2π for MVN-P, MVN-P-C, and MVN-P-F. The α for MVN-P-C is set to be 5-8. The threshold for MVN-P-F is set to be 0.1-0.2. Table XIII shows the testing accuracies of different structures based on MVN-P for these datasets. Note that the singleneuron structure provides poor testing accuracies for all the datasets, as expected. Both the 1-a-a structure and the treelike structure provide improvements. However, the treelike structure can work much better. Table XIV shows the testing accuracies for MVN-P-C, while Table XV for MVN-P-F, for these datasets. Again, the treelike structure can work better than the 1-a-a structure for both MVN-P-C and MVN-P-F. Table XVI shows the training times of the treelike structure based on MVN-P, MVN-P-C, and MVN-P-F, respectively. As can be seen, both MVN-P-C and MVN-P-F run much faster than MVN-P, and MVN-P-F runs much faster than MVN-P-C.
Finally, we compare with AdaBoost [53] and MNN-MVN [20] . AdaBoost is a boosting algorithm in which the output of a layer is the weighted combination of several classifiers and MNN-MVN is a multilayer neural network (MNN) based on MVN. The testing accuracies of treelike structure based on MVN-P-F, AdaBoost, and MNN-MVN for Glass, Vowel, and Yeast are shown in Table XVII . We can see that the treelike structure based on MVN-P-F can offer higher testing accuracies than AdaBoost and MNN-MVN.
Note that there are two hidden nodes and one output node for MNN-MVN, and AdaBoost creates as many classifiers as needed for each layer by itself. They both take a lot of time in training. For example, AdaBoost takes 6404.17 s in training for Vowel, and MNN-MVN takes 964.36 s with 1 000 epochs. However, the treelike structure based on MVN-P-F only takes 11.95 s in training for Vowel.
VIII. CONCLUSION
We have presented a modified model of MVN-P. The boundaries between two distinct categories are crisply specified in MVN-P, which may result in slow convergence or being unable to converge at all in the learning process. In the revised model, MVN-P-F, a fuzzy buffer is provided around a boundary between two distinct categories, allowing incorrect assignments with membership degree less than a threshold to be tolerated in the training phase. Genetic algorithms were applied to derive the optimal values for the parameters involved in this model, alleviating the burden of setting them manually by the user. A special case of MVN-P-F, named MVN-P-C, in which a crisp buffer is provided around a boundary between two distinct categories, was also discussed. Besides, a treelike structure is developed to overcome the difficulties encountered with the classification problems having a large number of categories. The effectiveness of the proposed ideas was demonstrated by the experiments on several benchmark datasets.
In MVN-P, each sector is of equal size. This restriction may be problematic. MVN-P-F and MVN-P-C also have the same restriction. Furthermore, all the tolerating areas in MVN-P-F or MVN-P-C are of equal size. This requirement can be problematic, too. However, if sectors and tolerating areas are allowed to be different from one another, the overfitting problem may occur during the training phase. Besides, the capabilities and issues with a multilayer structure of the modified multivalued neurons were not discussed in this paper. The network topologies and learning methods in [20] are useful directions. Applying GA on the whole network may be costly on one hand, and may cause overfitting on the other. Therefore, it may be reasonable to have GA work with other learning schemes, e.g., backpropagation, for training multilayer networks. These topics are interesting and we are trying to conduct some investigations on them.
