The Block Sorting Lossless Data Compression Algorithm (BWT) described by Burrows and Wheeler has received considerable attention. Its compression rates are simliar to context-based methods, such as PPM, but at execution speeds closer to Ziv-Lempel techniques. This paper describes the Lexical Permutation Sorting Algorithm (LPSA), its theoretical basis and delineates its relationship to BWT. In particular we describe how BWT can be reduced to LPSA and show how LPSA could give better results than BWT when transmitting permutations.
INTRODUCTION

Burrows and Wheeler [1] introduced a new algorithm, which is known as the Burrows Wheeler Transform (BWT).
When applied to text or image data their algorithm achieves better compression rates than Ziv-Lempel techniques with comparable speed, while its compression performance is comparable to context-based methods, such as PPM.
Cleary et al. [2] have viewed BWT (called BW94 by the authors) as a context-based method. Recently, Fenwick [3, 4, 5, 6] has done a comparative study on BWT and concluded that BWT is a`viable text compression technique, with a compression approaching that of the currently best compressors while being much faster than many other compressors of comparable performance' [3] .
In this paper, we "rst de"ne the Lexical Permutation Sorting Algorithm (LPSA) and show that BWT is reducible to LPSA. The advantage of going to LPSA is that we now have a clear understanding of its theoretical foundations, and have some optimization choices not available with BWT. When the underlying data to be transmitted is a permutation π , LPSA generates a cyclic group of order n with φ(n) generators, where φ(n) is Euler's φ function of n. Communicating any one of the group generators and a single exponent x : 1 ≤ x ≤ n allows us to reconstruct the original data π . Among the φ(n) possibilities, one or more choices may be cheaper to communicate (higher compressibility) than the original permutation. BWT offers only one choice. Therefore, when communicating permutations LPSA is superior to BWT.
MATHEMATICAL PRELIMINARIES
In this work we assume knowledge of some basic mathematical concepts, including familiarity with elementary properties of standard objects of discrete mathematics. However, to set the stage for our later discussion we begin by recalling some de"nitions and corresponding notation.
By a permutation π of a "nite set X we mean a bijection (i.e. a one-to-one and onto function) from X onto itself. We use standard functional notation to denote permutations, for example, if X = {a, b, c, d, e}, and π : 
LEXICAL PERMUTATION SORTING ALGORITHM
Before discussing the theoretical basis of LPSA, we begin this section by giving an example. This amounts to sorting N with respect to the "rst column, i.e. applying a row permutation to N so that its "rst column becomes (1, 2, 3, 4, 5) T . The original sequence p appears in the i = 3 rd row of N . Let F be the "rst, S be the second and L be the last column vector of N . If the transmitter transmits the pair (i, S ) or (i, L ), then the receiver can reconstruct the original sequence p uniquely. For example, if (i, S ) is transmitted, the receiver constructs the original sequence p by using the procedure described in Algorithm 1:
Or, if (i, L ) is transmitted, the receiver applies the procedure in Algorithm 2:
Of course once we realize that L is the inverse of S as a permutation, the second procedure is seen to be equivalent to the one using S .
More generally, suppose that A is an alphabet of n symbols with a linear ordering. If Y is a data string with elements in A we denote by N (Y ) the n × n matrix whose i th row is Y (i) , and by N (Y ) the matrix obtained by lexically ordering the rows of N (Y ).
We now develop a theoretical setting for the algorithms given above. 
Proof. To begin with, note that π 1 = p. Since each row of N is a permutation, to sort N , it suf"ces to reorder the rows of N so that the "rst column of the resulting matrix will be the identity permutation
When we need to emphasize the dependency of N and N on the input data permutation p, we write N ( p) and N ( p) for N and N respectively. We continue to assume that p is a given permutation as in Lemma 3.1. We have the following: (t i, j ) . Note that if we interpret the second column of N as a permutation, we get
Z. ARNAVUT AND S. MAGLIVERAS but the image under θ ∈ S n of any index j can be found by taking any row of N , "nding j in that row, and looking at the next element in that row. Since rows are cyclic shifts of each other, it does not matter at which row we look. In particular, we could just use the "rst row, i.e. we have that θ = (1, t 1,2 , t 1,3 , . . . , t 1,n ) . Hence θ is a cycle of length n. Moreover, it is clear that the third column, interpreted as a permutation is simply θ 2 , . . . , and in general the k th column is θ k−1 . Hence, we have proved the following proposition.
PROPOSITION 3.1. The columns of N ( p) form a cyclic group G of order n generated by θ.
Let be the set of columns of N which are generators of the cyclic group < θ >, then θ as well as = θ −1 can be completely speci"ed as an integer power of any one element of . There are | | = φ(n) generators of the cyclic group < θ >, where φ(n) is Euler's φ function of n. If n is prime, there are φ(n) = n − 1 generators of the cyclic group < θ >. It is straightforward to obtain all elements of , since θ k ∈ if and only if the integer k, 0 < k < n, is relatively prime to n. Hence
In particular Algorithm 3 allows us to determine a generator of least entropy δ for G, as well as the integer t such that δ t = θ. By a Cost function in Algorithm 3 we mean a function that can measure the entropy of the resulting data, after decorrelation. Such a cost function is de"ned and used in Section 4.
We now return to the general case of data strings. Let Y be a data string of length n, from a linearly ordered alphabet
We may now state the following theorem. 
THEOREM 3.2. Let Y be a data string as above, with lexical index permutation
The BWT algorithm of Burrows and Wheeler [1] , takes a data string Y and by successively shifting it to the left constructs an n × n matrix M. Later, M is transformed into M , by lexically sorting the rows of M. Knowledge of the index of the original data string in M , and the last column of M (i.e. M [·, n]), allows one to reconstruct the original data string. This has been shown by Burrows and Wheeler. Due to the fact that the elements in the "rst column and the last column are neighbours, and the "rst column consists of the sorted elements of a given data string, the last column may be more orderly than the original data string Y . This has been empirically veri"ed by Burrows and Wheeler. Theorem 3.2 establishes the connection between LPSA and BWT. When the data to be transmitted is a permutation, then, in general, LPSA will give better results than BWT, because we are able to select the least expensive generator δ ∈ , with an additional overhead of transmitting a single integer x, 1 ≤ x ≤ n, such that δ x = θ . This amounts to an overhead bounded by (log n)/n. In the general case where Y is not a permutation Theorem 3.2 can be viewed as a theoretical reduction of BWT to LPSA: Simply transmit the sorted vector Y at very low cost (using run-length coding, say) and the lexical index permutation λ for Y by means of LPSA. Although this is theoretically possible, in almost all cases BWT will do better than LPSA.
EXPERIMENTAL RESULTS
We verify the ef"cacy of LPSA by running a number of experiments for permutations of selected degree n, in the range 7 ≤ n ≤ 541. By the basic cost ρ(Y ) of a data string
ρ(Y ) = H (∂ Y ).
We select n to be a prime so that φ(n) is maximal, giving us the largest opportunity to reduce the cost of a generator of θ over all possible generators. For each choice of n we select a sample of N = 50 random permutations of degree n, and for each permutation Y we calculate
We calculate the means and standard deviations of each of these variables over the random samples of 50 permutations. The standard deviations are extremely small, speci"cally in Figure 1 displays the average LPSA gain as a function of the degree n. The lower curve depicts the function t (n) = (log n)/n which is the per character overhead cost in transmitting the exponent k, 0 ≤ k ≤ n, such that θ k is the minimum cost generator in θ . It is easily seen that the ratio (LPSA gain(n))/t (n) is monotonically increasing with n, and it is at least 3 when n ≥ 100. Thus, the gain achieved is signi"cantly greater than the overhead cost. We still fail to understand the information theoretic reason for this. The BW T compression gain for permutation data is negligible.
CONCLUSIONS
In this paper, we have presented a new algorithm we call LPSA and its theoretical setting. We show that when the input data is a permutation, LPSA gives rise to cyclic group G of order n. For a given input data permutation p LPSA generates a matrix N = N ( p) with p occurring in the p (1) th row of N . Knowledge of the second column θ of N and p(1) allows us to reconstruct p completely. To specify θ it suf"ces to specify the smallest cost generator δ of G, and the exponent x : 1 ≤ x ≤ n, such that θ = δ x . Thus the overhead incurred is at most (log n)/n bits per symbol. Experimentation shows that the cost varies signi"cantly among the φ(n) generators of G. The gain ranges from 0.12 to 0.33 bits per symbol. We also note that the BW T gain is not signi"cant.
LPSA may also "nd applications in other "elds, such as pattern matching. Knowledge of the lexical indexing permutation of a data string and the sorted form of the given data string Y allows us to construct all the lexical subsequences of any length, less than or equal to n, without requiring to generate a huge database.
It has been shown by Arnavut and Narulmalani [8] that since the visible bands of a multispectral Thematic Mapper TM image are correlated, so are their sorting permutations. Furthermore, they have shown that a better compression ratio than JPEG is achieved by using a sorting permutation of one band to order the data of a different band, with subsequent MTF encoding.
If f i is the frequency of gray value i in a given image, there are 255 i=0 f i !, possible sorting permutations for an image, a very large number. It is expected that most of these sorting permutations will give orderly data for the second band. It is clearly not feasible to test all these sorting permutations for optimality. We would like to ask, however, whether one can de"ne a reasonably small set of sorting permutations by an LPSA-like process which works well with the second band.
