Abstract. In computer networks, the Strict Priority (SP) discipline is perhaps the most common and simplest method to schedule packets from different classes of applications, each with diverse performance requirements. With this discipline, however, packets at higher priority levels can starve packets at lower priority levels. To resolve this starvation problem, we propose to assign a parameter to each priority queue in the SP discipline. The assigned parameter determines the probability or extent by which its corresponding queue is served when the queue is polled by the server. We thus form a new packet service discipline, referred to as the Probabilistic Priority (PP) discipline. By properly adjusting the assigned parameters, not only is the performance of higher priority classes satisfied, but also the performance of lower priority classes can be improved. This paper analyzes the delay performance of the PP discipline. A decomposition approach is proposed for calculating the average waiting times and their bounds are studied. Two approximation approaches are proposed to estimate the waiting times. Simulation results that validate the numerical analysis are presented and examined. A numerical example which demonstrates the use of the PP discipline to achieve service differentiation is presented. This example also shows how the assigned parameters can be determined from the results of analysis mentioned above.
INTRODUCTION
Future computer networks will provide services to various classes of customers, each with its own performance requirement. To achieve this, one core issue is the choice of the packet service discipline [1] that determines the order by which packets are selected and served. To date, a number of such disciplines have been proposed in the literature and excellent surveys on this topic are available [2] , [3] , [4] , [5] . Among these disciplines, the Strict Priority (SP) [6] [7] , known also by the name of Static Priority, is perhaps the most common and simplest one. In particular, current asynchronous transfer mode (ATM) switches are built with the capability of supporting multiple priority classes. Also, the SP discipline has been considered for use in Internet Protocol (IP) networks to support real-time services along with best-effort service [8] . In addition, almost all other disciplines transmit packets in a priority order [9] .
A major advantage of the SP discipline is its ability to provide preferential treatment to the higher priority classes at the expense of the lower priority classes. An SP scheduler always select the highest-priority packet with the earliest arrival time for transmission. By giving priority to the more delay-sensitive classes, the SP discipline can outperform the First-Come-First-Serve (FCFS) discipline significantly in terms of network utility [10] or link utilization when connections have different deterministic delay bounds [11] , [12] . Further, the SP discipline has been shown to be optimal in the following two cases. In the first case, the optimization problem is to minimize a linear combination of the average numbers of packets in the system for all classes [6] . In the second case, the optimization problem is to minimize a linear combination of the average delays for all non-interactive classes [7] , [13] .
However, these linear optimization problems are not always applicable in the practical world [6] . This implies that the SP discipline may not be flexible in providing desired performance such as proportional differentiated services [14] . A typical problem with the SP discipline is the so called starvation problem: packets at lower priority levels can be left waiting indefinitely in their corresponding queues. The SP discipline is not controllable in the sense that it does not provide any means for adjusting quality of service among classes, and it cannot handle the starvation problem by itself. To deal with this, additional degrees of freedom must be introduced into the SP discipline.
Probabilistic service is a simple method to make a service discipline controllable. A common property of probabilistic disciplines is that each of them assigns a set of user-controllable parameters to queues in the system. The parameter assigned to a queue determines the extent to which the queue is served when it is polled by the server. To date, several probabilistic disciplines have been proposed and studied in the literature: cyclic polling sys-and in some exceptional cases for the cyclic queue with a Bernoulli schedule [25] . There are few published results for priority disciplines with probabilistic service.
A common approach for the analysis of probabilistic service disciplines entails analyzing a multi-dimensional random walk and/or the solution of a Riemann-Hilbert boundary value problem [26] , [18] , [27] , [16] . However, due to their considerable numerical complexity, the analytical results obtained are often too complicated to be used in practical systems. Thus, approximation methods are introduced in analyzing cyclic systems with Bernoulli schedules [27] , [21] , as well as in analyzing the Ô -persistent protocol systems [20] . These approximation results are significant and have been used for network control [28] .
The purpose of this paper is to analyze the average delay performance of the PP discipline, which allows several approaches to be used for estimating the delay distributions [29] , [30] , [31] , [32] , [33] . In particular, a decomposition approach is proposed for calculating average waiting times. The bounds on these average waiting times have also been studied. In addition, two approximation methods for estimating the waiting times are proposed.
The rest of this paper is organized as follows. Section 2 describes the model of the PP discipline. Section 3 introduces the decomposition approach. Some properties of the PP discipline are also presented in this section. Section 4 derives the bounds on average waiting times of the PP discipline. Section 5 proposes two approximation approaches for estimating the waiting times. In section 6, numerical results are presented and compared with simulation results. A numerical example is presented in section 7 to demonstrate the use of the PP discipline as well as the application of the analytical results. Finally, section 8 concludes the paper.
THE MODEL
The Probabilistic Priority (PP) service discipline operates as follows. Consider a single-server system. Let there be Á classes of packets, where packets with a smaller class number have a higher priority than packets with a larger class number. The PP discipline is non-preemptive, i.e. a packet in a lower priority class is allowed to complete its transmission even when a packet in a higher priority class has arrived. Each class of packets has its own queue and the buffer of the queue is infinite. Packets in the same queue are served in FCFS fashion. Each queue is assigned a pa-
At each service completion, the server first polls queue ½. If queue ´ Áµ and all other queues ´ µ are nonempty when queue is polled, the packet at the head of queue will be served with probability Ô ; the server polls the next queue · ½ with probability ½ Ô . If some queues are empty when queue is polled, the head packet of queue will be served with a probability Ô , the server polls the next nonempty busy queue (BQ) with probability ½ Ô . Here Ô ´ ¾ É µ is determined such that the wasted server share of these empty queues is allocated to those nonempty queues based on their assigned parameters 1 [34] .
If queue is empty at the time being polled, it will not be served and the server polls the next queue · ½ with probability ½. If queue is nonempty at the time being polled but all the next queues ´ µ are empty, it will be served with probability ½ instead of Ô . This process then repeats at queue · ½ which has parameter Ô ·½ . In addition, Ô Á is always set to be ½ since queue Á is the last queue that may be served in a service cy- be considered as the probability with which queue is served among all nonempty queues in a service cycle. Û is a special case of Û when all queues are nonempty. Since the analysis in this paper is restricted to the two-class case, Ô ½ Ô ½ or ½.
ETT
cle. After a packet is served, the server starts polling queue ½ again. Here, the service cycle refers to the cycle that the server polls queues, services a packet and re-starts polling from queue 1 in the above-mentioned manner. In each service cycle, one and only one packet is served if the system is not idle. Note that in the PP discipline described above, it may take several´ Á µ times for the server to switch from one queue to the other to actually serve a packet in each service cycle. Throughout the rest of this paper, we assume that the switch-over time can be much small as compared to the sojourn time and will not be taken into account in the analysis. The PP discipline is work-conserving. That is, the server is idle only when there is no packet in the system. Thus, it conforms to the work conservation law [6] . For simplicity, we consider only two classes of packets (Á ¾ ) in this paper. The analytical methods presented for such a system can be extended to the analysis of multi-class systems of the PP discipline.
We assume that packets arrive at the corresponding queues according to independent Poisson processes with rates ½ and ¾ , i.e. the total arrival rate is ½ · ¾ . The service times of class packets are independent, identically distributed, stochastic variables, which have a general distribution with finite first and second moments × and ×´¾ µ . Hence, the queue for each class is an Å ½ queue.
The following notations will be used throughout this paper: 
The work conservation law [6] states that if the scheduler is work-conserving, the sum of the average waiting times, weighted by their share of the network utilization, is independent of the service discipline. In particular, for the M/G/1 case,
where
Here, Ï ¼ is the average residual service time [6] which is the average remaining service time for the packet (if any) found in service by a new arrival. In addition, the following notations are also adopted: denotes the class other than class , i.e., if ½ ¾, then ¾ ½, respectively; Õ denotes the probability that the buffer for class is nonempty at the beginning of each service cycle; denotes the probability that in each service cycle the head packet from class is served when queue is nonempty. From the definition of , we have: 
A DECOMPOSITION APPROACH
This section presents a decomposition approach for calculating average waiting times in the PP system. Similar decomposition approaches have been applied to a wide range of problems including the calculation of average waiting times in the SP system [6] .
Consider a newly arriving packet of class , which will be referred to as the tagged packet. Clearly, its waiting time can be decomposed into three parts: the residual time that it encounters due to the packet found in service upon its arrival; any delay it experiences due to packets in front of it in the same queue; any delay due to packets from other queues, which are served before it. The decomposition is written as:
where Ò := average number of packets from class served before the tagged packet.
Intuitively, equation (3) is straightforward. Since the PP discipline is nonpreemptive, the tagged packet must wait in its queue until the service completion of the packet that is found in service upon its arrival. In addition, since FCFS service is adopted within each queue, the packets waiting in the same queue upon the arrival of the tagged packet must be served before it. Moreover, the PP discipline is a probabilistic discipline and thus it is likely that some packets of class are also served before the tagged packet.
Note that in each service cycle, the head packets of both queues content with each other, and a larger means a higher chance for the head packet of queue being served in this cycle. This implies that less time will be spent by each class packet to stay in the system after reaching the head of the queue. Hence, less time will be spent by those packets in front of the tagged packet to stay in the system and consequently the tagged packet will spend less time to wait in queue, i.e. Ï decreases, if is increased. Similarly, Ï decreases, if is increased. Since
Ï increases for ¾ ¼ ½ . Finally, the following lemma has been proved. 
BOUNDS ON AVERAGE WAITING TIMES
Using the decomposition approach introduced in the last section, we derive bounds on average waiting times in this section. Note that in average, AE · Ï is the largest number of class packets that can be serviced before a class packet as in the SP discipline. Hence,
Applying (4) to (3), we obtain
Furthermore, from (1) and (2), we have × AE Ï , and × AE Ï Ï ¼ ½ Ï . Applying them to the above inequality, we find that the average waiting time of class is bounded by:
Here, it is easy to verify that the left part of inequality (6) equals to the average waiting time when class is given the higher priority level as in the two-class SP discipline; the right part is the waiting time when class is given the lower priority level as in the two-class SP discipline. This is what we have expected: packets at the highest priority level experience the least delay in queue, while packets at the lowest priority level experience the largest delay in queue.
The bounds obtained so far are loose and do not have any relationship with the assigned probability parameter Ô .
In the rest of this section, tighter bounds will be derived.
We prove that the average waiting time Ï is bounded by:
Here, as defined previously, is the probability that in each service cycle the head-of-line class packet is served when queue is not empty. Note that AE · Ï is the largest average number of class packets that can be served before the tagged class packet. Among the AE · Ï packets, only those that are served when queue is nonempty may contribute additional delay to the tagged packet since the tagged packet is waiting in queue 2 . is hence defined as the probability that a served class packet is among those packets. In other words, such a probability is P[a class packet is served when both queue and are nonempty a class packet is served]/P[queue is nonempty].
By definition, is the probability that a class packet is served when both queues are nonempty; the head packet from class is served with probability ½ when class is empty; Õ and Õ are the probabilities that queue and are Hence, the largest average number of class packets that may be served before the tagged class packet is further bounded by:
2 Some of the AE · Ï packets may be served after the tagged packet and may find queue is empty when they are served. These packets cause no addition of delay to the tagged packet.
Applying Ò ÙÔÔ to equation (3), we obtain the upper bound on the average waiting time as shown by equation (8) . For the M/G/1 case, the conservation law (2) must hold. Hence, by letting Ï Ï ÙÔÔ , the derived Ï from equation (2) must be the lower bound on the average waiting time of class , which is given by equation (9) . It is easy to verify that inequality (7) provides tighter bounds than inequality (6).
DETERMINATION OF Õ
So far, with the help of Õ , the probability that queue is nonempty, we have derived the upper bound and lower bound on the average waiting time for class packets. These bounds are given by equations (8) and (9) respectively. In the remainder of this section, we present a method to calculate Õ .
We have assumed ½ and the system is stable. The stability implies that all arrived packets are eventually served. In other words, all class packets arrived are eventually served. In such a case, we may carry out the following simple calculation. Let be an arbitrarily long time interval; during this interval we expect that the number of class arrivals will be nearly equal to . In addition, the portion of this interval when the system is busy with serving class packets is given by Õ Õ · ½ Õ µ . We may now equate the number of arrivals to the number served during this interval, which gives, for large , (11) and (12), which is given by:
TIGHTNESS OF BOUNDS
In order to measure the "tightness" of the bounds (8) and (9), we define the tightness factor simply as:
With bounds (8) and (9) 
APPROACHES TO APPROXIMATE AVER-AGE WAITING TIMES
In the last section we derived bounds on the average waiting times of the PP discipline. While these bounds can be used to approximate the average waiting times, this section presents two approaches to approximately determine the average waiting times.
APPROACH 1
According to the decomposition approach proposed in section 3, to calculate the average waiting time of class , we need to determine Ò , the number of packets of class served before the tagged packet since its arrival. In [20] , Mukherjee proposed an approach to estimate such numbers in the Ô -persistent protocol [17] . Here, we adopt a similar approach to estimate Ò . This approach is based on the following observation.
Consider the case in which there are AE packets waiting in the same queue as the tagged packet upon its arrival.
After reaching the head of the buffer, each of the AE · ½ packets starts contending with packets (if any) from queue with a certain probability ¬ . According to the description of the PP discipline, this packet will be served with probability ½ if queue is empty; with probability if queue is nonempty. Thus, ¬ 1 Õ µ · Õ 3 Indeed, it can be shown that Ì ¼. This proves that the bounds (8) and (9) become tighter when traffic load is lighter.
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Further, define a random variable , which is the number of class packets served before the packet waiting at the head of queue . Then, is distributed with the probability function:
È´ Ð Ð ¼µ ´½ ¬ µ Ð ¬ from which, the average number of class served before the packet at the head of queue since its arrival to the top is estimated as
Finally, Ò can be approximated as:
Hence, the average waiting time is approximated as:
Note that the derivation of equation (14) is based on the assumption Ð ½ . However, as mentioned in the last section, the number of class packets that may be served before the tagged packet is bounded by (10) . Thus, this assumption is an approximation and so is Ï ÔÔ½ .
APPROACH 2
In this section, we present another approach for estimating the average waiting time Ï . In deriving this approximation, we aim to fulfill the following criteria, which was proposed by Boxma and Meister in [35] : (i) It is exact in the completely symmetric case, by which we mean the arrival distributions for all classes are identical; the service distributions for all classes are also identical; all queues are served with the same probability when they are nonempty and polled by the server, i.e. ½ ¾ for the two-class case.
(ii) Summation over the average waiting times, weighted with the corresponding utilization factors, satisfies the conservation law (2).
(iii) It can be used to estimate average waiting times when only the average arrival rates and the average and variance of the service times × and ×´¾ µ are known or can be measured. Note that although approach 1 fulfills criterion (iii), it can be easily verified that it does not fulfill criteria (i) and (ii). To fulfill criteria (i) through (iii), we propose the following approximation for the average waiting time Ï :
where,
Here, equation (17) (1) and (2). Equation (19) provides an estimation of , the derivation of which is provided below. First, consider the following two propositions.
Proposition 1:
When ¼ , the average number of class packets served before the tagged class packet since its arrival is AE · Ï .
The proof of Propositions 1 and 2 is simple. In the derivation of bounds on average waiting times, we have shown that when ¼, the average number of packets from queue served before the tagged class packet since its arrival reaches the upper bound given by inequality (4). Thus, Proposition 1 is proved. Proposition 2 can be easily verified by applying equation (17) to the conservation law (2) . Second, with Propositions 1 and 2, we approximate as follows. In the derivation of tighter bounds on average waiting times, we have shown that the largest number of class packets that are served before the tagged class packet is bounded by equation (10) Third, for simplicity, we restrict our approximation to the first two terms and 
NUMERICAL RESULTS
In this section, we present numerical results that demonstrate the average delay performance of the PP discipline and show the corresponding performance as obtained by simulation. We deal with the effects of changing the assigned parameters on the average waiting times as well as the sojourn times. The effects on performance due to increasing system load are also illustrated.
In all cases, there are two classes of packets´Á ¾µ, the buffer for each class queue is infinite, and Ô ¾ ½ . In every simulation, the waiting time and the corresponding sojourn time were averaged over ½ ¼¼¼ ¼¼¼ packets for each class. Note that, although the simulated values of the average waiting times have small variations (in the order of ¼ ¾±) when traffic is light ( ¼ ), they may have variations in the order of ¾± when traffic is heavy ( ¼ ).
The same observation was also made in the Ô -persistent protocol [20] . From this figure, it is also observed that both approximation approaches provide good estimation of the average waiting times in general and Ï ÔÔ¾ performs better than Ï ÔÔ½ . Figure 2 illustrates the effect of changing system load on average waiting times. The presented results include the upper bound, lower bound, approximation results calculated from approaches 1 and 2, and simulation results.
EFFECT OF CHANGING Ô ½

EFFECT OF CHANGING SYSTEM LOAD ON AV-ERAGE WAITING TIMES
In this case, both classes also have the same exponential service time distribution and it is normalized. In addi- tion, the following parameters are used: Figure 2 also shows that both approximation approaches provide near accurate estimation of class 2 average waiting time in this case. For class 1, under light load conditions, approach 2 is more accurate and performes better than approach 1. However, under high load conditions, approach 1 outperforms approach 2. In addition, the estimation error for approach 2 increases as the system load increases.
EFFECT OF CHANGING BOTH Ô ½ AND SYSTEM LOAD ON AVERAGE SOJOURN TIMES
The previous two subsections presented the effect of changing Ô ½ and the effect of changing system load on average waiting times respectively. Since system delay is another important parameter in queueing analysis, this subsection presents the effect of changing both Ô ½ and system load on average sojourn times. In particular, we consider two cases. In the first case, both classes have the same exponential service time distribution with mean × ½ × ¾ ½ as in the last two subsections. In the second case, the two classes have different service time distributions: the service time distribution for class 1 is deterministic with rate × ½ ¾, while the service time distribution for class 2 is exponential with mean × ¾ ½ . Unlike the last two subsections where results are presented graphically, this subsection presents results obtained under various parameter settings in a quantitative manner. Furthermore, we compare and study the estimation errors of the two approximation approaches. Tables 1 and 2 show results for case 1, while Tables 3  and 4 From Tables 1 to 4 , it is observed that under most system parameter settings, the sojourn times are within their corresponding bounds. In the case where the sojourn times are not within their corresponding bounds, it is due to the natural variation in the simulated results. This verifies our derivation in section 4.
These tables show that in either case, both approximation approaches provide good estimations under light and medium load conditions. In particular, the estimation error of approach 2 is less than ½± in most conditions and is about ± in other conditions. For approach 1, the estimation error is about ¾± in most conditions and about ± in other conditions in case 1. In case 2, however, although the estimation error of approach 1 is generally still around ¾±, it can reach ¾½± in some conditions.
Under heavy load conditions, approach 2 still provides acceptable estimations under most conditions with the estimation error less than ½ ±. However, under certain conditions, the error may be up to about ±. Similarly, under heavy load conditions, approach 1 can provide very good estimations under some conditions, but performs badly under other conditions. The estimation error of approach 1 is mainly due to approximation (14) , where the number of packets served from class before the tagged packet is approximated as ½.
Clearly, when class is busier than class , i.e. Õ Õ , this approximation is good. However, if Õ Õ , the approximation could be very bad as observed under some heavy load conditions. To deal with such a problem, one simple way is to derive Ï from the conservation law with Ï The estimation error of approach 2 is mainly due to the two-term approximation of equation (20) by (21) and (22) . With higher order approximation of equation (20), the approximation error could be reduced.
These tables also show that in either case, as system load increases, the estimation error of approximation ap- ¢ ½¼¼±, which is bounded by (13) .
However, there is no clear trend of the estimation error for approximation approach 1, although the error is generally higher under heavy load conditions. In summary, this section presented numerical and simulation results that demonstrate the delay performance of the PP discipline. The simulation results verified our analysis in this paper. In particular, the simulation results verified Lemma 1 and various bounds derived in section 4. Although a method similar to approach 1 provides a good approximation in delay analysis of the Ô -persistent protocol [20] , approach 1 generally performs worse than approach 2 here. Nevertheless, both approaches provide good estimations under light and medium load conditions and under most heavy load conditions. In addition, the estimation errors of both approaches can be reduced by better approximations of certain parameters in each of the approaches, as explained above. Moreover, the estimation error of approach 2 is bounded.
A NUMERICAL EXAMPLE
This section presents a simple numerical example to illustrate the use of the PP discipline and the analytical results obtained so far. We consider a network consisting of a single switch with two classes of applications as in [4] and [10] . Clearly, the delay experienced by a packet in the network can be approximated by its sojourn time. The switch (e.g. an ATM switch) is modeled as a deterministic server with a nonpreemptive scheduler and the service time for a packet from either class is × ½ × ¾ ½ . The arrival processes of the two classes of packets are Poisson processes with rates ½ and ¾ respectively; the total arrival rate is ½ · ¾ . The future Internet will probably support two basic classes of applications: real-time applications and nonreal-time applications [10] . To reflect this, we assume that the services provided by this network are differentiated into two classes: real-time service for real-time applications, and best-effort service for non-real-time applications. Without loss of generality, we assume that class ½ is for the real-time service and class ¾ for the best-effort service.
UTILITY FUNCTION
The network performance metric adopted in this example is the utility function that translates from a given quality of service (e.g. the average delay) to a degree of user satisfaction, or utility [4] [10] . The greater the satisfaction, the greater the utility function for that quality of service. The goal of network design in this example is to maximize the total network utility.
Real-time applications such as Internet telephony are usually delay sensitive [10] . Such applications need their data (packets) to arrive within a required delay. They perform badly if packets arrive later than this bound. We use a pair´ µ to model this quality of service requirement as in [36] , where is the delay bound and is the acceptable probability that packets from the real-time class violate the delay bound. On the other hand, non-real-time applications do not have a delay bound requirement. Nevertheless, such applications, e.g. Internet browsing and file transfer, usually prefer their data (packets) to be transmitted as quickly as possible. Hence, similar to examples in [4] and [10] , this example assumes that the respective utility functions for the real-time class and best-effort class are:
Here, Ì is the sojourn time experienced by a class packet, Ì is the average sojourn time experienced by class packets, Ú ½ is the utility produced by the real-time class if its quality of service requirement´ µ is met and Ú ¾ is the cost if this requirement is violated. Similarly, Ú ¿ is the utility derived when packets from the best-effort class are transmitted infinitely fast, and Ú is the rate at which the utility declines as a function of the average sojourn time. Then, the total network utility is given by:
WAITING TIME DISTRIBUTION
To investigate the quality of service´ µ provided to the real-time class, the delay distribution is needed. Since the service time distribution in this example is deterministic with rate ½, we can derive the delay distribution from the waiting time distribution directly, i.e. È´Ì µ È´Ï ½µ.
In [32] , a simple method is proposed for approximating waiting time distribution from average waiting time:
Approximation (25) is based on approximations in [29] and [30] , where the waiting time tail probabilities in a ½ queue are approximated as the simple exponential approximation:
with « Ï (27) Here « and are positive constants (independent of Ü)
called the asymptotic constant and asymptotic decay rate respectively [33] . Approximation (25) was first observed by Walke in simulations for deadline-oriented service disciplines in [37] and discussed by Walke and Rosenbohm in [38] and [39] . However, they did not provide analytical support for such an exponential approximation.
In [32] , it is derived that in multi-class systems,
Based on (28) and (27) , the following two approximations are easily obtained: (25) is obtained by applying the two approximations in (26) .
Furthermore, applying (25) to (24) we have
where Ï £ ½ is the desired average waiting time derived from (25) with the required quality of service È´Ï ½µ , and
OPTIMAL SCHEDULER
In the following, we consider three types of schedulers: FCFS, SP and an optimal scheduler that maximizes system utility as defined by (29) . Since the system is workconserving, the conservation law mandates constraint (2) on any type of scheduler. In addition, since the system is nonpreemptive, the average waiting time for either class is bounded by inequality (6) . For clarity, we reproduce the two constraints here.
and,
where Ï ¼ È ¾ ½ ×´¾ µ ¾× is independent of the scheduling discipline adopted.
For the FCFS scheduler, the average waiting times for both classes are the same: Ï ½ Ï ¾ Ï ¼ ½ . Thus the system utility provided by the FCFS scheduler is: ½ . In the following subsection, we present that by properly selecting the assigned parameters Ô in the PP discipline, a PP scheduler can produce the same system utility as the optimal scheduler. In addition, we present the determination of Ô in the PP scheduler from the analytical results obtained so far.
PP SCHEDULER
Let us consider a PP scheduler for the sample network. Based on the SP scheduler, the PP scheduler is a two-class scheduler with class ½ for the real-time class and class ¾ for the best-effort class. From the definition of the PP scheduling, we always assign Ô ¾ ½ .
In the last subsection, we showed that when Ï £ ½ and Ô ¾ ½ . In the remaining part of this subsection, we estimate Ô £ ½ based on the approaches proposed above for approximating average waiting times, which include the upper bound approach (8) , approximation approach 1 (16) and approximation approach 2 (17) .
To 
