Adding cuts based on copositive matrices, we propose to improve Lovász' bound θ on the clique number and its tightening θ introduced by McEliece, Rodemich, Rumsey, and Schrijver. Candidates for cheap and efficient copositivity cuts of this type are obtained from graphs with known clique number. The cost of recently established semidefinite programming bound hierarchies starting with θ rapidly increases with the order (and quality requirements). By contrast, the bounds proposed here are relatively cheap in the sense that computational effort is comparable to that required for θ .
Introduction
Consider a loopless undirected graph G = (V, E) with vertex set V (the order of G is |V |) and edge set E. The Maximum Clique Problem (MCP) amounts at finding a complete subgraph of largest possible order in G [2] , the so-called clique number, denoted by ω(G). Many upper bounds have been proposed for ω (G) . Some of them are based on the solution of a semidefinite program (SDP), including the well known θ bound [16] , [18] , an improvement of Lovász' bound θ [15] which is sometimes called LoMERoRuS bound to account for all authors involved. Our aim in this paper is to propose improvements of this bound which can be computed with comparable effort to that required for θ . This distinction is important since refinements of the θ bound based on hierarchies of semidefinite bounds (see [8, 10, 12, 13, 17] ) and some dominance results for bounds in the hierarchies over those proposed in this paper will be proved below. On the other hand, as we move up in the hierarchy, the computation of these bounds becomes more and more costly. Our approach improves upon θ and, at the same time, keeps the cost of the improvement as low as possible.
Here we follow the cutting-plane idea well-known in Combinatorial Optimization: first we solve a SDP relaxation of the MCP, then we introduce one or more cuts violated by the solution of the relaxation, to tighten the bound. Our novel contribution consists in specifying (a) the class of cuts which will be employed; and (b) the techniques to select appropriate cuts within this class. More precisely, in Section 2 we will briefly recall the θ bound for MCP, and introduce a new class of copositivity cuts. Section 3 deals with other recently developed refinements of the θ bound, including triangle inequalities [9] , and the different hierarchies presented in [8] , [12, 13] , and [17] . In Section 4 we will present some theoretical results describing the behaviour of θ and copositivity cut improvements under constructions like cosums and products of graphs. These findings will motivate the heuristics put forth in the subsequent sections. In Section 5 we will provide criteria to drive the choice of a cut and we will propose techniques to select good cuts with respect to the given criteria; finally, in Section 6 we will report preliminary computational experiences. These show that the approach is promising, yet there may be need of further improvement.
In the sequel, we employ the following notation: R n + is the positive orthant of n-dimensional Euclidean space R n , while I n is the n × n identity matrix, E n = uu the all-ones n×n matrix, and u = [1, . . . 
\ E).
In the sequel, we consider two types of induced subgraphs G = (V , E ): a vertex-induced subgraph with
, and the edge-induced subgraph where all vertices and some edges are kept: V = V but E ⊂ E. Following the standard terminology, we call the latter also a spanning subgraph of G.
Copositivity cuts tighten θ

SDP bounds and copositivity cuts
We first recall some results about the upper bound θ (G) for the clique number ω(G) of a graph G of order n = |V |. Let A G ∈ S n be its adjacency matrix and
with A G the adjacency matrix of the complementary graph. Then the MCP can be formulated as a copositive program [1, 7] , e.g., in the form given by [8] :
Replacing the copositive cone C n by the (zero-order) approximation
θ (G) is the (LoMERoRuS) [16, 18] tightening of the Lovász bound [15] usually denoted by θ(G). The larger bound θ(G) results if
For (2) strong duality holds, and the dual problem is given by
But, as pointed out in [8] , a more frequently used SDP formulation of θ (G) which only seemingly is stronger than (3) is
We note that the support of an optimal solution X of (4) is a subset of the support of A G + I n , i.e., X ij = 0 whenever {i, j} / ∈ E and i = j. This observation is important for constructing promising cuts.
In [4] it has been proposed to improve the copositive bound for the general quadratic form x Qx over the unit simplex ∆ = {x ∈ R n + : j x j = 1} by means of additional cuts. If we imitate this approach for a general copositive program of the form (which covers all mixed-binary quadratic programs [6] )
we consider a finite set of nontrivial copositive matrices {C 1 , . . . , C s } O, and the generated cone
since the feasible set of (5) is contained in that of (7) which is an SDP. Returning to our problem to tighten θ (G), we specialize C = E n and A(X) = Q G • X as well as b = 1, to arrive at
with its dual
Note that strong duality holds since both (9) and (8) are strictly feasible; e.g.,
Therefore, our idea is to employ copositive matrices C j to define linear cuts for obtaining a tighter bound θ D (G). Below now we deal with the question how to select these copositive matrices.
Finding efficient copositivity cuts
The basic idea to construct candidates of copositive matrices relies on the copositive formulation of the MCP, seen from the reverse side. Let H = (V , E ) of order |V | = m ≤ n be a graph of known clique number ω(H). Without loss of generality, we may and do assume that H is a spanning subgraph of a vertex-induced subgraph of G, i.e., that V ⊆ V .
Then it follows immediately from (1) that
, so that this matrix can be used for a copositivity cut based on
For any
and the additional inequality constraint in (8) with s = 1 can be written as
We will denote bounds obtained by this kind of copositivity cuts obtained via (8) and (10) as
Suppose we have obtained a solution X of (3). Now, to strictly improve θ (G) by θ H (G) we search for candidate graphs H with known clique number for which X violates inequality (11). So we have to look for some graph H with known clique number ω(H) such that the quantity
is positive.
Of course, the set of candidates H should be restricted to "sufficiently easy" graphs, namely with ω(H) either computable by very little effort or known beforehand. In particular, we concentrated on triangle-free graphs (TFG, with clique number 2) and on K 4 -free graphs (K 4 -FG, with clique number 3). Before discussing in Section 5 below how to detect candidates satisfying f (H) > 0, in the following two sections we first investigate relations between various other bounds from the literature and copositivity cut bounds, and then we present a couple of theoretical results.
Comparison with other bounds
Recently Dukanović and Rendl in [9] used cuts for the following strengthening of θ :
This is the SDP formulation (4) supplemented with triangle inequalities, adding O(n 3 ) cuts C • X ≥ 0 with matrices C containing the principal block
As this matrix is not copositive, (14) cannot be seen as a special case of (8).
So we suspect that θ − (G) is not comparable to θ H (G) in general, although the comparison figures in Subsection 6.1 indicate a slight advantage of the copositivity cut bound, but this may be also traced back to the larger amount of time dedicated to find cuts. For future research it may be interesting to combine triangle inequalities with the cuts proposed in this paper.
Different hierarchies of SDP bounds were proposed in [8] and [17] , for which θ is the zero-order approximation. In [8] the bounds
have been studied. The matrix cones K n r are approximations of the copositive cone C n which become tighter with increasing r. Therefore, while for r = 0 we have the usual θ bound, as r increases we get tighter bounds. On the other hand the cost of computing the bounds increases with r. Indeed, solving (15) requires the solution of an SDP with matrix variables of size n r+1 × n r+1 . In [17] the following variant of (15) has been proposed:
where Q n r are suitably defined subcones of K n r for all r and hence ν Finally, we shortly address Lasserre's hierarchy of bounds [12, 13] , defined as
where for a vector (x I ) I indexed by all subsets of V , the (combinatorial) moment matrix M r (x) of order r, with
) rows and columns, is given by its (I, J)-th entry x I∪J for all I ⊆ V and J ⊆ V containing not more than r + 1 elements. Again, an n r+1 × n r+1 matrix variable is involved in (17) . As M r (x) is a principal submatrix of M r+1 (x), we clearly have λ
The last inequality follows because the characteristic vector of any clique C (with I-th entry equal to unity if I ⊆ C, zero otherwise) is feasible to (17) with objective |C|. It holds that λ (0) (G) = θ (G), as in the hierarchies previously mentioned where we also have ν
The following result relates copositivity cut bounds obtained by graphs with clique number not larger than r + 1 with ν (r) (G) for r ≤ 5, and with ϑ
Theorem 3.1 The best bound which can be obtained by the introduction of any number of cuts based on graphs with clique number not larger than r + 1 in (8) can not be tighter than ν (r)
(G) for r ≤ 5 and not tighter than ϑ
Proof. Suppose we cut with m graphs H j with known
n r or, equivalently:
Consequently, with D as in (6) (G) -are much more expensive to compute than our bounds, because there n r+1 × n r+1 matrix variables (or a comparable number of n × n matrices) are used, while we use only very few n × n matrix variables. The rapid increase of the size of the SDPs involved as r increases is reflected, e.g. by [17, p.18] where it is stated that computation of ν (4) (G 17 ) is already beyond the current computational capabilities, where G 17 is a special graph with 17 nodes (see also Subsection 6.1).
Relations between bounds obtained by adding copositivity cuts with clique number not larger than r + 1 and the bounds (15) and (16), respectively, for r ≥ 8 and r ≥ 6 are at the moment not clear, although Conjecture 5.1 in [8] (proved for r up to 7 in [10] ) suggests that for all r ≥ 2, bound ϑ (r) (G) dominates all bounds obtained by the introduction of cuts based on graphs with clique number not larger than r + 1.
The result stated in Theorem 3.1 can not be extended to cuts based on graphs with clique number larger than r + 1. A trivial example of this fact is represented by graph G 8 from [17] . For this graph it holds that ν (1) (G 8 ) = 3.04328 while cutting with K 4 -free graphs trivially delivers the exact clique number since G 8 itself is K 4 -free. See Subsection 6.1 below for more detailed evidence.
Two theoretical results
In this section we present a couple of theoretical results. The first one establishes that we can have arbitrarily large improvements over θ even when cutting with subgraphs with a fixed clique number. The second one shows that for graphs of special structure (cosum of smaller graphs), we can derive bounds equal to the sum of the bounds for their components.
Arbitrarily large gap with respect to θ
First we show that once we have a single graph for which the bound obtained by adding a cut is exact, then we are able to find an infinite class of graphs with arbitrarily large clique numbers for which we are able to get an exact bound after adding a copositivity cut.
In order to define the direct or strong product * between two graphs G 1 and G 2 of order n 1 and n 2 , respectively, via their adjacency matrices, recall that the Kronecker product ⊗ transforms any two symmetric binary matrices of order n i (i = 1, 2) into a symmetric binary n × n matrix with n = n 1 n 2 . Then the direct product is defined as follows:
or, equivalently
which is the same as
While for the direct product both graph parameters θ and ω are multiplicative [11] , this does not seem to hold in general for the θ bound. However, [3, Theorem 4.3] states sufficient conditions which imply
For instance, if one factor G 1 = K n is the complete graph with n vertices, then (21) holds.
The following theorem gives a whole class of graphs with arbitrarily large clique numbers for which copositivity cuts yield exact bounds, starting from a single graph for which a copositivity cut is tight.
graph of order m, where H is a spanning subgraph of G with clique number ω(H).
Consider the product G n = K n * G and the spanning subgraph H n of G n with adjacency matrix
Proof.
Abbreviate by ω = ω(G). The clique number for K n * G is equal to nω . Then, in order to prove that the addition of cut H n leads to the exact bound we need to show that with Q n = Q Gn = E mn − A Gn and
for some α ≥ 0. Now by construction and in view of (19) which gives
By assumption, we have for
, and β > 0 (note that θ (G) > ω(G) implies strict inequality). Further it is immediate that C n = E n ⊗ C H for all n.
From (22) and (23) we deduce, after some rearrangements and noting that Q G − I m = A G is also a binary matrix,
where the matrix M m = (n − 1)ω A G + N m has no negative entries. Since Relation (21) shows that θ (G n ) = n √ 5, while ω(G n ) = 2n, so the gap between the θ bound and the clique number becomes arbitrarily large with growing n. Now we define A H n := E n ⊗ A C 5 . Then the graph H n is a triangle-free spanning subgraph of G n and Theorem 4.1 shows that using it leads to the exact bound 2n.
Cosums of graphs
Other classes of graphs for which we can make the gap between θ and the bound obtained by adding cuts large, can be obtained by introducing graph cosums. The (direct) sum of two graphs
This means no edges are added to the disjoint union, in terms of adjacency matrices
As we are dealing with cliques rather than stable sets, in the sequel we will employ the cosum of two such graphs G i , denoted by G 1 ⊕G 2 , which is the complement of the sum of the complements of G 1 and G 2 . Again, the vertex set here is V 1 ∪ V 2 , but now e is an edge in G 1 ⊕ G 2 either if it is an edge of one of the graphs or if it joins vertices from different vertex sets. Abbreviating
Obviously, a vertex subset S with
The result in [3, Theorem 4.1] establishes the same additivity property for θ :
Now, let us consider two graphs G 1 and G 2 , respectively of order n 1 and n 2 . Next we consider the cosum G = G 1 ⊕ G 2 of order n = n 1 + n 2 . We also assume that H 1 and H 2 are two spanning subgraphs of G 1 and G 2 respectively, with known clique numbers
be the bounds obtained by using the cuts based on the spanning subgraphs H i . We recall that in [4, Section 7.4] decompositions of the following form are considered:
where P i ∈ P n i while N i ∈ N n i with diag (N i ) = o, and α i ≥ 0. It was proved that there exists an optimal decomposition P i ∈ P n i , N i ∈ N n i and α i ≥ 0 such that
"Optimal" means here that min x∈∆ x P i x is the largest among all possible decompositions of the type (27), and moreover we have
This follows from an elementary property concerning swapping objective and a single constraint in a linear program over a cone K: 
The latter is the relaxation of min x∈∆ x Qx leading to min x∈∆ x P i x, as detailed in [4, Section 6.2 and 7.4].
Now let
Observe that the following result can be easily extended to the cosum of any number k ≥ 2 of graphs.
Theorem 4.2 The bound θ
Proof. What we need to prove is that
Indeed, in such case it follows from (29) that
Again following [4, Section 7.4], we need to find the best possible among these decompositions:
i.e. the one for which min x∈∆ x P x is as large as possible. Decompositions of type (31) for the matrix Q G = E n − A G are as follows by construction (25):
where we must have that Z ≥ 0, and necessarily
are decompositions of type (27) for Q i . First we note that the best bound is certainly obtained when Z = O. Indeed,
n and x P x ≤ x P 0 x for all x ∈ R n + , so the bound given by P 0 is at least as good as the one given by P . It immediately follows that the bound given by P 0 is obtained by solving the following simple one-dimensional problem
with π i = min x∈∆ x P i x > 0. Thus, the best possible such bound is obtained if P i and N i are equal respectively to P i and N i , i.e. the matrices appearing in the optimal decompositions (28) for Q i , and if α = 1. Then, the result on the cosum follows. 2
After proving the result above, we need to point out a relevant fact. If we are aware of the cosum structure of a graph and we know its component graphs G i , then we do not even need the above result: indeed, what we can do is simply to compute a distinct bound for each component G i and then sum up these bounds to derive a bound for G. Therefore, here we are assuming that we are not aware of the cosum structure. In this case the result above, for which the explicit knowledge of the component graphs G i is required, can not be employed in practice to derive the copositivity cut (30) but still proves the existence of such a cut and suggests that the proposed approach might work well for structured graphs like cosums, a fact which will be later confirmed by the computational experiments. Moreover, consider a graph G obtained from the cosum graph G by removing edges connecting nodes in V 1 and V 2 in such a way that the clique number of G is equal to that of G. In this case decomposition (32) with Z = O, P i = P i , N i = N i , i = 1, 2, is not necessarily the optimal decomposition, but guarantees that bound θ
Finding cuts: criteria and heuristics
While in the previous section we proved some theoretical results showing that adding copositivity cuts in some cases may lead to considerable improvements with respect to the θ bound, we still need to define some practical approaches to choose a copositivity cut based on graphs with known clique number. We first need a criterion which drives the choice. A quite natural criterion to select a graph H defining a cut is to look for the one for which inequality (11) is most violated by the solution X of (3). Formally, for graphs H with a fixed clique number ω 0 , we need to solve the following problem, recalling definition (13):
Such a problem is in fact a combinatorial optimization problem. Actually, what we aim at is not merely to solve problem (33), but to detect different subgraphs H such that f (H) > 0, because each of them corresponds to a valid cut. We will do that through a heuristic approach. Note that it is not our intention here to develop sophisticated strategies for detecting valid cuts. The approach proposed is rather based on simple ideas taken from the field of heuristics for combinatorial optimization problems, which can be certainly improved in a number of ways. All the same we would like to show that such a simple approach is already able to provide good valid cuts.
A decomposition heuristic
The proposed heuristic has the following input parameters
• k: the number of subsets V r , r = 1, . . . , k, into which V is partitioned;
• for each r ∈ {1, . . . , k}, a value d r (in the computations d r = 3 or 4) (d r − 1 will be the clique number of the subgraph we intend to build on the given subset of the partition).
We will later discuss how to choose these input parameters. Given a node subset V r ⊂ V and the corresponding vertex-induced subgraph G r with edge set
in order to build a K d r -free subgraph over G r , we employ as a sub-procedure a greedy heuristic Greedy(V r , A r , d r ) which returns a K dr -free spanning subgraph H r = (V r , E r ) of G r , starting from a given subset of edges A r ⊂ E(V r ) with ω(V r , A r ) ≤ d r −1. This will be done by adding edges so that the f -value of the corresponding graph increases, and stopping when we can not add further edges without losing the property that the subgraph is K d r -free. To be more specific, we order edges e = {i, j} such that their weights w e = X ij from the solution X of (3) are not increasing, and probe whether we can add them.
For a given partition V 1 , . . . , V k , with resulting subgraphs H 1 , . . . , H k , the corresponding value is given by the following objective function, to be maximized:
The heuristic attempts to improve the value of the current solution by swapping nodes between different members of the partition or by moving a node from one member to a different one, until there are no more changes which allow for an improvement.
A sensitive choice of k and of the d r values should be related to θ . If θ is small, it makes sense to choose a small k (e.g., if graph G is already triangle-free we should even choose k = 1). For this reason we restricted our attention to combinations of d r values equal to 3 or 4, r = 1, . . . , k, such that
In order to detect different valid cuts, we performed several runs of the heuristic with combinations of the d r values satisfying the above condition. Note that each run of the heuristic returns at most a single valid cut, but the heuristic can be run arbitrarily often. The bound obtained by cutting simultaneously with all valid cuts is denoted by θ cop . For the computational results in Section 6 we choose the number of runs such that the computation time to generate cuts was comparable with the time required by the solver CSDP [5] through YALMIP [14] to compute θ for the corresponding graph. In summary the procedure to compute θ cop takes roughly three times as long as computing θ . We had also considered a faster version of the heuristic only allowing for combinations of d r values satisfying the above condition and all equal to each other (all equal to 3 or all equal to 4). This gave in most cases a bound somewhere between θ and θ cop (results not shown).
For the sake of correctness it is important to point out here that the use of CSDP through YALMIP is not the most efficient one. Therefore, our claim above about the computation times of θ cop should be reconsidered after a more efficient use of CSDP. On the other hand, we should also take into account that our current implementation of the proposed heuristic can very likely be improved, and, even more important, that other, more efficient heuristics could be defined in the future. In fact, in this paper our aim is to show that the proposed idea is promising, but we are aware that many improvements are still possible and actually hope that our work will stimulate future research and the development of more efficient strategies.
The details of the heuristic are as follows.
Decomposition heuristic
Initialization For each i ∈ V select in a random way the subset V r of the partition into which it will be inserted. For each r ∈ {1, . . . , k}, compute
Step 1 For each i ∈ V r , j ∈ V s , r = s:
Step 3, otherwise repeat Step 1 until there are no possible swaps (in this case go to Step 2)
Step 2 For each i ∈ V r , r = s:
Step 3, otherwise repeat Step 2 until there are no possible moves (in this case go to Step 4).
Step 3 Set H t = H t for all t ∈ {1, . . . , k}.
and go back to Step 1.
Step 4 None of the swaps and of the moves allows for an improvement and the algorithm stops. 
Computational experience
First we illustrate our method by discussing computational results for some relatively small special graphs with the property that θ is not exact even after truncation. Then we will show in Subsection 6.2 results for a wide class of structured graphs for which it is known that θ bound is not exact. Finally we will present some results on random graphs in Subsection 6.3.
Some special small graphs
In a recent article, Peña and coworkers [17] consider the stability number of graphs, and investigate challenging graphs G 8 , G 11 , G 14 , and G 17 . For the clique number, we therefore have to look at the complement graphs G r , where r ∈ {8, 11, 14, 17}. For illustration, we depict G 8 and G 17 in Figure 1 with a suitable vertex labelling.
The bounds obtained by our heuristic and by other methods for comparison are reported in Table 1 . The graph G 8 is K 4 -free, so the heuristics of Section 5 with k = 1 and d 1 = 4 trivially leads to ω = 3 itself. On the other hand, G 8 is an example where there exists no cut based on triangle-free spanning subgraph that improves θ = 3.4678. For all four graphs θ cop provides a tighter bound than θ − , the strengthening of θ by adding triangle inequalities from [9] . On the other hand for G 11 and G 14 we find ν , which was reported to be computationally inaccessible in [17] for G 17 . Table 1 : Improvements of θ for graphs from [17] . Here θ − is the strengthening (14) from [9] , and θ cop results from copositivity cuts (according to the heuristic described in Section 5), whereas ν (r) is the bound reported in [17] for r = ω − 2. As a second class of special graphs we consider direct products of graphs where the θ bound is not exact. This construction can be used to obtain graphs with even larger gaps between ω(G) and θ (G). We build new graphs starting from the 5-cycle 
Circulant graphs and structured random tests
Circulant graphs are graphs whose adjacency matrices satisfy the following:
This class of graphs is of general interest in this context because, as proved in [3, Theorem 3.1], for some of them (in particular for those where the order n is a prime number) it holds that θ (G) > ω(G). Therefore, they form a promising class of graphs to evaluate our approach of strengthening θ (G) by using copositivity cuts.
In order to test the heuristics, we generated 10 random circulant graphs of orders 47, 103 and 151, respectively, with adjacencies defined by In Figure 2 we plot the improvement of θ over θ against the improvement of θ cop over θ . One can clearly see that for the smallest graphs (n = 47) the gain by applying cuts is quite impressive. Here in two cases θ cop was smaller than the truncation of θ , thus giving an actual improvement of the bound. For n = 103 the gain is less impressive, but still of the same order as θ − θ . For one instance the improvement by cuts survives truncation. Finally for n = 151 the gain by our cuts becomes relatively small. It is interesting to observe that θ − θ increases with n, whereas θ cop − θ decreases with n. This suggests that further research is necessary to improve the heuristics of Section 5 for larger graphs.
To obtain instances of denser graphs we generated the cosum of two circulant graphs with orders n 1 and n 2 , respectively, for some prime values of n i . This choice again guarantees a gap between ω and θ . We generated 10 random instances of order 46 (= 23+23), 100 (= 47+53) and 152 (= 73+79), respectively. To obtain improvements of θ we ran the heuristic for a time comparable to that of computing θ . The second part of Figure 2 shows the There is again a visible trend that for larger n the improvements decrease. However, the results are much more promising than for circulant graphs before. Both for n = 46 and n = 100, the gain from the cuts is usually much larger than θ − θ , and for n = 152 the improvements seem to be more or less of the same order. There were six instances with n = 46, three instances with n = 100 and two instances with n = 152 for which θ cop was smaller than the truncation of θ .
Unstructured random graphs
Finally we want to evaluate our heuristics on completely random graphs of various densities ρ. We generated 10 random graphs of approximate density ρ = 0.2, ρ = 0.5, ρ = 0.7 and ρ = 0.9 respectively, by choosing for each pair of nodes with probability ρ whether there is an edge or not. We considered n = 50 and n = 100.
The results presented in Figure 3 clearly illustrate the influence of ρ on the performance of our heuristics. Especially for n = 100 the results show clusters for different ρ. The improvement of LoMERoRuS bound over Lovász' bound (θ − θ) is strictly increasing with ρ. The further improvement gained by cuts (θ cop − θ ) is also best for very dense graphs, but does not seem to have such a clear isotonic dependence on ρ. We observed that it was most difficult to obtain valid cuts at a density of ρ = 0.7. For ρ = 0.9 significant improvements were obtained, whereas for smaller ρ valid cuts could be found, but the gain by cutting was not that large.
For n = 50 there was no instance where the improvement of θ cop survived truncation, but this is mainly due to the fact that for most of these instances already the Lovász' bound θ was close to ω (for 11 out of 40 instances θ was actually exact). Also for n = 100 and ρ = 0.2 Lovász' bound was in all instances very close to ω. Among the other 30 instances (ρ ≥ 0.5) there were four for which θ cop was smaller than the truncation of θ . The results from Figure 3 again show that for n = 50 the gain obtained by the cuts from our heuristics is larger than for n = 100. We have also considered graphs with n = 150 and ρ = 0.5, and as in the case of circulant graphs the improvements become fairly small.
Conclusion and outlook
We conclude that the heuristics discussed here work best for graphs of comparably small order, or for highly structured graphs. It remains a topic of further research to develop heuristics which perform well for larger graphs in general. One obvious way of improvement would be simply to generate more cuts, based upon the decision how much additional computational time one is prepared to invest in generating cuts. Another improvement might be to use cuts based on graphs with a clique number larger than 3. The generation of such cuts through the greedy approach is not advisable because of the increase of the computational demand with the clique number. An idea that we would like to explore in the future is to derive valid cuts through a composition technique where a graph is obtained by taking the cosum of small subgraphs with known (and small, 2 or 3) clique number, like the subgraphs H r already employed in the heuristic presented in Section 5.1: the clique number of the cosum graph would be known and equal to the sum of the subgraphs' clique numbers. It may also be fruitful to develop specific heuristics when dealing with special classes of graphs. In general one seems to find better chances for improvement in structured graphs than in unstructured ones. The instances which were presented here should demonstrate that at least in principle the use of copositivity cuts can lead to improvements of the θ bound, even for some particularly difficult cases like the graphs introduced by Peña et al. [17] .
