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I. INTRODUCTION 
PhragmenLindelof principles generally describe the behaviour of a 
solution of a differential equation or inequality when the solution is known 
to be nonnegative on the boundary of a domain except at an exceptional 
boundary point. This boundary point may be either a finite boundary point 
or the “boundary point at infinity.” Under appropriate growth restrictions 
on the solution, one concludes that the solution must be nonnegative also 
at the exceptional boundary point. 
For elliptic equations Phragmen-Lindelof principles were first proved by 
Gilbarg [4] in two dimensions, and by Hopf [7] in general [w”. Further 
refinements and strengthening of these results were given by Serrin [ 151 
and Friedman [3]. Miller [ 10, 1 l] obtained Phragmen-Lindelbf results for 
general uniformly elliptic operators with no continuity at all assumed on 
the coefficients. He also established existence of maximal and minimal 
Phragmen-Lindelof indices for classes of uniformly elliptic operators with 
eigenvalues of the matrix of second-order coefficients contained within a 
fixed range. Oddson [ 12, 131 derived explicit formulas for these indices in 
the two-dimensional case. For other discussions of Phragmen-Lindeliif 
principles see Fife [Z], Habetha [S], Herzog [6], Lax [S], and the book 
of Protter and Weinberger [ 143. 
In view of all the literature on the subject. one might wonder whether 
there is more to be said concerning PhragminLindelof principles. 
However. our version for elliptic differential inequalities of second order 
appears to differ from previous ones in the following respects: 
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(i) We allow differential inequalities of the form 
(Lu)(x) < (constant) 1.~1 pp (*) 
for some appropriate positive constant p, rather than the more strict 
Lu < 0. Hence, nonhomogeneous equations and inequalities can be treated. 
(Miller [ 10, 111 used (*) as a hypothesis in proving certain consequences 
of the Phragmtn-Lindelof principle, but does not seem to have pointed out 
that the weaker inequality is sufficient for the Phragmen-Lindelof principle 
itself.) 
(ii) Rather than requiring that 14 be nonnegative over the whole 
boundary, we ask that u be nonnegative only at boundary points near the 
exceptional boundary point. Hence the Phragmtn-Lindelof principle is 
seen to be a statement only about the local behatliour of solutions. 
(iii) The barrier functions required in establishing PhragmCn-Lin- 
deliif principles for a given differential operator are only required to exist 
near the exceptional boundary point-not in the whole domain. Moreover, 
only the behaviour of the coefficients of the differential operator near the 
exceptional boundary point determines the question of existence of 
barriers. For example, if the differential operator L approaches the 
Laplacian at the exceptional boundary point, then barriers for the 
Laplacian also serve as barriers for L. Thus, again the local character of the 
Phragmen-Lindelof principle is displayed. 
We consider second-order linear elliptic differential operators L of the 
form 
Lu= f 
r,, = I 
with the coefficients ai,, bi, c defined in a domain in Iw”. In the second sec- 
tion of the paper we discuss barrier functions for such operators, relying 
heavily on results of Miller [ 10, 1 l] and Oddson [ 12, 133 regarding 
existence of such barriers on domains satisfying an external cone condition. 
No continuity of the coefficients is assumed. However, we show that if in 
fact the coefficients are continuous at the exceptional boundary point, then 
one may use as barrier functions for L the barrier functions for the 
corresponding operator L, with constant coefficients which L approaches. 
In the third section we establish Phragmen-Lindelof principles for both 
finite boundary points and the boundary point at infinity. 
In the last section we obtain estimates for the maximal and minimal 
orders of barrier functions for the Laplace operator on cones in dimensions 
n B 3 (the case n = 2 already being known). This problem appears to be a 
natural one, especially in view of our Theorem 1, which states that barrier 
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functions for the Laplacian are also barriers for elliptic operators which 
approach the Laplacian at the exceptional boundary point. However, we 
have not seen this problem addressed directly in the literature. We show 
that barrier functions of maximal and minimal orders can be expressed in 
terms of hypergeometric functions. Then we obtain estimates for the 
maximal and minimal orders by exhibiting specific barrier functions of a 
simple nature. 
This paper extends and strengthens results of an earlier paper of Bear 
and the first author [ 1 ] concerning dimension n = 2. In that paper similar 
Phragmin-Lindelof principles were established for the purpose of studying 
the behaviour of solutions of elliptic differential inequalities near points 
where the boundary values have a jump discontinuity. 
Other, types of Phragmen-Lindelof principles, concerning the spatial 
decay of solutions of elliptic equations on semi-infinite cylinders satisfying 
homogeneous Dirichlet or Neumann data on the long sides and 
appropriate regularity conditions at infinity, have received considerable 
attention in the recent literature. Much of this work was motivated by the 
consideration of Saint-Venant’s principle in elasticity theory (see [ 161 for a 
comprehensive review of this work). Results for a wide class of second- 
order quasilinear elliptic equations (including, in particular. the minimal 
surface equation) may be found in [17-201. 
2. STRONG BARRIER FUNCTIONS 
We consider a second-order linear partial differential operator L, as 
defined by 
T 
Lu= i a,,& 
su 
+ i h -+ cu. 
r,i= I 1 I ,=, ‘$.y, 
(2.1) 
The coefficients a,, h,, c, for i. j= l,..., II, are real valued functions in a 
domain Q in [w”. Here I = (.Y, ,..., s, j represents a point in KY, and Y = 1.~1. 
By the phrase “in 52 near 0” (where 0 is the origin) we mean “in the 
intersection of 52 with some neighborhood of 0.” Analogously, we define 3n 
Q near 0, ” “in R near infinity,” etc. 
DEFINITION 1. Suppose 0 E dR, i E [w, and g = g(s) is a real valued 
function defined in Q - { 0 > near 0. We say g is a strong barrier function of 
order i in Q at O.for the operator L iff there are positive constants k, ,..., k, 
such that 
(i) g is of class C’ in Q near 0, and continuous in B - (0 j near 0, 
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(ii) for x in Q near 0, 
k, Y’ <g(x) 6 k,r*, (2.2) 
ad.4 
!-I as, <k,r”-‘, i = l,..., n, 
< k,r’- ?, i,j= l,..., n. 
(2.3 1 
(2.4) 
(Lg)(s) 6 -k,r* -‘. (2.5) 
If 1. > 0 we say that g is a strong regular barrier, and if i < 0 that g is a 
strong singular barrier. From (2.2) we see that if g is a regular barrier at 0 
then g(x) + 0 as s + 0, and if g is a singular barrier then g(s) -+ +,x8 as 
x + 0. All barriers are strictly positive in a - { 0 1 near 0. 
Our first lemma below points out that, under mild conditions on the 
lower-order coefficients of L, any strong barrier for the operator 
corresponding to the principal part of L is also a strong barrier for L. We 
define L as the principal part of L, 
(2.6) 
By the terminology “c(x)<o(r’) as s+O” we mean that c(x)<p(x) for 
some function p, with p(x) = o(r’) as x + 0 (and hence there is no restric- 
tion on the negative part of c). Similarly, “c(x) 2 o(,‘)” means c(x) ap(x), 
with p(x) = o(Y) (with no restriction on the positive part of c). 
LEMMA 1. If g is a strong barrier function of order i in Q at 0 for the 
principal part L of L, then it also is for L, provided that .for i = I,..., n, 
bJx)=o(r-I), c(x)<o(r-‘j, as.v+OinR. (2.7) 
Proof We need only to check (2.5), assuming that in Q near 0 we have 
(Lg)(xj 6 -kr” -’ (2.8) 
for some positive constant k. Writing 
Lg=Lg+ i b.-+cg, 2s 
j=, ‘ax, 
(2.9 1 
and applying (2.8), (2.7), (2.3), (2.2), we obtain 
(Lgj(x) < -krA-’ + o(r’-‘). (2.10) 
Thus (2.5) holds for some constant k, provided x is suficiently near 0 in 52. 
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If moreover the second-order coefficients N,, of L are continuous at the 
boundary point 0. we have the following lemma. which is perhaps more 
applicable than Lemma I: 
LEMMA 2. Suppose thut the h,‘s and c ohq, (3.7). and that ,ftir 
i,j= l.... q n. 
cI,,(.Y 1-+ a,, as s -+ 0 in R, (2.11) 
for some constants x,,. Let L, be the corresponding operator \t,ith coustant 
coefficients. 
If g is a strong barrier-function of order n in Q ut O.for the operator L,, then 
it also is for L. 
Proof: By Lemma 1, it is sufficient to show that g is a strong barrier 
function for the principal part L^ of L. We need only check (2.5) for L, 
assuming that in Q near 0 we have 
(L,g)(x)< -kr”-’ 
for some positive constant k. Writing 
(2.12) 
&=L,g+ i iu,i-ap)& 
i,l= I I I 
and using (2.12), (2.11 ), (2.4), we obtain 
(2.13) 
(Lg)(.u) 6 -kr” ’ + o(r’- ‘). (2.14) 
and the result follows. 
Remark. If in Lemmas 1 and 2 we replace the condition C(X) < o(r-‘) 
by c(x)2o(r~‘), it can be shown in a similar way that the converse 
statements hold. Namely, a strong barrier for L at 0 is also a strong barrier 
for L at 0; and, with continuous second-order coefficients at 0, a strong 
barrier for L at 0 is a strong barrier for Lo at 0. 
With the help of Lemma 2 and the last section of this paper we can show 
the existence of both regular and singular strong barriers at 0 for elliptic 
operators L satisfying the conditions of Lemma 2 whenever Q is contained 
inside a cone with vertex at 0. Indeed, by a change of variables we may 
assume the principal part of L approaches the Laplacian at 0, and in the 
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last section it is shown that the Laplace operator possesses both regular 
and singular strong barriers at 0 for conical domains with vertex at 0. (If g 
is a strong barrier for a cone with vertex at 0, and Q lies inside the cone 
with 0 on &2, then it is clear that g is also a strong barrier for R at 0). 
Thus the question of maximal positive orders and minimal negative orders 
of strong barrier functions for the Laplace operator on cones is of crucial 
importance for the case of operators with second-order coefficients clfi con- 
tinuous at 0. We investigate this question in the last section. 
For the case of second-order coefficients discontinuous at 0 we may 
invoke results of Miller [ 10, 111 for dimensions II b 3, and of Oddson 
[ 12, 131 for n = 2. Miller and Oddson proved the existence of strong 
barriers on cones for uniformly elliptic operators of the form 
(2.15) 
where the 0,‘s are not necessarily continuous but satisfy a uniform ellip- 
ticity condition of the form 
iJ= 1 
(a, /I = positive constants), (2.16) 
for all 5 E IR” and all x in the interior of a cone T,. The cone T,, where 
0 < $ < rr, lies in R” with vertex at 0, axis in the positive x,-direction, and is 
defined explicitly by 
T,= {O}u {.~ER":x#O,~(X)~~~, 
with 6(~) : = arc cos(.~,/]xI ). Miller and Oddson were looking for slightly 
weaker barrier functions, requiring instead of (2.2) only that g(x) > 0 in 
T, - (O}, and instead of (2.5) only that Lg<O in the interior of T,. 
However, the barrier functions that they produce are of the form 
g(?c) = r”F(f3), and one can check that such functions g also satisfy our 
stronger requirements for a strong barrier function. (This fact is pointed 
out by Miller in Theorem 3 of [ II] for the case i > 0. For A< 0 the proof 
is similar.) Miller and Oddson in fact prove more than existence of barrier 
functions, showing further that for fixed c( and fl there exist maximal and 
minimal orders of regular barriers and singular barriers, respectively, such 
that every elliptic operator of the form (2.15), with (2.16) holding, has 
regular and singular barriers of orders arbitrarily close to these maximal 
and minimal orders, and regular barriers of orders arbitrarily close to 0. 
(Miller also proves a similar result for operators with lower-order terms.) 
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For dimension n = 2 Oddson computes these maximal and minimal orders 
explicitly as functions of $. (Since these formulas are a little complicated 
we do not reproduce them here.) For II 2 3 the computation of maximal 
and minimal orders of barriers on cones for uniformly elliptic operators 
appears to be an interesting but unsolved problem. 
Using the results of Miller and Oddson, and the results of the last sec- 
tion of this paper concerning the Laplace operator, we obtain with the aid 
of Lemmas 1 and 2 the following basic theorem on the existence of barriers: 
THEOREM I. Suppose that L is defined in R by (2.1). with coefticients 
satisfying conditions (2.7) and (2.16) in Q for some Y and p. Assume further 
that Q is contained inside a cone with vertex on ;IR at 0. Then there exist 
both regular and singular strong barriers in Q at 0 for L, with regular 
barriers of orders arbitrarily close to 0. If furthermore. for i,.i= I..... II, 
Q-y) + d,, as .Y + 0 in Q, (2.17) 
then the strong barriers for the Laplace operator (described in the last sec- 
tion) are also strong barriers for L. 
Proof: One can easily extend the coefficients of L so that they are 
defined on the whole cone, with (2.7 ), (2.16), (2.17) being preserved. Then 
the barriers on the cone for the principal part of L are barriers on Q for L. 
So that we can discuss Phragmen-Lindeliif principles for the boundary 
point at infinity, we define regular and singular strong barriers at infinity. 
We suppose now that f2 is an unbounded domain in R”, with the operator 
L again given by (2.1), and with coefficients defined in Q. 
DEFINITION 2. Let Q be an unbounded domain, J E R, and let g be a 
real valued function defined in 52 near infinity. We say g is a strong harrier 
function oj‘order A in Q at infinity .for the operator L iff there are positive 
constants k, ,..., k, such that 
(i) p is of class C’ in Q near infinity, and continuous in 0 near 
infinity, 
(ii) for x in Q near infinity, inequalities (2.2)-(2.5) hold. 
If i > 0 we say g is a strong singular barrier (at infinity). and if 2 < 0 that 
g is a strong regular barrier. Note that all barriers in Q at infinity are 
positive in a near infinity, that regular barriers approach zero at infinity, 
and that singular barriers approach + KJ at infinity. 
The next lemma is similar to Lemmas 1 and 2, and we omit its proof. 
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LEMMA 3. If g is a strong barrier function of order I in Q at infinity for 
the principal part L of L, then it also is for L, provided that for i = l,..., n, 
b,(s) = o(r-I), c(x) < o(rP2), as -Y + 30 in 52. (2.18) 
Suppose moreotler that .for i, j= l,..., n, 
(2.19) 
for some constants clii, with L, the corresponding operator, 
Then tfg is a strong barrier function of order 1 in Q at infinity for L,, it also 
is for L. 
(Incidentally, a remark similar to the one following Lemma 2 applies 
here. Namely, if c(.~)ao(r-*) replaces c(x)<o(r2), then strong barriers 
for L are also strong barriers for t and L,.) 
Since Miller and Oddson have results for the boundary point at infinity 
analogous to those for the finite boundary point, we have the following 
existence theorem for barriers at infinity: 
THEOREM 2. Suppose that L is defined in Q by (2.1), with coefficients 
satisfying conditions (2.18) and (2.16) in Q for some CI and /?. Assume further 
that Q is an unbounded domain contained inside a cone. Then there e.uist both 
regular and singular. strong barriers in 52 at infirm>* for L, with regular 
barriers of orders arbitraril~~ close to 0. If furthermore, for i, j = l,..., n, 
a,(s) + 6, as ?I + x in Q, (2.20) 
then the strong barriers for the Laplacian (described in the last section) are 
also strong barriers for L. 
3. PHRAGM~N-LINDEL~F PRINCIPLES 
As in Section 2, we consider an operator 
Lu= i av&.+.i b.*+cu, 
,j= I 1 J ,= , ’ 3.x, 
(3.1) 
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with coefficients defined in a domain R in KY. We assume the ellipticity 
condition 
(3.2) 
and, so that we may apply the minimum principle, we require 
c(s) d 0 for 9 E Q. (3.3) 
We first consider the case of a finite boundary point, which for con- 
venience we take as the origin 0. For any real valued function u in 52 and 
boundary point J‘ on ?R, by the terminology “II 20 at ~9” we mean that 
lim inf II(S) 2 0 as s approaches ~9 from inside Q. If r c XL by “U > 0 on J”’ 
we mean that u > 0 at every point .I’ E I-. If u 3 0 on the intersection of 
i7R - (0 t with a neighborhood of 0. then we say “U 3 0 on 8.Q - (0) near 
0.” 
THEOREM 3. Let 0 E SQ, let L he given in Q hi, (3.1 ), with conditions 
(3.2), (3.3 ) holding, and suppose there esist both regular and singular strong 
barriers in Q at 0 .for L, of positice order A and negatioe order -p (,u > 0). 
respectit~elj*. Let u E C2( Q ), and sati$j, inequalities 
(Lu)(.u) 6 o(r) ‘) as Y + 0 in Q. (3.4) 
u(s)2o(r-/‘) as .Y -+ 0 in 52. (3.5) 
[f u 3 0 on X2 - { 0 i near 0, then u 3 0 at 0. 
Proof: We let g, and g ,, denote the regular and singular barriers, 
respectively, as hypothesized, and define a function ~1 by 
u:= u+Kg,+bgm,, (K> 1,0<6< l), (3.6) 
where 6 and K are constants to be specified later. Recalling (2.5) from the 
definition of strong barriers, and observing (3.4), we conclude that for s 
near 0 in 8, 
for some positive constant k. The second term on the right of (3.7) 
dominates the first term as x + 0. Thus we have Lc < 0 in the intersection 
of Q with a sufficiently small neighborhood of 0, the size of this 
neighborhood not depending on 6 or K (as long as K > 1). 
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We will apply the minimum principle to 1’ in an annular region 
6:= Qn{x:O<R,<Ixl<R~), 
where R, and R2 are constants sufficiently small so that Lu <O in 4, so 
that u is bounded below in Q on 1x1 = R2 (see (3.5)), and so that ub0 on 
the part of LX2 contained in ~30. Recalling (2.2) for strong barriers, we may 
conclude 
(i) u>O on &JndSZ, 
(ii) u + Kg, Z 0 on ~?d n {x: IxI = R,} if K is chosen sufficiently large 
with R2 fixed, 
(iii) u+bg-,,>O on l@n{.u:Ixl=R , ), provided R, is sufficiently 
small (see (3.5)), with the required size of R, decreasing to zero as 6 
decreases to zero. 
Therefore, for fixed R, and 6, we may choose K sufficiently large and R, 
sufficiently small so that L’ > 0 on ab. We apply the minimum principle for 
elliptic operators (see [ 14]), and conclude 
c=u+Kg,+6gp,,BO in 6. (3.8) 
We now keep R, and K fixed, and let 6 and R, tend to zero to obtain 
u(x) + Kg;(x) 2 0 for sEQ, 1x( -CR,. 
Next, letting x tend to 0, since gl(x) +O we have liminfu(x)BO as x+0 
in Q. 
Theorems 1 and 3 imply the following immediate corollary: 
COROLLARY 1. Let 0 E 122, let L be gillen in Q by (3.1), with c < 0 in 52, 
bt,ith 
hi(x) = o(r-‘) us x + 0 in Q, i = l,,.., n, (3.9) 
and with 
for some positive constants CL, /I. Assume further that Q is contained inside a 
cone with vertex on c%? at 0. Suppose UE C’(Q), that Lu is bounded above in 
Q near 0 by 
(Lu)(x)<o(r”P2) forsomeA>O, (3.11) 
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and that u is bounded below in 52 near 0. If u 2 0 on dQ - {O } near 0, then 
~430 at 0. 
Prooj: By Theorem 1. there exist regular barriers of orders arbitrarily 
close to 0 and hence less than 1, and there exist singular barriers. 
We next consider unbounded domains and the “boundary point at 
infinity.” By the expression “U 2 0 on aQ near infinity” we mean that u 3 0 
on the intersection of dQ with some neighborhood of infinity. 
THEOREM 4. Let Q be an unbounded domain, let L be given in Q by (3.1) 
bcith conditions (3.2) and (3.3) holding, and suppose there exist both regular 
and singular strong barriers in .Q at infinitjv for L, of negative order -p 
(p > 0) and positive order A, respectively. Let UE C’(Q), and sat&f), the 
inequalities 
(Lu)(x)<o(rp1‘+2) as x + ,x# in R. (3.12) 
u(x) 2 O(rn) as s -+ rj in Q. (3.13) 
[f u > 0 on dQ near infinitum. then lim inf u(x) > 0 as x + -L# in Q. 
Proof: The proof is similar to that of Theorem 3, and therefore we omit 
some details. We let gPr and g, denote the regular and singular barriers, 
respectively, and set 
r:= u+Kgp,+dg,, 0<6<1,Kal, (3.14) 
where S and K are constants. Then Lv < 0 near infinity in Q. We apply the 
minimum principle to L’ in the intersection d of Q with an annulus 
R, < 1.~1 -CR,, where R, and R, are chosen very large. For fixed R, and b 
we can choose K and Rz suffkiently large so that 1’ 3 0 on 80. Hence v > 0 
in 6. Keeping R, and K fixed, and letting d + 0, Rz + +‘x, we obtain 
u(x) + Kg,(x) b 0 for.uE.C?, IsI > R,. 
Then we let I tend to infinity in Q, with g-,,(.u) + 0, and we have lim inf 
u(x) > 0. 
Theorems 2 and 4 imply the following corollary: 
COROLLARY 2. Let R be an unbounded domain contained inside a cone, 
let L be given in R by (3.1), with c d 0 in 52, with 
b,(.u)=o(r’) as.u+,xinQ.i=l,..., n, (3.15) 
and with the uniform ellipticity condition (3.10) holding jor some positive 
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constants c(, fl. Suppose UE C*(Q), that Lu is bounded abooe in Q near 
ir$nity by 
(Lu)(x)Qo(rPPP2) forsomep>O, (3.16) 
and that u is bounded belobi* in Q near irzfinitl,. [f u >, 0 on ?Q near iqfinirj; 
fhen lim inf U(S) > 0 as I + xj in Q. 
Proof. By Theorem 2, there exist regular barriers of orders arbitrarily 
close to 0 and hence greater than -p, and there exist singular barriers. 
4. BARRIERS FOR THE LAPLACE OPERATOR 
According to Theorem 1 and 2, the existence of strong barriers for the 
Laplace operator on cones implies the existence of strong barriers (of the 
same order) for other elliptic operators with principal part approaching the 
Laplacian at the boundary point in question. Therefore it is useful to 
estimate maximal and minimal orders of barriers on cones for the 
Laplacian. 
Specializing results of Miller [ 11, Sect. 21, we find that maximal and 
minimal barriers on the cone 
Tti={O}u (IER”‘:.Y#O, lJ(s)<$), 
with 0(s) = arc COS(.X,/].Y~ ), 0 < Ic/ < rc, are of the form 
.&) = r:fif(@h 
where f will be a solution of the differential equation 
f”(0) + (n - 2)(cot 0)f’(0) + (A* +n& 2%)f(8) = 0, 
with the initial conditions 
(4.1) 
(4.2) 
f(O)= 1, .f’(O,=O. (4.3 1 
According to Miller’s analysis, for given 1 one determines the first positive 
zero off, say, at 0 = $. Then, if i > 0, the solution (4.1) is a barrier of 
maximal positive order, whose order we denote by I. = 1 +(I,$, n), on the 
corresponding cone Tti. If I. < 0, then (4.1) represents a barrier of minimal 
negative order, which we denote by 1= 1~ (@, n), on T,. These barriers g 
are of class C2 on Tti - {0}, are positive in the interior of Tti with Ag = 0 
there, and vanish on the sides of the cone (where 0(x)= tj). Miller then 
goes on to show that, for fixed tj, one can obtain strong barriers (satisfying 
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(2.2)-(2.5)) for positive 1 arbitrarily close to but less than I +($, n), and for 
negative i arbitrarily close to but greater than ,I ($, n). 
The simplest case is dimension n = 2, when (4.2) becomes 
and the initial conditions (4.3) lead to the solutionf(0) = cos 10, and hence 
the corresponding classical barrier 
g(s) = 2 cos 18. 
Setting cos ;LH = 0. we obtain as the first positize zero d = n/2,? if I. > 0, and 
0 = - 7r/2A if i. < 0. Hence the values 
i.+($, 2)=1. 
w 
L($, 2)= -$ 
are the maximal positive order and minimal negative order, respectively, of 
barriers on the sector T,:Q(x) < t/j. These values have long been known. 
When n = 3 the differential equation (4.2) becomes 
f”(O) + (cot O)f’(O) + i(i. + l)J‘(f9) = 0. (4.5) 
As is also well known [9, Chap. 81, the solution satisfying the initial con- 
ditions (4.3) is 
.f(e,=P,(cose), (4.6) 
where P, denotes the Legendre jwction qf the first kind of order 1 [9. 
Chap. 71. Since we know of no explicit formula for the first zero of 
P,(cos 0) (recall that P, is a polynomial only if 2 is an integer), the 
representation (4.6) does not appear to give explicit formulas for A+ ($. 3 ) 
and A J$, 3). However, from the identity [9, Chap. 71 
P ~-, ,i=) = P,(r). 
we conclude that 
/I-($, 3)= -A+(l), 3)- 1. (4.7) 
For dimension n > 3 we solve (4.2) by making the change of variable 
s : = (1 - cos 8)/2, p(s) : = f(0). Then 0 d 8 < 7~ implies 0 <s < 1, and (4.2) 
transforms into 
S( 1 - S) p”(s) - (n - 1 )(s - +) p’(s) 
+(A2+nl-21)p(s)=O. (4.8 1 
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The initial condition (4.3) will be satisfied if we require only that 
p(0) = 1. (4.9) 
We recall (see [9, Chap. 91) that the hypergeometric function 
F= F(a, /?, 7; z), defined in 1~1 < 1 by the convergent power series 
(4.10) 
where (a),= 1, (cOk=a(a+ l)...(a+k- I), provided that 1’ is not a non- 
positive integer, solves the equation 
z( 1 - 2) L?“(Z) + [y - (a + b + 1) ;] L”(Z) - aflu = 0, (4.11) 
with initial condition u(O)= 1. Comparing (4.11) with (4.8), we find that a 
solution of (4.8))(4.9) is obtained by setting a = -i, fl=n +I -2, 
;’ = (n - 1)/2, and hence 
n-l 
p(s)=F -i.,n+6-2,T;s , 
> 
(4.12) 
(4.13) 
We do not know of any means of determining the first positive zero of this 
function. However, from the identity 
F( a, fl, y; z) = F(/?, a, 7; z) 
we see that the first zero when A= ,I0 is the same as the first zero when 
i = 2 - n - 2,. Thus we conclude 
AL($,n)= -A+($,n)+2-n, (4.14) 
which extends (4.7) to n B 3. (By (4.4), this equation also holds for n = 2.) 
We also observe from (4.10) that in case ,I is a positive integer (or a 
negative integer less than 2-n), the series that F represents on the right 
side of (4.13) terminates after a finite number of terms and yields a 
polynomial. Hence we can compute the first zero off precisely for a few 
small integer values of L. 
We will now obtain lower estimates on A+($, n) by displaying explicit 
strong barriers for the Laplace operator on cones. Then (4.14) also yields 
upper estimates on J -($, n). As notation, we let I = (x, ,..., x,) denote a 
point in R”, and set 
r = I.YI = (s* + . + x2)“* 1 n 1 t= 1 +x,r-‘. 
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We consider cones C,,, in R”, described by 
C‘,.,, := (.KER”:&<t<2,r>o]~. (4.15) 
The positive .u,-axis is the axis of this cone. We have t = 2 for .Y on the 
positive *y,,-axis, and t = 0 on the negative .u,-axis. Thus as E + 2 , C,,,, 
becomes more narrow and approaches the positive .t-,,-axis. and as E -+ 0 +. 
C,:,,, becomes wider and eventually encompasses all points off the non- 
positive .u,,-axis. The case E = 1 gives the half-space .Y,, > 0. It is easily seen 
that the closure of the cone C’,,,, is the same as the cone T, :0(.~) = 
arc cos(sJr) 6 $, provided that 
E = I + cos II/, II/=arccos(E- I). (4.16) 
We now present strong barriers for the Laplace operator in T,. For fixed 
/I, 1’3 E, n, with /3, YE R, O<E< 2, and n>2, n an integer, we define a 
function h by 
h(s)=h,, ,:,, ,(x):= rU[t; -E’] i’- ‘. ify#O. 
: = #[log t - log c]. 
(4.17) 
ify=O. 
(The formula for ;’ = 0 can be derived by taking the limit as y + 0 of the 
formula for 7 # 0.) It is easily checked that h > 0 in the open cone C,., in 
KY’, that /I vanishes on the sides of this cone (where t = E), and p > 0 implies 
h(O) = 0, /I < 0 implies A(O) = 5’. Because of (4.14) we need consider only 
the case fl>O, although a slight adjustment in the analysis would allow us 
also to treat the case /? < 0. It is unnecessary to consider n = 2, since 
A+ ($, 2) is already known. Therefore we assume n 2 3. We will show that 
for appropriate 4-tuples (/?, ;‘, E, n), h satisfies the requirements for a strong 
barrier function in the cone C,:,,,. 
THEOREM 5. For given E and n, with 0 < E < 2, n 3 3. there exist a positive 
constant /?= F(E, n) such that if fl satisfies 0 < fl < fl, then ,for some real nunz- 
her ;’ and positive constant q = q(/l, 7, E, n) \ce have the inequality 
(d/l)(.U)d -qr” 2 filr .K E c,,,, . (4.18) 
This constant fl ma]’ he taken as prescribed in @wudas (4.36k(4.38). 
Moreover, there also esist positive constants k, = k,(/l, i’, E, n), 
k, = k,(P, ;‘, E, n ), such that \c’e have the bounds 
(4.19) 
ivl( x) l-l c?.K, <k,rfi- ‘, for .Y E C,,, and i = l,..., n, 
d’h(s) 
I I d.K;l?K, 
< k2rfim7, .fbr x E C,,,, and i, j = I,..., n. (4.20) 
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Proof Some straightforward but somewhat lengthy computations yield 
the formula 
(dh)(?c)=r”~‘t~~‘~(r), (4.21) 
where 4 is defined as 
f)(l) := (82+np-2P)(t-&‘t’~“)j’~’ 
+(2-n-i’)t+(n-3+2~), if 7 # 0, 
: = ( p2 + np - 28) t log( t/E 
+(2-n)t+(n-3), 
We will choose p and 7 so that d(t) < 0 for E 6 
yields 
if 7 =O. (4.22) 
6 2. Differentiation of 4 
~“(t)=(BZ+nB-2/J)(l-~)&‘r~~‘~;‘, TELL!. 
The term multiplying the quantity 
B=B(P):= pz+nfl-2/?=p(p+n-2) 
(4.23 
(4.24 
in (4.22) is positive for x E C,,,, since t > E in this region. Moreover, the 
function B= B(b) is strictly increasing and positive on any interval 
(0, B).Therefore, for any fixed $, fl> 0, if, by an appropriate choice of 
7 = ;)(/A E, n), we can make d(t) < 0 on [E, 21 for /3 < p and sufftciently close 
to fl, then we can do the same for all /I in the interval (0, p). Thus, if 
necessary, we need only consider values of fi near E 
It follows directly from (4.22) that 
&E)<Ooj’< 
1 +(E- l)(H-2) 
2-E ’ 
(4.25 ) 
i’ = 0. (4.26) 
We consider first the case 0 <E < 1, when C,, contains at least the open 
half-space x, > 0. Then (4.25) requires that 7 < 1. Since B > 0, (4.23) shows 
that 4” > 0 and therefore, with such a choice of 11, 4 is convex on (0, GZ). 
Thus if 7 < 1 then conditions (4.25) and (4.26) are necessary and sufficient 
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for 4 < 0 on [s, 21. Application of L’Hopital’s rule and some elementary 
calculus reveals that the function f = r(y), defined in (4.26). is continuous. 
positive, and strictly increasing for 7 E R, with I( - #x~ ) = 0, r( + #x’ ) = + x’. 
We let 7 denote the quantity on the right side of (4.25). 
i’Ej’(&, n) := 1 +i&- l)(n-2) 
2-E ’ 
O-c&< l,n>2. (4.27) 
If B is chosen so that 
0 < B < r(q;), (4.28) 
then we may choose 7 sufficiently close to ;’ so that both ?; < yj and 
B < r(j)) < r(T) hold. Condition (4.28) leads to 0 < p < fl, where 
a=~[2-n+,~(n-2)2+4f(l)], O-c&< l,n>2. (4.29) 
Since now 4 <O on [E, 21, (4.21) implies (4.18) for some positive constant 
q=q(rR,y,E.n). 
We next consider the case 1 <e: < 2, when C,,,, is contained in the half- 
space X, >O. We observe that (4.25) now allows the possibility 7 > 1. By 
making such a choice we obtain a better value for /? Assuming 7 > 1, /I > 0, 
we see from (4.23) that 4” < 0 and 4’ is decreasing on (0, ‘x). We force 
4’ > 0 on (0, 21, and hence 4 increasing on (0, 21, by requiring d’(2) > 0, 
which, as can be derived from (4.22), leads to 
B2 
S’(i’+n-2) 
1 + (7 - 1)(&/2)>’ 
(4.30) 
We then force d(2) < 0, and therefore 4 <O on [E, 23, by requiring (see 
(4.26)) B< f(y), which, in view of (4.30), is possible only if 
-j'(i' + n - 2) 
1 + (?; - 1)(&/2)) 
<qi’)2+!2[1-(c!2)y. (4.31) 
This inequality is equivalent to 
i2,E)‘.<in+lh+(n-3) 
2i'+(n-3) . 
(4.32) 
At 7 = 1, (4.32) reduces to (2/s) < 2, which is true since E > I, and as 
1' + + co, (4.32) becomes false since E < 2. We let y0 be the first root on 
( 1, KZ ) of the equation 
(2,~)‘.“=(n+I!?;,+in-33) 
2y0+(n-3) 
(4.33 )
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Then for 1 < 7 < y0 we have (4.32) and hence (4.3 1). For any 1’ in this range 
we may choose B so that (4.30) holds and B < T(y). Letting y rye, we 
obtain values of B less than but arbitrarily close to f-(;,) for which we can 
make 4 < 0 on [E, 21. Therefore the theorem is established for values of B 
such that B < f(yO). 
Requiring II 2 3, we obtain a lower bound on y0 by noting that the right 
side of (4.33) is diminished if 7” is replaced by 1. Thus we have ( Z!E)“O >2, 
which gives y0>7, where 
jY= .T(& ,I) := log, 
log( 2i&) 
1<~<2,n33. 
We conclude that the theorem holds for values of B such that B < f(T). 
This observation leads to fl being given by (4.29), which simplifies to 
The inequalities (4.19) and (4.20) are obtained by differentiating h and 
applying elementary estimates on the derivatives. We omit these 
straightforward computations. This completes the proof of Theorem 5. 
Remarks on Theorem 5. 1. For easy reference, we recall that fl may 
be expressed in all cases as 
where 
Q(~,11)=~[2-n+,~~n-2)‘+4r(1;)], (4.36) 
T(y)J’l-lJ) ~ [l -(E/2)“]-‘, 
2 
i’zo, 
+ [log(2/&)] -1, -7 - 0 I-- ) 
(4.37) 
1 +(E- l)(tl-2) = 
2-E ’ 
O<Edl, n33, 
log 2 
(4.38) 
=- 
lOg(z/E)’ 
1<E<2, t’Z33. 
For 0 < E < 1, when the cone C,, contains II half-space, it appears that we 
have squeezed out the best possible choice for fl. However, for 1 <E < 2 we 
made several compromises along the way in order to make the algebra 
496 HILE AND YEH 
manageable and to obtain a closed form expression for fl. There probably 
is some room for improvement in this interval. 
7 A. One can verify that. for fixed II. /TE. n) increases strictly and con- 
tinuously on (0, 2) as a function of E, and therefore for smaller cones p 
becomes larger. Indeed, we have p- + #X as 1: + 2 , and. as e + 0 +. we 
see from (4.37) that yT-+ (3 -n).,2, and from (4.36) that IJy;) -+ 0’. Thus as 
c/+0+. p-o. 
3. We observe that for E = 1. when c‘,.,, = c‘,,,, is an open half-space, 
the formulas for fl yield 
/7( 1, I? ) = 1 for the half-space. (4.39) 
Theorem 5 and the formulas (4.14 ). (4. I6 ) imply the following immediate 
corollary: 
(4.40) 
(4.41 ) 
We can get an idea of the accuracy of the estimates (3.40)~(4.41 ) by con- 
sidering formulas (4.6) and (4.13) when i is a positive integer and .f’( 8) 
reduces to a polynomial in cos H. Then for small integral values of i we can 
solve for the zeros of,f’exactly. thereby obtaining exact values of i +($I. II) 
for a few values of $. For example, if II = 3 the values n = 1, 2. 3, 4. 5 in 
(4.6) give the Legendre polynomials P,(cos 0 )..... P&cos 0). Solving for the 
first positive zeros yields the approximate values (to 3 decimal places) 
E.+(n?. 3)= 1, i. + (0.955. 3) z 2. 1.+(0.685. 3) 1 3, 
i.+(0.533, 3) 2 4. /. +(0.437. 
(4.42) 
3) 1 5. 
On the other hand, use of the formula E = 1 + cos $ and substitution into 
(4.35 ) yields the corresponding estimates 
Q(l,3)= 1, lj(l.577, 3) 1 1.968, F(l.775, 3) 1: 2.941, 
fl(1.861, 3) 2 3.918, fl(l.906, 3) = 4.895. (4.43) 
The values of fl in (4.43) are all within 2.1 % of the corresponding values of 
/I + in (4.42). Performing a similar analysis for n = 4 we get about 9 % 
accuracy, and for larger II it gets progressively worse. However, for these 
tests we are working in the range 1 <E < 2. As already mentioned, we 
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expect better estimates in the range 0 < E < 1, but we have no way of testing 
this conjecture. 
Perhaps a more fruitful approach would be to estimate directly the zeros 
of (4.13) by some numerical method. 
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