ABSTRACT
INTRODUCTION
The possibility to simultaneously record gene expression levels of thousands of genes using DNA arrays (1, 2) has led to new ways of looking at organisms on a genome-wide scale. In particular, it is now possible to monitor gene expression of thousands of genes in cancer (3) . DNA array experiments involve measuring tens of thousands of gene expression levels under different conditions. In addition to allowing for a quick scan for interesting single genes, such measurements provide insights into collective effects among the gene expressions.
Clustering methods have been used extensively to investigate array data along the two dimensions, conditions, and genes, with two aims: (i ) either to cluster the conditions (tissue type, phenotype, treatment response, patient outcome, etc.) based on expression levels regarded as their molecular portraits (4); or (ii) to classify genes with expression patterns that are correlated across various conditions (5) . The clustering of conditions has been applied to molecular classification of cancer in several studies (6) (7) (8) (9) (10) . If there is some prior knowledge about the classes to be analyzed, supervised methods can be used and may be advantageous to unsupervised clustering methods (for a discussion, see Reference 11) . In a supervised method, features of classes are extracted in a training process in order to learn how to identify and utilize them for classification. Our goal in this article is to describe how supervised machine learning algorithms have been used to learn to classify cancers based on features of their gene expression profiles.
MACHINE LEARNING APPROACHES FOR ARRAY ANALYSIS
Supervised methods that have been applied to molecular classification of cancer tissues include correlation-based classification methods (8) , artificial neural networks (ANNs) in the form of supervised layered perceptrons (12) , and support vector machines (SVMs) (13) .
In the correlation-based methods, various statistical measures are used to correlate, gene-by-gene, expression levels with a condition of interest (tissue type, phenotype, treatment response, patient outcome, etc.). In this way, a discriminatory weight is calculated for each gene. Once the genes are ranked according to the discriminatory weights, supervised classifiers can be constructed using only the top-ranked genes. To classify samples, each gene typically gives a flat vote or a vote weighted by some function of the gene's expression levels. For example, Golub et al. used a signal-to-noise statistic to discriminate acute myeloid leukemia from acute lymphoblastic leukemia (8) , and van't Veer et al. used Pearson's correlation to predict clinical outcome of breast cancers (14) .
ANNs and SVMs have, in contrast to correlation-based methods, the potential to include collective and nonlinear effects among the genes. Both methods are computer-based algorithms that are capable of learning to identify complex patterns, such as gene expression data, in a training process. Once trained, the parameters of the ANN or SVM can give relevant information on the relative importance of each gene in the learning of the classes (12, 15) . Both SVMs (16) and ANNs (17) have been applied to assigning functional annotations to uncharacterized genes based on expression signatures of genes belonging to existing functional classes. Furey et al. used SVMs primarily to classify ovarian tissue samples based on their gene expression profiles (13) . SVMs have also been applied to diagnose multiple common adult malignancies (15, 18) . ANNs have been applied to molecular classification of small round blue cell tumors (12) , breast cancer (19) , esophageal cancer and premalignancy (20) , and colorectal lesions (21) . To exemplify how machine learning methods can be used to analyze array data, we will next outline how ANNs can be used for molecular classification of cancers based on their gene expression profiles.
CLASSIFICATION OF TUMORS USING ANNs
In its simplest form, so-called perceptrons (22) , ANNs are just simple linear logistic regression methods. More general ANNs in the form of a multilayer perceptron (MLP) have proven to be powerful when classifying tumor array-based expression data (19) and also for applications in other biological systems (for a review see Reference 23 ). An MLP consists of a set of layers of units inspired by the structure and behavior of neurons in the mammal brain ( Figure 1 ). The input data, in this case the gene expression data, is fed into the so-called input layer and triggers a response in the following so-called hidden layer(s). The response in the hidden layer(s) in turn triggers a response in the output layer. In the case of classification, each node in the output layer represents a class. The simple perceptron corresponds to the case with no hidden layer. When a gene expression pattern of a sample is fed into the MLP, ideally only the output node representing the class that the sample belongs to should respond. For calibration, samples belonging to the classes of interest are presented to the MLPs, which are trained to recognize them in a supervised fashion by a process of error minimization; the parameters of the MLPs are adjusted such that error of the output units are minimized for the calibration samples. The number of nodes in the input layer is equal to the dimension of the input data. Calibrating an MLP follows the golden rule of any data fitting process; one needs more samples than the number of tunable parameters in the model. Since the number of inputs typically far exceeds the number of samples in cancer profiling studies, one has a potential problem, and there is a risk of overfitting. There are two possible solutions to this problem. First, the dimension of the data can be reduced, either by using a dimensional reduction algorithm, such as principal component analysis (PCA) (24) , or by selecting a smaller set of genes as input to the classifier in a supervised way by using a discriminatory score (see e.g., Reference 8). Second, the learning process can be carefully monitored using a cross-validation scheme to avoid overtraining (12) . Another advantage with using a cross-validation scheme is that it results in a set of models, each trained on a subset of the samples, that can be used as a committee to classify test samples in a robust way (12) . Typically, both measures are taken; dimensional reduction and cross-validation. After completed calibration of the ANN models, genes are ranked according to their importance for the classification. One can then remove genes from the bottom of the list to identify the optimal number of genes with respect to calibration set performance. With this procedure, two goals are achieved; one obtains an optimized classifier for diagnostic prediction with few genes, and the other singles out genes important for discovering novel biology. We next illustrate the method with two cases: (i) the diagnostic prediction of small round blue cell tumors (12) ; and (ii) the determination of estrogen receptor (ER) status in sporadic breast cancer (19) . In Reference 12, ANNs are used for classification and diagnostic prediction of small round blue cell tumors, which belong to four different diagnostic categories and are based on data from cDNA microarrays containing 6567 genes. To determine which genes were most important for the classification, Khan et al. analyzed the calibrated ANNs and ranked the genes according to how sensitive the output was with respect to each gene's expression level. A calibration material of 63 tumors and cell lines was used for 3-fold cross-validation training of 3750 ANNs, each of which were trained on a different subset of the samples to provide for a robust and diverse committee of ANNs, while gauging the performance of the committee vote on the validation sets. The procedure was repeated for different sets of ranked genes, where these had been successively selected from the top of the ranking lists which resulted from each committee calibration. The resulting performance, in terms of error in classification, is shown in Figure 2 . As can be seen, optimal performance is obtained using 96 genes. The ANNs classified all of the 63 samples correctly. An interesting question is, to what extent could such classification results have been obtained by chance. To probe this issue, the four tumor classes are randomly relabeled, and the procedure above is repeated 1000 times for different random permutations of the sample labels. The resulting performance distribution is shown in Figure 3 . As can be seen, the tail from the randomly relabeled samples is far from the predictions for the original sample labels (the vertical line indicating all 63 tumors correctly identified). The committee of models are then used on 25 blinded test samples that are provided after the calibration is frozen. It turned out that 20 of these belonged to the four categories, whereas the other 5 represented other tissues. Not only were the trained ANNs able to correctly classify the 20 tumors, but very importantly, they also rejected tissues not belonging to any of the four classes. This is possible since the signals from the ANN output nodes need not be binary, but should, for a correct classification, be close to its encoding binary value. Hence, a distance measure from the encoding value can be used to reject samples that do not confidently belong to any of the encoded groups. In terms of interpreting the underlying biology from the ranked genes, one should mention that, as an example in Reference 12, FGFR4, which is a tyrosine kinase receptor, was found to be highly expressed in rhabdomyosarcoma. This finding was confirmed at the protein level and is of therapeutic interest because of the potential role of FGFR4 in tumor growth and in prevention of terminal muscle differentiation (12) . Regarding the gene rankings, it is of course possible to Microarrays in Cancer 31 Figure 1 . An MLP. Input data, in this case from gene expression measurements, is fed into a so-called input layer, triggering a response in the hidden units that subsequently results in a signal in the output layer. Each link corresponds to a parameter that is tuned such that the output signal matches labeled classes describing the measured samples (classification). rank the genes individually for each patient, thereby opening up the possibility for customized treatment.
Gruvberger et al. (19) used ANNs to investigate the phenotype associated with ER status in human breast cancer and found that the ANNs could accurately classify the 47 tumors into ERpositive and ER-negative samples. The data analyzed was from cDNA microarrays containing 6728 clones. Again, PCA preprocessing was employed to reduce the number of input variables followed by training a committee of 1250 models using 3-fold cross-validation. Also, the genes were ranked. It was found that the ANNs could accurately predict ER status even when excluding top discriminator genes, including ER and GATA3, for the validation, as well as a blinded test set of 11 tumors. In fact, by systematically removing genes from the top of the list, predictive power was retained down to removing more than 10% of the top genes. In Table 1 , the performance of the ANNs is shown for different stages of removing genes from the top. The results are presented in terms of correctly classified test set samples and the corresponding receiver operating characteristics (ROC) areas (25) . These results provided evidence that ER-positive and ER-negative tumors display remarkably different gene expression phenotypes. This procedure of establishing different distinct gene expression programs could be useful in studying cancer diseases, in which many phenotypes are involved prior to dividing up the material for diagnostic prediction studies.
OUTCOME PREDICTION AND THE INFLUENCE OF SAMPLE SELECTION
An application of array analysis of cancer that attracts a lot of interest is to predict which tumors will recur. In general, tumors detected early have good clinical outcomes, but there are no markers that will correctly predict if or when a tumor will recur. A consequence of this is that most cancer patients receive intensive treatments, often associated with severe sideeffects, with the hope of achieving a positive outcome.
MacDonald et al. identified a gene expression profile that could classify if a medulloblastoma would metastasize or not (26) . Shipp et al. developed a supervised classifier that could separate cured vs. refractory disease based on expression profiles of diffuse large B cell lymphoma (27) . For breast cancer, there have been studies to investigate lymph node status (28) and whether a tumor would develop metastases (14) . The determination of lymph node involvement is the most important factor in disease outcome for breast cancer. West et al. managed to identify a gene expression profile that could classify their samples according to whether they, at the time of diagnosis, had metastasized to the lymph nodes or had not spread beyond the breast (28). van't Veer et al. developed a classifier that could separate their samples into those that developed metastases in less than 5 years and those that did not (14) . The prediction accuracy of their supervised classifier was 80%-90% in a cross-validation scheme and for a blinded test set.
These studies imply that a gene expression profile present in tumors at the time of diagnosis can predict the following course 32 Microarrays in Cancer R RE ES SE EA AR RC CH H R RE EP PO OR RT T Figure 2 . Minimizing the number of genes. The average number of misclassified samples for all models is plotted against the number of genes used in the classifier. As can be seen, using the 96 highest ranked genes results in zero misclassifications for this example. Reprinted and adapted with permission from Reference 12. ©2001 Nature Publishing Group.
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Correct a ROC area b The ROC area is identical to another more intuitive measure: the probability that the ER-positive sample in a randomly chosen pair of samples, one being ER-positive and one ER-negative, is classified with the output value closest to the ER-positive category. Thus, if the ROC area is 100%, it is possible to define a cutoff for the ANN output, such that all samples are correctly classified. c Results for 100 randomly picked genes among top 401-3400.
Table 1. Prediction of ER Status
R RE ES SE EA AR RC CH H R RE EP PO OR RT T of the cancer. Once these profiles are sufficiently characterized, they can be measured for primary tumors with the aim of using them in clinical decisions. Needless to say for this latter aim, one needs, as for any clinical procedure, to demonstrate sufficient sensitivity, specificity, reproducibility, robustness, and reliability. A key point here is a thorough characterization of these profiles. The studies have so far been carried out on relatively small sample sets. In the sample cohort studied by van't Veer et al., the predictor based on a set of genes with expression correlated with outcome performed better, but not significantly better, than predictors based on standard histopathological and clinical prognostic factors (14) . Gruvberger et al. applied the part of the gene set used to predict outcome by van't Veer available on their own arrays on a different cohort of samples and failed to get significant outcome prediction results (29) . There were important differences in the two sample cohorts. In the sample set studied by Gruvberger et al., standard prognostic markers were matched between samples in the two groups having good and bad outcome. This meant that a classifier based on standard prognostic factors could not predict outcome for these samples, in contrast to the results for the sample cohort studied by van't Veer et al. In addition, there were differences in the treatments received by the patients in the two studies. Thus, it seems that care should be taken in sample selection when defining a gene expression profile associated with outcome for breast cancers.
It should be noted that consequences of features characteristic of a specific sample set and not of a larger cohort cannot be compensated for by using a more sophisticated analysis method. In applications of any supervised method to predict disease phenotypes, the influence of the sample selection and the importance of an independent test set should be emphasized. As larger cohorts of samples are studied, we will see if expression profiles present in tumors at the time of diagnosis will become better characterized and allow for expression signatures to add to standard factors in decisions to direct treatment. In particular, age, disease stage, and other patient characteristics should be representative of the spectrum of patients. Furthermore, many of the microarray-based studies have so far analyzed patients that have undergone different therapies, which may confound outcome expression signatures.
OUTLOOK
Array-based technologies hold great promise for the diagnosis and prognosis of disease outcomes. As with any microarray application, care has to be exercised in all steps of the experiment and analysis, including: (i ) sample selection; (ii ) experimental design; (iii ) proper preprocessing and normalization of the raw data (30); and (iv) good practice when it comes to employing appropriate data mining methods, including validation procedures. Recently, supervised machine learning classification techniques have been used successfully in studies in which there are data to guide the analysis. In the case of cancer diagnoses, one often has such data. The aim is to use available data such as patient survival, treatment response, etc., to train an algorithm to recognize patterns in the expression profiles that can be utilized to diagnose and make predictions for unknown cases. For these applications, supervised methods, such as ANNs, are proving to be more effective than unsupervised clustering methods. Nevertheless, it seems, as has often been the case in clinical research, that issues of sample selection are at least as critical as the choice of analysis method for array-based approaches to fulfill their promise for clinical applications. 
