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ABSTRACT 
 
We consider a spatial econometric model containing a spatial lag in the dependent 
variable and the disturbance term with an unknown form of heteroskedasticity in 
innovations. We first prove that the maximum likelihood (ML) estimator for spatial 
autoregressive models is generally inconsistent when heteroskedasticity is not taken 
into account in the estimation. We show that the necessary condition for the consistency 
of the ML estimator of spatial autoregressive parameters depends on the structure of 
the spatial weight matrices. Then, we extend the robust generalized method of moment 
(GMM) estimation approach in Lin and Lee (2010) for the spatial model allowing for a 
spatial lag not only in the dependent variable but also in the disturbance term. We show 
the consistency of the robust GMM estimator and determine its asymptotic distribution. 
Finally, through a comprehensive Monte Carlo simulation, we compare finite sample 
properties of the robust GMM estimator with other estimators proposed in the literature. 
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1 Introduction
Spatial econometric models that have a long history in regional science and geography has been
receiving attention in economics in recent years. Spatial econometric models allow regression spec-
ifications through which spatial dependence among observations can be incorporated in economic
analysis and in the estimation of models. The spatial dependence is a special form of cross-sectional
dependence among observations determined by locations of observations in space. The estimation
of models with spatial dependence requires special estimation techniques. There are three main
estimation approaches: (i) the maximum likelihood (ML) estimation method, (ii) the generalized
method of moment (GMM/IV) estimation method, and (iii) the Bayesian Markov Chain Monte
Carlo (MCMC) estimation method. For many spatial model specifications, the ML estimation has
been the most widely used technique and has often been the only technique that is implemented
(Anselin, 1988; LeSage and Pace, 2009). However, formal results concerning the asymptotic proper-
ties of the (quasi) ML estimator have recently been established in Lee (2004) only for pure spatial
and spatial autoregressive models. The ML estimation can involve a significant computational diffi-
culty due to the presence of the determinant of a matrix in the likelihood function, whose dimensions
depend on the sample size. (Das, Kelejian, and Prucha, 2003; Kelejian and Prucha, 1998, 2010).
Several solutions have been suggested to overcome the computational burden of the ML method
(Barry and Pace, 1999; LeSage and Pace, 2004, 2007; Ord, 1975; Pace and Barry, 1997a,b; Smirnov
and Anselin, 2001).1
The GMM and IV estimators have the advantage that they do not require any distributional
assumption for the disturbance term and remain to be computationally more feasible than ML
estimation. In the literature, different kinds of two stage least squares (2SLS) estimators corre-
sponding to the different set of instrumental variables have been suggested (Anselin, 1988; Kelejian
and Prucha, 1998, 2007, 2010; Lee, 2003, 2007a). The spatial structure of regression equations mo-
tivate the selection of the instruments which are usually constructed from the exogenous variables
and spatial weight matrices. Despite its computational simplicity, the 2SLS estimator is inefficient
relative to the ML estimator. The inefficiency arises because the 2SLS estimator focuses only on
the deterministic part of the endogenous variable (i.e., the spatial lag term) and the information in
the stochastic part is not used in the estimation.
Kelejian and Prucha (1998, 2010) propose a multi-step estimation method that involves a com-
bination of IV and GMM estimation for the spatial model that has a spatial autoregressive process
in the dependent variable and disturbance term (for short SARAR(1,1)). This kind of model spec-
ification is often referred as the Kelejian-Prucha Model (Elhorst, 2010). In the first step, the initial
estimates of the parameters of the exogenous variable and the autoregressive parameter of the spa-
tial lag of the dependent variable are estimated by the 2SLS estimator. In the second step, residuals
from the first step are used to estimate the autoregressive parameter of the spatial lag of the dis-
turbance term by the GMM estimator. In the final step, the parameters are re-estimated by the
1For the Bayesian MCMC approach, see Lesage (1997), Parent and Lesage (2007) and LeSage and Pace (2009).
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2SLS estimator after transforming the model via a Cochrane-Orcut type transformation to account
for the spatial correlation. However, the estimation approach in Kelejian and Prucha (1998) is
inefficient relative to the ML estimation (Prucha, Forthcoming 2012). The extensive Monte Carlo
results in Das, Kelejian, and Prucha (2003) demonstrate that the difference between finite sample
efficiency, measured with root mean squared errors (RMSE), between the ML and the GMM and IV
estimators of Kelejian and Prucha (1998, 1999) is very small. Drukker, Egger, and Prucha (2012)
consider the specification SARAR(1,1) where they allow for endogenous regressors in addition to
spatial lag of the dependent variable. The estimation approach involves several steps and is an
extension of GMM/IV estimation method of Kelejian and Prucha (1998, 1999).
To increase the efficiency of the GMM estimator, Lee (2007a, 2007b), Lin and Lee (2010), Liu,
Lee, and Bollinger (2010), and Lee and Liu (2010b) suggest sets of moment functions that are
linear and quadratic in the disturbance term for the GMM estimation. In this approach, the linear
moment functions are based on the deterministic part of the spatial lag term and the quadratic
moment functions are constructed for exploiting the stochastic part of the spatial lag variable (i.e.,
the endogenous variable). The quadratic moment functions are chosen in a such way that the GMM
estimator is asymptotically equivalent to the ML estimator when disturbances are i.i.d. normal.
When disturbances are simply i.i.d., Liu, Lee, and Bollinger (2010) and Lee and Liu (2010b) show
that the one step GMM estimator (joint GMM estimator) is more efficient than the quasi ML
estimator, respectively for the case of an SARAR(1,1) and an SARAR(p,q).
Most of the estimation methods mentioned above are valid under the assumption that the dis-
turbance terms of the spatial models are i.i.d. In many regression applications, heteroskedasticity
might be present.2 In the presence of unknown heteroskedasticity, the ML and GMM estimators
are generally not consistent. The ML estimator is inconsistent if the heteroskedasticity is not in-
corporated into the estimation. For an SARAR(1,0), Lin and Lee (2010) shows that the likelihood
function is not maximized at the true parameter values in the presence of the unknown heteroskedas-
ticity. The GMM estimators are also inconsistent since the moment functions are often designed
under the assumption that disturbances are i.i.d. Hence, the orthogonality conditions for the mo-
ment functions might not be satisfied. To handle unknown heteroskedasticity, Kelejian and Prucha
(2010) extend their estimation approach by modifying the moment functions for the case of an
SARAR(1,1). Badinger and Egger (2011) extend the robust estimation approach in Kelejian and
Prucha (2010) to the case of SARAR(p,q). Likewise, Lin and Lee (2010) suggest a one-step robust
GMM estimator for the model with only spatial dependence in the dependent variable.3
In the present study, the one-step robust GMM estimation approach suggested by Lin and
Lee (2010) is extended to the spatial model with a spatial autoregressive process in both the de-
pendent variable and the disturbance term under the assumption that there is unknown form of
heteroskedasticity in the disturbance term. We show that the ML estimator might not be consistent
in the presence of the unknown heteroskedasticity, as the probability limits of the first order con-
2For an example, see the empirical application in Lin and Lee (2010).
3For a robust 2SLS estimator of SARAR(1,0), see Anselin (2007).
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ditions evaluated at the true parameter values are generally not zero. We show that the necessary
condition for the consistency of the ML estimator of spatial autoregressive parameters depends on
the structure of the spatial weight matrices. Then, a robust GMM estimator is derived from a
set of moment functions that are composed of both linear and quadratic moment functions. The
consistency of the estimator is established and its asymptotic distribution is determined. Finite sam-
ple properties are compared with that of other estimators through a comprehensive Monte Carlo
simulation.
This paper is organized in the following way. In Section 2, the theoretical motivation for the
case of an SARAR(1,1) is provided along with the model assumptions and their implications. In
Section 3, the GMM estimators that have been suggested in the literature are reviewed. In Section
4.1, we show the inconsistency of the ML estimator in the presence of unknown heteroskedasticity.
We determine the asymptotic bias of the parameters of the exogenous variables. In Section 4.2, a
robust GMM estimation method is considered for the case of an SARAR(1,1). The identification
conditions are determined. The main large sample properties of the robust GMM estimator are
stated in three propositions. The Monte Carlo simulations are carried out in Section 5. Section 6
closes with concluding remarks.
2 The Model Specification and Theoretical Motivation
In the literature, spatial dependence in regression specifications is categorized in two broad categories
known as spatial lag and spatial error models. The spatial lag model includes functional forms in
which a dependent variable at a point in space depends on dependent variables of surrounding
locations. The equilibrium outcome of theoretical economic models of interacting spatial units
motivates this kind of specification. In spatial error models, cross-sectional correlations among
error terms are incorporated into the specification and estimation of models. Measurement error in
data usually tends to vary systematically over space, which causes spatial dependence among error
terms of a specification.4
In this study, the following first order SARAR(1,1) specification is considered:
Yn = λ0WnYn +Xnβ0 + un, un = ρ0Mnun + εn, (2.1)
where Yn is n × 1 vector of dependent variable, Xn is n × k matrix of nonstochastic exogenous
variables, Wn and Mn are n × n spatial weight matrices of known constants with zero diagonal
elements, and εn is n × 1 vector of disturbances (or innovations). The variables WnYn and Mnun
are known respectively as spatial lag of the dependent variable and the disturbance term. The
spatial effect parameters λ0 and ρ0 are known as the spatial autoregressive parameters. The above
specification is fairly general in the sense that it allows for spatial spillovers in the dependent variable,
exogenous variables and disturbances.5 As the spatial data is characterized with triangular arrays,
4For the motivation of model specifications, see Anselin (1988); Anselin (2007) and LeSage and Pace (2009)
5Elhorst (2010) names the model with spatial spillovers in the dependent variable, exogenous variable and distur-
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the variables in (2.1) have subscript n.6 Let Θ be the parameter space of the model. In order to
distinguish the true parameter vector from other possible values in Θ, the model is stated with the
true parameter vector θ0 = (ρ0, ς
′
0)
′ with ς0 = (λ0, β
′
0)
′ .
For the notational simplicity, we denote Sn(λ) = (In − λWn), Rn(ρ) = (In − ρMn), Gn(λ) =
WnS
−1
n (λ) and Hn(ρ) = MnR−1n (ρ). Also, at the true parameter values (ρ0, λ0), we denote Sn(λ0) =
Sn, Rn(ρ0) = Rn, Gn(λ0) = Gn, Hn(ρ0) = Hn and G¯n = RnGnR−1n .
Next, assumptions that are required for the asymptotic properties of estimators are elaborated
and then their interpretations are considered for (2.1).
Assumption 1: The elements εni of the disturbance term εn are distributed independently with
mean zero and variance σ2ni, and E |εin|ν <∞ for some ν > 4 for all n and i.
This assumption allows independent and heteroskedastic disturbances. The elements of the
disturbance term have moments higher than the fourth moment. This condition is specifically
required for the application of the central limit theorem for the quadratic form given in Kelejian
and Prucha (2010) for the GMM estimator. In addition, the variance of a quadratic form in
εn exists and is finite when the first four moments are finite.7 Finally, Liapunov’s inequality
guarantees that the moment less than ν are also uniformly bounded for all n and i.
Assumption 2: The spatial weight matrices Mn and Wn are uniformly bounded in absolute value
in row and column sums. Moreover, S−1n , S−1n (λ), R−1n and R−1n (ρ) exist and are uniformly bounded
in absolute value in row and column sums for all values of ρ and λ in a compact parameter space.
In the literature, weight matrices are usually treated as exogenous and fixed. Lee (2004, 2007b)
formulate the weight matrix as a function of the sample size. According to this formulation, the
sequence of weight matrix {Wn} is uniformly bounded in both row and column sums and its ele-
ments wn,ijs are O( 1hn ). The sequence {hn} can be bounded or divergent with the property that
limn→0 hnn = 0, which implies that hn is allowed to diverge only at a rate slower than that of n. This
formulation provides an explicit way that describes how the spatial weight matrix Wn is expand-
ing as the sample size increases. For example, assume that an economy consists of r regions and
each region is populated by k agents. Then, the total number of observations from this economy
is n = rk. In addition, in each region each agent is equally affected by other agents of the same
region. There is no interaction among regions. Denote the row normalized spatial weight matrix of
a region by Ck which is given by 1k−1(lkl
′
k − Ik) where lk is a k−dimensional vector of ones. Then,
the spatial weight matrix Wn for this economy is block diagonal Wn = Ir ⊗ Ck. Each element in
bance term as the Manski Model. He states that that the parameter estimates cannot be interpreted in a meaningful
way for this kind of model since the endogenous and exogenous effects cannot be distinguished from each other. See
also Anselin (2007).
6See Kelejian and Prucha (2010).
7For the variance of the quadratic form in εn, see Lemma 2 (3).
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a diagonal block is given by 1k−1 , so that wn,ij = O(
1
k−1). Then,
hn
n =
k−1
k×r = O(
1
r ). Assume that
the increase in n is generated by the increase of both r and k. Then, the fraction hnn tends to zero,
as hn diverges to infinity. This kind of spatial weight matrix is used for large group interactions
scenarios which have important implications for the convergence rate of estimators (Lee, 2004).8
For large group interactions for which limn→∞ hnn 6= 0, consistency of estimators might not be
available. As an example, Kelejian and Prucha (2002) and Yuzefovich, Kelejian, and Prucha (2006)
consider a row normalized spatial weight matrix that has equal weights for all observations. The
spatial weight matrix is formulated as Wn = 1n−1 lnl
′
n − 1n−1In where each off-diagonal element is
1
n−1 . In that case, wn,ij = O(
1
n−1) and limn→∞
hn
n = limn→∞
n−1
n = 1. With this specification,
Kelejian and Prucha (2002) show that OLS, 2SLS and ML estimators are inconsistent for spatial
autoregressive models. In this study, we assumed that hn is bounded.
The uniform boundedness of the terms in Assumption 1 and 2 is motivated to control spatial
autocorrelations in the model at a tractable level (Kelejian and Prucha, 1998).9 Assumption 2 also
implies that the model in (2.1) represents an equilibrium relation for the dependent variable. By
this assumption, the reduced form of the model becomes feasible as Yn = S−1n Xnβ0 + S−1n R−1n εn.
Finally, the statement of Assumption 2 is assumed to hold at the true and arbitrary autoregressive
parameter vector. The uniform boundedness of S−1n (λ) and R−1n (ρ) is required for the ML estimator
not for the GMM estimator (Liu, Lee, and Bollinger, 2010).
In the literature, the parameter space for spatial autoregressive parameters λ0 and ρ0 is restricted
to the interval (−1, 1), when spatial weight matrices are row normalized.10 In that case, matrices Sn
and Rn are nonsingular. More general parameter spaces have also been considered in the literature.11
Let νjn for j = 1, . . . , n be eigenvalues of Wn. The spectral radius of Wn is defined by τn =
max1≤j≤n |νjn|. Then, Sn is nonsingular for all values of λ0 in the interval (−1τn , 1τn ). However, the
computation of eigenvalues involves computational difficulties, and becomes numerically unstable
for spatial weight matrices with more than 1000 observations (Smirnov and Anselin, 2001). Another
formulation for the parameter space base on the maximum row and column sums of spatial weight
matrices is also considered in the literature. Denote Ri and Cj respectively as ith row sum and jth
column sum ofWn in absolute value. Let the maximum row sum be given by R = maxi
∑n
j=1 |wij | =
maxni Ri. Likewise, the maximum column sum is defined by C = maxj
∑n
i=1 |wij | = maxnj Cj . Let
m = max{C,R}. Then, Sn is nonsingular for all values of λ0 in the interval (−1m , 1m).12
The following assumptions are the usual regularity conditions required for the GMM estimator.
Throughout this study, the vector of moment functions considered for the GMM estimator is
in the form of g(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
. The moment functions involving n × n
8For examples of this kind of weight matrices, see Case (1991, 1992).
9For a definition and some properties of uniform boundedness see Kelejian and Prucha (2010).
10Kelejian and Prucha (2010) states that the interval (−1, 1) is not natural in the sense that equivalent model
formulation are possible by applying an arbitrary scale factor to autoregressive parameters and its inverse to weight
matrices and therefore the parameter space will depend on the scaling factor.
11Elhorst, Lacombe, and Piras (2012) outline a simple procedure for finding the parameter space for models with
multiple spatial weights matrices.
12For a proof of this result see Kelejian and Prucha (2007).
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constant matrices Pjn for j = 1, . . . ,m are known as quadratic moment functions. The last moment
function Q′nεn is the linear moment function, where the full column rank matrix Qn is n× k∗ with
k∗ ≥ k + 1. The matrices Pjns and Qn are chosen in such way that orthogonality conditions of
population moment functions are not violated. Let P1n be the class of n × n constant matrices
with zero trace and P2n be class of n × n constant matrices with zero diagonal elements.13 The
quadratic moment functions involving matrices from these both classes satisfy the orthogonality
conditions when disturbance terms are i.i.d. As it will be shown, when disturbance terms are
merely independent, matrices from the class P1n \P2n can not be used to form quadratic moment
functions.14 Assumption 4 states regularity conditions for these matrices and the last assumption
characterizes the parameter space.
Assumption 3: The regressors matrix Xn is an n×k matrix consisting of uniformly bounded con-
stant elements. It has full column rank of k. Moreover, limn→∞ 1nX
′
nXn exists and is nonsingular.
Assumption 4: Elements of IV matrix Qn are uniformly bounded. Pjn for j = 1, . . . ,m is
uniformly bounded in absolute value in row and column sums.
Assumption 5: The parameter space Θ is a compact subset of Rk+2 and θ0 is in the interior of Θ.
3 GMM Estimation of Spatial Autoregressive Models
The GMM estimation approach depends on the moment functions that are derived from the
structure of the model. The endogenous variable WnYn on the right hand side of the model is
given more explicitly by WnYn = WnS−1n Xnβ0 + WnS−1n R−1n εn = GnXnβ0 + GnR−1n εn where
Gn = WnS
−1
n = Wn(In − λ0Wn)−1 exists by Assumption 2. Thus, WnYn is a function of a non-
stochastic termGnXnβ0 and a stochastic termGnR−1n εn. Lee (2001a, 2007a), Liu, Lee, and Bollinger
(2010), Lee and Liu (2010b) and Lin and Lee (2010) form moment functions based on stochastic
and non-stochastic terms. The non-stochastic term is instrumented by Q1n = (RnGnXnβ0, RnXn),
which forms the linear moment function Q′1nεn. The linear moment matrix Q1n is constructed
from the expectation of Zn = (WnYn, Xn). Given consistent initial estimates of λ0, ρ0 and β0, the
IV matrix Q1n becomes available. Lee (2003) shows that the 2SLS estimator with Q1n is best in
the sense that its asymptotic variance covariance matrix is the smallest among the class of 2SLS
estimators based on linear moment conditions.
The stochastic part GnR−1n εn of WnYn is instrumented by Pjnεn, where Pjn ∈ P1n and/or
Pjn ∈ P2n for j = 1, . . . ,m. In this case, the quadratic moment is in the form of ε′nPjnεn and
the orthogonality (or population moment) condition is satisfied when disturbances are simply i.i.d.
In that case, E(ε′nPjnεn) = tr(PjnE(εnε
′
n)) = 0 for Pjns from either P1n or P2n.15 For both
13Note that P2n is a subclass of P1n, i.e., P2n ⊂P1n.
14Here, P1n \P2n denotes set-theoretic difference of P1n and P2n.
15tr(·) returns the sum of the diagonal elements of an input matrix.
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stochastic and non-stochastic term, the IVs are constructed in a such way that they are correlated
with WnYn but uncorrelated with εn.16
The consistency of the GMM estimator does not depend on a particular Pjn but the asymp-
totic variance-covariance matrix is a function of Pjns. Therefore, for the selection of Pjns, the
asymptotic efficiency of estimators needs to be considered. Liu, Lee, and Bollinger (2010) and
Lee and Liu (2010b) provide the best selection of Pjn ∈ P1n in the case of an SARAR (1,1) and
SARAR(p,q), respectively.17 In the case of SARAR (1,1) with i.i.d normal innovations, the best
selection is (1) P1n = (RnGnR−1n − 1n tr(RnGnR−1n )In), and (2) P2n = (Hn − 1n tr(Hn)In). Let
gn(θ) =
(
ε
′
n(θ)P1nεn(θ), ε
′
n(θ)P2nεn(θ), ε
′
n(θ)Q1n
)′
be the set of sample moment functions. Liu,
Lee, and Bollinger (2010) show that given the set of moment function gn(θ), any other moment
functions that can be added to this set is redundant. They also show that the ML estimator is
characterized by the set of moment functions gn(θ), therefore, the GMM estimator based on these
moment functions is asymptotically equivalent to the ML estimator. When the innovations are
simply i.i.d, Liu, Lee, and Bollinger (2010) suggest another best set of quadratic moment functions
so that the optimal GMM estimator is asymptotically more efficient than the quasi ML estimator.
When disturbance terms are independent and heteroskedastic, some matrices Pjn with zero
trace property cannot be used in the formation of the quadratic moment functions. Let Σn =
Diag(σ21n, . . . , σ
2
nn) be the diagonal variance matrix of the disturbance terms. If Pjn ∈ (P1n \P2n)
for any j = 1, . . . ,m, then the covariance E(ε′nPjnεn) = tr(PnE(εnε
′
n)) = tr(PjnΣn) 6= 0. On the
other hand, Pjn with zero diagonal property is still available for the formation of the quadratic
moments, since tr(PnE(εnε
′
n)) = tr(PjnΣn) = 0 for any Pjn ∈ P2n. Thus, the class of matrices
with zero diagonal elements provides robustness for the heteroskedasticity.
Lin and Lee (2010) extend the GMM estimation method in Lee (2001a, 2007a) to SARAR(1,0)
that has an unknown form of heteroskedasticity in innovations. The quadratic moment functions
are based on the class P2n. Let ς0 = (λ0, β
′
0)
′ be the parameter vector of the model, Lin and
Lee (2010) suggest the set of moment functions gn(ς) =
(
ε
′
n(ς)P1nεn(ς), ε
′
n(ς)Q2n
)′
, where P1n =
(Gn − Diag(Gn)) ∈ P2n and Q2n =
(
GnXnβ0, Xn
)
.18 The optimal robust GMM estimator
derived from minς∈Θ g
′
n(ς)Ωˆ
−1
n gn(ς) is consistent and asymptotically normally distributed. Here,
Ωˆn is an estimate of var(gn(ς0)) = Ωn based on an initial
√
n−consistent estimator of ς0. For the
heteroskedastic case, the best selection of Pnj is not available. Lin and Lee (2010) suggest that the
selection from P2n for the simply i.i.d case can be used for the case of independently distributed
disturbance terms. Thus, the consistent estimates of
(
Gn−Diag(Gn)
)
and
(
GnXnβ0, Xn
)
are used
in gn(ς) for the robust optimal GMM estimator.
The computationally simple two-step GMM estimation approach in Kelejian and Prucha (1998,
1999) for the case of an SARAR(1,1) is based on two quadratic moment matrices from P1n: (1)
P1n = v(M
′
nMn− 1n tr(M
′
nMn)) with v =
1
1+(n−1tr(M ′nMn))2
, and (2) P2n = Mn. When the innovations
16Note that cov(Qn, εn) = 0 and cov(Pjnεn, εn) = 0.
17Liu, Lee, and Bollinger (2010) also consider the best GMM estimation for the case of an SARAR(1,0) and an
SARAR(0,1).
18Diag(·) is an operator that creates a matrix from the diagonal elements of an input matrix.
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are heteroskedastic, the orthoganality condition of the quadratic moment function based on P1n is
violated, therefore Kelejian and Prucha (2010) consider a quadratic moment matrix from the class
P2n. In that case, the first moment is formed with P1n = (M
′
nMn −Diag(M
′
nMn)).
The linear moment conditions in Kelejian and Prucha (1998) are based on the linearly indepen-
dent columns of the set Q3n = (Xn,WnXn,W 2Xn, . . . ,MnWnXn,MnW 2nXn, . . .). The IV matrix
Q3n provides an approximation for E(Zn) and E(MnZn).
For the illustration of two-step GMM estimation approach of Kelejian and Prucha (2010), let
gn(ρ, ς) =
1
n
(
ε
′
n(θ)P1nεn(θ), ε
′
n(θ)P2nεn(θ)
)′
be the set of sample moment functions, and let ς˜n
be an initial consistent estimator based on the instrument matrix Q3n. The optimal GMM es-
timator of ρ0 is defined as ρˆn = argminρ g
′
n(ρ, ς˜n)Ψˆ
−1
n gn(ρ, ς˜n), where Ψˆn is an estimator of the
variance matrix of the limiting distribution of the normalized sample moment
√
ngn(ρ, ς˜n).19 The
estimator ρˆn is used for the two step GMM estimator of ς0, which is based on the linear in-
strumental matrix Q3n. Let g2n(ρˆn, ς) = 1nQ
′
3nεn(ρˆn, ς) be the sample moment function, where
εn(ρˆn, ς) = Rn(ρˆn)Sn(λ)Yn − Rn(ρˆn)Xnβ. Then the optimal two-step GMM estimator of ς0 is
defined by ςˆn = argminς g
′
2n(ρˆn, ς)Υng2n(ρˆn, ς), where Υn = (
1
nQ
′
3nQ3n)
−1.20
As illustrated, the estimation approach in Kelejian and Prucha (1998), Kelejian and Prucha
(2010) and Drukker, Egger, and Prucha (2012) is characterized by a sequential two-step GMM
estimation method.21 The sequential GMM estimation is motivated by computational simplicity
as the ML estimation involves significant computational burden for the large samples. In addition,
the Kelejian-Prucha methodology also does not involve the computation of the inverse of the n× n
matrix Sn in the GMM framework. A possible disadvantage of the two-step GMM approach is that
the resulting estimators may be inefficient relative to the joint GMM estimator (one step GMM
estimator) derived by using the complete set of moment functions with an optimal weight matrix
(Lee, 2007b; Lee and Liu, 2010b).22
4 Estimation Approach under Unknown Heteroskedasticity
In this section, we consider GMM and ML estimation of spatial autoregressive models with het-
eroskedastic disturbances. In the first subsection, the necessary condition for the consistency of the
ML estimator is studied. The results show that the ML estimator of autoregressive parameters is
generally inconsistent when heteroskedasticity is not incorporated into estimation. The next sub-
section covers a robust GMM estimation method for a spatial model with spatial dependence in
the dependent variable and in the disturbance term. The results indicate that the robust GMM
estimator is consistent and asymptotically normally distributed.
19For the explicit form of Ψˆn, see Arraiz et al. (2010). Note that ς˜n can be updated by using the weight matrix In
for an initial first step ρˆn.
20The estimator ςˆn has been called the feasible generalized spatial two-stage least squares (FGS2SLS) estimator.
21For the description of the estimation steps, see Arraiz et al. (2010) and Drukker, Egger, and Prucha (2012).
22For a different approach of the GMM estimation method, see Conley (1999).
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4.1 The Inconsistency of Maximum Likelihood Estimator
Lin and Lee (2010) show that the MLE is inconsistent for the case of an SARAR(1,0). In this
section, we show that the ML estimator is also inconsistent for the spatial model in (2.1) when
there is an unknown form of heteroskedasticity in the innovation terms. Let ζ = (θ′ , σ2)′ with
θ = (ρ, λ, β
′
)
′ . The log likelihood of the model in (2.1) under the assumption that disturbances are
i.i.d. N(0, σ20) is given by
lnLn(ζ) = −n
2
ln(2pi)− n
2
ln(σ2) + ln |Sn(λ)|+ ln |Rn(ρ)| (4.1)
− 1
2σ2
[Sn(λ)Yn −Xnβ]
′
R
′
n(ρ)Rn(ρ) [Sn(λ)Yn −Xnβ] .
For notational simplicity, let Rn(ρ)Xn = X¯n(ρ), M¯n(ρ) = (In − Pn(ρ)) with Pn(ρ) =
X¯n(ρ)[X¯
′
n(ρ)X¯n(ρ)]
−1X¯ ′n(ρ), and δ = (ρ, λ)
′ . Note that X¯ ′n(ρ)M¯n(ρ) = 0k×n and M¯n(ρ)X¯n(ρ) =
0n×k. The solution of the first order conditions for β and σ2 yields the following ML estimators.23
βˆn(δ) =
[
X¯
′
n(ρ)X¯n(ρ)
]−1
X¯
′
n(ρ)Rn(ρ)Sn(λ)Yn (4.2a)
σˆ2n(δ) =
1
n
ε
′
n(θ)εn(θ) = Y
′
nS
′
n(λ)R
′
(ρ)M¯n(ρ)Rn(ρ)Sn(λ)Yn. (4.2b)
For a given value of δ, the ML estimators βˆn(δ) and σˆ2n(δ) can be seen as OLS estimators from the
regression equation Rn(ρ)Sn(λ)Yn = Rn(ρ)Xnβ+εn. Substitution of Rn(ρ)Sn(λ)Yn = Rn(ρ)Xnβ+
εn into σˆ2n(δ) yields σˆ2n(δ) =
1
nε
′
nM¯n(ρ)εn.
For the asymptotic argument of this section, we modify Assumption 3 in the following way.
Assumption 3
′
: The exogenous variables matrix Xn is an n × k matrix consisting of constant
elements that are uniformly bounded. It has full column rank k. Moreover, limn→∞ 1nX
′
nXn and
limn→∞ 1nX
′
nR
′
n(ρ)Rn(ρ)Xn exist and are nonsingular for all values of ρ in Θ.
The compact parameter space contains ρ0 by Assumption 5, therefore the modified assumption
also requires a finite and nonsingular limit for the term 1nX
′
nR
′
nRnXn. With this new assumption,
orders of certain terms can be obtained via the asymptotic analysis given in Appendix B.
At δ0, the probability limit of σˆ2n(δ0) is
plimn→∞ σˆ
2
n(δ0) = plimn→∞
1
n
ε
′
nεn − plimn→∞
1
n2
εnX¯n[
1
n
X¯
′
nX¯n]
−1X¯
′
nεn. (4.3)
In (4.3), the first term on the right hand side converges to 1n
∑n
i=1 σ
2
ni by Chebyshev Weak Law
of Large numbers. The second term vanishes in probability so that the average of variances of the
disturbance terms is asymptotically equivalent to σˆ2n(δ0), namely, σˆ2n(δ0) =
1
n
∑n
i=1 σ
2
ni + op(1).
24
23The first order conditions from (4.1) are given in Appendix B.
24For the asymptotic argument see Appendix B.
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The concentrated log-likelihood function is obtained by substituting βˆn(δ) and σˆ2n(δ) into (4.1):
lnLn(δ) = −n
2
(ln(2pi) + 1)− n
2
ln(σˆ2n(δ)) + ln |Sn(λ)|+ ln |Rn(ρ)| . (4.4)
The MLE δˆn = (λˆn, ρˆn)
′ is the extremum estimator derived from the concentrated log-likelihood
function. The first order conditions of the concentrated log-likelihood function with respect to ρ
and λ are given by
∂ lnLn(δ)
∂ρ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂ρ
− tr(Hn(ρ)), (4.5)
∂ lnLn(δ)
∂λ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂λ
− tr(Gn(λ)), (4.6)
where Gn(λ) = WnS−1n (λ) and Hn(ρ) = MnR−1n (ρ). The consistency of the MLE δˆn requires that
the first order conditions evaluated at the true parameter value δ0 converges in probability to zero
i.e., plimn→∞
1
n
∂ lnLn(δ0)
∂δ = 0. This necessary condition for the consistency of the ML estimator of
δ0 is
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1 Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr(Hn) + op(1)
1
n
∑n
i=1 G¯n.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr(Gn) + op(1)
 . (4.7)
Denote σ¯2 = 1n
∑n
i=1 σ
2
ni, H
∗
n =
1
n tr(Hn) =
1
n
∑n
i=1Hn,ii, and G¯
∗
n =
1
n tr(G¯n) =
1
n
∑n
i=1 G¯n,ii where
G¯n = RnGnR
−1
n . Then, (4.7) can be written in a more convenient form25
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1[Hn,ii−H∗n] [σ2ni−σ¯2]
σ¯2
+ op(1)
1
n
∑n
i=1[G¯n.ii−G¯∗] [σ2ni−σ¯2]
σ¯2
− 1n tr(G¯n −Gn) + op(1)

=

cov(Hn,ii, σ2ni)
σ¯2
+ op(1)
cov(G¯n,ii, σ2ni)
σ¯2
+ op(1)
 . (4.8)
The above equation shows that the ML estimators λˆn and ρˆn are inconsistent unless
cov(Hn,ii, σ2ni)
σ¯2
= 0
and cov(G¯n,ii, σ
2
ni)
σ¯2
= 0. The inconsistency of λˆn and ρˆn depends on the covariance between variances
of elements of the disturbance terms and diagonal elements of Hn and G¯n. It is obvious that when
εn is homoskedastic, 1n
∂ lnLn(δ0)
∂δ is op(1) as σ
2
ni = σ¯
2 for i = 1, . . . , n. This result also holds for
the trivial case of ρ0 = λ0 = 0. Intuitively, the result in (4.8) indicates that the concentrated
log-likelihood function is not maximized at the true parameter vector when disturbance terms have
25Note that σ¯2 = 1
n
∑n
i=1 σ
2
ni is the average of the variance of the disturbance terms, and 1n tr(G¯n −Gn) = 0.
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unknown heteroskedasticity.
The ML estimator of β0 in (4.2a) is also inconsistent, since it is a function of inconsistent
estimators λˆn and ρˆn. Explicitly,
βˆn(δˆn) = β0 + (λ0 − λˆn)Dn(ρˆn)X¯ ′nG¯nX¯nβ0 + (λ0 − λˆn)(ρ0 − ρˆn)Dn(ρˆn)X¯
′
nH
s
nG¯nX¯nβ0
+ (λ0 − λˆn)(ρ0 − ρˆn)2Dn(ρˆn)X¯ ′nH
′
nHnG¯nX¯nβ0 + op(1) (4.9)
where Dn(ρˆn) = [X¯
′
n(ρˆn)X¯n(ρˆn)]
−1.26 The above result shows that the asymptotic bias of βˆn(δˆn)
depends on weight matrices and the regressors matrix, and is not zero unless autoregressive param-
eters are consistent. For the special case of λˆn = λ0 + op(1), the inconsistency of ρˆn has no effect
on the asymptotic bias of βˆn(δˆn), so that βˆn(δˆn) = β0 + op(1).
For the spatial autoregressive model, where ρ0 = 0 in (2.1), the result in the second row of (4.8)
simplifies to 1n
∂ lnLn(λ0)
∂λ =
cov(Gn,ii, σ2ni)
σ¯2
+op(1) since G¯n = Gn. The term Dn(ρˆn)X¯
′
nG¯nX¯nβ0 in (4.9)
simplifies to (X ′nXn)−1X
′
GnXnβ0 so that βˆn(λˆn) = β0 + (λ0 − λˆn)(X ′nXn)−1X
′
GnXnβ0 + op(1),
which is the exact result stated in Lin and Lee (2010).
The concentrated log-likelihood function is nonlinear in δ, which makes it hard to make any
general conclusion about the asymptotic bias of the MLE δˆn = (λˆn, ρˆn)
′ . For the spatial autore-
gressive model, Lin and Lee (2010) investigate the asymptotic bias of βˆn(λˆn) for a case of group
interactions, where Wn is assumed to be a block-diagonal matrix such that each block has different
number of units and each unit is equally affected by the other units. Lin and Lee (2010) shows that
when covariates are i.i.d with mean zero for all blocks, the asymptotic bias of the intercept is larger
than those of other coefficients, and the bias of all coefficients are negatively related to the average
block size.
The specification in (2.1) with λ0 = 0 is called the special error model (SEM or SARAR (0,1)) in
the literature (LeSage and Pace, 2009). For this model, the necessary condition for the consistency
of the ML estimator of ρ0 is not satisfied, since the result in the first row of (4.8) is generally
not zero. The MLE of β0 for the SEM is given by βˆn(ρ) = Dn(ρ)X¯
′
n(ρ)Rn(ρ)Yn for a given ρ,
which is the OLS estimator from the artificial regression Rn(ρ)Yn = Rn(ρ)Xnβ + εn. Substituting
Yn = Xnβ0 + R
−1
n εn into βˆn(ρ) yields βˆn(ρ) = β0 + Dn(ρ)X¯
′
n(ρ)Rn(ρ)R
−1
n εn. Under Assumption
3′ , it can be shown that βˆn(ρˆn) = β0 + op(1).27 This result indicates that under unknown form of
heteroskedasticity, the MLE βˆn(ρˆn) has no asymptotic bias, even when the MLE ρˆn is inconsistent.
The spatial model specification with β0 = 0 and ρ0 = 0 in (2.1) is known as the pure spatial au-
toregressive model in the literature. The MLE estimator of λ0 for this kind of model is also inconsis-
tent under heteroskedastic disturbances. The first order condition of the concentrated log-likelihood
function of this model with respect to λ is 1n
∂ lnLn(λ0)
∂λ =
1
n
1
σˆ2n(λ)
Y
′
nW
′
nSn(λ)Yn − 1n tr(Gn(λ)),
where σˆ2n(λ) =
1
nε
′
n(λ)εn(λ) with εn(λ) = Sn(λ)Yn. At λ0, σˆ2n(λ0) =
1
n
∑n
i=1 σ
2
ni + op(1). Then,
1
n
∂ lnLn(λ0)
∂λ =
cov(Gn,ii, σ2ni)
σ¯2
+ op(1) by the same asymptotic argument applied in the derivation of
(4.8). This result is the same as with the one obtained in Lin and Lee (2010) for the case of an
26For the asymptotic argument, see Appendix B.
27For the asymptotic argument, see Appendix B.
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SARAR(1,0).
In the special case, where the spatial weight matrices are the same and the true parameter values
λ0 and ρ0 are equal, the covariance terms in (4.8) are equal.28 In this special case, the result in (4.8)
simplifies to 1n
∂ lnLn(δ0)
∂δ =
cov(Gn,ii, σ2ni)
σ¯2
+ op(1), which is the necessary condition stated in Lin and
Lee (2010) for a spatial model with only a spatial lag in the dependent variable. Despite this result,
the asymptotic bias of the MLE βˆn(δˆn) will not simplify to the one derived for a spatial model with
a spatial lag in the dependent variable.
A natural question is that under what conditions the covariance terms in (4.8) are zero. An
obvious case is when both G¯n and Hn have diagonal elements that are equal. Then, the necessary
condition for the consistency of λˆn and ρˆn is not violated, even if the disturbances are heteroskedas-
tic. As an example, consider a circular world weight matrix with equal diagonal elements that
relate each unit to the units in front and in back. In that case, both Hn and G¯n have equal diagonal
elements. Another case arises, when the weight matrices Wn and Mn are block-diagonal matrices
with an identical submatrix in the diagonal blocks and zeros elsewhere. This is a special case of
group interactions example in Lee (2001a) where all group sizes are equal and each neighbor of the
same unit has equal weight.
In this section, we have shown that the ML estimators for autoregressive spatial models are
generally inconsistent when heteroskedasticity is present in the disturbance terms. Besides its
computational burden, the consistency of ML estimator is not ensured.
4.2 Robust GMM Estimation of SARAR(1,1)
In this section, the robust GMM estimation method suggested by Lin and Lee (2010) is ex-
tended for the model in (2.1). We consider the set of population moment functions gn(θ0) =(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
where Pjn ∈P2n for j = 1, . . . ,m. This set defines the orthogonal-
ity conditions that are considered for the estimation. Throughout this section, we assume that the
model in (2.1) satisfies Assumptions 1 through Assumptions 5. First, we discuss the identification
of the parameter vector θ0 in the GMM framework and state conditions for the identification. Then,
we determine the large sample properties of the robust GMM estimator.29
The identification of parameters in a GMM framework requires limn→∞ 1nE(gn(θ0)) = 0.
30 For
any value of the parameter vector θ ∈ Θ, consider the expectation of the set of moment functions
28In this case, Wn = Mn and Rn = Sn so that Hn = WnS−1n = Gn and G¯n = SnGnS−1n = SnWnS−1n S−1n = Gn.
29The arguments provided here is general, and issues about the selection of paticular Pjn and Qn are presented in
the final part of Section 4.2.
30See Lemma 2.3 in Newey and McFadden (1994).
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in (4.10):
E(gn(θ)) =

E(ε
′
n(θ)P1nεn(θ))
E(ε
′
n(θ)P2nεn(θ))
...
E(ε
′
n(θ)Pmnεn(θ))
E(Q
′
nεn(θ))

. (4.10)
From (2.1), εn(θ) can be written in terms of the model parameters in the following way:
εn(θ) = Rn(ρ)Sn(λ)S
−1
n R
−1
n εn +Rn(ρ)[Sn(λ)S
−1
n Xnβ0 −Xnβ] = Kn(δ)K−1n εn +Rn(ρ)kn(ς),
(4.11)
where Kn(δ) = Rn(ρ)Sn(λ), Kn = RnSn, kn(ς) = [Sn(λ)S−1n Xnβ0 − Xnβ], and ς = (λ, β
′
)
′ are
introduced for notational simplicity. Substituting (4.11) into (4.10) and taking expectation yield
E(gn(θ)) =

k
′
n(ς)R
′
n(ρ)P1nRn(ρ)kn(ς) + tr(ΣnK
′−1
n K
′
n(δ)P1nKn(δ)K
−1
n )
k
′
n(ς)R
′
n(ρ)P2nRn(ρ)kn(ς) + tr(ΣnK
′−1
n K
′
n(δ)P2nKn(δ)K
−1
n )
...
k
′
n(ς)R
′
n(ρ)PmnRn(ρ)kn(ς) + tr(ΣnK
′−1
n K
′
n(δ)PmnKn(δ)K
−1
n )
Q
′
nRn(ρ)kn(ς)

. (4.12)
where Σn = Diag(σ2ni, . . . , σ
2
nn). The identification of the parameter vector θ0 can be verified
from E(gn(θ)) = 0; i.e., θ0 is identified if θ0 is the unique solution of E(gn(θ)) = 0. The term
Q
′
nRn(ρ)kn(ς) in (4.12) can be written more explicitly as
Q
′
nRn(ρ)kn(ς) = Q
′
nRn(ρ) (Xn, GnXnβ0)
(
β0 − β
λ0 − λ
)
= 0. (4.13)
The unique solution of (4.13) is (β0, λ0) if the matrix, Q
′
nRn(ρ)(Xn, GnXnβ0) =
(Q
′
nRn(ρ)Xn, Q
′
nRn(ρ)GnXnβ0) has full column rank k+ 1 for each possible value of ρ ∈ Θ by the
virtue of Lemma 1 of Appendix A. Since the linear IV matrix Qn has column rank greater than or
equal to k + 1, this rank condition is equivalent to the fact that the matrix (Xn, GnXnβ0) has full
column rank k + 1.
Under this rank condition, the remaining moment equations in E(gn(θ)) are for the identification
of ρ0. To this end, Kn(δ) is decomposed in the following way31
Kn(δ) = Rn(ρ)Sn(λ) = (Rn − (ρ− ρ0)Mn)(Sn − (λ− λ0)Wn)
= Kn + (ρ0 − ρ)MnSn + (λ0 − λ)RnWn + (ρ0 − ρ)(λ0 − λ)MnWn. (4.14)
31Kn(δ) can be decomposed by using identities Sn(λ) = Sn − (λ− λ0)Wn and Rn(ρ) = Rn − (ρ− ρ0)Mn.
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Consider the moment equation with Pjn, k
′
n(ς)R
′
n(ρ)Rn(ρ)Pjnkn(ς) +
tr(ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n ). Since β0 and λ0 are identified from the rank condition of
the last moment equation, the first term in the jth moment equation is zero and Kn(δ) term
reduces to Kn + (ρ0 − ρ)MnSn. The remaining term in the jth moment equation can be explicitly
written as
tr(ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n ) = (ρ0 − ρ)tr(P sjnMnR−1n Σn)
+ (ρ0 − ρ)2tr(R′−1n M
′
nPjnMnR
−1
n Σn) = 0, (4.15)
where P sjn = Pjn + P
′
jn. There are two roots for ρ in (4.15). The first root is the true parameter
value ρ0, and the second root is
ρ = ρ0 +
tr(P sjnMnR
−1
n Σn)
tr(R
′−1
n M
′
nPjnMnR
−1
n Σn)
. (4.16)
There are three cases in which ρ0 is the unique root. If tr(P sjnMnR
−1
n Σn) = 0 and the denominator
is not zero, then ρ0 is the unique root. If the numerator is not zero but the denominator is zero, then
the second root is not defined. In both cases, ρ0 is uniquely identified. If there is more than one
matrix for the quadratic moment equations, then there is another case in which ρ0 can be uniquely
identified. The condition for this case is that the fraction in (4.16) must be different for each Pjn
for j = 1, . . . ,m so that the second root does not exist,
tr(P sinMnR
−1
n Σn)
tr(R
′−1
n M
′
nPinMnR
−1
n Σn)
6= tr(P
s
jnMnR
−1
n Σn)
tr(R
′−1
n M
′
nPjnMnR
−1
n Σn)
for all i 6= j. (4.17)
When the rank condition for Q′nRn(ρ)kn(ς) = 0 fails then β0 and λ0 are not identified sepa-
rately from the last moment equation in E(gn(θ)). In this case, the column rank of the matrix
(Xn, GnXnβ0) is less than k + 1. This implies that there exists a constant vector v such that
Xnv = GnXnβ0. Using this relation in (4.13)
Q
′
nRn(ρ)kn(ς) = Q
′
nRn(ρ) [Xn(β − β0) +Xnv(λ− λ0)]
= Q
′
nRn(ρ)Xn [(β − β0) + v(λ− λ0)] = 0. (4.18)
The regressors matrix Xn has full column rank k by Assumption 3; therefore, the matrix
Q
′
nRn(ρ)Xn in the above equation has full column rank k for each ρ ∈ Θ. This implies that all
solutions of (4.18) satisfies the relation β = β0−v(λ−λ0) by virtue of Lemma 1 Appendix A. This
indicates that β0 and λ0 are not separately identified from this moment equation and that only once
λ0 is identified the identification of β0 will be feasible. The remaining moment equations in (4.12) are
functions of δ = (ρ, λ)′ . Hence, these moment functions may provide identification for the parameter
vector δ0. In this case, these moment equations are simplified to tr(ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n ) = 0
for j = 1, . . . ,m (since, kn(ς) = Xn[(β − β0) + v(λ− λ0)] = 0 at β = β0 − v(λ− λ0)). Lee (2001b)
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makes the observation that these remaining moment equations corresponds to the moment equations
of the following process:
Yn = λ0WnYn + un, un = ρ0Mnun + εn. (4.19)
For the above process, εn(θ) = Rn(ρ)Sn(λ)Yn = Rn(ρ)Sn(λ)(S−1n R−1n εn) = Kn(δ)K−1n εn. Thus, the
expectation of the jth quadratic moment is E(ε′n(θ)Pjnεn(θ)) = tr(ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n ).
Therefore, the identification of δ0 can be investigated from (4.19). When Mn = Wn, the reduced
form of (4.19) is Yn = (ρ0 + λ0)WnYn − ρ0λ0W 2nYn + εn. The identification of δ0 is not possible
from this process since λ0 and ρ0 can not be distinguished from each other (Anselin, 1988, p. 88).
Thus, only under the condition that Mn 6= Wn, the identification issue can be investigated from the
equation tr(ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n ) = 0. This equation can be explicitly written as
tr(ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n ) = tr
(
Σn(In + (ρ0 − ρ)MnSnK−1n + (λ0 − λ)RnWnK−1n
+ (ρ0 − ρ)(λ0 − λ)MnWnK−1n )
′
Pjn(In + (ρ0 − ρ)MnSnK−1n
+(λ0 − λ)RnWnK−1n + (ρ0 − ρ)(λ0 − λ)MnWnK−1n )
)
= 0.
(4.20)
In order to simplify the notation, let us introduce the following variables:
αρ,j = tr(ΣnP
s
jnHn), αλ,j = tr(ΣnP
s
jnG¯n), αρ2,j = tr(ΣnH
′
nPjnHn), αλ2,j = tr(ΣnG¯
′
nPjnG¯n),
αρλ,j = tr(ΣnP
s
jnHnG¯n + ΣnG¯
′
nP
s
jnHn), αρ2λ,j = tr(ΣnG¯
′
nH
′
nP
s
jnHn), αρλ2,j = tr(ΣnG¯
′
nH
′
nP
s
jnG¯n)
and αρ2λ2,j = tr(ΣnG¯
′
nH
′
nPjnHnG¯n). Using these variables, the equation (4.20) simplifies to
tr(ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n ) = αρ,j(ρ0 − ρ) + αλ,j(λ0 − λ) + αρ2,j(ρ0 − ρ)2 + αλ2,j(λ0 − λ)2
+ αρλ,j(ρ0 − ρ)(λ0 − λ) + αρ2λ,j(ρ0 − ρ)2(λ0 − λ)
+ αρλ2,j(ρ0 − ρ)(λ0 − λ)2 + αρ2λ2,j(ρ0 − ρ)2(λ0 − λ)2
= 0 for j = 1, . . . ,m. (4.21)
The above system of equations can be written in matrix form in the following way

αρ,1 αλ,1 αρ2,1 αλ2,1 αρλ,1 αρ2λ,1 αρλ2,1 αρ2λ2,1
αρ,2 αλ,2 αρ2,2 αλ2,2 αρλ,2 αρ2λ,2 αρλ2,2 αρ2λ2,2
...
...
...
...
...
...
...
...
αρ,m αλ,m αρ2,m αλ2,m αρλ,m αρ2λ,m αρλ2,m αρ2λ2,m
×

ρ0 − ρ
λ0 − λ
(ρ0 − ρ)2
(λ0 − λ)2
(ρ0 − ρ)(λ0 − λ)
(ρ0 − ρ)2(λ0 − λ)
(ρ0 − ρ)(λ0 − λ)2
(ρ0 − ρ)2(λ0 − λ)2

= 0.
(4.22)
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By Lemma 1 in Appendix A, the system in (4.22) has a unique solution at δ0 if columns of the
above matrix do not have a linear combination with nonlinear non-zero constant coefficients of the
form
αρc1 + αλc2 + αρ2c
2
1 + αλ2c
2
2 + αρλc1c2 + αρ2λc
2
1c2 + αρλ2c1c
2
2 + αρ2λ2c
2
1c
2
2 = 0, (4.23)
where αs represent the column vectors of the above matrix and c1 and c2 are arbitrary nonzero
constant coefficients. With this condition, ρ0 and λ0 are uniquely identified from the system in
(4.22). Once λ0 is identified, the identification of β0 follows from the last moment function in
(4.12).
Assumption 6 summarizes conditions for the identification of the parameter vector θ0 from
the set of moment functions in gn(θ) for sufficient large n. The similarity of this assumption
with Assumption 5 in Liu, Lee, and Bollinger (2010) is revealing: the main difference is that the
identification conditions now involve covariance matrix Σn.32
Assumption 6: For the identification of the parameter vector θ0 ∈ Θ, one of the following cases
is assumed.
Case(1):
(i) The limiting matrix limn→∞ 1nQ
′
nRn(Xn, GnXnβ0) has full column rank k + 1 for each
ρ ∈ Θ,
(ii) The limiting value limn→∞ 1n tr(P
s
jnHnΣn) 6= 0 for some j, and the limiting vector
[limn→∞ 1n tr(P
s
1nHnΣn), . . . , limn→∞
1
n tr(P
s
mnHnΣn)]
′ is linearly independent of the lim-
iting vector
[ lim
n→∞
1
n
tr(H
′
nP1nHnΣn), · · · , limn→∞
1
n
tr(H
′
nPmnHnΣn)]
′
.
Case(2):
(i) The limiting matrix limn→∞ 1nQ
′
nRnXn has full column rank k for each ρ ∈ Θ,
(ii) Wn 6= Mn,
(iii) The vector αs defined above do not have a linear combination with some nonlinear non-
zero constant coefficients c1 and c2 in the form of αρc1 +αλc2 +αρ2c21 +αλ2c
2
2 +αρλc1c2 +
αρ2λc
2
1c2 + αρλ2c1c
2
2 + αρ2λ2c
2
1c
2
2 = 0.
The first condition in Case(1) ensures the identification of β0 and λ0 from the linear moment
function. The second condition in Case(1) provides the identification for ρ0 from the quadratic
moment functions. In Case(2), the quadratic moment functions ensures the identification of ρ0 and
λ0 under the condition of Wn 6= Mn. Once λ0 is identified, the identification of β0 follows from the
first condition in Case(2).
32See also the identification assumptions in Lee and Liu (2010b) and Lin and Lee (2010), which have a similar
structure.
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Let Ωn = E[gn(θ0)g
′
n(θ0)]. By using Lemma 2 in Appendix A, the variance covariance matrix
of the set of moment functions can be obtained.
Ωn =

tr(ΣnP1n(P
′
1nΣn + ΣnP1n)) · · · tr(ΣnP1n(P
′
mnΣn + ΣnPmn)) 0
tr(ΣnP2n(P
′
1nΣn + ΣnP1n)) · · · tr(ΣnP2n(P
′
mnΣn + ΣnPmn)) 0
...
...
...
tr(ΣnPmn(P
′
1nΣn + ΣnP1n)) · · · tr(ΣnPmn(P
′
mnΣn + ΣnPmn)) 0
0 · · · 0 Q′nΣnQn

.
(4.24)
The variance-covariance matrix Ωn has the same structure as the one in Lin and Lee (2010). Let
Γn=−E
(
∂gn(θ0)
∂θ′
)
. A straightforward application of matrix calculus yields (4.25). Elements of Γn
are functions of matrices that are uniformly bounded in absolute value in row and column sums so
that the order of elements is either O(n) or O(1), which in turn implies that 1nΓn is bounded.
Γn =

tr(ΣnH
′
nP
s
1n) tr(ΣnG¯
′
nP
s
1n) 0
tr(ΣnH
′
nP
s
2n) tr(ΣnG¯
′
nP
s
2n) 0
...
...
...
tr(ΣnH
′
nP
s
mn) tr(ΣnG¯
′
nP
s
mn) 0
0 Q
′
nRnGnXnβ0 Q
′
nRnXn

. (4.25)
Let Ψ′nΨn be an arbitrary non-stochastic weighting matrix for the GMM objective function.
The weighting matrix plays the role of a metric by which the sample moment functions are
made as close as possible to zero. Assume that Ψn converges to a constant matrix Ψ0 that
has full rank, and limn→∞ 1nΨnΓn exists and has full rank (Hansen, 1982).
33 The following
proposition shows that the generic GMM estimator based on the set of moment functions
gn(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
with general Pjns and Qn is consistent and has an
asymptotic normal distribution.34
Proposition 1. Suppose Pjn ∈P2n for j = 1, . . . ,m and Qn is linear IV matrix. Under Assump-
tions 1-6, the estimator θˆn derived from the objective function minθ∈Θ g
′
n(θ)Ψ
′
nΨngn(θ) is a consis-
tent robust GMM estimator (RGMME) of θ0. It has an asymptotic normal distribution, namely
√
n(θˆn − θ0) d−→ N(0, Υ), (4.26)
where Υ = limn→∞[ 1nΓ
′
nΨ
′
nΨn
1
nΓn]
−1 1
nΓ
′
nΨ
′
nΨn
1
nΩnΨ
′
nΨn
1
nΓn[
1
nΓ
′
nΨ
′
nΨn
1
nΓn]
−1.
33For our case, matrices {Ψn} have dimensions equal or bigger than k+ 2. Let Qn be n× (k+ 1) linear IV matrix.
In that case, g : Rn×Rk+2 → Rm+k+1, where (m+ k+ 1) is the number of orthogonality conditions. Then, matrices
{Ψn} are dimensioned (m+ k + 1)× (m+ k + 1). See Assumption 2.5 in Hansen (1982, p.1033).
34The details of the proofs for all propositions are given in Appendix C.
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The estimator in Proposition 1 is the generic GMM estimator considered in Hansen (1982).35 The
variance-covariance matrix of the RGMME of Proposition 1 is a function of unknown terms Γn
and Ωn. As usual, consistent estimates of these terms can be obtained from an initial consistent
estimator of θ0. In the following proposition, consistent estimators for Γn and Ωn are given.
Proposition 2. Let εˆni be the residual of the model based on consistent initial estimates of θ0 and
denote Σˆn = Diag(εˆ2n1, εˆ
2
n2, . . . , εˆ
2
nn). Then, under the assumed regularity conditions,
(1) 1n Ωˆn − 1nΩn = op(1),
(2) 1n Γˆn − 1nΓn = op(1).
The proof of Proposition 2 utilizes the facts that quadratic moment matrices are uniformly bounded
in absolute value in row and column sums and disturbance terms have uniformly bounded fourth
moments. These two properties ensure that the elements involving the trace operator in 1n Ωˆn and
1
n Γˆn converge in probability to the corresponding elements of
1
nΩn and
1
nΓn. The remaining element
in 1n Ωˆn is
1
nQ
′
nΣˆnQn. The asymptotic argument for this term is in line with that of White (1980).
Under certain regularity conditions, White (1980) shows that 1nX
′
nΣˆnXn converges almost surely to
1
nX
′
nΣnXn, where εˆni is a consistent estimate of εni.
In Proposition 1, the GMM estimator is derived from the objective function with an arbitrary
weighting matrix. It is clear that different choices of weighting matrices give rise to GMM estima-
tors with different asymptotic covariance matrices. The optimal estimator is the one that has an
asymptotic covariance matrix at least as small as that of any other GMM estimator. Hansen (1982)
shows that the optimal GMM estimator is based on the weighting matrix Ψ′nΨn = Ω−1n . This ma-
trix plays a prominent role for the optimal GMM estimator under the following regularity condition.
Assumption 7: The limiting matrix limn→∞ 1nΩn exists and is nonsingular.
In (4.24), notice that the terms in Ωn are functions of matrices that are uniformly bounded in
absolute value in row and column sums. For example, a generic term is tr(ΣnPin(P
′
jnΣn + ΣnPjn)
which has an order of O(n). Therefore, 1nΩn is order of O(1) which implies that
1
nΩn is bounded.
Proposition 2 yields a consistent estimator Ωˆn for this optimal weighting matrix. The next
proposition shows that the optimal GMM estimator based on the weighting matrix Ωˆn is consistent
and asymptotically normal.
Proposition 3. Under Proposition 2 and Assumption 1-7, the optimal robust GMM estimator
35The structure of the asymptotic variance-covariance matrix Υ is also generic and it has the same structure with
the one given in Theorem 3.1 of Hansen (1982, see p. 1042).
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derived from minθ∈Θ g
′
n(θ)Ωˆ
−1
n gn(θ) has the asymptotic distribution given by
√
n(θˆo,n − θ0) d−→ N(0, ( lim
n→∞
1
n
Γ
′
nΩ
−1
n Γn)
−1). (4.27)
An estimator of the asymptotic variance covariance matrix of
√
n(θˆo,n − θ0) is needed to make
asymptotically valid inferences and construct asymptotically correct confidence regions. Proposi-
tion 2 guarantees that the consistent estimator for the asymptotic variance covariance matrix in
Proposition 3 is ( 1n Γˆ
′
nΩˆ
−1
n Γˆn)
−1, where Γn and Ωn are evaluated at θˆo,n.
The remaining issue is about the selection of Qn and the selection of the possible best Pjns
from the class P2n. The asymptotic variance-covariance matrix of the GMM estimator depends
on Pjns and Qn. By using the generalized Schwartz inequality, Lee (2001b) show that the best
selection of Pjns from the class P2n are given by (i) (Hn − Diag(Hn)) and (ii) (G¯n − Diag(G¯n).
With a similar argument, Lee (2003) shows that the best IV matrix is Qn = (RnGnXnβ0, RnXn).
However, the arguments given in Lee (2001b, 2003) are based on the assumption that the disturbance
terms are i.i.d. In case of unknown heteroskedasticity, the application of the generalized Schwartz
inequality to the variance covariance matrix in the equation (4.27) might not provide the best
selection of Pjns and Qn, since it involves unknown matrix Σn. Hence, Lin and Lee (2010) state
that the consistently estimated Pjns and Qn for the i.i.d. disturbances case may still be desirable.
Therefore, the optimal robust GMM estimator in Proposition 3 is considered with consistently
estimated quadratic moment matrices: (i) (Hn − Diag(Hn)) and (ii) (G¯n − Diag(G¯n) and linear
IV matrices Qn = (RnGnXnβ0, RnXn). An initial consistent estimator of θ0 can be obtained
from an initial GMM estimation with quadratic moment matrices (i) M ′nMn −Diag(M
′
nMn), (ii)
WnMn −Diag(WnMn), and linear moment matrix Qn = (MnWnXn, WnXn, Xn).36
5 Monte Carlo Experiments
5.1 Design
In order to study the finite sample properties of various robust and non-robust estimators, we design
several Monte Carlo experiments. The specifications that are used to generate 1000 replications of
each Monte Carlo experiment are described below. For three different values of the sample size, n:
100, 500, and 1,000, the data generating process for the model is:
Yn = λ0WnYn +Xnβ0 + un, un = ρ0Mnun + εn. (5.1)
There are three regressors and no intercept term such that Xn = [xn,1, xn,2, xn,3] and β0 =
(β10, β20, β30)
′, where xn,1, xn,2, and xn,3 are n × 1 independent random vectors that are gener-
ated from a Normal(0,1). We let Wn = Mn and set β10 = 0.7, β20 = 0.4 and β30 = 1.2 for
all experiments. For the spatial autoregressive parameters (λ0, ρ0), we employ combinations of
36For other candidates, see Section 5.
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D = (−0.8, −0.3, 0, 0.3, 0.8) to allow for weak and strong spatial interactions. We consider two
specifications for the innovation vector εn. To generate the heteroskedastic errors, we follow Lin
and Lee (2010) and consider small group interactions structure for the spatial weight matrix (block
diagonal weight matrix). For each sample size n, we generate random groups where the size of
each group is drawn from Uniform(3,20) distribution.37 For each group, if the group size is greater
than 10, we set the variance equal to the group size; otherwise we set the variance to the square
of the inverse of the group size. Lin and Lee (2010) also consider creating heteroskedastic errors
by simply letting them equal to inverse of the group sizes. We do not consider the latter case in
our experiments. This small group interaction scenario is similar to the one in the Monte Carlo
design of Kelejian and Prucha (2007), where they focus on a circular world in which the first and
the last one third of a sample observations have 5 neighbors in front and 5 in back, while the middle
third only has 1 neighbor in front and 1 in back. Figure 1 illustrates weight matrices and variance
processes for a sample of n = 100. As figure shows, Lin and Lee (2010) small group interactions
set-up yields a richer design for heteroskedasticity. We let the i-th element of the innovation vector
εn be
εni = σniξni, (5.2)
where σni is the standard error for the i-th observation and ξni’s are i.i.d. Normal(0,1).
Also, in order to evaluate each estimator’s relative performance under heteroskedasticity, we
consider a corresponding homoskedastic case in which disturbances εnis are i.i.d. Normal(0,σ20),
where σ20 = 1.
In all experiments, the following estimators are considered: (1) Gaussian maximum likelihood
estimator (MLE), (2) Generalized spatial two-stage least squares estimator (GS2SLSE) in Kelejian
and Prucha (1998)38, (3) Best two-stage least squares estimator (B2SLS) in Lee (2003) with IV
set Qn = (RˆnGˆnXnβˆn RˆnXn) based on initial estimates from the GS2SLSE, and ρ0 is estimated
by the MOM in Kelejian and Prucha (1998), (4) Best generalized method of moments estimator
(BGMME) in Liu, Lee, and Bollinger (2010) based on initial estimates from the GS2SLSE, (5)
Robust generalized spatial two-stage least squares estimator (RGS2SLSE) in Kelejian and Prucha
(2010)39, (6) Robust best two-stage least squares estimator (BR2SLSE) in Lee (2003) with IV set
Qn = (RˆnGˆnXnβˆn RˆnXn) based on initial estimates from the RGS2LSE, and ρ0 is estimated by
the GMME in Kelejian and Prucha (2010), (7) Robust generalized method of moment estimator
of Proposition 3 (RGMME1) based on the initial estimates from the RGS2SLSE, and (8) Robust
generalized method of moment estimator of Proposition 3 (RGMME2) based on the initial estimates
from the BR2SLSE.40
37The weight matrices are row normalized.
38In Kelejian and Prucha (1998), ρ0 is estimated by the method of moment, and δ0 = (β
′
0, λ0)
′
by the GS2SLSE.
For short, we call both estimators simply as the GS2SLSE.
39In Kelejian and Prucha (2010), ρ0 is estimated by the GMM method and δ0 = (β
′
0, λ0)
′
by the GS2SLSE. For
short, we call both estimators simply as the RGS2SLSE.
40Matlab routines for estimation are available on request.
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Figure 1: Weight Matrices
(a) Small Group Interactions Scenario (b) Circular World
(c) Variance processes
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5.2 Simulation Results
In Tables 1–5, the empirical mean (mean), the bias (Bias), the empirical standard error (SD) and
the root mean square error (RMSE) are reported for the estimates of each parameter. We do not
present the results for all 8 estimators and all 25 combinations of (λ0, ρ0) due to space limitation.41
The focus will be on the MLE, the RGMME1, and the RGMME2. In each table for these three
estimators, the results for the homoskedastic and heteroskedastic disturbances are presented next
to each other for easy comparison. Before we evaluate the results in each table, a couple of general
points need to be stated. First, as Arraiz et al. (2010) and Das, Kelejian, and Prucha (2003) point
out, if λ0 is large in absolute value, it results in larger variances of the elements of the disturbance
vector, which deteriorates the estimation precision. Yet, at the same time, the variation in the
explanatory variable WnYn is also larger, which tends to improve the estimation precision. The net
of these opposing effects determines the estimation precision. A similar argument applies to the
magnitude (in absolute value) of ρ0. Second, as expected regardless of variance structure of the
disturbances, all estimators improve in terms of corresponding bias, SD, and RMSE as the sample
size increases. Third, for all sample sizes and non-zero combinations of (λ0, ρ0) the MLE under
heteroskedasticity is inconsistent and impose severe bias on all parameters. Fourth, the results for
the sample size of 100 for all estimators ought to be interpreted with caution. We need to emphasize
the fact that sample size of 100 is intentionally chosen to observe the behavior of the estimators
when the sample size is extremely small.42
Table 1 presents the results for the specification which employs a strong spatial dependence
in the dependent variable and a weak spatial dependence in the disturbances. For N=100, the
MLE performs poorly even when the disturbances are homoskedastic. It imposes significant bias
on all parameters with much higher SDs, thus with much higher RMSEs. On the other hand, both
RGMMEs impose quite smaller bias on both λ0 and ρ0 relative to MLE, and almost no bias on β0
under both homoskedasticity and heteroskedasticity. As the sample size increases, the RGMMEs
improve faster relative to the MLE in terms of the bias and the SD. For N=500 and N=1000, the
RGMMEs under heterokedasticity impose trivial bias on all parameters. The MLE imposes trivial
bias on all parameters under homoskedasticity only for N=1000. Although the negative bias on both
λ and ρ is less now, it is still significant under heteroskedasticity. Also, the RGMMEs are as efficient
as the MLE for N=1000 under homoskedasticity. Table 2 presents the results for the specification
which employs a weak spatial dependence both in the dependent variable and the disturbances. We
have similar findings in terms of biases, but all estimators are more precise compared to Table 1,
which confirms the first general point stated above. Under heteroskedasticity, the MLE imposes
significant bias on both λ0 and ρ0 regardless of the sample size but surprisingly not on β0 for N=500
and N=1000. As expected, RGMMEs perform better under heteroskedasticity for all samples sizes.
For N=500 and N=1000 under homoskedasticity, all estimators impose small trivial bias on both
41The experiments that are not presented here are available by request.
42Lin and Lee (2010) employ number of groups of 100 and 200, where the size of each group is drawn from U(3, 20)
and rounded to the closest integer. This set up yields two intervals from which the sample size is drawn: [300,2000]
and [600,4000]. Arraiz et al. (2010) choose sample sizes of 486 and 945.
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λ0 and ρ0 and the RGMMEs are as efficient as the MLE.
Table 3 presents the results for the specification in which there is no special dependence in
both the dependent variable and the disturbances. For this case, our large sample result for the
MLE suggests that the necessary condition for the consistency of autoregressive parameters is not
violated. That is, the case of ρ0 = λ0 = 0 implies 1n
∂ lnLn(δ0)
∂δ = op(1) even if the innovation terms are
heteroskedastic. These observation also suggest that the MLE of the parameters of the exogenous
variable is also consistent. For N = 100, the MLE has significant biases, but as N increases both the
biases and the RMSEs decreases significantly. This pattern is consistent with the aforementioned
large sample results. For N=1000 under heteroskedasticity, the MLE imposes trivial bias on all
parameters and is as precise as the RGMMEs except for ρ0. The RGMMEs perform as good as the
MLE under homoskedasticity for all samples sizes.
Table 4 presents the results for the specification which employs a weak spatial dependence in the
dependent variable and a strong special dependence in the disturbances. For N=100, the RGMMEs
relatively perform better than the MLE especially under heteroskedasticity as expected. The MLE
with hetereoskedastic disturbances seems to be inconsistent and imposes significant bias on all
parameters with larger SDs and RMSEs, and it does not improve in the larger samples. Under
homoskedasticity, all estimators impose trivial biases in the larger samples and the RGMMEs are
as efficient as the MLE.
Table 5 presents the results for the specification which employs a strong spatial dependence in
the dependent variable and a weak special dependence in the disturbance terms. For all sample sizes
under homoskedasticity, all estimators result in trivial bias on all parameters. Under heteroskedas-
ticity, the MLE imposes significant bias on all parameters especially on ρ0 for N=100. However, as
the sample size increases the MLE improves and surprisingly imposes a small bias on all parameters.
The RGMMEs are robust to heteroskedasticity and do not seem to be affected by the sample size.
Under homoskedasticity, the RGMMEs are again as efficient as the MLE.
Overall, significant biases and high RMSEs for the MLE in the heteroskedastic case are suggest-
ing inconsistency. The results in Table 1-5 indicate that the relative size of the bias and the RMSE
for the MLE depends on the true values of autoregressive parameters. Since the concentrated log-
likelihood function is nonlinear in these parameter, it is hard to make any general conclusion about
the asymptotic biases of these parameters. However, as seen in Table 1-5, when the true values of
the autoregressive parameters are large, the MLE imposes larger biases in general. As a result, in
Table 1 and Table 5, the biases and RMSEs of the MLE of λ0 is higher than that of the MLE of
ρ0, and this situation is in the reverse direction in Table 4. The results in Table 1-5 indicates that
the biases of the MLE of β10, β20 and β30 is higher in general when the biases of the autoregressive
parameters are higher under heteroskedastic cases.
We compare the performance of the RGMME1 with other estimators suggested in the literature.
We only present the estimation results for N = 500 and N = 1000 and for only two combinations of
(λ0, ρ0) due to space limitation. Table 6 and 7 present the estimation results for both homoskedastic
and heteroskedastic cases. For the homoskedastic case, all estimators perform better and are almost
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unbiased. The estimation results for the GS2SLSE and the B2SLSE indicates small biases for all
parameters under homoskedasticity in both tables. In particular, the RMSEs of the GS2SLSE
and the B2SLSE for λ0 β10, β20 and β30 are almost identical, which suggest that the set of linear
instruments suggested in Kelejian and Prucha (1998) provides a reasonable approximation to the
optimal instruments. The same pattern repeats itself in the comparison of the RGS2SLSE and the
RB2SLSE for the biases and RMSEs under homoskedasticity. This results confirm the conclusion
that the efficiency gain based on the set of the optimal instruments in Lee (2003) is limited (Das,
Kelejian, and Prucha, 2003).
As expected, the GS2SLSE and the B2SLSE impose significant biases on ρ0 under heteroskedas-
tic cases. As stated, the GS2SLSE of ρ0 is inconsistent as the orthogonality conditions of moments
in Kelejian and Prucha (1998) do not hold in the presence of heterokedastic disturbances. The
results in Table 6 and 7 for the GS2SLSE and the B2SLSE of ρ0 are consistent with this asymptotic
argument. The estimation approach in Kelejian and Prucha (1998) is a two-step GMM estimation
method as a result of which the inconsistency of the estimator of ρ0 affects the estimates of other
parameters.
Overall, the estimation results in Table 6 and 7 indicates that the GS2SLSE, the MLE, the
B2SLSE and the BGMME are inconsistent under heteroskedasticity.
Finally, the performance of the RGS2LSE and the RB2SLSE is compared with that of the
RGMME1 under heteroskedasticity. In Table 6, both RGS2LSE and RB2SLSE impose significant
biases on the autoregressive parameters. In Table 7, both RGS2LSE and RB2SLSE impose small
biases on the autoregressive parameters and they are as efficient as RGMME1.
In general, our Monte Carlo results are consistent with our analytical large-sample results,
namely that the RGMME of Proposition 3 is consistent, and the ML estimator of autoregressive
parameters is generally inconsistent when there is heteroskedasticity in the model.
6 Conclusion
Heteroskedasticity of unknown form has important consequences for the estimation of spatial econo-
metric models. Asymptotic properties of estimators for spatial models are significantly affected in
the presence of unknown heteroskedasticity. Therefore, heteroskedasticity should be accounted in
the design of any estimation approach.
If heteroskedasticity is not accounted in estimation, the ML estimator for spatial autoregres-
sive models (including the SAR model, the Kelejian-Prucha model, and the SEM) is generally
inconsistent. We show that the probability limit of derivative of the concentrated log-likelihood
function evaluated at the true parameter vector is generally not zero for the spatial autoregressive
models—the concentrated log-likelihood function is not maximized at the true parameter vector.
This necessary condition for the consistency of the ML estimator of the autoregressive parameters
depends on the structure of the spatial weight matrices. We also show that the ML estimator of the
parameters of the exogenous variable in the SAR and the Kelejian-Prucha model is inconsistent,
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and we state the expressions of the corresponding asymptotic biases. For the SEM, we show that
the MLE of the parameters of the exogenous variable is consistent, despite the fact that the MLE
of the autoregressive parameter of the spatial lag of the disturbance terms is inconsistent. Thus,
besides its computational burden, the consistency of ML estimators for the autoregressive spatial
models is not ensured in the presence of unknown form of heteroskedasticity.
In GMM estimation framework, heteroskedasticity of unknown form can be incorporated into
estimation through formation of the moment functions. We extend the robust GMM approach in
Lin and Lee (2010) for the spatial model that has a spatial lag both in the dependent variable and
the disturbance term. For the GMM estimator, the quadratic moment matrices are constructed
from the spatial weight matrices in the way that the orthogonality conditions of the quadratic
moment functions are not violated under the unknown form of heteroskedasticity. These quadratic
moment functions are combined with the linear moment function for the GMM estimation. In
particular, we show that the robust GMME is consistent and has a properly centered asymptotic
normal distribution.
The small sample properties of the RGMM estimator along with the ML and other estimators are
studied. In general, our Monte Carlo results are consistent with our analytical large-sample results,
namely that the RGMME of Proposition 3 is consistent, and the ML estimator of autoregressive
parameters of spatial models is generally inconsistent when there is unknown form of heteroskedas-
ticity in the model. The RGMME of Proposition 3 has desirable finite sample properties under
both cases of heteroskedasticity and homoskedasticity.
As Monte Carlo experiments clearly indicate, researchers ought to be careful in interpreting the
estimation results if the sample size is smaller than 500 and heteroskedastic errors might be present.
The MLE clearly performs very poorly under these circumstances regardless of heteroskedasticity.
It is quite convenient for researchers to estimate spatial econometric models with spatial dependence
both in the dependent variable and the disturbance term via ML method, as the spatial econometrics
toolbox by James LeSage provides the routine. However, in our opinion a more rigorous approach is
(i) to estimate the model with the RGMMEs for the sample sizes less than 500, and (ii) to estimate
the model with the RGMMEs along with the MLE for the larger samples to compare the parameter
estimates.
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A Some Useful Lemmas
Lemma 1. Let A ∈ Rm×n be matrix of coefficients and x ∈ Rn be vector of unknowns. Consider
the homogeneous equation Ax = 0. Then,
(1) There always exists a solution of Ax = 0.
(2) If rank(A) < n, then infinitely many solutions exist.
(3) Ax = 0 has only the trivial solution x = 0 if and only if rank(A)=n.
Proof. (1) Obviously, x = 0 satisfies the equation. This solution is the trivial one.
(2) First, we will show that there exist a non-trivial solution when rank(A) < n. Let a1, a2, . . . , an
be the column vectors of A. If rank(A) < n, then columns of A are linearly dependent. There exist
real number x1, x2, . . . , xn (not all zero) such that a1x1 + a2x2+, . . . , anxn = 0. This implies that
x = (x1, x2, . . . , xn)
′ satisfies Ax = 0. Therefore there exist a nontrivial solution x. Secondly, we
will show that there exist infinitely many solution when rank(A) < n. Let x 6= 0 be the non-trivial
solution, then cx is also a solution for any c ∈ R.
(3) Assume that rank(A)=n. Consider the column and the null space (or kernel) of A. In set
notation, col(A) = {y ∈ Rm : y = Ax for some x ∈ Rn} and ker(A) = {x ∈ Rn : Ax = 0}. It
can be shown that the sum of the dimension of col(A) and the dimension of ker(A) is n.43 That
is, dim(col(A)) + dim(ker(A)) = n. Since dim(col(A)) = rank(A), the dimension of the kernel is
n−rank(A). When rank(A) = n, the dimension of the kernel is zero. This means that there are no
linearly independent vectors satisfying Ax = 0. Thus, x = 0 is the only element of ker(A). On the
other hand, if x = 0 is the only solution of Ax = 0, then the columns of A are linearly independent,
which implies rank(A) = n.
Lemma 2. Let An, Bn and Cn be n × n matrices with ijth elements respectively denoted by
an,ij, bn,ij and cn,ij. Assume that An and Bn have zero diagonal elements, and Cn has uniformly
bounded row and column sums in absolute value. Let qn be n × 1 vector with uniformly bounded
elements in absolute value. Assume that εn satisfies Assumption 1 with covariance matrix denoted
43For a proof see Exercise 4.4 in Abadir and Magnus (2005, page 77).
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by Σn=Diag{σ2n1, . . . , σ2nn}. Then,
(1) E(ε
′
nAnεn · ε
′
nBnεn) =
n∑
i=1
n∑
j=1
an,ij(bn,ij + bn,ji)σ
2
niσ
2
nj
= tr
(
ΣnAn(B
′
nΣn + ΣnBn)
)
whereΣn = Diag(σ
2
n1, . . . , σ
2
nn).
(2) E(εnCnε)2 =
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ (
n∑
i=1
cn,iiσ
2
ni)
2 +
n∑
i=1
n∑
j=1
cn,ij(cn,ij + cn,ji)σ
2
niσ
2
nj
=
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ tr2(ΣnCn) + tr(ΣnCnC
′
nΣn + ΣnCnΣnCn),
(3) var(εnCnε) =
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+
n∑
i=1
n∑
j=1
cn,ij(cn,ij + cn,ji)σ
2
niσ
2
nj
=
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ tr(ΣnCnC
′
nΣn + ΣnCnΣnCn).
(4) E(ε
′
nCnεn) = O(n), var(ε
′
nCnεn) = O(n), ε
′
nCnεn = Op(n).
(5) E(Cnεn) = 0, var(Cnεn) = O(n), Cnεn = Op(n), var(q
′
nCnεn) = O(n), q
′
nCnεn = Op(n).
Proof. For (1), (2) and (3) see Lin and Lee (2010). For the rest of proof, let c1, c2, c3, c4 and m be
positive constant real numbers.
(4) E(ε′nCnεn) = tr(CnE(ε
′
nεn)) = tr(CnΣn) =
∑n
i=1 cn,iiσ
2
ni. By hypothesis and Assumption
1, cn,iis and σ2nis are uniformly bounded. Then, E(ε
′
nCnεn) = O(n). The order of var(εnCnεn) can
be obtained from (3). The first term in (3) is
∑n
i=1 c
2
n,ii
[
E(ε4ni)− 3σ4ni
]
= O(n), since σ2ni, E(ε
4
ni)
and cn,ii are uniformly bounded ∀i. The second term in (3) is tr(ΣnCnC ′nΣn+ΣnCnΣnCn) = O(n),
since ΣnCnC
′
nΣn and ΣnCnΣnCn are uniformly bounded in both row and column sums. Thus,
var(εnCnεn) = O(n). The next result can be obtained by Markov’s inequality: P (|ε′nCnεn| > m) ≤
1
mE(ε
′
nCnεn) =
1
mO(n) and hence, ε
′
nCnεn = Op(n).
(5) By Assumption 1, E(Cnεn) = 0 and var(Cnεn) = CnΣnC
′
n =
∑n
i=1 σ
2
nicn,ic
′
n,i, where cn,i is
the ith column of Cn. By hypothesis and Assumption 1, there are constants c1 and c2 such that
|σ2ni| ≤ c1 and ||cn,i|| ≤ c2 ∀i, n. Hence, ||
∑n
i=1 σ
2
nicn,ic
′
n,i|| ≤
∑n
i=1 |σ2ni| × ||cn,i||2 ≤ nc1c22 = O(n).
The next result follows from Chebyshev’s inequality: P (||Cnεn−E(Cnεn)|| > m) ≤ 1m2var(Cnεn) =
1
m2
O(n). Hence, Cnεn = Op(n). Next, var(q
′
nCnεn) = q
′
nCnΣnC
′
nqn =
∑n
i=1 σ
2
nik
2
ni, where kni
is the ith element of q′nCn. By hypothesis, there are constants c3 and c4 such that |qni| ≤ c3
and |∑nj=1 cn,ji| ≤ c4 ∀i, n. Then, |kni| = |∑nj=1 qnjcn,ji| ≤ c3c4 ∀i, n. Thus, var(q′nCnεn) =∑n
i=1 σ
2
nik
2
ni ≤ nc1(c3c4)2 = O(n). The last result follows from Chebyshev’s inequality: P (|q
′
nCnεn−
E(q
′
nCnεn)| > m) ≤ 1m2 var(q
′
nCnεn) =
1
m2
O(n) and hence, q′nCnεn = Op(n).
Lemma 3. Assume that n × k matrix Xn has uniformly bounded elements in absolute value,
and limn→∞ 1nX
′
nR
′
nRnXn exits and is nonsingular. Let M¯n = (In − Pn), where Pn =
RnXn(X
′
nR
′
nRnXn)
−1X ′nR
′
n. Assume that εn satisfies Assumption 1 with covariance matrix de-
28
noted by Σn=Diag{σ2n1, . . . , σ2nn}. Then,
(1) M¯n and Pn are uniformly bounded in absolute value in both row and column sums.
(2) var(Pnεn) = O(
1
n
), Pnεn = op(1), var(εnPnεn) = O(
1
n
), εnPnεn = Op(1).
(3) Elements of Pn are O(
1
n
).
Proof. (1) Let Kn = ( 1nX
′
nR
′
nRnXn)
−1. By hypothesis, Kn has finite limit so that there ex-
ist constant c1 such that |kn,ij | ≤ c1 for all i, j and n, where kn,ij is the (i, j)th element of
Kn. Let X¯n = RnXn. Elements of X¯n are uniformly bounded since both Xn and Rn are
uniformly bounded in absolute value in row and column sums. Denote (i,j)th element of X¯n
by x¯n.ij , then there exists a constant c2 such that |x¯n,ij | ≤ c2 for all i, j and n. Then,
Pn = 1nX¯n(
1
nX
′
nR
′
nRnXn)
−1X¯ ′n =
1
nX¯nKnX¯
′
n =
1
n
∑k
s=1
∑k
r=1 kn,srx¯n,sx¯
′
n,r, where x¯n,r and
x¯n,s are respectively the rth and the sth columns of X¯n. Denote (i,j)th element of Pn by
pn,ij , then
∑n
j=1 |pn,ij | = 1n
∑n
j=1 |
∑k
s=1
∑k
r=1 kn,rsx¯n,isx¯
′
n,jr| ≤ k2c1c22 for all i and n. Like-
wise,
∑n
i=1 |pn,ij | = 1n
∑n
i=1 |
∑k
s=1
∑k
r=1 kn,rsx¯n,isx¯
′
n,jr| ≤ k2c1c22 for all j and n. These results
show that Pn is uniformly bounded in absolute value in row and column sums, which implies
that M¯n = (In − Pn) is also uniformly bounded in absolute value in row and column sums.
(2) These results directly follow from Lemma 2 (4) and (5). (3) The (i,j)th element of Pn is
|pn,ij | = 1n |
∑k
s=1
∑k
r=1 kn,rsx¯n,isx¯
′
n,jr| ≤ k
2c1c22
n = O(
1
n).
B The Inconsistency of the ML Estimator
The first order conditions of the log-likelihood function with respect to β and σ2 are given by
∂ lnLn(ζ)
∂β
=
1
σ2
X
′
nR
′
n(ρ)Rn(ρ)
[
Sn(λ)Yn −Xnβ
]
, (B.1a)
∂ lnLn(ζ)
∂σ2
=
−n
2σ2
+
1
2σ4
ε
′
n(θ)εn(θ). (B.1b)
The solutions of the above first order conditions yield the ML estimators for β and σ2:
βˆn(δ) =
[
X¯
′
n(ρ)X¯n(ρ)
]−1
X¯
′
n(ρ)Rn(ρ)Sn(λ)Yn, (B.2a)
σˆ2n(δ) =
1
n
ε
′
n(θ)εn(θ). (B.2b)
where, X¯n(ρ) = Rn(ρ)Xn and εn(θ) = Rn(ρ)
[
Sn(λ)Yn −Xnβˆn(δ)
]
. Explicitly, the MLE σˆ2n(δ) can
be written as
σˆ2n(δ) =
1
n
Y
′
nS
′
n(λ)R
′
n(ρ)M¯n(ρ)Rn(ρ)Sn(λ)Yn, (B.3)
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where M¯n(ρ) = (In − Pn(ρ)) with Pn(ρ) = X¯n(ρ)
(
X¯
′
n(ρ)X¯n(ρ)
)−1
X¯
′
n(ρ) is a projection type ma-
trix. Note that X¯ ′n(ρ)M¯n(ρ) = 0k×n and M¯n(ρ)X¯n(ρ) = 0n×k. Substitution of Rn(ρ)Sn(λ)Yn =
Rn(ρ)Xnβn + εn into σˆ2n(δ) yields σˆ2n(δ) =
1
nε
′
nM¯n(ρ)εn.
At δ0, the probability limit of σˆ2n(δ0) is
plimn→∞ σˆ
2
n(δ0) = plimn→∞
1
n
ε
′
nεn − plimn→∞
1
n2
εnX¯n[
1
n
X¯
′
nX¯n]
−1X¯
′
nεn. (B.4)
The first term on the right hand side converges to 1n
∑n
i=1 σ
2
ni by Chebyshev Weak Law of Large
numbers. The second term vanishes by the virtue of Lemma 2 (4) and Lemma 3. Therefore, we
have
σˆ2n(δ0) =
1
n
n∑
i=1
σ2ni + op(1). (B.5)
Concentrating out β and σ2 from the log-likelihood function yield
lnLn(δ) = −n
2
(ln(2pi) + 1)− n
2
ln σˆ2n(δ) + ln |Sn(λ)|+ ln |Rn(ρ)| . (B.6)
For the first order conditions with respect to ρ and λ, the partial derivatives ∂σˆ
2
n(δ)
∂ρ and
∂σˆ2n(δ)
∂λ are
required. These terms are given by
∂σˆ2n(δ)
∂ρ
= − 2
n
Y
′
nS
′
n(λ)R
′
n(ρ)M¯n(ρ)MnSn(λ)Yn (B.7)
+
2
n
Y
′
nS
′
n(λ)R
′
n(ρ)Pn(ρ)H
′
n(ρ)M¯n(ρ)Rn(ρ)Sn(λ)Yn.
∂σˆ2n(δ)
∂λ
= − 2
n
Y
′
nS
′
n(λ)R
′
n(ρ)M¯n(ρ)Rn(ρ)WnYn. (B.8)
The first order conditions of the concentrated log-likelihood function with respect to ρ and λ are
given by
∂ lnLn(δ)
∂ρ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂ρ
− tr(Hn(ρ)), (B.9a)
∂ lnLn(δ)
∂λ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂λ
− tr(Gn(λ)), (B.9b)
where Gn(λ) = WnS−1n (λ) and Hn(ρ) = MnR−1n (ρ). For the consistency of the ML estimators λˆn
and ρˆn, the necessary condition is plimn→∞
1
n
∂ lnLn(δ0)
∂δ = 0. More explicitly, the probability limit
of the following equation must be zero.
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1n
∂ lnLn(δ0)
∂δ
=
 1n
(− n2
n
ε′nM¯nεn
∂σˆ2n(δ0)
∂ρ
)− 1n tr(Hn)
1
n
(− n2
n
ε′nM¯nεn
∂σˆ2n(δ0)
∂λ
)− 1n tr(Gn)
 . (B.10)
The probability limit of ∂σˆ
2
n(δ0)
∂ρ and
∂σˆ2n(δ0)
∂λ are required for the above equation, which can be found
by using the derivative expressions in (B.7) and (B.8).
The probability limit of the first term in the first row of (B.10) is written as
plimn→∞
1
n
(
− n2
nε
′
nM¯nεn
∂σˆ2n(δ0)
∂ρ
)
= plimn→∞
1
nY
′
nS
′
nR
′
nM¯nMnSnYn
1
nε
′
nM¯nεn
(B.11)
− plimn→∞
1
nY
′
nS
′
nR
′
nPnH
′
nM¯nRnSnYn
1
nε
′
nM¯nεn
.
Each term is handled separately below by using equalities RnSnYn = RnXnβ0 + εn and SnYn =
Xnβ0 +R
−1
n εn. Note that X¯
′
nM¯n = 0k×n and M¯nX¯n = 0n×k. The first term on the r.h.s. of (B.11)
can be written as plimn→∞
1
n
Y
′
nS
′
nR
′
nM¯nMnSnYn
1
n
ε′nM¯nεn
= plimn→∞
1
n
ε
′
nM¯nMnXnβ0
1
n
ε′nM¯nεn
+plimn→∞
1
n
ε
′
nM¯nMnR
−1
n εn
1
n
ε′nM¯nεn
.
Substitution of M¯n =
(
In − X¯n[X¯ ′nX¯n]−1X¯
′
n
)
into r.h.s. yields
plimn→∞
1
nY
′
nS
′
nR
′
nM¯nMnSnYn
1
nε
′
nM¯nεn
= plimn→∞
1
nε
′
nHnεn
1
nε
′
nM¯nεn
+ plimn→∞
1
nε
′
nM¯nMnXnβ0
1
nε
′
nM¯nεn
− plimn→∞
1
n2
ε
′
nX¯n[
1
nX¯
′
nX¯n]
−1X¯ ′nMnR−1n εn
1
nε
′
nM¯nεn
. (B.12)
By Lemma 2 (5) and (B.5), the second term on the r.h.s of (B.12) vanishes. The third term vanishes
by Lemma 2 (4) and (B.5). The probability limit of the first term on the r.h.s. of (B.12) can be found
by Chebyshev inequality. By Lemma 2 (4), the variance of the term 1nε
′
nHnεn isO(
1
n) = o(1). Hence,
plimn→∞
(
1
nε
′
nHnεn−E( 1nε
′
nHnεn)
)
= plimn→∞
(
1
nε
′
nHnεn− 1n
∑n
i=1Hn,iiσ
2
ni
)
= 0. Combining this
result with the result in (B.5), we get
plimn→∞
(
1
nY
′
nS
′
nR
′
nM¯nMnSnYn
1
nε
′
nM¯nεn
−
1
n
∑n
i=1Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (B.13)
Now, we return to the second term on the r.h.s of (B.11): plimn→∞
1
n
Y
′
nS
′
nR
′
nPnH
′
nM¯nRnSnYn
1
n
ε′nM¯nεn
=
plimn→∞
1
n
(Xnβ0)
′PnM
′
nM¯nεn
1
n
ε′nM¯nεn
+ plimn→∞
1
n
ε
′
nX¯n[X¯
′
nX¯n]
−1X¯
′
nH
′
nM¯nεn
1
n
ε′nM¯nεn
. The first term on the r.h.s. con-
verges in probability to zero by Lemma 2 (5) and (B.5). The second term on the r.h.s. converge in
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probability to zero by the virtue of Lemma 2 (4), (B.5) and Lemma 3. Hence,
plimn→∞
(
1
n
(
− n2
nε
′
nM¯nεn
∂σˆ2n(δ0)
∂ρ
)
−
1
n
∑n
i=1Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (B.14)
Now, the probability limit in the second row of (B.10) is evaluated.
plimn→∞
1
n
(− n
2
n
ε′nM¯n(ρ0)εn
∂σˆ2n(δ0)
∂λ
)
= plimn→∞
1
n
ε
′
nM¯nRnGnR
−1
n εn
1
n
ε′nM¯nεn
+ plimn→∞
1
n
ε
′
nM¯nRnGnXnβ0
1
n
ε′nM¯nεn
+ plimn→∞
1
n
β
′
0X
′
nR
′
nM¯nRnGnXnβ0
1
n
ε′nM¯nεn
+ plimn→∞
1
n
β
′
0X
′
nR
′
nM¯nRnGnR
−1
n εn
1
n
ε′nM¯nεn
. (B.15)
The first term on the r.h.s. of (B.15) is handled separately later. First, the third and the fourth
term on the r.h.s. are zero since X ′nR
′
nM¯n = X¯
′
nM¯n = 0k×n. The second term on the r.h.s. vanishes
in probability, since
plimn→∞
1
n
ε
′
nM¯nRnGnXnβ0
1
n
ε
′
nM¯nεn
= plimn→∞
1
n
ε
′
nRnGnXnβ0
1
n
ε
′
nM¯nεn
− plimn→∞
1
n2
ε
′
nX¯n[
1
n
X¯
′
nX¯n]
−1X¯
′
nRnGnXnβ0
1
n
ε
′
nM¯nεn
(B.16)
The numerators on the r.h.s. of (B.16) converge in probability to zero by Lemma 2 (5) and Lemma
3, and the term in the denominator converges to 1n
∑n
i=1 σ
2
ni as shown in (B.5). The overall result
is zero since 1n
∑n
i=1 σ
2
ni is uniformly bounded for all n and i by Assumption 1. As for the first term
on the r.h.s. of (B.15), let G¯n = RnGnR−1n . Then,
plimn→∞
1
nε
′
nM¯nG¯nεn
1
nε
′
nM¯nεn
= plimn→∞
1
nεnG¯nεn
1
nε
′
nM¯nεn
− plimn→∞
1
nεnX¯n[X¯
′
nX¯n]
−1X¯ ′nG¯nεn
1
nε
′
nM¯nεn
. (B.17)
The numerator of the last term on the r.h.s. of (B.17) is Op( 1n) by Lemma 2 (4) and Lemma
3. Hence, as n goes to infinity the numerator converges in probability to zero. The denomina-
tor converges to the uniformly bounded sum in (B.5). Hence, this term vanishes. Now, we can
return to the first term on the r.h.s. of (B.17). By Lemma 2 (4), the variance of 1nε
′
nG¯nεn is
O( 1n) = o(1). Then, Chebyshev inequality implies that plimn→∞
(
1
nε
′
nG¯nεn − E( 1nε
′
nG¯nεn)
)
=
plimn→∞
(
1
nε
′
nG¯nεn − 1n
∑n
i=1 G¯n.iiσ
2
ni
)
= 0. Therefore,
plimn→∞
( 1
nεnG¯nεn
1
nε
′
nM¯nεn
−
1
n
∑n
i=1 G¯n.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (B.18)
These results imply that the probability limit in (B.15) is given by
1
n
(
− n2
nε
′
nM¯nεn
∂σˆ2n(δ0)
∂λ
)
=
1
n
∑n
i=1 G¯n.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
+ op(1). (B.19)
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Combining (B.19) and (B.14), we obtain:
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1 Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr(Hn) + op(1)
1
n
∑n
i=1 G¯n.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr(Gn) + op(1)
 . (B.20)
The result in (4.8) of the main text follows from (B.20).
The asymptotic bias of the MLE βˆn(δ) can be determined from (B.2a). Let Dn(ρ) =[
X¯
′
n(ρ)X¯n(ρ)
]−1. Then, the MLE βˆn(δ) can be written as
βˆn(δ) =
[
X¯
′
n(ρ)X¯n(ρ)
]−1
X¯
′
n(ρ)Rn(ρ)Sn(λ)Yn
= β0 + Dn(ρ)X¯
′
n(ρ)Rn(ρ)R
−1
n εn + (λ0 − λ)Dn(ρ)X¯
′
n(ρ)Rn(ρ)GnXnβ0
+ (λ0 − λ)Dn(ρ)X¯ ′n(ρ)Rn(ρ)GnR−1n εn, (B.21)
where we use Sn(λ) = Sn + (λ0 − λ)Wn. Substitution of Rn(ρ) = Rn + (ρ0 − ρ)Mn into the MLE
βˆn(δ) yields
βˆn(δ) = β0 + Dn(ρ)X¯
′
nεn + (ρ0 − ρ)Dn(ρ)X
′
nM
′
nεn + (ρ0 − ρ)Dn(ρ)X¯
′
nHnεn
+ (ρ0 − ρ)2Dn(ρ)X
′
nM
′
nHnεn + (λ0 − λ)Dn(ρ)X¯
′
nG¯nX¯nβ0 + (λ0 − λ)(ρ0 − ρ)Dn(ρ)X¯
′
nH
s
nG¯nX¯nβ0
+ (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X¯
′
nH
′
nHnG¯nX¯nβ0 + (λ0 − λ)Dn(ρ)X¯
′
nG¯nεn
+ (λ0 − λ)(ρ0 − ρ)Dn(ρ)X
′
nM
′
nG¯nεn + (λ0 − λ)(ρ0 − ρ)Dn(ρ)X¯
′
nHnG¯nεn
+ (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X¯
′
nH
′
nHnG¯nεn (B.22)
Assumption 3′ along with Lemma 3 implies that Dn(ρ) is uniformly bounded in absolute value in
row and column sums. Then, using Lemma 2 (5), terms with εn vanish in probability in the MLE
βˆn(δ). Thus,
βˆn(δ) = β0 + (λ0 − λ)Dn(ρ)X¯ ′nG¯nX¯nβ0 + (λ0 − λ)(ρ0 − ρ)Dn(ρ)X¯
′
nH
s
nG¯nX¯nβ0
+ (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X¯ ′nH
′
nHnG¯nX¯nβ0 + op(1)
The asymptotic bias of βˆn(δˆn) follows from the above equation.
The specification with λ0 = 0 in (2.1) is called spatial error model (SEM). For the SEM, the
log-likelihood function simplifies to lnLn(ζ) = −n2 ln(2pi)− n2 ln(σ2) + ln |Rn(ρ)|
− 1
2σ2
[Yn −Xnβ]
′
R
′
n(ρ)Rn(ρ) [Yn −Xnβ], where ζ = (θ
′
, σ2)
′ with θ = (ρ, β′)′ . The first order
conditions yield βˆn(ρ) = Dn(ρ)X¯
′
n(ρ)Rn(ρ)Yn and σˆ2n(ρ) =
1
nε
′
n(θ)εn(θ). The necessary condition
for the consistency the MLE ρˆn can be obtained from (B.20). From the first row of (B.20), we get
1
n
∂ lnLn(ρ0)
∂ρ =
cov(Hn,ii, σ2ni)
σ¯2
+ op(1), which implies that the MLE ρˆn is inconsistent. Substitution of
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Yn = Xnβ0 +R
−1
n εn into βˆn(ρ) yields
βˆn(ρ) = β0 + Dn(ρ)X¯
′
n(ρ)Rn(ρ)R
−1
n εn = β0 + Dn(ρ)X
′
nR
′
nεn + (ρ0 − ρ)Dn(ρ)X
′
nM
′
nεn
+ (ρ0 − ρ)Dn(ρ)X ′nR
′
nHnεn + (ρ0 − ρ)2Dn(ρ)X
′
nM
′
nHnεn. (B.23)
Assumption 3′ along with Lemma 3 implies that Dn(ρ) is uniformly bounded in absolute value in
row and column sums. By Lemma 2 (5), terms with εn have variances of O( 1n). Then, Chebyshev’s
inequality implies that βˆn(ρ) = β0 + op(1) so that βˆn(ρˆn) has no asymptotic bias.
C Proof of Main Propositions
Proof of Proposition 1. The GMM estimator is an extremum estimator. The conditions for
the consistency of extremum estimators are established in Theorem 4.1.1 in Amemiya (1985, see
p. 106-107). Let Ln(θ) be the objective function of the GMM estimator. The GMM estimator
θˆn = argminθ∈Θ Ln(θ) = argminθ∈Θ g
′
n(θ)Ψ
′
nΨngn(θ) is consistent under the following conditions:
(1) The parameter space is a compact subset of Rk+2 and θ0 ∈ Θ, (2) Ln(θ) is continuous in θ,
(3) 1nLn(θ) converges to the non-stochastic function
1
nE(Ln(θ)) in probability uniformly in θ ∈ Θ
as n → ∞, and (4) L(θ) = limn→∞ 1nE(Ln(θ)) attains a unique global maximum at θ0 (i.e. the
identification conditions given in Assumption 6 are satisfied).
The conditions (1), (2) and (4) are satisfied under our assumptions. For condition (3), it is
enough to show that 1nΨngn(θ) converges to its limit
1
nE
(
Ψngn(θ)
)
uniformly in θ ∈ Θ.
Let Ψn = (Ψn1, . . . ,Ψnm,Ψnx), where Ψnj is the jth column and Ψnx is a submatrix. Also,
let Ψi,nbe the ith row of the matrix Ψn such that Ψi,n = (Ψi,n1, . . . ,Ψi,nm,Ψi,nx) where Ψi,nj , j =
1, . . . ,m, are scalars and Ψi,nx is a row subvector with its dimension k∗ as the number of rows of
Qn. It is sufficient to show the uniform convergence of Ψi,ngn(θ) for each i.
More explicitly, Ψi,ngn(θ) = ε
′
n(θ)
(∑m
j=1 Ψi,njPjn
)
εn(θ) + Ψi,nxQ
′
nεn(θ). Since εn(θ) =
Rn(ρ) [Sn(λ)Yn −Xnβ], Sn(λ) = Sn + (λ0 − λ)Wn, and Rn(ρ) = Rn + (ρ0 − ρ)Mn, then εn(θ) =(
Rn+(ρ0−ρ)Mn
) [
hn(ς) +R
−1
n εn + (λ0 − λ)GnR−1n εn
]
where hn(ς) = Xn(β0−β)+(λ0−λ)GnXnβ0
and ς = (λ, β′)′ .
More explicitly, εn(θ) = Rnhn(ς) + (ρ0−ρ)Mnhn(ς) + εn+ (λ0−λ)G¯nεn+ (ρ0−ρ)Hnεn+ (ρ0−
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ρ)(λ0 − λ)MnGnR−1n εn, where Hn = MnR−1n and G¯n = RnGnR−1n . Hence,
ε
′
n(θ)
 m∑
j=1
Ψi,njPjn
 εn(θ) = (h′n(ς)R′n + (ρ0 − ρ)h′n(ς)Mn′)
 m∑
j=1
Ψi,njPjn
 (Rnhn(ς) + (ρ0 − ρ)
×Mnhn(ς)) +
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)Mn
′
) m∑
j=1
Ψi,njPjn
(εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn
+(ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
+
(
ε
′
n + (λ0 − λ)ε
′
nG¯
′
n + (ρ0 − ρ)ε
′
nH
′
n + (ρ0 − ρ)(λ0 − λ)
×ε′nR
′−1
n G
′
nM
′
n
) m∑
j=1
Ψi,njPjn
 (Rnhn(ς) + (ρ0 − ρ)Mnhn(ς)) + (ε′n + (λ0 − λ)ε′nG¯′n + (ρ0 − ρ)
×ε′nH
′
n + (ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
n
) m∑
j=1
Ψi,njPjn
(εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn
+(ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
.
For notational simplifications define ln(θ) and qn(θ) in the following way.
ln(θ) =
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)Mn
′
) m∑
j=1
Ψi,njP
s
jn
(εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn
+(ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
,
where P sjn = Pjn + P
′
jn, and
qn(θ) =
(
ε
′
n + (λ0 − λ)ε
′
nG¯
′
n + (ρ0 − ρ)ε
′
nH
′
n + (ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
n
) m∑
j=1
Ψi,njPjn

× (εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn + (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn) .
More compactly,
ε
′
n(θ)
 m∑
j=1
Ψi,njPjn
 εn(θ) = (h′n(ς)R′n + (ρ0 − ρ)h′n(ς)Mn′)
 m∑
j=1
Ψi,njPjn
 (Rnhn(ς)
+(ρ0 − ρ)Mnhn(ς)) + ln(θ) + qn(θ).
Notice that h′n(ς)R
′
n = (β0−β)
′
Xn
′Rn′+(λ0−λ)(Xnβ0)′G′nRn′ and h
′
n(ς)M
′
n = (β0−β)
′
Xn
′Mn′+
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(λ0 − λ)(Xnβ0)′G′nMn′. By expansion,
1
n
ln(θ) = (λ0 − λ) 1
n
(Xnβ0)
′
G
′
nRn
′
 m∑
j=1
Ψi,njP
s
jn
 εn + (β0 − β)′ 1
n
Xn
′Rn′
 m∑
j=1
Ψi,njP
s
jn
 εn
+ (ρ0 − ρ)(λ0 − λ) 1
n
(Xnβ0)
′
G
′
nMn
′
 m∑
j=1
Ψi,njP
s
jn
 εn + (ρ0 − ρ)(β0 − β)′ 1
n
X
′
nMn
′
 m∑
j=1
Ψi,njP
s
jn
 εn
+ (λ0 − λ)2 1
n
(Xnβ0)
′
G
′
nRn
′
 m∑
j=1
Ψi,njP
s
jn
 G¯nεn + (λ0 − λ)(β0 − β)′ 1
n
Xn
′Rn′
 m∑
j=1
Ψi,njP
s
jn
 G¯nεn
+ (ρ0 − ρ)(λ0 − λ)2 1
n
(Xnβ0)
′
G
′
nMn
′
 m∑
j=1
Ψi,njP
s
jn
 G¯nεn + (ρ0 − ρ)(λ0 − λ)(β0 − β)′ 1
n
X
′
nMn
′
×
 m∑
j=1
Ψi,njP
s
jn
 G¯nεn + (ρ0 − ρ)(λ0 − λ) 1
n
(Xnβ0)
′
G
′
nRn
′
 m∑
j=1
Ψi,njP
s
jn
Hnεn + (ρ0 − ρ)(β0 − β)′
× 1
n
Xn
′Rn′
 m∑
j=1
Ψi,njP
s
jn
Hnεn + (ρ0 − ρ)2(λ0 − λ) 1
n
(Xnβ0)
′
G
′
nMn
′
 m∑
j=1
Ψi,njP
s
jn
Hnεn
+ (ρ0 − ρ)2(β0 − β)
′ 1
n
Xn
′Mn′
 m∑
j=1
Ψi,njP
s
jn
Hnεn + (ρ0 − ρ)(λ0 − λ)2 1
n
(Xnβ0)
′
G
′
nRn
′
×
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn + (ρ0 − ρ)(λ0 − λ)(β0 − β)′ 1nXn′Rn′
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn
+ (ρ0 − ρ)2(λ0 − λ)2 1
n
(Xnβ0)
′
Gn
′M
′
n
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn + (ρ0 − ρ)2(λ0 − λ)(β0 − β)′ 1n
×X′nMn′
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn. (C.1)
Each matrix in the above expansion is uniformly bounded. Thus, applying Lemma 2 (5), all the
terms on the r.h.s. of (C.1) converge in probability to zero.
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Hence, 1n ln(θ) = op(1) uniformly in θ ∈ Θ.44 Similarly,
1
n
qn(θ) =
1
n
ε
′
n
 m∑
j=1
Ψi,njPjn
 εn + (λ0 − λ) 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
 εn + (ρ0 − ρ) 1
n
ε
′
nHn
′
×
 m∑
j=1
Ψi,njP
s
jn
 εn + (ρ0 − ρ)(λ0 − λ) 1
n
ε
′
nR
′−1
n G
′
nMn
′
 m∑
j=1
Ψi,njP
s
jn
 εn + (λ0 − λ)(ρ0 − ρ)
× 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
Hnεn + (λ0 − λ)2(ρ0 − ρ) 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn
+ (ρ0 − ρ)2(λ0 − λ) 1
n
ε
′
nHn
′
 m∑
j=1
Ψi,njP
s
jn
MnGnR−1n εn + (λ0 − λ)2 1nε′nG¯′n
 m∑
j=1
Ψi,njPjn

× G¯nεn + (ρ0 − ρ)2 1
n
ε
′
nHn
′
 m∑
j=1
Ψi,njPjn
Hnεn + (λ0 − λ)2(ρ0 − ρ)2ε′nR′−1n G′nMn′
×
 m∑
j=1
Ψi,njPjn
MnGnR−1n εn. (C.2)
By Lemma 2 (4), the variance of the first term on the r.h.s. of (C.2) has order O( 1n).
Then, by generalized Chebyshev inequality, this term converges in probability to zero since
1
n
∑m
j=1 Ψi,njE[ε
′
nPjnεn] =
1
n
∑m
j=1 Ψi,njtr(ΣnPjn) = 0 for Pjn ∈ P2, j = 1, . . . ,m. All others
term has the same structure. Therefore the same asymptotic argument applies. Here, we just pro-
vide the asymptotic argument for a generic term. Again by Lemma 2 (4), the variance of all the
remaining terms have order O( 1n). Consider the second term of the r.h.s. of (C.2) and denote it
with ζ(θ). Taking expectation yields
E[ζ(θ)] = E
(λ0 − λ) 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
 εn
 = (λ0 − λ) 1
n
 m∑
j=1
Ψi,nj
E [tr(ε′nG¯′nP sjnεn)]
= (λ0 − λ) 1
n
 m∑
j=1
Ψi,nj
 tr (ΣnG¯′nP sjn) .
Let  > 0 be any real number and P (·) be the probability measure. Then, by the generalized
Chebyshev inequality, we have
P
∣∣∣∣∣(λ0 − λ) 1nε′nG¯′n
 m∑
j=1
Ψi,njP
s
jn
 εn − E
(λ0 − λ) 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
 εn
 ∣∣∣∣∣ > 
 ≤ var(ζ(θ))
2
.
By Lemma 2 (4), var(ζ(θ) is O( 1n) . As n→∞, the r.h.s of the above equation converges to zero.
Thus, we have
(λ0 − λ) 1
n
ε
′
nG¯
′
n
 m∑
j=1
Ψi,njP
s
jn
 εn = (λ0 − λ) 1
n
 m∑
j=1
Ψi,nj
 tr(ΣnG¯′nP sjn)+ op(1).
44The uniform convergence in θ follows since Θ is a compact set and ln(θ) is a quadratic and continuous function
in θ. Thus, ln(θ) has a bounded range. From this observation, the uniform convergence follows from Lemma 2.4 of
Newey and McFadden (1994, see p. 2129). The same argument can also be seen in the proof of Proposition 1 in Lee
(2007a)
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Applying the same asymptotic argument to the remaining terms, the equation in (C.2) simplifies to
1
n
qn(θ) = (λ0 − λ) 1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nP
s
jn) + (ρ0 − ρ)
1
n
m∑
j=1
Ψi,njtr(ΣnH
′
nP
s
jn) + (ρ0 − ρ)(λ0 − λ)
× 1
n
m∑
j=1
Ψi,njtr(ΣnP
s
jnMnGnR
−1
n ) + (λ0 − λ)(ρ0 − ρ)
1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nP
s
jnHn) + (λ0 − λ)2(ρ0 − ρ)
× 1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nP
s
jnMnGnR
−1
n ) + (λ0 − λ)(ρ0 − ρ)2
1
n
m∑
j=1
Ψi,njtr(ΣnH
′
nP
s
jnMnGnR
−1
n )
+ (λ0 − λ)2 1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nPjnG¯n) + (ρ0 − ρ)2
1
n
m∑
j=1
Ψi,njtr(ΣnH
′
nPjnHn) + (λ0 − λ)2(ρ0 − ρ)2
× 1
n
m∑
j=1
Ψi,njtr(ΣnR
′−1
n G
′
nMn
′PjnMnGnR−1n ) + op(1), (C.3)
uniformly in θ ∈ Θ. The uniform convergence in θ follows since Θ is a compact set and qn(θ) is
quadratic and continuous function in θ. Hence,
1
n
ε
′
n(θ)
 m∑
j=1
Ψi,njPjn
 εn(θ) = 1
n
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)Mn
′
) m∑
j=1
Ψi,njPjn
 (Rnhn(ς)
+(ρ0 − ρ)Mnhn(ς)) + (λ0 − λ) 1
n
m∑
j=1
Ψi,njtr(ΣnP
s
jnG¯n) + (ρ0 − ρ)
1
n
m∑
j=1
Ψi,njtr(ΣnP
s
jnHn)
+ (ρ0 − ρ)(λ0 − λ) 1
n
m∑
j=1
Ψi,njtr(ΣnP
s
jnMnGnR
−1
n ) + (λ0 − λ)(ρ0 − ρ)
1
n
m∑
j=1
Ψi,njtr(ΣnH
′
nP
s
jnG¯n)
+ (λ0 − λ)2(ρ0 − ρ) 1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nP
s
jnMnGnR
−1
n ) + (ρ0 − ρ)2(λ0 − λ)
1
n
m∑
j=1
Ψi,nj
× tr(ΣnH′nP sjnMnGnR−1n ) + (λ0 − λ)2
1
n
m∑
j=1
Ψi,njtr(ΣnG¯
′
nPjnG¯n) + (ρ0 − ρ)2
1
n
m∑
j=1
Ψi,nj
× tr(ΣnH′nPjnHn) + (λ0 − λ)2(ρ0 − ρ)2
1
n
m∑
j=1
Ψi,njtr(ΣnR
′−1
n G
′
nMn
′PjnMnGnR−1n ) + op(1), (C.4)
uniformly in θ ∈ Θ. The r.h.s of the above equation is simply expectation of the term in the l.h.s.
The above relation holds for all i. Therefore, 1nΨngn(θ) converges to
1
nE
(
Ψngn(θ)
)
uniformly in
θ ∈ Θ. By the identification condition (Assumption 6 ) and the above uniform convergence result,
GMM estimator θˆn is consistent.
Next, we show the asymptotic normality of the GMM estimator θˆn. The first order condition
implies that ∂gn
′(θˆn)
∂θ Ψ
′
nΨngn(θˆn) = 0. By the mean value theorem at θ¯n, we have
θˆn = θ0 −
(
∂gn
′(θˆn)
∂θ
Ψ
′
nΨn
∂gn(θ¯n)
∂θ′
)−1
∂gn
′(θˆn)
∂θ
Ψ
′
nΨngn(θ0)
√
n(θˆn − θ0) = −
(
1
n
∂gn
′(θˆn)
∂θ
Ψ
′
nΨn
1
n
∂gn(θ¯n)
∂θ′
)−1
1
n
∂gn
′(θˆn)
∂θ
Ψ
′
n
1√
n
Ψngn(θ0), (C.5)
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where
1
n
∂gn(θ)
∂θ′
=
1
n

ε
′
n(θ)P
s
1n
∂εn(θ)
∂θ′
ε
′
n(θ)P
s
2n
∂εn(θ)
∂θ′
...
ε
′
n(θ)P
s
mn
∂εn(θ)
∂θ′
Q
′
n
∂εn(θ)
∂θ′

. (C.6)
We will show that 1n
∂gn(θ)
∂θ′
converges to 1nE(
∂gn(θ)
∂θ′
) uniformly in θ ∈ Θ. Given this result and the fact
that 1nE(
∂gn(θ)
∂θ′
) is continuous in θ and plimn→∞ θˆn = θ0, we have
1
n
∂gn(θˆn)
∂θ′
= 1nE(
∂gn(θ0)
∂θ′
)+op(1) =
− 1nΓn + op(1) (Amemiya, 1985, Theorem 4.1.5, p.113).
Since ∂εn(θ)
∂θ′
= −(MnSn(λ)Yn −MnXnβ, Rn(ρ)WnYn, Rn(ρ)Xn), the gradient in (C.6) can be
written as
1
n
∂gn(θ)
∂θ′
= − 1
n

ε
′
n(θ)P
s
1n
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
s
1nRn(ρ)WnYn ε
′
n(θ)P
s
1nRn(ρ)Xn
ε
′
n(θ)P
s
2n
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
s
2nRn(ρ)WnYn ε
′
n(θ)P
s
2nRn(ρ)Xn
...
...
...
ε
′
n(θ)P
s
mn
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
s
mnRn(ρ)WnYn ε
′
n(θ)P
s
mnRn(ρ)Xn
Q
′
n
(
MnSn(λ)Yn −MnXnβ
)
Q
′
nRn(ρ)WnYn Q
′
nRn(ρ)Xn

.
The probability limit of the above gradient is evaluated below. By using Sn(λ) = Sn + (λ0−λ)Wn
and Rn(ρ) = Rn + (ρ0 − ρ)Mn equalities, the rows of the above gradient involving Pjn is given as
1
n
(
∂gn(θ)
∂θ′
)
j,n
= − 1
n
(
ε
′
n(θ)P
s
jnMnSnYn + (λ0 − λ)ε
′
n(θ)P
s
jnMnWnYn − ε
′
n(θ)P
s
jnMnXnβ,
ε
′
n(θ)P
s
jnRnWnYn + (ρ0 − ρ)ε
′
n(θ)P
s
jnMnWnYn, ε
′
n(θ)P
s
jnRnXn + (ρ0 − ρ)ε
′
n(θ)P
s
jnMnXn
)
.
Each term of the above jth row is evaluated separately. One of the terms is 1nε
′
n(θ)P
s
jnRnWnYn =
1
nε
′
n(θ)P
s
jnRnGnXnβ0 +
1
nε
′
n(θ)P
s
jnG¯nεn. More explicitly, by substituting the expansion of εn(θ)
into this term:
1
n
ε
′
n(θ)P
s
jnRnGnXnβ0 =
1
n
(Rnhn(ς) + (ρ0 − ρ)Mnhn(ς) + εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn + (ρ0 − ρ)
× (λ0 − λ)MnGnR−1n εn)
′
P sjnRnGnXnβ0 =
1
n
hn
′(ς)R
′
nP
s
jnRnGnXnβ0 +
1
n
(ρ0 − ρ)hn′(ς)M
′
nP
s
jn
×RnGnXnβ0 + 1
n
ε
′
nP
s
jnRnGnXnβ0 +
1
n
(λ0 − λ)ε
′
nG¯
′
nP
s
jnRnGnXnβ0 +
1
n
(ρ0 − ρ)ε
′
nH
′
nP
s
jnRnGnXnβ0
+
1
n
(ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
nP
s
jnRnGnXnβ0. (C.7)
Notice that all terms except first two elements have the same structure; therefore, they are subject
to the same asymptotic argument. By Lemma 2 (5) all terms except the first two terms vanish.
Thus, 1nε
′
n(θ)P
s
jnRnGnXnβ0 =
1
nhn
′(ς)R′nP sjnRnGnXnβ0+
1
n(ρ0−ρ)hn′(ς)M
′
nP
s
jnRnGnXnβ0+op(1).
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Similarly, by Lemmas 2 (4) and (5), we have
1
n
ε
′
n(θ)P
s
jnG¯nεn =
1
n
(Rnhn(ς) + (ρ0 − ρ)Mnhn(ς) + εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn + (ρ0 − ρ)
× (λ0 − λ)MnGnR−1n εn)
′
P sjnG¯nεn =
1
n
hn
′(ς)R
′
nP
s
jnG¯nεn +
1
n
(ρ0 − ρ)hn′(ς)M
′
nP
s
jnG¯nεn +
1
n
ε
′
nP
s
jnG¯nεn
+
1
n
(λ0 − λ)ε
′
nG¯
′
nP
s
jnG¯nεn +
1
n
(ρ0 − ρ)ε
′
nH
′
nP
s
jnG¯nεn +
1
n
(ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
nP
s
jnG¯nεn
=
1
n
tr(ΣnP
s
jnG¯n) +
1
n
(λ0 − λ)tr(ΣnG¯
′
nP
s
jnG¯n) +
1
n
(ρ0 − ρ)tr(ΣnH
′
nP
s
jnG¯n) +
1
n
(ρ0 − ρ)(λ0 − λ)
× tr(ΣnG¯nP sjnMnGnR−1n ) + op(1), (C.8)
uniformly in θ ∈ Θ. Combining these results, we get
1
n
ε
′
n(θ)P
s
jnRnWnYn =
1
n
hn
′(ς)R
′
nP
s
jnRnGnXnβ0 +
1
n
(ρ0 − ρ)hn′(ς)M ′nP sjnRnGnXnβ0
+
1
n
tr(ΣnP
s
jnG¯n) +
1
n
(λ0 − λ)tr(ΣnG¯′nP sjnG¯n) +
1
n
(ρ0 − ρ)tr(ΣnH ′nP sjnG¯n)
+
1
n
(ρ0 − ρ)(λ0 − λ)tr(ΣnG¯nP sjnMnGnR−1n ) + op(1), (C.9)
uniformly in θ ∈ Θ. Since hn(ς0) = 0 at θ0, 1nε
′
n(θ0)P
s
jnRnWnYn =
1
n tr(ΣnP
s
jnG¯n) + op(1).
Now we turn to another element in the jth row. A similar analysis applies to
1
nε
′
n(θ)P
s
jnMnSnYn =
1
nε
′
n(θ)P
s
jnMnXnβ0 +
1
nε
′
n(θ)P
s
jnMnR
−1
n εn. By substituting the expansion
of εn(θ) in this terms, we get
1
n
ε
′
n(θ)P
s
jnMnXnβ0 =
1
n
(Rnhn(ς) + (ρ0 − ρ)Mnhn(ς) + εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hn + (ρ0 − ρ)
× (λ0 − λ)MnGnR−1n εn)
′
P sjnMnXnβ0 =
1
n
hn
′(ς)R
′
nP
s
jnMnXnβ0 +
1
n
(ρ0 − ρ)hn′(ς)M
′
nP
s
jnMnXnβ0
+
1
n
ε
′
nP
s
jnMnXnβ0 +
1
n
(λ0 − λ)ε
′
nG¯
′
nP
s
jnMnXnβ0 +
1
n
(ρ0 − ρ)ε
′
nH
′
nP
s
jnMnXnβ0 +
1
n
(ρ0 − ρ)
× (λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
nP
s
jnMnXnβ0 =
1
n
hn
′(ς)R
′
nP
s
jnMnXnβ0 +
1
n
(ρ0 − ρ)hn′(ς)M
′
nP
s
jnMnXnβ0
+ op(1), (C.10)
uniformly in θ ∈ Θ by Lemmas 2 (4) and (5). Similarly,
1
n
ε
′
n(θ)P
s
jnMnR
−1
n εn =
1
n
(Rnhn(ς) + (ρ0 − ρ)Mnhn(ς) + εn + (λ0 − λ)G¯nεn + (ρ0 − ρ)Hnεn
+ (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn)
′
P sjnMnR
−1
n εn =
1
n
hn
′(ς)R
′
nP
s
jnMnR
−1
n εn +
1
n
(ρ0 − ρ)hn′(ς)
×M ′nP sjnMnR−1n εn +
1
n
ε
′
nP
s
jnMnR
−1
n εn +
1
n
(λ0 − λ)ε
′
nG¯
′
nP
s
jnMnR
−1
n εn +
1
n
(ρ0 − ρ)ε
′
nH
′
nP
s
jn
×MnR−1n εn +
1
n
(ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
nP
s
jnMnR
−1
n εn =
1
n
tr(ΣnP
s
jnMnR
−1
n )
+
1
n
(λ0 − λ)tr(ΣnG¯
′
nP
s
jnMnR
−1
n ) +
1
n
(ρ0 − ρ)tr(ΣnH
′
nP
s
jnMnR
−1
n ) +
1
n
(ρ0 − ρ)(λ0 − λ)
× tr(ΣnR′−1n G
′
nM
′
nP
s
jnMnR
−1
n ) + op(1), (C.11)
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uniformly in θ ∈ Θ. Since Hn = MnR−1n ,
1
n
ε
′
n(θ)P
s
jnMnR
−1
n εn =
1
n
tr(ΣnP
s
jnHn) +
1
n
(λ0 − λ)tr(ΣnG¯′nP sjnHn) +
1
n
(ρ0 − ρ) (C.12)
× tr(ΣnH ′nP sjnHn) +
1
n
(ρ0 − ρ)(λ0 − λ)tr(ΣnH ′nP sjnMnGnR−1n ) + op(1).
Then, combining the above results, we get
1
n
ε
′
n(θ)P
s
jnMnSnYn =
1
n
hn
′(ς)R
′
nP
s
jnMnXnβ0 +
1
n
(ρ0 − ρ)hn′(ς)M ′nP sjnMnXnβ0
+
1
n
tr(ΣnP
s
jnHn) +
1
n
(λ0 − λ)tr(ΣnG¯′nP sjnHn) +
1
n
(ρ0 − ρ)tr(ΣnH ′nP sjnHn) +
1
n
(ρ0 − ρ)
× (λ0 − λ)tr(ΣnH ′nP sjnMnGnR−1n ) + op(1), (C.13)
uniformly in θ ∈ Θ. Since hn(ς0) = 0 at θ0, 1nε
′
n(θ0)P
s
jnMnSnYn =
1
n tr(ΣnP
s
jnHn) + op(1).
With the same line of argument, at θ0, we have 1nε
′
n(θ0)P
s
jnRnXn = op(1) and
1
nε
′
n(θ0)P
s
jnMnXnβ0 = op(1). All the remaining terms in the jth row vanishes when evaluated
at the true parameter value.
Now, we return 1nQ
′
n
∂εn(θ)
∂θ′
in (C.6). This term can be written as
1
n
Q
′
n
∂εn(θ)
∂θ′
=
1
n
(
Q
′
nMnSnYn + (λ0 − λ)Q
′
nMnWnYn −Q
′
nMnXnβ, Q
′
nRnWnYn
+ (ρ0 − ρ)Q′nMnWnYn, Q
′
nRnXn + (ρ0 − ρ)Q
′
nMnXn
)
.
The first term in the r.h.s of the above equation vanishes when evaluated at the true parameter θ0.
For the second term, we have 1nQ
′
nRnWnYn =
1
nQ
′
nRnGnXnβ0 +
1
nQ
′
nG¯nεn =
1
nQ
′
nRnGnXnβ0 +
op(1). Likewise the last term converges to Q
′
nRnXn.
Combining all the previous results, we get the relation 1n
∂gn(θˆn)
∂θ′
= − 1nΓn + op(1) uniformly in θ,
where Γn is given in (4.25). By CLT in Theorem 1 of Kelejian and Prucha (2001), 1√nΨngn(θ0) =
1√
n
[
ε
′
n
(∑m
j ΨnjPjn
)
εn + ΨnxQ
′
nεn
] d−→ N(0, limn→∞ 1nΨnΩnΨ′n). The asymptotic distribution of√
n(θˆn − θ0) in (4.26) now follows from (C.5) by the Slutzky theorem.
Proof of Proposition 2. We first show the consistency of 1n Ωˆn by showing that each ele-
ment in 1n(Ωˆn − Ωn) is op(1). Notice that some of the elements 1nΩn are of the form:
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj , where P∆n,ij = Pan,ij(Pbn,ij + Pbn,ji) by Lemma 2 (1). Also, no-
tice that P∆n,ii = 0. Following the same steps of Lin and Lee (2010), we first show
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj =
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj + op(1). Then, we show that this relation
still holds, when εˆni replaces εni. As an initial step, we need to establish the uniform boundedness
of P∆n in both the row and column sum norms. Pbn is uniformly bounded in both row and column
sum norms and therefore its elements are uniformly bounded by Assumption 4. Hence, there exists
a constant c such that |Pbn,ij + Pbn,ji| ≤ c, for all i, j and n. This implies |P∆n,ij | ≤ c|Pan,ij |. Since
Pan is bounded in both row and column sum norms, P∆n is uniformly bounded in both row and
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the column sum norms.
By expansion, ε2niε
2
nj − σ2niσ2nj = (ε2ni− σ2ni)(ε2nj − σ2nj) + σ2ni(ε2nj − σ2nj) + σ2nj(ε2ni− σ2ni). Hence,
1
n
n∑
i=1
n∑
j=1
P∆n,ij(ε
2
niε
2
nj − σ2niσ2nj) =
1
n
n∑
i=1
n∑
j=1
P∆n,ij(ε
2
ni − σ2ni)(ε2nj − σ2nj)︸ ︷︷ ︸
An
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
ni(ε
2
nj − σ2nj)︸ ︷︷ ︸
Bn
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
nj(ε
2
ni − σ2ni)︸ ︷︷ ︸
Cn
. (C.14)
First, we express An, Bn and Cn in terms of quadratic forms for notational simplification. To this
end, let un = (un1, . . . , unn)
′ such that uni = ε2ni−σ2ni for i = 1, . . . , n and let Σσn = (σ2n1, . . . , σ2nn).
Then, An = 1nu
′
nP∆nun, Bn =
1
nu
′
nP∆nΣ
′
σn , and Cn =
1
nΣσnP∆nun.
As E(u′nP∆nun) = tr(P∆nΛn) where Λn = E(unu′n) = diag{µ(4)n1 − σ4n1, . . . , µ(4)nn − σ4nn}, where
µ
(4)
ni = E(ε
4
ni). This implies E(u
′
nP∆nun) = tr(P∆nΛn) = 0 since P∆n,ii = 0 ∀i. By Lemma 2 (4),
plimn→∞An = 0. By Lemma 2 (5) and Assumption 1, plimn→∞Bn = 0 and plimn→∞Cn = 0.
Hence, plimn→∞
(
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj − 1n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj
)
= 0.
Next, we will show that 1n
∑n
i=1
∑n
j=1 P∆n,ij εˆ
2
niεˆ
2
nj =
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj + op(1). By
expansion, εˆ2niεˆ
2
nj − ε2niε2nj = (εˆ2ni − ε2ni)(εˆ2nj − ε2nj) + ε2nj(εˆ2ni − ε2ni) + ε2ni(εˆ2nj − ε2nj). Then,
1
n
n∑
i=1
n∑
j=1
P∆n,ij(εˆ
2
niεˆ
2
nj − ε2niε2nj) =
1
n
n∑
i=1
n∑
j=1
P∆n,ij(εˆ
2
ni − ε2ni)(εˆ2nj − ε2nj)︸ ︷︷ ︸
ϑn1
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
nj(εˆ
2
ni − ε2ni)︸ ︷︷ ︸
ϑn2
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
ni(εˆ
2
nj − ε2nj)︸ ︷︷ ︸
ϑn3
. (C.15)
From the model, we have εˆn = Rn(ρˆ)(Sn(λˆ)Yn −Xnβˆ). By using the relations Rn(ρˆ) = Rn + (ρ0 −
ρˆ)Mn and S(λˆ) = Sn + (λ0 − λˆ)Wn, we get
εˆn = [Rn + (ρ− ρˆ)Mn]
[
SnYn + (λ0 − λˆ)WnYn −Xnβˆ
]
= [Rn + (ρ− ρˆ)Mn]
[
Xn(β0 − βˆ) + (λ0 − λˆ)GnXnβ0 +R−1n εn + (λ0 − λˆ)GnR−1n εn
]
.
Let hn(ςˆ) = Xn(β0 − βˆ) + (λ0 − λˆ)GnXnβ0 where ςˆ = (λˆ, βˆ′)′ . Hence,
εˆn = εn + (Rn + (ρ− ρˆ)Mn)hn(ςˆ) + (λ0 − λˆ)G¯nεn + (ρ0 − ρˆ)Hnεn + (λ0 − λˆ)(ρ0 − ρˆ)MnGnR−1n εn.
Let ei,n be the i-th row of the n× n identity matrix. Then, in scalar form, εˆni = εni + ani + bni +
cni + fni, where ani = ei,nRnhn(ςˆ) + (ρ0 − ρˆ)ei,nMnhn(ςˆ), bni = (λ0 − λˆ)(ei,nG¯nεn), cni = (ρ0 −
42
ρˆ)(ei,nHnεn), and fni = (λ0− λˆ)(ρ0− ρˆ)ei,nMnGnR−1n εn. Then, εˆ2ni = (εni+ani+bni+cni+fni)2 =
ε2ni + a
2
ni + b
2
ni + c
2
ni + f
2
ni + 2εniani + 2εnibni + 2εnicni + 2εnifni + 2anibni + 2anicni + 2anifni +
2bnicni + 2bnifni + 2cnifni.
Next, we will evaluate all three terms ϑnl, l = 1, 2, 3 and show that they converge in probability
to zero. First, consider ϑn2:
ϑn2 =
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
nj(a
2
ni+b
2
ni+c
2
ni+f
2
ni+2εniani+2εnibni+2εnicni+2εnifni+2anibni+
2anicni + 2anifni + 2bnicni + 2bnifni + 2cnifni).
We focus on terms with the higher orders in εs. Consider 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
njεnibni = (λ0 −
λˆ) 1n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijG¯n,ilεniε
2
njεnl.
By Cauchy-Schwartz inequality, E|εniεnlε2nj | ≤ [E(εniεnl)2]
1
2 [E(ε4nj)]
1
2 ≤
[E(ε4ni)]
1
4 [E(ε4nl)]
1
4 [E(ε4nj)]
1
4 ≤ c, for some constant c, for all i,j,l, and n since {µ(4)ni } is a
bounded sequence by Assumption 1. This implies
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
l=1
P∆n,ijG¯n,ilεniε
2
njεnl
∣∣∣∣∣ ≤ c 1n
n∑
i=1
 n∑
j=1
|P∆n,ij |
( n∑
l=1
|G¯n,il|
)
= O(1),
since P∆n and G¯n are uniformly bounded in row and column sums. By the Markov inequality,
1
n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijG¯n,ilεniε
2
njεnl = Op(1), i.e., stochastically bounded. Since λ0− λˆ = op(1),
(λ0 − λˆ) 1n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijG¯n,ilεniε
2
njεnl converges in probability to zero.
Another term with high order εs is 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
njf
2
ni = (λ0 − λˆ)2(ρ0 −
ρˆ)2 1n
∑n
i=1
∑n
j=1
∑n
k=1
∑n
l=1 P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl. From the proof of the
previous term, it follows that
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl
∣∣∣∣∣
≤ c 1
n
n∑
i=1
 n∑
j=1
|P∆n,ij |
( n∑
k=1
|Mn,ikGn,ikR−1n,ik|
)(
n∑
l=1
|Mn,ilGn,ilR−1n,il|
)
= O(1),
since P∆,n, MnGnR−1n are uniformly bounded in row and col-
umn sums. An application of the Markov inequality provides that
1
n
∑n
i=1
∑n
j=1
∑n
k=1
∑n
l=1 P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl = Op(1). Since
λ0 − λˆ = op(1) and ρ0 − ρˆ = op(1), 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
njf
2
ni converges in probability to
zero. The remaining terms in ϑn2 are either of the same order or less in ε’s. A similar analysis
with Markov inequality can be applied to each of the remaining terms, which yields ϑn2 = op(1).
The structure of ϑn3 is the same as that of ϑn2, i.e., i’s replaced by j’s and vice versa. Hence, ϑn3
converges to zero in probability.
Now we turn to the first term ϑn1.
ϑn1 =
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
a2ni + b
2
ni + c
2
ni + f
2
ni + 2εniani + 2εnibni + 2εnicni + 2εnifni + 2anibni
+2anicni + 2anifni + 2bnicni + 2bnifni + 2cnifni)
(
a2nj + b
2
nj + c
2
nj + f
2
nj + 2εnjanj + 2εnjbnj
+2εnjcnj + 2εnjfnj + 2anjbnj + 2anjcnj + 2anjfnj + 2bnjcnj + 2bnjfnj + 2cnjfnj) ,
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We will again focus on those terms with highest order in ε’s. These terms are
1
n
∑n
i=1
∑n
j=1 P∆n,ijp
2
niq
2
nj , where p, q = {b, c, f}. Let p = q = b for exposition. Then,
1
n
n∑
i=1
n∑
j=1
P∆n,ijb
2
nib
2
nj =
1
n
n∑
i=1
n∑
j=1
P∆n,ij(ei,nG¯nεn)
2(ej,nG¯nεn)
2(λ0 − λˆ)4
= (λ0 − λˆ)4 1
n
n∑
i=1
n∑
j=1
n∑
k1=1
n∑
k2=1
n∑
l1=1
n∑
l2=1
P∆n,ijG¯n,ik1G¯n,ik2G¯n,jl1G¯n,jl2εnk1εnk2εnl1εnl2︸ ︷︷ ︸
Ln
.
Applying Cauchy-Schwartz inequality to the following term yields E|εnk1εnk2εnl1εnl2 | ≤
(E(ε2nk1ε
2
nk2
))
1
2 (E(ε2nl1ε
2
nl2
))
1
2 ≤ (E(ε4nk1)
1
4 (E(ε4nk2)
1
4 (E(ε4nl1)
1
4 (E(ε4nl2)
1
4 ≤ c, for some c for all n since
µ
(4)
nk1
, µ(4)nk2 , µ
(4)
nl1
, and µ(4)nl2 are bounded by Assumption 1. Note that Ln is stochastically bounded,
since
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
k1=1
n∑
k2=1
n∑
l1=1
n∑
l2=1
P∆n,ijG¯n,ik1G¯n,ik2G¯n,jl1G¯n,jl2εnk1εnk2εnl1εnl2
∣∣∣∣∣
≤ c 1
n
n∑
i=1
 n∑
j=1
|P∆n,ij |
 n∑
k1=1
|G¯n,ik1 |
 n∑
k2=1
|G¯n,ik2 |
 n∑
l1=1
|G¯n,jl1 |
 n∑
l2=1
|G¯n,jl2 |

= O(1),
and by the Markov inequality, Ln is stochastically bounded, i.e., Ln = Op(1). Since λ0− λˆ = op(1),
1
n
∑n
i=1
∑n
j=1 P∆n,ijb
2
nib
2
nj converges in probability to zero.
A similar analysis with an application of the Markov inequality ensures that each of the remaining
combinations p, q = {b, c, f} in 1n
∑n
i=1
∑n
j=1 P∆n,ijp
2
niq
2
nj is op(1). The rest of the terms in ϑn1 are
of smaller order in εs and can easily verified to be stochastically convergent to zero. Hence, ϑn1
converges in probability to zero.
Then, ϑn1 = ϑn2 = ϑn3 = op(1) implies 1n
∑n
i=1
∑n
j=1 P∆n,ij εˆ
2
niεˆ
2
nj− 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj =
op(1). Combining with the previous result that 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj −
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj = op(1) yields
1
n
n∑
i=1
n∑
j=1
P∆n,ij εˆ
2
niεˆ
2
nj −
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
niσ
2
nj = op(1).
The remaining term left in 1nΩn is
1
nQ
′
nΣnQn =
1
n
∑n
i=1 σ
2
niq
′
i,nqi,n, where qi,n is the ith row of
Qn. The previous discussion applied to 1n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj ensures that
1
n
∑n
i=1 εˆ
2
niq
′
i,nqi,n−
1
n
∑n
i=1 σ
2
niq
′
i,nqi,n = op(1). Then, it follows that
1
n Ωˆn − 1nΩn = op(1).
Next, we show the consistency of 1n Γˆn. One type of the elements with εs in
1
nΓn is
1
n
∑n
i=1
(
H ′nP sjn
)
ii
σ2ni. Since Pns and Hns are all uniformly bounded in both row and column sums,
so are matrices HnP sjns. Hence, it follows from the same argument in the proof of the consistency of
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1
n Ωˆn that
1
n
∑n
i=1
(
H ′nP sjn
)
ii
εˆ2ni − 1n
∑n
i=1
(
H ′nP sjn
)
ii
σ2ni = op(1). The other type of elements with
εs in 1nΓn is
1
n
∑n
i=1
(
G¯′nP sjn
)
ii
σ2ni. By Assumption 2, Rn, Gn, and R
−1
n are all uniformly bounded
in both row and column sums. Hence, the matrices G¯′nP sjn = O(1). By the same argument from
the proof of the consistency of 1n Ωˆn, it follows that
1
n
∑n
i=1
(
G¯′nP sjn
)
ii
εˆ2ni− 1n
∑n
i=1
(
G¯′nP sjn
)
ii
σ2ni =
op(1). Then, 1n Γˆn − 1nΓn = op(1).
Proof of Proposition 3. The proof follows in parallel to the proof of Proposition 3 in Lin and
Lee (2010). By generalized Schwartz inequality, the optimal weighting matrix in Proposition 1 is
( 1nΩn)
−1. First, we show that 1ng
′
n(θ)Ω̂
−1
n gn(θ)− 1ng′n(θ)Ω−1n gn(θ) = op(1).
Consider 1ng
′
n(θ)Ω̂
−1
n gn(θ) =
1
ng
′
n(θ)Ω
−1
n gn(θ)+
1
ng
′
n(θ)(Ω̂
−1
n −Ω−1n )gn(θ). Letting Ψn = ( 1nΩn)−
1
2
in Proposition 1, Assumption 7 implies that Ψ0 = (limn→∞ 1nΩn)
− 1
2 exists. Because Ψ0 is nonsin-
gular, θ0 corresponds to the unique root of limn→∞ E( 1ngn(θ)) = 0 at θ0, which is satisfied by
Assumption 6. A similar argument in the proof of Proposition 1 ensures that 1ng
′
n(θ)Ω
−1
n gn(θ)
converges in probability to a well defined limit uniformly in θ ∈ Θ. Now, we show that
1
ng
′
n(θ)(Ω̂
−1
n − Ω−1n )gn(θ) = op(1) uniformly in θ ∈ Θ. Let ‖.‖ be the maximum row sum
norm for vectors and matrices. Then, by the submultiplicative property of a matrix norm,
‖ 1ng′n(θ)(Ω̂−1n − Ω−1n )gn(θ)‖ ≤ ( 1n‖gn(θ)‖)2‖( Ω̂nn )−1 − (Ωnn )−1‖. From the proof of Proposition 1,
1
n(gn(θ)− E(gn(θ))) = op(1). Also, from the proof of Proposition 1,
1
n
E(ε′n(θ)Pjnεn(θ)) = h
′
n(ς)R
′
n(ρ)PjnRn(ρ)hn(ς) + (λ0 − λ)
1
n
tr(ΣnP
s
jnG¯n) + (ρ0 − ρ)
1
n
× tr(ΣnP sjnHn) + (ρ0 − ρ)(λ0 − λ)
1
n
tr(ΣnP
s
jnMnGnR
−1
n ) + (λ0 − λ)(ρ0 − ρ)
1
n
tr(ΣnH
′
nP
s
jnG¯n)
+ (λ0 − λ)2(ρ0 − ρ) 1
n
tr(ΣnG¯nP
s
jnMnGnR
−1
n ) + (ρ0 − ρ)2(λ0 − λ)
1
n
tr(ΣnH
′
nP
s
jnMnGnR
−1
n
+ (λ0 − λ)2 1
n
tr(ΣnG¯
′
nPjnG¯n) + (ρ0 − ρ)2
1
n
tr(ΣnH
′
nPjnHn) + (ρ0 − ρ)2(λ0 − λ)2
1
n
× tr(ΣnR′−1n G′nM ′nPjnMnGnR−1n ) = O(1),
uniformly in θ ∈ Θ, as
1
n
h′n(ς)R
′
n(ρ)PjnRn(ρ)hn(ς) = (λ0 − λ)2
1
n
(Xnβ0)
′G′n(Rn + (ρ0 − ρ)Mn)′Pjn(Rn + (ρ0 − ρ)Mn)
×Gn(Xnβ0) + (λ0 − λ) 1
n
(Xnβ0)
′G′n(Rn + (ρ0 − ρ)Mn)′P sjn(Rn + (ρ0 − ρ)Mn)Xn(β0 − β)
+ (β0 − β)′ 1
n
X′n(Rn + (ρ0 − ρ)Mn)′Pjn(Rn + (ρ0 − ρ)Mn)Xn(β0 − β) = Op(1),
uniformly in θ ∈ Θ. Similarly, 1nE(Q′nεn(θ)) = 1nQ′nRn(ρ)hn(ς) = (λ0 − λ) 1nQ′n(Rn + (ρ0 −
ρ)Mn)GnXnβ0 +
1
nQ
′
n(Rn + (ρ0 − ρ)Mn)Xn(β0 − β) = O(1) uniformly in θ ∈ Θ. Hence,
‖ 1nE(gn(θ))‖ = O(1) uniformly in θ ∈ Θ. Then, 1n‖gn(θ)‖ = Op(1) uniformly in θ ∈ Θ by the
Markov inequality. These imply that ‖ 1ng′n(θ)(Ω̂−1n − Ω−1n )gn(θ)‖ = op(1) uniformly in θ ∈ Θ. This
result shows the consistency of the optimal robust GMME.
From the proof of Proposition 1, we have 1n
∂gn(θˆn)
∂θ′
= − 1nΓn + op(1) uniformly in θ. To find the
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limiting distribution, by (C.5)
√
n(θˆo,n − θ0) = −
 1
n
∂g′n(θˆn)
∂θ
(
Ω̂n
n
)−1
1
n
∂gn(θ¯n)
∂θ′
−1 1
n
∂g′n(θˆn)
∂θ
(
Ω̂n
n
)−1
1√
n
gn(θ0)
=
(
Γ′n
n
(
Ωn
n
)−1 Γn
n
)−1
Γ′n
n
(
Ωn
n
)−1 1√
n
gn(θ0) + op(1). (C.16)
Hence, the limiting distribution of
√
n(θˆo,n − θ0) follows immediately from (C.16) by the CLT in
Theorem 1 of Kelejian and Prucha (2001) and the Slutzky theorem.
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D Simulation Results
Table 1: True parameter vector: (λ0, β10, β20, β30, ρ0) = (−0.8, 0.7, 0.4, 1.2,−0.3).
Homoskedasticity Heteroskedasticity
N Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -1.309 -0.509 1.105 1.217 -1.220 -0.420 3.330 3.356
β1 0.643 -0.057 0.129 0.141 0.396 -0.304 0.389 0.494
β2 0.364 -0.036 0.171 0.121 0.199 -0.201 0.311 0.370
β3 1.105 -0.095 0.116 0.195 0.671 -0.529 0.526 0.746
ρ -0.651 -0.351 1.621 1.659 -4.886 -4.586 5.054 6.825
RGMME1 λ -0.853 -0.053 0.363 0.367 -0.876 -0.076 0.875 0.878
β1 0.696 -0.004 0.105 0.106 0.698 -0.002 0.340 0.340
β2 0.394 -0.006 0.102 0.102 0.369 -0.031 0.336 0.338
β3 1.194 -0.006 0.102 0.102 1.188 -0.012 0.344 0.344
ρ -0.356 -0.056 0.492 0.496 -0.498 -0.198 0.888 0.910
RGMME2 λ -0.862 -0.062 0.351 0.357 -0.693 0.107 1.003 1.009
β1 0.696 -0.004 0.105 0.105 0.710 0.010 0.348 0.348
β2 0.394 -0.006 0.101 0.102 0.371 -0.029 0.346 0.347
β3 1.193 -0.007 0.102 0.102 1.204 0.004 0.352 0.352
ρ -0.348 -0.048 0.497 0.499 -0.552 -0.252 0.812 0.850
500 MLE λ -1.028 -0.228 0.624 0.665 -2.275 -1.475 3.748 4.028
β1 0.680 -0.020 0.064 0.067 0.475 -0.225 0.337 0.405
β2 0.390 -0.010 0.052 0.053 0.271 -0.129 0.225 0.260
β3 1.168 -0.032 0.086 0.091 0.817 -0.383 0.547 0.668
ρ -0.227 0.073 0.363 0.370 -1.227 -0.927 3.183 3.315
RGMME1 λ -0.811 -0.011 0.124 0.124 -0.819 -0.019 0.288 0.289
β1 0.697 -0.003 0.046 0.046 0.692 -0.008 0.150 0.150
β2 0.399 -0.001 0.046 0.046 0.397 -0.003 0.149 0.149
β3 1.196 -0.004 0.044 0.045 1.184 -0.016 0.151 0.152
ρ -0.312 -0.012 0.169 0.169 -0.313 -0.013 0.276 0.277
RGMME2 λ -0.813 -0.013 0.124 0.124 -0.815 -0.015 0.269 0.269
β1 0.697 -0.003 0.046 0.046 0.693 -0.007 0.150 0.150
β2 0.399 -0.001 0.046 0.046 0.397 -0.003 0.149 0.149
β3 1.196 -0.004 0.044 0.045 1.185 -0.015 0.150 0.151
ρ -0.310 -0.010 0.169 0.169 -0.313 -0.013 0.267 0.268
1000 MLE λ -0.890 -0.090 0.408 0.418 -2.235 -1.435 3.666 3.937
β1 0.694 -0.006 0.041 0.042 0.546 -0.154 0.305 0.342
β2 0.397 -0.003 0.035 0.035 0.314 -0.086 0.193 0.212
β3 1.189 -0.011 0.056 0.057 0.931 -0.269 0.506 0.573
ρ -0.271 0.029 0.226 0.228 -0.461 -0.161 1.791 1.798
RGMME1 λ -0.802 -0.002 0.089 0.089 -0.802 -0.002 0.224 0.224
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.105 0.105
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.108 0.108
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.107 0.107
ρ -0.304 -0.004 0.119 0.119 -0.315 -0.015 0.214 0.214
RGMME2 λ -0.803 -0.003 0.089 0.089 -0.803 -0.003 0.221 0.221
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.105 0.105
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.108 0.108
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.107 0.107
ρ -0.304 -0.004 0.118 0.118 -0.313 -0.013 0.211 0.211
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Table 2: True parameter vector: (λ0, β10, β20, β30, ρ0) = (−0.3, 0.7, 0.4, 1.2, 0.3).
Homoskedasticity Heteroskedasticity
N Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -0.459 -0.159 0.771 0.787 0.207 0.507 1.349 1.441
β1 0.685 -0.015 0.118 0.119 0.490 -0.210 0.428 0.477
β2 0.389 -0.011 0.103 .104 0.262 -0.138 0.331 0.359
β3 1.175 -0.025 0.140 0.142 0.821 -0.379 0.593 0.704
ρ 0.146 -0.154 0.730 0.746 -4.421 -4.721 5.238 7.052
RGMME1 λ -0.370 -0.070 0.435 0.440 -0.156 0.144 1.242 1.250
β1 0.694 -0.006 0.106 0.106 0.718 0.018 0.358 0.359
β2 0.394 -0.006 0.100 0.100 0.380 -0.020 0.353 0.353
β3 1.192 -0.008 0.107 0.107 1.211 0.011 0.366 0.366
ρ 0.253 -0.047 0.361 0.364 0.069 -0.231 0.593 0.637
RGMME2 λ -0.342 -0.042 0.413 0.415 0.276 0.576 1.394 1.509
β1 0.696 -0.004 0.105 0.105 0.740 0.040 0.386 0.388
β2 0.395 -0.005 0.100 0.100 0.392 -0.008 0.367 0.367
β3 1.195 -0.005 0.105 0.105 1.243 0.043 0.420 0.422
ρ 0.240 -0.060 0.350 0.355 -0.084 -0.384 0.677 0.779
500 MLE λ -0.315 -0.015 0.153 0.154 -0.101 0.199 0.872 0.894
β1 0.697 -0.003 0.047 0.047 0.697 -0.003 0.176 0.176
β2 0.400 0.000 0.046 0.046 0.399 -0.001 0.162 0.162
β3 1.195 -0.005 0.046 0.046 1.189 -0.011 0.207 0.207
ρ 0.282 -0.018 0.123 0.124 0.021 -0.279 0.776 0.825
RGMME1 λ -0.323 -0.023 0.161 0.162 -0.397 -0.097 0.468 0.478
β1 0.697 -0.003 0.047 0.047 0.686 -0.014 0.156 0.157
β2 0.400 0.000 0.046 0.046 0.395 -0.005 0.154 0.154
β3 1.195 -0.005 0.046 0.047 1.173 -0.027 0.160 0.162
ρ 0.297 -0.003 0.126 0.126 0.281 -0.019 0.250 0.250
RGMME2 λ -0.320 -0.020 0.158 0.159 -0.282 0.018 0.478 0.479
β1 0.697 -0.003 0.047 0.047 0.694 -0.006 0.159 0.159
β2 0.400 0.000 0.046 0.046 0.399 -0.001 0.156 0.156
β3 1.195 -0.005 0.046 0.046 1.186 -0.014 0.165 0.166
ρ 0.295 -0.005 0.125 0.125 0.242 -0.058 0.231 0.238
1000 MLE λ -0.302 -0.002 0.113 0.113 -0.067 0.233 0.699 0.737
β1 0.700 0.000 0.031 0.031 0.706 0.006 0.120 0.120
β2 0.400 0.000 0.032 0.032 0.407 0.007 0.114 0.114
β3 1.200 0.000 0.032 0.032 1.206 0.006 0.141 0.141
ρ 0.289 -0.011 0.088 0.088 0.082 -0.218 0.086 0.234
RGMME1 λ -0.306 -0.006 0.115 0.115 -0.335 -0.035 0.326 0.328
β1 0.700 0.000 0.031 0.031 0.696 -0.004 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.402 0.002 0.110 0.110
β3 1.199 -0.001 0.032 .032 1.191 -0.009 0.112 0.113
ρ 0.298 -0.002 0.089 0.089 0.280 -0.020 0.186 0.187
RGMME2 λ -0.304 -0.004 0.114 0.114 -0.291 0.009 0.258 0.258
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.199 -0.001 0.032 0.032 1.196 -0.004 0.112 0.112
ρ 0.297 -0.003 0.089 0.089 0.265 -0.035 0.172 0.175
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Table 3: True parameter vector: (λ0, β10, β20, β30, ρ0) = (0, 0.7, 0.4, 1.2, 0).
Homoskedasticity Heteroskedasticity
N Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -0.063 -0.063 0.443 0.447 0.359 0.359 0.991 1.054
β1 0.685 -0.015 0.121 0.122 0.444 -0.256 0.403 0.478
β2 0.388 -0.012 0.109 0.109 0.235 -0.165 0.313 0.354
β3 1.175 -0.025 0.146 0.148 0.758 -0.442 0.581 0.730
ρ -0.335 -0.335 1.248 1.292 -5.490 -5.490 5.502 7.772
RGMME1 λ -0.067 -0.067 0.306 0.313 -0.095 -0.095 1.001 1.006
β1 0.696 -0.004 0.105 0.105 0.703 0.003 0.347 0.347
β2 0.395 -0.005 0.102 0.102 0.370 -0.030 0.347 0.349
β3 1.194 -0.006 0.101 0.101 1.189 -0.011 0.348 0.348
ρ -0.058 -0.058 0.422 0.426 -0.147 -0.147 0.769 0.873
RGMME2 λ -0.062 -0.062 0.284 0.290 0.220 0.220 1.145 1.166
β1 0.696 -0.004 0.104 0.104 0.716 0.016 0.361 0.361
β2 0.395 -0.005 0.101 0.101 0.376 -0.024 0.357 0.358
β3 1.195 -0.005 0.100 0.100 1.209 0.009 0.394 0.394
ρ -0.064 -0.064 0.418 0.423 -0.276 -0.276 0.828 0.873
500 MLE λ -0.011 -0.011 0.100 0.100 0.030 0.030 0.206 0.208
β1 0.698 -0.002 0.046 0.046 0.674 -0.026 0.193 0.195
β2 0.400 0.000 0.046 0.046 0.385 -0.015 0.166 0.167
β3 1.196 -0.004 0.045 0.045 1.150 -0.050 0.253 0.257
ρ -0.023 -0.023 0.145 0.147 -0.493 -0.493 2.244 2.298
RGMME1 λ -0.013 -0.013 0.101 0.102 0.070 0.070 0.335 0.342
β1 0.698 -0.002 0.046 0.046 0.690 -0.010 0.154 0.154
β2 0.400 0.000 0.046 0.046 0.396 -0.004 0.152 0.152
β3 1.196 -0.004 0.045 0.045 1.180 -0.020 0.156 0.157
ρ -0.008 -0.008 0.148 0.148 -0.002 -0.002 0.282 0.282
RGMME2 λ -0.013 -0.013 0.100 0.101 -0.034 -0.034 0.241 0.244
β1 0.698 -0.002 0.046 0.046 0.692 -0.008 0.154 0.154
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.153 0.153
β3 1.196 -0.004 0.045 0.045 1.183 -0.017 0.154 0.155
ρ -0.008 -0.008 0.147 0.148 -0.017 -0.017 0.263 0.264
1000 MLE λ -0.002 -0.002 0.071 0.071 0.003 0.003 0.082 0.082
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.113 0.113
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.111 0.111
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.126 0.126
ρ -0.013 -0.013 0.104 0.104 -0.056 -0.056 0.712 0.715
RGMME1 λ -0.003 -0.003 0.071 0.072 -0.025 -0.025 0.205 0.206
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.107 0.107
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.200 0.000 0.031 0.031 1.194 -0.006 0.109 0.109
ρ -0.004 -0.004 0.104 0.104 -0.009 -0.009 0.216 0.216
RGMME2 λ -0.003 -0.003 0.071 0.071 -0.020 -0.020 0.195 0.196
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.107 0.107
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.200 0.000 0.031 0.031 1.194 -0.006 0.109 0.109
ρ -0.004 -0.004 0.104 0.104 -0.012 -0.012 0.211 0.211
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Table 4: True parameter vector: (λ0, β10, β20, β30, ρ0) = (0.3, 0.7, 0.4, 1.2,−0.8).
Homoskedasticity Heteroskedasticity
N Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ 0.359 0.059 0.232 0.239 0.603 0.303 0.924 0.972
β1 0.630 -0.070 0.159 0.174 0.322 -0.378 0.345 0.512
β2 0.354 -0.046 0.131 0.139 0.171 -0.229 0.262 0.348
β3 1.080 -0.120 0.224 0.254 0.552 -0.648 0.507 0.823
ρ -2.560 -1.760 2.237 2.846 -8.711 -7.911 4.898 9.304
RGMME1 λ 0.276 -0.024 0.146 0.148 0.108 -0.192 0.756 0.780
β1 0.700 0.000 0.700 0.105 0.708 0.008 0.343 0.343
β2 0.396 -0.004 0.105 0.101 0.376 -0.024 0.333 0.334
β3 1.201 0.001 0.101 0.104 1.203 0.003 0.363 0.363
ρ -0.935 -0.135 0.589 0.604 -0.861 -0.061 1.275 1.276
RGMME2 λ 0.273 -0.027 0.145 0.147 0.226 -0.074 0.461 0.467
β1 0.701 0.001 0.105 0.105 0.711 0.011 0.343 0.343
β2 0.397 -0.003 0.101 0.101 0.378 -0.022 0.335 0.335
β3 1.202 0.002 0.104 0.104 1.205 0.005 0.365 0.366
ρ -0.934 -0.134 0.587 0.602 -0.951 -0.151 1.268 1.277
500 MLE λ 0.357 0.057 0.120 0.133 0.601 0.301 0.437 0.531
β1 0.648 -0.052 0.099 0.112 0.329 -0.371 0.305 0.480
β2 0.369 -0.031 0.068 0.075 0.187 -0.213 0.193 0.288
β3 1.112 -0.088 0.156 0.179 0.563 -0.637 0.501 0.811
ρ -0.816 -0.016 1.447 1.682 -7.626 -6.826 5.399 8.703
RGMME1 λ 0.297 -0.003 0.045 0.045 0.281 -0.019 0.127 0.128
β1 0.698 -0.002 0.046 0.046 0.696 -0.004 0.147 0.147
β2 0.399 -0.001 0.045 0.045 0.398 -0.002 0.141 0.141
β3 1.198 -0.002 0.046 0.046 1.192 -0.008 0.159 0.159
ρ -0.825 -0.025 0.186 0.188 -0.771 0.029 0.366 0.368
RGMME2 λ 0.297 -0.003 0.045 0.045 0.277 -0.023 0.126 0.128
β1 0.698 -0.002 0.046 0.046 0.697 -0.003 0.147 0.147
β2 0.399 -0.001 0.045 0.045 0.399 -0.001 0.141 0.141
β3 1.198 -0.002 0.046 0.046 1.193 -0.007 0.159 0.159
ρ -0.824 -0.024 0.186 0.187 -0.765 0.035 0.362 0.364
1000 MLE λ 0.336 0.036 0.096 0.102 0.572 0.272 0.446 0.522
β1 0.670 -0.030 0.077 0.083 0.346 -0.354 0.310 0.471
β2 0.383 -0.017 0.052 0.055 0.203 -0.197 0.192 0.275
β3 1.148 -0.052 0.127 0.137 0.594 -0.606 0.523 0.801
ρ -1.312 -0.512 1.193 1.299 -7.258 -6.458 5.640 8.574
RGMME1 λ 0.300 0.000 0.032 0.032 0.291 -0.009 0.095 0.096
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.105 0.105
β2 0.401 0.001 0.032 0.032 0.405 0.005 0.105 0.105
β3 1.200 0.000 0.032 0.032 1.197 -0.003 0.115 0.115
ρ -0.810 -0.010 0.132 0.132 -0.791 0.009 0.272 0.272
RGMME2 λ 0.299 -0.001 0.032 0.032 0.289 -0.011 0.095 0.096
β1 0.700 0.000 0.031 0.031 0.700 0.000 0.105 0.105
β2 0.401 0.001 0.032 0.032 0.405 0.005 0.105 0.105
β3 1.200 0.000 0.032 0.032 1.198 -0.002 0.115 0.115
ρ -0.809 -0.009 0.132 0.132 -0.787 0.013 0.271 0.271
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Table 5: True parameter vector: (λ0, β10, β20, β30, ρ0) = (0.8, 0.7, 0.4, 1.2, 0.3).
Homoskedasticity Heteroskedasticity
N Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ 0.769 -0.031 0.197 0.199 0.827 0.027 0.187 0.189
β1 0.693 -0.007 0.111 0.111 0.451 -0.249 0.429 0.496
β2 0.393 -0.007 0.103 0.103 0.240 -0.160 0.322 0.360
β3 1.190 -0.010 0.124 0.124 0.769 -0.431 0.631 0.764
ρ 0.083 -0.217 0.884 0.910 -5.214 -5.514 5.978 8.133
RGMME1 λ 0.745 -0.055 0.336 0.341 0.728 -0.072 0.732 0.735
β1 0.697 -0.003 0.106 0.106 0.706 0.006 0.346 0.346
β2 0.396 -0.004 0.101 0.101 0.379 -0.021 0.347 0.348
β3 1.197 -0.003 0.104 0.104 1.197 -0.003 0.349 0.349
ρ 0.255 -0.045 0.357 0.360 0.154 -0.146 0.629 0.646
RGMME2 λ 0.764 -0.036 0.181 0.185 0.875 0.075 0.458 0.464
β1 0.698 -0.002 0.104 0.104 0.709 0.009 0.353 0.353
β2 0.397 -0.003 0.101 0.101 0.377 -0.023 0.350 0.351
β3 1.199 -0.001 0.100 0.100 1.194 -0.006 0.358 0.358
ρ 0.235 -0.065 0.350 0.356 0.024 -0.276 0.693 0.746
500 MLE λ 0.797 -0.003 0.033 0.033 0.730 -0.070 0.112 0.132
β1 0.698 -0.002 0.046 0.046 0.679 -0.021 0.183 0.185
β2 0.400 0.000 0.046 0.046 0.389 -0.011 0.163 0.164
β3 1.197 -0.003 0.045 0.045 1.158 -0.042 0.236 0.240
ρ 0.271 -0.029 0.131 0.134 0.020 -0.280 1.935 1.955
RGMME1 λ 0.794 -0.006 0.033 0.034 0.752 -0.048 0.483 0.486
β1 0.698 -0.002 0.046 0.046 0.693 -0.007 0.157 0.157
β2 0.400 0.000 0.046 0.046 0.398 -0.002 0.155 0.155
β3 1.197 -0.003 0.044 0.045 1.185 -0.015 0.165 0.165
ρ 0.296 -0.004 0.128 0.128 0.307 0.007 0.286 0.286
RGMME2 λ 0.794 -0.006 0.033 0.034 0.774 -0.026 0.271 0.273
β1 0.698 -0.002 0.046 0.046 0.691 -0.009 0.161 0.161
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.156 0.156
β3 1.197 -0.003 0.044 0.045 1.181 -0.019 0.171 0.172
ρ 0.295 -0.005 0.127 0.127 0.247 -0.053 0.734 0.736
1000 MLE λ 0.800 0.000 0.023 0.023 0.742 -0.058 0.098 0.114
β1 0.700 0.000 0.031 0.031 0.697 -0.003 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.109 0.109
β3 1.200 0.000 0.031 0.031 1.193 -0.007 0.114 0.115
ρ 0.284 -0.016 0.093 0.094 0.299 -0.001 0.471 0.471
RGMME1 λ 0.798 -0.002 0.022 0.023 0.777 -0.023 0.116 0.118
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.106 0.106
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.109 0.110
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.109 0.109
ρ 0.297 -0.003 0.090 0.090 0.295 -0.005 0.218 0.218
RGMME2 λ 0.799 -0.001 0.022 0.022 0.780 -0.020 0.098 0.100
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.106 0.106
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.109 0.109
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.110 0.110
ρ 0.296 -0.004 0.090 0.090 0.290 -0.010 0.214 0.215
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Table 6: (λ0, β10, β20, β30, ρ0) = (0.3, 0.7, 0.4, 1.2, 0.3) and N=500.
Homoskedasticity Heteroskedasticity
Mean Bias SD RMSE Mean Bias SD RMSE
GS2SLSE λ 0.302 0.002 0.100 0.100 0.442 0.142 0.223 0.265
β1 0.698 -0.002 0.046 0.046 0.681 -0.019 0.158 0.159
β2 0.400 0.000 0.046 0.046 0.390 -0.010 0.155 0.155
β3 1.197 -0.003 0.045 0.045 1.166 -0.034 0.162 0.166
ρ 0.263 -0.037 0.125 0.125 -0.094 -0.394 0.355 0.530
MLE λ 0.285 -0.015 0.103 0.104 0.299 -0.001 0.133 0.133
β1 0.698 -0.002 0.046 0.046 0.686 -0.014 0.175 0.176
β2 0.400 0.000 0.046 0.046 0.394 -0.006 0.160 0.160
β3 1.196 -0.004 0.044 0.045 1.170 -0.030 0.210 0.212
ρ 0.282 -0.018 0.129 0.130 0.023 -0.277 1.551 1.576
B2SLSE λ 0.282 -0.018 0.106 0.107 0.039 -0.261 3.329 3.340
β1 0.697 -0.003 0.046 0.046 0.667 -0.033 0.822 0.823
β2 0.400 0.000 0.046 0.046 0.428 0.028 1.039 1.040
β3 1.196 -0.004 0.045 0.045 1.158 -0.042 0.369 0.371
ρ 0.263 -0.037 0.125 0.131 -0.094 -0.394 0.355 0.530
BGMME λ 0.255 -0.045 0.218 0.222 -1.412 -1.712 3.420 3.825
β1 0.696 -0.004 0.049 0.049 0.344 -0.356 0.305 0.469
β2 0.398 -0.002 0.047 0.047 0.193 -0.207 0.206 0.292
β3 1.193 -0.007 0.051 0.051 0.581 -0.619 0.482 0.785
ρ 0.330 0.030 0.153 0.156 -2.393 -2.693 3.791 4.650
RGS2SLSE λ 0.301 0.001 0.100 0.100 0.437 0.137 0.222 0.261
β1 0.698 -0.002 0.046 0.049 0.692 -0.008 0.156 0.156
β2 0.400 0.000 0.046 0.047 0.398 -0.002 0.154 0.154
β3 1.197 -0.003 0.044 0.051 1.181 -0.019 0.159 0.160
ρ 0.329 0.029 0.130 0.155 0.120 -0.180 0.255 0.312
RB2SLSE λ 0.281 -0.019 0.106 0.100 0.113 -0.187 2.026 2.035
β1 0.697 -0.003 0.046 0.046 0.684 -0.016 0.295 0.295
β2 0.400 0.000 0.046 0.046 0.405 0.005 0.295 0.295
β3 1.197 -0.003 0.045 0.045 1.166 -0.034 0.279 0.281
ρ 0.279 -0.021 0.130 0.132 0.120 -0.180 0.255 0.312
RGMME1 λ 0.281 -0.019 0.106 0.107 0.270 -0.030 0.399 0.400
β1 0.697 -0.003 0.046 0.046 0.691 -0.009 0.158 0.158
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.155 0.155
β3 1.196 -0.003 0.045 0.045 1.181 -0.019 0.165 0.166
ρ 0.297 -0.003 0.128 0.128 0.255 -0.045 0.382 0.385
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Table 7: (λ0, β10, β20, β30, ρ0) = (0.8, 0.7, 0.4, 1.2,−0.3) and N=1000.
Homoskedasticity Heteroskedasticity
Mean Bias SD RMSE Mean Bias SD RMSE
GS2SLSE λ 0.801 0.001 0.012 0.012 0.806 0.006 0.038 0.038
β1 0.700 0.000 0.031 0.031 0.692 -0.008 0.110 0.110
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.109 0.109
β3 1.199 -0.001 0.033 0.033 1.185 -0.015 0.118 0.118
ρ -0.319 -0.019 0.116 0.117 -0.554 -0.254 0.290 0.386
MLE λ 0.801 0.001 0.012 0.012 0.639 -0.161 0.115 0.197
β1 0.700 0.000 0.031 0.031 0.670 -0.030 0.206 0.208
β2 0.400 0.000 0.032 0.032 0.384 -0.016 0.149 0.150
β3 1.199 -0.001 0.032 0.032 1.143 -0.057 0.322 0.327
ρ -0.322 -0.022 0.115 0.117 -0.705 -0.405 3.363 3.387
B2SLSE λ 0.800 0.000 0.012 0.012 0.795 -0.005 0.042 0.042
β1 0.701 0.001 0.031 0.031 0.700 0.000 0.109 0.109
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.200 0.000 0.033 0.033 1.197 -0.003 0.115 0.115
ρ -0.319 -0.019 0.116 0.117 -0.554 -0.254 0.290 0.386
BGMME λ 0.801 0.001 0.013 0.013 0.951 0.151 0.055 0.161
β1 0.700 0.000 0.031 0.031 0.259 -0.441 0.295 0.530
β2 0.400 0.000 0.033 0.033 0.149 -0.251 0.186 0.313
β3 1.199 -0.001 0.033 0.033 0.438 -0.762 0.489 0.905
ρ -0.302 -0.002 0.116 0.116 -6.161 -5.861 3.681 6.921
RGS2SLSE λ 0.801 0.001 0.012 0.012 0.806 0.006 0.037 0.038
β1 0.700 0.000 0.031 0.031 0.694 -0.006 0.109 0.109
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.110 0.110
β3 1.199 -0.001 0.032 0.033 1.188 -0.012 0.116 0.117
ρ -0.313 -0.013 0.115 0.115 0.362 -0.062 0.233 0.241
RB2SLSE λ 0.800 0.000 0.012 0.012 0.794 -0.006 0.041 0.042
β1 0.700 0.000 0.031 0.031 0.700 0.000 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.199 -0.001 0.033 0.033 1.197 -0.003 0.114 0.114
ρ -0.313 -0.013 0.115 0.115 -0.362 -0.062 0.233 0.241
RGMME1 λ 0.800 0.000 0.012 0.012 0.795 -0.005 0.038 0.039
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.200 0.000 0.032 0.032 1.197 -0.003 0.115 0.116
ρ -0.306 -0.006 0.115 0.115 -0.301 -0.001 0.247 0.247
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