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Abstract—Intelligent reflecting surface (IRS) is a promising
solution to build a programmable wireless environment for future
communication systems. In practice, an IRS consists of massive
low-cost elements, which can steer the incident signal in fully
customizable ways by passive beamforming. In this paper, we
consider an IRS-aided multiuser multiple-input single-output
(MISO) downlink communication system. In particular, the
weighted sum-rate of all users is maximized by joint optimizing
the active beamforming at the base-station (BS) and the passive
beamforming at the IRS. In addition, we consider a practical
IRS assumption, in which the passive elements can only shift
the incident signal to discrete phase levels. This non-convex
problem is firstly decoupled via Lagrangian dual transform,
and then the active and passive beamforming can be optimized
alternatingly. The active beamforming at BS is optimized based
on the fractional programming method. Then, three efficient
algorithms with closed-form expressions are proposed for the
passive beamforming at IRS. Simulation results have verified the
effectiveness of the proposed algorithms as compared to different
benchmark schemes.
Index Terms—Intelligent reflecting surface (IRS), large intelli-
gent surface (LIS), passive radio, beamforming, multiple-input-
multiple-output (MIMO), fractional programming.
I. INTRODUCTION
Intelligent reflecting surface (IRS), also known as large
intelligent surface (LIS), is an artificial passive radio structure
which reflects the incident radio-frequency (RF) waves into
specified directions with low power consumption [1]–[3].
While IRS resembles a full-duplex amplify-and-forward (AF)
relay [4], it forwards the RF signals using passive reflection
beamforming, thus the power consumption of IRS is much
lower than that of the AF relay, and there is nearly no
additional thermal noise added during reflecting. Therefore,
IRS has recently been considered as the key enabler for smart
radio environment, which can greatly enhance the performance
of wireless systems [5]–[8].
In this paper, we investigate an IRS-aided multiple-input
single-output (MISO) multiuser downlink communication sys-
tem as shown in Fig. 1, in which a multi-antenna base
station (BS) serves multiple single-antenna mobile users. In
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Fig. 1. An IRS-aided multiuser MISO communication system.
the system, the direct links between the BS and the mobile
users may suffer from deep fading and shadowing, and the
IRS is deployed on a surrounding building’s facade to assist
the BS in overcoming the unfavorable propagation conditions
by providing high-quality virtual links from the BS to the
users. The objective of this paper is to maximize the weighted
sum-rate (WSR) of the mobile users by jointly optimizing the
active beamforming at the BS and the passive beamforming
at the IRS.
A. Related Works
The IRS relays source signals from the BS by passive
beamforming, thus the conventional relay beamforming al-
gorithms are not applicable here. Moreover, the reflection
element suffers a stringent instantaneous power constraint,
which makes the passive beamforming more challenging. It
is worth noting that the joint beamforming problem is much
different from the hybrid digital/analog processing [9]–[11]
and the constant-envelope precoding [12]–[14] in massive
multiple-input multiple-output (MIMO) systems. Specifically,
those designs are restricted to the transceiver sides, while the
IRS aims to control and optimize the behavior of the wireless
environment.
On the other hand, most existing works on IRS assume that
each element is a continuous phase shifter, and then the passive
beamforming is equivalent to adjust the phase-shift matrix.
In [15] and [16], the authors first presented the joint active
and passive beamforming problem, while the transmit power
of the BS is minimized based on the semidefinite relaxation
(SDR) technique. In [17] and [18], the authors focused on
the maximization of sum-rate and energy efficiency, while
2employing zero-forcing beamforming at the BS. In [19], the
authors made some practical modifications on the channel
model of [18], and then the minimum signal-to-interference-
plus-noise ratio (SINR) of the mobile users is maximized
via joint active and passive beamforming. To the best of our
knowledge, the joint beamforming for maximizing the WSR
of users has not been addressed before.
In practice, the reflection element may only shift the in-
cident signal with discrete reflection coefficient (RC) values
due to hardware limitations. In [20], the authors proposed to
quantize the solution of the continuous phase shifter obtained
by the function fmincon in MATLAB into the discrete
feasible set to maximize the energy efficiency. However, both
the numerical optimization and the quantization operation are
heuristic with unpredictable performance loss. In [21], the
authors proposed an alternating optimization algorithm to find
a local optimal discrete phase-shift solution for the transmit
power minimization problem in the single-user MISO system.
However, this method cannot be directly applied to the WSR
maximization problem in the multi-user system.
Another key challenge is the computational complexity. In
practice, the elements on IRS can be massive, thanks to the low
cost and low power consumption of the passive components.
Therefore, low-complexity algorithm for passive beamforming
is preferred. In [16], the passive beamforming was formulated
as a non-convex quadratically constrained quadratic program
(QCQP), and the SDR technique was employed to solve this
problem in polynomial complexity. However, SDR is not
scalable to large-scale IRS as the number of involved variables
is quadratic in the number of reflection elements. In addition,
extracting a rank-one component from the optimum solution
to the SDR problem is NP-hard in general. In [19], instead of
SDR, the authors solved the QCQP with low complexity by
exploiting the rank-one assumption of the channel between BS
and IRS. However, it is not applicable to the general channel
model in [16].
B. Contributions
In this paper, we study the joint active and passive beam-
forming problem to maximize the WSR of the IRS-aid mul-
tiuser downlink MISO system. This problem is non-convex
due to the multiuser interference, and the optimal solution
is unknown. We try to design an iterative algorithm to find
a suboptimal solution with low computational complexity.
Specifically, we first decouple the active beamforming at BS
and the passive beamforming at IRS based on the Lagrangian
dual transform proposed in [22]. Then, the active beamforming
is solved with closed-form solutions based on the multi-
ratio quadratic transform proposed in [22], and the passive
beamforming is reformulated as the QCQP which is the same
as that in [16] and [19].
In contrast to [16] and [19], we attempt to design a unified
algorithm for the passive beamforming subproblem, which is
applicable to both continuous and discrete phase-shift setups.
To this end, we relax the RC constraint to a ideal convex
set, where both the phase and the amplitude of RC can be
adjusted. Then, low-complexity algorithms with closed-form
expressions are designed to find the optimal solution of the
convex QCQP. We further show that, these algorithms can
be extended to the non-convex phase-shift cases with a small
modification. It is worth noting that, the joint active and
passive beamforming solution under the ideal RC assumption
not only reveals the ultimate performance limits of the pro-
posed algorithms for the IRS-aided system, but also provides a
reasonable initial point for the joint beamforming under non-
convex phase-shift assumptions.
The main contributions of this work are summarized as
follows:
• Firstly, this paper is one of the early attempts to study
the WSR maximization problem for the IRS-aided mul-
tiuser downlink MISO system. An iterative algorithm
with closed-form expressions is proposed to alternatively
optimize the active beamforming at BS and the passive
beamforming at IRS.
• Secondly, we design three low-complexity algorithms for
the passive beamforming at IRS. All these algorithms are
applicable to the ideal RC assumption, the continuous
phase-shift assumption, as well as the discrete phase-shift
assumption.
• Finally, simulation results have verified that the proposed
algorithms achieve significant capacity gains against
benchmark schemes. Moreover, the continuous phase
shifter may achieve nearly the same performance as that
in ideal cases, and the 2-bit phase shifter may work well
with only a small performance degradation.
It should be noted that another important application of the
passive radio is ambient backscatter communications [6], [23]–
[26] or symbiotic radio network [27]–[29], which are used
to support low-power communications in Internet of Things
(IoT) applications. In particular, the data of the IoT devices are
embedded into the reflected signal from the environment rather
than emitting a new radio carrier, resulting in high spectral and
energy efficiency.
The rest of the paper is organized as follows. Section II
outlines the system model. The algorithm framework for joint
active and passive beamforming is presented in Section III.
In Section IV, three low-complexity algorithms are proposed
for the RC adjustment subproblems. Simulation results are
provided in Section V to verify the effectiveness of the
proposed algorithms, and Section VI concludes the paper.
The notations used in this paper are listed as follows. E[·]
denotes statistical expectation, 1(·) is the indicator function,
and PjF(·) indicates the projection operation onto set F .
CN (µ, σ2) denotes the circularly symmetric complex Gaussian
(CSCG) distribution with mean µ and variance σ2. IM denotes
the M ×M identity matrix. For any general matrix G, gi,j is
the i-th row and j-th column element.GT andGH denote the
transpose and conjugate transpose of G, respectively. For any
vector w (all vectors in this paper are column vectors), wi is
the i-th element, and ‖w‖ denotes the Euclidean norm. The
quantity max(x, y) and min(x, y) denote the maximum and
minimum between two real numbers x and y, respectively. |x|
denotes the absolute value of a complex number x, x∗ denotes
its conjugate, and Re{x} and Im{x} denote its real part and
imaginary part, respectively.
3II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Channel Model
This paper investigates an IRS-aided multiuser MISO com-
munication system as shown in Fig. 1, which consists of
one BS equipped with M antennas, one IRS which has N
reflection elements, and K single-antenna users. The baseband
equivalent channels from BS to user k, from BS to IRS, and
from IRS to user k are denoted by hd,k ∈ CM×1,G ∈ CN×M ,
and hr,k ∈ CN×1, respectively, with k = 1, · · · ,K . For
simplicity, we assume that all the channels experience quasi-
static flat-fading. In addition, we assume that the channel state
information (CSI) of all channels involved is perfectly known
at the BS and the IRS, which is the same as [15]–[19].
It should be emphasized that the availability of perfect
CSI is an idealistic assumption. Nevertheless, the algorithms
proposed under this assumption are still useful as a reference
point for studying the theoretical performance gain brought by
the IRS, as well as providing training labels for the machine
learning based joint beamforming designs, e.g., [30] and [31].
How to obtain CSI at IRS is a difficult task. Some early-
attempts can be found in [31] and [32], in which a channel
construct approach is proposed to obtain the full CSI with low
training overhead based on compressive sensing tools.
The IRS-aided link (i.e., BS-IRS-user link) is modeled as
a concatenation of three components, i.e., the BS-IRS link
G, IRS phase-shift matrix (i.e., passive beamforming), and
IRS-user link hd,k. Denote by θn ∈ F the RC of the n-th
reflection element, where F is the feasible set of RC. The
reflection operation on the IRS element resembles multiplying
the incident signal with θn, and then forwarding this composite
signal as if from a point source, which is the main difference
from the active reflection surface [33]–[35]. It is known that,
the power of signals decreases drastically during reflection.1
Thus the phase-shift matrix of IRS is approximately denoted
by a diagonal matrix Θ =
√
ηdiag(θ1, · · · , θn, · · · , θN )
(where η ≤ 1 indicates the reflection efficiency), for the power
of signals reflected two or more times is much smaller than
that of the signal reflected only one time. Besides, we consider
following three assumptions for the feasible set of RC in this
paper:
• Ideal RC: Under this assumption, we only restrict that
the RC is peak-power constrained:
F1 =
{
θn
∣∣|θn|2 ≤ 1} . (1)
It is shown in [37] that, the amplitude and phase of θn
can be controlled independently via controlling over the
resistance and capacitance of the integrated circuits in
the IRS element, respectively. Under this assumption, the
theoretical performance upper bound of passive beam-
forming can be obtained afterwards.
• Continuous Phase Shifter: In [15]–[19], it is assumed that
the strength of the reflection signal from each reflection
element is maximized, thus |θn|2 = 1. Then, the reflec-
tion element only adjusts the phase of the incident signal,
1The power loss of reflection operation is generally larger than 10 dB due
to the “double-fading” effect [36] which will be presented in the link budget
in Section V-A.
and we have θn = e
jϕn . Since θn can be adjusted to any
desired phase, we have:
F2 =
{
θn
∣∣θn = ejϕn , ϕn ∈ [0, 2π)} . (2)
• Discrete Phase Shifter: In practice, the reflection element
only has finite reflection levels. Same as [20] and [21],
we assume that θn only takes τ discrete values which are
equally spaced on the circle θn = e
jϕn , i.e.,
F3 =
{
θn
∣∣∣∣θn = ejϕn , ϕn ∈ {0, 2πτ , · · · , 2π(τ − 1)τ }
}
.
(3)
B. Received Signal at User k
Denote the transmit data symbol to user k by sk. It is
assumed that sk (k = 1, · · · ,K) are independent random vari-
ables with zero mean and unit variance. Then, the transmitted
signal at the BS can be expressed as
x =
K∑
k=1
wksk, (4)
where wk ∈ CM×1 is the corresponding transmit beamform-
ing vector.
The signal received at user k is expressed as
yk = h
H
d,kx︸ ︷︷ ︸
Direct link
+ hHr,kΘ
HGx︸ ︷︷ ︸
IRS−aided link
+uk
=
(
hHd,k + h
H
r,kΘ
HG
) K∑
k=1
wksk + uk, (5)
where uk ∼ CN (0, σ20) denotes the additive white Gaussian
noise (AWGN) at the k-th user receiver.
C. Problem Formulation
The k-th user treats all the signals from other users (i.e.,
s1, · · · , sk−1, sk+1, · · · , sK) as interference. Hence, the de-
coding SINR of sk at user k is
γk =
∣∣∣(hHd,k + hHr,kΘHG)wk∣∣∣2∑K
i=1,i6=k
∣∣∣(hHd,k + hHr,kΘHG)wi∣∣∣2 + σ20 . (6)
The transmit power constraint of BS is
K∑
k=1
‖wk‖2 ≤ PT. (7)
Let W = [w1,w2, · · · ,wK ] ∈ CM×K . In this paper,
our objective is to maximize the WSR of all the users by
jointly designing the transmit beamforming matrix W at the
BS and the RC matrix Θ at IRS, subject to the transmit power
constraint in (7). The WSR maximization problem is thus
formulated as
(P1) max
W,Θ
f1(W,Θ) =
K∑
k=1
ωk log2(1 + γk)
s.t. θn ∈ F , ∀n = 1, · · · , N, (8a)
K∑
k=1
‖wk‖2 ≤ PT, (8b)
4where F ∈ {F1,F2,F3}, and the weight ωk is used to
represent the priority of user k.
Despite the conciseness of (P1), it is generally much more
difficult than the power minimization problem in [16] due to
the non-convex objective function f1(W,Θ) and the non-
convex constraint sets F2 and F3.2 In this paper, we try to
find a suboptimal solution for (P1) with low computational
complexity. To be specific, we need to address two technical
challenges:
• First, we need to decouple the optimization variables in
f1(W,Θ) to make (P1) non-convex and intractable.
• Second, the complexity for RC adjustment algorithm
should be scalable for cases with large N .
III. WSR MAXIMIZATION FOR DOWNLINK TRANSMISSION
In this section, we address the first challenge to decouple
the optimization of the transmit beamformingW and the RC
matrix Θ into several tractable subproblems.
A. Lagrangian Dual Transform
To tackle the logarithm in the objective function of (P1),
we apply the the Lagrangian dual transform proposed in [22].
Then, (P1) can be equivalently written as
(P1′) max
W,Θ,α
f1a(W,Θ,α)
s.t. (8a), (8b),
where α refers to [α1, · · · , αk, · · · , αK ]T, and αk is an
auxiliary variable for the decoding SINR γk; and the new
objective function is defined by
f1a(W,Θ,α) =
K∑
k=1
ωk log2(1 + αk)−
K∑
k=1
ωkαk
+
K∑
k=1
ωk(1 + αk)γk
1 + γk
. (9)
In (P1′), when W and Θ hold fixed, the optimal αk is
α◦k = γk. (10)
Then, for a fixed α, optimizing W and Θ is reduced to
(P1′′) max
W,Θ
K∑
k=1
α˜kγk
1 + γk
s.t. (8a), (8b),
where α˜k = ωk(1 + αk).
(P1′′) is the sum of multiple-ratio FP problems, and the
non-convexity introduced by the ratio operation can be solved
via the recently proposed fractional programming technique
[22]. In the next two subsections, we will investigate how
to solve W by fixing Θ and to solve Θ by fixing W,
respectively. Then, the original problem (P1′) can be solved
in an iterative manner by applying the alternating optimization
2Mathematically, the problem of minimizing the transmit power given indi-
vidual rate requirements of users is equivalent to the problem of maximizing
the minimum SINR of users given transmit power constraint.
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Fig. 2. Alternating optimization for (P1′).
as illustrated in Fig. 2. In particular, in each iteration, we first
update the nominal SINR α, and then better solutions for W
and Θ are updated, respectively. The process is repeated until
no further improvement is obtained.
B. Transmit Beamforming
In this subsection, we investigate how to find a better
beamforming matrix W given fixed Θ for (P1′′). Denote the
combined channel for user k by
hk = hd,k +G
HΘhr,k. (11)
Then, the SINR γk in (6) becomes
γk =
∣∣hHkwk∣∣2∑K
i=1,i6=k
∣∣hHkwi∣∣2 + σ20 . (12)
Using γk in (12), the objective function of (P1
′′) is written as
a function of W:
f2(W) =
K∑
k=1
α˜kγk
1 + γk
=
K∑
k=1
α˜k
∣∣hHkwk∣∣2∑K
i=1
∣∣hHkwi∣∣2 + σ20 . (13)
Thus, given α and Θ, optimizing W becomes
(P2) max
W
f2(W)
s.t.
K∑
k=1
‖wk‖2 ≤ PT.
It is known that, (P2) is the multiple-ratio fractional pro-
gramming problem. Using quadratic transform proposed in
[22], f2(W) is reformulated as
f2a(W,β) =
K∑
k=1
2
√
α˜kRe
{
β∗kh
H
kwk
}
−
K∑
k=1
|βk|2
(
K∑
i=1
∣∣hHkwi∣∣2 + σ20
)
. (14)
5where β = [β1, · · · , βK ]T, and βk ∈ C is the auxiliary
variable. Then, based on [22], solving problem (P2) over W
is equivalent to solving the following problem overW and β:
(P2a) max
W,β
f2a(W,β)
s.t.
K∑
k=1
‖wk‖2 ≤ PT.
(P2a) is a biconvex optimization problem, and a common
practice for solving it (which does not guarantee global
optimality of the solution) is alternatively updating W and β
by fixing one of them and solving the corresponding convex
optimization problem [38].
Lemma 1: The optimal βk for a given W is
β◦k =
√
α˜kh
H
kwk∑K
i=1
∣∣hHkwi∣∣2 + σ20 . (15)
Then, fixing β, the optimal wk is
w◦k =
√
α˜kβk
(
λ0IM +
K∑
i=1
|βi|2hihHi
)−1
hk, (16)
where λ0 is the dual variable introduced for the power con-
straint, which is optimally determined by
λ◦0 = min
{
λ0 ≥ 0 :
K∑
k=1
‖wk‖2 ≤ PT
}
. (17)
Proof: β◦k in (15) and w
◦
k in (16) can be obtained by
setting ∂f2a/∂βk and ∂f2a/∂wk to zero, respectively.
C. Optimizing Reflection Response Matrix Θ
Finally, we optimize Θ in (P1′′) given fixed α and W.
Using γk defined in (6), the objective function of (P1
′′) is
expressed as a function of Θ:
f3u(Θ) =
K∑
k=1
α˜kγk
1 + γk
=
K∑
k=1
α˜k|(hHd,k + hHr,kΘHG)wk|2∑K
i=1 |(hHd,k + hHr,kΘHG)wi|2 + σ20
. (18)
Define ai,k =
√
ηdiag(hHr,k)Gwi, bi,k = h
H
d,kwi, and θ =
[θ1, · · · , θN ]T. Then, |(hHd,k+hHr,kΘHG)wi|2 in (18) becomes
|(hHd,k + hHr,kΘHG)wi|2 = |bi,k +
√
ηθHdiag(hHr,k)Gwi|2
= |bi,k + θHai,k|2,
(19)
for all i and k. Using (19), f3u(Θ) in (18) is equivalently
transformed to a new function of θ:
f3(θ) =
K∑
k=1
α˜k|bk,k + θHak,k|2∑K
i=1 |bi,k + θHai,k|2 + σ20
. (20)
Finally, optimizing Θ is translated to optimizing θ, which is
represented as follows:
(P3) max
θ
f3(θ)
s.t. θn ∈ F , ∀n = 1, · · · , N.
(P3) is also a multiple-ratio fractional programming prob-
lem, and can be translated to the following problem based on
the quadratic transform proposed in [22]:
(P3a) max
θ,ε
f3a(θ, ε)
s.t. θn ∈ FD, ∀n = 1, · · · , N,
where the new objective function is
f3a(θ, ε) =
K∑
k=1
2
√
α˜kRe
{
ε∗kθ
Hak,k + ε
∗
kbk,k
}
−
K∑
k=1
|εk|2
(
K∑
i=1
|bi,k + θHai,k|2 + σ20
)
, (21)
and ε refers to the auxiliary variable vector [ε1, · · · , εK ]T.
Similarly, we optimize θ and ε alternatively. The optimal
εk for a given θ can be obtained by setting ∂f3a/∂εk to zero,
i.e.,
ε◦k =
√
α˜k
(
bk,k + θ
Hak,k
)
∑K
i=1 |bi,k + θHai,k|2 + σ20
. (22)
Then the remaining problem is optimizing θ for a given ε. It
is known that, |bi,k + θHai,k|2 in (21) can be further written
as
|bi,k + θHai,k|2 =
(
bi,k + θ
Hai,k
) (
b∗i,k + a
H
i,kθ
)
= θHai,ka
H
i,kθ + 2Re
{
b∗i,kθ
Hai,k
}
+ |bi,k|2.
(23)
Substituting (22) and (23) into (21), the optimization problem
for θ is represented as follows
(P4) max
θ
f4(θ)
s.t. θn ∈ FD, ∀n = 1, · · · , N, (24)
where the objective function is
f4(θ) = f3a(θ, ε
◦)
= −θHUθ + 2Re{θHν}+ C, (25)
and
U =
K∑
k=1
|εk|2
K∑
i=1
ai,ka
H
i,k, (26)
ν =
K∑
k=1
(√
α˜kε
∗
kak,k − |εk|2
K∑
i=1
b∗i,kai,k
)
, (27)
C =
K∑
k=1
(
2
√
α˜kRe {ε∗kbk,k} − |εk|2 (σ20 +
K∑
i=1
|bi,k|2)
)
.
(28)
Since ai,ka
H
i,k for all i and k are positive-definite matrices,
U is a positive-definite matrix, and f4(θ) is a quadratic
concave function of θ. Therefore, the passive beamforming
subproblem (P4) is a QCQP which is the same as that in [16]
and [19], and the non-convexity of (P4) is only introduced by
the constraint in (24). We will investigate the algorithms to
solve (P4) in the next section.
6D. Algorithm Development
We summarize the proposed alternating optimization
method in Algorithm 1. To be specific, the algorithm starts with
certain feasible values of W (0) and Θ(0). Next, given a fixed
solution {W (i),Θ(i)} in the i-th iteration, we first update the
the nominal SINR α(i+1), and then the transmit beamforming
W (i+1) and RC values of IRS Θ(i+1) are updated based on
the fractional programming techniques, respectively, for the
(i + 1)-th iteration. The convergence of the whole algorithm
is discussed in the following proposition.
Proposition 1: Algorithm 1 is guaranteed to converge, if
the RC vector θ obtained by solving (P4) in the i-th iteration
satisfies:
f4(θ
(i)) ≥ f4(θ(i−1)). (29)
Proof: It can be verified that, when (29) is satisfied, the
objective function is monotonically nondecreasing after each
iteration. Therefore, Algorithm 1 is guaranteed to converge.
Algorithm 1 The alternating optimization for solving (P1′).
1: Step 0: Initialize W (0) and Θ(0) to feasible values.
Repeat
2: Step 1: Update the nominal SINR α(i) by (10);
3: Step 2.1: Update β(i) by (15);
4: Step 2.2: Update transmit beamforming W (i) by (16);
5: Step 3.1: Update ε(i) by (22);
6: Step 3.2: Update RC values in Θ(i) by solving (P4);
Until The value of function f1a in (9) converges.
IV. REFLECTION COEFFICIENTS ADJUSTMENT FOR (P4)
In Section III, the WSR maximization problem is decoupled,
and an iterative algorithm for joint active and passive beam-
forming is proposed. We have derived closed-form solutions
for every step in Algorithm 1 except Step 3.2, i.e., optimizing
the RC by solving (P4). Thus we address (P4) in this section.
After dropping irrelevant constant terms, (P4) is equiva-
lently translated to
(P4a) max
θ
f4a(θ)
s.t. |θn|2 ∈ F , ∀n = 1, · · · , N, (30)
where
f4a(θ) = −θHUθ + 2Re
{
θHν
}
. (31)
Note that, f4a(θ) is a concave quadratic function. When θn ∈
F1, the constraints in (30) is also convex. Hence (P4a) is
convex in this case. However, when θn ∈ F2 (or θn ∈ F3),
(P4a) is non-convex, and to find the optimal θ is a challenging
task.
In [16], the author applied SDR to solve this problem.
Later they used Gaussian randomization to construct a rank-
one solution. In general, the computation complexity of SDR
is in the order of O(N6) [39], which is not scalable for
cases with large N . Therefore, in this section, we aim to
design low-complexity and scalable algorithms to solve (P4).
In particular, we first propose algorithms with closed-form
solutions for the convex case (i.e., θn ∈ F1). Then, the
algorithms proposed for the convex problem are extended to
tackle the non-convex cases.
A. Nearest Point Projection
In [20], the authors suggested solving the RC adjustment
problem for F2 first, and then projecting the solution to F3.
The performance of the projection solution is highly related to
that of the solution for the original problem. However, since
F2 is non-convex, the optimal solution under this feasible set
is difficult to obtain. To overcome this drawback, we make a
small modification on that two-step method:
• Firstly, we solve the convex problem by assuming θn ∈
F1, and derive the optimal θ.
• Secondly, θ is projected to the nearest feasible point in the
non-convex set F2 or F3 to obtain a suboptimal solution
for the non-convex problem.
We name this method as the nearest point projection (NPP)
method. The projection solution in our method may achieve
better performance, since at the first step, we obtain the
optimal solution instead of a suboptimal one carried out by
numerical optimization.
1) Convex Optimization Step: When θn ∈ F1, the con-
straint in (24) becomes
|θn|2 ≤ 1, ∀n = 1, · · · , N. (32)
However, f(θ) = |θ|2 is not a complex analytic function. Thus,
we rewrite the above constraint as
θHene
H
nθ ≤ 1, ∀n = 1, · · · , N, (33)
where en ∈ RN×1 is an elementary vector with a one at the
n-th position. Then, (P4a) (with F = F1) is represented as
(P4a) max
θ
f4a(θ)
s.t. θHene
H
nθ ≤ 1, ∀n = 1, · · · , N.
The above problem is convex, and it can be equivalently trans-
formed to the dual problem via Lagrange dual decomposition
(LDD):
(P4b) min
λ
L(λ) = max
θ
{G(θ,λ)}
s.t. λn ≥ 0, ∀n = 1, · · · , N,
where λ = [λ1, · · · , λN ], λn is the dual variable for the
constraint θHene
H
nθ ≤ 1, and L(θ,λ) denotes the dual
objective function, which is given by
G(θ,λ) = f4a(θ)−
N∑
n=1
λn
(
θHene
H
nθ − 1
)
. (34)
G(θ,λ) is a concave function with respect to θ. It can be
verified that, the Slater’s condition is satisfied and thus the
duality gap is indeed zero [40]. Then we have following
lemma:
Lemma 2: The optimal θ for a given λ is
θ◦ =
(
N∑
n=1
λnene
H
n +U
)−1
v. (35)
The optimal dual variable vector λ◦ can be determined ac-
cording to the constraints in (33) via the ellipsoid method.
Proof: θ◦ in (35) can be obtained by setting ∂G/∂θ to
zero.
72) Projection Step: Denote the optimal RC for the cases
when θn ∈ F2 and θn ∈ F3 by θ•n. Then, we have
θ•n = PjF(θ
◦
n), (36)
where PjF(·) indicates the projection operation onto F .
• When θn ∈ F2, the angle of θ•n is:
∠θ•n = ∠θ
◦
n. (37)
• When θn ∈ F3, the angle of θ•n is:
∠θ•n = arg min
φn∈{0, 2piτ ,··· , 2pi(τ−1)τ }
|φn − ∠θ◦n|. (38)
3) Discussion: Note that, the θ• obtained by projection
is not a local optimum solution of the original non-convex
problem. Thus, we only update θ•, when the constraint (29)
in Proposition 1 is satisfied to guarantee the convergence of
Algorithm 1.
In addition, another drawback of the method proposed
above is the complexity. In each iteration step of the LDD
method, the highest complexity operation is to find θ◦ in
(35), in which the complexity of the summation operation∑N
n=1 λnene
H
n +U, the matrix inversion, and the final matrix
multiplication are O(N), O(N3) and O(N2), respectively.
Thus, the complexity of the LDD is O(N6), which is the
same as the SDR technique in [16]. Therefore, it is worthy
designing low-complexity method to replace the conventional
LDD for the NPP method.
B. Iterative Reflection Coefficient Updating
In [21], for the single-user cases, the authors proposed an
alternating optimization algorithm, which iteratively optimizes
one of the N RC in θ by keeping the others fixed. In this
subsection, we extend this method to the multi-user system.
In contrast to the NPP method, the complexity of the algorithm
proposed in this subsection is very low, and moreover, a local
optimum can be found for (P4a).
1) Subproblem Formulation for Optimizing θn: Denote the
element at i-th row and j-th column of U by ui,j , and the
i-th element of ν by νi. Then, θ
Hν can be written as
θHν =
N∑
i=1
θ∗i νi
= θ∗nνn +
N∑
i=1,i6=n
θ∗i νi. (39)
Similarly, θHUθ is represented as
θHUθ =
N∑
i=1
N∑
j=1
θ∗i ui,jθj
= θ∗nun,nθn +
N∑
j=1,j 6=n
θ∗nun,jθj +
N∑
i=1,i6=n
θ∗i ui,nθn
+
N∑
i=1,i6=n
N∑
j=1,j 6=n
θ∗i ui,jθj .
(40)
From the definition of U in (26), U is a hermitian matrix.
Substituting ui,j = u
∗
j,i into (40), we have
θHUθ =
N∑
i=1
N∑
j=1
θ∗i ui,jθj
= θ∗nun,nθn + 2Re


N∑
j=1,j 6=n
θ∗nun,jθj


+
N∑
i=1,i6=n
N∑
j=1,j 6=n
θ∗i ui,jθj . (41)
Substituting (39) and (41) into (31), f4a(θ) can be translated
to a function of θn. After dropping all the irrelevant constant
terms, we have
f5(θn) = −θ∗nun,nθn + 2Re

θ∗nνn −
N∑
j=1,j 6=n
θ∗nun,jθj


= −|θn|2A1,n + 2Re {θ∗nA2,n} ,
(42)
where
A1,n = un,n, (43)
A2,n = νn −
N∑
j=1,j 6=n
un,jθj . (44)
Then, the subproblem for optimizing θn given all the other θi
(i 6= n) is
(P5) max
θn
f5(θn)
s.t. θn ∈ F .
2) Optimal Solutions: f5(θn) in (42) is a concave quadratic
function of θn, and the closed-form solution for θn can be
derived for both the convex case and the non-convex case:
• θn ∈ F1: In this case, |θn|2 ≤ 1. Thus, the optimal RC
can be found by maximizing the quadratic objective, and
then projecting back into a unit ball:
θ◦n =
A2,n
|A2,n| min
{
1,
|A2,n|
A1,n
}
. (45)
• θn ∈ F2: In this case, |θn|2 = 1. Hence, f5(θn) =
−A1,n+2Re {θ∗nA2,n}, which is a linear function. Then,
the optimal RC for (P5) can be obtained from
∠θ◦n = arg min
ϕn∈[0,2π)
|ϕn − ∠A2,n|
= ∠A2,n. (46)
• θn ∈ F3: In this case, we also have |θn|2 = 1. The
optimal RC is
∠θ◦n = arg min
ϕn∈{0, 2piτ ,··· , 2pi(τ−1)τ }
|ϕn − ∠A2,n|. (47)
Finally, all the reflection coefficients can be optimized based
on (P5) in the order from n = 1 to n = N and repeatedly.
This method is named as the iterative reflection coefficient
updating (ICU).
83) Discusssion: θ◦n provided above is the optimal solution
for (P5), which means that we always find the optimal θ◦n
while fixing other RC values. As a result, the ICU algorithm
will converge to a local optimum of (P4a) for all the three RC
assumptions. Especially, when θn ∈ F1 for all n, this local
optimum is the global optimal solution, since (P5) is convex
in this case. Therefore, in the i-th iteration of Algorithm 1, if
we initial the ICU by using θ(i−1), the updated θ(i) always
satisfies the constraint (29) in Proposition 1:
f4a(θ
(i)) ≥ f4a(θ(i−1)), (48)
and thus Algorithm 1 will converge.
From (44), the complexity for solving (P5) is O(N). In
every iteration step of ICU, we need to solve N times (P5)
for all the N RC values in θ. Thus the complexity of the ICU
is O(N2). Since ICU can also find the optimal solution for
θn ∈ F1 case, it can be used to replace the LDD for the NPP
method by applying θ◦n in (45). Through such operation, the
complexity of NPP is reduced to O(N2).
C. Alternating Direction Method of Multipliers
One drawback of the ICU algorithm is that, the RC values in
θ should be optimized one by one. Although the complexity
is low, it may still cost long time when N is large. In this
section, we try to propose algorithm which can optimize θ
in parallel, meanwhile the complexity should be much lower
than the NPP method.
1) Problem Transform: Roughly speaking, when θn ∈ F2
or θn ∈ F3), (P4a) is a convex optimization problem with
some additional non-convex constrains. Recently, a heuristic
method has been proposed for this kind of problem by employ-
ing the alternating direction method of multipliers (ADMM)
[41], [42]. Although this heuristic non-convex ADMM may
not find an optimal point, it can be dramatically fast to carry
out a “good” solution [42].
Let’s introduce an auxiliary vector q for θ, and a penalty
term for q 6= θ. Then, (P4a) is equivalently represented as
(P4c) max
θ,q
f4a(q) − µ
2
‖q− θ‖22
s.t. q = θ, (49a)
θn ∈ F , ∀n = 1, · · · , N, (49b)
where µ > 0 is the penalty parameter. We need two
Lagrange variables λR = [λR,1, · · · , λR,N ]T and λI =
[λI,1, · · · , λI,N ]T for Re{q− θ} = 0 and Im{q− θ} = 0, re-
spectively, since the constraint in (49a) is a complex equation.
Then, the Lagrangian of (P4c) is:
G(q, θ,λR,λI) = −qHUq −
N∑
n=1
1F(θn)− µ
2
‖q− θ‖22
+Re
{
2qHν + (λR + jλI)
H
(q− θ)
}
,
(50)
where 1F (·) is the indicator function of set F (i.e., 1F (θn) =
0 if θn ∈ F ; otherwise, equals infinity). Thus the dual problem
is formulated as
(P6) min
λR,λI
L(λR,λI) = max
θ,q
{G(q, θ,λR,λI)} .
It can be verified that, the Slater’s condition [40] is satisfied
when F = F1. Thus the duality gap is indeed zero, i.e., (P6)
is equivalent to (P4c). However, when F = F2 or F = F3,
(P4c) is non-convex and the duality gap exists. In these cases,
the optimal objective value of (P6) only serves an upper bound
of the primal problem (P4c). The benefit of this transformation
is that, solving (P6) is relatively simpler than solving the
primal problem (P4c).
2) ADMM for (P6): In this part, we solve (P6) via ADMM
which has the following iterative form:
θt+1 = argmax
θ
G(qt, θ, λ¯t), (51)
qt+1 = argmax
q
G(q, θt+1, λ¯t), (52)
λ¯t+1 = λ¯t − µ (qt+1 − θt+1) , (53)
where λ¯ = λR + jλI, and t is the iteration index.
To be specific, in (51), θt+1 is optimized given qt and λ¯t.
The optimal θ is
θt+1 = PjF
(
qt − 1
µ
λ¯t
)
. (54)
Let θ¯ = qt − 1
µ
λ¯t. The projection operation in (54) is:
• When θn ∈ F1:
θt+1n =
θ¯n
|θ¯n| min
{
1, |θ¯n|
}
; (55)
• When θn ∈ F2:
∠θt+1n = ∠θ¯n; (56)
• When θn ∈ F3:
∠θt+1n = arg min
ϕn∈{0, 2piτ ,··· , 2pi(τ−1)τ }
|ϕn − ∠θ¯n|. (57)
Then, in (52), q is optimized given θt+1 and λ¯t, and we
have
qt+1 = (2U+ µIN )
−1 (
2v + λ¯t + µθt+1
)
. (58)
In the end, the Lagrange variables λ¯t+1 is updated in (53).
Note that, when F = F1, the ADMM algorithm will
converge to the global optimum [43]. However, this is not
necessarily true when F = F2 or F = F3, since (P4c)
is a non-convex optimization problem. For these cases, the
convergence condition of the ADMM algorithm is presented
in the following lemma.
Lemma 3: When θn is belongs to set F2 or F3, the
ADMM algorithm presented above guarantees to converge, if
the penalty parameter µ satisfies:
µ
2
IN −U ≻ 0. (59)
Proof: Please see the detailed proof in Appendix A.
In this paper, we choose µ = ι‖U‖2, where ι ≥ 1 is the
minimum integer which satisfies (59).
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COMPARISON OF THE THREE RC OPTIMIZATION ALGORITHMS FOR (P4)
Algorithm Complexity Implementation
Convergence
(F1)
Convergence
(F2, F3)
NPP
(LDD based)
O(N6) Parallel Optimal N/A
ICU O(N2) Serial Optimal Local optimum
ADMM O(N3) Parallel Optimal Optimal for dual problem
3) Disucssion: From Lemma 3, we only know that the
ADMM algorithm converge. But it need not be to a global or
even local optimal. Thus, we need to check whether the output
θ satisfies the the constraint (29) to guarantee the convergence
of Algorithm 1.
It is seen that, the highest complexity operation in the
ADMM algorithm is to update qt+1 in (58). Contrary to the
LDD, the matrix inverse term in (58) is a constant in every
iteration step, and thus it can be pre-computed in the initializa-
tion step. Therefore, the complexity of the ADMM algorithm
is O(N3), which is much lower than the LDD in Section
IV-A and the SDR technique in [16]. In addition, although
the complexity of ADMM is slightly higher than the ICU in
Section IV-B, the RC vector θ is updated in parallel instead of
the serial operation in ICU. Hence, the ADMM algorithm may
converge faster via parallel computing, especially when N is
large. Finally, we summarize the comparison of the three RC
optimization algorithms in TABLE I. Note that, both the ICU
and ADMM algorithms can be employed to replace the LDD
in NPP method, and then the complexity of NPP is reduced
to O(N2) and O(N3), respectively.
V. NUMERICAL RESULTS
A. Simulation Scenario
In this section, numerical examples are provided to validate
the effectiveness of the proposed algorithms. We consider an
IRS-aided femtocell network illustrated in Fig. 3, in which the
BS and IRS are located at (0, 0) and (LI, 50 m), respectively.
The BS is equipped with 4 antennas (M = 4), and the
reflection efficiency of IRS is set as η = 0.8. There are 4
users (K = 4) uniformly and randomly distributed in a circle
centered at (200 m, 0) with radius 10 m. The transmission
bandwidth is 200 kHz, and the noise power spectral density
is −170 dBm/Hz. Thus the background noise at the receivers
is σ20 = −117 dBm.
The large-scale fading of the direct channel (with respect to
the power of hd,k) is modelled as
κD,k = CpςBςkd
−̺D
D,k , (60)
where dD,k denotes the link distance between the BS and
the k-th user, ̺D = 3.5 is the path loss exponent, Cp is a
constant with respect to the wavelength, and ςB and ςk denote
the antenna gain of the BS and k-th user, respectively. We
assume that CpςBςk = −30 dB, which indeed is the path loss
at the reference distance (dD,k = 1 m). Besides, we assume
that the IRS-aided link experiences the free-space path loss,
since the location of IRS is usually carefully chosen. Then, the
(0,0)
BS
(LI,50) IRS
200 m
hr,k
hd,k
G
50 m
Fig. 3. The simulated IRS-aided K-user MISO communication scenario.
large-scale fading with respect to the power of G and hr,k
are denoted by κG = CpςBςId
−̺I
G and κr,k = CpςIςkd
−̺I
r,k ,
respectively, where ̺I = 2 is the path loss exponent, dG and
dr,k are the distance from BS to IRS and from IRS to the
k-th user, respectively, and ςI is the reflection gain of the IRS
element. Since the IRS-aided link is the concatenation of G
and hr,k, the total path loss is
κI,k = κGκr,k
= C2pςBςkς
2
I (dGdr,k)
−̺I . (61)
Comparing (61) with (60), one can see that the signal reflected
by the IRS suffered from the “double-fading” effect [36].
Nevertheless, the reflection gain of the IRS elements is usually
much higher than the antenna gain of the mobile station thanks
to the recent advances in meta-materials. Denote by the relative
reflection gain ξ = ςI√
ςBςk
. Then, in the simulation scenario
shown in Fig. 3, the direct-link path loss from BS to (200
m, 0) is about -111 dB. If we have ξ = 10 dB, the path loss
of the IRS-aided link is about -122 dB, and in this case the
IRS may potentially double the average receive power at the
user side using N = 10 elements.
For simplicity, we assume the Rayleigh fading model to
account for small-scale fading. The weights ωk are set to be
equal in all the simulations. All the simulation results are ob-
tained by averaging over 104 channel realizations. Specifically,
we first generate 100 snapshots, in which the locations of the
mobile users are randomly chosen. Then, for each snapshot,
we further generate 100 channel realizations with independent
small-scale fading.
B. Benchmarks and Initialization
We compare the performance of the proposed algorithms
with the following 2 baselines:
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• Baseline 1 (Without the aid of IRS): Let N = 0, and then
the active beamforming is optimized via the WMMSE
in [44]. In particular, this baseline can be obtained by
skipping the Step 3.1 and 3.2 of the Algorithm 1 [45].
• Baseline 2 (Random passive beamforming): The phase-
shift matrix of the IRS is not optimized, in which the
RCs are chosen by random values from set F2. Then,
WMMSE is adopted to optimize the active beamforming
at the BS.
Besides, the WSR maximization problem (P1) investigated
in this paper is non-convex, and the proposed Algorithm 1
only finds a suboptimal solution. Therefore, the performance
of Algorithm 1 is sensitive to the initialization of W and Θ.
In this paper, for the three different assumptions of RC values,
we employ different initializations:
• θ ∈ F1: In this case, θ in Θ is initialized by random
values in F2, and W is initialized by the zero-forcing
beamforming.
• θ ∈ F2 or θ ∈ F3: In this case, the constraint sets of
θ is non-convex, and the proposed algorithm is more
vulnerable to be trapped in local optimum. Hence, we
initialize W and Θ by the solutions of the θ ∈ F1
(convex constraint set) case, in which both the active and
passive beamforming have found good directions.
C. Sum Rate versus Transmit Power PT
Fig. 4(a) illustrate the average sum rate of different schemes
with respect to the transmit power PT, when N = 10 and
ξ = 10 dB. The average sum rate over different channel
realizations is denoted by R. We set LI = 100 m, and thus
the IRS is deployed at (100 m, 50 m). It is seen that, the
performance gain of the random passive beamforming scheme
(Baseline 2) is very small, since most reflected signals cannot
arrive the receivers of the mobile users. On the other hand,
significant performance gains are achieved by joint active and
passive beamforming optimization, and all the three proposed
algorithms have almost the same performance. In particular,
the joint beamforming schemes achieve about 3 dB gain
comparing with Baseline 1 as expected. The performance loss
is negligible when the ideal RC constraint reduces to θ ∈ F2.
This reveal that, although we relax the constraint of θ from
|θ| = 1 to |θ| ≤ 1, the amplitude of the optimal θ is still very
close to 1. In addition, we also observe that the “1-bit” phase
shifter still achieves about 1.5 dB gain, and the “2-bit” phase
shifter may obtain almost the full beamforming gain compared
with the continuous phase shifter cases.
Next, in Fig. 4(b), we fix the transmit power PT = 0
dBm, and plot the cumulative distribution function (CDF)
of the sum rate over different snapshots. It is seen that, the
performance gains of all the proposed schemes under different
RC assumptions are stable over the CDF curves, and also keep
consistent with their counterparts in Fig. 4(a). Therefore, we
conclude that, with high probability, the performance of the
proposed algorithms will be good irrespective of user location.
D. IRS Size and Material
Fig. 5(a) compares the average sum rate with the size N of
IRS, while the transmit power of BS is fixed to 0 dBm and
-5 -4 -3 -2 -1 0 1 2 3 4 5
PT (dBm)
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 (b
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(a) PT vs R
11 11.5 12 12.5 13 13.5 14 14.5 15
Sum Rate (bps/Hz)
10-2
10-1
100
CD
F
(b) PT = 0 dBm
Fig. 4. The sum rate versus transmit power, when N = 10 and ξ = 10 dB.
the relative reflection gain of IRS is ξ = 10 dB. It is observed
that the performance of all the schemes with the aid of IRS
increases with the increase of N , since the sum power of the
signals reflected by the IRS becomes stronger. However, the
quantization loss of the discrete phase shifter also increases
as N increases. Hence, we prefer high-order quantization for
cases with large N . In addition, we observe that, to achieve
R = 20 bps/Hz, the size should be increased from 10 to 40
(for continuous-phase-shifter cases), i.e., 6 dB. On the other
hand, R = 20 bps/Hz can also be achieved by increasing PT
from 0 dBm to 5 dBm (only 5 dB) as shown in Fig. 4(a).
This is because, when N increases, only the IRS-assisted link
is enhanced, while when the transmit power of BS increases,
both the direct link and the IRS-assisted link get benefits.
Then, we investigate the impact of the relative reflection
gain ξ on the average sum rate. It is known from [37] that,
ξ is dominated by the resistance of the integrated circuits
in the IRS element, and recent research has shown that ξ
can be greatly improved by exploiting the negative resistance
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(b) R vs ξ, when PT = −5 dBm and N = 10.
Fig. 5. The sum rate versus IRS size N and relative reflection gain ξ.
materials [46].3 Fig. 5(b) illustrates the average sum rate of
different schemes with respect to ξ, when PT = −5 dBm and
N = 10. One can observe that, the IRS-aided system with
continuous phase shifter may achieve about R = 20 bps/Hz
by increasing ξ from 10 dB to 15 dB. Comparing with Fig. 4(a)
and Fig. 5(a), we conclude that, to increase ξ is much more
effective than to increase PT and N for improving R. This
is because, the reflection gain of IRS is counted twice during
the reflecting operation according to (61). Moreover, when ξ is
large, even the random passive beamforming scheme (Baseline
2) could achieve a significant rate gain. Therefore, it is very
attractive to investigate how to improve ξ for the IRS elements
with new reflection materials.
E. Deployment Location
Finally, we discuss on the impact of the IRS deployment
locations. We move the IRS from LI = 50 m to LI = 200
3The negative resistance materials are generally comprising of active
components. Thus in this case, the IRS becomes semi-passive.
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Fig. 6. The sum rate versus the location of IRS, where IRS are located at
(LI, 50 m), and we set PT = 0 dBm, N = 10, and ξ = 10 dB.
m, and plot the average sum rate of different schemes with
respect to LI in Fig. 6, while setting PT = 0 dBm, N = 10,
and ξ = 10 dB. It can be seen, the performance gain of the
IRS-aided system increases when the IRS is deployed closer
to the BS or the cluster of users, and deploying the IRS at the
center place (LI = 100 m) is the worst case. This conclusion
can also be inferred from the double-fading path-loss model in
(61). However, when the IRS is deployed too close to the BS or
users, the propagation condition may get as worse as the direct
link. Thus there exists a trade-off between the propagation
condition and the double-fading effect. In practice, for the
convenience of controlling between BS and IRS, the IRS is
preferred to be deployed close to the BS, while guaranteeing
high-quality BS-IRS-user links at the same time.
VI. CONCLUSION
In this paper, we investigate the IRS-aided multiuser down-
link MISO system. Specifically, a joint active and passive
beamforming problem is formulated to maximize the WSR
under the BS transmit power constraint. To tackle this non-
convex problem, an iterative method has been developed
by utilizing the recently proposed fractional programming
technique. In addition, three low-complexity algorithms are
proposed to solve the passive beamforming problem with
closed-form solutions. All the three algorithms are applicable
not only to the continuous phase-shift IRS but also the discrete
phase-shift IRS. Extensive simulation results demonstrated that
the proposed joint beamforming scheme achieves significant
capacity gain compared with the conventional system without
the IRS and the IRS-aided system employing random passive
beamforming. Moreover, it is also shown that the IRS with
2-bit quantizer may achieve sufficient capacity gain with only
a small performance degradation.
APPENDIX A
PROOF OF LEMMA 3
From (58), we have following equation:
λ¯t + µθt+1 = (2U+ µIN )q
t+1 − 2v. (62)
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Substituting (62) into (53), we have
λ¯t+1 = λ¯t − µ (qt+1 − θt+1)
= (2U+ µIN )q
t+1 − 2v − µqt+1
= 2Uqt+1 − 2v. (63)
Therefore, λ¯ can be replaced by a function of q:
λ¯ = 2Uq− 2v. (64)
By substituting (64) into G(q, θ,λR,λI), we get a new func-
tion:
V(q, θ) = −qHUq −
N∑
n=1
1F (θn)− µ
2
‖q− θ‖22
+Re
{
2qHν + (2Uq− 2v)H (q− θ)
}
= −qH(µ
2
IN −U)q − µ
2
θHθ −
N∑
n=1
1F(θn)
+ Re
{
2vHθ − 2qHUθ + µθHq} . (65)
It is easy to verify that, when µ2 IN−U ≻ 0 in (59) is satisfied,
the ADMM iteration from (51) to (53) is equivalent to the
following coordinate ascent iteration to V(q, θ):
θt+1 = argmax
θ
V(qt, θ) (66)
qt+1 = argmax
q
V(q, θt+1). (67)
Hence, the ADMM algorithm guarantees to converge.
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