One constructs operators acting on l 2 (Z m ) (or l 2 (Z m ) p ), m; p 1, with a real pure point spectrum of nite multiplicity by perturbing diagonal matrices using a KAM procedure. The point spectrum can be dense on an interval or a Cantor set of measure zero. The basic fact here is to remark that for perturbations built up with an in nite number of block diagonals, regularly separated, it is possible to deal with eigenvalues of multiplicity strictly greater than one. Examples of discrete operators associated with discretization of systems of partial di erential equations are given.
It is known that given a sequence of real numbers (d i ) i2Z m and a su ciently small perturbation P it is possible to construct a diagonal matrix D such that the discrete operator D + P has the d i 's as eigenvalues (see C] , P]). 
where and c are positive real numbers. Each eigenvalue d i is simple. In this paper our aim is precisely to avoid the restrictions on the multiplicity of the eigenvalues. Therefore we replace the conditions (1) by weaker assumptions, balanced by a stronger hypothesis on the perturbation P. This additional assumption on the perturbation is on its block structure. Of course, to see that the simplicity of the eigenvalues is not an essential condition for the construction of D, it su ces to look at diagonal perturbations. In Z m and N n we use the pointwise addition and multiplication. Then the set of perturbations P is denoted by A with A = n P = (P (i; j)) (i;j)2Z 2m ; P(i; j) = 0 if (i; j) 6 2 J o :
For N; N ] 1 and N ] 6 = N and small perturbations in A we will construct operators on l 2 (Z m ) with a pure point spectrum of multiplicity strictly greater than one. These results are extensions of the ones obtained by C] and P] for simple eigenvalues.
In what follows the in nite matrices that we study can be associated to kernels of integral operators on l 2 (Z m ). A similar result holds for operators on l 2 (Z m ) N where N is a n-integer. In that case the operators can be discretizations of systems of partial di erential equations. 
Each P ij is the in nite matrix of a discretized partial di erential operator and eachD i is an in nite diagonal matrix associated to a discretized potential. In this case the multiplicity of the chosen eigenvalues can be two.
2 Matrices on l 2 (Z m ).
As 
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Let M be the space of all matrices P = (P (i; j)) (i;j)2Z 2m satisfying P k = (P (i; i + k)) i2Z m 2 M: for every k 2 Z m . In what follows we consider a subset of diagonal matrices D and we nd a diagonal matrixD such thatD + P is similar to D when P is a su ciently small perturbation. Thus we construct a subset of matrices each one being isospectral to D. The spectrum of D is pure point and can be dense in an interval or a Cantor set of measure zero. Given N it is with N ] = (1; ; 1) that the chosen eigenvalues d i can have the highest multiplicity which is always N by remark 2. In that case the perturbations are matrices with an in nite number of diagonals regularly separated by N ? (1; ; 1) zero coe cients.
Remark 4.
In the situation described in remark 1 we can choose d i dense in an interval or a Cantor set of measure zero as in P]. Consequently the sequence d will be dense in the same interval or Cantor set.
3 Results for discretized systems. Using these submatrices we de ne an another norm on the space M depending on the two parameters N and s. (6) is the norm on s N;N ] induced by . Using the notations P = (P ) 0 ; <N where the P 's are the submatrices of P and Q = (Q ) 0 ; <N where the Q 's are matrices coe cients of Q, the map is just, in terms of (P ) and (Q ) , the identity map.
In other words, with an in nite matrix P 2 L s N;N ] , associates a nite matrix Q 2 2 L s N;N ] with the submatrices of P as coe cients.
We then have Then it is su cient to show that kPk N;s ckPk M (7) where c depends only on N. (9) By (8) and (9) 
Therefore by (10) and ( is continuous.
Lemma 3 (i) (P 1 P 2 ) = (P 1 ) (P 2 ) for P 1 ; P 2 2 M.
(ii) ?1 (Q 1 Q 2 ) = ?1 (Q 1 ) ?1 (Q 2 ) for Q 1 ; Q 2 2 N .
Proof of lemma 3: We have ( (P )) (i; j) = P( + iN; + jN). Then (P 1 ) (P 2 ) = P 0 <N ( (P 1 )) ( (P 2 )) . Thus
Moreover ( (P 1 P 2 )) (i; j) = (P 1 P 2 )( + iN; + jN) = 
Then (i) follows from (14) and (15) and (ii) follows from (i). 
The proof is completed by computing the k k N N norm of (k(XY ) k M s? ) 0 ; <N and using (18 
For n = 0, P 0 = P and V 0 = I. To obtain P n+1 ; V n+1 2 N;N ] from P n ; V n 2 N;N ], rst get A n 2 D N as the solution to P n + V ?1 A n V n ] ] = 0 by using lemma 7. Next obtain W n 2 N;N ] as the solution to D; W n ? I] + P n + V ?1 A n V n = 0 by using lemma 7.
Set V n+1 = V n W n and P n+1 = W ?1 n (P n +V ?1 A n V n )(W n ?I). W n is invertible in N;N ]. Then P n+1 ; V n+1 2 N;N ] as it follows from lemma 2.
In particular the series P 1 =0 A n converges in D N andD is determined. 
Using n and 1 given by P] we prove that the sequence (P n ) n 0 tends to zero in s? N;N ] and the sequence (V n ) n 0 tends to an invertible operator V in s?
N;N ] . Thus (23) is satis ed and this concludes the proof of theorem 2.
