Abstract. In this paper we consider the slightly L 2 -supercritical gKdV equations ∂tu + (uxx + u|u| p−1 )x = 0, with the nonlinearity 5 < p < 5 + ε and 0 < ε ≪ 1 . We will prove the existence and stability of a blow-up dynamics with self-similar blow-up rate in the energy space H 1 and give a specific description of the formation of the singularity near the blow-up time.
1. Introduction 1.1. Setting of the problem. We consider the following gKdV equations:
with 1 ≤ p < +∞. From the result of C. E. Kenig, G. Ponce and L. Vega [8] and N. Strunk [28] , (1.1) is locally well-posed in H 1 and thus for all u 0 ∈ H 1 , there exists a maximal lifetime 0 < T ≤ +∞ and a unique solution u(t, x) ∈ C([0, T ), H 1 (R)) to (1.1). Besides, we have the blow-up criterion: either T = +∞ or T < +∞ and lim t→T u x (t) L 2 = +∞.
(1.1) admits 2 conservation laws, i.e. the mass and energy:
M (u(t)) = |u(t, x)| 2 dx = M (u(0)), E(u(t)) = 1 2 |u(t, x)| 2 dx − 1 p + 1 |u(t, x)| p+1 dx = E(u(0)).
For all λ > 0, u λ (t, x) = λ 2 p−1 u(λ 3 t, λx) is also a solution which leaves the Sobolev spaceḢ σc invariant with the index:
We introduce the ground state Q p , which is the unique radial nonnegative function with exponential decay at infinity to the following equation:
Q p plays a distinguished role in the analysis. It provides a family of travelling wave solutions:
u(t, x) = λ 2 p−1 Q p (λ(x − λ 2 t − x 0 )), (λ, x 0 ) ∈ R * + × R. For p < 5 or equivalently σ c < 0, (1.1) is subcritical in L 2 . The mass and energy conservation laws imply that the solution is always global and bounded in H 1 . So a necessary condition for the occurrence of blow-up is p ≥ 5. For p = 5, the blow up dynamics have been studied in a series of papers of Y. Martel, F. Merle and P. Raphaël in [20, 11, 12, 13, 14, 15, 17, 18, 19 ].
1.2.
On the supercritical problem. Let us first consider the focusing L 2 supercritical NLS equations:
with nonlinearity p > 1 + 4 d . In [24] , F. Merle, P. Raphaël and J. Szeftel show that for d ≥ 2, there are radial solutions which blow up on an asymptotic blowup sphere instead of a blow-up point. And in [23] , F. Merle, P. Raphaël and J. Szeftel construct a stable self-similar blow-up dynamics for slightly L 2 -supercritical nonlinearity, with nonradial initial data in low dimension (i.e. d ≤ 5). Now let us return to the gKdV equations. In this paper we consider the slightly supercritical case: 5 < p < 5 + ε, 0 < ε ≪ 1. The explicit description of blow-up dynamics for supercritical gKdV equations is mostly open. But numerical simulation of D. B. Dix and W. R. McKinney [4] suggests that there are self-similar blow-up solutions to supercritical gKdV equations 1 
.
We can expect a similar result to the slightly supercritical Schrödinger equations, i.e. [23] . More precisely, we expect a blow-up solution of the following form:
But here the delicate issue is that the profile P seems not to be provided by the ground state Q p . If we explicitly let:
), λ(t) = The exact solutions of (1.4) have been exhabited by H. Koch [9] , for the slightly supercritical nonlinearity 5 < p < 5 + ε, 0 < ε ≪ 1. It is related to an eigenvalue problem, i.e. for all 5 < p < 5 + ε, there exists an unique b = b(p) > 0, such that a unique smooth solution Q b to (1.4) with zero energy is found. Moreover Q b belongs toḢ 1 ∩ L p+1 , but always misses the invariant Sobolev spaceḢ σc (hence Q b / ∈ L 2 ) due to a slowly decaying tail at the infinity: and a nonempty open subset O p in H 1 such that the following holds. If u 0 ∈ O p , then the corresponding solution to (1.1) blows up in finite time 0 < T < +∞, with the following dynamics : there exist geometrical parameters (λ(t), x(t)) ∈ R * + × R and an error term ε(t) such that:
x − x(t) λ(t) (1.7)
(1.8)
Moreover, we have:
(1) The blow-up point converges at the blow-up time: That is, the asymptotic profile u * is not in the critical spaceḢ σc , and the strong convergence (1.11) only exists in subcritical Lebesque spaces. Remark 1.3. It is easy to see from the L 2 conservation law that |u
Remark 1.4. Theorem 1.1 is the first construction of blow-up solutions to the supercritical gKdV equations with initial data in H 1 . This is a stable blow-up dynamics instead of a single blow-up solution. So it is not like the self-similar solution constructed by H. Koch in [9] , though the construction in this paper relies deeply on H. Koch's work.
1.4. Notation. We first introduce the associated scaling generators:
We denote the L 2 scalar product by:
and observe the integration by parts:
Then we let Q p be the ground state. For p = 5, we simply write Q p as Q. We introduce the linearized operators at Q p :
A standard computation leads to:
Finally, we denote by δ(p) a small positive constant such that:
(1.18) 1.5. Strategy of the proof. We will give in this subsection a brief insight of the proof of Theorem 1.1. We will first use the self-similar solution constructed by H. Koch in [9] , to derive a finite dimensional dynamics, which fully describe the blowup regime. Since we are considering the slightly supercritical case, it is helpful to view this equation as a perturbation of the critical equation in some sense. So we can use some critical techniques in our analysis, though they may have a totally different meaning in the supercritical case.
1.5.1. Derivation of the law. We look for a solution to (1.1) of the form: 19) and introduce the rescaled time:
Then u is a solution to (1.1) if and only if V b solves the following equation:
Similar to the Schrödinger case, the self-similar blow-up regime of (1.1) corresponds to the following finite dimensional dynamics:
which, after integrating, leads to finite time blow-up for b(0) > 0 with:
Decomposition of the flow and modulation equations (section 2 and section 3)
. From the previous discussing we can see it is significant to find a solution Q b to (1.4), which is done by H. Koch in [9] . For our analysis, it is better to work with the localized approximate self-similar profile
Then we can introduce the geometrical decomposition of the flow:
where the 3 time dependent parameters are adjusted to ensure suitable orthogonality conditions 4 for ε. The modulation equations of the parameters are:
).
(1.22)
Our main task here is to control ε H 1 loc , which is done by a bootstrap argument
5
. If such a control exists, we will see that (1.22) is just a small perturbation of the system (1.21), and has almost the same behavior 6 .
Monotonicity formula (section 4 and section 5).
The key techniques in this paper and the monotonicity of energy and a dispersive control of ε H 1 loc . The monotonicity of the energy gives a much better control of the L 2 norm of ε y on the half-line [κB, +∞). Together with Gagliardo-Nirenberg inequality, we can control the localized L 2 norm of ε on the right. Next, we build a nonlinear functional:
for well chosen functions (ψ, ζ), which are exponentially decaying to the left and bounded on the right. A similar functional was introduced in [17] for the critical equations, but they have a totally different meaning. Here the key point in supercritical case is that we cannot control y>0 ε 2 . We must assume that ζ is compactly supported on the right, i.e. supp ζ ⊂ (−∞, 2B 2 ], for some large constant B. Then for y > 0, only localized L 2 norm of ε appears in F , which can be controlled by using the monotonicity of energy introduced before.
Moreover, from the choice of orthogonality conditions, the leading order term of F is coercive: . Then we finish the bootstrap argument and the remaining part of Theorem 1.1 is followed by a standard procedure.
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Description of the blow-up set of initial data
This section is devoted to give a specific description of the open subset O p of the initial data, which leads to the self-similar blow-up dynamics in Theorem 1.1. The most important part here is to construct a suitable approximate self-similar profile.
2.1. Construction of the approximate self-similar profile. This part follows H. Koch's work [9] . To avoid misunderstanding, we use a different notation.
Let us consider a solution u(t, x) of the form: .
Then by a standard computation, u(t, x) is a solution if and only if V (x) satisfies:
For any constant b > 0, we introduce a change of variable:
Then (2.1) is equivalent to (1.4), i.e.
The exact solution of (2.2) has been studied by H. Koch in [9] . Actually H. Koch gives a even larger range of solutions. Proposition 2.1 (H. Koch [9] ). There exist p * > 5, b * > 0, such that there exist 2 smooth maps:
that the following holds:
(1) The self-similar equation:
Moreover,
then for all k, n ∈ N there holds:
where
Remark 2.2. (1) and (2) in Proposition 2.1 correspond to Theorem 3 in [9] . (2.9) corresponds to Proposition 12 in [9] . (2.10) corresponds to Proposition 15 in [9] 8 . Remark 2.3. In [9] , H. Koch gives the following asymptotic behavior of Hi γ :
together with the fact that ∂ x Hi γ = Hi γ+1 , we have for b −1 ≥ y > 0:
Hence (2.10) reads:
11)
8 Let's mention that there is a slight problem in the original statement of this estimate in [9] (i.e. Proposition 15 in [9] ). And (2.10) is the correct version.
Now we fix some p ∈ (5, p * ), and denote
From now on, we will focus on the case |b| ≪ b c . The exact self-similar solution v is not in L 2 , which is not good for our analysis. We need to construct a suitable approximation of v. Fortunately, we observe that though v has a slowly decaying tail at infinity, it is with a small coefficient:
So it is reasonable to consider a suitable cut-off of v. Choose a smooth cut-off function χ 0 (y), such that χ 0 (y) = 0 if |y| > 2, χ 0 (y) = 1 if |y| < 1. Then we define the approximate self-similar profile Q b (y) as: 
, for y ≥ 0, (2.14)
Here 1 I is the characteristic function of any interval I. 17) then for k = 0, 1:
(2.19) (4) Properties of the first order term with respect to b:
Furthermore, we have:
Proof.
(1) is a direct consequence of the asymptotic behavior of v, i.e. (2.9) and (2.11). For (2), a standard computation shows that:
Then (2) follows immediately from (2.9), (2.11) and the choice of χ.
For (3), we note that E(v(b c , p, ·)) = 0, and again from (2.9) we obtain:
c . Finally we prove (4). First, (2.20) follows immediately from (2.11). For (2.21), we let P (y) = ∂v ∂b b=0 (y). From (2.11) and continuity,
So we only need to show that:
We consider the Taylor's expansion of v with respect to b for b → 0 + (here we ignore the assumption |b| ≪ b c ). And then keep track of the first order term of b in (2.3). Observe that γ(0, p)
Taking scalar product with
then (2.22) follows, which concludes the proof of the Lemma.
2.2.
Description of the blow-up set of initial data.
Definition 2.5. Fix a small universal constant ν > 0 (which will be chosen later). For p ∈ (5, p * (ν)) with p * (ν) close enough to 5, we let O p be the set of initial data u 0 ∈ H 1 of the form: (up to some small perturbations), we can find a 0 < T * ≤ T , such that for all t ∈ [0, T * ), u(t, x) admits a unique decomposition:
with geometrical parameters (λ(t),
functions and the following orthogonality condition holds:
Moreover, we may assume that:
Now we state the bootstrap argument. Denote
and then choose a smooth function ϕ such that:
where 0 < κ < 1 is a small universal constant to be chosen later
10
. We let ϕ B (y) = ϕ( y B ), and define the localized Sobolev norm of ε:
9 See Lemma 1 in [13] and Lemma 2.5 in [17] . 10 See in Appendix A.
By continuity, we may assume that on [0, T * ), the following a priori bound holds:
Here we choose
Remark 2.7. From bootstrap assumption (2.36), (2.37) and Gagliardo-Nirenberg inequality, we have for all q 0 ≥ p 0 ,
In particular, for q 0 = p (note that p is slightly larger than 5) and q 0 = +∞, we have:
Moreover, for all t ∈ [0, T * ):
Our main claim is that the above regime is trapped:
and hence we may take T * = T .
The next 3 sections are devoted to derive the dynamical controls of the geometrical parameters and monotonicity tools, which are the heart of the proof of the bootstrap bound in Proposition 2.8. Then Theorem 1.1 is just a simple consequence of Proposition 2.8, which will be shown in Section 6.
Modulation equations
In the framework of the geometrical decomposition (2.26), we introduce a new variable:
Now we use (s, y) instead of the original variables (t, x), and denote s * = s(T * ). Then we can claim the following properties:
is C 1 and the following holds:
(2) Modulation equation:
where c p is a positive constant with c p = 2 + O(|p − 5|).
Proof. The proof of (3.2) follows from a direct computation and the equation of u(t). Now we prove (3.6)-(3.8). Let us differentiate the orthogonality condition (ε, ΛQ p ) = (ε, yΛQ p ) = 0 and use (2.38) to obtain:
From (2.9), we have for all y ∈ R:
which implies:
Combining these estimates with (2.39) we have:
Now we differentiate the orthogonality condition (ε, Q p ) = 0. A similar computation shows:
Observe from (2.18) and (2.21):
First, from (3.10) we have:
Injecting (3.11) into (3.9), we obtain (3.6) and (3.7). Moreover (3.10) implies:
where c p = 2 + O(|p − 5|). Then (3.8) follows from (3.6), (3.7) and (3.12), which concludes the proof of the proposition.
Monotonicity of the energy
This section is devoted to derive a control of the L 2 norm of ε y by the energy conservation law and monotonicity. We will first give a control of ε y L 2 on the whole line, which proves the bootstrap bound (2.43). But furthermore, we will show that on the half line [κB, +∞), there is a much better bound for the L 2 norm of ε y , which comes from the monotonicity of the localized energy
11
. Then by Gagliardo-Nirenberg inequality we can get a good control for the localized L 2 norm of ε. 11 See (4.14).
Proof of Lemma 4.1. The first estimate (4.1) is a consequence of the energy conservation law. We write down the energy equality explicitly:
From (2.35) and (3.6), we know for all s ∈ [0, s * )
Therefore λ(s) is decreasing on [0, s * ), then we have:
Here we use the fact that |Q b (y)| b c , if y < −κB, and Q b decays exponentially on the right. So it remains to estimate λ(0) 2(1−σc) |E(u 0 )|. We let s = 0 in (4.3), from the assumption of the initial data, we have:
, then (4.1) follows. Now we prove (4.2). We use a bootstrap argument on [0, T * ). We assume that for all t ∈ [0, T * ), we have:
Since this estimate is satisfied for t = 0, we only need to improve this estimate to: To do this we first choose a smooth function θ such that:
We then define
be any fixed time. For all τ ∈ [0, t], we denote:
Observe that Θ(ỹ) ≤ e
c , if y < κB/2, so we have: On the other hand, by Sobolev embedding we can show:
Injecting (4.9) and (4.12) into (4.8) yields:
Therefore, it remains to estimate E(t). We first use Kato's Localization identity for energy to compute:
where g(x, τ ) = Θ x(τ ) . We claim that for some universal constant C > 0, there holds:
First I ≤ 0, since g is nondecreasing in x. We then deal with III and IV . From (3.6) and (3.7) we have:
For III, we use (4.10), (4.11) and the fact that |θ(ỹ)| ≤ e
, if y ≤ κB/2 to estimate:
For IV , similarly there holds:
We then divide the integral |y|ε on this region, hence:
For another part, we have |yb c | ≪ 1 on this region, hence:
Collecting the above estimates, we obtain:
Finally, we estimate II:
For the first term II 1 , we divide the integral into 2 parts y<κB/2 and y>κB/2 as before, to obtain:
Then from (4.10), (4.11) and the fact that:
we obtain:
For the second term II 2 , from the definition of θ, we have |θ ′′ | θ, hence:
Collecting (4.15), (4.16), (4.17) and (4.18), we obtain (4.14).
Observe that for β > 3 there holds:
Integrating (4.14) from 0 to t yields: 21) which is important in the derivation of the second monotonicity formula in the next section.
The second monotonicity formula
This section is devoted to derive a second monotonicity tool for ε, which is the key technique to our analysis. It is a Lyapunov functional based on a suitable localised Hamiltonian which is somehow similar to that of [17] . But here, due to the super-criticality, we cannot estimate the L 2 norm of ε even on the half-line (1/b c , +∞). We need to cut it off while this will generate some new terms to be controlled. But these new terms will be controlled by using the monotonicity of the energy introduced in the previous section.
Pointwise monotonicity. Recall from (2.32), the definition of ϕ. We let ψ, η be another 2 smooth functions such that:
Here, we observe that ψ(−κ) = ϕ(−κ) + κ, and ψ(y) = ϕ(y) for all y < −1, so we may assume in addition:
Remark 5.1. It is easy to check that for every . We let
, ζ B (y) = ϕ B η B . and then define the following Lyapunov functional for ε:
Our main goal here is the following monotonicity formula of F : [17] . But since we have a control of the global L 2 norm of ε (consequently the L ∞ norm of ε) , some part of the proof will be easier.
Proof of Proposition 5.2.
We will prove (5.5) and (5.6) in several steps:
Step 1 Algebraic computation of F . A direct computation shows:
We claim that the following estimates hold for some universal constant µ 0 > 0:
It is obvious that (5.5) follows from (5.7) and (5.8).
In step 2 -step 5, we will prove (5.7) and (5.8). Observe that the definition of ϕ, ψ and ζ B imply: We will use these properties several times during the proof.
Step 2 Control of f 1 . We give the proof of (5.7) by using the equation (3.2) in the following form:
Injecting (5.11) into the definition of f 1 yields:
with
Term f 1,1 : Let us integrate by parts to obtain a more manageable formula
12
:
We compute these terms separately. First we integrate by parts to obtain:
Next by direct expansion:
Finally,
We collect all the above computations and obtain the following:
where (f 1,1 ) <,∼,> correspond to the integration on y < −κB, |y| < κB and y > κB, respectively.
In the region y > κB, we have ψ c . Together with 
We claim the following localized Virial estimate to obtain a coercivity result:
Lemma 5.4 (Localized Virial estimate
13
). There exists B 0 > 100 and µ 1 > 0 such that if B > B 0 , then:
Since |y|>κB ε 2 e − |y| 2 b 10 c , we have for some µ 2 > 0:
Using a similar strategy we have:
Collecting the above estimates, we obtain for some µ 3 > 0: For the region y < −κB, we have ζ B (y) = ϕ B (y) and ψ B ∼ ϕ B . Hence, we immediately have:
From Lemma 2.4, we know that for y < −κB, |Q b (y)| b c and |Q
c , then we can estimate:
13 See proof in [17] (Lemma 3.4 & Lemma A.2).
Similarly, we have:
and y<−κB
c .
Therefore we obtain: for some µ 4 > 0. From (5.12), (5.13), (5.14) and the following estimate:
we obtain for some µ 0 > 0, 
In conclusion, we have:
We know from the orthogonality condition (2.27) that:
Again from the orthogonality condition (ε, yΛQ p ) = 0, we can estimate:
c . For the next term, we first integrate by parts to remove all the derivatives on ε, then we divide the integral into 2 parts, y<κB and y>κB . For the first part we use Cauchy-Schwarz inequality, (2.9) and (2.11). While for the second part we use the fact that Q b decays exponentially on the right. So we have:
For the following 2 terms, we first integrate by parts again to remove the derivatives on ε. Then we use the fact that ψ B = 1 on [−κB, +∞) and
(y) for y < −κB, to obtain:
Finally, by the same strategy we have :
The collection of the above estimates shows that:
We use the identity:
and a similar computation (as we do for term f 1,2 ) to rewrite f 1,3 :
For the first term, we use the bootstrap assumption N ≤ b 3 c to estimate:
For the second term, we first integrate by parts to remove the derivatives of ε, then we use Cauchy-Schwarz inequality, (2.9) and (2.11) to estimate y<κB and use (4.21) to estimate y>κB as before:
c ,
For the next term, we can estimate similarly by dividing the integral into 2 parts:
For the last term, we use the cancellation LQ ′ p =0 and the orthogonality condition (ε, yQ 
In conclusion, we have: Term f 1,4 : Recall that
We estimate after integration by parts to remove the derivatives of ε and then divide the integral into 2 parts as before:
For the nonlinear term, the same strategy shows:
Recall from (3.8) we have:
Then we obtain: 
So after integration by parts, we have:
Here we use the fact that |ψ B (y)|+|ζ B (y)| e to compute:
Collecting all the above computation, we have: 
we can drop the negative term to obtain:
For the nonlinear term we divide the integral into 3 parts:
where m < , m ∼ and m > correspond to the integration on y < −κB, |y| < κB and y > κB respectively. For y > κB, we have:
Next for |y| < κB, we can estimate:
Finally, for y < −κB, we have
c , we obtain:
c . Therefore, we obtain: Step 4 Control of f 3 . First from (3.8)
c |P b |. Recalling that P b decays exponentially on the right, we have: Step 5 Coercivity of F . As before we divide the integral into 2 parts, F < and F > , which correspond to the integration on y < κB and y > κB respectively.
For the upper bound of F , recall that B = b , we have for y > κB,
c . And for y < κB, we have:
Then the upper bound follows.
For the lower bound, we rewrite F :
This is a contradiction since b ν c ≪ 1. Therefore we conclude the proof of (2.41).
Step 3. L p0 control of ε. For the L p0 norm of ε, it is more convenient to work with the original variables. Consider the decomposition (see (2.26)):
x − x(t) λ(t) .
By rescaling, it is sufficient to prove for all t ∈ [0, T * ):
To prove this, we write down the equation ofũ and use a refined Strichartz estimate for the Airy equations. Indeed, the equation ofũ is:
where Φ b is defined in (3. (1) For all t ∈ R, h ∈ H:
X and t, s ∈ R, there holds:
We say a pair (q, r) ∈ [2, +∞]
2 is σ-acceptable if and only if they satisfy:
Consider 0 < σ < 1 and 2 σ-acceptable pairs: (q i , r i ), i = 1, 2, such that the scaling rule is satisfied:
Then we have the following inhomogeneous Strichartz estimates:
Here, we can use Proposition 6.1 to derive a refined Strichartz estimate for the Airy equations with zero initial data. Let U (t) = 1 [0,+∞) (t)e −t∂ 3 x , then by the theory of oscillatory integral, we have 14 :
Therefore, the following refined Strichartz estimates hold for Airy equations with zero initial data: Corollary 6.2 (Refined Strichartz estimates). For all 1 3 -acceptable pairs (q 1 , r 1 ) and (q 2 , r 2 ), if they satisfy:
then there holds:
Now we fix ∀t ∈ [0, T * ), and choose
with δ > 0 to be chosen later. It is easy to check (q i , r i ) satisfy the conditions in Corollary 6.2. Then we have the following estimate on [0, t]: 
For II, from (2.18), (2.34), (2.35), (3.6), (3.7) and (3.8), there holds for all τ ∈ [0, t]:
From (4.19) we obtain:
Finally we deal with III. For all τ ∈ [0, t], there holds:
We estimate these terms separately. First from (2.36), (2.37) and (2.38) we have:
c , where
Next, by using the bootstrap bound (2.35), (2.37) and the decay property of Q b , we have: Injecting (6.6), (6.7) and (6.9) into (6.5), we obtain (6.2), provided that δ is small enough (since Pick a ν > 0 small enough and a p ∈ (5, p * (ν)). For all u 0 ∈ O p , we choose b * (p) = b c and denote u(t) the corresponding solution to the Cauchy problem (1.1) with maximal lifetime T . Proposition 2.8 implies that u(t) satisfies the geometrical decomposition introduced in Section 2 on [0, T ):
x − x(t) λ(t) , and the bounds in Proposition 2.8 hold on [0, T ). From (4.1), we have (1.7) and (1.8).
Step So the solution blows up in finite time. From H 1 Cauchy theory we have:
which implies λ(t) → 0 as t → T . We thus integrate (6.10) from t to T to obtain:
which implies (1.10).
Step 2. Convergence of the blow-up point. From (3.7) we have:
Thus from (1.10), we get: Step 3. Strong convergence in L q . Fix a q ∈ [2, 2 1−2σc ), and let 0 < τ ≪ T and 0 < t < T − τ , let u τ (t) = u(t + τ ) and v τ (t ′ ) = u τ (t ′ ) − u(t ′ ) for all t ′ ∈ [t, T − τ ). Then v τ satisfies:
. Let σ 1 = → 0, as t → T, uniformly in τ.
Remark 6.3. Here we can see the case q = q c (i.e. σ 1 = σ c ) will lead to a logarithm on the upper bound of the critical norm, therefore the strong convergence can't exist in the critical space.
Next from the refined Strichartz estimate (6.4) and Sobolev embedding we have:
We claim (6.11) implies that u(t) is a Cauchy sequence in L q as t → T . Indeed, for all ǫ > 0, we can choose a t ǫ close enough to T , such that:
where C 0 is the implicit constant in (6.11) . From H 1 Cauchy theory i.e. u(t) ∈ C([0, T ), H 1 ), there exists a τ 0 = τ 0 (t ǫ ) ∈ (0, T − t ǫ ), such that for all 0 < τ ≤ τ 0 ,
Choose a t 0 < T such that T − t 0 < τ 0 . Then for all t 1 , t 2 ∈ (t 0 , T ), t 1 < t 2 , let τ = t 2 − t 1 . From the above discussion, we have:
which means u(t) is a Cauchy sequence in L q as t → T . Hence, we have proven (1.11).
Step 4. Singular behavior of the asymptotic profile.
Finally, we give the proof of (1.12). Let
c , R(τ ) = Aλ(τ ) for all τ ∈ [t, T ), (6.12) where t is a fixed time close enough to T . Then we choose a smooth cut-off function χ, with χ(y) = 0 if |y| > 2, χ(y) = 1 if |y| < 1. Denote g(x) = χ x − x(T ) R(t) .
with some constant C > 0 independent of κ and B.
Next, a direct computation shows: The same estimates hold for (f, ΛQ p ) and (f, yΛQ p ). Injecting all the above estimates into (A.1), we have:
