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Yan Chen: Analyzing Determinants of Urban Vibrancy – A Big Data Approach on Connecting 
Built Environment, Social Activity, And Images of Places 
(Under the direction of Professor Yan Song) 
 
This dissertation includes three self-contained and interrelated papers on built environment, 
urban vibrancy and vibrant places.  
Paper 1: Built environment and social activity: Exploring the relationship between place 
pattern and tweeting in Chicago 
Understanding the relationships between human activities and the built environment are 
central to urban planning. The increase in readily available, location-based social media data offers 
scholars important new data for understanding this relationship. This study examines the 
relationship between the spatial distribution of geotagged tweets and key characteristics of the 
built environment at the census block group level in Chicago. First, we performed a hotspot 
analysis to ascertain the distribution of tweets in the study area. Then, we employed a count 
regression model with Twitter message counts by census block group as the dependent variable to 
test the significance and magnitude of the associations between the built environment and tweeting. 




found that the built environment significantly influenced tweeting and provides empirical 
statistical evidence to guide urban planners’ placemaking decisions.  
Paper 2: Built environment and social activity: Exploring the relationship between place 
pattern and tweeting in the U.S. 
This study focuses on the relationship between the spatial distribution of geotagged tweets 
and the key characteristics of built environments as well as the pattern of the features at the census 
block group (CBG) level within the contiguous U.S. First, we employed a count regression model, 
setting the Twitter message density by CBG as the dependent variable to test the significance and 
magnitude of the associations between the built environment and tweeting behavior. Then, we 
utilized a combined research framework based on cluster analysis, hotspot analysis, and 
standardized score to explore the built environment pattern of the most vibrant tweeting areas. 
Results revealed that the built environment significantly influenced tweeting behavior. We further 
discovered four different built environment pattern types that provides empirical statistical 
evidence to guide urban planners’ placemaking decisions.  
Paper3: Built environment and vibrancy perception: Applications of deep learning and 
computer vision techniques in streetview. 
This study shows that street view image data from digital platforms such as Google Maps 
can further improve our understanding of the built environment patterns in cities. Compared with 
traditional human environment audit methods, combining deep learning and computer vision 
techniques efficiently provides finer resolution information with greater environmental detail. This 




survey data on vibrancy perception, the findings indicate that factors such as street parking have a 
strong positive influence on vibrancy perception while the proportion of sky has a strongly 
negative association. The study identifies six different patterns of street view landscape and shows 
that the complex relationship between the built environment and vibrancy perception is better 
analyzed using pattern discovery methods rather than global regression. A further regression 
analysis based on each street view pattern confirms that the context is crucial in determining both 







Your life has a limit but knowledge has none. If you use what is limited to pursue what has 
no limit, you will be in danger. If you understand this and still strive for knowledge, you will be 
in danger for certain! If you do good, stay away from fame. If you do evil, stay away from 
punishments. Follow the middle; go by what is constant, and you can stay in one piece, keep 
yourself alive, look after your parents, and live out your years. 





Although I shall die, there is still my son. My son will bear grandsons. And the grandsons 
will have sons. Those sons will have sons and grandsons. Sons and grandsons will continue without 
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CHAPTER 1: INTRODUCTION 
1.1 Statement of the Problem 
How does urban planning improve the built environment to make cities more vibrant? This 
question has long been a keynote concern for urban planning professionals (Lynch, 1952). Jacobs’s 
(1961) discussion about this topic lays the foundation for today’s concept of “Place-making” and 
presents it to a larger audience. However, several ingrained attitudes about city planning during 
that period undermined attempts to create more active and culturally confident cities (Montgomery, 
1998). Nevertheless, since the start of the 21st century, the redevelopment of central cities in the 
United States has been reported in many metropolitan areas across the country, especially after the 
end of the Great Recession (Malizia, 2016). Currently, there is renewed interest in urban living 
and public space. Although preferences for suburban living have not faded in the West (particularly 
in North America), many groups have begun considering central city living as more desirable. 
Renewed interest in revitalizing Main Streets across North America for commerce, neighborhood 
identity, and social interaction also evidences this trend (Mehta, 2013).
 
“Urban vibrancy” is a term frequently mentioned but whose meaning in the planning field 
is loosely defined. My preference is that the term should refer to connections between people in 
urban places. My research conceptualization framework in this area is shown in Figure 1.1, which 
indicates that vibrancy has three major factors: (1) activity (what we do), (2) image (what we think), 




three factors by reinforcing the users’ abilities to “sense,” “fit,” and “access” the site, which 
ultimately helps increase urban vibrancy. 
 
Figure 1.1: The components of urban vibrancy. 
 
The rise of big data has fundamentally shifted the future of urban planning and urban 
studies by offering new information for exploring new theories and analyses (Batty, 2013; Graham 
& Shelton, 2013). I define big data with respect to its data variety. Particular attention should be 
paid to the fact that the data to which I am referring is urban data—that is, data for cities that are 
tagged to space. I argue that, besides space, big data also offers researchers high resolution time, 
network, and content information. Before the inception of big data, this type of information was 




distribution of human activities or people’s image of places. This dissertation will, therefore, 
explore the innovative application of big data in urban studies in six ways: 
• Acquire and utilize big data using application program interfaces (APIs) from digital platforms. 
• Analyze the relationship between built environment combination patterns and human behavior. 
• Utilize deep learning model to extract built environment information at a high resolution, 
streetscape level. 
• Examine the framework of built environment measures at multiple resolutions (macro, micro, 
street) for a large-scale area.  
• Review the analytic methods of the built environment using unsupervised clustering methods. 
• Consider the combination of the big data method and traditional statistics methods in urban 
studies. 
Many studies have shown that urban vibrancy and similar concepts affect a wide range of 
aspects in our society. Three major impacts are economic growth, social cohesion, and individual 
health. 
Concerning economic growth, urban vibrancy, in essence, refers to the connection between 
people. The benefits of urban vibrancy, therefore, come from the connections it forges with various 
activities. This is directly related to agglomeration economy theory, which states that the 
productivity of economic activities will increase when those activities are more closely clustered 
(Alañón-Pardo & Arauzo-Carod, 2013; Duranton & Kerr, 2015; Jofre-Monseny, Marín-López, & 
Viladecans-Marsal, 2010; Puga, 2010; Sedgley & Elmslie, 2004). The clustering economy also 
leads to another benefit for innovation activity, which is supported by spillover theory. Many 
studies (Jaffe et al., 1992; Jaffe et al., 1998; Siegel & Griliches, 1992) argue that the productivity 




spillovers within geographically proximate areas. Similarly, Malizia (2016, 2017) has found that 
more vibrant city centers are associated with higher office rents and more high-growth firms. 
Florida (2002) and Knudsen (2007) further explore this topic in the creative industry sector, 
showing that the quality of place will highly contribute to the rise of the creative economy. More 
vibrant urban places will also help cities attract more talented and innovated workers with higher 
educations, who have been shown to not only be more productive but also to be related to faster 
rates of income growth (Gottlieb & Fogarty, 2003) and a better ability to deal with economic 
shocks (Glaeser, 2003). Also, a sense of vibrancy in places will stimulate consuming behaviors 
(Underhill, 2009), especially for small businesses in a city. This has been shown to be a significant 
driving force for economic growth (Glaeser, 2010). Furthermore, the recent emergence of a sharing 
economy will benefit from vibrancy, which could provide more potential customers (Davidson & 
Infranca, 2016). 
For social cohesion, the most vital impact of urban vibrancy would be to increase social 
diversity, since diversity has always been the core value for urban vibrancy. Jane Jacobs (1961) 
states that vibrancy, by offering more diversified building and land use, encourages “togetherness” 
between different activities and people. She also proposes that vibrancy in public spaces will create 
“eyes on the street,” hence reducing crime in neighborhoods, as shown by Cozens (2008). 
Moreover, vibrancy helps to build a “sense of community” in a neighborhood, the loss of which 
leads to many urban issues in the United States. 
For individual health, a more vibrant place may also increase residents’ psychological 
health—helping them live happy lives across all age groups (Hogan et al., 2016). Vibrant urban 




other such activities, decreasing the risk of obesity and cardiovascular diseases (Reid, Ewing, & 
Cervero, 2010a; Frank & Engelke, 2001; Handy, Boarnet, Ewing, & Killingsworth, 2002a). 
1.2 Research Questions 
My dissertation research, via the three papers outlined in Figure 1.2 , intends to show that 
urban vibrancy is a phenomenon of structured complexity that associated with different built 
environment factors, but it is perfectly possible to plan for and design a vibrant place. I seek to 
determine the built environment factors and, more importantly, the built environment patterns 
related to vibrant places to advance the theoretical and empirical understanding of the relationship 
between urban form and urban vibrancy. Moreover, I am interested in examining how to overcome 
the traditional limitations of similar studies by using information communication technology (ICT) 
and big data analytics. As shown in Figure 1.1, of the three factors of urban vibrancy, “image” and 
“activity” are possible to measure and study as a proxy for urban vibrancy; human demand cannot 
be measured in the same way because it is unobservable. 
 
 





Therefore, the first two papers of my dissertation will assess the individual and interaction 
effects of different urban form elements on urban vibrancy from the social activity perspective, 
using tweets as a proxy. The first paper will discuss built environment patterns by introducing 
several interaction terms into the equation, while the second paper will further explore the 
relationship by looking at the patterns using unsupervised, statistic clustering methods and 
enlarging the study from the city to the national level. Finally, the third paper will discuss vibrant 
places from a subjective viewpoint by collecting human perceptions of places as a proxy. 
The research questions for the three papers are as follows:  
1.2.1 Paper 1 
1. If people have the ability to digitally connect from any place and at any time, do the 
characteristics of the built environment influence social media behaviors? 
2. If the characteristics of the built environment relate to the extent of social media 
behavior, which of those characteristics significantly relate(s) to those behaviors? 
1.2.2 Paper 2 
1. How are built environment factors individually associated with tweeting behaviors? 
2. How are the patterns of built environment factors associated with tweeting behaviors? 
1.2.3 Paper 3 
1. How are built environment factors associated with perceptions of vibrancy? 
2. How are built environment patterns associated with perceptions of vibrancy? 
3. Do built environment patterns influence the association between individual built 
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CHAPTER 2: LITERATURE REVIEW 
To give a systematic review of the related literature for my dissertation, this section is 
divided into four major parts. (1) Definition of Urban Vibrancy and Vibrant Places; (2) Factors of 
Urban Vibrancy; (3) Factors of Vibrancy Places; (4) Measures of Urban Form.  
At first, the definition of urban vibrancy and vibrant places will be discussed from both 
spatial and human perspective. The proposed framework of urban helps organizes my dissertation. 
The following two parts discuss the factors in this vibrancy framework. The factors of vibrancy 
refer to the three nodes in the framework that serve as the principal components for the concept of 
urban vibrancy from a human perspective, that is Image, Demand, and Activities. The factors of 
vibrant places refer to the three links in the framework that is about the role of built environment 
for promoting urban vibrancy. They are Fit, Sense and Access. After discussed the theoretical 
framework, the final part focus how to use quantitative research method to approach the urban 
vibrancy topics. These are summarized from three major perspectives: the measures of urban form, 
the measures of urban vibrancy, and what opportunities big data and machine learning techniques 





Figure 2.1 The Framework of Urban Vibrancy and Vibrant Places 
 
2.1 Definition of Urban Vibrancy and Vibrant Places 
Since Jacobs (1961), many authors in the field of place-making and urban design discuss 
aspects of urban vibrancy and how it is related urban form (Calthorpe, 1993; Carmona et.al 2007; 
Carr, et.al 1992; Christopher et.al 1977; Gehl, 1971; Gieseking et.al, 2014; Lynch, 1984; McHarg, 
1969; Mehta, 2013; Oldenburg, 1999; Relph, 1976; Tuan, 1977).  Based on their discussion, I 
defined urban vibrancy concept as “the connection to people by urban places”, which means the 
urban places serves as a mediator that promote connections between the users of the spaces, from 
just eye contact to in-depth conversation. As shown in the figure 2.1, it can be further interpreted 




• The space perspective as vibrant places that link to many users;  
• The human perspective as vibrant public life that connect with many places. 
The first aspect of connection originates from the definition of “place”. Beginning in the 
late 1970s, geographers such as Yi-Fu Tuan (1977) and Edward Relph (1976) grew dissatisfied 
with what they felt was a philosophically and experientially anemic definition of place. Relph 
argues that space is not a void or an isometric plane or a kind of container that holds places. Instead, 
he contends that to study the relationship of space to a more experientially-based understanding of 
place, space too must be explored in terms of how people experience it. For Relph, the unique 
quality of place is its power to order and to focus human intentions, experiences, and actions 
spatially. “A place is a center of action and intention…The essence of the place lies in the largely 
unselfconscious intentionality that defines places as profound centers of human existence”. Or as 
Tuan (1977) stated “place is whatever stable object catches our attention.” 
Therefore, public spaces would serve as a stronger role for creating urban vibrancy 
compared with private spaces because its natural advantage in building social connection. 
Crowhurst-Lennard and Lennard (1993) engaged this feature from a list of social functions of 
public spaces, including learning, the development of social competence, the exchange of 
information, the facilitation of social dialogue, the fostering of social awareness, the enhancement 
of social integrative functions, and the encouragement of ethical conduct. Scholars in various fields 
related to urban studies contend that it is the streets, plazas, squares, parks and other urban public 
spaces that have the potential to be “the stage upon which the drama of communal life unfolds” 
(Carr et al. 1992). Hester (1975) and Oldenburg (1989) also suggested that associations with people, 
places, and events contribute to a sense of familiarity and belonging to the community. 




highly dependent on this balance between private and public life. As Carr (1992) and Oldenburg 
(1989) stated, most sense of “vibrancy” is coming from the senario that the active use of public 
space, in other words, the high frequency of public activity. When it comes to the critics of 
decentralization and suburbanization, several scholars mention that intensity and variety of public 
life functions are diminishing (Oldenburg 1987; Carr 1992; Sorkin 1992). Therefore, the vibrancy 
is a life style that is more oriented to public life compared with the opposite private life style. For 
instance, people would be more likely to eat, drink, play and meet a friend at public places such as 
restaurants, bar, playgrounds, parks, transits. In contrast, for a private oriented life pattern, people 
could eat, sleep play, meet friends just at home or work place, Carr (1992) and Oldenburg (1989) 
also found the change towards private life balance usually occurred with many urban issues in the 
last century, such as urban sprawl and central city decay. As Banerjee (2001) argued that it’s very 
important for designers to focus more on supporting and creating opportunities for public life, in 








For the component of urban vibrancy and its relation to urban form, there has been many 
discussions. Relph(1976) describes this persistent identity in terms of three components: (1) the 
place’s physical setting; (2) its activities, situations, and events; and (3) the individual and group 
meanings created through people’s experiences and intentions in regard to that place. As the model 
shown in figure 2.3, Montgomery (1998) tries to summarize factors that are building the “sense of 
place” (or “place making”) based on the previous works of Canter (1977) and Punter (1991). In 
his model, activity, urban form and urban image are the three major components of place. 
Therefore, in another perspective, my model would be adding the concept of “human demand” 
into his “sense of place” model, serving as a new vertex, which provides a complete explanation 
of how the place will be vibrant. There are other proposed criteria that are less systematical framed. 
Carr et al. (1992) put forth a holistic and comprehensive description, suggesting that ideal public 
space is responsive, democratic and meaningful. Mehta (2013) based on the framework of Gehl 
(1987) and Carr et al. (1992), proposed five principles for the quality of public spaces, 
inclusiveness, pleasurability, safety, comfort, meaningful activities. 
 
 
Figure 2.3 the urban sense of place model by Canter (1971) and Montgomery (1998) 




2.3. Generally, it is a positive loop relation between the three major components – “Image”, 
“Demand”, “Activity”, which are connect by three feature of built environment – “Sense”, ”Fit” 
and ”Access”. When people “sense” the “activity” or the possibility of activities in the places, they 
would create an “image” about the location. If this “image” “fit” our “demand” in nature, in other 
word, desirable, it could encourage people to “access” the place to conduct similar “activity”. Then 
this positively reinforcing loop relationship could keep increasing the vibrancy in site until it 
reaches the maximum capacity. In other books (Jacobs 1961, Gehl 1987), it usually was called as 
“self-reinforcing” or “self-simulating” process.  Detailed explanations for the factor of urban 
vibrancy and factor of built environment of vibrant places are stated in the following sections. 
  
2.2 Factors of Urban Vibrancy 
2.2.1 Image 
Image refers to what people think. It represents the experiences that human perceive about 
build environment, mainly discusses about the perceptual quality of the place, for instance, the 
experience of walking down a particular street. An image of vibrancy will directly cause people’s 
final judgment about whether they think a place is “vibrant” or not. This perception is decided by 
how we organize, identify and interpret complex or subtle built environment information through 
our senses. Lynch (1960) defines it as both the product of “immediate sensation” and of “the 
memory of past experience,” which is used to interpret information and to guide action. Jan Gehl 
(1987) described this phenomenon using the example of Italian city squares in Venice, where “life 
in the space, the climate, and the architectural quality support and complement each other to create 




A large number of studies in place-making has focused on the image factor. Using cognitive 
mapping methods, Lynch (1960) summarizes the city image into five elements, including path, 
edge, district, node, and landmark. This categorization is still very influential for the urban form 
studies today. But it’s a little difficult to explain the relationship between urban form and human 
behavior. Therefore I think it’s not applicable for urban vibrancy researches. For other works in 
the urban planning field, Gehl (1987) analyzes the physical properties of human senses (such as 
smell, hearing, seeing) and social distances. Like many other authors (Jacobs 1961, Christopher et 
al. 1977; Lynch, 1984), Gehl believes there must be a correspondence between the dimension of 
space and a sense of place. Kitamura et al. (1997) find that these psychosocial measures are more 
important in explaining transportation choices than objective measures. Important perceptions 
about the qualities of places, for example, are traffic safety, safety from crime, cleanliness, 
attractiveness, and pedestrian friendliness. Beyond that, architecture, landscape architecture, and 
urban planning literature tries to summarize numerous perceptual qualities that may relate to urban 
form and human behavior (Handy, 1992; Ewing, 2000, Ewing, 1996, Ewing et al., 2005a, Ewing 
and Handy 2009). Among them, Ewing and Handy (2009) made a solid quantitative attempt to 
comprehensively and objectively summarized and measure those subjective qualities that would 
affect walking behavior. After reviewing related literature, 51 perceptual quality were selected. 
Then nine central elements are selected using ratings from an expert panel, and five of them were 
successfully operationalized in the final validation, which could be categorized the concept of the 
image into five sub-components: identity, enclosure, human scale, transparency, and complexity 
Environmental psychology also explored multiple theories explain how people perceive 
their environment and generate an image. The Brunswik’s Probabilistic lens model (Brunswik, 




being similar to a lens through which stimuli are perceived and become focused. However, in the 
lens model, cues have only a certain probability of being useful (a concept called probabilism). 
James Gibson’s affordance (1979) is a perspective that takes an ecological approach to perception. 
In contrast to Brunswik(1956), Gibson believes that, rather than perceiving individual features or 
cues, human organize those features into a recognizable pattern (affordance) based on an 
arrangement of cues that provide perceptions. There are also other models like Kaplan preference 
framework or Pleasure-Arousal framework (Russell, J. A., Ward, L. M., & Pratt, G., 1981) which 
is meaningful but focus more on the psychology side, therefore too hard to connect with the urban 
planning topics. 
2.2.2 Human demand 
Human demand dimension refers to what people want. It represents the needs or intentions 
deeply rooted in our humanity, such as safety or comfort. If the perceived image of the place meet 
our demand, it would turn to mental motivations that lead to certain behavior on the site. It serves 
as the driving force for people to utilize and connect with various places. Unlike image or activity, 
this quality cannot be detected or accessed by outside observers, yet it does exist in our perception 
and reaction process, based on the individual's values, beliefs, and ideas. This human 
nature/demand factor has to be considered because it is the fundamental feature that everyone 
shares to make a general statement about the vibrant settlement that is relevant and responsive to 
any human context.  
There were many kinds of literature discussed types of human needs. In 1954, Maslow 
(1954) unveiled a model depicting a hierarchy of human demands based on natural instincts 
present in all animals, including, physiological, safety, love and self-actualization.  It’s still used 




summaries five core human needs that influence the appeal a certain public space has on us. He 
believes as human beings people would seek 1) comfort, 2) relaxation, 3) passive engagement, 4) 
active engagement, and 5) discovery in public space. Metha (2013) based on the framework of 
Gehl (1987) and Carr et al.(1992), proposed five human demand principles that relate to urban 
vibrancy, inclusiveness, pleasurability, safety, comfort, meaningful activities. Moreover, 
Crowhurst-Lennard and Lennard (1987, 1995) engaged the literature from several disciplines to 
develop a list of social demand, including learning, the development of social competence, the 
exchange of information, the facilitation of social dialogue, the fostering of social awareness, the 
enhancement of social integrative functions, and the encouragement of ethical conduct.  
2.2.3 Activity 
Activity refers to what people do in the place. In order to have effective design and 
management of the place, it is also essential to understand the role that those places play in people’s 
life. Places are proposed, built and assessed with assumption about what should be done in them. 
The activity component might serve as the most important factor and aspect of urban vibrancy. As 
described by Montgomery (1998), vibrant places tend to be places of "many and varied comings 
and goings, meetings, and transactions." Whyte clearly defines the sense of crowdness as the 
central criteria for the goodness in urban spaces, as he said “What attract people the most is the 
people” (Whyte 1980).  
Jan Gehl (1987) simplifies and divides activities into three categories. Each of them has 
unique demands on the physical environment, as shown in Figure 2.4. They are necessary activities, 





Figure 2.4 the type of activities (Gehl, 1987) 
Necessary activities include behaviors that are more or less compulsory, such as 
commuting, shopping for food, which is only slightly affected by the physical framework. Optional 
activities happen if people have an instinctive motivation to do so and if time and place make it 
possible, such as taking a walk to get a breath of fresh air. According to Gehl (1987), this 
relationship is particularly important in connection with physical planning.  
More importantly, Gehl believe necessary and optional activities serve as a prerequisite for 
social activities. Social activities are all activities that depend on the presence of others in public 
spaces such as children at play, greetings, and conversations.  Social activities include a broad 
spectrum of diverse activities. For instance, there could be many passive visual and audible 
contacts or what Gehl (1987) call for "low-intensity contact": watching people and hearing what 
is happening. This modest, unpretentious form of contact is the most widespread social city activity 
anywhere.   
Gehl (1987) is also aware that for spaces to be vibrant, they need to have a combination of 




only stop but also spend time with space. Therefore, they serve as a prerequisite of urban vibrancy 
- connecting people together in places. Gehl (1987) described this as “living cities. Therefore, ones 
in which people can interact with one another, are always stimulating because they are rich in 
experiences”. Whyte (1980) believes that the best-used plazas are sociable places, with a higher 
proportion of couples than you find in less-used places, more people in groups, and more people 
meeting people, or exchanging goodbyes. Jacobs (1961) maintain that making contact, and 
assimilating children are the primary use of streets other than transportation. 
2.3 Factors of Vibrancy Places 
As stated in the framework, to build places that promoting urban vibrancy, the urban form 
needs to meet three major requirements: “Fit”, “Sense”, “Access”, which connect the three 
components of urban vibrancy together as a self-reinforcing loop. These factors are also consistent 
with the five factors that Lynch (1981) proposed as conditions of good city form – vitality, fit, 
sense, access, control. Since this dissertation mainly focus on the built environment features at 
places and higher resolution level, the lack of vitality and control factor is reasonable because they 
primarily concern city-level and non-spatial issues.  When all factors manage to work together to 
such pleasing ends, a feeling of physical and psychological well-being happens, the feeling that 
space is a thoroughly vibrant place in which to be.  
2.3.1 Fit 
“Fit” ensures the “image” generated on site is desirable based on “human demand”. It refers 
to how to be comfortable that matching the pattern and quantity of actions with the urban form 
that we customarily engage in or want to engage in. For example, an image of crime activities for 




structure connects with our other human nature and demands, the match between environments, 
our sensory and mental capabilities, and our cultural constructs. 
For example, the fitness of vibrant places could be provided by building physical setting to 
meet the demand of people’s stationary and lingering activity demand including walking, standing, 
and sitting, by providing sidewalks or street furniture. Whyte (1978) pays close attention to this 
issue. He claims that the most popular plazas tend to have considerably more sitting space than the 
less well-used ones. He also suggested providing a choice of sunny or shady areas (weather 
permitting); try to 'borrow' light (using reflective surfaces) if space is north facing or overshadowed; 
wind and drafts are usually unwelcome. Water should be accessible and not just for looking at; 
moving water can help to create a quiet and restful feeling by masking the worst aspects of street 
noise. Also, food and seamless connection with the street is vital. More importantly, external 
stimulus - the 'spark' – is needed to get people talking to each other such as the street performer, 
'character,' physical object (e.g., sculpture), sight /view, etc. 
In addition, the fitness of vibrant places could also be provided by creating desirable 
psychological image.  For instance, the concept human scale refers to “a size, texture, and 
articulation of physical elements that match the size and proportions of humans and, equally 
important, correspond to the speed at which humans walk.(Ewing and Handy 2009)” Christopher 
et al. (1977) state that any buildings over four stories tall are out of human scale and will lead to 
psychological pressure. They also find that a person’s face and a loud voice can just be 
recognizable at 70 feet, and more detail could be a catch at 48 feet. These set the limits of human 
scale for social interaction. Gehl (1987) made a similar test for this “social distance” ranging from 
0ft to 12 ft. 




noticeable differences to which a viewer is exposed per unit of time. As Gehl (1987) noted, an 
interesting walking network will have the “psychological effect of making the walking distance 
seem shorter,” by virtue that the trip is “divided naturally, into manageable stages.” 
2.3.2 Sense 
Sense refers to the how people perceive mentally differentiate and structure the activities 
or potential activities in the places, or how activities and built environments that evokes a strong 
image in an observer’s. It’s highly related to concepts like “identity”, “transparency” or 
“atmospherics” that previous literatures discussed.  
For “identity”, Kevin Lynch (1960) described it as “shape, color, or arrangement which 
facilitates the making of vividly identified, powerfully structured, highly useful mental images of 
the environment.” A highly imageable city is well formed, contains distinct parts, and is instantly 
recognizable to anyone who has visited or lived there. It is one whose elements are easily 
identifiable and grouped into an overall pattern. For the identity feature, Landmarks are believed 
to be a key component.  In the book “the architecture of the city,” Rossi (1982) claims the city is 
a binary existence of landmarks that define it and matrix that supports it. “Landmark” does not 
necessarily denote a grandiose civic structure or even a large object. In the words of Lynch, it can 
be a doorknob or a dome. What is essential is its singularity and location, in relationship to its 
context, background and the city at large.  
The transparency feature is a material condition that is pervious to light, air. It is critically 
important at street level. As Jacobs (1961) claimed, Good streets have well-defined edges and a 
quality of transparency or visibility at their edges (where the private and public realms meet). 
Henry Arnold (1980) tells us that trees with high canopies create ‘partially transparent tents,' 




trees in most urban settings work against transparency (Arnold 1980). 
In marketing, the term atmospherics is used to describe the discipline of designing 
commercial spaces. Atmospherics was coined by Philip Kotler in a 1973 article in the Journal of 
Retailing. Kotler argues that the tangible product is only a small part of the total consumption 
package. Buyers sense the total product, which includes services, warranties, packaging, 
advertising, financing, pleasantries, images and so on. Atmospherics covers three major art forms 
important to retail: architecture: exterior structure, interior design, and the design of window 
displays. The atmosphere of a commercial space performs three functions: creating attention, 
messages (communication) and affect. 
2.3.3 Access 
Access refers to the availability for people to reach other persons, activities, resources, 
services, information, or places, not only the quantity but also the diversity of the elements that 
can be achieved. In order to encourage more people to participate the activities to increase the 
vibrancy on site. The built environment must provide the accessibility function for the ease of 
access to people, activities, and resources.  It mainly concerns the human demand of access 
mention by Lynch, also connected to other demands as well.  
Higher density developments that have good access to other activities facilitate social 
interactions. Greater variety of appropriately mixed land uses, puts different urban activities closer 
to each other, thereby facilitating walking and biking, lowering vehicle miles traveled (VMT) 
(Song et al., 2013). Jacobs (1961) maintain that to achieve a lively city, four requirements are 
necessary, and three of them are related to density and diversity. She suggests that districts must 
serve more than one primary function to make sure the appearance of activity using the same 




different people and businesses that can afford different levels of rents. Moreover, there should be 
a dense concentration of people, including residents, to promote visible city life. 
Moreover, the fourth requirement of Jacobs is about permeability - the blocks size should 
be small to increase path options between people's origins and destinations, normally, enhance 
social and economic development. The concept of permeability is captured partly by the level of 
connectivity of street networks. According to Benfiel et al., (1999), better permeability could 
enhance the easiness of traveling, thus increasing the probability of using alternative travel modes 
such as biking, walking or taking the transit. Also, a large body of studies has indicated that 
proximity to effective, safe and convenient public transport would lead to more travel to the site 
by walking. 
2.3.4 Endogenous and exogenous confounding factors 
This model has various endogenous and exogenous confounding factors that might affect 
the urban vibrancy in places but is not addressed in most of the previous literature. For endogenous 
factors, the main issue I consider would be the interaction effect of each factor because they don’t 
performed independently in reality. For exogenous confounding factors, they can be divided into 
two levels, the regional context that is much beyond the scale of each site and personal social-
economic status/preference that much more detailed than the scale of site. 
Christopher (1977) already noticed the interaction effect that “Each pattern can exist in the 
world, only to the extent that is supported by other patterns” However, he didn’t follow up to write 
more on this topic. Christopher offered evidence for every single one of the 253 factors that might 
work individually. However, like a real language, definitely, there will have catalyst effect that 
these patterns stimulate each factor to combine into a beautiful “paragraph.” Similarly, Lynch 




combined in practice in a general sense. He notices the potential conflicts between them, but no 
theory is proposed to take it further. Without that rank or sequencing, the theory can only link the 
built environment to the human demands, not the “human value” he claimed. Montgomery (1998) 
stress that it is essential to consider form, activity, and image in tandem because each should 
reinforce the other. He did not discuss this further too. A similar issue occurs in Gehl(1987) and 
Whyte(1980) too. Condon (2012) and Jacobs (1961)’s solution is embracing all the strategies they 
mention. Condon calls the rule “love one rule, love them all” and Jacobs call it “all are necessary.”   
I would argue that the endogenous factor can be addressed, it makes exogenous factor 
become impossible to be included. Implementing all strategies in any case at any place is 
unrealistic. Further efforts should be made to answer which strategy or pattern would work best in 
which kind of situation context. Their discussion of each rule is slightly over-simplified and often 
isolated from other factors. “Love them all” is a too simple answer to handling the complex 
landscapes in the city. 
The regional context issue refers to the interaction of endogenous factor with external 
context. For instance, in the book of Christopher et al. (1977), I think the vibrancy spirit in the 
urban environment of the book falls into the same limitation of the spirit in the Arts and Crafts 
Movement in the U.S.A. during the 1910s and 1920s. Both ideas have a naïve undergoing 
assumption lying behind - When space is fixed, everything about the quality of life is fixed. But 
we live in a world of “complex system” that every element should be considered contextualized. 
This is a fundamental view of the world.  Space is only part of it, not all of it. 
Moreover, the generalizability of the research of Condon, Jacobs, and Whyte are also 
limited by their research setting. Condon primarily focuses mostly upon residential-dominated 




Whyte’s most case study focus only in New York- the most walkable and dense city in U.S. The 
representativeness of these sites clearly is not good enough to make universal inference. 
The personal socio-economic factor is more complicated. Jacobs (1961) mentioned some 
social effect on the urban vibrancy from the perspective of a self-destructive factor, deadening 
influence of massive single elements in cities, population instability as an obstacle to diversity 
growth, and effects of public and private money. The self-destruction of successful districts occurs 
by ousting less affluent dwellers and businesses. She as well as Condon (2010) also mentioned 
social policy of affordable housing to increase the diversity of people in the community. Whyte 
(1980) criticize the phenomenon that some low-income visitors are treated as “undesirable” factor 
by the owner of the public space, which damages the urban vibrancy. Also, the analysis of it would 
be highly dependent on the availability of the data. 
2.4 Measures of Urban Form and Urban Vibrancy in Big data era 
2.4.1 Urban Form Measures 
How the built environment would influence, the human behavior has been discussed in 
urban planning field for a long time by multiple discipline but can be placed in two categories: 
place-making and transportation.  
For the place-making field, by challenging the tradition paradigm of planning, Jacobs 
(1961) argued that mixed-uses, small block sizes, varying building sizes, and population density 
are essential for creating lively places. These ideas later became the foundation of “place-making” 
theories. Whyte (1980) took this idea a step further by using time-lapse photographic techniques 
to record and analyze social life in public spaces in New York. He found that crowds draw people 




(1984) proposed a normative theory framework for good urban form that includes vitality, sense, 
fit, access, control, efficiency, and justice. Jan Gehl (1987) performed a deeper analysis of this 
relationship between urban form and human activity by categorizing activities into three sub-types: 
necessary activities, optional activities, and social activities. He suggested that optional and social 
activities are more influenced by the built environment than necessary activities; Gehl attributes 
this difference to the compulsory nature of necessary activities. Montgomery (Montgomery, 1998) 
summarized existing literature and proposed twelve physical conditions for good placemaking. 
Metha (V. Mehta, 2007) applied a similar method as Whyte to record street life in Boston and 
found that people are equally concerned with the social, land use, and physical aspects of streets.  
In recent years, scholars also explore the relationship between built environment and 
human activity in space from travel or physical activity perspectives. Cervero and Kockelman 
(1997) first examined the connection between the density, diversity, density factors of the built 
environment and travel demand. This framework has been refined in later studies by incorporating 
destination accessibility, distance to transit, and demographic factors into research. It later 
developed into the “6Ds” theory that has been supported by more than 50 studies (Reid Ewing & 
Cervero, 2010b). Ewing et al. (2015) measured twenty streetscape features for 588 blocks in New 
York City to exam their association with walking behavior. They found three features of them are 
significantly and positively associated with pedestrian count on the street. Handy et al.(2002b) 
provided a theoretical framework for how the built environment influences physical activity 
patterns that have been supported by subsequent research (Brownson, Hoehner, Day, Forsyth, & 
Sallis, 2009; Reid Ewing, Schmid, Killingsworth, Zlot, & Raudenbush, 2008; Hoehner, Brennan 
Ramirez, Elliott, Handy, & Brownson, 2005; Popkin, Duffey, & Gordon-Larsen, 2005) 




multi-discipline, multi-scale, multi-resolution phenomenon (Cutsinger et al., 2005, Clifton et 
al.,2008 , Ewing et al., 2002 ,Frenkel and Ashkenazi, 2008,, Jaeger et al., 2010, and Torrens, 2008). 
Meanwhile, urban vibrancy is a concept that built across multi-disciplines, which complicates 
relative exploration on the relationship with the built environment. This discussion tries to propose 
relevant urban form measurements at a different scale and to draw a conceptual framework on the 
association between urban form and urban vibrancy in the multi-dimensional perspective. For the 
research of urban vibrancy using new data sources, I believe this change of data will lead to a 
profound fusion of all different measurement metric from all disciplines. Due to this trend of fusion, 
I simplified the Clifton et al. (2008) five dimension geographical into 3 dimensions as the equation 
shown below – city level that much beyond the place and neighborhood scale ,community level 
that at the place and neighborhood scale and street level that refers to . Then will take an inter-
discipline review for each of them. 
𝑽𝒊𝒃𝒓𝒂𝒏𝒄𝒚 = 𝒇(𝑭𝒐𝒓𝒎𝒄𝒊𝒕𝒚, 𝑭𝒐𝒓𝒎𝒄𝒐𝒎𝒎𝒖𝒏𝒊𝒕𝒚, 𝑭𝒐𝒓𝒎𝒔𝒕𝒓𝒆𝒆𝒕, 𝑬) 
E represents all the other the exogenous and endogenous factors. 
The detail review of factor is shown in the Appendix. 
2.4.2 Urban Vibrancy Measures 
To measure the urban vibrancy, the method need to approach form the three components 
of vibrancy proposed in this article.  Except the human demand is generally unobservable, there 
are plenty of studies exploring methods to measure human activities and image to discuss urban 
vibrancy or related topics. 
2.4.2.1 Activities 




be unreliable because it heavily relies on human memory. As Cook and Campbell (1979) pointed 
out, people tend to report what they believe a researcher expects to see or reports what reflects 
positively on their own abilities, knowledge, beliefs, or opinions. Another concern about self-
reported data centers on whether subjects can accurately recall past behavior. Cognitive 
psychologists have warned that the human memory is fallible (Schacter, 1999); therefore, the 
reliability of self-reported data is tenuous. User-generated content on social media can also be 
considered as a type of self-reported data; however, this information is recorded immediately and 
therefore is less likely than traditional self-reported data to be affected by researchers or human 
memory. 
Another type of information recording human activity would be observational data. But in 
this method, investigators must survey, observe, and record on-site to track behavior, which makes 
it limited in time and scale. William Whyte (Whyte, 1980) tried to improve on this process by 
using time-lapse photography; however this technique still requires people to detect and analyze 
all pictures taken in the study; furthermore, research through time-lapse photography is still limited 
to daytime and, at most, the community scale. Collecting data from social media websites can 
address the deficiencies of the traditional data collection method; it allows researchers to collect 
data that is being produced during all hours of the day from around the world with detailed 
locational information.  
In previous empirical studies, travel and physical activities usually get more attention, 
partially due to they are easier to collect by letting the respondents recall the activity frequency. 
However, both types of behavior are the lack of optional, stationary and social activity content by 
Gehl(1971)’s definition, which are vital part of human behavior for a lively space, especially public 




to collect because most of them are too trivial to recall. Geo-tagged twitter data could serve as a 
proxy to observe such activities, because tweeting is a completely optional behavior, people has to 
stay at a place to post those messages, it comes from our desire for social communication with 
other people. Therefore, it could offer us more understanding of how to make a lively place.  
2.4.2.2 Image 
The urban vibrancy can also be observed through the subjective perception in our mind.  
There have been few studies directly focused on measuring vibrancy perception directly. However, 
many kinds of research for the related concept has been discussed, such as liveliness, satisfaction, 
attractiveness, happiness. The methods for measuring such perception can generally be categorized 
into two types: Perception survey and visual preference survey 
Perception survey is conducted primarily based on mail or phone survey to let the 
respondent report for the environments they are currently using or living based on their experience, 
in most cases their neighborhood (Kitamura et al. 1997, Targa and Clifton 2004). For example, the 
survey would ask a question like “do you feel the neighborhood in which you live is safe?” This 
type of method has been primarily used in travel behavior studies.  For instance, evidence on the 
association between the built environment and physical activity behavior is derived mostly from 
self-report data on individuals’ perceptions of their environments (Ross et.al, 2009) In a study of 
neighborhood perceptions and walking behavior, Clifton and Livi (2004b) ask residents about their 
subjective interpretation of the overall walking conditions as well as specific attributes of the 
environment, including traffic safety, personal security, attractiveness, sidewalks and pedestrian 
accommodations. However, besides the potential data quality issue mentioned in the previous 




the same time can introduce more bias because outcomes may be correlated with measurement 
error on the independent variable (i.e., the same-source bias problem). 
An alternative method is neighborhood audits / visual preference survey, which is mainly 
conducted by field interview or expert panel. In a visual preference survey, individuals are shown 
images or video of the environment and asked to reveal their perception for whether they view the 
place as safe, attractive, clean, etc. (Clifton, Livi Smith, & Rodriguez, 2007;Ewing & Clemente, 
2013; Ewing & Handy, 2009; Harvey, Aultman-Hall, Hurley, & Troy, 2015; Hoehner et al., 2005; 
S. Lee & Talen, 2014). Neighborhood audits enable researchers to define theoretically relevant 
measures and allow assessment of reliability and validity. However, audits are time-consuming 
and expensive to conduct largely due to the costs of travel; as a result, they are typically limited to 
small, geographically circumscribed study areas. Audits may also be perceived by residents as 
intrusive, and can involve safety problems for research staff. Some studies have conducted 
neighborhood “windshield surveys” in which researchers drive through a neighborhood to make 
observations, sometimes recording videotape for later coding. Windshield surveys may reduce 
concerns about the safety of research staff, but coding neighborhood characteristics from a moving 
vehicle provides less detail than coding on foot. Although videotape recording allows more 
detailed and careful coding, it also increases costs substantially. 
To compensate the disadvantages for such as method, google streetview has become an 
increasingly popular data source for researchers to audit the neighborhood environment perception. 
The major advantage of google streetview is globally available with high resolution. Therefore, 
the investigators are no longer required to go to the site for data collection.  It would tremendously 
decrease the research cost due to savings in travel expenditures. However, the efficiency of such 




also not applicable for large-scale study with big sample size. 
2.4.3 Big Data and Deep Learning Innovations for Vibrancy Studies 
2.4.3.1 Urban form 
The measurement of urban form is highly dependent on the nature of data sources (Clifton 
et al., 2008). Therefore, the recent trend of big data and open data will inevitably propose more 
opportunities for this topic. First is the trend of releasing open data by many governments such as 
New York, Chicago offers the public much valuable information to recognize the city. Second, 
with the spread of GPS and smartphone devices, more and more information is provided with 
geotags to report the samples exact locations. The change is shown in the equation below. 
 
D =  Sg ∗ St ∗ Rg ∗ Rt 
 
D means the data sources for urban studies. Sg means geographical scale; St means time 
range. Rt means the resolution in time, ranging from long gap like 10 years to real-time data that 
is offered every second. Rg means the geographical resolution, ranging from aggregated data at 
the state or national level to pinpoint geo-tagged data with an exact coordinate. For the change in 
big data age, except St is limited now due to the technology is newly innovated, Sg, Rg, Rt factors 
are hugely increased in the last couple of years. I believe the will cause a significant change in the 









The first chart in Figure 2.5 shows how each discipline are isolatedly associated with the 
resolution and scale of the data, summarized from Clifton et al. (2008)’s research. Therefore, 
traditionally economic research usually won’t use the measure of urban design because the scale 
is too small. Vice versa because the resolution would be too low. However, as shown in the second 
figure, the feature of big data offered research the data with high resolution and scale at the same 
time, such as geo-tagged social media will have exact geo-location and exact send time. Thus, 
when using the new data sources for urban studies, the requirement of each discipline’s metric 
would be satisfied at the same time, offering opportunities of the new research area.  
2.4.3.2 Activities 
In general, the researches using the newly emerged social media data has suggested our 
online behavior data is related to our real-world activity, however, there are few studies that have 
attempted to use this big data from empirical perspective to discuss its relationship with built 
environment. In contrast, many empirical planning studies that focusing the relationship between 
built environment and human behavior are limited by their traditional data sources. Therefore, this 
paper attempts to increase our understanding on the association between the built environment and 
human behavior by using social media data in ways that using traditional survey data cannot 
achieve. 
Moreover, modern smartphones with location-sensing technologies like GPS can 
automatically identify a user's current location and help users to write Twitter messages, commonly 
referred to as "tweets," with geotagged information. The ease of location-based social networking 
through services like Twitter started the trend of sharing and communicating from all over the 




noticed this new behavior and the considerable potential of its data to transform traditional 
analytics; some refer to the phenomenon of posting geotagged data as “volunteered geographical 
information” (Goodchild, 2007).   
A growing number of quantitative studies have indicated that behavior on social networks 
in the virtual world is related to our activities in the physical world. Lee and Sumiya (2010) made 
an early attempt to develop a geo-social event detection system to monitor unusual crowd events 
in Japan via Twitter. In recent years, studies about this relationship between built environment and 
human behavior using social media information have become increasingly popular and diversified, 
proving that social media can be used as a reliable source of data to study human behavior across 
a range of fields. Crooks et.al (2013) analyzed the spatial and temporal characteristics of tweets 
responding to an earthquake that occurred on the East Coast of the United States; these researchers 
found that Twitter data allowed for the identification and assessment of the impact area of the 
earthquake event. Rosler and Liebig (2013) proposed a segmentation method of dividing a city 
into clusters based on activity profiles using geotagged data from Foursquare, a social networking 
service that allows users to “check-in” to places they visit; the results from this study show check-
ins were clustered in distinct areas known for different activities like nightlife or work. Hawelka 
et.al (2014) analyzed geo-located Twitter messages to uncover global patterns of human mobility. 
These authors found that Twitter data is “exceptionally useful” for understanding and quantifying 
global mobility patterns. Widener and Li (2014) found a significant association between the 
content of geotagged tweets about unhealthy foods and the income levels in surrounding areas. 
Malleson and Andresen (2014) believe Twitter data is more useful sources to measure the mobile 
population at risk, considering the violent crime. By correlating Twitter with UK census data, 




The field of urban planning has also recognized the potential benefits of using social media 
data to study human activity. Evans-Cowley (2011) analyzed information posted on Twitter to 
facilitate public participation for the Strategic Transportation Mobility Plan (STMP) of Austin, 
Texas. Schweitzer (2014) examined sentiment towards public transit on social media websites like 
Twitter and how sites like Twitter influence the tone of public comments. Lansley and Longley 
(2016) classified geotagged tweets from Inner London to provide geo-temporal Twitter profiles of 
behavioral and social attitudes. Nadai et al. (2016) used mobile phone data to test Jane Jacobs’s 
four urban form conditions for urban vibrancy and found those conditions to be indeed associated 
with urban life. 
2.4.3.3 Images  
The development of techniques also improves the potential information of vibrancy 
perception at both data collection aspects. The crowd-sourcing and online survey method now 
allows researchers to conduct neighborhood cognition audits by a very large group of volunteers 
online. Therefore, the sample would be much large than the traditional survey methods. In the MIT 
place pulse project (Dubey et.al, 2016; Salesses et.al, 2013), the team build a website online that 
shows two random selected google streetview images and ask question like “which place looks 
safer” The research team final collected more than one million votes for about a hundred thousand 
places in the world. Even the anonymous nature of the review might lead to potential bias, these 
issues could be controlled by collecting more information about the respondents. With such data 
the deep learning techniques also could help build a model to automatically classify the potential 
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CHAPTER 3: BUILT ENVIRONMENT AND SOCIAL ACTIVITY: EXPLORING THE 
RELATIONSHIP BETWEEN PLACE PATTERN AND TWEETING IN CHICAGO 
3.1 Introduction 
Human activity patterns have consistently evolved with technological advancements. For 
example, during the past 30 years, the internet and social media have increasingly connected 
people with each other. Ofcom (2015) reported that internet users older than 16 years spent more 
than twenty hours online each week; moreover, the amount of time spent online had significantly 
increased since 2005, when it was estimated at about ten hours per week. A report by Global Web 
Index (2015) states that a typical internet user spends 1.77 hours per day on social networking 
websites. This new type of activity, social media behavior, has rapidly become a crucial part of 
our lives and a behavioral change that researchers cannot ignore. 
Improving built environments to better support human activities has become a central goal 
of urban planning. Lynch and Rodwin (1958) proposed, “understanding the varied effects of 
different physical forms, and of the locations of human activities in relation to physical form, is or 
should be the principal analytical skill of the physical planner.” However, with the development 
of internet and mobile network, social interaction is no longer constrained by the extent of 
accessibility to physical infrastructure, and people are electronically communicating 
by posting messages wherever adequate mobile phone service exists.  
Given these changes in technology, does the built environment still shape human activities? 




fundamentally change society by breaking the historical link between physical location and human 
social interaction. This notion has been challenged by many scholars (Humphreys 2010; Moores 
2012), and, therefore, it would be useful to determine whether and/or how much the spatial 
components of the built environment matter in the distribution of this new type of human activity. 
Therefore, this study focused on the following two research questions.  
1. If people have the ability to digitally connect from any place and at any time, do the 
characteristics of the built environment influence social media behaviors?  
2. If the characteristics of the built environment relate to the extent of social media behavior, 
which of those characteristics significantly relate to those behaviors? 
This study used geotagged data from Twitter (in this study, Twitter messages are referred 
to as “tweets” and the behavior is referred to as “tweeting”), a globally popular message-based 
social networking service. We capitalized on Twitter’s massive amount of publicly available data 
to improve our understanding of the influence of physical form on human behavior. To that end, 
we investigated whether the built environment and spatial layout of a city (Chicago) were 
associated with tweeting, where tweeting spatially clustered, and the characteristics of the built 
environment closely associated with social networking (tweeting).  
Section 2 this paper presents a review of previous studies on the relationship between built 
environment factors and human activities. Section 3 explains our methodology in GIS used to 
develop the quantitative urban form metrics. We analyzed a fixed set of variables expected to 
influence tweeting as main effects and their interactions: density, variety, permeability, attraction, 
and socio-demographic characteristics. We identified hotspot locations in Chicago to compare the 
distribution of tweets to the density of food establishments in an aggregated grid framework with 




four built environment factors, their interaction terms, and the socio-demographic variables to 
tweet counts per person in every census block group of Chicago. Then, we report the results in 
Section 4, which indicate that most of the study’s built environment metrics related to the 
distribution of tweets. Section 5 discusses and Section 6 draws conclusions about the findings, 
which suggest that the historical theory of urban form and built environment could apply to 
geotagged tweeting.  
3.2 Literature Review 
3.2.1 A new source of data 
Modern smartphones with location-sensing technologies, such as GPS, automatically 
identify users’ current locations and help them to tweet using geotagged information. The ease of 
using location-based social networking through online communication services, such as Twitter, 
initiated a trend in sharing and communicating on a global scale, a phenomenon commonly 
referred to as “Web 2.0” (O’Reilly 2009). Scholars in many fields have noted this new behavior, 
that the data have considerable potential for transforming historical analytics, and some scholars 
have referred to the phenomenon of posting geotagged data as “volunteered geographical 
information” (Goodchild 2007).  
Numerous quantitative studies have found that individuals’ behaviors on social networking 
sites in the virtual world related to their activities in the actual world. Recent studies about the 
relationship of the built environment to human behaviors have become increasingly popular and 
diverse, which demonstrates that social media can provide reliable data for studying human 
behaviors in a variety of disciplines. Lee and Sumiya’s (2010) study was an early attempt to use 




Japan. Crooks et al. (2013) analyzed spatial and temporal characteristics of tweets that responded 
to an earthquake that hit the east coast of the United States and found that Twitter data allowed 
them to identify and assess the earthquake’s impact area. Rosler and Liebig (2013) proposed 
dividing a city into clusters using a segmentation method based on activity profiles from geotagged 
data collected from Foursquare, a social networking service in which users can virtually complete 
a check-in process. They found that check-ins clustered in distinct neighborhoods known for 
particular activities, such as clubs and workplaces. Hawelka et al.’s (2014) study on geolocated 
tweets and global patterns of human mobility found that Twitter data was “exceptionally useful” 
for understanding and quantifying global mobility patterns, and Malleson and Andresen (2014) 
argued that Twitter data are useful for measuring mobile populations at risk of violent crime. 
Widener and Li (2014) found a significant association between geotagged tweets about unhealthy 
foods and income in surrounding areas, and tweets were established as a valid indicator in general 
for human activities in Steiger’s (2015) study on tweets and United Kingdom census data.  
Urban planners have recognized some potential benefits of using social media data to study 
human activities. Evans-Cowley (2011) analyzed tweets to facilitate public participation in the 
Strategic Transportation Mobility Plan of Austin, Texas, in the United States. Schweitzer (2014) 
examined attitudes toward public transit expressed in tweets and the influences of Twitter on the 
tone of public comments. Lansley and Longley (2016) classified geotagged tweets from the twelve 
Inner London boroughs to develop geo-temporal Twitter profiles of behavior and social attitudes. 
Nadai et al. (2016) used mobile phone data in Italy to test Jane Jacobs’ four urban form conditions 
for urban vibrancy and found that those conditions related to aspects of urban life. 
3.2.2 Relationships between urban form and human activities 




behaviors. Challenging the conventional planning paradigm, Jacobs (1961) argued that mixed land 
uses, small block sizes, varying building sizes, and population density are essential to creating 
lively places to live. Over time, these ideas became the foundation of placemaking theories. Whyte 
(1980) took the ideas a step further by using time-lapse photography to record and analyze social 
life in New York’s public spaces. He found that crowds drew people to public spaces, and, 
additionally, water, trees, and food positively influenced an area’s vitality. Lynch (1984) proposed 
a normative theory as a framework for high-quality urban forms, including vitality, sense, 
fit, access, control, efficiency, and justice. Gehl (1987) deeply analyzed the relationship between 
urban form and human activity by devising three sub-types of activity as those that are necessary, 
optional, or social, and he suggested that optional and social activities were more strongly 
influenced than necessary activities by the built environment, apparently because of the 
compulsory nature of necessary activities. Ten years later, Montgomery (1998) summarized the 
literature and proposed twelve physical conditions necessary to placemaking, and, recently, Metha 
(2007) followed Whyte to record Boston’s street life and found that people seemed equally 
concerned with the social, physical, and land-use aspects of the streets.  
Scholars also have examined relationships between the built environment and human 
activity regarding travel behaviors and other physical activities. Cervero and Kockelman (1997) 
identified associations between density, diversity, and accessibility of the built environment with 
travel demand, which became a framework refined by later studies through the inclusion of 
destination accessibility, distance to mass transit, and demographic characteristics. The framework 
subsequently developed into the so-called “6Ds” theory, which has been confirmed by more than 
50 studies (Ewing and Cervero 2010). Using data on twenty streetscape characteristics on 588 New 




that significantly and positively related to the streets’ pedestrian counts. A theoretical framework 
to explain the process by which the built environment influences physical activity patterns was put 
forth by Handy et al. (2002) and numerous subsequent studies have applied and supported it 
(Brownson et al. 2009; Ewing et al. 2008; Hoehner et al. 2005; Popkin, Duffey, and Gordon-Larsen 
2005). 
These studies on the relationships between aspects of the urban built environment and 
human activities might be enhanced by analyzing social media data, such as tweets. For example, 
these studies frequently used self-reported data to measure human activities, but that can be an 
unreliable approach because self-reports heavily depend on accurate human recall. Cognitive 
psychologists warn that human memory is fallible (Schacter 1999), so the reliability of self-report 
data is variously (and not measurably) tenuous. User-generated content in social media could be 
considered self-report data, but, because it is immediately recorded, recall problems are minimized. 
Cook and Campbell (1979) pointed out that social desirability bias, in which respondents tend to 
report what they believe a researcher wants to hear or what reflects well on their abilities, 
knowledge, beliefs, or opinions, is a problem for accuracy.  
Observation data collection is a conventional way to record human activities, but the 
method is limited regarding time and scale because investigators must survey, observe, and record 
on-site to track behaviors. Whyte (1980) tried to improve this method using time-lapse 
photography; however, this technique still requires researchers to process and analyze all of the 
photographs in the study, its use is limited to daylight hours, and its scope is, at most, at the 
community level. Collecting online social media data might overcome the weaknesses of 
conventional data collection methods because researchers can obtain real-time data twenty-fours 




Furthermore, previous empirical studies on travel behavior or other physical activities 
lacked data on necessary, optional, and social activities, although these distinctions are vital to 
understanding human behaviors in lively, particularly public, spaces (Gehl 1987; Whyte 1980). 
Data on these activity types is difficult to collect because most of the relevant activities are trivial, 
forgettable, to poorly recalled. On the other hand, geotagged tweets might function as proxies for 
direct observations of human activities because tweeting is completely optional, people are 
stationary while posting tweets, and tweeting stems from the human desire for communicate with 
other people. Therefore, Twitter data has the potential to deepen our knowledge about creating and 
developing lively places.  
In sum, the results of studies that use online social media data suggest that virtual behavior 
is related to actual activity. However, only a few studies have used such data to study empirical 
relationships between social media activity and the built environment. Many of the empirical urban 
planning studies were limited by deficiencies in their historical data sources. Therefore, this study 
aimed to build knowledge about the relationship between the built environment and human 
behavior by employing social media data to overcome the limitations of survey data. 
3.3. Material and Methods  
3.3.1 Study area and independent variables 
The study site was delineated by the municipal boundary of Chicago, Illinois (Figure 1), 
and the data were collected from Chicago’s municipal government. To obtain a representative 
sample of tweets, Twitter’s Public Stream API was used to collect geotagged tweets.i The tweet 
data were collected between June 1 and August 1, 2015. The summer months were chosen to avoid 




and to obtain a sample representative of daily life in the general population. Census block group 
(CBG) boundaries determined the units of analysis, and all of the data were aggregated to that 
level. The CBG is the smallest aggregate unit for which sociodemographic and built environment 
data were available. The dependent variable was the number of tweets per person by CBG. The 
dataset comprised 430,494 tweets in approximately 10,000 CBGs.  
 
Figure 3.1 Research area and the distribution of tweets 
3.3.2 Independent variables: The built environment  
Table 1 lists and describes the variables measuring the built environment of Chicago at the 
CBG level. Data were primarily collected from the following sources: Carolina Population Center 
at the University of North Carolina at Chapel Hill, 2014 United States Census, and Smart Location 






System (GIS) data on food establishments were collected from Dun and Bradstreet. Census 2010 
data were used to calculate the age indicator on residents born between 1980 and 2000. 
 
Table 3.1 Measured built environment featur 
Dimension Factors Definition Source 
Density  
Residential density Population density (people/acre)  SLD 
City sub center 
If the CBG is located in city sub-center 
boundary A 
Variety 
Land use mix (5- employment 
entropy) 
5-tier employment entropy (denominator 





Auto-oriented intersections per square 
mile SLD 
Multi-modal intersection 
density  Multi-modal intersections per square mile SLD 
Pedestrian-oriented 
intersection density 
Pedestrian-oriented intersections per 
square mile SLD 
Street connectivity Index of Street Connectivity  A 
Transit accessibility 
Distance from population weighted 
centroid to nearest transit stop (meters) SLD 
Attraction 
Food establishment density 
The number of D&B per the population 
within a CBG A 
Density of park The percentage of park area within a CBG A 
Density of bike lane and trail 
The amount of bike and trail lanes 
(feet/acre) within a CBG A 
Interaction 
Density * Land use mix A 
Density * Food establishments A 
Auto-oriented intersections density * Residential density A 
Multi-model intersections density * Residential density A 
Pedestrian-oriented intersections density * Residential density A 
Confounding 
Variables 
Percentage of Millennials Proportion of people at age 15-34 A,C 
Vehicle ownership 
Percent of two-plus-car households in 
CBG SLD 
Percentage of low wage 
workers (home location) 
# of workers earning $1250/month or less 
(home location), 2010 SLD 
Percentage of low wage 
workers (work location) 
# of workers earning $1250/month or less 
(work location), 2010 SLD 
 
Equation 1 shows the analytical model of the variables on the built environment.  
𝑇𝐶 =  𝛽0 + 𝛽1 ∑ 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 +  𝛽2 ∑ 𝑉𝑎𝑟𝑖𝑒𝑡𝑦 + 𝛽3 ∑ 𝑃𝑒𝑟𝑚𝑒𝑎𝑏𝑖𝑙𝑖𝑡𝑦 + 𝛽4 ∑ 𝐴𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 +





where TC represents the tweet count of the CBG and Zi represents the control variables. The 
rationale used to select the variables was as follows. 
3.3.2.1 Density 
Jacobs (1961) and Gehl (1987) argued that the vitality of urban areas depends on dense 
concentrations of people. Transportation studies have found that high-density residential areas 
with sufficient accessibility to various activities, such as shopping and attending school, facilitated 
social interaction (Ewing and Cervero 2010; Song, Popkin, and Gordon-Larsen 2013). These types 
of social interaction tended to increase the popularity of given places. At the neighborhood level, 
density usually is measured by dividing a variable of interest, such as size of residential population, 
number of residential units, employment figures, or building floor area, by a unit of area. This 
study used two measures of density: (1) residential density, which was a ratio of the number of 
housing units per acre; and (2) employment density, indicated with a dummy variable, where 1 = 
the CBG is within the Employment Subcenter boundary of Chicago and 0 = outside that boundary. 
Employment Subcenters are comprehensive indicators of employment density. See Appendix A 
for a detailed description of these variables. 
3.3.2.2 Variety 
We defined the term “variety” to mean a variety of distinct land uses and activities in close 
proximity to other distinct land uses. Many studies have found that variety facilitated walking, 
cycling, and fewer vehicular miles traveled (Song, Popkin, and Gordon-Larsen 2013), and it 




could be measured by the extent of the mix of land uses. In this study, the mix of employment 
types indicated the mixed land use because employment type relates to the type of land use and 
the intensity of land use, which are appropriate for measuring variety in densely populated cities, 
such as Chicago. 
Several algorithms exist to measure urban mixed land use. Song, Merlin, and Rodriguez 
(2013) reviewed the most common ways to measure it, including the percentage and exposure 
index; the Atkinson index; balance, entropy, and Herfindahl-Hirschman indices; and the 
dissimilarity and Gini indices. We identified the entropy index as the most appropriate method for 
this study because it accommodates more than three types of land use. We used the following five-
tier employment entropy equation to measure mixed land use. 
5 − 𝑡𝑖𝑒𝑟 𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = −
𝐸
𝐿𝑛(𝑁)
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Eq. 2 
The employment type categories were based on the North American Industry Classification 
System (NAICS) (Appendix B). Data were as of 2010. N represents the number of employment 
types (employment > 0) in a CBG, E5ret10 indicates the total employment in the retail sector, E5off10 
indicates the total employment in the office sector, E5ind10 represents the total employment in the 
industrial sector, E5svc10 represents the total employment in the service sector, and E5ent10 is total 





Permeability is about the extent of connectivity of street networks. Highly permeable 
networks are dense urban grids of highly interconnected streets and low permeability is straight 
streets and sparse suburban networks of curving streets that form loops and dead ends (cul-de-
sacs). According to Benfield et al. (1999), permeability positively relates to ease of travel, which 
increases the probability that people will use non-automobile travel modes, such as cycling, 
walking, or mass transit. Therefore, permeability relates to the extents of various human activities. 
Street network and street block data usually measure permeability. Song (2004, 2013) and Ewing 
and Cervero (2010) summarized numerous ways to measure permeability, and this study employed 
five such measures. The categorization of intersection types was based on the EPA’s Smart 
Location Data (Ramsey, K., & Bell, A., 2014), and the types are listed in Appendix C. 
1. Auto-oriented intersection density was measured as the ratio of auto-oriented 
intersection counts per acre. 
2. Multi-mode intersection density was measured as the ratio of multi-mode intersection 
counts per acre.  
3. Pedestrian-oriented intersection density was measured as the pedestrian-oriented 
intersection counts per acre.  
4. Street connectivity was a metric derived by comparing the number of nodes 
(intersections) to links (connections between nodes) in CBG, where higher connectivity values 
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Eq. 3 




subtracting the number of pseudo-nodes from the total number of road segments in a road network. 
V represents number of nodes (intersections), computed by subtracting the number of pseudo-
nodes from the total number of nodes in a road network. Higher values mean more 
connectivity/accessibility of a street. 𝐶𝑜𝑏𝑠 represents the ratio of observed to maximum possible 
route alternatives between nodes (circuitry; the circuit is present when L > V-1). 𝐶𝑚𝑎𝑥 is the 
maximum possible number of circuits in the maximum number of links, or 3 (V-2), minus the 
number of links in a minimally connected network, or V-1: Thus, 𝐶𝑚𝑎𝑥 = 3 (V-2) - (V-1) = 2V-
5. 
5. Mass transit accessibility was measured as the distance from population-weighted 
centroids to the closest mass transit station. According to Song and Knaap (2004), mass transit 
service might be an important way to measure pedestrian accessibility. Some previous studies 
suggested that decreasing the distance to mass transit stations would decrease vehicular miles 
traveled and increase pedestrian activities (Ewing and Cevero, 2010), which might relate to 
geotagged tweeting. Moreover, mass transit stations might function as activity nodes and gathering 
places for local residents (Alexander, Ishikawa, and Silverstein 1977), which, in turn, might relate 
to tweeting.  
3.3.2.4 Attraction  
Attraction reflects a place’s characteristics that draw people to it. Previous studies have 
considered attraction three ways: (1) the attractive power of food and social life (Jacobs 1961; 
Newman and Burnett 2013; Whyte 1980), (2) the attraction of fitness and physical exercise 
activities (Handy et al. 2002; Li et al. 2009), and (3) the attraction of recreational and other leisure 




dimensions of attraction.  
1. Food density was measured as the ratio of food establishments per acre. 
2. Physical activity density was measured as the number of miles of bike lanes plus the 
number of trails per acre. 
3. Recreational percentage was the proportion of parkland area in a CBG.  
3.3.2.5 Interaction effects 
In addition to their main effects, we believed that the effects of density, variety, 
permeability, and attraction on tweeting might be interaction effects. Interaction effects in this 
study reflected the amplification of the variables’ effects because of their relationships to each 
other. Interaction effects have frequently been mentioned in previous studies, but they rarely were 
tested. Alexander (1977) pointed out, “Each pattern can exist in the world, only to the extent that 
is supported by other patterns.” Many other scholars (e.g., Jacobs, 1961; Lynch, 1980; 
Montgomery 1998; Condon, 2010) have noted that the dependence and interaction effects between 
urban form factors are crucial for promoting urban vibrancy. However, these scholars generally 
framed interactions in general and qualitative ways to emphasize that all urban form factors are 
necessary to keep that interaction between them. 
To avoid statistical multicollinearity in the analytical model, we sparingly included 
interaction terms; specifically, we tested three interaction terms of the urban form metrics: (1) 
residential density and mixed land use, (2) residential density and auto-oriented intersection 
density, and (3) residential density and food density. Jacobs (1961) and Whyte (1980) each 
considered the interaction effect of population density and mixed land use, and both of them 




stronger in densely populated areas. The interaction effect between residential density and food 
density was selected because this relationship was frequently discussed in previous studies (Li et 
al. 2009; Popkin, Duffey, and Gordon-Larsen 2005). Food density also might be a complimentary 
measure for mixed land use. The interaction effect between residential density and auto-oriented 
intersection density was selected because of the negative influence of automobiles on tweeting. As 
a result, three interaction effects were analyzed in the study as follows. 
1. Auto-oriented intersection density × residential density 
2. Multi-mode intersection density × residential density 
3. Pedestrian-oriented intersection density × residential density 
3.3.2.6 Control variables 
Differences in socio-demographic characteristics might influence variations in human 
behaviors (Ewing and Cevero, 2010). Therefore, to control for the effects of individual 
characteristics, we included several variables in the analysis (Table 3.2). To control for the effects 
of age, we included an indicator of the proportion of young adults aged 15 to 35 years (born 
between 1980 and 2000) in the study area by CBG. Income effects were assessed using the 
proportion of low-wage workers in each CBG by workplace and residence in 2010. We also tested 
a variable indicating household vehicle ownership as the proportion of households with two or 
more automobiles. 
Table 3.2 Summary statistics 
Dimension Factors Obs Mean Std. Dev. Min Max 
Dependent 
Variable 
Tweet Count 2,165 157.3 1,064.15 0 39,169.00 
Density  Population density 2,165 35.4 39.13 0 938.84 
City Sub Center 2,165 0.2 0.40 0 1.00 
Variety Land use mix (5- 
employment entropy) 




Permeability Intersection density of 
auto-oriented intersections  
2,165 1.3 6.05 0 80.48 
Intersection density of 
multi-modal intersections  
2,165 29 33.30 0 321.60 
Intersection density of 
pedestrian-oriented 
intersections 
2,165 86 93.59 0 1,387.03 
Transit Accessibility 2,165 239 128.29 0 1,108.19 
Street Connectivity 2,165 2,741 518.21 1 3,637.00 
Attraction Density of Food 
establishment 
2,165 0.9 0.12 0 5.00 
Density of park 2,165 0.03 0.10 0 0.87 
Density of bike-lane and 
trail 




Percentage of low wage 
workers (home location) 
2,165 0.2 0.06 0 0.41 
Percentage of low wage 
workers (work location) 
2,165 0.3 0.19 0 1.00 
Vehicle Ownership 2,165 0.3 0.19 0 0.92 
Percentage of Millennials 2,165 0.3 0.12 0 0.94 
3.3.3 Hotspot analysis 
Hotspot analyses reveal statistically significant clusters of activity with large values 
(hotspots) and small values (cold spots). It has widely been used in urban studies to display spatial 
distributions of various incidents, such as crimes (Craglia, Haining, and Wiles 2000), land prices 
(Paez, Uchida, and Miyamoto 2001), enterprises (Currid and Williams 2010), and urban sprawl 
(Hamidi et al. 2015). The Hot Spot Analysis tool of ArcGIS computes a Getis-Ord Gi* statistic 
(Getis and Ord 1992; Ord and Getis 2010) for each unit of a chosen activity to obtain evidence of 
spatial patterns. The resultant z-scores display spatial clusters of large and small values. Large z-
scores indicate intense clustering, and statistical significance is indicated by p-values. To be 
considered a statistically significant hotspot, an activity should have a large z-score (high value) 
and be surrounded by other activities with high values.  
Hotspot analysis is uniquely modeled to fit the data of the activity of interest. In this study, 
tweets and food density were point features, and we created a 100-m × 100-m resolution grid. The 




points inside the boundary, so we set a one-mile buffer zone adjacent to the city’s boundary (and 
all grids), and the extended areas were included in the estimates. For the density and mixed land 
use variables, the hotspots’ values were computed at the CBG level. This method can reveal more 
spatial cluster patterns of tweets and built environment characteristics than map visualizations, 
which improves our ability to visually examine the spatial associations. 
3.3.4 Negative binomial models with exposure 
Four negative binomial models were used to estimate the relationships between 
characteristics of the built environment and tweets. First, tweets were regressed on all of the 
variables that were in interaction terms, all of the interaction terms, and exposure components 
(Model 1). Then, a model was estimated without the interaction terms (Model 2). Model 3 omitted 
the exposure components, which were separately estimated in Model 4. Last, the variables were 
standardized and their effects were estimated in Model S to obtain comparable standardized 
coefficients. 
3.3.4.1 Regression analysis for count dataii 
The analytical methods used in this study were chosen based on the distribution of data in 
the dependent variable, which were nonnegative integers with an infinite upper limit in a discrete 
distribution. No count values were negative, only a few CBGs had large numbers of tweets, and 
most CBGs had relatively low tweet counts. The assumptions of ordinary least square regression 
were violated in this case. Specifically, the dependent variable was not normally distributed, and 
the error term was neither homoscedastic nor normally distributed. When a dependent variable 




binomial regression. Both methods have been used to analyze count data for policymaking (Berke 
et al. 2015; Manville 2013; O’Connell 2009), restaurants (Raja, Changxing Ma, and Yadav 2008), 
on traffic accidents (Dumbaugh and Rae 2009; Marshall and Garrick 2011), and for pedestrian 
counts (Ewing et al. 2015; Rodriguez, Brisson, and Estupinan 2009). 
Poisson regression and negative binomial regression differ in their assumptions about the 
distribution of the dependent variable. A standard Poisson count model assumes that the 
conditional variance of the distribution is equal to its expected value. When the variance 
assumption of the Poisson model is violated, but the link function and choice of predictors are 
correct, estimates of beta (β) are consistent and the standard errors are likely to be inaccurate. A 
negative binomial regression model is appropriate when the dependent variable is over-dispersed, 
meaning that the variance of the values is greater than the distribution’s mean. Because the 
negative binomial distribution contains an extra parameter, it is a robust alternative to the Poisson 
model (Long, 1997; Long & Freese, 2006). The dispersion problem of Poisson regressions was 
examined using a test developed by Cameron and Trivedi (1990). The results found a statistically 
significant dispersion value of 326.312, indicating that the Poisson regression was over-dispersed. 
Therefore, we employed the negative binomial regression model to ensure statistical validity of 
the results. 
3.3.4.2 Exposure of the negative binomial model 
This study’s unit of analysis, the CBG, varies in area and size of the residential population. 
Therefore, we normalized the tweet counts to a ratio value of tweets per person. Because the 
Poisson regression did not allow the count value to directly be divided by residential density, 




regression, this is handled as an offset in which the Exposure variable is on the right side of the 
equation, but it has a parameter estimate (for log (Exposure)) constrained to one. 
The following equation was employed. 
log (𝐸(𝑌|𝑥)) = 𝑙𝑜𝑔(𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒) +  𝜃′𝑥  
This implies: 
log(𝐸(𝑌|𝑥)) − 𝑙𝑜𝑔(𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒) = log (
𝐸(𝑌|𝑥)
𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒
) =  𝜃′𝑥                        
Eq. 4 
3.3.4.3 Standardized coefficients of negative binomial models 
Because the variables were variously scaled, we further calculated standardized 
coefficients of the results. Standardized coefficients are estimates of the effects of independent 
variables standardized to be normally distributed with means of zero and variances of one. A 
standardized coefficient is interpreted as the number of standard deviations a dependent variable 
changes per standard deviation increase in a given predictor variable. Standardized coefficients are 
generally used in multiple regression analyses with multiple independent variables measured in 
different types of units. We transformed all of the variables into their standardized forms (z-scores) 
based on the following equation. 
Zi =  
𝑥𝑖−?̅?
𝑠
                                                                                                      
Eq. 5 
In this equation, 𝑥𝑖 is the value of each observation, ?̅? is the sample mean, and 𝑠 is the 







The tweet clusters revealed by the analysis are shown in Figure 3.2. Tweets were 
distributed throughout the study area, but most of the tweeting spatially clustered in a few locations. 
For further analysis, we clipped the map of the downtown area (Figure 3) and used Google Maps 
to locate the major points of interest in the downtown area. Two types of hotspots emerged: famous 
attractions of Chicago, such as parks (Millennium Park), cultural facilities (Art Institute of 
Chicago), retail centers ( Magnificent Mile neighborhood), and other tourist destinations (Roslyn 
& Seymour Simon Circle and Chicago’s City Hall), and clusters of bars and restaurants, such as 
those around West Hubbard Street or West Adams Street (Figure 3.3: 6 and 7).  
 







Figure 3.3 Hotspots in the downtown area. 
Key: Hotspots with one destination: 1 = Millenium Park, 2 = Art Institute of Chicago, 3 = 
Magnificent Mile, 4 = Roslyn & Seymour Simon Circle, and 5 = Chicago City Hall; 6–9 = hotspots 
without anchor destinations 
In Figure 3.4, the spatial distribution of tweet clusters clearly relate to food density, both 
of which heavily clustered in the downtown area and along several corridors in the northern section 













more than tweets did, implying that food density was just one factor that related to tweeting.  
 
Figure 3.4 Hotspots of food establishment 
However, the spatial association between tweet clusters with density and mixed land use 
was not clear (Figure 3.5). We propose that the interaction effect might help to explain this 
vagueness. To test that hypothesis, we performed a negative binomial regression analysis, and 





Figure 3.5 Comparison of tweets, density and land use mix hot spots 
3.4.2 Negative binomial regression results 
Consistent with our expectation, the negative binomial model was a better fit to the data 
than the Poisson regression model, and the results of the negative binomial regression analysis are 
shown in Table 3.3. The full model had a smaller Bayesian information criteria (BIC) than the 
model without the interaction terms or the Exposure variable, which means that it is necessary to 
include interaction terms between the factors and normalize the tweet count values to ratio values 
in analyses of tweets. Most of the independent variables were statistically significant, indicating a 
strong relationship between the built environment and the extent of tweeting. 
Table 3.3 the result of Negative Binomial models 
Dimension Factors 
Model S: 













Residential density -0.182*** -0.012*** -0.004*** -0.010*** 
City sub center 0.228*** 0.569*** 0.481*** 0.420*** 
Variety 
Land use mix (5- employment 
entropy) 




0.270*** 0.056*** 0.040*** 0.049*** 
Multi-modal intersection 
density 
-0.001 0.000 0.001 0.000 
Pedestrian-oriented intersection 
density 
0.156*** 0.002*** 0.001*** 0.002*** 








Street connectivity 0.077*** 0.000*** 0.000*** 0.000*** 
Attraction 
Food establishment density 0.778*** 4.449*** 6.927*** 2.614*** 
Park density 0.123*** 1.180*** 1.039*** 0.697** 
Bike lane and trail density 0.157*** 0.008*** 0.007*** 0.008*** 
Interaction 
Effects 
Density * Land use mix 0.056* 0.005*   0.001 
Density * Food establishments 0.428*** 0.128***   0.140*** 
Auto-oriented intersections * 
Land use mix 
-0.108*** -0.001***   -0.000*** 
Multi-modal intersections * 
Land use mix 
0.002 0.000   0.000 
Pedestrian oriented 
intersections * Land Use Mix  
-0.018 0.000   0.000 
Confounding 
Percentage of Millennials 0.042 0.342 0.34 1.325*** 
Vehicle ownership -0.229*** -1.228*** -1.258*** -0.937*** 
Percentage of low wage 
workers (home location) 
-0.164*** -2.939*** -3.091*** -3.189*** 
Percentage of low wage 
workers (work location) 
-0.067*** -0.349*** -0.308** -0.346*** 
Constant   -2.762*** -2.675*** -2.788*** 3.960*** 
BIC   22938.48 22938.48 22968.6 23037.61 
Note:   *p<0.10 **p<0.05 ***p<0.01 
3.4.2.1 Density 
Residential density and employment density were significantly related to tweet counts. The 
negative coefficient on residential density indicates that, net of the effects of the other independent 
variables, tweeting was less likely to occur where the residential density of single-family homes 
was high. When the model included the interaction terms, the negative effect of residential density 
on tweets was mitigated by increasing mixed land use, decreasing auto-oriented intersection 
density, increasing food density in an area, or some combination thereof. When the effects of the 
interaction terms were controlled for, the negative effect of residential density on tweets decreased 
from -0.004 to -0.012, indicating that the negative influence of high residential density would be 
stronger because of its interaction effect with the other variables. This finding is consistent with 
historical urban planning theory claiming that single-use, high-density residential areas with no 
accessible public places discourage human interaction. The positive effect of employment density 




3.4.2.2 Variety (mixed land use) 
Mixed land use positively related to tweets in all of the models, implying that tweeting is 
strongly associated with areas where there are multiple as opposed to single employment types. 
Figure 3.6 illustrates that the influence of mixed land use on tweets was just 0.076 in low 
residential density areas (about zero housing units per acre). However, in average residential 
density areas (about 35.4 housing units per acre), the effect size was almost three times are large 
(b = 2.056). In areas with the maximum residential density (938.82 housing units per acre), the 
effect of mixed land use was as high as b = 52.64. 
 
Figure 3.6 the interaction effect of land use mix and residential density 
3.4.2.3 Permeability 
Auto-oriented intersection density, pedestrian-oriented intersection density, and street 
connectivity were significantly related to tweets. The interaction effect between residential density 
and auto-oriented intersection density also was statistically significant. Therefore, as shown in 




this influence was weaker in areas with high extents of mixed land use. The positive coefficients 
on pedestrian-oriented intersection density and street connectivity suggest that people preferred 
tweeting in pedestrian-friendly and well-connected spaces because tweets were higher in those 
spaces. However, the interaction effect between pedestrian-oriented intersection density and mixed 
land use was not statistically significant; therefore, the positive influence of pedestrian-oriented 
intersection density depended on the extent of mixed land use in that area. Last, although the main 
effect of multi-mode intersection density was not statistically significant, its interaction with mixed 
land use was significant, meaning that multi-mode intersections do not directly influence tweeting, 
but they influence (strengthen) the effect of mixed land use on tweets. Mass transit accessibility 
was not significant, which likely reflects a preference for walking or immobility while tweeting. 
 
Figure 3.7 the interaction effect of auto-oriented intersection density and land use mix 
3.4.2.4 Attraction 
Food density positively related to tweets probably because food establishments offer 
opportunities to tweet. This finding supports the results of the hotspot analysis and Whyte’s (1980) 
qualitative studies. The interaction term between food density and residential density was 




shown in Figure 3.8, the influence of food density on tweets in average residential density areas 
(about 35.4 housing units per acre) was 15.92, which was almost 20 times the effect in areas with 
zero residential density (0.778). In areas with the maximum residential density (938.82 housing 
units per acre), the effect size was very large (402.593). The measures of physical activity density 
and recreational percentage also were statistically significant and positively related to tweets, 
indicating that tweets were higher in areas with relatively more cycling and walking opportunities 
and relatively more parkland per acre. 
 
Figure 3.8 the interaction effect of food establishment density and residential density 
3.4.2.5 Control variables 
Household vehicle ownership negatively related to tweets, but age (the percentage of young 
adults born between 1980 and 2000) was not statistically significant in Model 1; thus, after 
controlling for the effects of the other factors, including the built environment, age did not 
influence tweets. This was somewhat unexpected because tweeting is often expected to be more 




indicates that these people were less likely to tweet. 
3.4.3 Standardized regression results 
The standardized statistical effects of all of the independent variables on tweets were 
ranked in descending order of strength using the standardized coefficients (Figure 3.9). The results 
elaborate the magnitudes of the effects of the built environment variables found in the negative 





Figure 3.9 Rank of standardized coefficient 
Regarding factors that increased tweets (positive coefficients), the main effect of food 
density had the strongest influence and its interaction with residential density had the second 
strongest influence. Thus, food density increased tweets and magnified tweeting as residential 
density increased. Auto-oriented intersection density was the third strongest positive influence, but 
its effect was weakened by the negative influence of its interaction with residential density. 
Physical activity density ranked fourth (cycling opportunities) and fifth (trail opportunities) as 
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positive influences on tweeting. The effect of pedestrian-oriented intersection density was 
moderately strong in sixth position, and the effect of recreation density (parks) ranked seventh. 
Overall, built environment characteristics related to recreation, food, and physical activities would 
attract Twitter users. The effect of street connectivity ranked eighth, and the effects of mixed land 
use and its interaction term rank ninth and tenth. The contributions of the effects of the other factors, 
including age, mass transit accessibility, and multi-mode intersection density (and its interaction 
term) were minor. 
Regarding negative effects, household vehicle ownership was the strongest factor and 
residential density had the second strongest negative effect, suggesting that people in car-oriented 
and dense residential areas posted fewer tweets than those with less access to automobiles and 
those living in less dense areas. 
3.5 Discussion 
This study investigated the relationships of characteristics of the built environment (i.e., 
density, variety, permeability, and attraction) to social media behavior in Chicago. It extends the 
literature on the relationship between the built environment and human activities in several ways. 
First, the study initiated a research framework focusing on social media behavior in the urban 
context using Twitter data. Considering the nature of tweeting, the results of this study are more 
generalizable for social activities. This study’s analysis employed an easily replicated method for 
collecting social media activity data in a spatially large area and an analysis of count data using a 
negative binomial regression model. The effects of the interaction terms revealed that relationships 
between characteristics of places and types of social interaction and activities are complex. In this 
study, the interaction effects were inconsistent, which requires further detailed investigation. The 




boundary effect, spatial auto-correlation, and over-dispersion problems. 
The relationship of residential density to tweeting was significant and negative, which 
conflicts with the results of some previous studies that found residential density strongly and 
positively influenced activity density. This finding indicates that people tweet less in high-density 
residential areas with low densities of mixed land use or food establishments. Therefore, in high-
density, single-use neighborhoods, few factors increased tweeting. Ewing and Cevero (2010) 
similarly found that, net of the effects of other factors, the effect of population density on travel 
behavior was weaker than had been suggested by previous qualitative studies. They proposed that 
the effects of population density on human behaviors are those of an “intermediate variable” 
(mediator) expressed in the relationships of other factors to population density. Therefore, high 
residential density influences human activities through other variables. This complexity should be 
further explored. We propose that the interaction effects between various characteristics of the 
built environment are crucial to achieving popularity and vibrancy in placemaking. 
The effects of the measures of permeability (auto-oriented, multi-mode, and pedestrian-
oriented intersection connectivity; mass transit accessibility; and street connectivity) and attraction 
(food and physical activity densities and recreational percentage) supported the results of previous 
studies on travel behaviors regarding pedestrian and other walking behaviors (Ewing and Cevero, 
2010). However, age, measured as the percentage of people aged 15–35 years in the study area, 
was not statistically significant in three of the four models, undermining the conventional 
assumptions about age and social media usage. Last, household-level car ownership had the 
strongest negative effect on tweeting, indicating that car-oriented neighborhoods inhibit tweeting.  
3.5.1 Limitations and future direction  




because the geo-locational information on tweets might not accurately reflect tweeting, and Twitter 
users might not be representative of their overall populations. These two problems are difficult to 
overcome because of the lack of personal information on Twitter users, which might be a problem 
for data validity. Therefore, we focused our research questions on tweeting rather than Twitter 
users or the general population’s behaviors to improve the precision and validity of the 
interpretation of the results and conclusions. The scope of this study was limited to the places 
where people tweet. Consequently, we do not discuss the applicability of the findings to Twitter 
users or the population of Chicago, although, as the literature review points out, many studies 
found that geotagged tweets strongly related to distributions of various human behaviors. 
External validity is another limitation of this study. Chicago is one of the most urbanized 
areas of the United States, and the conclusions based on this study’s data are necessarily limited 
to this type of city. However, these conclusions are important, particularly because they relate to 
central city vitality and the need for revitalization, which is of widespread interest in the United 
States. The last limitation concerns the statistical methods we used. Because regression methods 
presume that all of the factors are identically distributed and independent of each other, regression 
methods are, in essence, not particularly suitable tools for analyzing complex interaction effects. 
This study’s method for involving interaction terms helped to solve the problem, but 
multicollinearity rapidly increases with each additional interaction term in the model, and all of 
the potentially relevant interaction effects cannot simultaneously be estimated.  
3.6. Conclusions 
This study aimed to lay a solid foundation for future research by creating a clear, replicable 
framework for analyzing spatially distributed tweeting net of the effects of spatial auto-correlation. 




geographical scope of analysis. Most of the variables used in this study could be collected using 
the CBG unit of analysis at the national level and analyzed at CBG-level resolution. Therefore, 
future studies could extend the analysis to a much broader area, which would allow for conclusions 
to be drawn on and comparisons made among a variety of places in the United States.  
Second, time is an important aspect of temporal-spatial geographic studies, and this study’s 
framework could be a basis for analyses categorized by specific timeframes. For example, evening 
social media data could be used to analyze areas popular for their nightlife or data could be focused 
on weekend activities. Tweets could be analyzed over long periods to understand behavioral 
changes in specific areas by determining whether tweets are increasing, decreasing, or not 
changing. Furthermore, future studies could analyze characteristics and factors of the built 
environment related to changes in activity level. 
Third, future studies could combine spatial analysis with content analysis methods. Social 
media posts now accommodate text messages and photographs, and social media networks host 
massive amounts of information that can be mined for urban studies. With machine learning or 
deep learning methods, researchers can discover public perceptions and opinions of a city, which 
could further be enriched by combining that information with high resolution geo-locational and 
time data. 
3.5.2 Policy implications 
Since the Web 2.0 Revolution began ten years ago, people have increasingly relied on 
computer-mediated tools to communicate. Although some people argue that the internet is 
alienating people from the real world, we conclude from our results that space and place 
importantly matter to online behavior. The built environment influenced social media behavior in 




in fact, coming together. Research on social media data as it relates to spatial location and behavior 
offers an important new perspective for decision-making in urban planning. 
Many urban developments or urban revitalization plans begin with fragmented, unrelated 
projects because of financial limitations. For example, sidewalks might be improved without 
considering nearby destinations or a high-density residential project might be approved without 
including mixed land-use projects or pedestrian-oriented destinations, such as restaurants. One of 
the most important lessons of this study is that the built environment should be understood as an 
integrated system influenced by the interrelationships of density, variety, permeability, and 
attraction.  
The results of this study using Twitter data strongly suggest that fragmented projects 
implemented without paying attention to the context of the built environment could have minimal 
positive or even negative influences on the vibrancy of the community. Nevertheless, a carefully 
chosen bundle of urban form factors might activate the individual factors’ positive influences 
and/or mitigate negative effects when they are simultaneously implemented. The key is the 
interdependence of the interactions among multiple factors for increasing human activity, which 
this study demonstrated regarding tweets. For example, high-density residential projects should 
work with efforts to provide restaurants and proximal mixed land use to maximize the online social 
media behavior in the area. The complexity of the effects of the built environment accentuates the 
demands on urban planners to consider the broad contexts of their sites and to improve their 
strategies to increase areas’ attractiveness and popularity. We believe that all urban development 
should be conducted within comprehensive planning frameworks rather than making piecemeal 
fragmented adaptations to the environment. Triggering positive interaction effects would more 
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1 API is the abbreviation of “application program interface,” which is a set of routines, protocols, and tools for 
building software applications. An API specifies the ways that software components should interact, 
and APIs are used to program graphical user interface (GUI) components. Streaming APIs give researchers low 
latency accessibility to Twitter’s global stream of tweet data. Correct implementation of a streaming client is 
pushed messages indicating that tweets and other activities have occurred. Documentation on implementing the 
Twitter collection is available at: https://developer.twitter.com/en/docs.html. 
 
1 In spatial count data, spatial autocorrelation is a frequent problem that needs to be addressed. It refers to a 
situation wherein set of spatial characteristics and their associated data values are clustered together or dispersed 
in space. Most types of regression models require the independent variables to be independent of each other and 
identically distributed, which is a fundamental assumption of the central limit theorem relied on by most types 
of regression models. When there is evidence of spatial autocorrelation, the underlying assumptions of the 
analysis might be violated, and the results might not be valid. This can be tested using Moran’s I index. We tested 
the residuals of the negative binomial regression and found that the index was 0.10, which means that a very 
weak positive spatial autocorrelation remained in the residuals. We also performed a geographically weighted 
regression that controls for the effects of this problem and found little variance in the regression coefficient in 
space, indicating that the weak effect of the spatial autocorrelation was negligible. Therefore, generalized linear 





CHAPTER 4: BUILT ENVIRONMENT AND SOCIAL ACTIVITY: EXPLORING THE 
RELATIONSHIP BETWEEN PLACE PATTERN AND TWEETING IN THE U.S 
4.1 Introduction 
Over the past 30 years, the internet and social media have increasingly connected people 
with each other. Recently, Ofcom (2015) reported that internet users older than 16 years spend 
more than 20 hours online each week and that the amount of time spent online had significantly 
increased since 2005 when it was estimated at about 10 hours per week. A report by Global Web 
Index (2015) stated that a typical internet user spends 1.77 hours per day on social networking 
websites. This new type of activity, known as social media behavior, has rapidly become a 
crucial part of our lives that researchers cannot ignore.  
A central goal of urban planning is to improve built environments to better support 
human activities and promote urban vibrancy. Lynch and Rodwin (1958) proposed that 
“understanding the varied effects of different physical forms, and of the locations of human 
activities in relation to physical form, is or should be the principal analytical skill of the physical 
planner.” However, social interaction is no longer constrained by the extent of accessibility to 
physical infrastructure; people are electronically communicating by posting messages where 
adequate mobile phone services exist. Given these changes in technology, does the built 
environment still shape human activities? Meyrowitz (1985) took the 
controversial position that increasing use of electronic media will fundamentally change 




has been challenged by many scholars (Humphreys, 2010; Moores, 2012) who claim that our 
activities in daily life will still be highly influenced by the physical built environment spaces 
such as public plazas, even given the development of the internet and social networks. Therefore, 
it is important for urban planners to understand how characteristics of the built environment 
would contribute to the social activities in the age of social media.  
Given the debate mentioned above, it would be useful to determine whether and/or how 
much spatial components of the built environment matter in the distribution of this new type of 
human activity. The main purpose of this paper is to study the concept of social network 
activities from the perspective of geotagged tweets. Twitter data, as a newly emerging big data 
source, has been used in many studies as a proxy for human activities (Bakillah, Li, & Liang, 
2014; Blanford, Huang, Savelyev, & MacEachren, 2015; Frank, Mitchell, Dodds, & Danforth, 
2013; Frias-Martinez, Soto, Hohwald, & Frias-Martinez, 2012; Graham, Hale, & Gaffney, 
Devin, 2014; Hawelka et al., 2014; Jurdak et al., 2015; Lee & Sumiya, 2010; Steiger, Westerholt, 
Resch, & Zipf, 2015). Scholars could use Twitter data to gain more insight into human activity 
patterns. 
In addition, while current urban study literature provides numerous recommendations for 
a vibrant urban form that attracts human activities, there is still meager empirical evidence of 
their effects, especially on how the built environment features interact with each other and how 
the relevant interaction patterns would contribute to such effects. Therefore, using geotagged 
tweet data, this study examines two major research questions regarding tweeting behavior: 
• How are built environment factors individually associated with tweeting behavior? 
• How are patterns of built environment factors associated with tweeting behavior? 




this study has two other major highlights: 
• First, besides using the traditional regression method, this paper explores a more holistic 
research method by grouping the individual built environment factors into built 
environment patterns. 
• Second, using big data from many new data sources and measures, this study addresses 
this topic both at a very large scale (the continental U.S.) and a very high spatial 
resolution (census block group scale). 
This study used geotagged data from the globally popular message-based social 
networking service Twitter. In this study, Twitter messages are referred to as tweets, and the 
behavior is referred to as tweeting. We capitalized on Twitter’s massive amount of publicly 
available data to improve our understanding of the influence of physical form on human 
behavior. To that end, we investigated whether built environment factors and their patterns were 
associated with tweeting in metropolitan areas within the contiguous U.S.  
Section 2 of this paper presents a review of previous studies from three aspects related to 
this study: recent applications of new data sources from digital platforms in urban studies; 
empirical studies focusing on the relationship between built environment factors and human 
activities; and research regarding the built environment from a typology perspective, using 
cluster analysis. Section 3 explains our methodology of using Geographic Information Systems 
(GIS) to develop the quantitative urban form metrics. We analyzed a fixed set of variables 
expected to influence tweeting as main effects and their interactions: density, variety, 
permeability, attraction, and socio-demographic characteristics. For the second research question 
regarding studying built environment patterns, a new research framework is proposed; it mainly 




best cases, discover patterns, and compare the results.  
First, hot spot analysis was used to identify the best cases where intensive tweeting 
activities were located. Then, the k-means method was used for pattern discovery, and all hot 
spots were categorized into six types based on their standardized built environment attributes. 
Finally, the average density of tweets in each type of built environment was compared to explore 
the relationship between built environment patterns and tweeting behavior.  
The results are reported in Section 4. Most of the study’s built environment metrics 
related to the distribution of tweets and the pattern analysis of built environments revealed a 
more complicated underlying relationship. Section 5 discusses the findings which suggest that 
the historical theory of urban form and built environments could still apply to geotagged 
tweeting behaviors. 
 
Figure 4.1. The method framework to compare tweeting hot spot built environment pattern and 
its relative performance of tweet density. 
4.2 Literature Review 
4.2.1 A New Source of Data 




locations and help them to tweet using geotagged information. The ease of using location-based 
social networking through online communication services such as Twitter initiated a trend in 
sharing and communicating on a global scale, commonly referred to as Web 2.0 (O’Reilly, 2009). 
Scholars in many fields have noted this new behavior and that the data have considerable 
potential for transforming historical analytics. Some scholars have referred to the phenomenon of 
posting geotagged data as “volunteered geographical information” (VGI) (Goodchild, 2007).  
This new data source has the potential to empower urban studies in four main ways: to 
better represent events, human mobility, urban environments, and content mining.  
Event detection has been an important application of social media data for a long time. 
Lee and Sumiya (2010) made an early attempt to develop a geo-social event detection system to 
monitor unusual crowd events in Japan via Twitter. Crooks et al. (2013) analyzed the spatial and 
temporal characteristics of tweets responding to an earthquake that occurred on the East Coast of 
the United States; these researchers found that the Twitter data allowed for the identification and 
assessment of the impact area of the earthquake event. Kaneko et al. (2016) proposed a system to 
mine events from tweets with both geotags and photos. Ye et al. (2016) reported the dynamics of 
dengue fever in China by a method that combines keyword search and spatial analysis using 
Weibo data. Adopting the valid information extracted from Weibo messages, Xu et al. (2017) 
built a timeline describing urban emergency events. 
Various other scholars used social media data as a tool to track people’s movements and 
clusterings. The geo-located social media data has been prove as a valid proxy to uncover human 
mobility patterns (Hawelka et al., 2014; Steiger et al., 2015). Further, people’s mobility habits 
extracted from Twitter data were exploited by Malleson and Andresen (2015) to measure the 




data, scholars not only identified destination choices and attractive trip routes but also analyzed 
where popular sites or tours are located or clustered in relation with other geographic resources 
such as business centers (Rosler and Liebig, 2013; Bordogna et al., 2016; Bassolas et al., 2016; 
Huang et al., 2016; Chua et al., 2016). Patel et al. (2017) tested the potential of tweets as a 
covariate in the production of population maps and proved that social media-derived data 
improve population mapping accuracy. 
The field of urban planning has also recognized the potential benefits of using social 
media data to study all aspects of cities. Yang et al. (2016) studied the geo-located activities of 
users across two social media platforms in four European cities and showed how diverse 
properties of social media can reflect the urban environment. Daume et al. (2016) took 
opportunistic biodiversity observations from Tweets as real-time information to capture 
environmental information and perform ecological monitoring. Several scholars are interested in 
identifying city structures and dynamics by using social media data (França et al., 2016; Cai et 
al., 2017; Manca et al., 2017).  
Mining social media data provides a rich database of information on people’s thoughts 
and sentiments about diverse topics. Evans-Cowley (2011) analyzed information posted on 
Twitter to facilitate public participation for the Strategic Transportation Mobility Plan (STMP) of 
Austin, Texas. Schweitzer (2014) examined sentiment towards public transit on social media 
websites like Twitter and how these websites influence the tone of public comments. Through 
sentiment analysis, scholars utilize social media data to figure out people’s well-being and health 
behaviors, and the effectiveness was verified in case studies at different cities (Widener and Li, 
2014; Lansley and Longley, 2016; Nguyen et al., 2016). Steiger et.al (2016) created a 




features of geo-referenced tweets. Coletto et al. (2017) proposed an analytical framework to 
investigate different views of the discussions regarding the topics mentioned in online social 
networks. The authors assessed its usefulness by applying it to the discussion about the refugee 
crisis and the United Kingdom European Union membership referendum. Therefore, even though 
the potential bias lying behind the data from new digital platforms such as Twitter is questioned, 
these data have been widely used as a proxy for human activities in many researches already, 
offering more insights for scholars for observing the world than before. 
4.2.2 Relationships between urban forms and human activities 
Urban planning has long considered the built environment’s effects on various human 
behaviors. Challenging the conventional planning paradigm, Jacobs (1961) argued that mixed 
land uses, small block sizes, varied building sizes, and population density are essential to 
creating lively places to live. Over time, these ideas became the foundation of placemaking 
theories. Then, Whyte (1980), Lynch (1984), Gehl (1987), Montgomery (1998), and Metha 
(2007) continued to look into this topic from placemaking and urban design perspectives. They 
found that a desirable built environment could influence human behavior, especially the optional 
and social activities, according to designers’ expectations. Scholars have also examined the 
relationship between the built environment and human activity regarding travel behaviors and 
other physical activities. Cervero and Kockelman (1997) identified associations between travel 
demand and the density, diversity, and accessibility of the built environment. Their framework 
was refined by later studies through the inclusion of destination accessibility, distance to mass 
transit, and demographic characteristics. The framework subsequently developed into the so-
called 6Ds theory which has been confirmed by more than 50 studies (Ewing & Cervero, 2010).  




these studies on the relationships between aspects of the urban built environment and human 
activities. For example, these studies frequently use self-reports to measure human activities, but 
that can be an unreliable approach because self-reports heavily depend on accurate human recall. 
Cognitive psychologists warn that human memory is fallible (Schacter, 1999), so the reliability 
of self-reported data is variously tenuous (and not measurable). User-generated content on social 
media could be considered self-reported data, but, because it is immediately recorded, recall 
problems are minimized. Cook and Campbell (1979) pointed out that social desirability bias is a 
problem in terms of accuracy; respondents tend to report what they believe a researcher wants to 
hear or what reflects well on their abilities, knowledge, beliefs, or opinions.  
Observation data collection is a conventional way to record human activities, but the 
method is limited in terms of time and scale, because investigators must survey, observe, and 
record on-site to track behaviors. Whyte (1980) tried to improve this method by using time-lapse 
photography. However, this technique still requires researchers to process and analyze all 
photographs in the study, its use is limited to daylight hours, and its scope is, at most, at the 
community level. Collecting online social media data might overcome the weaknesses of 
conventional data collection methods, because researchers can obtain 24/7 real-time global data 
with detailed locational information.  
Furthermore, previous empirical urban studies on human activities lacked data on 
optional and social activities, despite these distinctions’ being vital to understanding human 
behaviors in lively, and particularly, public spaces (Gehl, 1987; Whyte, 1980). Moreover, the 
literature discussing optional and social activities is mainly qualitative and focuses on normative 
recommendations instead of taking empirical statistical tests, mainly due to data availability. 




trivial, forgettable, or poorly recalled. Therefore, geotagged tweets might function as proxies for 
direct observations of human activities, because tweeting is completely optional, people are 
stationary while posting tweets, and tweeting stems from the human desire to communicate with 
other people. Therefore, Twitter data has the potential to deepen our knowledge about creating 
and developing lively places.  
In sum, the results of studies that use online social media data suggest that virtual 
behavior is related to actual activity. However, only a few studies have used such data to study 
empirical relationships between social media activity and the built environment. Many of the 
empirical urban planning studies were limited by deficiencies in their historical data sources. 
Therefore, this study aims to build knowledge about the relationship between the built 
environment and human behavior by employing social media data to overcome the limitations of 
survey data. 
4.2.3 Built environment typology studies 
Cluster analysis is conducted here to categorize all parcels into groups, based on the 
similarity of their quantitative features to achieve a better understanding of the built environment 
patterns. With the development of unsupervised machine learning techniques, cluster analysis 
has become a solid research tool to explore patterns within data. Currently, cluster analysis is 
widely applied in the urban studies field. As summarized in Table 4.1, although most studies are 
still mainly descriptive, some research started using cluster analysis in empirical analysis to 
further analyze the relationships between the built environment patterns and other various 
factors, such as travel behavior (Salon, 2015; Shay & Khattak, 2007; Voulgaris, Blumenberg et 
al., 2017) and physical activities (Nelson, et al., 2005; Nelson, et al., 2006; Yan et al., 2010). 




by Voulgaris et al. (2017) addresses the gap in the previous literature by applying factor analysis 
and cluster analysis. They developed a typology of seven distinct neighborhood types. In Salon’s 
(2015) article, the author provided separate empirical estimates of the relationships between built 
environment characteristics and vehicle miles traveled (VMT) for five distinct neighborhood 
types and two distinct travel purposes. Although some literature in this review also used 
empirical estimates (Shay & Khattak, 2007; Voulgaris et al., 2017), the separate empirical 
estimates distinguish this work from other articles.  
As proven in the literature cited above, clustering is a very practical tool for conducting 
quantitative analysis, and most researchers in this review chose to apply k-means analysis 
(Krizek & El-Geneidy, 2007; Lierop & El-Geneidy, 2017; Salon, 2015; Sarjala et al., 2015; Shay 
& Khattak, 2007; Song & Knaap, 2007; Yan et al., 2010). Surrounding the topics, cluster analysis 
can provide a quick view of data patterns, which help us explore the complex connection 
between the phenomenon and the identified clusters. 
Table 4.1: Summary of cluster analysis used in built environment analysis 
Author Data Method Empirical 
Ralph et al., 
2016 
• Neighborhood-type data  
• Two sources: EPA’s Smart 
Location Database(SLD) 





Song & Knaap, 
2007 
• Parcel-level GIS data from 
Metro’s RLIS  
K-means No 
Salon, 2015 • US Census, detailed street 
network in North America 
(ESRI, 2010) 




Voulgaris et al., 
2017 
• EPA’s Smart Location 
Database, either by 
combining multiple 
variables or aggregating 
densities computed at the 
Multiple methods Yes, Tobit 
(censored) 
regression model for 
PMT, censored at 





CBG level to the census 
tract level  
• 2010 Decennial United 
States Census   
Jacques & El-
Geneidy, 2014 
• Many variables generated 
by GIS software  
• Derived from the 2008 OD 
survey for the Montreal 
Metropolitan Region 
K-means  No 
Lierop & El-
Geneidy, 2017 





• 2001 Charlotte region travel 
survey: household- and 
person-level travel data for 
all members of the sample 
households over the age of 
5 years during a specified 
non-holiday, non-weekend 
24h travel day between 
January 13 and May 7, 
2002 
K-means Yes, negative 
binomial regression 
of auto ownership 
Nelson et al., 
2005 
• Nationally representative 
self-reported data from the 
National Longitudinal 






clusters to predict 




during adolescence  
Nelson et al., 
2006 
• Nationally representative 
data, self-reported (National 
Longitudinal Study of 
Adolescent Health, 1994– 





regression to predict 
RR of being 
physically active and 
overweight 
Sarjala et al., 
2015 
• SoftGIS survey collected in 
Helsinki and Tampere 
K-means No 
Yan et al., 2010 • Self-reported perceptions of 




assessed via a web-based 
survey 
K-means Multinomial logistic 






Lin & Long, 
2008 










• Metro transit data, 2001 
current users and 1999 non-
users 
• Data collected by Periscope, 
an independent survey 
consulting firm 
K-means No 
Yang et al., 
2017 
• 2013 Nanjing Resident 
Travel Survey conducted by 
the Nanjing Institute of City 
and Transport Planning  
• Land use data collected 
from the Nanjing Urban 
Planning Bureau in 2013 
Two-step clustering No 
 
4.3 Data and Method 
4.3.1 Study Area and Dependent Variable 
For the ease of data collection, we utilized all metropolitan statistical area (MSA) 
municipal boundaries within the continental U.S. to frame the research area for this study. To 
derive a representative sample of tweets, we used Twitter’s Public Stream API to collect the 
geotagged tweets utilized in this research. The tweet data collection process occurred during the 
whole year in 2016. About 80 million messages were collected for the base dataset. We utilized 
census block group (CBG) boundaries as the primary unit of analysis, and all data were 
aggregated to this level. Finally, the dependent variable for this study is the tweet count per acre 
in each CBG.  
4.3.2 Built Environment Measures 
We collected information about the features of the built environment (listed in Table 1) in 
the contiguous U.S at the CBG level. Data was primarily collected from the following sources: 




Environmental Protection Agency (EPA). American Community Survey (ACS) 2012- 2016 data 
was used to calculate the percentage of millennials (born between 1980 and 2000) within census 
block groups. Longstanding attempts to quantify urban forms have focused on urban sprawl. 
Clifton et al. (2007) and Harveya et al. (2014) made systematic multidisciplinary and multi-scale 
reviews for the quantitative measures of urban forms that different research topics would involve 
different scale and orientation for the measure. In this study, our urban form measures for the 
relationship between tweeting behavior and the built environment were mainly inspired by the 
transportation planning studies, especially by Ewing’s (2010) 6D framework for the built 
environment, due to the data availability. Finally, the measures for the relationship can be 
summarized by the function below: 
Tweet density
= f(Density, Variety, Permeability, Accessibility, Sociodemographic, Interaction) 
A description of this data can be found in Table 4.2 below. For density, five types of 
different employment density (jobs/acre) were used to represent the intensity and land use type. 
Also, the housing unit density per acre was used to represent residential density. For variety, two 
measures were used to reflect job housing balance and land use mix. For permeability, we used a 
detailed data that categorized the types of road density based on various infrastructure features. 
For accessibility, we used transit and destination accessibility to measure the resources that 
residents could access from the site location. For other socio-demographic control variables, car 
ownership and income were included in the model using data from SLD. 
More importantly, in this model, we intended to test the interaction effects among 
different factors. Introducing interaction terms in the model led to a stronger multi-collinearity 




effect of multi-collinearity issue on the variable significance. Therefore, seven interaction terms 
are set in this study to test the combination among residential density, land use mix, and the three 
types of road intersection density. 
Table 4.2 The variable list and data sources 
Dimension Variable Explanation Source 
Density Retail density Gross retail employment 
density (jobs/acre) on 
unprotected land 
SLD 
Office density Gross office employment 
density (jobs/acre) on 
unprotected land 
SLD 
Industrial density Gross industrial employment 
density (jobs/acre) on 
unprotected land 
SLD 
Service density Gross service employment 
density (jobs/acre) on 
unprotected land 
SLD 
Entertainment density Gross entertainment 
employment density 
(jobs/acre) on unprotected 
land 
SLD 
Residential HU Gross residential density 
(HU/acre) on unprotected land 
C 
Variety Job-Housing Balance Jobs per household SLD 
Land use mix 5-tier employment entropy 
(denominator set to observed 





Intersection density in terms 
of auto-oriented intersections 




Intersection density in terms 
of multi-modal intersections 





Intersection density in terms 
of pedestrian-oriented 
intersections having three legs 
per square mile 
A 
Accessibility Transit accessibility Proportion of CBG 
employment within a ¼ mile 







Jobs within 45 minutes auto 
travel time, time decay 
(network travel time) 
weighted 
SLD 
Regional Accessibility Proportional Accessibility to 
Regional Destinations - Auto: 
Employment accessibility 
expressed as a ratio of total 
MSA accessibility 
SLD 
Socio-demographic Car Ownership Percent of two-plus-car 
households in CBG 
SLD 
Low-income residents % LowWageWk of total 
#workers in a CBG (home 
location) 
SLD 
Low-income workers % LowWageWk of total 
#workers in a CBG (work 
location) 
SLD 




Interaction Land use mix * auto-
oriented intersection  
 
A 
Land use mix * multi-
model intersection  
 
A 
Land use mix * 







Density * multi-model 
intersection   
 
A 




SLD: smart location database 
C: census 
A: made by the authors 
4.3.3 Negative Binomial Models with Exposure 
The analysis methods used in this study were determined by the distribution of dependent 
variable values, which are non-negative integers, with an infinite upper limit in a discrete 
distribution. Therefore, negative binomial regression is used here for analyzing count data of 
policy implementation (Berke et al. 2015; Manville 2013; O’Connell 2009), food establishments 




Garrick 2011) and pedestrian counts (Ewing et al. 2015; Rodriguez, Brisson, & Estupinan 2009). 
Besides, we normalized the tweet count value to a rate value of tweet density per resident; in the 
negative binomial regression, the denominator population served as a special component in the 
equation call “Exposure.” In the negative binomial regression, this was handled as an “offset,” 
where the exposure variable is entered on the right-hand side of the equation but with a 
parameter estimate (for log(exposure)) constrained to 1. 
4.3.4 Hot Spot Analysis 
A hot spot analysis identifies statistically significant clusters of high values (hot spots) 
and low values (cold spots) for specific activities. This type of analysis has been widely used in 
urban studies to display the spatial distribution of events such as crime (Craglia, Haining, and 
Wiles 2000), land prices (Paez, Uchida, and Miyamoto 2001), firms (Currid and Williams 2010), 
and urban sprawl (Hamidi et al. 2015). The Hot Spot Analysis tool in ArcGIS calculates the 
Getis-Ord Gi* statistic for each unit of a feature in a dataset, developed by Getis and Ord, to 
analyze evidence of spatial patterns (Getis and Ord 1992; Ord and Getis 2010).  The resultant z-
scores display where features with either high or low values spatially cluster. Larger z-scores 
indicate more intense clustering of high values. P-values show the statistical significance of the 
result. To be considered as a statistically significant hot spot, a feature should exhibit a high 
value and be surrounded by other features with high values.  
4.3.5 K-means 
The cluster analysis, a method of combining observations into groups based on their 
similarity within a set of predetermined characteristics, was performed to identify the built 




environment pattern based on similarities and dissimilarities in the values of the factors derived 
from the previous step; each neighborhood type is internally as similar as possible but externally 
dissimilar to other neighborhood types. 
K-means clustering begins with grouping observations into a predefined number of 
clusters. It evaluates each observation and moves it into its nearest cluster. The nearest cluster is 
the one with the smallest Euclidean distance between the observation and the centroid of the 
cluster. When a cluster changes by losing or gaining an observation, the cluster centroid is 
recalculated. At the end, all observations end up in their nearest cluster. The number of expected 
clusters must be preset for k-means clustering. Considering the ease of interpretation, the number 
was set to four in our study.  
4.4 Results 
4.4.1 Regression Analysis Results 
As shown in the table 4.3, except for the auto-oriented intersection density factor, almost 
all factors were found to be statistically significant in illustrating the concentration of geotagged 
tweets, which indicates a strong association between the built environment and geotagged tweets.  
Table 4.3 The regression analysis results 
Dimension Variable Coef. z P>|z| 
Density Retail density -0.0321 -28.87 0.000 
Office density 0.00682 6.82 0.000 
Industrial density 0.1526 49.4 0.000 
Service density -0.0098 -11.72 0.000 
Entertainment density 0.24835 63.58 0.000 
Residential density -0.0421 -76.85 0.000 
Diversity Land use mix 0.74338 36.95 0.000 
Permeability Auto-oriented 
intersection density 
2.63E-05 1 0.318 
Multi-model 
intersection density 






0.00134 20.34 0.000 
Accessibility Transit accessibility 0.59407 26.82 0.000 
Destination accessibility 1.85E-06 55.72 0.000 
Regional accessibility -26.548 -21.72 0.000 
Socio-demographic Car ownership -4.627 -292.18 0.000 
Low-income residents -1.7315 -44.6 0.000 
Low-income workers 3.78E-06 14.95 0.000 
Interaction Density * land use mix  0.01027 13.44 0.000 
Land use mix * auto-
oriented intersection  
0.05555 23.49 0.000 
Land use mix * Multi-
model intersection  
-0.0012 -2.92 0.004 
Land use mix * 
pedestrian intersection  
-0.0066 -46.79 0.000 
Density * auto-oriented 
intersection 
-0.0002 -11.7 0.000 
Density * Multi-model 
intersection   
8.53E-05 44 0.000 
Density * pedestrian 
intersection  
8.18E-05 40.72 0.000 
 
 





To better compare the effect magnitude of built environment factors, we standardized and 
exponentiated the coefficients to better compare and interpret them. The results are shown in 
Figure 2 where all variables are ranked in descending order based on their standardized 
coefficient. The results further explained the magnitude of each built environment factor from 
the negative binomial models in a comparable framework. Entertainment employment density 
exhibited a very dominating influence; one additional employment per acre was statistically 
associated with a 0.248 increase for the log of tweet density count. This can also be interpreted 
as, one standard deviation value increase in entertainment employment density would lead to 
about 350% increase in tweet density. Further, industrial employment density, destination 
accessibility, and land use mix also displayed substantial positive effects on tweet density but the 
magnitude was much lower compared to the entertainment employment factor. Among the 
negative influential factors, car ownership exhibited the strongest negative impact. Further, 
residential density and multi-modal intersection density also displayed very strong negative 





Figure 4.3. Standardized coefficients from the regression results 
The results of interaction effects reveal the more complicated mechanism behind the 
association between built environment factors and tweet density. As shown in the figure below, 
with the addition of the interaction term, the effect of land use mix and road intersection density 
was found to be highly influenced by their interaction terms with gross residential density. When 
the gross residential density increased from 0 to its maximum value, the land use mix coefficient 
(not standardized and not exponentiated) rose from 0.74 to over 8. For intersection density, the 
auto-oriented intersection density effect fell from nearly 0 to -0.12, while the multi-modal and 
pedestrian intersection density increased from nearly 0 to around 0.04.  
These results show that, in this case, interaction terms have much stronger influence 
compared with the original factor itself. However, regression is a method that inherently assumes 
that all factors are independent. Introducing a limited number of interaction terms could help 
further explore the combination patterns among built environment factors but would still remain 
inadequate because there are potentially much larger and more complex combination pattern lies 
in the relationship. Therefore, based on this result, a more comprehensive pattern analysis based 
on k-means cluster detection algorithm, which was conducted later in this study, would be 
necessary. 
4.4.2. Hot Spot Analysis 
Finally, there are 3,400 hotspots CBGs are identified as tweet hotspots area in the 
analysis. After that, the population for the hot spot in each MSA area and its ratio to the total 
MSA population was calculated. New York was a substantial outlier that ranked at the top of the 
list by a very large advantages for both the number of populations located within the hot spots as 




populations larger than a million, located in the CBGs of tweet hotpots. This result strongly 
indicates the specialty of the New York area in terms of tweeting behavior. The San Francisco 
area followed, with only 10% of the total population located within the hot spot zone, but its 
proportion of total MSA was still at 6%—much higher than the rest of the areas listed in Table 
4.4. Los Angeles, Chicago, and Boston ranked third to fifth in terms of population, and Boston 
ranked third in the share of population due to its small denominator, MSA population. 
On the other hand, due to the advantages of the hot spot algorithm which is based on 
localized area comparisons instead of global values, small towns such as Durham-Chapel Hill 
showed up in the results, along with other median size cities such as Las Vegas, Columbus, and 
Raleigh. It is important to note that direct comparison of global value clearly usually is biased 
toward developed cities with large populations. Smaller cities have more potential of growth and 
development opportunities yet they were out of the scope of this study if not consider their 
spatial context. Therefore, identifying tweets clustered within smaller cities would offer more 
broad and meaningful information on median or small size city development practices for the 
majority of the areas in the U.S. for future development. 
Table 4.4:The number and share of population located in hot spots within each CBSA. 
CBSA Name Total population of the hot spots Percentage 
of MSA 
population 
New York-Northern New Jersey-Long 
Island, NY-NJ-PA 
2,750,573 14.56% 
San Francisco-Oakland-Fremont, CA 263,877 6.09% 
Los Angeles-Long Beach-Santa Ana, CA 256,751 2.00% 
Chicago-Joliet-Naperville, IL-IN-WI 181,380 1.92% 












Seattle-Tacoma-Bellevue, WA 37,011 1.08% 
San Diego-Carlsbad-San Marcos, CA 29,152 0.94% 
Portland-Vancouver-Hillsboro, OR-WA 23,987 1.08% 
Baltimore-Towson, MD 23,925 0.88% 
San Jose-Sunnyvale-Santa Clara, CA 19,214 1.05% 




Columbus, OH 10,454 0.57% 
Madison, WI 9,797 1.72% 
Detroit-Warren-Livonia, MI 8,873 0.21% 
Raleigh-Cary, NC 4,349 0.38% 
Durham-Chapel Hill, NC 3,944 0.78% 
 
4.4.3. Cluster Analysis 
Four groups of built environments were generated in the results. The features are 
summarized in Table 5, showing the unique attributes for each group. To interpret them more 
intuitively, the four types were named as “residential service”, “vibrant sub-center”,” vibrant 
region” and “vibrant core” based on their features. All types of hot spots patterns shared the 
following three common features: low auto-oriented intersection density, low ratio of low-
income households at residential location, and low car ownership. The values of those three 
features in “vibrant subcenter“hotspots type is not as high as the other types, but are still around 
1, which means one standard deviation higher than the national average value. Besides the 
common features mentioned above, each of the hotspot type also has its own identical built 
environment pattern. 
The “vibrant core” hot spot-built environment pattern can also be considered as the 
downtown area. This type is distinct from other hot spot patterns due to its extremely high 
employment density which was 30 times of the standard deviation from the national average 




substantially higher tweet density (118 tweets/acre) than the others (20-30 tweets/acre). 
The “vibrant region” indicates the peripheral area of downtown. It did not have the high 
value of employment density as the vibrancy core region, but the retail, entertainment, and 
service employment were still two to three times standard deviation higher than the national 
average value. Its residential density was also 3.6 standard deviations higher from the national 
average. Another notable feature of the vibrant region is its street network pattern. Its multi-
modal intersection density with four or more legs was much higher than the other types. Having 
four or more legs means the street network is more like a grid, and multi-modal means it 
provides for pedestrians, transit, and vehicles. On average, vibrant region types had 30 tweets per 
acre.  
The “vibrant subcenter” was the most interesting, because unlike the other types of built 
environment patterns, it did not have any outstanding built environment factor values including 
the accessibility measure (they are located in a less central/metropolitan area). However, their 
tweet densities were as high as that of the vibrant regions. One can make sense of this by looking 
at this type from the perspective of Liebig’s Law of the Minimum principle which states that 
growth is dictated not by the total number of available resources but limited resources. Although 
most factors were only slightly higher than the national average, this type also did not exhibit 
any single under-performing factor that was lower than the average. This is also a good proof of 
the relationship between the built environment and tweeting behaviors, as well as the underlying, 
much more complicated combination effect mechanism than that of the linear association that 
regression methods assume.  
The “residential services” pattern had a much higher residential density than other built 




(mainly retail employment) and very good accessibility. Still, in terms of tweet density, its 
performance was the lowest among hotspots types, nearly four tweets/acre less than the vibrant 
subcenter type. We suspect that this is largely due to the poor street network and the relatively 
low land use mix indicators shown in the results. Again, the Liebig’s Law of the Minimum 
principle might explain that the under-performed street and land use factors override the density 
and accessibility advantages of these areas. Therefore, the combination effect between each 
factor plays a stronger role than the sum of individual factors, as also indicated by the regression 
results. 
Table 4.5 The result of cluster analysis 
 
4.5 Discussion 
This study investigated the relationships between built environment characteristics and 




behavior in the urban context, using Twitter data. Considering the nature of tweeting, the results 
of this study are more generalizable for social activities. Second, this study’s analysis employed 
an easily replicable method for analyzing the complicated associations of built environment 
patterns and geotagged tweet data in a spatially large area. The results suggested that the 
regression method is insufficient in revealing the patterns due to its underlying linearity 
assumption.  
Another evidence of such complex relationship is the effect of residential density to 
tweeting, which were shown to be significant and negative in regression results, which is in 
conflict with the results of some previous studies that found residential density to be strongly and 
positively influenced by many human activities, especially travel behavior. This finding indicates 
that the combination factor plays a stronger influence than individual factors; in other words, the 
built environment factors need to be considered as a holistic pattern for their influence on human 
activity. Ewing and Cevero (2010) similarly claim that, net of the effects of other factors, the 
effect of population density on travel behavior is weaker than had been suggested by previous 
qualitative studies. They proposed that the effects of population density on human behaviors are 
those of an “intermediate variable” (mediator) expressed in the relationships of other factors to 
population density. Based on this study, we propose that the interaction effects between various 
characteristics of the built environment are crucial to achieving high tweet density. Therefore, 
looking at the effect of the built environment pattern instead of individual factors could offer 
more insight for urban popularity and vibrancy in placemaking. 
The effects of the measures of density, diversity, permeability, accessibility, and socio-
demographics supported the results of previous studies on travel behaviors regarding pedestrian 




strongest negative effect on tweeting, indicating that car-oriented neighborhoods inhibit 
tweeting.  
The most substantial challenge for researchers studying social media data is selection 
bias, because the geo-locational information on tweets might not accurately reflect tweeting 
behavior and Twitter users might not be representative of the overall populations. These two 
problems of data validity are difficult to overcome because of the lack of personal information on 
Twitter users. Therefore, we focused our research questions on tweeting behavior itself rather 
than Twitter users or the general population’s behaviors, to improve the precision and validity of 
the interpretation of the results and conclusions. The scope of this study was limited to the places 
where people tweeted. Consequently, we do not discuss the applicability of the findings to 
Twitter users or the population of the U.S., although, as the literature review points out, many 
studies found that geotagged tweets are strongly related to distributions of various human 
behaviors.  
External validity is another limitation of this study. The U.S. is one of the most urbanized 
areas of the world with relatively low population density, and the conclusions based on this 
study’s data are necessarily limited to similar type of regions. Also, the typology clustering 
analysis is only conducted for the identified hot spot areas, which may ignore areas with high 
number of but very evenly distributed tweets. However, we believe the conclusions are still 
important, particularly because they relate to central city vitality and the need for revitalization, 
which is of widespread interest in the United States.  
In terms of future research direction, first, time is an important aspect of temporal-spatial 
geographic studies, and this study’s framework could be a basis for analyses categorized by 




methods. Social media posts now accommodate text messages and photographs, and social 
media networks host massive amounts of information that can be mined for urban studies. With 
machine learning or deep learning methods, researchers can discover public perceptions and 
opinions about a city, which could further be enriched by combining that information with high 
resolution geo-locational and time data. 
4.6 Conclusions 
This study aimed to lay a solid foundation for future research by creating a clear, 
replicable framework for analyzing the relationship between built environment patterns and 
tweeting behaviors. We offered three conclusions based on this study’s results. First, tweeting is 
an interesting behavior itself and is highly associated with built environment factors. Both the 
regression and cluster analysis indicate that there is a relationship between the built environment 
patterns and tweeting behavior that are very similar to the results of the travel or physical activity 
study. It could potentially serve as an effective proxy variable for offering more insight on urban 
vibrancy and how to build a more vibrant city. 
Second, the interaction effect of built environment factors has shown as a significant and 
strong association with the density of tweets in the area. In this study, we tested the interaction 
among density, variety, and connectivity factors. However, there could be more interactions that 
cannot be tested here due to the limitation of the regression method. Therefore, urban researchers 
not only need to start paying attention to the importance of interaction effects but also reconsider 
the application of traditional regression methods in the built environment study field as they 
naturally assume all factors in the equation are supposed to be identically and independently 
distributed with each other. 




tweeting areas do not follow the linearity assumption that regression analysis assumes. The 
“vibrant subcenter” and “residential service” types further imply the application of Liebig’s Law 
of the Minimum here. Therefore, for future researches that focus on the relationship between the 
built environment and any type of human behavior, we highly recommend using cluster analysis 
to look at the pattern instead of individual effects. 
Since the Web 2.0 revolution began ten years ago, people have increasingly relied on 
computer-mediated tools to communicate. Although some people argue that the internet is 
alienating people from the real world, we conclude from our results that space and place 
importantly matter to online behavior. Many urban developments or urban revitalization plans 
begin with fragmented, unrelated projects because of financial limitations. For example, 
sidewalks might be improved without considering nearby destinations or a high-density 
residential project might be approved without including mixed land-use projects or pedestrian-
oriented destinations, such as restaurants. One of the most important lessons of this study is that 
the built environment should be understood as an integrated system that is influenced by the 
interrelationships of built environment patterns. A holistic context and vision are crucial to 
consider before developing strategies to improve the built environment. We believe that all urban 
development should be conducted within comprehensive planning frameworks rather than 
piecemeal fragmented adaptations to the environment. Triggering positive interaction effects 
would more fully release the potentials of built environments to benefit human behavior and 







Bakillah, M., Lauer, J., Liang, S. H., Zipf, A., Jokar Arsanjani, J., Mobasheri, A., & Loos, L. 
(2014). Exploiting big VGI to improve routing and navigation services. Big data techniques 
and technologies in geoinformatics, 177-192. 
Bassolas, A., Lenormand, M., Tugores, A., Gonçalves, B., & Ramasco, J. J. (2016). Touristic 
site attractiveness seen through Twitter. EPJ Data Science, 5(1), 12. 
Bassolas, Aleix, Maxime Lenormand, Antònia Tugores, Bruno Gonçalves, and José J. 
Ramasco. "Touristic site attractiveness seen through Twitter." EPJ Data Science 5, no. 1 
(2016): 12. 
Blanford, J. I., Huang, Z., Savelyev, A., & MacEachren, A. M. (2015). Geo-located tweets. 
Enhancing mobility maps and capturing cross-border movement. PloS one, 10(6), e0129202. 
Bordogna, G., Carrara, P., Criscuolo, L., Pepe, M., & Rampini, A. (2016). On predicting and 
improving the quality of Volunteer Geographic Information projects. International Journal of 
Digital Earth, 9(2), 134-155. 
Bordogna, Gloria, Luca Frigerio, Alfredo Cuzzocrea, and Giuseppe Psaila. "Clustering Geo-
tagged Tweets for Advanced Big Data Analytics." In Big Data (BigData Congress), 2016 IEEE 
International Congress on, pp. 42-51. IEEE, 2016. 
Broberg, A., & Sarjala, S. (2015). School travel mode choice and the characteristics of the 
urban built environment: the case of Helsinki, Finland. Transport policy, 37, 1-10. 
Brownson, R. C., Hoehner, C. M., Day, K., Forsyth, A., & Sallis, J. F. (2009). Measuring the 
built environment for physical activity: state of the science. American journal of preventive 
medicine, 36(4), S99-S123. 
Cai, Jixuan, Bo Huang, and Yimeng Song. "Using multi-source geospatial big data to identify 
the structure of polycentric cities." Remote Sensing of Environment 202 (2017): 210-221. 
Cervero, R., & Kockelman, K. (1997). Travel demand and the 3Ds: Density, diversity, and 
design. Transportation Research Part D: Transport and Environment, 2(3), 199-219. 
Chen, L., Zheng, D., Liu, B., Yang, J., & Jin, Q. (2015). VFDB 2016: hierarchical and refined 




Chua, Alvin, Loris Servillo, Ernesto Marcheggiani, and Andrew Vande Moere. "Mapping 
Cilento: Using geotagged social media data to characterize tourist flows in southern 
Italy." Tourism Management 57 (2016): 295-310. 
Coletto, Mauro, Andrea Esuli, Claudio Lucchese, Cristina Ioana Muntean, Franco Maria 
Nardini, Raffaele Perego, and Chiara Renso. "Perception of social phenomena through the 
multidimensional analysis of online social networks." Online Social Networks and Media 1 
(2017): 14-32. 
Cook, T. D., & Campbell, D. T. (1979). The design and conduct of true experiments and quasi-
experiments in field settings. In Reproduced in part in Research in Organizations: Issues and 
Controversies. Goodyear Publishing Company. 
Crooks, Andrew, Arie Croitoru, Anthony Stefanidis, and Jacek Radzikowski. "# Earthquake: 
Twitter as a distributed sensor system." Transactions in GIS 17, no. 1 (2013): 124-147. 
Daume, S. (2016). Mining Twitter to monitor invasive alien species—An analytical framework 
and sample information topologies. Ecological Informatics, 31, 70-82. 
Daume, Stefan, and Victor Galaz. "“Anyone Know What Species This Is?”–Twitter 
Conversations as Embryonic Citizen Science Communities." PloS one 11, no. 3 (2016): 
e0151387. 
De Nadai, M., Staiano, J., Larcher, R., Sebe, N., Quercia, D., & Lepri, B. (2016, April). The 
death and life of great Italian cities: a mobile phone data perspective. In Proceedings of the 
25th international conference on world wide web (pp. 413-423). International World Wide Web 
Conferences Steering Committee. 
Evans-Cowley, Jennifer, and Greg Griffin. "Micro-participation: the role of microblogging in 
planning." (2011). 
Ewing, R., & Cervero, R. (2010). Travel and the built environment: A meta-analysis. Journal 
of the American planning association, 76(3), 265-294. 
Ewing, R., & Rong, F. (2008). The impact of urban form on US residential energy use. Housing 
policy debate, 19(1), 1-30. 
Frias-Martinez, V., Soto, V., Hohwald, H., & Frias-Martinez, E. (2012, September). 




Privacy, Security, Risk and Trust and 2012 International Confernece on Social Computing (pp. 
239-248). IEEE. 
Gehl, J. (1987). Life between Buildings: Using Public Space,[trans by Jo Koch, Van Nostrand] 
Reinhold: New York. 
Goodchild, M. F. (2007). Citizens as sensors: the world of volunteered geography. GeoJournal, 
69(4), 211-221. 
Graham, M., Hale, S. A., & Gaffney, D. (2014). Where in the world are you? Geolocation and 
language identification in Twitter. The Professional Geographer, 66(4), 568-578 
Handy, S. L., Boarnet, M. G., Ewing, R., & Killingsworth, R. E. (2002). How the built 
environment affects physical activity: views from urban planning. American journal of 
preventive medicine, 23(2), 64-73. 
Hawelka, B., Sitko, I., Beinat, E., Sobolevsky, S., Kazakopoulos, P., & Ratti, C. (2014). Geo-
located Twitter as proxy for global mobility patterns. Cartography and Geographic Information 
Science, 41(3), 260-271. 
Hecht, B., & Stephens, M. (2014, May). A tale of cities: Urban biases in volunteered 
geographic information. In Eighth International AAAI Conference on Weblogs and Social 
Media. 
Hoehner, C. M., Ramirez, L. K. B., Elliott, M. B., Handy, S. L., & Brownson, R. C. (2005). 
Perceived and objective environmental measures and physical activity among urban adults. 
American journal of preventive medicine, 28(2), 105-116. 
Huang, Arthur, Luciano Gallegos, and Kristina Lerman. "Travel analytics: Understanding how 
destination choice and business clusters are connected based on social media 
data." Transportation Research Part C: Emerging Technologies 77 (2017): 245-256. 
Humphreys, L. (2010). Mobile social networks and urban public space. New Media & Society, 
12(5), 763-778. 
Jacobs, J. (1992). The death and life of great American cities. 1961. New York: Vintage. 




quantitative analysis characterizing distinct areas within a region. 
Jurdak, R., Zhao, K., Liu, J., AbouJaoude, M., Cameron, M., & Newth, D. (2015). 
Understanding human mobility from Twitter. PloS one, 10(7), e0131469. 
Kaneko, Takamu, and Keiji Yanai. "Event photo mining from twitter using keyword bursts and 
image clustering." Neurocomputing 172 (2016): 143-158. 
Krizek, K. J., El-Geneidy, A., & Thompson, K. (2007). A detailed analysis of how an urban 
trail system affects cyclists’ travel. Transportation, 34(5), 611-624. 
Lansley, Guy, and Paul A. Longley. "The geography of Twitter topics in London." Computers, 
Environment and Urban Systems 58 (2016): 85-96. 
Lee, R., & Sumiya, K. (2010, November). Measuring geographical regularities of crowd 
behaviors for Twitter-based geo-social event detection. In Proceedings of the 2nd ACM 
SIGSPATIAL international workshop on location based social networks (pp. 1-10). ACM. 
Lee, Ryong, and Kazutoshi Sumiya. "Measuring geographical regularities of crowd behaviors 
for Twitter-based geo-social event detection." In Proceedings of the 2nd ACM SIGSPATIAL 
international workshop on location based social networks, pp. 1-10. ACM, 2010. 
Lynch, K. (1984). Good city form. MIT press. 
Lynch, K., & Rodwin, L. (1958). A theory of urban form. Journal of the American institute of 
planners, 24(4), 201-214. 
Malleson, Nick, and Martin A. Andresen. "The impact of using social media data in crime rate 
calculations: shifting hot spots and changing spatial patterns." Cartography and Geographic 
Information Science 42, no. 2 (2015): 112-121. 
Mitchell, L., Frank, M. R., Harris, K. D., Dodds, P. S., & Danforth, C. M. (2013). The 
geography of happiness: Connecting twitter sentiment and expression, demographics, and 
objective characteristics of place. PloS one, 8(5), e64417. 
Moores, S. (2012). Media, place and mobility. Macmillan International Higher Education. 




activity and sedentary behavior: patterning and long-term maintenance. American journal of 
preventive medicine, 28(3), 259-266. 
Nelson, M. C., Gordon-Larsen, P., Song, Y., & Popkin, B. M. (2006). Built and social 
environments: associations with adolescent overweight and activity. American journal of 
preventive medicine, 31(2), 109-117. 
Nguyen, Quynh C., Suraj Kath, Hsien-Wen Meng, Dapeng Li, Ken R. Smith, James A. 
VanDerslice, Ming Wen, and Feifei Li. "Leveraging geotagged Twitter data to examine 
neighborhood happiness, diet, and physical activity." Applied Geography 73 (2016): 77-88. 
o'Reilly, T. (2009). What is web 2.0. " O'Reilly Media, Inc.". 
Pan, H., Deal, B., Chen, Y., & Hewings, G. (2018). A Reassessment of urban structure and 
land-use patterns: distance to CBD or network-based?—Evidence from Chicago. Regional 
Science and Urban Economics, 70, 215-228. 
Patel, Nirav N., Forrest R. Stevens, Zhuojie Huang, Andrea E. Gaughan, Iqbal Elyazar, and 
Andrew J. Tatem. "Improving large area population mapping using geotweet 
densities." Transactions in GIS 21, no. 2 (2017): 317-331. 
Popkin, B. M., Duffey, K., & Gordon-Larsen, P. (2005). Environmental influences on food 
choice, physical activity and energy balance. Physiology & behavior, 86(5), 603-613. 
Rösler, R., & Liebig, T. (2013). Using data from location based social networks for urban 
activity clustering. In Geographic information science at the heart of Europe (pp. 55-72). 
Springer, Cham. 
Rösler, Roberto, and Thomas Liebig. "Using data from location based social networks for 
urban activity clustering." In Geographic information science at the heart of Europe, pp. 55-
72. Springer, Cham, 2013. 
Sarjala, S., Broberg, A., & Hynynen, A. (2016). Children and youth transport in different urban 
morphological types. Journal of Transport and Land Use, 9(2), 87-103. 
Schweitzer, Lisa. "Planning and social media: a case study of public transit and stigma on 




Shay, E., & Khattak, A. J. (2007). Automobiles, trips, and neighborhood type: Comparing 
environmental measures. Transportation Research Record, 2010(1), 73-82. 
Song, Y., & Knaap, G. J. (2007). Quantitative classification of neighbourhoods: The 
neighbourhoods of new single-family homes in the Portland Metropolitan Area. Journal of 
Urban Design, 12(1), 1-24. 
Stefanidis, A., Crooks, A., & Radzikowski, J. (2013). Harvesting ambient geospatial 
information from social media feeds. GeoJournal, 78(2), 319-338. 
Steiger, E., Westerholt, R., Resch, B., & Zipf, A. (2015). Twitter as an indicator for 
whereabouts of people? Correlating Twitter with UK census data. Computers, Environment 
and Urban Systems, 54, 255-265. 
Steiger, Enrico, Bernd Resch, and Alexander Zipf. "Exploration of spatiotemporal and 
semantic clusters of Twitter data using unsupervised neural networks." International Journal of 
Geographical Information Science 30, no. 9 (2016): 1694-1716. 
Steiger, Enrico, René Westerholt, Bernd Resch, and Alexander Zipf. "Twitter as an indicator 
for whereabouts of people? Correlating Twitter with UK census data." Computers, 
Environment and Urban Systems 54 (2015): 255-265. 
Voulgaris, C. T., Taylor, B. D., Blumenberg, E., Brown, A., & Ralph, K. (2016). Synergistic 
neighborhood relationships with travel behavior: An analysis of travel in 30,000 US 
neighborhoods. Journal of Transport and Land Use, 10(1). 
Whyte, W. H. (1980). The social life of small urban spaces. 
Widener, Michael J., and Wenwen Li. "Using geolocated Twitter data to monitor the prevalence 
of healthy and unhealthy food references across the US." Applied Geography54 (2014): 189-
197. 
Xu, Zheng, Yunhuai Liu, Neil Yen, Lin Mei, Xiangfeng Luo, Xiao Wei, and Chuanping Hu. 
"Crowdsourcing based description of urban emergency events using social media big 
data." IEEE Transactions on Cloud Computing (2016). 
Yan, A. F., Voorhees, C. C., Clifton, K., & Burnier, C. (2010). “Do you see what I see?”–
Correlates of multidimensional measures of neighborhood types and perceived physical 





Yang, Jie, Claudia Hauff, Geert-Jan Houben, and Christiaan Titos Bolivar. "Diversity in urban 
social media analytics." In International Conference on Web Engineering, pp. 335-353. 
Springer, Cham, 2016. 
Yankelovich, N., Meyrowitz, N. K., & Dam, A. V. (1985). Reading and writing the electronic 
book. IEEE computer, 18(10), 15-30. 
Ye, Xinyue, Shengwen Li, Xining Yang, and Chenglin Qin. "Use of Social Media for the 
Detection and Analysis of Infectious Diseases in China." ISPRS International Journal of Geo-






CHAPTER 5: BUILT ENVIRONMENT AND PLACE IMAGE: EXPLORING THE 
RELATIONSHIP BETWEEN PLACE PATTERN AND TWEETING IN THE U.S VIA 
DEEP LEARNING 
5.1 Introduction 
Perception is the most intuitive link between an individual and a city. No matter how 
complicated the form of the buildings, trees, and roads, they come together to create one 
“impression” or “image” in our mind, then provide insights to support our everyday decision 
making. How, then, can urban planning improve the built environment to make cities more vibrant? 
For a long time, this question has been a key concern for urban planning professionals (Lynch & 
Rodwin, 1958). Jane Jacobs’ (1961) discussion of this topic laid the foundation for the concept of 
place-making, introducing this idea to a wider audience. Ingrained attitudes toward city planning 
during that period undermined attempts to create more active and culturally confident cities 
(Montgomery, 1998). However, since the start of the millennium, many metropolitan areas across 
the United States have seen the redevelopment of city centers, especially since the end of the Great 
Recession (Malizia, 2017); there is renewed interest in urban living and public space, and although 
there remains a preference for suburban living in Western countries—particularly in North 
America—many now consider central city living to be a more desirable way of life. There is further 
evidence of this trend in the renewed interest 
in revitalizing main streets across North America to improve their commerce, the neighborhood 
identity, and the social interactions among residents (Mehta, 2013).  




to understanding how built environment factors influence or construct the perceived attractiveness 
and popularity of urban places. However, because of the limitations of existing data collection 
techniques, many studies have approached this issue in a qualitative way. Traditional data 
collection methods based on surveys or individual investigations are labor intensive and require 
significant funding and large amounts of time. As a consequence, perception studies are usually 
small in their spatial scale, giving rise to potential issues of external validity when applying the 
findings to large-scale urban planning practice. 
Studies of urban vibrancy can be divided into two main types: those that measure human 
activity or the proxies of those activities and those that focus on individual perceptions or images 
of the city. The current paper proposes a quantitative empirical method for exploring urban 
vibrancy in terms of image and perception. Specifically, the association between the built 
environment factors and subjective aspects of urban vibrancy is investigated by addressing three 
research questions. 
• How are built environment factors associated with perceptions of vibrancy? 
• How are built environment patterns associated with perceptions of vibrancy? 
• Do built environment patterns influence the association between individual built 
environment factors and perceived urban vibrancy? 
In addition to exploring the relationship between the built environment and urban vibrancy, 
the current study has two other major aspects. First, it makes novel use of a deep learning algorithm 
to automate high-resolution measurements of the urban form at the streetscape level, which are 
essential for studying the vibrancy of urban places. We also conduct further investigations for these 
measurements. What is the relationship between the new deep learning measures and traditional 




study proposes a replicable quantitative framework for using big data on a large spatial scale to 
complement environmental psychology’s traditionally qualitative approach. To investigate 
whether the built environment factors and their patterns are associated with perceived vibrancy, 
the current study used street view data from Google Maps and Twitter’s extensive publicly 
available data to explore perceived vibrancy’s influence of urban form.  
The rest of the paper is organized as follows: Section 2 reviews previous studies on the 
relationship between built environment factors and environmental perception and the relevant 
innovations in deep learning techniques. Section 3 explains the development of quantitative urban 
form metrics; these were used to analyze a fixed set of variables that are expected to influence 
perception as the main effects at the community and street view level. The multilevel regression 
analyses were performed to test the relationships between the built environment factors and image 
perceptions using both DL and GIS methods at street and census block level. Then we use cluster 
analysis to identify six major types of built environment patterns and use standardized score to 
analyze the features within each pattern. More importantly we looked at the relationship between 
each built environment pattern and its performance of vibrancy image. Furthermore, we 
investigated the effect of each individual built environment factors within each pattern and 
compare the variation of that effect between each pattern to show how pattern will influence both 
the magnitude and significance of the effect. The results reported in Section 4 indicate that most 
of these built environment metrics are related to vibrancy image. Also, there is a huge variation for 
the effect of different built environment pattern as well as the individual effect of built environment 
factors within each pattern. Section 5 discusses the findings, and the conclusions in Section 6 
indicate that the historical theory of urban form and built environment may also apply to urban 




5.2 Literature Review 
5.2.1 Built environment and urban vibrancy 
Within the field of environmental psychology, Brunswik’s probabilistic lens model 
(Brunswik, 1956) theorized that the environment contains an abundance of cues. As shown in 
Figure [X], Brunswik likened the process of perception to a lens through which stimuli are 
perceived and come into focus. The lens model further indicates that observers make personality 
judgments about objects based on environmental cues. Similarly, Gibson (1979) contended that 
rather than perceiving individual features, or “cues,” humans organize environmental features into 
recognizable patterns, or “affordances,” based on an arrangement of factors that inform perception. 
These contributions inspired many later empirical studies in environmental psychology (Winkel, 
2009), providing a solid general theoretical framework to explain how humans acquire perceptual 
information and process this information into images. However, there is room for improvement in 
understanding the detail of the built environment as perceived and the specifics of those patterns.  
One widely used framework is Campbell et al. ’s (1976) model of neighborhood 
satisfaction, which proposes that life satisfaction results from objective stimuli, cognitive 
responses, and domain-specific satisfaction. Campbell et al. (1976) also argued that personal 
characteristics are important determinants of perception, domain satisfaction, and life satisfaction. 
Their model conceptualizes how objective environmental attributes affect life satisfaction in terms 
of two mediating processes: perceived environmental attributes and satisfaction with one’s 
residential environment. Although several previous studies have measured both the objective and 
perceived elements of built environment (and sometimes residential satisfaction), few have applied 
a sound theoretical model to empirical research. For example, although Hur et al. (2010) explored 




neighborhood satisfaction, they did not explicitly link their model to any theoretical framework. 
Most environment-related variables are measured by human auditing and hence pay little attention 
to the street view (see Campbell, 1976; Diener et al., 1985; Amérigo & Aragones, 1997, Kahn & 
Juster, 2002; Lee et al., 2010; Hur, 2010; Florida, 2011; Kim et al., 2014; Cao & Wang, 2016; 
Hadavi, 2017; Zhu & Fan, 2018).  
Challenging the conventional planning paradigm, Jacobs (1961) argued that mixed land 
uses, small block sizes, varied building sizes, and a high population density are essential in creating 
lively places to live. Over time, these ideas became the foundation for various place-making 
theories. Whyte (1980) took Jacobs’ ideas a step further by using time-lapse photography to record 
and analyze people’s social lives in New York’s public spaces; he found that crowds drew people 
to public spaces and that the presence of water, trees, and food also positively influenced an area’s 
vitality. Lynch (1984) proposed a normative theory of high-quality urban form that encompassed 
vitality, sense, fit, access, control, efficiency, and justice. In a deeper analysis of the relationship 
between urban form and human activity, Gehl (1987) identified three subtypes of activity 
(necessary, optional, and social), suggesting that the optional and social activities were more 
strongly influenced by the built environment than necessary activities, apparently because the latter 
were considered compulsory. In a subsequent review of the literature, Montgomery (1998) listed 
12 physical conditions that were necessary for place-making. Recently, Mehta (2007) adopted 
Whyte’s approach to record Boston’s street life and found that people seemed equally concerned 
with the social, physical, and land use aspects of their streets. Although most studies are conducted 
using very thorough ideas, because of the limitations of most data collection techniques, 
researchers usually have preferred to approach this topic qualitatively, mainly by using case studies. 




merged in an intuitive way. Carmona (2003) attempted to summarize all the literature in one 
framework of 10 major factors, but most of the concepts he proposed cannot be easily quantified. 
A lack of a holistic general theory that could guide the setting of the variable has indeed limited 
the quantitative empirical study of this topic until  the recent major breakthrough by Ewing and  
Clemente(2013).  
Ewing and Clemente (2013) constructed a systematic framework to quantify the urban 
form measures for urban design and place-making–related concepts, including enclosure, human 
scale, transparency, tidiness and imageability, to represent street quality. However, they still used 
high-cost and labor-expensive human auditing methods to collect the data. In a recent review of 
the possible GIS-based measures of streetscape when it comes to livability, Harvey and Aultman-
Hall (2016) noted the potential of applying computer vision techniques in a streetscape analysis. 
The development of these techniques can also enhance data collection when exploring perceived 
vibrancy. Crowdsourcing and online surveys now facilitate neighborhood cognition audits that 
involve groups of remote volunteers, providing much larger samples than traditional survey 
methods. In MIT’s Place Pulse project (Dubey et al., 2016; Salesses et al., 2013), more than one 
million votes were collected for about a hundred thousand places worldwide. This approach has 
great potential for studies of urban environment perception. Based on these data, Naik et al. (2014) 
developed a scene-understanding algorithm to predict the perceived safety of a streetscape. 
Additionally, Harvey et al. (2015) used these data to identify a set of “streetscape skeleton” design 
variables and examined these variables’ relationship to perceived safety scores created by Place 
Pulse.  
5.2.2 Urban form measures and deep learning  




comprehensive and intensive overview of relevant planning studies, Clifton (2007) concluded that 
the measures of urban form should adopt a multiscale perspective, and there has been wide 
agreement among scholars on this point. In Clifton’s framework, each perspective relates to a 
corresponding discipline and scale, as shown in Table [X]. Categorizing built environment 
measures into five perspectives, the vibrancy perception generally falls within the “community 
design” and “urban design” categories and is based primarily on GIS, image, survey, and audit 
data. However, similar to the limitation for the quantitative place-making theory, block 
face/streetscape level GIS data are insufficient because of a lack of reliable data sources, and the 
labor-intensive process of survey and audit data collection means that these studies are confined 
to relatively small areas.  
These limitations present many challenges for those who are interested in pursuing a 
quantitative approach. However, the rapid rise of deep learning (DL) and computer vision (CV) 
techniques promises to fundamentally change built environment studies by extracting many new 
measures from image data that are currently performed manually; by automating the process of 
streetview image auditing; and by exponentially enlarging sample sizes and the spatial areas of 
study. More importantly, these techniques will enable urban scholars to exploit the massive 
potential of information from big data platforms such as Google Street View. 
Scholars are now beginning to explore the possible application of DL and innovative CV 
techniques to build environment studies. For example, Naik (2014) described a scene-
understanding algorithm that predicts the perceived safety of a streetscape by using training data 
from an online survey of 7,000 participants. Dubey et al. (2016) trained a Siamese-like 
convolutional neural architecture to predict human pairwise image comparisons. Tang and Long 




on the five aspects identified by Ewing and Clemente (2013), along with a streetscape component 
analysis using image segmentation by SegNet. In addition, Lu (2018) used Google Street View 
and image segmentation techniques to investigate the association between street greenery and 
physical activity. In Chile, Rossetti (2018) also used image segmentation techniques to explore 
subjective perceptions of public spaces as a function of the built environment.  
However, there are a few key limitations that current CV and DL studies of urban form 
have not yet fully addressed. First, most studies rarely use complementary GIS or 
sociodemographic measures of urban form, assuming instead that CV and DL can completely 
replace these traditional measures and fully represent the built environment. This optimism is 
unwarranted and potentially undermines the research validity because CV and DL are themselves 
limited by the data source. The streetscape data that these methods primarily rely on can only 
reflect eye-level information, but many essential aspects of urban form such as land use mix or 
accessibility require far more information beyond that scale. Here, we contend that these new 
measures cannot entirely replace traditional quantitative GIS based methods and that urban form 
studies should consider using both by adjusting the focus according to the particular case. 
Second, unlike the GIS measures used to study the empirical relationship of urban form to 
human behavior and other urban issues, most CV- and DL-based studies still assess the results in 
a primarily descriptive way or use DL models in direct and uninterpretable ways. Researchers have 
not yet fully explored the vast potential of DL and CV for empirical studies taking place in the 
planning field. 
Third, studies using CV and DL to explore urban perceptions also face some potential 
challenges. In one recent study, Baker (2018) found that DL networks recognize images in a very 




but are weaker than humans in terms of shape recognition. Therefore, in urban environments 
context, it is likely that the algorithm would focus on patterns such as tree branches or shrubs, 
which humans would find harder to recognize the identity. For this reason, it seems that the most 
valid and useful way to apply DL and CV methods in this context is through empirical studies, 
here extracting measures as exploratory or independent variables to further understand the 
association with other dependent variable, rather than making direct predictions based on a 
completely black-box model.  
5.2.3 Typologies of urban form 
For a long time, urban designers and architects have employed a typological approach to 
the qualitative analysis of urban spaces (Rossi, 1982). In recent years, cluster analyses have been 
widely applied (Romesburg, 2004) to push planning researchers into the quantitative studies stage 
of built environment studies. Some studies focus on the relationship between the built environment 
and travel behavior (Jacques & El-Geneidy, 2014; Krizek & El-Geneidy, 2007; Lin & Long, 2008; 
Ralph et al., 2016; Shay & Khattak, 2007; Salon, 2015; Sarjala et al., 2015; Voulgaris et al., 2017; 
Yang et al., 2017) or between built environments and various physical activities (Nelson et al., 
2005; Nelson et al., 2006; Yan et al., 2010), as well as for quantitative classification of 
neighborhoods (Lierop et al., 2017; Song & Knaap, 2007).  
Among those studies exploring the relationship between travel behavior and the built 
environment, Voulgaris, Blumenberg, Ralph, Taylor, and Brown (2017) addressed a gap in the 
previous literature by using a factor analysis and cluster analysis to develop a typology of seven 
distinct neighborhood types. Salon (2015) provided separate empirical estimates of how the built 
environment’s characteristics relate to vehicle miles traveled (VMT) for five distinct neighborhood 




empirical estimates (Shay & Khattak, 2007; Voulgaris et al., 2017), the separate empirical 
estimates using the environmental characteristics distinguish this work from other articles. 
All of the reviewed articles discussing the relationship between physical activities and the 
built environment used regression analyses. Although there is clearly a scope here with which to 
conduct interdisciplinary research using a cluster analysis, three articles (Nelson et al., 2005; 
Nelson et al., 2006; Yan et al., 2010) depended on self-reported survey data, which may impair the 
accuracy of the study results. Song and Knaap’s (2007) use of quantitative classification had a far-
reaching influence on the subsequent literature, as indicated by the number of citations. Lierop and 
El-Geneidy (2017) introduced a new model using a cluster analysis, and their findings can serve 
as a tool for transit agencies and for providing a framework for future work. 
In general, the literature has confirmed the value of clustering as a practical tool for 
quantitative analyses. Most of the reviewed studies employed a k-means analysis (Krizek & El-
Geneidy, 2007; Lierop & El-Geneidy, 2017; Salon, 2015; Sarjala et al., 2015; Shay & Khattak, 
2007; Song & Knaap, 2007; Yan et al., 2010), and some used both a factor analysis and cluster 
analysis (Jacques & El-Geneidy, 2014; Voulgaris et al., 2017; Yang et al., 2017). As with other 
quantitative methods, this provides an objective basis for studying and analyzing the research 
problems, supporting broader studies that can be generalized and guide subsequent research. A 
cluster analysis can provide a quick view of the data, offering useful descriptive information that 
helps in exploring the internal links between the target phenomenon and the identified clusters. 
5.3 Data and Methods 
5.3.1 Conceptual framework 




perception, and the independent variables are the built environment factors. These data were 
collected and cleaned, and a multilevel regression was utilized to address the first research question 
concerning the relationship between vibrancy and each of the built environment factors. K-means 
clustering was used to categorize the built environment factors into patterns based on their 
attributes. Their relationship to the vibrancy image was then used to address the second research 
question. 
Based on the literature review above, the relationship between vibrancy perception and the 
built environment factors can be summarized in the following equation: 
For each built environment factor, the following measurements were included: 
• Streetscape 
• Proportion of sky, tree, road, building, grass, car, sidewalk, earth, plant 
• Density and land use 
• Employment density of retail, office, industry, service, entertainment 
• Household density, vacancy rate 
• Diversity 
• Shannon entropy index 
• Design 
• Road density (auto, multimodal, pedestrian), median building age, and ratio of 
detached apartments. 
The present study focuses on the 14 biggest U.S. cities, which reflects the availability of 
vibrancy perception data. The data on perceptual image vibrancy were sourced from the Place 
Pulse project (Salesses, Schechtner, & Hidalgo, 2013), which used an online survey to ask 




sample city “looks livelier.” The original data contained 1,223,649 votes for 109,666 locations all 
around the world. Of these street locations, 27,878 were in the 14 U.S. cities selected as the base 
research unit for the current study. The city names and the number of street locations are listed in 
Table 5.1 below; the street view images were downloaded through the Google API. 
Table 5.1 Summary statistics 
 
Statistic Mean St. 
Dev. 



























1.473 7.977 0 460.198 LEHD 
Household 
density 
8.454 13.359 0.005 300.169 ACS 




0.514 0.312 0 1 A/SLD 
Design Auto-oriented 
road density 











1.866 4.268 0 78 SLD 




18.095 8.04 0 60.93 ACS 
Streetscape* Car 0.029 0.037 0 0.288 A 
Grass 0.041 0.055 0 0.428 A 
Sky 0.346 0.151 0 0.996 A 
Road 0.171 0.071 0 0.381 A 
Building 0.096 0.123 0 1 A 
Plant 0.012 0.028 0 0.762 A 
Sidewalk 0.026 0.034 0 0.313 A 
Tree 0.223 0.18 0 1 A 
Earth 0.016 0.037 0 0.412 A 
* indicates variables are made by the author; LEHD indicates the Longitudinal Employer-
Household Dynamics database; SLD indicates a smart location database; ACS indicates 2013–
2017 ACS 5-Year Dataset. 
 
5.3.2 Streetscape Measures: Deep learning and image segmentation 
DL methods were applied to segment the street view image and to further summarize the 
built environment information. DL attempts to model high-level abstractions in the data by using 
a deep graph with multiple processing layers comprising multiple linear and nonlinear 
transformations. Convolutional neural networks (CNN) are one type of DL architecture that has 
proven to be highly effective for image recognition tasks.  




(PSPNet). Based on a CNN algorithm (Zhao et.al 2017), In 2016, it was shown to be the most 
effective DL model for scene parsing. Scene parsing involves segmenting and parsing an image 
into different regions associated with semantic categories such as sky, road, person, and bed. The 
data for building this model were sourced from the ADE20K dataset, which contains more than 
20,000 scene-centric images that have been exhaustively annotated for objects and object parts. 
Specifically, the benchmark was divided into 20,000 images for training, 2,000 images for 
validation, and another batch of images for testing. In total, 150 semantic categories were included 
for evaluation, including sky, road, grass, and discrete objects such as person, car, and bed. 
This model exploits the capability of global context information by using region-based 
context aggregation through the pyramid pooling module in conjunction with the proposed PSPNet. 
The global prior representation effectively produces good-quality results on the scene parsing task, 
and PSPNet provides a superior framework for pixel-level prediction tasks. The proposed approach 
has achieved state-of-the-art performance on various datasets; it took first place in the 2016 
ImageNet scene parsing challenge, the PASCAL VOC 2012 benchmark, and the Cityscapes 
benchmark. A single PSPNet yielded a new record mIoU accuracy of 85.4% on PASCAL VOC 
2012 and an accuracy of 80.2% on Cityscapes. 
 




Because the model output includes 150 categories of objectives, which are too many to 
analyze, only the top categories were kept from the scene parsing task results. The nine categories 
occupying more than 1% of the total pixels were saved for further analysis—that is, sky, tree, road, 
building, grass, car, sidewalk, earth, and plant, which together accounted for 95.58% of the total 
pixels. As shown in Table 5.2 below, the categories sky, tree, road, and building accounted for most 
of these results. One important issue here is that the term car is better understood as “street parking.” 
Because the data collector (Google) usually chooses a time when traffic volumes are low to obtain 
a better view of the environment, any cars spotted in the image are likely to be parked on the street 
rather than moving along the road. 
Table 5.2 The average proportion of the DL built environment measures extracted from 
streetview images 
Category Average proportion in the street view 









5.3.3 Other measures 
Although innovative and more precise, these new streetscape measures are still limited, 
especially in terms of land use and building type information; hence, these measures cannot fully 
represent the totality of urban forms in the area. For this reason, several GIS and sociodemographic 




the density measures looked primarily at the type and intensity of land use around each streetscape, 
using employment and residential data as the proxies. Five employment types extracted from the 
LEHD dataset were summarized using the NASIC code to represent retail, office, industrial, 
service, and entertainment land use. The household density within each block group was computed 
to indicate residential land use. Vacancy rates were used to represent vacant lots in the city. As a 
second dimension, the land use mix data were used to represent the range of different land use 
types within each census block group by using the Shannon index function, which has frequently 
been used in built environment studies. In measuring entropy, the maximum value (1) indicates 
mixed-use status—that is, that all the land use types are equally represented—while the minimum 
value (0) indicates only one type. The design dimension relates primarily to road and housing types. 
All roads are categorized as auto oriented, multimodal, or pedestrian oriented, based on a series of 
indicatorsiii such as speed limit. The intersection density of each type of road is then calculated 
within the census block group to represent the types of road in the area. Two measures are used for 
the housing types. Following Jacobs (1961), the average built year is considered an important 
factor in determining building style. The ratio of detached apartments is another important measure; 
sprawling areas are likely to return larger values, while compact neighborhoods tend to have lower 
values. Most of the built environment data were drawn from two sources: the 5-year American 
Community Survey 2011–2015 (ACS) and the EPA Smart Location Database (SLD). All the 
variables and the summary statistics are provided in Table 1. 
5.3.4 Perception measures 
Perception data were sourced from MIT’s Place Pulse online survey. The survey website 
randomly chose two street view images and asked the visitor which one looks livelier. In total, 




used in the current study. The Glicko rating algorithm (invented by Mark Glickman [1995] as an 
enhancement of the Elo rating system) was used to transfer win/lose results from the Place Pulse 
data to a series of normally distributed continuous scores. Both the Glicko and Elo algorithms were 
originally created to assess a player’s strength in games of skill, such as chess, based on their match 
results (Elo, 1978). In this case, the model input was the win/lose result for each vote and “player” 
(street view image), and the output was a normally distributed continuous score for the perceived 
vibrancy of each image. 
5.3.5 Empirical analysis 
Three principal methods were used to analyze the association between the built 
environment pattern and perceived vibrancy—correlation matrix, cluster analysis, and regression. 
After the measures have been created, the correlation matrix is computed to test the relationship 
between each measure, as well as the relationship between the traditional GIS measure and new 
DL measures. A cluster analysis, a method of combining observations into groups based on their 
similarity within a set of predetermined characteristics, was performed to identify the built 
environment pattern. A k-means cluster analysis was used to classify all 27,878 locations as built 
environment patterns based on the similarities and dissimilarities in the values of the factors 
derived from the previous step in such a way that each neighborhood type was internally similar 
as possible but externally dissimilar from other neighborhood types. K-means clustering begins by 
grouping observations into a predefined number of clusters and then evaluates each observation 
and moves it to its nearest cluster—that is, the one with the smallest Euclidean distance between 
the observation and the centroid of the cluster. When a cluster changes by losing or gaining an 
observation, the cluster centroid is recalculated. At the end, all observations are in their nearest 




interpretation, the number is set to six in the current case.  
5.4 Results 
5.4.1 Correlation matrix 
 
Figure 5.2. The correlation matrix plot between all the independent variables 
 
As shown in the figures 5.2, most new DL measures are not statistically correlated with the 
GIS measure. Among them, the most associated DL measure is the proportion of building in street 
view images, which has a 0.49 correlation with household density and -0.44 with the ratio of 




relatively independent information. Therefore, the traditional GIS measures cannot completely be 
replaced by the new DL measures used in the current study. Another interesting association is the 
negative association (-0.75) between sky and tree proportion in the street view images, which 
indicates that tree cover is a major factor in decreasing the visibility of sky in street views.  
5.4.2 Regression 
Table 5.3. The results of multilevel regression 
 
  Livelyscore 
    B CI p 
Fixed Parts 
(Intercept)   2601.81 2211.46 – 2992.15 <.001 
HHden   1.09 0.80 – 1.37 <.001 
D1C5_Ret10   0.03 -0.82 – 0.89 0.943 
D1C5_Off10   0.17 0.03 – 0.32 0.02 
D1C5_Ind10   -0.07 -0.28 – 0.14 0.519 
D1C5_Svc10   0.04 -0.19 – 0.26 0.756 
D1C5_Ent10   0.48 0.05 – 0.92 0.031 
vacantrate   -86.8 -122.50 – -51.11 <.001 
ratedetach   -6.9 -19.72 – 5.91 0.291 
D2B_E5MIX   3.84 -6.19 – 13.87 0.453 
D3aao   -1.63 -2.36 – -0.90 <.001 
D3amm   1.59 0.66 – 2.52 <.001 
D3apo   2.42 1.95 – 2.88 <.001 
Age   -0.26 -0.45 – -0.06 0.011 
Car   908.85 810.16 – 1007.55 <.001 
Grass   428.16 352.21 – 504.11 <.001 
Sky   -152.51 -200.24 – -104.79 <.001 
Road   186.05 129.95 – 242.15 <.001 
Building   65.55 19.00 – 112.10 0.006 
Plant   383.11 269.73 – 496.50 <.001 




Tree   112.14 68.41 – 155.86 <.001 
Earth   34.85 -62.66 – 132.37 0.484 
Random Parts 
σ2   53437.121 
τ00, GEOID:CBSA_Name   959.634 
τ00, CBSA_Name   277.65 
NGEOID:CBSA_Name   8404 
NCBSA_Name   13 
ICCGEOID:CBSA_Name   0.018 
ICCCBSA_Name   0.005 
Observations   26352 




Figure 5.3. The standardized effect of the multilevel regression 
As shown in the table 5.3, at alpha level of 0.05, most built environment factors are 
significantly associated with the vibrancy perception in the multilevel regression result except 




proportion of earth in streetview. To better compare the magnitude of each factors’ effect, after 
standardizing the coefficient, the results are plotted in the graph below. One important finding is 
that car/street parking serves as the most significant and influential cue for people to think a place 
is vibrant; the effect is twice as strong than for most other factors. Street parking’s influence has 
been mentioned in previous literature; however, it has never been emphasized at a high importance 
level, especially compared with other landscape factors such as trees and sidewalks. Street parking 
was normally discussed as a part of the street furniture or as a subtype of the parking facilities. But 
this does make sense because unlike other built environment factors, normally, street parking exists 
where “third places” such as bars or restaurants are around to support people’s needs. This feature 
makes street parking serve as a very effective cue of vibrancy perception. 
This result also brings up another important issue: parking facilities cannot be discussed in 
a simple or general way because street parking does not affect the environment perception as the 
other types of parking areas, which are usually found to be negative factors for urban vibrancy.  
For other positive factors, vegetation factors are also very influential, so much so that the 
proportion of trees and grass in street view come in as the second and third highest ranking factors, 
respectively. Sidewalks and pedestrian road type serve as the fourth and fifth most important 
factors, meaning pedestrian facilities are also related to vibrancy perception, which is consistent 
with previous research. Besides these factors, the density-related factors, including household 
density, proportion of buildings, office employment, and entertainment employment density, have 
a statistically significant positive association to urban vibrancy perception.  
For the negative factors, the proportion of sky is the most influential undesirable factor for 
vibrancy perception. Similar to the street parking factor, the proportion of sky has been discussed 




a highway or vacancy rates. 
5.4.3 Clustering analysis 
As shown in the table 5.4 below, tor the clustering effect, all six patterns calculated have 
significantly different features. We named them “downtown,” “urban center,” “new urbanism,” 
“suburban sprawl,” ”country,” and “highway” based on their features. The results also show that 
the “downtown” pattern has the highest vibrancy perception, and the “new urbanism” and 
“suburban” pattern also have a moderately high performance. The “suburban” pattern has an 
average performance, while “highway” and “country” have a vibrancy perception below the 
average. 











Retail Employment Density -0.13 -0.04 -0.17 0.22 5.41 -0.16 
Office Employment Density -0.09 -0.06 -0.10 0.04 7.50 -0.10 
Industry Employment Density  -0.09 0.01 -0.09 0.02 4.35 -0.08 
Service Employment Density -0.10 -0.07 -0.12 0.05 8.99 -0.11 
Entertainment Employment Density -0.11 -0.07 -0.13 0.12 7.58 -0.13 
Five-tier Employment Entropy -0.12 0.24 -0.19 -0.10 0.50 -0.01 
Auto-oriented Road Density -0.26 0.35 -0.15 -0.14 0.60 -0.10 
Multimodal-oriented Road Density -0.21 0.07 -0.21 0.35 1.39 -0.31 
Pedestrian-oriented Road Density 0.28 -0.34 -0.32 0.83 0.90 -0.68 
Car 0.11 -0.19 -0.52 0.93 0.31 -0.59 
Grass -0.25 -0.30  1.52 -0.62 -0.59 -0.41 
Sky -0.52 0.83 -0.31 -0.24 -1.22 -0.62 
Road -0.43 0.79 -0.34 -0.29 -0.18 -0.59 
Building -0.33 -0.20 -0.55 1.30 2.74 -0.60 




Sidewalk 0.37 -0.12 -0.51 0.54 0.58 -0.53 
Tree 0.63 -0.63 0.62 -0.54 -0.83 1.01 
Earth -0.11 -0.20 -0.25 -0.38 -0.38 2.70 
Household Density -0.15 -0.26 -0.39 1.05 1.13 -0.42 
Vacancy Rate  -0.35 0.02 0.10 0.08 0.80 0.22 
Ratio of Detached Apartments 0.35 -0.14 0.70 -0.93 -1.16 0.50 








Vibrancy 0.18 -0.25 0.01 0.26 0.59 -0.15 
5.4.3.1 “Downtown” and “urban center” streetscape  
The first type is the “downtown” streetscape, which is usually located in the central part of 
the city. It has the strongest performance with a 0.59 standard deviation from the mean urban 
vibrancy score value, which is much higher than the other patterns. For the street view feature, the 
proportion of buildings in the image is much higher than the average. At the same time, the 
proportion of trees and grass and sky is much lower compared with the other groups, indicating 
the lack of plants within the city center area. One of the most obvious land use features here is the 
extremely high density of employment compared with the other types, which is four to nine 
standard deviations higher than the means. The land use mix indicator is also the highest among 
all the types. Another feature that stands out is the intersection density of multimodal roads. This 





Figure 5.4. The "downtown" streetscapes 
The second most vibrant pattern is an urban center, which is usually located surrounding 
the city center; here, the vibrancy score is 0.29, a standard deviation higher than the total average. 
For streetscape factors, the urban center shares many features with the downtown streetscape, 
including relatively low tree, grass, road, and earth proportions in the street view image and relative 
high sidewalk proportions. The major difference from the downtown pattern is that the index of 
car/street parking in the image increases to 0.93, and the index of sky is increased to -0.24, which 
indicates more parking space and larger sky proportions. The index for the building element is 
0.29, not as extreme as downtown, but still higher than the average, which does fit the setting for 
a townscape here. For other features, the employment density index of the urban center streetscape 
is close to the average value but is still higher than the remaining four types, indicating a still 
relatively intense density. Another interesting contrast is building age. Unlike downtown, which 




among all six groups (-0.41), indicating most of the streetscape might be located in a historical 
neighborhood.  
 
Figure 5.5. Example of the “urban center” streetscape 
5.4.3.2 “New urbanism” and “suburban sprawl” - 0.01  
The third and fourth types of streetscape—“new urbanism” and “suburban sprawl”—
should be discussed together because they do share some features, such as being located in a 
neighborhood outside the central city and median level residential density and employment density. 
But they also have very unique features that fit in with the theories of new urbanism and suburban 
sprawl communities. At the same time, the results offer more insights into the two streetscapes. 
Generally, it is important to know that the new urbanism type has a much higher vibrancy 
perception index (0.18) than the suburban sprawl streetscape (0.01), which fits with previous 




earth, and tree proportion is similar between the two types. The “new urbanism” streetscape is 
substantially higher for the proportion of sidewalk, plant, and car/street parking while substantially 
lower for the proportion of grass. Among all the differences, the proportion of grass significantly 
stands out, so much so that the suburban sprawl streetscape is 1.25 standard deviations higher than 
the mean, the highest of all six types, while the new urbanism streetscape is 0.25 standard 
deviations lower than the mean. This indicates that a grassy field is the most identical feature for 
sprawling neighborhoods; this is probably an effect of their large front yards and wide setbacks 
from the road.  
For other built environment features, the two types of streetscapes also share some common 
features when compared with the other types, such as low employment density, median household 
density, median land use mix, and low auto-oriented and multimodal intersection density. Although 
for the other factors, compared with “suburban sprawl,” “new urbanism” is slightly higher in 
household density, much higher in pedestrian-oriented intersection density and much lower in 
median built year, ratio of detached apartments, and vacancy rate. This result fits in with previous 
studies about new urbanism and the traditional urbanism theory, which further validates the 






Figure 1.6. Examples of a new urbanism streetscape 
 




5.4.3.3 “Country” and “highway”  
The final two types that have the lowest vibrancy performance are “country” and “highway,” 
which are 0.15 and 0.25 standard deviations lower from the mean value, respectively. The country 
streetscape pattern normally is located in the outer areas of the city. As a streetscape feature, it is 
very recognizable because most street features have a negative standardized index value, meaning 
the proportion of those factors is lower than the mean, except for two key indicators – trees and 
earth. The proportion of the earth within the country streetscape image is 2.7 standard deviations 
higher than the mean value; this is possibly caused by the low maintenance of the nature features 
within those areas. The proportion of trees is also the largest among all six groups. For the other 
built environment factors, most of the factors for the country pattern are also lower than average; 
it has the lowest residential density, office, entertainment employment density, and multimodal, 
pedestrian-oriented intersection density of all six types, indicating that this streetscape is the least 
developed pattern. All these features validate the location of the remote region for such a 
streetscape pattern. 
The highway streetscape is also very identical because its location highly correlates with 
the highway roads in the map. This feature is also reflected in its built environment indicators; the 
proportion of road and sky dominates the street view features, indicating large road width and large 
tree and building setbacks for these roads. The high auto-oriented intersection density also further 






Figure 5.8. Examples of a country streetscape 
 




To validate the results, the spatial distribution of each type of pattern was plotted in the 
New York and Chicago areas. Based on the figure 5.10 below, we can see that the “downtown” 
pattern is mainly located in the central area of the city: The Mid-town are of New York and the 
Loop of Chicago. The “town” pattern is mainly located at the peripheral areas around the 
“downtown” areas. The “highway” pattern is mainly located around the major highways of the 
city. The “new urbanism” and “suburban” patterns are scattered throughout the residential areas. 
The “country” pattern is rarely found in these two cities, which is reasonable considering the 
context of the regions.  
 
Figure 5.10. The location of streetscape patterns in New York and Chicago 





Figure 5.11 The result of regression by each type of built environment pattern 
As shown in the figure 5.11, the separated multilevel regression results for all six types of 
built environment are shown in the graph above. Generally, there are many differences when it 
comes to both the factors’ coefficient and significance between each built environment pattern and 
the vibrancy score. For the streetscape factors, most factors have a varied effect within each built 
environment pattern, except for the consistent positive effect of the car/street parking index. For 




urban sprawl patterns compared with the others. * the factor with * means it has a negative 
influence on the vibrancy perception 
5.5 Discussion 
The current study investigated the relationships of the characteristics of the streetscape and 
built environment pattern with vibrancy perception in 14 major U.S. city areas; the study extends 
the literature on the relationship between the built environment and vibrancy in several ways. First, 
the present study initiated a research framework focusing on a streetscape-level urban form pattern 
and environment perception by using open source data. This analysis employed a method that can 
be easily replicated at a spatially large scale with a detailed resolution. The results fit with the 
expectation from previous studies regarding the effects of streetscape features on positive vibrant 
form—that streets with more grass, trees, sidewalks, density, and multimodal functions would be 
more likely to be vibrant in perception (Jacobs, 1961; Whyte, 1984). This shows that the image 
segmentation DL algorithm can be used as a valid approach to extract streetscape-scale measures 
from streetview images. 
Two interesting findings are the strong positive effect of cars in the street view and the 
strong negative effect of sky proportion. In place-making theories, cars are usually considered as 
having a definite negative impact because of their conflict with pedestrians. But as we mentioned 
before, in the measure we used, the car in the Google Street View picture is more likely to be 
parked in the street because Google usually chooses times of low traffic volume to collect its 
images. The street parking factor has proved to have a positive for vibrancy in many previous 
studies (Calthorpe, 1993; Duany & Talen, 2007). Moreover, by summarizing the failures of early 
pedestrian mall projects, some other studies have also pointed out that cars are still very necessary 




point that auto-favored road design is still not welcomed from a vibrancy perspective.  
The negative effect of the amount of the sky in the streetscape is noteworthy. In some 
studies, a larger portion of sky has been considered a positive factor for good urban form because 
less sky has been found to be related to high psychological pressure (Alexzander, 1977), which led 
to the famous setback law in New York zoning. However, in other studies, it has been shown that 
less sky will decrease the sense of “enclosure” that can lead to discomfort. We argue, though, that 
most studies supporting the positive effect of sky proportion are conducted in the downtown 
regions of metropolitan areas such as New York City, where sky proportion is biased toward having 
very low value samples. The findings of the current study would support a stronger variation of 
sky proportion, which fits more with the positive effect theory. 
More importantly, the current study analyzed the complicated association between the built 
environment types and their outcomes. For example, for the results of the global regression 
analysis, grass proportion in the street view was shown to be a significant positive factor associated 
with vibrancy perception. But in the cluster analysis, a high proportion of grass turned out to be an 
obvious identifier for the suburban sprawl streetscape pattern, which leads to a relatively lower 
performance in vibrancy perception. Further regression results within each type of pattern further 
validate this conclusion that the proportion of grass has a much stronger marginal effect on 
improving vibrancy perceptions within the new urbanism streetscapes compared with within the 
suburban sprawl streetscape. This means that even though general public grass is accepted as a 
“cue” of vibrancy, a grassy field next to the street still needs to be limited when it comes to 
neighborhood design, especially in a suburban sprawl neighborhood. According to the results, 
creating more shrubs and trees with a smaller house setback would be a better alternative. 




revealing the patterns of the relationship because of the regression’s underlying linearity and 
assumption of independence. The results also indicate that the built environment factors need to 
be considered as a holistic pattern instead of taken individually when assessing their influence on 
vibrancy perception. Ewing and Cevero (2010) found similar results, proposing that the effect of 
population density on travel behavior is an “intermediate variable” that was expressed in the 
relationships of other factors to travel behavior.  
Scholars have been discussing conflict in the generalizability of planning theory for some 
decades (Mandelbaum, 1979; Donaghy & Hopkins, 2006), asking whether planning theories 
should be applied universally or are just suitable for a specific type of area. Duany and Talen (2007) 
proposed the theory of transect planning, which was inspired by ecological theory; it emphasizes 
that planning strategies should respect the context of the local environment and should specify and 
arrange “the elements that comprise that environment in a way that is true to locational character—
that is, in a way that is expected, given the nature of the place” (Duany & Talen, 2007). They 
defined six zone types, ranging from urban to rural, and described a couple of detailed built 
environment features for each of them. Further, this transect idea has been codified in a model 
zoning ordinance known as the smart code. The results of the current paper are in line with their 
theory that both the significance and magnitude of each built environment’s features depend on 
the contextual pattern in which it belongs. Instead of the binary of rural and urban to define the 
zone as used in the original transect planning, in the current study, 22 quantified measures were 
utilized to distinguish the features of each “transect” pattern. Then, we further revealed their 
relationship with vibrancy and how each individual factor performed in each pattern. 
5.6 Conclusions  




replicable framework for analyzing the relationship between a built environment pattern and 
vibrancy perceptions. We offer three conclusions based on the present study’s results.  
First, the vibrancy perception is highly associated with built environment factors. Both the 
regression and cluster analysis indicate that there is a relationship between the built environment 
and tweeting behavior; this discovered relationship is very similar to the conclusions from previous 
theories and qualitative studies. Most of the factors introduced in the model are significant. 
Regarding the general effect, the factor of cars/street parking in the streetscape plays the strongest 
positive role, while the proportion of sky shows a strong negative impact, both of which need to 
be seriously considered in future urban planning. Based on the correlation matrix, planting trees 
to increase the proportion of trees in street views could become a major strategy to mitigate this.  
Second, the current study shows that the image segmentation model is a valid way to extract 
built environment information from street view images to use in an empirical study at the 
streetscape level. This will enlarge the border of urban form studies, allowing researchers to collect 
and compile the measures at a low cost while having a large sample size and a high level of 
efficiency. However, based on the correlation matrix result, it is very important to ensure that the 
new measures are not a replacement but rather are a supplement for the traditional GIS measures. 
Neither of them should be used alone in future urban form studies. 
Third, our results show that the built environment factors and vibrancy perceptions are 
structured in a very complex relationship that is based on a holistic pattern instead of on an 
independent individual effect. A simple global OLS method of the whole sample is not sufficient 
because it only looks at the factors individually without considering the interaction effects within 
the context. The current analysis shows that in future studies, it is key to recognize the 




Today, because of financial limitations, many urban developments or urban revitalization 
plans begin with fragmented, unrelated projects. For example, sidewalks might be improved 
without considering nearby destinations, or a high-density residential project might be approved 
without including mixed land use projects or pedestrian-oriented destinations such as restaurants. 
One of the most important lessons of the current study is that the built environment should be 
understood as an integrated system influenced by the interrelationships of built environment 
patterns. It is crucial to take into consideration the holistic context and vision before making 
strategies to improve the built environment. The key to increasing vibrancy is the interdependence 
of the interactions among multiple factors, which the present study has demonstrated via 
streetscape perceptions. We believe that all urban development should be conducted within 
comprehensive planning frameworks rather than making piecemeal, fragmented adaptations to the 
environment. Positive interaction effects would more fully realize the potential of built 
environments to benefit human behavior and, eventually, create vibrant cities. 
Therefore, based on the results, we have made a recommendation chart below in Table 5.5 
for future planning practice. It first shows the general “recommended” and “not recommended” 
factors that we concluded from the global regression showing either a significant positive or 
negative association with vibrancy perception. In the next rows, we show the factors that are 
specifically more effective in each context, meaning that the marginal effect within that specific 
built environment is larger than average, as well as those factors that are less effective. This will 
provide an easy reference for planners during the decision-making process—one that is based on 
scientific proof—to avoid ineffective investments. 
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CHAPTER 6: CONCLUSION AND FUTURE RESEARCH 
This chapter is intended to conclude for the whole dissertation, the more specific 
conclusions are included each chapter.  
6.1 Conclusions 
Based on my studies, I have empirically linked the character of the neighborhood-level 
built environment to geotagged tweets and streetview image perception, which could offer more 
insight into vibrant places. I also have found that the interaction terms of the factors of a built 
environment play a vital role in urban vibrancy; this further explains the contradictory findings, 
from previous studies, of the effects of urban density on human behavior. I found that the 
relationship of residential density to tweeting was significant and negative, after controlling for 
the interaction effect. But the effect of the density interaction with the land use mix and the 
intersection density indicates that the density serves as a catalyst in the relationship, galvanizing 
the positive effect of the land use mix, and that it undermines the negative effect of the auto-
oriented intersection density. High-density, single-use neighborhoods are linked to higher 
geotagged tweeting. 
Urban researchers not only need to start paying attention to the importance of interaction 
effects but must also reconsider the application of traditional regression methods in the field of 
built environment study, as these methods naturally assume that all factors in the equation are 
identical and that they are distributed independently of each other. Therefore, it is 




independently, to evaluate the vibrancy of places. 
Beyond the regression, the cluster analysis further shows that the built environment 
patterns of hot-spot tweeting areas and streetscapes do not follow the linearity that regression 
analysis assumes. A simple global OLS method for the whole sample is not sufficient, because it 
only looks at the factors individually, without considering the interaction effects within the context. 
In studying urban vibrancy, the built environment features are better understood as “patterns” 
instead of as “individual factors,” because “pattern” delivers finer conclusions for the complex 
relationship among the factors or within the local context. For areas outside a major city downtown, 
Liebig’s Law of the Minimum can be applied to the relationship between the built environment 
and social activity; this means that places with all built environment features that are slightly better 
than average are very likely to be more vibrant compared with areas with few outstanding features, 
although they suffer some major drawbacks. Also, in contexts such as residential communities, the 
proportion of grass plays an important negative role for the identity of vibrancy while playing a 
positive role in general. 
We also find that beyond the cluster pattern, there is a strong heterogeneity for each built 
environment factor’s effect on the urban vibrancy image within each pattern, especially factors 
such as trees, sidewalks, buildings, and cars. Therefore, the effect of the heterogeneity of the 
context or the built environment pattern not only works as an add-on influence, but it can 
fundamentally change both the magnitude and significance of the built environment feature.  
We find that the new big data from the digital platform and new analytical methods from 
machine learning and deep learning offer much more exceptional insights to allow the urban 
researcher to further quantitatively understand traditional urban planning questions. This will 




a low cost while obtaining a large sample size and a high level of efficiency. However, it is very 
important to ensure that the new measures are not a replacement of, but rather, are a supplement 
to the traditional measures. Neither should be used alone in future urban form studies. 
6.2 Policy implications 
Since the Web 2.0 Revolution began ten years ago, people have increasingly relied on 
computer-mediated tools to communicate. Although some people argue that the internet is 
alienating people from the real world, we conclude from our results that space and place 
importantly matter to online behavior. The built environment influenced social media behavior in 
the virtual Twitter community supporting the notion that the actual world and the virtual world are, 
in fact, coming together. Research on social media data as it relates to spatial location and behavior 
offers an important new perspective for decision-making in urban planning. 
Today, because of financial limitations, many urban developments or urban revitalization 
plans begin with fragmented, unrelated projects. For example, sidewalks might be improved 
without considering nearby destinations, or a high-density residential project might be approved 
without including mixed land use projects or pedestrian-oriented destinations such as restaurants. 
One of the most important lessons of the current study is that the built environment should be 
understood as an integrated system influenced by the interrelationships of built environment 
patterns. It is crucial to take into consideration the holistic context and vision before making 
strategies to improve the built environment. The key to increasing vibrancy is the interdependence 
of the interactions among multiple factors, which the present study has demonstrated via 
streetscape perceptions. We believe that all urban development should be conducted within 
comprehensive planning frameworks rather than making piecemeal, fragmented adaptations to the 




environments to benefit human behavior and, eventually, create vibrant cities. 
The results of this study strongly suggest that fragmented projects implemented without 
paying attention to the context of the built environment could have minimal positive or even 
negative influences on the vibrancy of the community. Nevertheless, a carefully chosen bundle of 
urban form factors might activate the individual factors’ positive influences and/or mitigate 
negative effects when they are simultaneously implemented. The key is the interdependence of the 
interactions among multiple factors for increasing human activity, which this study demonstrated 
regarding tweets. For example, high-density residential projects should work with efforts to 
provide restaurants and proximal mixed land use to maximize the online social media behavior in 
the area. The complexity of the effects of the built environment accentuates the demands on urban 
planners to consider the broad contexts of their sites and to improve their strategies to increase 
areas’ attractiveness and popularity. We believe that all urban development should be conducted 
within comprehensive planning frameworks rather than making piecemeal fragmented adaptations 
to the environment. Triggering positive interaction effects would more fully release the potentials 
of built environments to benefit human behavior and eventually create vibrant cities. 
6.3 Limitations and future research 
The most substantial challenge for researchers studying social media data is selection bias, 
because the geo-locational information on tweets might not accurately reflect tweeting behavior 
and Twitter users might not be representative of the overall populations. These two problems of 
data validity are difficult to overcome because of the lack of personal information on Twitter users. 
Therefore, we focused our research questions on tweeting behavior itself rather than Twitter users 
or the general population’s behaviors, to improve the precision and validity of the interpretation 




tweeted. Consequently, we do not discuss the applicability of the findings to Twitter users or the 
population of the U.S., although, as the literature review points out, many studies found that 
geotagged tweets are strongly related to distributions of various human behaviors.  
External validity is another limitation of this study. The U.S. is one of the most urbanized 
areas of the world with relatively low population density, and the conclusions based on this study’s 
data are necessarily limited to similar type of regions. Also, the typology clustering analysis is 
only conducted for the identified hot spot areas, which may ignore areas with high number of but 
very evenly distributed tweets. However, we believe the conclusions are still important, 
particularly because they relate to central city vitality and the need for revitalization, which is of 
widespread interest in the United States.  
Making use of innovative techniques for the traditional topics used in planning, the current 
study had to deal with some of the challenges and threats associated with data and the methods of 
data collection. One of the primary challenges associated with the perceptional vibrancy scores 
collected from the Place Pulse dataset is the fact that they could easily be biased by the vibrancy 
judgments, which came from the significantly young male adult respondents who were generally 
the subjects of the survey. Also, the averaged Place Pulse scores were based on location. As such, 
they lacked relevant demographic information based on individual respondents. Therefore, any 
further research should pay close attention to the effects of regional and cultural differences that 
may have some effect on the vibrancy perceptions, as well as the other techniques used in the built 
environment preference. 
Furthermore, the Place Pulse scores were challenged by the fact that their derivation was 
based on static images instead of the comprehensive sensory expe2riences found on-site. Some of 




include weather conditions, smells, sounds, and other activities. Therefore, it is impossible to 
depict them through the interface of a personal computer. In addition, the visual conditions were 
not perfectly represented in the Place Pulse survey because of the use of images that were small, 
had low resolutions, and came from particular viewing angles. Consequentially, the upper sections 
of tall buildings could not be viewed, leading to the respondents not being successful in detecting 
variations in cross-sectional and height proportion in the middle of the blocks where there were 
several buildings. 
We would argue that most sensory inputs from the real word are highly correlated with one 
another, so most of the information gained by sound and smell could be judged from the image. In 
addition, we are focusing on the perceptions based on a first glimpse and instinctive impressions 
from the environment. People usually do not have enough time to fully perceive all the detailed 
information from the surrounding environment; therefore, a low-resolution image with only the 
horizontal eye-view scope is sufficient, to a certain extent.  
Another issue is related to the accuracy of the DL algorithm. The validity of the streetscape 
and built environment measure is highly dependent on the performance of the model. Currently, 
the reported accuracy of the image segmentation task of the PSPNet used in the current paper is 
80.2%, which is 10% higher than the SegNet performance that scholars have used in previous 
studies (Tang & Long, 2016, 2018). Furthermore, the prediction accuracy varied between different 
types of objectives—the more frequently one enviromnet factor appeared in the data, the more 
accurately the model would segment it. Objects such as the sky, the most frequent object in 
semantic images, have about a 99% prediction accuracy. Therefore, the nine most frequent object 
categories that were selected also further guarantees the construct validity of the results. 




in the United States certainly cannot represent the rest of the region. Also, the United States is one 
of the most urbanized areas in the world with a relatively low population density, leaving a series 
of unique streetscape identities. Therefore, the conclusions based on the present study’s data are 
necessarily limited to similar types of regions—that of the mid-sized to large cities with suburban 
sprawl neighborhoods around them. However, we believe the conclusions are still important, 
particularly because they relate to central city vitality and the need for revitalization, which is of 
widespread interest in the United States.  
 In terms of future research direction, first, time is an important aspect of temporal-spatial 
geographic studies, and this study’s framework could be a basis for analyses categorized by 
specific timeframes. Second, future studies could combine spatial analysis with content analysis 
methods. Social media posts now accommodate text messages and photographs, and social media 
networks host massive amounts of information that can be mined for urban studies. With machine 
learning or deep learning methods, researchers can discover public perceptions and opinions about 
a city, which could further be enriched by combining that information with high resolution geo-
locational and time data. 
   Another potential direction for further research would be extending the Google Street 
View data in both the spatial and temporal scale. The current study only looked at the top 14 U.S. 
cities because of the limitations of the Place Pulse project. In the next step, it may be possible to 
collect data from all the major U.S. cities’ streets and survey their vibrancy perceptions online. In 
addition, the Google Street View service also offers all the historical street view data they have 
collected since the project started, which could be turned into a longitudinal dataset to show the 
changes in a streetscape. A longitudinal study could further reveal the causation relationship 




Also, one future improvement for the study is to apply more DL and CV techniques to 
collect more types and more precise streetscape measures. Currently, image segmentation 
techniques are not very accurate in recognizing small elements such as windows, street furniture, 
and advertisements, which are also found to be vital for vibrant places (Alexzander, 1977; Whyte, 
1984). The Mask-R CNN networks are a very good alternative for extracting such detailed 






Appendix A  
Appendix A.1 Urban form measures at the city level 
 
The Urban form at the macro-level here refers to the city, region or metro. At the regional scale, 
research relevant to urban form measures is usually done by transportation researcher, economist, 
and geographer or landscape ecologist. The main data source would be the highly aggregated data 
or aerial, satellite remote sensing.  
For urban vibrancy, the scale is much larger than what human could directly perceive. I think urban 
form is mainly affected by the travel and accessibility related factosr. By ensuring the local 
residents could have an agglomeration of accessible and high-density places, it would decrease the 
car dependency and promote more walking and social behavior. I summarized four dimensions of 
the macro-level urban form: Compactness, Variety, Centrality, and Connectivity as the equation 
shown below. 
𝑭𝒐𝒓𝒎𝒎𝒂𝒄𝒓𝒐 = 𝒇(𝑪𝒐𝒎𝒑𝒂𝒄𝒕𝒏𝒆𝒔𝒔, 𝑨𝒄𝒄𝒆𝒔𝒔𝒊𝒃𝒊𝒍𝒊𝒕𝒚, 𝑪𝒆𝒏𝒕𝒓𝒂𝒊𝒍𝒊𝒕𝒚, 𝑪𝒐𝒏𝒏𝒆𝒄𝒕𝒊𝒗𝒊𝒕𝒚, 𝒁𝒊) 
Zi would be all the other the exogenous and endogenous factors. 
City.1 Density 
Tsai (2005), Song et al. (2013) and several other researchers all include density in their studies to 
measure urban form at macro-scale. For instance, Tsai (2005) develops a set of quantitative 
measures to characterize urban form at the metropolitan scale. In his research, four measures are 




the extent that the activities are evenly distributed, and 4) centrality (Moran and Geary coefficients), 
the degree that highly-density areas cluster. 
The relationship between density metrics and urban vibrancy holds true at regional scales due to 
change of car dependency. According to Clifton et al. (2008), more density indicates a greater 
concentration of trip origins or destinations, and more diversity usually indicates a lower share of 
trips by automobile. This would encourage more walking and social behavior in that area. At the 
city level, two commonly used methods to measure density are population density and employment 
density. Thus, we need population and/or employment data of localities. 
City.2 Accessibility 
Accessibility measures ease of access to trip attractions. It may be regional or local (Handy, 1993). 
Accessibility at macro scale is the measure of accessibility from a specified point to all of the 
destinations of interest in the metropolitan region (Merlin, 2014) In some studies; regional 
accessibility is simply distance to the central business district. In others, it is the number of jobs or 
other attractions reachable within a given travel time, which tends to be highest at central locations 
and lowest at peripheral ones.  
Following Merlin (2014), regional accessibility here is defined as accessibility from the 
neighborhood location to all job locations and to shopping and services. Several measures can be 
used to indicate accessibility. For instance, Merlin (2014) used the equation shown below. A is the 
accessibility for residents in TAZ i. The effects of changes in residential patterns (Ri), changes in 
employment patterns (Ej ), and changes to travel times (tij) are isolated for analysis.  where A is 
the regional accessibility provided to residents of geography G. Ej is the count of destinations in 




and δ is the impedance of driving time for travel. 
 
Therefore, Census data, transportation road network, and travel survey will be needed in order to 
measure accessibility metrics. 
City.3 Centrality 
I think centrality dimension should include 2 measurements: centrality measure and polycentricity 
measure. Centrality metrics seek to quantify the separation between where people live and where 
they must go for common daily activities. Polycentricity metrics assess whether the urban structure 
is dominated by a single center (monocentric) or by several sub-centers (polycentric). It concerns 
the impact of cities that are having more than one center of activity (polycentricity) due to the 
agglomeration economies effect. However, there has been not inconclusive on the relationship 
between polycentricity and urban vibrancy. Therefore, based on existing studies, the relationship 
on polycentricity and urban vibrancy are still not clear. On the one hand, the more economic 
activity supposes lead to more activity. But on the contrary, Tim Schwanen et al. found that in 
Dutch deconcentration of urban land uses encourages driving and discourages the use of public 
transport as well as cycling and walking. The further empirical study is needed to find out the size 
of the effect, but there must be an association exists. 
Centrality could be measured as the degree to which urban development occurs close to the central 
business district, assuming implicitly a monocentric pattern of urban structure (e.g., distance to 
CBD, centrality index); while others focus on proximity between land uses (LU) in an urban area 
(e.g., proximity (same LU type), proximity (different LU type) and weighted average proximity). 




data from the perspective of existing studies. City enters or sub-centers are often defined as 
locations that meet certain employment density threshold and some minimum share of total 
employment.  Typical examples of polycentricity include the studies by Giuliano & Small (1991), 
and Cervero & Wu (1997), and McMillen & McDonald (1998), Brezzi and Veneri(2014). 
According to Brezzi and Veneri(2014), polycentricity at regional (and national) scale can be 
measured through the beta coefficient of the equation: ln(rank) = α + β ln(size)  where size is total 
population of each sub-center within a given region; rank is the rank, computed by region, of 
functional urban areas by size. The slope of the line interpolating data, given by the estimated beta, 
indicates the level of hierarchy among functional urban areas, and thus the degree of polycentricity 
of each region. By definition, the beta coefficient is negative. In absolute terms, the higher the 
value of beta – hence the steeper the line interpolating data – the higher the level of polycentricity. 
Thus, employment data of localities are needed to measure polycentricity. 
The concept of centrality could also be measure by the shape complexity and continuity. The shape 
complexity reflects the spatial complexity of urban boundaries, and urban continuity primarily 
measures the degree of spatial aggregation of urban lands. The spatial patterns of urban land were 
obtained from satellite-based maps of urban expansion (250-m resolution) provided by the World 
Bank (Schneider et al. 2015) to measure shape complexity and urban continuity. Two landscape 
metrics are employed in this analysis: Area-Weighted Mean Shape Index (SHAPE_AM) estimates 
shape complexity (Formula 2), and Aggregation Index (AI) measures urban continuity (Formula 
3). Both shape complexity and urban continuity are positive metrics, and higher values indicate 
higher degrees of urban boundary complexity and urban land aggregation. Fragstats 4.2 is the 





where aij is the area of urban land patch ij, pij is the perimeter of urban land patch ij, A is the total 
area of urban land of a city, g is the number of like adjacencies between units of urban lands, and 




Connectivity at macro level mainly refers to the street network configuration. Transportation 
researchers usually emphasize network configuration to measure urban form, as they believe this 
would be an efficient measurement since roads comprise about 20–30% of land in urban areas 
(Arnold & Gibbons, 1996). As is also indicated by Clifton et al. (2008), Roads and rails, like other 
forms of infrastructure, are part of networks, and the configuration and capacity of such networks 
is an important element of urban form. It’s important for urban vibrancy by enhancing the easiness 
of traveling, thus increasing the probability of using alternative travel modes such as biking, 
walking, or taking the transit (Benfield et al. 1999). According to Clifton et al. (2008), there exist 
several ways to measure network configuration. Simple measures involve total linear or lane miles 
of roads by facility type or transit routes. Loutzenheiser (1997), for instance, measures the length 
of arterials around a transit station. Network measures are also often expressed as ratios, such as 
the ratio of intersections to cul-de-sacs (Song et al., 2013), etc. Data for analyzing road network 
configuration are available from the US Census, and thus easily analyzed at various levels of 




Appendix A.2 Urban form measures at the community levels  
There have been many studies on micro-level of urban form measurements, particularly at the 
neighborhood scale. As shown in the figure below, based on my answer of urban vibrancy for Dr. 
Whittemore, I defined urban vibrancy into 3 main elements with a positive feedback loop: Image, 
Human nature/ demand, and Activity. Then for the influence of urban form, I also divide it into 3 
part corresponding to the 3 elements in urban vibrancy, which are Imageability, Accessibility, and 
Walkability. The equation would be:  
𝑭𝒐𝒓𝒎𝒎𝒊𝒄𝒓𝒐
= 𝒇(𝑫𝒆𝒏𝒔𝒊𝒕𝒚, 𝑽𝒂𝒓𝒊𝒆𝒕𝒚, 𝑾𝒂𝒍𝒌𝒂𝒃𝒊𝒍𝒊𝒕𝒚, 𝑷𝒆𝒓𝒎𝒆𝒂𝒃𝒊𝒍𝒊𝒕𝒚, 𝑫𝒊𝒔𝒕𝒂𝒏𝒄𝒆 𝒕𝒐 𝒕𝒓𝒂𝒏𝒔𝒊𝒕, 𝒁𝒊) 
Community.1 Density 
Higher density developments that have good access to other activities facilitate social interactions 
(Song et al., 2013) in return, increase urban vibrancy. At neighborhood scale, Density is always 
measured as the variable of interest per unit of area. The area can be gross or net, and the variable 
of interest can be population, dwelling units, employment, building floor area, or something else. 
Population and employment are sometimes summed to compute an overall activity density per 
areal unit 
Community.2 Variety 
Similar to macro-scale land use mixture measures defined previously, here land use diversity puts 
different urban activities closer to each other, facilitating walking and biking, lowering vehicle 
miles traveled (Song et al., 2013), therefore, increase the urban vibrancy. Diversity measures 




represented in the land area, floor area, or employment. To measure it, data on different land uses 
(residential, commercial, industrial, etc.) of the neighborhood are needed. Song et al. (2013) 
reviewed a variety of common measures of urban land use mix to identify their strengths and 
limitations. Findings are placed into four groups: Percentage and Exposure Index; all varieties of 
the Atkinson Index; Balance, Entropy, and Herfindahl–Hirschman indices; and the Dissimilarity 
and Gini indices. For the scenario of more than 2 land use types and integral scale, entropy measure 
is recommended. In general, entropy measures of diversity, wherein low values indicate single-use 
environments and higher values more varied land uses, are widely used in travel studies. In another 
study, Song et al. (2013) also mentioned some other index include: 
⚫ Land Type Richness– Number of different types of land classes present within each 
neighborhood buffer; 
⚫ Simpson's Diversity Index– Diversity measure of the distribution of different type of land 
classes. 
⚫ Contagion Index – Interspersion measure of the type of land patches. 
⚫ Perimeter-area fractal dimension – Measures perimeter and shape complexity. 
Community.3 Walkability 
Except via perceiving as an image, the physical form of build environment can also directly 
influence our activities by providing the necessary prerequisite, such as sidewalks, plazas or 
suitable spaces. I call it walkability, but I generalized the meaning of “walking” to an extended 
concept of any stationary and lingering activity on foot including walking, standing or sitting. 
A growing body of literature shows that residents in neighborhoods with good street design have 




therefore, promoting vibrancy. Gehl (1987) is aware that for public spaces to be lively and 
successful they need to have a combination of both moving and stationary activities. He believes 
static activities and the physical elements that will make people not only stop but also spend time 
with space. Whyte (1978) claims that the most popular plazas tend to have considerably more 
sitting space than the less well-used ones. He also suggested providing a choice of sunny or shady 
areas (weather permitting); try to 'borrow' light (using reflective surfaces) if space is north facing 
or overshadowed; wind and drafts are usually unwelcome. Water should be accessible and not just 
for looking at; moving water can help to create a quiet and restful feel by masking the worst aspects 
of street noise. Also, food and seamless connection with the street is vital. More importantly, 
external stimulus - the 'spark' – is needed to get people talking to each other such as the street 
performer, 'character,' physical object (e.g., sculpture), sight /view, etc.  In addition, preserving 
an appropriate amount of nature and recreational facilities in neighborhoods can help increase 
physical activity (Song et al., 2013) thus causing good implications for urban vibrancy. Data for 
measuring walkability might include: 
⚫ Width of the sidewalk 
⚫ Total area of walkable space 
⚫ Presence of bikelane 
⚫ Presence of outdoor dining 
⚫ Area of developed recreational land use 
⚫ Number of parks and plaza 
Community.4 Permeability 




which is similar to the measure of network configuration at the macro level. 
Permeability varies from dense urban grids of highly interconnected, straight streets to sparse 
suburban networks of curving streets forming loops and lollipops.  
According to Benfiel et al., (1999), better permeability could enhance the easiness of traveling, 
thus increasing the probability of using alternative travel modes such as biking, walking or taking 
the transit. Thus, permeability is highly related to the human activities. Higher road density might 
increase the probability of using alternative travel modes such as biking, walking or taking the 
transit. Road network data are needed to measure this dimension. Usually, street network and street 
block data are needed to measure this dimension. Song (2004, 2013) Ewing and Cervero (2010) 
summarized multiple methods that could be used to measure permeability, include: 
⚫ Street-length,  
⚫ Street density by type,  
⚫ Intersection types,  
⚫ Average block size,  
⚫ The number of blocks divided by number of housing units 
⚫ Proportion of four-way intersections  
⚫ Number of intersections per square mile 
⚫ Cul-de-sac density (could) – number of cul-de-sacs per buffer; connectivity beta index 
⚫ Connectivity beta index (beta) – number of links (connections between nodes) 
⚫ Divided by number of nodes in each neighborhood buffer; 
⚫ Connectivity gamma index (game) – number of observed links divided by 
⚫ Maximum possible number of links in each buffer (where maximum possible 




Community.5 Distance to transit 
Distance to transit is usually measured as an average of the shortest street routes from the 
residences or workplaces in an area to the nearest rail station or bus stop. Alternatively, it may be 
measured as transit route density, the distance between transit stops, or the number of stations per 
unit area. It is an important measure of pedestrian access (Song and Knaap, 2004) A large body of 
studies has indicated that distance to transit will reduce the vehicle miles traveled and promoted 
walking behaviors in the local neighborhood (Ewing and Cevero, 2010). Moreover, transit stop 
might serve as the activity node and gathering space of local community. Therefore, it definitely 
associated with urban vibrancy. In order to measure this, data locations of available public transit 
are needed. 
Appendix A.3 Urban form measures at street levels  
 
Street.1 Identity 
Identity is the quality of a place that makes it distinct, recognizable and memorable. A place has 
high Identity when specific physical elements and their arrangement capture attention, evoke 
feelings and create a lasting impression. Landmarks are believed to be a key component of Identity. 
According to Ewing and Handy (2009), data for measuring identity might include: 
⚫ The proportion of historic buildings. 
⚫ Number of courtyards, plazas, and parks. 
⚫ Presence of outdoor dining. 




⚫ Noise level. 
⚫ Number of major landscape features. 
⚫ Number of buildings with identifiers 
 
Street.2 Enclosure 
Enclosure is the degree to which streets and other public spaces are visually defined by buildings, 
walls, trees and other vertical elements. Spaces, where the height of vertical elements is 
proportionally related to the width of the space between them, have a room-like quality. According 
to Ewing and Handy (2009), data for measuring enclosure might include: 
⚫ Proportion street wall. 
⚫ Proportion sky. 
⚫ Number of long sight lines 
⚫ Proportion sky—straight ahead. 
 
Street.3 Human scale 
Human scale refers to a size, texture, and articulation of physical elements that match the size and 
proportions of people and, equally important, correspond to the speed at which people walk. 
Building details, pavement texture, street trees and street furniture are all physical elements 
contributing to human scale. According to Ewing and Handy (2009), data for measuring human 
scale might include: 




⚫ Number of pieces of street furniture and other miscellaneous items 
⚫ Proportion first floor with windows; 
⚫ Building height 
⚫ Number of small planters 
 
Street.4 Transparency 
Transparency refers to the degree to which people can see or perceive what lies beyond the edge 
of a street and, more specifically, the degree to which people can see or perceive human activity 
beyond the edge of a street. Physical elements that influence transparency include walls, windows, 
doors, fences, landscaping, and openings into midblock spaces. According to Ewing and Handy 
(2009), data for measuring transparency might include: 
⚫ The proportion first floor with windows. 
⚫ The proportion active uses. 
⚫ The proportion street wall 
Street.5 Complexity 
Complexity refers to the visual richness of a place. The complexity of a place depends on the 
variety of the physical environment, specifically the numbers and kinds of buildings, architectural 
diversity and ornamentation, landscape elements, street furniture, signage, and human activity. 
According to Ewing and Handy (2009), data for measuring complexity might include: 
⚫ Number of dominant building colors. 




⚫ Presence of outdoor dining 
⚫ Number of accent colours 
⚫ Number of pieces of public art 
⚫ Number of shaded structures or plants 
⚫ Number of sittable space 
⚫ Number of movable sittable space 
⚫ Total area of sittable space 
 
 
Appendix A.4 Relationship between urban form measures and vibrant place factor  
 
Scale level Measure Fit Sense Access 
City scale Density  ■ ■ 
Accessibility   ■ 
Centrality  ■  
Connectivity  ■ ■ 
Community 
scale 
Density  ■ ■ 
Variety ■ ■ ■ 
Walkability ■  ■ 
Permeability   ■ 
Distance to 
transit 
  ■ 
Street scale Identity ■ ■  
Enclosure ■   
Human scale ■   











Appendix B.1 - Subcenter definition 
Subcenter boundary for Chicago is identified with Traffic Analysis Zone (TAZ) level employment 
data. The following conditions should be met to be a subcenter: 
• Each TAZ for a subcenter should have a larger employment density than a pre-defined 
density. 
• Along with the condition above, combined TAZs for a subcenter should have pre-defined 
minimum number of employees.  
As shown in the Table A1, Four pre-defined criteria for minimum density of each TAZ and 
combined number of employees are confirmed by local GIS manager. 
 
Table B.1.1 The Criteria for Classifying Subcenters 
 Employment Density for a 
TAZ 
Minimum of Employees for 
Combined Contiguous TAZs 
Criterion 
option 1 
12 Employees / Acre 12,000 Employees 
Criterion 
option 2 
10 Employees / Acre 10,000 Employees 
Criterion 
option 3 
8 Employees / Acre 8,000 Employees 
Criterion 
option 4 





Results suggest that 12 employees / acre for a TAZ and 12,000 employees for combined TAZs are 
appropriate as a subcenter. TAZ boundaries are obtained from US Census Bureau. Their 
employment data (i.e., number of employees) are obtained from Census Transportation Planning 
Package (CTPP) and joined to the boundary GIS data. Reliability of TAZ-level employment data 
was checked by comparing them with census tract and county level data within a given 
metropolitan area 
 
Table B.1.2 A Comparison of Total Employment Data in the Chicago Metropolitan Area 
As Listed by Traffic Analysis Zone and Census Tract-Level Employment Data  
 
Chicago Area 
Cook, DuPage, and Lake Counties 









2575744 2575810 66 
 
Appendix B.2 - Employment type definition 
The list following shows how employment type is defined based on North American Industry 





Office Jobs  
• Number of jobs in NAICS sector 51 (Information) 
• Number of jobs in NAICS sector 52 (Finance and Insurance) 
• Number of jobs in NAICS sector 53 (Real Estate and Rental and Leasing) 
• Number of jobs in NAICS sector 55 (Management of Companies and Enterprises) 
• Number of jobs in NAICS sector 92 (Public Administration) 
Retail Jobs  
• Number of jobs in NAICS sector 44-45 (Retail Trade) 
Industrial Jobs  
• Number of jobs in NAICS sector 11 (Agriculture, Forestry, Fishing and Hunting) 
• Number of jobs in NAICS sector 21 (Mining, Quarrying, and Oil and Gas Extraction) 
• Number of jobs in NAICS sector 22 (Utilities) 
• Number of jobs in NAICS sector 23 (Construction) 
• Number of jobs in NAICS sector 31-33 (Manufacturing) 
• Number of jobs in NAICS sector 42 (Wholesale Trade) 
• Number of jobs in NAICS sector 48-49 (Transportation and Warehousing) 
Services Jobs  
• Number of jobs in NAICS sector 54 (Professional, Scientific, and Technical Services) 
• Number of jobs in NAICS sector 56 (Administrative and Support and Waste Management 
and Remediation Services) 
• Number of jobs in NAICS sector 61 (Educational Services) 
• Number of jobs in NAICS sector 62 (Health Care and Social Assistance) 




Entertainment/Accommodations/Food Services Jobs 
• Number of jobs in NAICS sector 71 (Arts, Entertainment, and Recreation) 
• Number of jobs in NAICS sector 72 (Accommodation and Food Services) 
 
 
Appendix B.3 – Definition of intersection types  
The type of each intersection is defined by Ramsey and Bell (2014) in the smart location database 
based on the attributes of the connected roads. The Table C1 shows the detailed criteria. 
 





o Any controlled access highway, tollway, highway ramp, or other 
facility on which 
automobiles are allowed but pedestrians are restricted 
o Any arterial street having a speed category value of 3 or lower 
(speeds are 55 mph or 
higher) 
o Any arterial street having a speed category value of 4 (between 41 
and 54 mph) where 
car travel is restricted to one-way traffic 
o Any arterial street having four or more lanes of travel in a single 




lanes bi-directional – turn lanes and other auxiliary lanes are not 
counted) 





o Any arterial or local street having a speed category of 4 (between 
41 and 54 mph) 
where car travel is permitted in both directions 
o Any arterial or local street having a speed category of 5 (between 
31 and 40 mph) 
o Any arterial or local street having a speed category of 6 (between 
21 and 30 mph) 
where car travel is restricted to one-way traffic 
o For all of the above, autos and pedestrians must be permitted on the 
link 
o For all of the above, controlled access highways, tollways, highway 
ramps, ferries, 
parking lot roads, tunnels, and facilities having four or more lanes of 






o Any arterial or local street having a speed category of 6 (between 
21 and 30 mph) 




o Any arterial or local street having a speed category of 7 or higher 
(less than 21 mph). 
o Any local street having a speed category of 6 (between 21 and 30 
mph) 
o Any pathway or trail 
18 
on which automobile travel is not permitted (speed category 8). 
o For all of the above, pedestrians must be permitted on the link 
o For all of the above, controlled access highways, tollways, highway 
ramps, ferries, 
parking lot roads, tunnels, and facilities having four or more lanes of 
travel in a single 
direction (implied eight lanes bi-directional) are excluded 
 
 
ii In spatial count data, spatial autocorrelation is a frequent problem that needs to be addressed. It 
refers to a situation wherein set of spatial characteristics and their associated data values are 
clustered together or dispersed in space. Most types of regression models require the independent 
variables to be independent of each other and identically distributed, which is a fundamental 
assumption of the central limit theorem relied on by most types of regression models. When there 
is evidence of spatial autocorrelation, the underlying assumptions of the analysis might be violated, 
and the results might not be valid. This can be tested using Moran’s I index. We tested the residuals 
of the negative binomial regression and found that the index was 0.10, which means that a very 
weak positive spatial autocorrelation remained in the residuals. We also performed a 
geographically weighted regression that controls for the effects of this problem and found little 
variance in the regression coefficient in space, indicating that the weak effect of the spatial 
autocorrelation was negligible. Therefore, generalized linear models were used for the analyses. 
 
 
 
