Since Hilbert posed the problem of systematically counting and locating lhe limit cycle of polynomial systems on the plane in 1900, much ef Tort has been expended in its investigation. A large body of literature -chiefly by Chinese and Soviet authors -has addressed this question in the context of differential equations whose field is specified by quadratic polynomials, In this paper we consider the class of quadratic differential equations which admit a unique equilibrium state, and establish sufficient conditions, algebraic in system coefficients, for the existence and uniqueness of a limit cycles. The work is based upon insights and techniques developed in an earlier analysis of such systems [1] motivated by questions from mathematical control theory.
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is paper we consider the class of quadratic difTerential equations which admit a unique equilibrium state, and establish sufficient conditions, ,Ilgebraic in system coefficients, for the existence and uniqueness of a limit tydes, The work is based upon insights and techniques developed in an
IIllier analysis of such systems [II motivated by questions from atical control theory. he fifties, work on quadratic systems chiefly concerned the existence ter. In 1952, Bautin [2] showed that a given equilibrium state can as many as but no more than three limit cycles under a quadratic Three years later, a paper by Petrovskii and Landis [3] purported to that a quadratic system could support no more than three cycles on the Plane, Although this re~ult was called into question by several (and the authors later acknowledged an error in the proof [4 j) it inspired a number of attempts to complete the Hilbert program atic differential equations [5] [6] [7] . A t, according to [13] , conditions (ii) and (iii) of this theorem are ly necessary for the boundedness of solutions to any quadratic I) as well.' the sequel, we will confine our attention to quadratic systems of the (2), and specifically to those shown below (Corollary 3.2) to have a !fA +A T]. We will say that two symmetric matrices agree in sign if are either positive definite or negative definite; they oppose in sign if is positive definite and the other is negative definite.
[JA], is sign difinite, tr{A I *0; and either 
which may be written as (2) 
Proof. f cannot vanish at .I' *'°unless lAx, B(x)1 =°on the line (y),

Since lAx, B(x)1 =c T x lAx, Dxl = c T xx T D T JAx, and the quadratic form is
sign definite under the hypothesis, f could only vanish on (c i)' However, B(c1) =°while Ac1 *' 0, so this is impossible. I
EXISTENCE OF LIMIT CYCLES
We now put the algebra of the preceding section to good geometric use. As shown in the proof of Corollary 3.1, the assumption thatl'(x) is bounded (and that A is focal) immediately implies that D is focal. The sign agreement condition may be interpreted to show that the spiral curve defined by! single loop of the linear trajectory, elDy, defines a positive-invariant regIOn In the phase plane for arbitrarily large values of y. 
FIGURE I
The normal to the curve at any point x E Ll lies in (JDx) and since x'JDx = IDx. xl. JDx is either interior directed or exterior directed, depending upon whethe' IDx,xl is negative or positive, ,espectively. With no loss of generality. we assume IDx, xl < 0, hence JDx is the interior directed normal to Ll at x. Similarly, Jy is the interior directed normal to A for any YEA. We must now show that fr(x)JDx >°for x E Ll, and fT(y)Jy >°f or YEA. This will imply that any trajectory originating inside the spiral bounded region must remain within that region for all time. Since the regIon may be constructed arbitrarily far from the origin, that demonstration Concludes the proof.
Expanding the first inequality, we have 
Where d and il are functions of IJ on ly and are defined by We finally show that the limit cycle established by Theorems I and 2 is indeed unique. Along the way we will restate the conditions of that theorem (Lemma 6. below) and provide a better intuitive sense of the mechanIsm underlying the isolated periodic solution. This is achieved by a transformation to polar coordinates.
Assuming A has complex conjugate eigenvalues we may always find a coordinate system (under linear transformation of the state) such t~at A=al +wJ-where 1= 16~\' J=.I~0'[' and a. w E R-~nd,c= \ 0,); Then. defining the polar coordinate transformation P = lx, + x,l . 9~arctanx,/x,. Eq. (2) may be written as
Let y be a point on (c) whose sign is the same as the sl'g f..
I f h ' no.,e rea part 0 t e eigenvalues of D, say, on the negative ray. Let Ll and A be m the proof of Corollary 2.2, depicted in Fig. 1 . Assume again with no I as of g~nerahty that JDx is the interior directed normal to Ll at x and Jy~~: mtenor normal to A for yEA. We need to show that JTDx < 0 for xEJ and JTJy < 0 for yEA. Since lAx, Dx I has opposite sign to IDx, xl under the assumptIOn that the pencil has positive real eigenvalues, the first mequahty follows for every spiral loop .d. The second inequality holds on A outside of the last loop for which IycTyl is less than the constant Iy'JAy/yTJDyl· I
. Having elucidated the geometric implications of the apparatus developed m Section 3, we are now able to show that a limit cycle must exist under the conditions of Theorem I or 2. According to the results of Lyapunov,)he local stabtllty behavior of system (2) is entirely determined by the spectrum of A. According to Lemmas 4 and 5, and Corollary 3.1, the global boun· dedness of system (2) is determined by the spectrum of the pencil (A, D) in Its nodal range. The following result depends crucially on the special nature of hmlt sets of planar dynamical systems established by the PoincareBendixson Theorem.
The conditions (i) and (iia) oj Theorem 2 guarantee the existence oj a stable limit cycle oj system (2) . The conditions (i) and (iib) guarantee that an unstable limit cycle exists.
Proof Assume that (i) holds, and the eigenvalues of A have positive real parts. Then the origin is totally unstable, hence for some positive definite symmetric matrix, P. IR' -Ix IxTpx < YI for any y> 0 is a positive invariant set of system (2) . If either version of (ii) holds, then the origin is the sole critical point of system (2). according to Corollary 3.2. By Lemma 4. if condition (iia) of Theorem 2 holds, then all solutions of (2) is useful to remark upon the existence of limit cycles of (2) 
x(s, P,) --(x(I, Po)'
The restatement of Theorem 2 in Lemma 3 lends added insight into the We will show below that under condition (a) of Lemma 6.
-:-A(n/2. Po) < 1iJ' e -2," 'a.
CPo and hence
Since a/w > 0 and 1iJ(Pt) = l. this is clearly negative for Po > P1f. Similarly. under condition (b) of Lemma 6 the inequalities are reversed. and a/w < 0 so that (d/dPo)1iJ > 0 for all Po >pt. 
