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Una breve historia imaginaria
CAMILO RAMÍREZ MALUENDAS
En este escrito relatamos cronlógicamente varias situaciones que han permitido
madurar y formalizar a los objetos que conocemos como números imaginarios o
complejos. Comenzaremos introduciendo la evidencia más antigua que se conoce
del cálculo de la raíz cuadrada de una cantidad negativa, la cual involucra al griego
Herón de Alejandría, hasta el concepto formal del los números complejos dado por
William Rowan Hamilton.
01A05
La evidencia escrita más antigua que se conoce del cálculo de una raíz cuadrada de una
cantidad negativa data de apróximadamente del año 75 d. C. Esta apareció en el libro
Estereometría, escrito por el griego Herón de Alejandría (siglo I d. C.).
¿Cómo aparece la raíz cuadrada de una cantidad negativa? Pues bien, el griego quería
calcular la altura de una pirámide truncada de base cuadrada (veáse Figura 1), donde
a = 28 unidades y b = 4 unidades eran las medidas de los lados de los cuadrados
inferior y superior, respectivamente, y c = 15 unidades era el valor de la arista inclinada.
Figura 1: Pirámide truncada.
Imagen elaborada por NRICH.
Sabemos que la fórmula para hallar dicha altura es h =
√
c2 −
(
a − b
2
)2
, Herón también
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lo sabía. En la solución de su problema, Herón escribió (en términos modernos)
h =
√
(15)2 −
(
28 − 4
2
)2
=
√
125 − 2(144),
=
√
125 − 144 − 144 = √81 − 144.
De la anterior igualdad concluimos que el valor de la altura de la pirámide es h =
√−63.
Sin embargo, en el siguiente paso Herón calculó h =
√
144 − 81 (véase e.g., [NRI],
[Nah98, p. 4], [Smi25, p. 261]). ¡A lo mejor fue un escribano el que cometió el error de
escritura!
Otro griego que se encontró en circunstancias muy parecidas fue Diofanto de Alejandría
(siglo III d. C.). En su obra Aritmética, de aproximadamente el año 275 d. C., Diofanto
deseaba encontrar la medida de los lados de un triángulo rectángulo con área 7 unidades
cuadradas y perímetro 12 unidades (véase Libro VI, problema 22 [Ras84]). Si x y y
denotan las medidas de los lados de dicho triángulo rectángulo, entonces el problema
se plantea de la siguiente manera en términos algebraicos
xy
2
= 7 y x2 + y2 = (12 − x − y)2.
Del método de sustitución aplicado en las anteriores igualdades obtenemos la ecuación
de segundo grado
(1) 172x − 24x2 − 336 = 0.
Si usamos la fórmula general cuadrática concluimos que las soluciones de la ecuación
(1) son
x =
43 ± √−167
12
.
Sin embargo, Diofanto escribió que la ecuación (1) no podría resolverse a menos que la
mitad del coeficiente de x multiplicado por sí mismo, menos 24 × 336 sea un cuadrado.
Obviamente, (
172
2
)2
− (24)(336) = −668
¡no es un cuadrado! Puesto que no podemos encontrar un real tal que su cuadrado sea
−668.
Después de Diofanto, tal parece que no era aceptada la posibilidad de que un objeto fuese
la raíz cuadrada de una cantidad negativa. Alrededor del año 850 d. C. el matemático
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hindú Mahaviracarya1 estableció la siguiente ley para tratar a las raíces de las cantidades
negativas en su único libro Ganita Sara Samgraha:
“Como en la naturaleza de las cosas (cantidades) negativas no son cuadrados (cantida-
des), por lo tanto, no tienen raíz cuadrada”. Véase e.g., [Smi13, p. 312].
Así mismo, el conocido matemático y astrónomo hindú Bhaskara Acharia (1114-1185)
en su libro Bijaganita escribió:
“...nunca puede haber un cuadrado negativo como se ha demostrado”. Véase e.g.,
[Str23, p. 15].
Fue hasta el año 1545 en que el italiano Gerolamo Cardano (1501-1576) publicó su
obra Ars magna, en ella introdujo por primera vez los objetos de la forma a +
√−1b
en el álgebra, con a y b reales [vdW85, p. 56]. En esta obra, el italiano planteó un
método desarrollado por Scipione del Ferro (1465-1526) y Targaglia2 (1501-1557) para
encontrar las soluciones de las ecuaciones de tercer grado. También, propuso un método
desarrollado junto con Ludivoco Ferrari para hallar las soluciones de las ecuaciones
de cuatro grado. ¿Cuál o cuáles son las raíces de una ecuación de tercer grado? La
ecuación general cúbica es de la forma
ay3 + by2 + cy + d = 0.
Podemos introducir la variable x = y +
b
3a
en la expresión anterior y obtenemos la
forma reducida
(2) x3 + px + q = 0,
donde
p =
3ac − b2
3a2
y q =
2b3 − 9abc + 27a2d
27a3
Ahora, realizamos el cambio de variable x = u + v, entonces
x3 = (u + v)3 = u3 + v3 + 3u2v + 3v2u
= u3 + v3 + 3uv(u + v) = u3 + v3 + 3uvx.
(3)
De esta última expresión obtenemos
(4) x3 − 3uvx − u3 − v3 = 0.
1El maestro Mahavira.
2Así era apodado el matemático italiano Niccolò Fontana debido a su tartamudez.
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De la comparación de las ecuaciones (2) y (4) tenemos que
3uv = −p
u3 + v3 = −q(5)
En (5), en la primera ecuación despejamos v en términos de p y u. Luego, sustituimos
en la segunda ecuación y así obtenemos
u6 + qu3 − p
3
27
= 0.
Esta última ecuación la podemos resolver mediante la fórmula cuadrática, pues hacemos
z = u3 y tenemos z2 + qz − p
3
27
= 0. Entonces
z = u3 = −q
2
±
√
q2
4
+
p3
27
,
tomamos la raíz positiva3 y tenemos que
(6) u =
3
√
−q
2
+
√
q2
4
+
p3
27
.
Dado que v3 = −q − u3 (véase ecuación (5)), entonces
(7) v =
3
√
−q
2
−
√
q2
4
+
p3
27
.
Finalmente, como x = u + v, entonces
(8) x =
3
√
−q
2
+
√
q2
4
+
p3
27
+
3
√
−q
2
−
√
q2
4
+
p3
27
.
¡Esta es la fórmula de Cardano!
En el Capítulo 37 del Ars magna, Cardano deseaba encontrar dos números cuya suma
fuera 10 y su producto fuera 40, en términos algebraicos, quería encontar los valores x
y y tales que
x + y = 10 y xy = 40.
Él realizó ciertas operaciones básicas y obtuvo los términos 5 +
√−15 y 5 − √−15
(véase [Car93, p. 219]) como suluciones a las ecuaciones. Luego, Cardano verificó que
estos objetos satisfacían las condiciones requeridas. Él escribió:
3Si consideramos la raíz negativa obtendremos el mismo valor para x .
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“Putting aside the mental tortures involved, multiply 5+
√−15 and 5− √−15 , making
25 − (−15) which is +15 . Hence this product is 40 ... This is truly sophisticated.”
Véase [vdW85, p. 56].
El italiano Rafael Bombelli (1526-1572) fue otro matemático que también estudió
las raíces de las ecuaciones cúbicas y cuadráticas. En su obra LÁlgebra publicada en
1572 [Bom72] llamó al objeto +
√−1 più di meno y a −√−1 meno di meno. Además,
presentó ocho reglas para la multiplicación de raíces con cantidad negativa
√−14
(véase [Fla03, p. 25]):
“1. Più via più di meno fà più di meno. 1 · √−1 = √−1.
2. Meno via più di meno fà meno di meno. (−1) · √−1 = −√−1.
3. Più via meno di meno fà meno di meno. 1 ·
(
−√−1
)
= −√−1.
4. Meno via meno di meno fà più di meno (−1) · (−√−1) = √−1.
5. Più di meno via più di meno fà meno.
√−1 · √−1 = −1.
6. Più di meno via meno di meno fà più.
√−1 · (−√−1) = √−1.
7. Meno di meno via più di meno fà più.
(
−√−1
)
· √−1 = 1.
8. Meno di meno via meno di meno fà meno.”
(
−√−1
)
·
(
−√−1
)
= −1.
En el Capítulo 2, Bombelli solucionó la ecuación x3 = 15x + 4 usando la fórmula de
Cardano: Él encontró la raíz
x =
3
√
2+
√−121+ 3
√
2 − √−121.
la cual llamó una raíz sofisticada. Sin embargo, también notó que x = 4 era una raíz
de la ecuación. Ahora, Bombelli se interesó en investigar qué era la raíz cúbica de un
número imaginario, quería encontrar valores a y b tal que
(9)
3
√
2+
√−121 = a + √−b,
¿Cómo halló Bombelli a y b? De la anterior expresión dedujo que
2+
√−121 = (a + √−b)3 = a3 + (√−b)3 + 3a2 √−b + 3a(√−b)2
= a3 − 3ab + (3a2 − b)√−b.
(10)
Seguidamente, igualó los coeficientes y obtuvo
(11) 2 = a3 − 3ab
4El símbolo
√−1 fue introducido por Albert Girard (1595-1632) su obra Invention Nouvelle
en lÁlgèbre publicado en 1629.
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y
(12)
√−121 = (3a2 − b)√−121.
Él concluyó que si estas dos últimas igualdades se satisfacían, entonces la siguiente
igualdad también era cierta
(13)
3
√
2 − √−121 = a − b√−1,
Luego, multiplicó las ecuaciones (9) y (13) y, obtuvo
(14) 25 =
3√
125 = a2 + b.
Así sustituyó (14) en la ecuación (11) y obtuvo la ecuación cúbica
4a3 − 15a = 2,
la cual tenía como solución a = 2. Finalmente, reemplazó en la ecuación (11) y
encontró que b = 1.
Bombelli encontró los complejos conjugados5
3
√
2+
√−121 = 2+ √−1 y 3
√
2 − √−121 = 2 − √−1,
tal que al sumarlos obtenía el valor 4.
En 1637, el francés René Descartes (1596-1650) publicó su trabajo La Géométrie
[Des54], en el cual describió sus ideas geométricas aplicadas al álgebra. Una de ellas fue
la posibilidad de asociar longitudes a los segmentos y hallar la longitud de un segmento
que satisfaciera una ecuación de segundo grado. En el libro I (véase [Des54, p. 14]),
Descartes quería construir un segmento cuya longitud satisfaciera la ecuación
x2 = ax − b2,
siendo a y b reales positivos. De la fórmula cuadrática sabemos que las soluciones de
esta ecuación son
x =
1
2
a ±
√
1
4
a2 − b2.
Descartes, para hallar estas raíces, construyó NL un segmento de línea recta de longitud
1
2a y LM un segmento de línea recta de longitud b como se muestra en la Figura 2-a.
Luego, trazó la línea recta paralela a NL que pasa por el punto M y, la circunferencia
con centro en N y radio NL = 12a. Él notó que esta circunferencia cortaba a la línea
recta en dos puntos Q y R (véase Figura 2-b.). Entonces, concluyó que las longitudes
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a. Segmentos NL y LM. b. Puntos de intersección Q y R.
Figura 2: Construcción geométrica de las raíces de la ecuación x2 = ax − b2 .
de los segmentos MQ y MR eran las raíces de la ecuación, i.e., MQ = 12a−
√
1
4a
2 − b2
y MR = 12a +
√
1
4a
2 − b2 . ¿Por qué?
Del teorema de Potencia de un punto; el cual dice: si una tangente y una secante se
cortan en un punto exterior al círculo, entonces el cuadrado de la tangente es igual al
producto de la secante por su segmento exterior; Descartés dedujo que
(15) MQ ·MQ = (LM)2.
A partir de esta última igualdad planteó el siguiente razonamiento. Si la longitud
del segmento MQ fuese MQ = x, entonces la longitud del segmento MR debía ser
MR = a−x . Entonces la ecuación (15) la reescribió como: x(a−x) = b2 o x2 = ax−b2 .
De esta igualdad pudo interpretrar que la longitud del segmento MQ satisfacía la
ecuación x2 = ax − b2 .
Contrariamente, si la longitud del segmento MR fuese MR = x, entonces la longitud
del segmento MQ debía ser MQ = a− x . Entonces, la ecuación (15) la reescribió como:
x(a − x) = b2 o x2 = ax − b2 . De esta última igualdad pudo interpretar que la longitud
del segmento
←−−
MR satisfacía la ecuación x2 = ax − b2 .
5El término conjutado fue introducido por Augustin Louis Cauchy en 1821 (véase [Gre76, p:
103]).
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Nótese que la construcción geométrica de Descartes estaba basada en el hecho 12a ≥ b,
de lo contrario la circunferencia no intersectaría a la recta que pasa por R y Q y, las
raíces de la ecuación serían de la forma a± √−b. A esta observación Descartes escribió:
“Et si le cercle, qui ayant son centre au point N passe par le point L, ne coupe ni ne
touche la ligne droite MQR, il n’y a aucune racine en l’équation, de façon qu’ on peut
assurer que la construction du problème proposé est impossible.” Véase [Des54, p.
15].
Por esta razón a las raíces sofisticadas se les empezó a conocer como números imposi-
bles. Descartes también les acuñó el calificativo de imaginarios desde que expresó en el
libro III :
“...on ne fçaurait les rendre autres qu’ imaginaires.” Véase [Des54, p. 174].
Podríamos pensar que Descartes trató de encontrar un significado geométrico a las
cantidades imaginarias o imposibles, pero sus escritos indican que no tuvo éxito. Otro
intento por construir geométricamente la cantidad
√−1 apunta hacia el matemático
inglés John Wallis6 (1616-1703), en su obra Trataise of Algebra (1685), Capítulo LXVI,
conociendo los números negativos, a cada punto de una línea recta le asoció un único
número real y viceversa. ¡Esta es la representación geométrica de la recta real que
conocemos! Parece ser que Wallis tenía idea de dónde construir geométricamente los
números imaginarios, pues escribió:
“Where √ implies a Mean Proportional between a Pofitive and a Negative Quantity.
For like as
√
bc fignifies a Mean Proportional between +b and +c; or between −b
and −c; (either of which, by Multiplication, makes +bc) tween −b and +c; either of
which being Multiplied, makes −bc. And this as to Algebraick confiderantion, is the
true notion of fuch Imaginary Root,
√−bc.” Véase [Wal85, p. 290]
En el capítulo LXVII, Wallis representó la cantidad
√−81 como la longitud del seg-
mento de línea recta BC cercana al eje perpendicular PC (véase Figura 3), el cual
conocemos como el eje imaginario. Este trabajo fue un gran progreso a la interpretación
geométrica de las raíces imaginarias.
Uno de los artifices del cálculo infinitesimal también estudió las raíces imaginarias. El
alemán Gottfried Wilhelm Leibniz (1646-1716) probó en 1676 la relación√
1+
√−3+
√
1 − √−3 = √6.
6Introdujo también el símbolo que conocemos como infinito ∞ .
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Figura 3: Construcción de Wallis.
Imagen tomada de Trataise of Algebra.
Además, en 1702 factorizó la expresión x4 + a4 como (véase [Smi25, p. 264])
x4 + a4 =
(
x + a
√
−√−1
) (
x − a
√
−√−1
) (
x + a
√√−1) (x − a √√−1) .
Con ayuda de la sustitución trigométrica, nosotros nos convencemos que la primitiva
de la función
1
x2 + 1
es arcotan(x), es decir,∫
1
x2 + 1
dx = arcotan(x)+ C.
En 1702, el matemático suizo Johann Bernoulli (1667-1748) descompuso la función
fraccionaria
1
x2 + 1
como la suma de otras dos fracciones más “sencillas”
1
x2 + 1
=
1
2
√−1
(
1
x − √−1 −
1
x +
√−1
)
y, expresó la función arcotangente (salvo constantes) en términos del logaritmo com-
plejo7
arcotan(x) =
∫
1
x2 + 1
dx =
1
2
√−1
∫ (
1
x − √−1 −
1
x +
√−1
)
dx
=
1
2
√−1 ln
 x − √−1
x +
√−1
 .(16)
Doce años después, en marzo 1714 el inglés Roger Cotes (1682-1716) publicó el
artículo titulado Logometria en Philosophical Transactions of Royal Society,8 en él
presentó una fórmula interesante
(17) ln
(
cos(φ)+
√−1 sin(φ)
)
=
√−1φ,
7Desde el punto de vista histórico, podemos pensar que allí surgió este logaritmo.
8Para una completa versión inglesa Logometria véase [Gow83].
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la cual es equivalente a la conocida fórmula de Euler cos(φ)+ i sin(φ) = eiφ .
¿Cómo obtuvo Cotes esta relación? En términos modernos, él tomó la elipse
x2
a2
+
y2
b2
=
1, donde a y b son las longitudes de los semi ejes. Ahora, la curva que se obtiene al
intersectar la elipse con el primer cuadrante del plano cartesiano (véase Figure 4-a) la
giró alrededor del eje y y generó una superficie S , la cual es la parte superior de un
elipsoide (véase Figura 4-b).
a. Intersección de la elipse y el primer cuadrante. b. Parte superior de un elipsoide.
Figura 4: Construcción de la superficie S.
Luego, calculó el área de la superficie S y obtuvo las relaciones
(18) A(S) = pia
a + b2√
a2 − b2
ln
a + √a2 − b2b
 , si a > b,
o
(19) A(S) = pia
a + b2√
b2 − a2
sin−1
 √b2 − a2b
 , si a < b.
Sin embargo, Cotes notó que cualquiera de las expresiones (18) o (19) era correcta para
ambos casos: a > b y a < b, i.e,
(20)
pia
a + b2√
a2 − b2
ln
a + √a2 − b2b
 = pia a + b2√
b2 − a2
sin−1
 √b2 − a2b
 .
El siguiente paso de Cotes fue definir la cantidad φ de la siguiente manera
sin(φ) =
√
b2 − a2
b
=
√−1√a2 − b2
b
y cos(φ) =
a
b
,
y luego, reescribió la ecuación (20) como sigue
(21)
pia
(
a +
b2√
a2 − b2
ln
(
cos(φ) − √−1 sin(φ)
))
= pia
(
a +
b2√−1√b2 − a2
sin−1 (sin(φ))
)
.
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De esta última igualdad obtuvo la expresión
−√−1φ = ln
(
cos(φ) − √−1 sin(φ)
)
,
la cual era equivalente a la relación (17)
ln
(
cos(φ)+
√−1 sin(φ)
)
=
√−1φ.
La fórmula de Cotes le permitió al matemático francés Abraham de Moivre (1667-1754)
introducir en 1730 la conocida relación
(cos(φ)+
√−1 sin(φ))n = cos(nφ)+ √−1 sin(nφ).
Además, si consideramos φ = pi2 y reemplazamos en la ecuación dada por Cotes
obtendremos
pi
2
=
ln
(√−1)
√−1 ,
una maravillosa manera de representar pi mediante el logaritmo complejo. ¡Esta repre-
sentación ya era conocida por Leonhard Paul Euler (1707-1783) y Johann Bernoulli!
(Véase [Fla03, p. 82]). El 18 de octubre de 1740, Euler escribió una carta a Johann
Bernoulli contándole que encontró la solución a la ecuación diferencial
y′′ + y = 0, y(0) = 2 y y′(0) = 0,
la cual escribió como
y(x) = 2 cos(x) y y(x) = ex
√−1 + e−x
√−1
Así, Euler introdujo las relaciones9 (véase [Nah98, p. 143])
sin(φ) =
e
√−1φ − e−
√−1φ
2
√−1 y cos(φ) =
e
√−1φ + e−
√−1φ
2
.
Euler también desarrolló la notación a + b
√−1 = eC(cos(φ) + √−1 sin(φ)) =
eCe
√−1(φ±2λpi) y la función logaritmo complejo ln(a + b
√−1) = C + √−1(φ ± 2λpi),
donde λ es un entero positivo o cero [Kli72, p. 411]. La notación i que actualmente
usamos para designar
√−1 fue introducida también por Euler en su artículo De formu-
lis differentialibus angularibus maxime irrationalibus, quas tamen per logarithmos et
arcus circulares integrare licet. M. S. Academiae exhibit. die 5. Maii 1777. Allí Euler
escribió:
“...formulam
√−1 littera i in posterum designabo,...”
9El trabajo de Euler con este resultado fue publicado en 1748.
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El problema de la representación geométrica de las raíces imaginarias se abordó con
mayor éxito el 10 de marzo de 1797. En esta fecha el noruego Caspar Wessel (1745-
1818) presentó su trabajo titulado On the Analytical Representation of Direction. An
Attempt Applied Chiefly to Solving Plane and Spherical Polygons10 [Wes99] a La Real
Academia de Ciencias Danesa, que fue publicado dos años después. En él, representó
geométricamente a una raíz imaginaria a + bi, mediante un segmento dirigido11 y,
describió la adición y multiplicación de dichos segmentos dirigidos12. Desde el pun-
to de vista geométrico, la suma de segmentos dirigidos correspondía a la regla del
paralelogramo. En la Figura 5-a se ilustra la suma de los segmentos dirigidos
−→
AB y−→
BC , la cual escribimos formalmente mediante
−→
AB+
−→
BC=
−→
AC . Para definir el producto
entre segmentos dirigidos, Wessel tomó como referencia una línea recta y allí marcó
dos puntos, el origen 0 y otro E . Luego, definió la multiplicación de los segmentos
dirigidos
−→
OA y
−→
OB como el segmento dirigido
−−→
OC el cual tenía longitud el producto
de las magnitudes de los segmentos dirigidos
−→
OA y
−→
OB y, dirección la suma de las
direcciones de los segmentos dirigidos
−→
OA y
−→
OB, es decir, el segmento dirigido
−−→
OC
debía tener longitud
∣∣∣∣−→OA∣∣∣∣ · ∣∣∣∣−→OB∣∣∣∣13 y sentido m(∠COE) = m(∠AOE)+m(∠BOE)14 (véase
Figura 5-b).
A
B
C
O
A
B
C
E
a. Regla del paralelogramo. b. Multiplicación de vectores.
Figura 5: Operaciones con vectores.
10Su trabajo está escrito en danés, sin embargo este libro contiene la traducción en la lengua
inglesa del ensayo escrito por Casper Wessel, presentado a la Real Academia de Ciencias
Danesa.
11Actualmente los conocemos como vectores.
12Este trabajo dio apertura al nombre de los números imaginarios.
13El símbolo | | denota longitud.
14El símbolo m denota la medida del ángulo.
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¿Cómo descubrió Wessel la multiplicación de números complejos? Lo hizo desde las
siguientes observaciones descritas en el Cuadro 1.
Multiplicación Representación geométrica (un segmento dirigido)
(1) · (1) = 1 Con longitud 1 y dirección 0o.
(1) · (−1) = −1 Con longitud 1 y dirección 180o
(−1) · (−1) = −1 Con longitud 1 y dirección 0o.
(1) · (√−1) = √−1 Con longitud 1 y dirección 90o.
(1) · (−√−1) = −√−1 Con longitud 1 y dirección 0o + 270o = 270o.
(−1) · (√−1) = −√−1 Con longitud 1 y dirección 180o + 90o = 270o.
(−1) · (−√−1) = √−1 Con longitud 1 y dirección 180o + 270o = 360o + 90o = 90o.
(
√−1) · (√−1) = −1 Con longitud 1 y dirección 90o + 90o = 180o.
(
√−1) · −(√−1) = 1 Con longitud 1 y dirección 90o + 270o = 360o = 0o.
(−√−1) · (√−1) = 1 Con longitud 1 y dirección 270o + 90o = 360o = 0o.
(−√−1) · −(√−1) = −1 Con longitud 1 y dirección 270o + 270o = 360o + 180o = 180o.
Cuadro 1: Observaciones de Wessel.
¿Cómo asoció Wessel a cada imaginario a +
√−1b un segmento dirigido? Primero
tomó el plano euclidiano, trazó dos líneas rectas que se intersectan en un punto 0 -el
origen- y formando cuatro ángulos rectos (los ejes real e imaginario)15. Luego, ubicó
sobre dichas rectas los puntos 1, −1, √−1 y −√−1 (véase Figura 6), entonces al
número imaginario a +
√−1b le asoció el segmento dirigido −→OA (véase Figura 6) con
longitud r :=
√
a2 + b2 y dirección
φ =

arcotan
(y
x
)
− pi; si y < 0, x < 0;
−pi
2
; si y < 0, x = 0;
arcotan
(y
x
)
; si x > 0;
pi
2
; si y > 0, x = 0;
arcotan
(y
x
)
+ pi; si y ≥ 0, x < 0.
15Los historiadores generalmente atribuyen a Wessel ser el primero en asociar un eje perpen-
dicular -eje de los imaginarios- al eje real (véase [Nah98, p. 53]).
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A
Figura 6: Ilustración de la construcción de
√−1 de Wessel.
Así, Wessel escribió a = r cos(φ), b = r sin(φ) y a+
√−1b = r
(
cos(φ)+
√−1 sin(φ)
)
.
Luego, demostró que si c +
√−1d = r′
(
cos(α)+
√−1 sin(α)
)
, entonces la multiplica-
ción de números imaginarios estaba dada mediante la expresión(
a +
√−1b
)
·
(
c +
√−1d
)
= rr
′ (
cos(φ+ α)+
√−1 sin(φ+ α)
)
=
(
ac − bd + √−1(ad + bc)
)
.
(22)
Y la suma de números imaginarios estaba dada mediante la expresión(
a +
√−1b
)
+
(
c +
√−1d
)
= r cos(φ)+ r
′
cos(α)+
√−1
(
r sin φ+ r
′
sin(α)
)
= a + c +
√−1 (b + d) .
(23)
¿Quién fue Jean Robert Argand? Era un contador parisino (1768-1822). Esencialmente,
sabemos poco de la vida de este hombre. Desconocemos si contaba con educación
matemático. Sin embargo, sabemos que Argand produjo un folleto en 1806, titulado
Essai sur une manière de présenter les quantités imaginaires dans les constructions
géométriques16 [Arg71], en el cual no incluyó el nombre del autor. Este panfleto cayó
en manos de Adrien-Marie Legendre (1752-1833), quien a su vez se lo mencionó a
través de una carta a Francois Francais (1768-1810), un profesor de matemáticas con un
amplio bagaje militar. Cuando murió Francais, su hermano Jaques (1775-1833) heredó
sus documentos. Jaques también tenía amplios conocimientos militares y matemáticos,
él era profesor en Ecole Impériale d’ Application du Génie et de l’ Artillerie in Metz.
Efectivamente, Jaques encontró la carta de Legendre dirigida a su hermano en la cual le
describió los resultados matemáticos de Argand. En esta misiva Legendre no mencionó
a Argand. Motivado por estas ideas, Jaques publicó un artículo en 1813 en la revista
16Del francés al castellano Ensayo sobre una forma de representar las cantidades imaginarias
mediante construcciones geométricas.
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Annales de Mathémathiques, en el cual introdujo las ideas básicas de la geometría
compleja. En el último párrafo del documento, Jaques reconoció la carta de Legendre a
Francais y pidió al autor desconocido que se relevara. Argand se enteró de la noticia y se
lo comunicó a Francais. Entonces, en el siguiente número de la revista, Francais notificó
que Argand era el primero que había desarrollado la geometría de los imaginarios
(ninguno de los dos había oído hablar de Wessel [Nah98, p. 74]).
En su artículo, Argand da una interpretación de los números imaginarios a + b
√−1
como un punto en el plano y describió las reglas geométricas de la multiplicación y
adición de los números imaginarios. Argand también intepretó
√−1 como una rotación
de 180o .
El principe de las matemáticas Karl Friedrich Gauss (1777-1855) también dio valiosos
aportes a los conocidos, de momento, como los números imaginarios, pues en abril
de 1831, Gauss los renombró como los números complejos (véase [Gau73, p. 102]).
En el año de 1799 presentó su tesis doctoral titulada Demonstratio nova theorematis
omnem functionem algebraicam rationalem integram unius variabilis in factores reales
primi vel secundi gradus resolvi posse17 (véase [Gau99]), en ella introdujo la primera
de cuatro demostraciones, que puplicó durante toda su vida, del teorema Fundamental
del Álgebra. ¿Qué nos dice este teorema?
Teorema Fundamental del Álgebra. Consideremos la colección {a0, . . . , an} de n+ 1
números complejos tales que n ≥ 1 y a0 , 0. Tomemos el polinomio p(z) = anzn +
. . .+ a0 , entonces existe un número complejo z0 ∈ C tal que p(z0) = 0.
En 1816, Gauss introdujo dos nuevas pruebas para este teorema en su escrito titulado
Demonstratio nova altera theorematis omnem functionem algebraicam rationalem inte-
gram unius variabilis in factores reales primi vel secundi gradus resolvi posse. Comm.
Recentiores (Gottingae), 3:107-142, 1816. In Werke III, 31-56. Marsden, J. E. en el libro
Basic Complex Analysis p. 151 presentó la prueba del Teorema Fundamental de Álgebra
usando esencialmente las ideas dadas por Gauss en esta publicación. Básicamente, la
estrategia consistió en demostrar esta afirmación procediento por contradicción. Supuso
que el polinomio p(z) no tenía raíces y constryó la nueva función f (z) = 1p(z) , la cual
resultaba ser entera y acotada. Luego, aplicó el Teorema de Liouville y dedujo que la
función f debía ser constante ergo, el polinomio p(z) también era una constante. Este
hecho era una contradicción, pues el polinomio p(z) no era constante. Este razonamiento
lo llevó a concluir que debía existir un elemento z0 ∈ C tal que p(z0) = 0.
17Del latín al castellano Nuevas pruebas del teorema donde cada función integral algebraica
de una variable puede resolverse en factores reales de primer o segundo grado.
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En abril de 1831, Gauss presentó (véase [Gau73, p. 102]) sus ideas geométricas de los
complejos en la Real Sociedad de Gotinga, las cuales coincidían con las de Argand. Tal
parece, que Gauss ya había desarrollado estas nociones desde 1796 (¡mucho antes de
Wessel!), sin embargo, como muchos otros de sus trabajos, no los publicó hasta que sus
ideas estuviesen maduras [Nah98, p. 82].
Con el matemático francés Augustin Louis Cauchy (1789-1857) se dio inicio al estudio
de la funciones de variables que son complejo valuadas, es decir, funciones con regla
de correspondencia f (x + iy). En el año de 1814 presentó a la Academia de Ciencias
Francesa el escrito Mémoire sur les intégrales définies que contenía sus aportes al
desarrollo de la teoría de funciones complejas [Ett22]. En sus memorias, Cauchy probó
que si una función compleja f es analítica en una región G “con ciertas características”,
entonces la integral de f a lo largo de la frontera de cualquier rectángulo que está
contenido en G es cero. Cauchy también estudió las funciones complejas que son
discontinuas en puntos aislados y obtuvo una fórmula, la cual es la esencia del cálculo
de los residuos.
¿Quién introdujo la definición de números complejos que usualmente aprendemos en un
curso elemental de variable compleja? El concepto apareció en 1837, fue introducido por
el irlandés William Rowan Hamilton (1805-1865) cuando publicó Theory of Conjugate
Functions or Algebraic Couples: with a Preliminary Essay on Algebra as a Science of
Pure Time [Ham37]. Allí definió una pareja ordenada (a, b) de números reales a y b, la
suma y multiplicación de parejas ordenadas como
(a, b)+ (c, d) := (a + c, b + d);
(a, b) · (c, d) := (ac − bd, bc + ad).
Además, Hamilton definió la raíz cuadrada de una pareja ordenada. Luego, identificó el
número real a con la pareja ordenada (a, 0) y, calculó
√−1 = √(−1, 0) = (0, 1).
De esta última igualdad, él escribió
“...be concisely denoted as follows,
√−1 = (0, 1) . In the theory of single numbers, the
symbol
√−1 is absurd, and denotes an impossible extraction, or a merely imaginary
number; but in the theory of couples, the same symbol
√−1 is significant, and denotes
a possible extraction, or a real couple, namely (as we have just now seen) the principal
square-root of the couple (1, 0)”.
¿Qué ha sucedido después de Hamilton? Aún son demasiadas las anécdotas fascinantes
que faltan por relatar. Sin embargo, invitamos a los lectores nutrir Una breve historia
imaginaria.
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