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Abstract
In recent years, a considerable amount of research has been devoted to understanding the com-
putational complexity of basic analysis problems, and model checking problems, for finitely-
presented countable infinite-state probabilistic systems. In particular, we have studied recursive
Markov chains (RMCs), recursive Markov decision processes (RMDPs) and recursive stochastic
games (RSGs). These arise by adding a natural recursion feature to finite-state Markov chains,
MDPs, and stochastic games. RMCs and RMDPs provide natural abstract models of probab-
ilistic procedural programs with recursion, and they are expressively equivalent to probabilistic
and MDP extensions of pushdown automata. Moreover, a number of well-studied stochastic
processes, including multi-type branching processes, (discrete-time) quasi-birth-death processes,
and stochastic context-free grammars, can be suitably captured by subclasses of RMCs.
A central computational problem for analyzing various classes of recursive probabilistic sys-
tems is the computation of their (optimal) termination probabilities. These form a key ingredient
for many other analyses, including model checking. For RMCs, and for important subclasses of
RMDPs and RSGs, computing their termination values is equivalent to computing the least fixed
point (LFP) solution of a corresponding monotone system of polynomial (min/max) equations.
The complexity of computing the LFP solution for such equation systems is a intriguing problem,
with connections to several areas of research. The LFP solution may in general be irrational.
So, one possible aim is to compute it to within a desired additive error  > 0. For general
RMCs, approximating their termination probability within any non-trivial constant additive er-
ror < 1/2, is at least as hard as long-standing open problems in the complexity of numerical
computation which are not even known to be in NP. For several key subclasses of RMCs and
RMDPs, computing their termination values turns out to be much more tractable.
In this talk I will survey algorithms for, and discuss the computational complexity of, key
analysis problems for classes of infinite-state recursive MCs, MDPs, and stochastic games. In
particular, I will discuss recent joint work with Alistair Stewart and Mihalis Yannakakis (in
papers that appeared at STOC’12 and ICALP’12), in which we have obtained polynomial time
algorithms for computing, to within arbitrary desired precision, the LFP solution of probabilistic
polynomial (min/max) systems of equations. Using this, we obtained the first P-time algorithms
for computing (within desired precision) the extinction probabilities of multi-type branching
processes, the probability that an arbitrary given stochastic context-free grammar generates a
given string, and the optimum (maximum or minimum) extinction probabilities for branching
MDPs and context-free MDPs. For branching MDPs, their corresponding equations amount to
Bellman optimality equations for minimizing/maximizing their termination probabilities. Our
algorithms combine variations and generalizations of Newton’s method with other techniques,
including linear programming. The algorithms are fairly easy to implement, but analyzing their
worst-case running time is mathematically quite involved.
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