Discrete choice models are frequently used in statistical and econometric practice. Standard models such as logit models are based on exact knowledge of the form of the link and linear index function. Semiparametric models avoid possible misspeci cation but often introduce a computational burden. It is therefore interesting to decide between approaches. Here we propose a test of semiparametric versus parametric single index modelling. Our procedure allows that the (linear) index of the semiparametric alternative is di erent from that of the parametric hypothesis. The test is proved to be rate-optimal in the sense that it provides the (rate) minimal distance between hypothesis and alternative for a given power function. 1
Introduction
Discrete choice models are frequently used in statistical and econometric applications. Among them binary response models, such as Probit or Logit regression, dominate the applied literature. A basic hypothesis made there is that the link and the index function have a known form, see McCullagh and Nelder (1989) . The xed form of the link function e.g. the logistic cdf is rarely justi ed by the context of the observed data but is often motivated by numerical convenience and by reference to "standard practice", say "accessible canned software". Recent theoretical and practical studies have questioned this somewhat rigid approach and have proposed a more exible semiparametric approach. Green and Silverman (1994) use the theory of penalizied likelihood to model nonparametric link functions with splines. Horowitz (1993) gives an excellent survey on single index methods and stresses economic applications. Staniswalis and Severini (1994) use kernel methods and keep a xed link function but allow the index to be of partial linear form. Partial linear models are semiparametric models with a parametric linear and a nonparametric index and have been studied by Rice (1986) , Speckman (1988) and Engle, Granger, Rice and Weiss (1986) . These models enhance the class of Generalized Linear Models (McCullagh and Nelder, 1989) in several ways. Here we concentrate on one generalization, the single index models with link function of unknown nonparametric form but (linear) index function. The advantage of this approach is that still an interpretable linear single index, a weighted sum of the predictor variables, is produced. The link function plays in theoretical justi cations of single index models via stochastic utility functions an important role (Maddala, 1983) : it is the cdf of the errors in a latent variable model. Our approach enables us to interpret the results still in terms of a stochastic utility model but enhances it by allowing for an unknown cdf of the errors. Despite the gained exibility in semiparametric regression modelling there is still an important gap between theory and practice, namely a device for testing between a parametric and semiparametric alternative. A rst paper in bridging this gap is Horowitz and H ardle (1994) . They considered for response Y and predictor X the parametric null hypothesis H 0 : Y = F(X > 0 ) + " (1) where x > denotes the index and F is the xed and known link function. The semiparametric alternative considered there is that the regression function has the form f(x > 0 ) with a nonparametric link function f and the same index x > 0 as under H 0 . The main drawback of that paper is that the index is supposed to be the same under the null and the alternative. The goal of the present paper is to construct a test which has power for as large class of alternatives. We move to a full semiparametric alternative by considering alternatives of single index type H 1 : Y = f(X > ) + " (2) with possibly di erent from 0 . The situation of our test is illustrated in the following gures 1 and 2. Explanatory variables are X 1 gross monthly earnings as an apprentice, X 2 percentage of people apprenticed in a certain occupation, divided by the people employed in this occupation in the entire economy and X 3 unemployment rate in the state the respondent lived in during the year the apprenticeship was completed. The aim of the test is to decide between the logit model and the semiparametric model with unknown link function and possibly di erent index. In H ardle, Klinke and Turlach (1995) this hypothesis is tested with the Horowitz-H ardle (HH) -test by Proenca and Werwatz who also prepared the dataset. They give a more detailled description of the HH-test procedure which does not reject. We measure the quality of a test by the value of minimal distance between the regression function under the null and under the alternative which is su cient to provide the desirable power of testing. The test proposed below is shown to be rate-optimal in this sense. The paper is organized as follows. The next section contains the main results then we present the test procedure. In Section 5 we present some simulation study. The proof of main results are given in Section 3 (Theorem 2.2) and in the Appendix (Theorem 2.1).
Main Results
We start with a brief historical background of the nonparametric hypothesis testing problem. The problem for the case of a simple hypothesis and univariate nonparametric alternative was considered by Ibragimov and Khasminskii (1977) and Ingster (1982) . It was shown that the minimax rate for the distance between the null and the alternative set is of the order n ?2s=(4s+1) where s is a measure of smoothness. Note that this rate di ers from that of an estimation problem where we have n ?s=(2s+1) . In the multivariate case the corresponding rate changes to n ?2s=(4s+d) , as Ingster (1993) has shown. The problem of testing a parametric hypothesis versus a nonparametric alternative was discussed also in H ardle and Mammen (1993). Their results allow to extract the above minimax rate. The results of Friedman and Stuetzle (1981) , Huber (1985) , Hall (1989) and Golubev (1992) show that estimation of the function f under (2) can be made with the rate corresponding to the univariate case. Below we will see though that for the problem of hypothesis testing the situation is slightly di erent. The rate for this additive alternative of single index type di ers from that of a univariate alternative (d = 1) by an extra log-factor. Nevertheless, we have almost a univariate rate and we can therefore still expect e ciency of the test for practical applications. We will come back to the introductory example in section 5. (6) and let otherwise (X; Y ) have stochastic structure as in Example 2.1. This form of parametrization leads to a binary choice logit regression model. Probit or complementary log-log models have a di erent parametrization but still have this single index form.
Let F 0 be the set of functions (F (x); 2 ) and let F 1 be a set of alternatives of the form (5). We measure the power of a test ' n by its power function on the sets F 0 and F 1 : if ' n = 0 then we accept the hypothesis H 0 and if ' n = 1, then we accept H 1 . The corresponding rst and second type error probabilities are de ned as usual: When there is no risk of confusion we write P instead of P F . Our goal is to construct a test ' n that has power over a wide class of alternatives. The assumptions needed are made precise below. We start with assumptions on the error distribution. Note that (E1) is obviously ful lled for the single index model in Examples 2.1 and 2.3. In the more general situation of Example 2.2 this assumption can be weakened to the existence of exponential moments for " i . The assumption (E3) restricts the set of X-observations to a bounded set. It is made more precise in the following assumption on the design X .
(D) The predictor variables X have a design density (x) which is supported on the compact convex set X in IR d and is separated from zero and in nity on X ;
Assumption (D) is quite common in nonparametric regression analysis. It is apparently fullled for the above example on apprenticeship and youth unemployment. We now specify the hypothesis and alternative. 
with a given c n > 0. Here kF ? F k = R jF(x) ? F (x)j 2 (x) dx.
For the de nition of a H older smoothness class in the context of statistical nonparametric problems we refer e.g. to Ibragimov and Khasminskii (1981) . Assumption (H0) is certainly ful lled for Example 2.3 but also in Probit and other generalized linear regression models such as the log linear models.
The main results are given below. We compute rst the optimal rate of convergence of the distance c n distinguishing the null from the alternative. The second theorem states the existence of an optimal test. The test will be given more explicitly in the next section where we also apply it to the above concrete examples. Theorem 2.2 is proved in Section 4 and the proof of Theorem 2.1 is given in the appendix. 3 The test procedure
Before we describe the test procedure let us introduce some notation. Given functions F(x) and G(x) we denote by hF;
the scalar product of the functions F and G . We write also hFi instead of hF; Fi and identify the sequences (Y i ) ; (" i ) with the functions Y (X i ) and "(X i ). We construct the tests ' n from 
Parametric pilot estimation
Let n be a grid in the parametric set with the step ln n p n . Put
Denote alsoF 0 ( ) = F~ n ( ):
Note that~ n is not necessarily an e cient estimator under the null since we do not correct for the variance function. 
Nonparametric pilot estimation
Take now h 1 = n ? 1 2s+d ; (12) the optimal smoothing bandwidth in d-dimensions, and put
The nonparametric kernel smootherF 1 is the well known multidimensional Nadaraya-Watson kernel estimator.
Estimation under H
We will use this bandwidth for estimation in the semiparametric model. Note that in (12) for the nonparametric estimation problem another rate, namely n ?1=(2s+d) was used. Here we have almost this bandwidth except for the extra log-term.
Let S d be the unit sphere in IR d . Denote by S n;d a discrete grid in S d with the step b n = h 2s+2 . Let N be the cardinality of S n;d N = #S n;d : (15) For each 2 S n;d de ne K h; (x) = K x > h ; x 2 IR d ; (16) and introduce the smoothing operator K with
where
Similarly we de ne K " and K F. Note that given the values K Y estimate f in (2). 
Here h i is de ned by (8) , h by (14) ,F 0 by (10) . We use the following notatioñ
where (X i ) is from (18),~ 2 j = 2 F 1 (X j ) ; j = 1; . . .; n; (21) the function 2 ( ) being de ned in the model assumptions andF 1 (x) being the nonparametric pilot estimator. Finally,
2 with~ i = F 1 (X i ) ; i = 1; . . .; n;
( ) being from (E3) and K (2) h; (X i ; X j ) = 1
Put now T n = sup
and
Here 1 ( ) is the indicator function of the corresponding event, is an arbitrary small positive number and N is the cardinality of S n;d , see (15) .
Proof of Theorem 2
We start with the decomposition of the test statistics T . Denote by B (x) the bias function for the smoothing operator K from (17) Below we show that the tests ' n based on the statistics T n with T n = sup
have the same asymptotic behavior as ' n . For the moment we only consider the tests ' n . Note that they are not tests in the usual sense since they use the non-observable values E ; V ; n .
Central to our proof is the analysis of the asymptotic behavior of the random variables = n p h 2 hK "; "i ? hK "i + E ] :
Lemma 4. Since the errors " i are independent and E" i = 0; E " 2 i = 2 i , we immediately obtain (30) and (31). The last statement (32) is a particular case of the general central limit theorem for quadratic forms of independent random variables and can be obtained in a standard way by calculation of the corresponding cumulants. We omit the details, see e.g. Now we come to the calculation of the error probabilities for the tests ' n based on T n . Under the hypothesis H 0 one has F = F ; 2 . This does not automatically yield hF ? F n i = 0 since n 2 n , see (27), and can be outside n . But the assumptions (H0) on the parametric family guarantee that this value is small enough. Next we evaluate the error probability of the second type . 
Proof. The de nition of the grid S n;d provides j n ? 0 j h 2s+2 . Then, it is well known, e.g. i.e. (43) holds true if c n in the de nition of the alternative H 1 is taken with c 2 n 2C 0 h 2s . This completes the proof for the tests ' n Now we explain why the statistics T n can be considered in place of T n . The idea is to show that the di erence T n ? T n is relatively small (being compared with the test level p 2 ln N or deviation hF ? F n i). First we treat the preliminary parametric estimator~ n . Denote for given F 2 F 0 F 1 d n (F) = hF ? F n i + ln 2 n n ;
n being from (27) Proof. We proceed in a standard way using the exponential inequality and boundedness of errors " i due to (E1). The details are omitted.
A simulation and an application
The purpose of our simulation experiments was to study the quantiles of the test statistic T n and the power of the test in nite samples. All calculations have been performed in the languages GAUSS and XploRe ( H ardle, Klinke and Turlach (1995) ). The observations were generated according to a binary response model. The explanatory variables were identically independent uniform distributed on ?1; 1]. We took the parameter = In a rst step we calculated empirically the 90 and 95 percent quantiles of T n for n = 100 and 200 observations generated by f 0 . They were used then as rejection boundaries, de ned as p (2 + ) ln N, see (24) . We calculated T n by optimizing T over a grid, see (23) , with N = 50 gridpoints. As kernel function K we used always the quartic kernel
In the second step we analyzed the e ect of increasing sample size on the power. In table 1 we show the power of the test when the data were generated with functions f 1a , that is f 1 for = 0:2, f 1c , where = 0:6 and f 2 . In order not to oversmooth we used the bandwidth h 1 = h = 0:5 for n = 100; 200 and h 1 = h = 0:25 for n = 350; 500 . Although we substituted for speed reasons in the cases n = 350 and 500Ṽ byṼ^ for all , the power increases very fast with n. Therefore, it could be of interest to compare the power with regard to the bump in the logit model. In table 2 we show for n = 200 and 350 the power of the test as a function of . We see that for > 0:4 this test procedure works very well. The last step of the simulation experiment was the study of bandwidth choice. For the sake of simplicity we set h 1 = h as above. First we always have had to determine numerically the rejection boundaries for the special bandwidth h. Here we observed shrinking boundaries, when h grew from 0:25 up to 2:25 . In gure 4 we plot the bandwidth vs the power of the test with observations generated by f 1c . Obviously for this kind of alternative we get better power for larger bandwidths. In the introductory example we dealt with youth unemployement. The question is, can we explain the youth unemployement with the aforementioned predictor variables X in a single index model with logit link? In the application of this dataset, we used a slightly modi ed numerical procedure as described in Proenca and Ritter (1995 
Taking into account (53) we see that the distance between zero function and each G is just of the rate c 2 n from Theorems 2.1 and 2. 
Our goal is to prove that for a small enough in (53) one has Z ! 1
under the measure P 0 .
We start from a decomposition and an asymptotic expansion for each Z from (64). For that we need some more notation. Fix some 2 S n and put 
We see that ;I are standard normal and independent for di erent I 2 I n ; and for details we refer to Ingster(1993) . The second statement of the lemma follows directly from (iii) of Lemma 5.2. Now we arrive at the central point of the proof. Actually we prove that "submodels" corresponding to di erent are in some sense asymptotically independent. That is why we have to pay with the extra log-term for the choice of "direction" . 
