Introduction and Preliminary
Let E be a real Banach space and let E3 The aim of this paper is to prove the equivalence of convergent results of above Ishikawa and Mann iterations with errors for generalized asymptotically Φ-strongly pseudocontractive mappings without bounded range assumptions in uniformly smooth real Banach spaces. For this, we need the following concepts and lemmas. x n 1 1 − a n − c n x n a n T n y n c n v n , n ≥ 0, 1.7
where {v n }, {w n } are any bounded sequences in D; {a n }, {b n }, {c n }, {d n } are four real sequences in 0, 1 and satisfy a n c n ≤ 1, b n d n ≤ 1, for all n ≥ 0. If b n d n 0, we define modified Mann iterative process with errors {z n } by z n 1 1 − a n − c n z n a n T n z n c n u n , n ≥ 0, for all x, y ∈ E. Lemma 1.7 see 8 . Let {ρ n } ∞ n 0 be a nonnegative sequence which satisfies the following inequality:
where λ n ∈ 0, 1 with
Main Results
First of all, we give a new concept. 
It is mentioned to notice that if T has bounded range, then it is uniformly generalized Lipschitz. In fact, since
On the contrary, it is not true in general See 6 .
In the following, we prove the main theorems of this paper. 
ii a n , b n , d n → 0 as n → ∞ and c n o a n ;
iii Σ ∞ n 0 a n ∞. 
that is,
for any x, y ∈ D. For convenience, denote k sup n {k n }.
Step 1. There exists x 0 ∈ D and
Step 2. For any n ≥ 0, {x n } is a bounded sequence.
Set R Φ −1 r 0 . From 2.3 , we have
2.6
Next, we want to prove that x n ∈ B 1 for any n ≥ 0 by induction. If n 0, then x 0 ∈ B 1 . Now we assume that it holds for some n, that is, x n ∈ B 1 . We prove that x n 1 ∈ B 1 . Suppose that it is not the case, then
2.7
Since a n , b n , c n , d n → 0 as n → ∞, and c n o a n , without loss of generality, we assume that 0 ≤ a n , b n , c n , d n ≤ τ 0 , c n < a n τ 0 for any n ≥ 0. Then we obtain the following estimates:
Abstract and Applied Analysis
2.8
Hence, J x n − q − J y n − q < 0 ; J x n 1 − q − J x n − q < 0 .
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Using Lemma 1.6 and formulas above, we obtain
2.10
Substitute 2.10 into 2.9
this is a contradiction. Thus x n 1 ∈ B 1 , that is, {x n } is a bounded sequence. So {y n }, {T n y n }, {T n x n } are all bounded sequences. Since z n − q → 0 as n → ∞, without loss of generality, we let z n − q ≤ 1. Therefore, x n − z n is also bounded.
Step 3. We want to prove x n − z n → 0 as n → ∞.
Set M 0 max{sup n T n y n − T n z n , sup n v n − u n , sup n x n − z n , sup n T n x n − x n , sup n w n − x n , sup n y n − z n , sup n v n − x n }.
Again using Lemma 1.6, we have
2.12
y n − z n 2 ≤ x n − z n 2 2b n T n x n − x n , J y n − z n 2d n w n − x n , J y n − z n ≤ x n − z n 2 2b n M 2 0 2d n M 2 0 ,
2.13
where A n J x n 1 − z n 1 − J x n − z n , B n J x n − z n − J y n − z n , and A n , B n → 0 as n → ∞.
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Taking place 2.13 into 2.12 , we have
2.14 where C n a n M
If it is not the case, we assume that λ > 0. Let 0 < γ < min{1, λ}, then Φ y n − z n / 1
Thus, from 2.14 that
which implies that
2.16
Let ρ n x n − z n 2 , λ n 2a n γ/ 1 2a n γ , σ n 2a n C n / 1 2a n γ . Then we get that
Applying Lemma 1.7, we get that ρ n → 0 as n → ∞. This is a contradiction and so λ 0. Therefore, there exists an infinite subsequence such that
In view of the strictly increasing and continuity of Φ, we have y n i − z n i → 0 as i → ∞. From 1.7 , we have
as i → ∞. Next we want to prove x n −z n → 0 as n → ∞. Let for all ε ∈ 0, 1 , there exists n i 0 such that x n i −z n i < , a n , a n i < min{ /4L
for any n i , n ≥ n i 0 . First, we want to prove x n i 1 − z n i 1 < .
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Suppose it is not this case, then x n i 1 − z n i 1 ≥ . Using 1.7 , we may get the following estimates:
2.19
y n i − z n i ≥ x n i − z n i − b n i T n x n i − x n i − d n i v n i − x n i ≥ 2 − b n i d n i M 0 > 4 .
2.20
Since Φ is strictly increasing, then 2.20 leads to Φ y n i − z n i ≥ Φ /4 . From 2.14 , we have
is a contradiction. Hence, x n i 1 − z n i 1 < . Suppose that x n i m − z n i m < holds. Repeating the above course, we can easily prove that x n i m 1 − z n i m 1 < holds. Therefore, for any m and n i ≥ n 0 , we obtain that x n i m − z n i m < , which means x n − z n → 0 as n → ∞. This completes the proof.
In order to make the existence of Theorem 2.2 more meaningful, we give the following theorem. Theorem 2.3. Let E be an arbitrary uniformly smooth real Banach space, let D be a nonempty closed convex subset of E, and let T : D → D be a uniformly generalized Lipschitz generalized asymptotically Φ-strongly pseudocontractive mapping with q ∈ F T / ∅. Let {a n }, {c n } be two real sequences in 0, 1 and satisfy the conditions (i) a n c n ≤ 1; (ii) a n → 0 as n → ∞ and c n o a n ; (iii) Σ ∞ n 0 a n ∞. For some z 0 ∈ D, let {u n } be any bounded sequence in D and let {z n } be modified Mann iterative sequence with errors defined by 1.8 . Then {z n } converges strongly to the unique fixed point q of T .
Proof. Since T : D → D is a uniformly generalized Lipschitz generalized asymptotically Φ-strongly pseudocontractive mapping, then there exists a strictly increasing continuous function Φ : 0, ∞ → 0, ∞ with Φ 0 0 such that
for any x, y ∈ D.
Step 1. There exists z 0 ∈ D and z 0 / Tz
In fact, if Φ r → ∞ as r → ∞, then r 0 ∈ R Φ ; if sup{Φ r : r ∈ 0, ∞ } r 1 < ∞ with r 1 < r 0 , then, for q ∈ D, there exists a sequence {ν n } in D such that ν n → q as n → ∞ with ν n / q. Furthermore, there exists a natural number n 0 such that k L ν n − q 2 L ν n − q < r 1 /2 for n ≥ n 0 , then we redefine z 0 , r 0 such that
Step 2. For any n ≥ 0, {z n } is bounded.
Set r Φ −1 r 0 , we have x 0 − q ≤ R. Let B 1 {z ∈ D : z − q ≤ r}, B 2 {z ∈ D : z − q ≤ 2r}, M sup n { u n − q }. Next, we prove that z n ∈ B 1 for any n ≥ 0 by induction. First z 0 ∈ B 1 is obvious. Suppose that z n ∈ B 1 holds. We prove that z n 1 ∈ B 1 . If it is not the case, then z n 1 − q > r. By uniformly continuity of J on bounded subset, we choose 0 Φ r/2 /16L 1 2r , there exists δ > 0 such that Jx − Jy < 0 when x − y < δ, for all x, y ∈ B 2 . Now denote
Since a n , c n , k n −1 → 0 as n → ∞, and c n o a n , without loss of generality, let 0 ≤ a n , c n , k n − 1 ≤ τ 0 , c n < a n τ 0 for any n ≥ 0. Then we have the following estimates from 1.8 :
z n − q ≥ z n 1 − q − a n T n z n − z n − c n u n − z n > r − a n r L 1 r − c n r M
