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High shear homogenizationAbstract Propagation of high intensity ultrasonic waves and shearing effect in formulating
nanoemulsion loaded fullerene for drug delivery was investigated. Artificial neural network
(ANN) was applied to optimize the emulsification process by varying the ultrasonic and homoge-
nization parameters. Control of operating conditions, such as sonication amplitude (30–70%) and
duration (60–120 s), as well as homogenization rate (4000–5000 rpm), was tested to determine the
physical attributes of nanoemulsion. Ultrasonic cavitation showed far greater effects as compared
to high shear homogenization in controlling the droplet size (sonication time) and viscosity (soni-
cation amplitude) of the nanoemulsion system. Levenberg–Marquardt algorithm produced the opti-
mum topology with network architecture of three inputs, four hidden nodes, and two outputs.
Validation further confirmed the aptness of the proposed model with low root mean square error.
In this study, ANN has superior predictive ability by yielding low percentage of residual standard
error. An ultrasonic approach in formulating fullerene nanoemulsion system is a powerful tech-
nique in minimization of droplet size and acquisition of desirable viscosity. This serves as a platform
to advance fullerene in nanomedicine field despite its hydrophobicity.
 2016 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is
an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Fullerene is a versatile free radical scavenger which displayed wide spec-
trum of biological activities. It has been employed in various fields such
as antioxidation, neuroprotection, DNA photocleavage, antibacterial
and antiviral activities, and enzyme inhibition (Partha and Conyers,
2009). The lack of solubility in biological environments is the major hin-
drance in the development of these fields. Nevertheless, conjugation of
hydroxyl groups onto the surface of fullerenewould improve the solubil-ased on
2 C.L. Ngan et al.ity (Li et al., 2012).Due to the occupancy of hydrophilic groups onC‚C
bonds to solubilize the fullerene, drug loading efficiency naturally
becomes lower as less drug molecules can be attached to the surface of
fullerene. Furthermore, the initial antioxidant activity of fullerene was
greatly compromised which became the main drawback for the existing
solutions. Instead of functionalizing the fullerene to enhance its solubil-
ity, nanoemulsionsystemwasproposed fordrugdeliverywhilemaintain-
ing the availability of double bonds for the conjugation of potential
drugs. In fact, nanoemulsion is a carrier system for poorly water-
soluble drugs. This is a very promising and worthwhile study to advance
further in the nanotechnology field of drug delivery.
Nanoemulsions have dominance over conventional emulsion in drug
delivery due to their fine droplet size in which it stipulates their stability
against Ostwald ripening as well as higher penetration rate. Fabrication
of nanoemulsions can be achieved through either high-energy or low-
energyemulsification techniques.Oftentimes,high-energyemulsification
that utilizes instruments such as rotor/stator mixer, microfluidizer, high
pressure homogenizer, and ultrasonic processor to yield nanoemulsions
is preferable since it is highly feasible and time-saving. Undoubtedly,
ultrasonic cavitation has excellent energy efficiency and is considered to
be greener production of nanoemulsions via formation of bubbles,
growth and impulsive collapse of bubbles in an aqueous medium
(Sivakumar et al., 2014). Somehow, random formulation screening is
insufficient to develop nanoemulsions with desired attributes, and hence
designing the model for nanoemulsion system is equally important.
Advanced pharmaceutical development involves systemic formula-
tion design where modeling of predictive system is essential in compli-
ance with quality-by-design (QbD) paradigm for emerging drug
delivery. Response surface methodology (RSM) has been actively
applied to optimize various developed pharmaceutical formulations.
However, RSM uses second-order polynomial equation to predict
pharmaceutical responses whereby only low order polynomial involved
which often leads to inaccurate estimation of nonlinear parameters. In
comparison with RSM, artificial neural network (ANN) performs sub-
stantially better as a modeling technique for data sets having nonlinear
relationship in terms of data fitting and prediction abilities (Ghaffari
et al., 2006). As such flexibility gained without accuracy being compro-
mised, we developed a novel optimized technique for the development
of fullerene nanoemulsion in which an ANN was incorporated.
ANN has been extensively applied for modeling in pharmaceutical
research technology on the development of formulation, production
process as well as evaluation of drug performance forecasting
(Esmaeilzadeh-Gharedaghi et al., 2012; Rezaee et al., 2014; Siafaka
et al., 2015). ANN is a learning system by experience which can simu-
late the neurological processing ability resembling human brain. ANN
is able to solve complex problems including clustering, pattern classifi-
cation, function approximation, and optimization (Suykens et al.,
2012). However, limited work has been researched on nanoemulsion
formulation by controlling the ultrasonic parameters via ANN model-
ing. Several universal mathematical learning algorithms that would be
used in this study include Levenberg–Marquardt (LM), incremental
back-propagation (IBP), batch back-propagation (BBP), and quick
propagation (QP) algorithms.
The present study was undertaken to investigate the optimized
technique to fabricate nano-scaled emulsion system by ANN model-
ing. Collectively, the impact of different emulsification techniques on
the droplet size and viscosity of fullerene nanoemulsion was identified.
The aim of this research highlight was to deliver biocompatible multi-
functional fullerene in nanoemulsion system through high-energy
emulsification methods.
2. Materials and method
2.1. Materials
Fullerene (C60), Tween
 80 (T80), Span 80 (S80), white bees-
wax, and xanthan gum were purchased from Sigma–Aldrich.Please cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
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nel oil esters (PKOEs) were synthesized from palm kernel oil
and oleyl alcohol via enzymatic transesterification according
to the literature (Keng et al., 2009). Deionized water was puri-
fied using Milli-Q water system. All other chemicals were of
analytical grade and were used as received without further
purification.
2.2. Formulation of fullerene nanoemulsions
Formulations containing fullerene were prepared using ultra-
sonic dispersion. 12.0 mg of fullerene powders was magneti-
cally stirred in PKOEs to ensure quick and complete
dissolution. This formulation constituted of 12.5% (w/w)
PKOEs-C60, 1.0% (w/w) beeswax, and 0.7% (w/w) phenonip
as the oil (dispersed) phase whereas the aqueous (continuous)
phase consisted mainly of deionized water with 7.7% (w/w)
T80:S80 (4:1), and 0.9% (w/w) xanthan gum. Both phases were
stirred independently under heating condition at 75.0 C.
100.0 g of fullerene nanoemulsions was prepared by gradual
addition of aqueous phase into the oil phase while homoge-
nized using Polytron high shear homogenizer (PT3100, Kine-
matica AG) at room temperature (25.0 ± 2 C) for 15 min.
Pre-mixed emulsions were then subjected to sound waves gen-
erated by ultrasonic processor (UP400S, Hielscher Ultrasonics
GmbH) at 24 kHz with maximum power output of 400 W.
14 mm  100 mm (diameter  length) titanium probe tip was
dipped into the samples while sonicated at specific amplitude
with on:off cycle per second. Samples were immersed in ice
bath to mitigate the ultrasound thermal effect. Sonication
amplitude and time were varied according to the experimental
design. Homogenization rate was controlled as a secondary
technique in the production of nanoemulsion.
2.3. Droplet size and viscosity analysis
A dynamic light scattering droplet size analyzer (Zetasizer
Nano ZS90, Malvern) was used to determine the droplet size
of fullerene nanoemulsions. Standard measurement was exe-
cuted with an argon laser (k= 488 nm) at the angle of 173
in room temperature (25.0 ± 0.5 C). Samples were diluted
with deionized water at the ratio of 1:200 before injecting the
samples into the capillary of zeta disposable cells using 3 mL
syringe. Dilution was necessary to avoid multiple scattering
effects and slow injection to restrain air bubbles from forming
inside the cells before inserted into the module. Instrument was
equilibrated for 120 s to acquire stable temperature for
improved accuracy of reading. Five replicates (n= 5) from
each sample were analyzed twice after 24 h of sample prepara-
tion and the results were reported as an average for each
analysis.
Viscosities of fullerene nanoemulsion measurement were
performed by dynamic shear rheometer (Kinexus Rotational
Rheometer, Malvern) under constant shear rate of 0.1 s1 at
25.0 C. Analysis was undertaken within 24 h after sample
preparation with 0.15 mm of gap in between the cone and plate
geometry (4/40 mm). Once the sample was loaded, it was
allowed to reach equilibrium for 5 min prior to the measure-
ment. Viscosities of each sample were recorded every 5 s in
Pascal second (Pa s) for 5 min and the mean value of viscosities
was taken as the representative viscosity of the sample.l system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
Development of nano-colloidal system 32.4. Artificial neural network modeling
Modeling was carried out using NeuralPower version 2.5 by
CPC-X Software (Carnegie, USA). Input variables, include
sonication amplitude (30–70%), sonication duration (60–
120 s), and homogenization rate (4000–5000 rpm), and would
be investigated in response to the droplet size and viscosity
of the nanoemulsion system. 26 experiments were categorized
into two data sets which consisted of training (18 points)
and testing (8 points) sets as shown in Table 1. Through differ-
ent learning algorithms, input variables are multiplied by con-
nection weights and summed before applying the sigmoid
activation (transfer) function to generate the output. Experi-
ence gained from the learning phase would be used in data fit-
ting of model. Validation data set (8 points), which was
excluded from the learning phase, was utilized to estimate
potential model that has been trained (Table 2). Eventually,
testing phase was conducted simultaneously to check the fit-
ness of selected model as well as to avoid over-fitting by con-
trolling errors.
In this study, universal learning algorithms applied were
QP, BBP, IBP, and LM. Each node in the hidden or output
layers acted as a summing junction which transformed the
inputs from the previous layer using Eq. (1).
yi ¼
Xi
j¼1
xiwij þ bj ð1ÞTable 1 Predicted and experimental values of droplet size and visc
Levenberg–Marquardt experimental design.
Run no. Sonication amplitude (%) Sonication time (s) Homog
Training set
1 50 90 4000
2 60 120 4250
3 40 120 4250
4 40 90 4250
5 50 120 4250
6 60 90 4250
7 50 60 4250
8 70 90 4500
9 30 90 4500
10 50 30 4500
11 50 150 4500
12 50 90 4500
13 60 60 4750
14 40 60 4750
15 50 120 4750
16 40 90 4750
17 60 90 4750
18 50 90 5000
Testing set
1 60 60 4250
2 40 60 4250
3 40 60 4500
4 40 120 4750
5 60 120 4750
6 60 120 4500
7 60 60 4500
8 50 60 4750
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hidden layer, xi is the output of previous layer, and wij is the
connection weights between ith and jth nodes. bj is the bias
of j node. Prediction capability of each model was evaluated
by computing the root mean squared error (RMSE) value
according to Eq. (2).
RMSE ¼ 1
n
Xn
i¼1
ðyi þ ydiÞ2
" #1
2
ð2Þ
where yi is the predicted value, ydi is the actual value, and n is
the number of points. Therefore, the learning process of an
algorithm would continue until the minimum RMSE is
achieved, which is called the topology. Learning phase of
topologies was repeated for several times to establish the
robustness of outcome. Topology with the lowest RMSE
would be selected to compare with topologies of other nodes.
Likewise, topologies for n number of hidden layers for the
specific algorithm were obtained as well. Eventually, topolo-
gies of different algorithms were compared to determine the
optimum model which expressed the maximum R2 (Eq. (3)),
minimum RMSE and absolute average deviation (AAD)
(Eq. (4)) (Shabanzadeh et al., 2015).
R2 ¼ 1
Pn
i¼1ðyi þ ydiÞ2Pn
i¼1ðydi þ ymÞ2
ð3Þosity of fullerene nanoemulsions obtained from ANN based on
enization rate (rpm) Droplet size (nm) Viscosity (Pa s)
Actual Predicted Actual Predicted
157.2 160.0 53.7 53.8
137.2 140.0 28.6 29.1
157.6 158.4 39.4 44.5
167.9 166.2 52.7 57.3
142.1 142.2 36.4 36.3
156.9 158.6 35.6 37.4
173.5 168.9 64.5 63.4
163.3 162.6 22.0 22.5
192.9 193.0 65.8 68.8
175.3 177.2 74.8 71.7
126.7 125.6 14.2 21.0
153.1 152.9 43.8 46.3
162.2 162.0 47.9 49.2
165.3 166.8 60.1 62.0
139.2 137.4 24.5 27.5
163.0 162.5 46.5 50.8
152.1 149.1 37.0 35.3
147.1 148.7 34.6 38.2
180.2 180.3 49.2 46.8
175.3 172.2 65.7 68.4
168.0 169.2 69.7 65.3
152.5 153.6 39.9 39.5
138.2 134.6 22.6 23.3
138.1 137.0 25.7 26.1
170.2 169.9 46.9 48.5
156.2 159.8 59.2 58.3
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Table 2 Validation data set of the effective variables, together with the actual and predicted droplet sizes of the nanoemulsion system.
Run no. Sonication
amplitude (%)
Sonication time (s) Homogenization rate (rpm) Droplet size (nm) Viscosity (Pa s)
Actual Predicted RSE (%) Actual Predicted RSE (%)
Validating set
1 35 70 4700 173.5 177.5 2.32 65.5 64.5 1.52
2 45 80 4600 159.1 158.1 0.61 51.1 52.9 3.53
3 55 100 4400 147.6 148.8 0.79 35.3 38.5 8.99
4 50 110 4300 145.6 146.7 0.73 37.4 39.4 5.40
5 55 110 4700 141.4 141.0 0.31 30.6 30.2 1.38
6 35 70 4600 175.1 178.0 1.68 66.6 65.2 2.13
7 50 80 4400 158.7 157.6 0.68 47.8 52.9 6.52
8 45 100 4300 154.3 154.8 0.35 48.9 47.8 2.35
4 C.L. Ngan et al.AAD ¼ 1
n
Xn
i¼1
jyi þ ydij
ydi
 100 ð4Þ
where n is the number of points, yi is the predicted value, ydi is
the actual value, and ym is the mean actual values.
2.5. Levenberg–Marquardt (LM) algorithm
LM is an analogous version of back propagation algorithm
which was often applied to solve nonlinear minimum mean
square in most modeling problems. While fundamental back
propagation is the steepest descent algorithm, LM algorithm
offers an alternative conjugation methods for the second
derivative optimization (Marquardt, 1963). Due to its fast con-
vergence and stability properties, it reduces the step length to
attain the least square curve fitting during minimization pro-
cess. In this particular algorithm, the update function, fn, can
be computed using Eqs. (5) and (6) as shown below.
FðxÞ ¼
Xn
i¼1
½fiðxÞ2 ð5Þ
fn ¼ ðJTJþ kIÞ1JTe ð6Þ
where F(x) is the sum of squares, J is the Jacobian matrix that
contains first derivatives of the network errors with respect to
weights, I is the identity matrix, and e is the vector of network
errors. Parameter would be multiplied by non-negative damp-
ing factors, k whenever each iteration continued following the
prior adjustment.
3. Results and discussion
3.1. Algorithm topology analysis
Architecture of ANN was designed in a fashion of three con-
trolling parameters in the input layer and two features of
developed nanoemulsions as the output layer. Number of
nodes ranging from 1 to 15 served as the hidden layer to study
the topologies by applying different algorithms independently.
During the learning process, testing data set would determine
the function of error by calculating the minimum RMSE value.
When RMSE values stopped decreasing, or alternatively began
to increase, it indicated that the model was over-fitting the
data. This marked the end of the learning phase. All data sets
were trained for ten times for every runs in each node toPlease cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
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(Salama and Abdelbar, 2014). Fig. 1 shows the minimum
RMSE values yielded for each node in hidden layer of different
algorithms. Topologies with the lowest RMSE were selected as
the best topology representing the respective algorithms for
comparison.
Neural network with very low node numbers in the hidden
layer would restrict the learning performance due to the net-
work size. It can be seen in Fig. 1 that 3 nodes and below gave
exceptionally high RMSE values. Yet, excessive number of
nodes in the hidden layer would cause the learning duration
to be lengthy and may be compromised by local minima
(Ghoreishi and Heidari, 2013). According to the graph, hidden
node numbers that constructed the topologies using LM, IBP,
BBP, and QP algorithms with minimum RMSE were 4, 6, 7,
and 8, respectively. From Table 3, RMSE values from the test-
ing data sets revealed that LM had the lowest RMSE value
among other algorithms with 2.083 and 2.226 for droplet size
and viscosity, respectively. Hereinafter, LM derived network
would be the representative model in the prediction of deter-
mining process conditions for nanoemulsion formulation.
This representative model was specifically chosen from the
trained models by different learning algorithms based on the
RMSE, AAD, and R2 values. In order to test how well the data
fit along the regression line, R2 values were derived from the
scatter plot of predicted against actual values of droplet size
and viscosity for both training (Fig. 2) and testing (Fig. 3) data
sets. These statistic values are presented in Table 3. LM algo-
rithm with 4 hidden nodes exhibited the lowest RMSE among
the rest of algorithms. Besides, high R2 values of droplet size
and viscosity obtained using LM were 0.9809 and 0.9743,
respectively. Despite just having excellent correlation between
data, AAD values further supported that LM model was able
to describe well the formation of this particular system. It is
worth mentioning that LM algorithm did perform better than
BBP, IBP, and QP in this case. For these reasons, it was
selected as optimum model for the production of nanoemul-
sion system.
3.2. Validation of selected model
Optimum model was validated by eight different experimental
runs which were conducted independently apart from the
training and testing data sets. Results are tabulated in Table 2.
It was observed that the experimental values had no significant
difference as compared to the predicted values in terms ofl system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
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Figure 1 RMSE versus node number of hidden layer in neural networks for (A) droplet size and (B) viscosity.
Table 3 Performance index of optimum topologies for the operating conditions in nanoemulsion formulation: LM-3-4-2, BBP-3-7-2,
QP-3-8-2, and IBP-3-6-2.
Learning algorithm Architecture Training data Testing data
Droplet size Viscosity Droplet size Viscosity
RMSE R2 AAD RMSE R2 AAD RMSE R2 AAD RMSE R2 AAD
LM 3-4-2 1.523 0.9921 0.816 3.099 0.9771 7.672 2.083 0.9809 1.038 2.226 0.9743 3.632
IBP 3-6-2 1.560 0.9922 0.744 4.229 0.9474 11.350 2.239 0.9813 1.172 2.684 0.9741 4.333
QP 3-8-2 1.041 0.9954 0.532 1.687 0.9889 3.964 2.149 0.9891 1.134 2.715 0.9729 4.451
BBP 3-7-2 1.164 0.9943 0.611 4.325 0.9447 11.394 2.143 0.9896 1.138 2.801 0.9763 4.331
Development of nano-colloidal system 5droplet size but not always in the case for viscosity. Residual
standard error (RSE) percentage for droplet size was lower
than 3% in all cases indicating the high fitness of model. How-
ever, a slight deviation in prediction of viscosity which caused
the RSE percentage of three out of eight runs to be over 5%.
Nonetheless, the selected model (LM-3-4-2) was demonstrat-
ing great predictive ability for both the droplet size and viscos-
ity of nanoemulsions.
Neural network of LM-3-4-2 was mapped out to relate the
connectivity of different layers via feed-forward control as
shown in Fig. 4. Input data of hidden nodes are calculated
by weighted summation as shown in Eq. (7).S ¼
Xn
i¼1
ðbWiIiÞ ð7Þwhere S is the summed weight, b is the bias, Ii is the ith input to
the hidden neuron, and Wi is the weight related to Ii. Bias
shifts the space of the nonlinearity characteristics. A sigmoid
(logistic) function (Eq. (8)) was applied on the weighted sum
of neuron’s input in the hidden layer before transferring to
output layer.fðxÞ ¼ 1
1þ expðxÞ ð8Þwhere f(x) is the activation function. In case of modeling, LM-
3-4-2 was used to determine the optimum formulation and
effective percentage of input variables in nanoemulsion forma-
tion with desirable droplet size and viscosity.Please cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
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Effective percentage of processing parameters in formulating
nanoemulsions at optimum level is shown in Fig. 5. From
the analysis, sonication time has the largest effect on shaping
the droplet size of the nanoemulsion system (44.17%) followed
by sonication amplitude (39.92%) and homogenization rate
(15.91%). Similarly, sonication amplitude has the most sub-
stantial effect on viscosity (45.26%) followed by homogeniza-
tion rate (27.38%) and sonication time (27.36%). It was
evident that ultrasonic cavitation dominated the control on
the physical attributes of the nanoemulsion system over the
homogenization techniques. Nonetheless, both processing
methods have significant effect on the response variables which
cannot be omitted.
3.4. Synergistic effect of ultrasonic parameters on droplet size
and viscosity
Fig. 6 shows the 3D plot representing the effect of ultrasonic
cavitation toward the droplet size and viscosity of fullerene
nanoemulsion. In Fig. 6A, extended sonication time reduced
the droplet size in an inverse sigmoidal pattern when exposed
to high irradiation power above applied sonication amplitude
of 50%. This phenomenon creates multiple cavities by sound
pressure followed by immediate collapse which eventually
breaks the emulsion droplet into a smaller size (Shahavi et al.,
2015). Higher applied amplitude intensified the frequency of this
event which leads to consecutive breakdown into nano-droplets.
When the liquid surrounding the vibrating probe tip was split
into fine droplets, ultrasonic cavitation occurred. A correlationl system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
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Figure 2 Predicted versus actual values (A) droplet size and (B) viscosity of fullerene nanoemulsions in the learning phase using ANN:
QP, BBP, IBP and LM algorithms.
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Figure 3 Predicted versus actual values of (A) droplet size and (B) viscosity of fullerene nanoemulsions in the testing phase using ANN:
QP, BBP, IBP and LM algorithms.
Development of nano-colloidal system 7was proposed for the prediction of droplet size,Dp produced by
sonication amplitude, Am as described below (Dalmoro et al.,
2013; Rajan and Pandit, 2001).Please cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
artificial neural network. Arabian Journal of Chemistry (2016), http://dx.doi.org/10Dp ¼ 0:34 8pr
qf2
 1
3
ð9Þl system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
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Sonication time 
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Homogenization rate Viscosity 
Droplet size 
Figure 4 Architecture of neural network for multilayer normal feed forward connection type according to optimum topology from
Levenberg–Marquardt algorithm.
8 C.L. Ngan et al.Am ¼ 1
2p  f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2I
q  C
s
ð10Þ
where I is the power surface intensity, f is the frequency, C is
the speed of sound, and q is the liquid density. As the sonica-
tion amplitude reduced toward 30%, the reduction in droplet
size was getting lesser and almost negligible even as the dura-
tion was prolonged. Long treatment duration alone was insuf-
ficient unless the sonication amplitude was higher than the
minimum effective power. Minimum sonication amplitude
was required to generate enough ultrasonic waves to induce
cavitation. This reflects on the results exactly shown in Fig. 5
where sonication time poses the greatest effects on the droplet
size but highly dependent on sonication amplitude. Therefore,
the disruption of liquid into individual nano-sized droplets
using ultrasonic cavitation has to be above threshold ampli-
tude, Amcrit as shown in Eq. (11) (Rajan and Pandit, 2001),
where g is the liquid viscosity.
Amcrit ¼ 2gq
 
q
prf
 1
3
ð11Þ
In Fig. 6B, as the sonication amplitude increased toward
70%, the viscosity was reduced steadily at different rates.
The effect of sonication amplitude in reducing the viscosity44.17%
39.92%
15.91%
Droplet size
27.36%
45.26%
27.38%
Viscosity
sonication time
sonication amplitude
homogenization rate
Figure 5 Effective percentage of processing parameters toward
droplet size and viscosity of fullerene nanoemulsions.
Please cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
artificial neural network. Arabian Journal of Chemistry (2016), http://dx.doi.org/10decreases over time but remained significantly effective within
the tested range. As the sonication amplitude increases, local
heat was generated and dissipated within the system which
led to temperature hike. Consequently, this caused the interfa-
cial tension to be disrupted where viscosity was directly
affected. Chemical bonds between monomer units were broken
down as well which resulted in fragmentation of structural
polymer network (Gogate and Prajapat, 2015). Beyond the
consideration of sonication amplitude, longer sonication time
led to further reduction in viscosity of nanoemulsions due to
the longer exposure to cavitation. The viscosity of nanoemul-
sions was mainly governed by sonication amplitude but ample
time of sonication is a prerequisite for this case to achieve the
desired viscosity. Likewise, Fig. 5 was further supported by
this analysis which indicated that the sonication amplitude
has indeed the most prominent influence on regulating the
viscosity.
As the amount of each component was maintained at a
constant mass, the viscosity increased as the droplet size
decreased in the system. Large surface area of smaller droplets
would result in higher frequency of interaction between adja-
cent droplets which leads to resistance in flow. The presence
of non-hydrodynamic forces such as electrostatic, steric, van
der Waal, and Brownian forces naturally caused the overall
viscosity of colloidal system to become higher as droplet size
reduces. Since the linear viscoelastic properties in oscillatory
shear flow are largely dependent on droplet size, the storage
modulus increases with the decrease in droplet size due to an
increase in interfacial stress (Pal, 2011). Nevertheless, fullerene
nanoemulsion was able to remain stable and homogeneous at 4
and 25 C over the period of 90 days with the mean droplet
size below 200 nm and the textural change in viscosity was
almost negligible.4. Conclusion
Design and development of C60 loaded nanoemulsion have widened up
the prospects in nano-colloidal system to deliver fullerene as well as
multifunctionalized fullerene derivatives. It was discovered that ultra-
sonic cavitation was highly effective toward the formation of finer dro-
plets over the conventional high shear homogenization. Hence,l system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
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Figure 6 Synergistic effect of ultrasonic parameters on (A) droplet size and (B) viscosity of fullerene nanoemulsions.
Development of nano-colloidal system 9modeling of ANN in controlling the processing conditions, particu-
larly ultrasonic processor, plays a vital role to yield nano-sized droplets
with desirable viscosity. As different algorithms were utilized in the
learning phase, predictive ability for each learning algorithms was
ranked in the order of the following: LM> IBP, BBP > QP. High
correlation coefficients between actual and predicted values were
acquired for all response variables. Application of ultrasonic cavitation
optimized with ANN modeling in regulating the process parameters
will certainly assist in the fabrication of fullerene nanoemulsions.
Acknowledgments
The authors acknowledge Universiti Putra Malaysia and Min-
istry of Higher Education, Malaysia under the Fundamental
Research Grant Scheme (02-01-13-1235FR) for the financial
support.
References
Dalmoro, A., d’Amore, M., Barba, A.A., 2013. Droplet size prediction
in the production of drug delivery microsystems by ultrasonic
atomization. Transl. Med. @ UniSa 7, 6–11.
Esmaeilzadeh-Gharedaghi, E., Faramarzi, M.A., Amini, M.A.,
Rouholamini Najafabadi, A., Rezayat, S.M., Amani, A., 2012.
Effects of processing parameters on particle size of ultrasound
prepared chitosan nanoparticles: an artificial neural networks
study. Pharm. Dev. Technol. 17, 638–647.
Ghaffari, A., Abdollahi, H., Khoshayand, M., Bozchalooi, I.S.,
Dadgar, A., Rafiee-Tehrani, M., 2006. Performance comparison
of neural network training algorithms in modeling of bimodal drug
delivery. Int. J. Pharm. 327, 126–138.
Ghoreishi, S.M., Heidari, E., 2013. Extraction of epigallocatechin-3-
gallate from green tea via supercritical fluid technology: neural
network modeling and response surface optimization. J. Supercrit.
Fluids 74, 128–136.
Gogate, P.R., Prajapat, A.L., 2015. Depolymerization using sono-
chemical reactors: a critical review. Ultrason. Sonochem. 27, 480–
494.Please cite this article in press as: Ngan, C.L. et al., Development of nano-colloida
artificial neural network. Arabian Journal of Chemistry (2016), http://dx.doi.org/10Keng, P.S., Basri, M., Zakaria, M.R.S., Rahman, M.B.A., Ariff, A.B.,
Rahman, R.N.Z.A., Salleh, A.B., 2009. Newly synthesized palm
esters for cosmetics industry. Ind. Crops Prod. 29, 37–44.
Li, J., Zhang, M., Sun, B., Xing, G., Song, Y., Guo, H., Chang, Y.,
Ge, Y., Zhao, Y., 2012. Separation and purification of fullerenols
for improved biocompatibility. Carbon 50, 460–469.
Marquardt, D.W., 1963. An algorithm for least-squares estimation of
nonlinear parameters. J. Soc. Ind. Appl. Math. 11, 431–441.
Pal, R., 2011. Rheology of simple and multiple emulsions. Curr. Opin.
Colloid Interface Sci. 16, 41–60.
Partha, R., Conyers, J.L., 2009. Biomedical applications of function-
alized fullerene-based nanomaterials. Int. J. Nanomed. 4, 261–275.
Rajan, R., Pandit, A.B., 2001. Correlations to predict droplet size in
ultrasonic atomisation. Ultrasonics 39, 235–255.
Rezaee, M., Basri, M., Rahman, R.N.Z. Raja Abdul, Salleh, A.B.,
Chaibakhsh, N., Masoumi, H.R. Fard, 2014. A multivariate
modeling for analysis of factors controlling the particle size and
viscosity in palm kernel oil esters-based nanoemulsions. Ind. Crops
Prod. 52, 506–511.
Salama, K., Abdelbar, A.M., 2014. A novel ant colony algorithm for
building neural network topologies. Swarm Intell., 1–12
Shabanzadeh, P., Yusof, R., Shameli, K., 2015. Artificial neural
network for modeling the size of silver nanoparticles’ prepared in
montmorillonite/starch bionanocomposites. J. Ind. Eng. Chem. 24,
42–50.
Shahavi, M.H., Hosseini, M., Jahanshahi, M., Meyer, R.L., Darzi, G.
N., 2015. Evaluation of critical parameters for preparation of stable
clove oil nanoemulsion. Arab. J. Chem.
Siafaka, P.I., Barmpalexis, P., Lazaridou, M., Papageorgiou, G.Z.,
Koutris, E., Karavas, E., Kostoglou, M., Bikiaris, D.N., 2015.
Controlled release formulations of risperidone antipsychotic drug
in novel aliphatic polyester carriers: data analysis and modelling.
Eur. J. Pharm. Biopharm. 94, 473–484.
Sivakumar, M., Tang, S.Y., Tan, K.W., 2014. Cavitation technology –
a greener processing technique for the generation of pharmaceu-
tical nanoemulsions. Ultrason. Sonochem. 21, 2069–2083.
Suykens, J.A., Vandewalle, J.P., de Moor, B.L., 2012. Artificial neural
networks for modelling and control of non-linear systems. Springer
Science & Business Media.l system for fullerene by ultrasonic-assisted emulsification techniques based on
.1016/j.arabjc.2016.04.011
