, Magnetic field power spectra and magnetic radial diffusion coefficients using CRRES magnetometer data, J. Geophys. Res. Space Physics, 120, doi:10.1002 Satellite (CRRES) to estimate the power spectral density (PSD) of the compressional component of the geomagnetic field in the ∼1 mHz to ∼8 mHz range. We conclude that magnetic wave power is generally higher in the noon sector for quiet times with no significant difference between the dawn, dusk, and the midnight sectors. However, during high Kp activity, the noon sector is not necessarily dominant anymore. The magnetic PSDs have a very distinct dependence on Kp. In addition, the PSDs appear to have a weak dependence on McIlwain parameter L with power slightly increasing as L increases. The magnetic wave PSDs are used along with the Fei et al. (2006) 
Introduction
The Van Allen radiation belts contain charged particles with MeV energies trapped in the geomagnetic field in the form of two tori around the Earth. The region between the tori is called the slot region and is kept relatively free of particles through high frequency wave particle interactions [Lyons et al., 1972] . These high energy particles are hazardous to both technology and astronauts [e.g., Baker, 2001] . With our increasing dependence on space-based technology for communication, navigation, and weather prediction, a clear, predictive understanding of the radiation belts and how they are populated and depleted is increasingly urgent. The magnetosphere supports several varieties of plasma and MHD waves that dictate the dynamics of particles and their energization in the magnetosphere.
As a result of the underlying geometry of the geomagnetic field, a charged particle will undergo three distinct types of periodic motions with widely separated time scales. The first type of motion is the gyromotion of a particle about a field line for which the characteristic timescale is on the order of a few milliseconds. Associated with this motion is a quantity M = p 2 ⊥ ∕2m 0 B, the first adiabatic invariant, which is approximately conserved under field perturbations on time scales long compared to the gyroperiod of the particle. Here p ⊥ is the component of the particle's momentum perpendicular to the magnetic field, m 0 is the rest mass of the particle, and B is the strength of the magnetic field. The second type of periodic motion is the bounce motion of a particle between two mirror points as it moves latitudinally along a magnetic field line. The characteristic timescale for a bounce motion is typically between a tenth of a second and a few seconds. The associated (second) adiabatic invariant is J = ∫ m 2 m 1 p ∥ ds, where p ∥ is the component of the particle's momentum parallel to the magnetic field with m 1 and m 2 denoting the two mirror points and ds being the element of length along a magnetic field line. The second invariant is conserved for perturbations with timescales long compared to the bounce period. The third type of periodic motion is the longitudinal drift of a particle around the Earth caused by field line curvature and field gradients perpendicular to the local magnetic field, with the resulting drift being eastward for electrons and westward for ions. The third adiabatic invariant associated with this periodic motion is Φ = ∮ ⃗ B ⋅ ds, which is the magnetic flux enclosed by the drift path with a characteristic timescale generally being a few minutes. Because of the irregularity and the asymmetry of the geomagnetic field, it is typically more convenient to work with the parameter L * = −2 k 0 ∕ΦR E as defined in Roederer [1970] , with R E being Earth's radius and k 0 being Earth's dipole. Physically speaking, Jacobs et al. [1964] defines the ultra low frequency (ULF) range as 1.67 mHz to 5 Hz, with Pc-5 range as the subset between 1.67 mHz and 6.67 mHz. There are several sources of ULF waves in the magnetosphere. Mirror [Hasegawa, 1969] and drift [Southwood et al., 1969] instabilities in the plasma drifting into the inner magnetosphere are among the internal processes thought to generate power at ultralow frequencies. External processes contributing to ULF wave power include shear flow instabilities along the magnetopause predominant at the flanks [Cahill and Winckler, 1992; Mann et al., 1999; Claudepierre et al., 2008] and solar wind pressure variations predominant on the noon side [Kivelson and Southwood, 1988] . More recently, Hartinger et al. [2013] showed transient ion fore-shocks to be another possible source of ULF wave activity. Pc-5 perturbations in the magnetosphere happen on timescales such that a typical MeV electron in the outer radiation belt would see its first two invariants conserved, while the third invariant is violated. These circumstances will results in a net change in the radial distance at which the particle drifts. Since the first invariant is conserved, the perpendicular momentum of the particle increases if the particle drifts radially inward into regions of higher magnetic field strength and decreases if it moves radially outward into regions of lower field strength. This radial motion of particles is most effective when Pc-5 ULF waves have frequencies matching the drift frequency of the particle in question. The resonance condition in an azimuthally symmetric field configuration for this interaction is given by = m d , where is the wave frequency, m is the azimuthal wave mode number, and d is the drift frequency of the particle [Fälthammar, 1965; Schulz and Lanzerotti, 1974] . Under circumstances where the particles are acted on by a spectrum of waves at different frequencies, the particles' radial motion becomes stochastic and can be quantitatively described in a diffusion formalism. Elkington et al. [1999] and Elkington et al. [2003] have extended the theoretical framework for radial diffusion by including drift resonant interactions between electrons and ULF toroidal and poloidal wave modes in an asymmetric field.
The radial diffusion coefficient is defined as the mean square radial displacement of an ensemble of particles,
where is a time period much longer than the drift period and quantifies the rate of diffusion of charged particles in the radial direction. The analytical treatment by Fälthammar [1965] and Fälthammar [1968] showed that the perturbations in the induced electric field ( 8 15 of the total magnetic flux variations) are roughly just as important as the perturbations in the magnetic field ( 7 15 of the total magnetic flux variations) in driving particle diffusion. The electromagnetic radial diffusion coefficient, denoted D M LL , contains contributions from quasi-transverse fluctuations in both the magnetic field and the induced electric field. The electrostatic radial diffusion coefficient, denoted D E static LL , contains contributions only from the quasi-electrostatic fluctuations in the convective electric field. The total time-dependent radial diffusion coefficient can then be computed as
Since the Fälthammar [1965] and Fälthammar [1968] expressions for the radial diffusion coefficients are functions of the power spectral density (denoted PSD for the rest of this paper) of compressional magnetic and azimuthal electric field components in the ULF range in the magnetic equatorial plane, there have been various attempts to experimentally measure the PSDs and hence estimate D LL . Frank [1965] , Newkirk and Walt [1968] , Lanzerotti et al. [1970] , Lyons and Williams [1975] , West et al. [1981] , and Selesnick et al. [1997] conducted studies using particle observation over long periods of time assuming a single D LL fixed for all times independent of geomagnetic activity. Mozer [1971] and Holzworth and Mozer [1979] used data from balloon campaigns to determine the Kp dependence of the electric field PSDs. Magnetic field power spectra have been analyzed and D
M LL
have been computed at L = 4 [Lanzerotti and Robbins, 1973; Lanzerotti and Morgan, 1973] and at L = 6.6 Arthur et al., 1978; Huang et al., 2010b; Tu et al., 2012] . Brautigam and Albert [2000] showed that in order to model magnetic storm time behavior of relativistic electrons, an activity-dependent D LL is necessary. Here they derived an analytic expression for the electromagnetic component of the diffusion coefficient as a function of Kp and L shell value using ground based ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. used the total electric field to estimate D E LL [CRRES] in their study. This is simply because CRRES electric field instrument made a single point measurement of the total electric field and from a single point measurement it is not possible to separate the inductive and the convective component of the measured total electric field. This assumption is explicitly stated in Brautigam et al. [2005, see paragraph 13] . Fei et al. [2006] assumed no phase relation between the electric and magnetic field perturbations and derived expressions for the magnetic diffusion coefficient D
B LL
containing only the contribution from the compressional magnetic field perturbations and the total electric diffusion coefficient D E total LL which contains both convective and inductive azimuthal electric field perturbations. The total time-dependent radial diffusion coefficient is then computed as
It is this formulation which has been used to compute radial diffusion coefficients in more recent efforts [Huang et al., 2010b; Ozeke et al., 2012; Tu et al., 2012; Ozeke et al., 2014] . Tu et al. [2012] computed radial diffusion coefficients using global MHD studies for March 2008 storm and reported that the electric diffusion coefficients in this event were dominant, contrary to Brautigam and Albert [2000] conclusions. Tu et al. [2012] used in situ measurements from THEMIS and GOES to validate their MHD results. The Lyon-Fedder-Mobarry (LFM) [Lyon et al., 2004] MHD fields contained roughly the same magnetic field power as the observations but the LFM MHD electric field power was an underestimate of the in situ electric field power by about a factor of ten. Ozeke et al. [2012] and Ozeke et al. [2014] used in situ magnetic field measurements from AMPTE at L = 3, 4, and 5 [Takahashi and Anderson, 1992] and from GOES at L = 6.6 to compute D B LL [Ozeke] along with ground-based magnetic field PSDs mapped to electric field PSDs in space to compute D E LL [Ozeke] . They arrived at the same conclusion that the magnetic diffusion coefficients are not as effective in driving radial diffusion as previously thought. The electric diffusion coefficients determined in this study were dominant, sometimes by as much as 2 orders of magnitude [Ozeke et al., 2012 [Ozeke et al., , 2014 .
The goal of this paper is twofold. First, using the CRRES magnetometer data, we estimated the power spectral density (PSD) of the geomagnetic field in the Pc-5 range and studied the distribution of magnetic wave power in azimuth, parameterizing the wave power with magnetic local time (MLT) to determine the relative importance of each of the two components in driving radial diffusion.
Diffusion Coefficient Formulation
A large number of small random perturbations in the electric and the magnetic field lead to a net change in a particle's radial position which can be modeled as a diffusive process. Theoretical analysis by Fälthammar [1965] used these stochastic perturbations in the electric and the magnetic field to derive the appropriate transport coefficients, but the assumptions included only single mode fluctuations and, in the case of magnetic field fluctuations, were valid only for nonrelativistic particles. Fei et al. [2006] generalized the expressions to include contributions from all azimuthal wave mode numbers as well as relativistic effects. Diffusive transport of relativistic electrons in the radiation belts can be described using a general Fokker-Planck equation which shows the evolution of phase space density in the coordinate space of the ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. three adiabatic invariants [Schulz and Lanzerotti, 1974] . If we assume that the first and second adiabatic invariants of a particle are conserved while the third adiabatic invariant is violated, then the Fokker-Planck equation simplifies to a radial diffusion equation
where f is the phase space density of the electrons averaged over all phase angles and L denotes the Roederer L * parameter which is proportional to the inverse of the third adiabatic invariant [Roederer, 1970] components which, respectively, take into account the perturbations in the potential electric and the global magnetic field. In a dipole magnetic field, both components are given by Fei et al. [2006] as
Here R E is Earth's radius, B 0 is the strength of the equatorial geomagnetic field at the Earth's surface, M is the relativistically correct first adiabatic invariant, is the relativistic correction factor, q is the charge of the particle, d is the drift frequency of the particle, and m is the azimuthal wave mode number. As noted above, Fälthammar [1965] assumed a phase relation between the magnetic and induced electric fields while Fei et al. [2006] made no such assumption. Perry et al. [2005, Figure 1] showed that the magnetic field phase and the induced electric field phase may not be independent as assumed by Fei et al. [2006] . Perry et al. [2005] developed a three dimensional model to study the guiding center trajectories of relativistic electrons. They used ground magnetometer data to specify the ULF wave power to drive the energetic particles and reported that the electric and the magnetic field phases are directly correlated. But since it is very difficult to separate the total measured electric field from single point measurements [Brautigam et al., 2005] into its convective and inductive components, we consider only the magnetic field perturbations to compute D B LL [CRRES] in this study.
It should be noted here that equations (5) and (6) require the summation of wave power from all contributing spatial modes m. Global numerical simulations such as Elkington et al. [2002 Elkington et al. [ , 2004 , Claudepierre et al. [2008] , Claudepierre [2008] , and Elkington et al. [2012] enabled studies of modes m > 1 so that the distribution of wave power in various modes can be quantified. However, for in situ measurements, in order to study the wave power from the first m spatial modes, we require a constellation of at least 2m satellites. Since that is rarely possible, we made the assumption that all of the wave power is in the first, m = 1 mode and that the power in all other modes was zero. This assumption was made explicitly by Brautigam et al. [2005] when analyzing the CRRES electric field measurements and it is further justified by the recent results presented by Elkington et al. [2012] and Tu et al. [2012] . Elkington et al. [2012] concluded that during the main phase of a storm, the magnetic field power mostly resided in the first mode while the electric field power had a significant fraction of total power in the second and third modes. However, during the recovery phase, the first mode predominated in both electric and magnetic fields. Tu et al. [2012] showed that the power at m = 1 is always dominant but less so during enhanced geomagnetic activity with high AE index. Equations (5) and (6) also implicitly assumed a uniform distribution of wave power in azimuth. In reality, the azimuthal distribution of the ULF waves in the magnetosphere depends on the physical origin of the waves and their propagation characteristics. For example, ULF activity due to the Kelvin-Helmholtz instability is expected to be largely confined to regions near dawn and dusk flanks [Claudepierre et al., 2008] , while ULF waves resulting from pressure perturbations in the solar wind will be largely distributed across the dayside with less power appearing in the midnight sector [Huang et al., 2010a] .
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CRRES Satellite and Instruments
CRRES was launched into a geosynchronous transfer orbit on 25 July 1990. The orbital period was about 9.4 h with a perigee of 350 km and an apogee of 36,000 km and an inclination of 18
• in geographic latitude.
The satellite orbit was designed so that the local time at apogee decreased by 2.5 min per day starting at 0800 MLT just after launch and would then return to this position in nineteen months. This was done so that the magnetosphere could be studied at different local times throughout the mission. However, after only about fourteen months, contact with CRRES was lost on 12 October 1991, presumably due to on-board battery failure [Giles et al., 1995] . For the duration of the mission, the apogee precessed from 0800 MLT through midnight to around 1330 MLT [Giles et al., 1995] .
After the initial spin-up period, the satellite spin period stabilized at 2.2 rpm with the spacecraft spin axis aligned within 12
• of the Earth-Sun line. CRRES had instruments to measure both electric and magnetic fields. The electric field instrument (EFI) used both a pair of spherical and a pair of cylindrical probes to take electric field measurements and was orthogonal to the CRRES spin axis sampling at a rate of 32 Hz. The signal was filtered at 10 Hz, providing measurements of the two-dimensional electric field in the CRRES spin plane. This paper focuses on the magnetic field readings provided by the fluxgate magnetometer which contained three orthogonal sensors located at the end of a 6.1 m boom sampling the magnetic field vector 8 times per second. The magnetometer operated in low-gain mode for L < 3.5 with a dynamic range of ±45, 000 nT and a resolution of 22.0 nT. The high mode was used for L > 3.5 with a dynamic range of ±850 nT and a resolution of 0.4 nT, with the switching between the two modes being fully automated, triggered at 850 nT. The full-resolution signal was then spin fit to remove the variations resulting from the spin of the spacecraft. Since the CRRES spin axis was roughly parallel to the x axis of the GSE coordinate system, the CRRES magnetometer data used in this study were converted from local spacecraft coordinates to a modified GSE (mGSE) coordinate system provided by the Virtual Magnetospheric Observatory (VMO) hosted by IGPP/UCLA with open access rights (http://vmo.igpp.ucla.edu/). A copy of the CRRES data utilized for this study has also been made available at the Virtual Radiation Belt Observatory (http://virbo.org/~ali). In mGSE, the x axis is the CRRES spin axis, y axis intersects the ecliptic and the spin planes and points toward dusk, and the z axis completes the coordinate system. These coordinates are very similar to GSE because the CRRES spin axis was always within 12
• of the Earth-Sun line.
Data Processing

Data Preparation
We started with the spin fit 30 s resolution magnetometer data in the mGSE coordinate system separated into individual orbits. Due to routine spacecraft maneuvers, and uncertainties and errors introduced at various levels of data processing done on the CRRES magnetometer data, not all of the magnetometer data from the entire mission were used for this study. For example, an orbit in which attitude adjustment took place had to be discarded. The apogee immediately after launch was at 0800 MLT and precessed through midnight to 1330 MLT. However because of the initial spin-up period and the 9 October 1990 magnetic storm [Brautigam and Albert, 2000] , the first orbit to be included in this study was orbit 190, with its apogee at around 0500 MLT, and then continuing until the end of the mission as shown in Figure 1 . The rest of the data set was inspected visually and random errors and spikes in the measurements over small intervals (less than 5 min with the cadence of the data being 30 s) were interpolated so that we would have as many continuous data segments in time as possible for subsequent Fourier analysis. Orbits containing errors and spikes over a longer time interval as well as systematic errors of any kind were discarded. Furthermore, orbits with the apogee on the dayside with B z < 50 nT were eliminated because of possible magnetopause crossings.
Since we are concerned with ULF wave power in the Pc-5 range with frequencies on the order of a few millihertz, the large background magnetic field combined with the large gradient of the magnetic field measurements as CRRES moved inbound and outbound from its perigee made it quite difficult to estimate and subtract the static background fields. PSD estimation is a smoothing process, so any attempt to estimate the PSD in the Pc-5 range resulted in severe leakage from the lower frequency channels as a result of these static background fields. Furthermore, high velocities at low L shells as well as high quantization error in the fluxgate magnetometer's low-gain mode introduced further noise. For all of these reasons, data with L < 3.5 were completely ignored. In the end, we utilized approximately two thirds of the entire CRRES ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. magnetometer data set for this study. Also note here that because CRRES apogee did not precess all magnetic local times, as indicated in Figure 1 , there were fewer measurements in the noon sector compared with other magnetic local times, especially at higher L shells.
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Since the magnetic diffusion coefficients require power spectral density of the compressional component of the magnetic field vector B at frequency m d , we needed to compute the variations in B in the direction of B, i.e.,
where ⟨B⟩ is the average background field which must be removed from B to obtain ΔB. To estimate ⟨B⟩, we used a low-pass digital filter utilizing the Hann window with a cutoff frequency of 0.8 mHz [Press et al., 2007] . This cutoff frequency was chosen because it is the highest cutoff frequency where the power spectral density in the ULF range was not noticeably affected by the background fields.
Power Spectral Density Estimation
Given a digital discrete signal x(t) in the time domain, our goal was to estimate its power spectral density. It is well known that if the signal is of finite length N with the sampling period Δt in seconds, then using the discrete Fourier transform (usually computed using the FFT algorithm) to estimate the periodogram is not a good estimate of the spectrum. This is because the periodogram is a biased estimator, due to the sharp truncation of the signal, and the variance does not decrease even if the length of the signal is increased. However, if the signal is first multiplied by a windowing function w j (tapered)
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so that the resulting signal gradually goes to zero at the end points, then the spectral bias can be reduced. Further, in order to reduce the variance of the spectrum, one method is to obtain several statistically independent estimates of the spectrum from the same signal and then average them [Press et al., 2007] .
For this study, we used the multitaper method which eliminates the use of subsequences of x(t) (usually overlapping) to reduce the variance of the periodogram [Thomson, 1982] . Instead of using a single taper, we used multiple tapers (window functions) which are all mutually orthogonal vectors and, when applied to the entire signal, provided statistically independent estimates of the spectrum. The obtained spectra were then averaged to give us a final spectral estimate. This allows us to obtain a reduction in bias and variance without losing frequency resolution. The tapers used here were the Discrete Prolate Spheroidal Sequences (DPSS) also known as the Slepian sequences [Slepian, 1978] . The DPSS are given by the eigenvectors of a positive self-adjoint semidefinite symmetric tridiagonal matrix. Therefore, all eigenvalues are real, nonnegative, and in this case bounded above by 1. In addition, eigenvectors corresponding to distinct eigenvalues are mutually orthogonal. An interesting feature of the DPSS is that they can take negative values [Slepian, 1978; Thomson, 1982; Press et al., 2007] . Since computing DPSS and then estimating the PSD can become quite intensive computationally, a reasonable number of the first few DPSS must be chosen to provide a useful trade-off between variance reduction and computation time. Furthermore, with higher-order DPSS, the tapers are not zero at the endpoints so leakage can occur. We used the first seven DPSS as data tapers. Any additional tapers showed only an insignificant change in the PSD estimates.
We took 20 min data segments and estimated their PSDs, which were then stored with L shell value, Kp, and MLT associated with the data point at the center of each data segment. Because we used 30 s resolution data with data segment lengths of 20 min, the resolved frequency range was ∼0.8 mHz to ∼16.2 mHz with a frequency resolution of ∼0.8 mHz. Since we are mainly interested in the Pc-5 frequency range, the domain of the periodograms considered was truncated at ∼8.1 mHz for the duration of this paper. With the sole exception of the results presented in Figure 3 , we ignore the power at higher frequencies.
Power in the Magnetic Field-MLT Dependence
Binning the Data
In order to empirically study the magnetic field power spectral density, we must decide how to parameterize the magnetic field power. Following the approach taken by Brautigam et al. [2005] , we decided to study the dependence of magnetic field power on the McIlwain parameter L and the level of geomagnetic activity Kp. In addition, we examined the power distribution in magnetic local time. Ideally, we would have considered other time-dependent parameters as well such as the solar wind velocity, but for the duration of the CRRES mission, Interplanetary Monitoring Platform (IMP-8) was the only source of solar wind velocity data and its time resolution was too low to be of any use in this study.
To study the ULF wave power dependence on L, Kp, and MLT, we organized the computed PSDs into various bins. The L bins were centered at L = 4, 4.5, 5, 5.5, 6, 6.5. The width of each bin in L was 0.5 R E . In Kp, we had four bins In MLT, we divided up the local time into four equal bins of width 6 h each, centered at midnight, dawn, noon, and dusk. For example, the noon bin was centered at 1200 MLT with the bin spanning 0900 MLT to ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. 1500 MLT. Figure 2 indicates the number of data segments in each radial, local time, and activity bin. We should point out here that out of all the bins being used for this study, the dawn sector with high Kp contains the smallest number of data segments. This is simply because after the October 1990 storm there was not much high Kp activity as the CRRES apogee precessed through the dawn sector. in this bin span 3 orders of magnitude. The arithmetic mean, geometric mean, and the median PSD are plotted along with the interquartile range. Here we clearly see that because of the outlying PSDs containing much more power than the rest of the data set, the arithmetic mean is a severely biased measure of central tendency. For most of the frequencies, the arithmetic mean is larger than 75% of the data. For data with such a large spread, the geometric mean or the median is much more appropriate measure of central tendency. We chose to use the median PSD from each bin as the representative PSD of that bin because of the ease of computation as well as the robustness of the median against outlying data.
Binning the data in MLT allows us to study the distribution of magnetic field power in azimuth. For this, we selected the median PSD from each bin and computed the integrated power of the median PSD over the truncated frequency range from 0 mHz to 8.1 mHz and then compared how the total magnetic field power depended on L, Kp, and magnetic local time. Figure 4 shows the total integrated power of the median PSD across all of the bins. The increase in power across all L shells and MLT as the level of geomagnetic activity (Kp) increases is clearly shown, with quiet times having very low power and high activity exhibiting the greatest power. In azimuth, we generally see more power on the noon side than at other MLT, with no significant difference among the other MLT sectors. For quiet and low Kp, we see more power in the noon sector consistently at all radial distances. However, for moderate and high Kp, the noon sector is not necessarily dominant. In L, we generally see a decrease in power as the L decreases. The only peculiarity to be addressed here is the unusually low power in the dawn sector at low L for high Kp. This may be an artifact of the low statistics in this bin, as indicated in Figure 2 . Figure 5 shows plots of the median magnetic field PSDs in the noon sector plotted on a log-log scale as a function of frequency. These plots indicate a very weak sublinear trend in frequency, along with a peak at around 5 mHz indicative of a field line resonance. A field line resonance occurs when the eigenfrequency of a geomagnetic field line is the same as the frequency of the exciting ULF wave, causing a resonant increase in wave amplitude [Chen and Hasegawa, 1974; Southwood, 1974; Glassmeier et al., 1999] . Therefore, we represented the functional form of the PSDs as a superposition of a Gaussian function and a linear trend and performed a nonlinear least squares fit on the power spectral densities. Specifically, the PSDs were fit to a function of the form
Power Spectral Density Fits
where f represents frequency and P B represents the power spectral density of the compressional component of the magnetic field. The functional fits from the noon sector are overplotted as lines in Figure 5 . The majority of the fits have correlation coefficients r 2 > 0.99, indicating excellent fits. For any fixed L, we see a clear Kp dependence. In the Pc-5 ULF range, power is directly correlated to the level of geomagnetic activity with wave power being three orders of magnitude higher at high Kp activity compared with quiet times. In addition, in the Pc-5 ULF range we see a very slight frequency dependence with power increasing slightly as a function of frequency. For higher frequencies, however, there is a very sharp drop off of wave power.
We must point out a common misconception here with regard to least squares fitting. Least squares fitting on the original data in linear space is never equivalent to least squares fitting in log-log space. Most of the assumptions which we make when collecting data and make the least squares method valid are violated when we log transform the data. Hence, the least squares method is no longer suitable and can provide biased results if performed in log-log space. This misconception is addressed in Appendix A. Therefore, we used a nonlinear least squares fit method using equation (14) in linear space instead of in log-log space.
Drift-Averaged PSDs and D B LL
[CRRES]
Drift-Averaged Magnetic PSDs
Although binning Pc-5 activity by local time provides information on the global distribution of wave power, in order to compute the magnetic radial diffusion coefficients, we needed to determine a drift-averaged magnetic power spectral density for each Kp and L bin over all MLT. Since the CRRES apogee did not precess all magnetic local times, there was a bias in our data because coverage in the noon sector was not as good as in other sectors. In order to compute a drift-averaged PSD, we took a weighted arithmetic mean of the median PSDs normalized by CRRES dwell time in an MLT sector. For example, for Kp quiet, for any fixed L, the noon sector has the fewest number of PSDs; therefore, the noon sector was the most heavily weighted sector. As shown in Figure 6 , the drift-averaged PSDs show many of the same characteristics as MLT-dependent ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. PSDs. For ULF frequencies, we see a relatively flat PSD with a weak maximum possibly due to field line resonance at around 5 mHz. Then the power drops off noticeably as frequency increases. Figure 6 shows the drift-averaged PSDs along with their fits. The fit coefficients are presented in Table B3 in Appendix B along with their range of applicability. The functional form being used is identical to equation (14) (Gaussian plus a linear term). There is a clear dependence on the level of geomagnetic activity Kp, with higher power being directly correlated to higher Kp. Further, the PSDs show a very weak dependence on L with the general trend being increasing PSDs with increasing L.
D B LL
[CRRES] Using the Fei et al. [2006] expression given by equation (6), we used the drift-averaged magnetic field PSDs to compute the magnetic component of the radial diffusion coefficients D B LL [CRRES] . Figure 7 shows the computed values of D B LL [CRRES] for various L shell values and Kp as a function of frequency. The diffusion coefficients show a clear frequency dependence for frequencies in the Pc-5 range. They scale as a power law for lower frequencies, leveling off at higher frequencies. The curves in Figure 7 are fits to the diffusion coefficients in the least squares sense, along with goodness of fit indicated by the r 2 values. The functional form to which the diffusion coefficients are fit is a Gaussian function plus a power law derived from the CRRES magnetometer data. This functional form has been used by Ozeke et al. [2012] to fit the electric field PSDs in the equatorial plane, and we used it here with the weighted least squares fit method for two reasons. First, the values being fitted vary across several orders of magnitude which implies that the error variance cannot be constant across these values. Since smaller values tend to have smaller variance, they tend to be more accurate and hence should be given more weight [Draper and Smith, 1966] . Second, employing weighted least squares enabled the fitted equations to be used for interpolation within the resolved frequency range as well as extrapolation to lower frequencies. Hence, points at lower frequencies were given more weight so that trend can be reasonably continued for frequencies less than 0.8 mHz and D
B LL
[CRRES] can be extrapolated reasonably for any frequency all the way down to zero. [CRRES] increase as M increases with the effect being more pronounced as Kp increases. Appendix B provides the fit coefficients in Table B1 as well as the computed diffusion coefficients D B LL [CRRES] in Table B2 .
Direct comparison with other previously published results is difficult because of differing field models and observations used for diffusion coefficient calculations. Various studies have used different methodologies as well as different parameters to compute and parameterize the diffusion coefficients. Brautigam and Albert [2000] assumed that the root mean square of the electric field amplitude is a linear function of Kp and used Cornwall [1968] Elkington et al. [2003] used a compressed dipole analytical field to drive a test particle simulation at a single point L = 6.6, while Fei et al. [2006] [Ozeke] and ground magnetic field PSDs mapped to electric field PSDs in space to compute D E LL [Ozeke] . Tu et al. [2012] used LFM MHD simulations along with observations from GOES and THEMIS satellites to estimate both the electric and magnetic components of the diffusion coefficients.
For our study, during the lifetime of CRRES, Interplanetary Monitoring Platform (IMP-8) was the only source of solar wind parameters. This datum was too sparse to be of significant use in a systematic study such as ours. Therefore, we chose the level of geomagnetic activity Kp index as our time-dependent parameter to study the radial diffusion coefficients. Furthermore, the magnetic radial diffusion coefficients are presented as a function of frequency where the frequency varies directly with M and inversely with L 2 (equations (B1)-(B5)). We present a comparison of our results with some of the previously published results in Figure 9 . Here D E LL [CRRES] is presented from Brautigam et al. [2005] , computed using the CRRES electric field data, D B LL [CRRES] has been computed using the CRRES magnetometer data and is the main object of this paper, D [Ozeke] and D B LL [Ozeke] are presented ALI ET AL.
©2015. American Geophysical Union. All Rights Reserved. from Ozeke et al. [2012] , computed using ground based measurements as well as in situ measurements from AMPTE and GOES.
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Comparing our magnetic diffusion coefficients with previous estimates, we see in Figure 9 that D B LL [CRRES] is smaller than some of the previous estimates. Specifically, comparing against D
E LL
[CRRES] from Brautigam et al. [2005] , we present evidence against previous notions that the magnetic component is dominant over the electric component in driving particle diffusion [Brautigam and Albert, 2000; Brautigam et al., 2005] . Simulations conducted using various numerical solvers [Shprits et al., 2005; Varotsou et al., 2008; Albert et al., 2009; Tu et al., 2009; Chu et al., 2010; Su et al., 2010 Su et al., , 2011a Su et al., , 2011b Subbotin et al., 2011a Subbotin et al., , 2011b Kim et al., 2012; Tu et al., 2013; Li et al., 2014] used the Brautigam and Albert [2000] and Brautigam et al. [2005] analytic expressions to drive radial diffusion in their simulations and hence implicitly assumed that the magnetic diffusion coefficients are much larger than the electric diffusion coefficients.
Our estimates of D B LL
[CRRES] are much closer to D B LL [Ozeke] . Ozeke et al. [2012] and Ozeke et al. [2014] . They computed the electrical diffusion coefficients using more than 15 years of ground magnetometer measurements and then mapping these magnetic field measurements to the electric field in the equatorial plane. The magnetic diffusion coefficients in Ozeke et al. [2012] were derived using in situ measurements from AMPTE (CCE) and GOES (East and West) spacecraft. Ozeke et al. [2014] included some additional data from THEMIS but utilizing only a limited L shell range from L = 5 to L = 7. Figure 9 shows that D B LL [CRRES] increase as M increases and D B LL [CRRES] has an excellent agreement with D B LL [Ozeke] for high M. versus L with the first invariant M held fixed at 500 MeV/G. M is then incremented by ΔM = 100 MeV/G until it reaches a maximum value of 5000 MeV/G representing the topmost curve. In the fourth panel with high Kp activity, we see that the diffusion coefficients scale much faster than they do for quiet Kp. This suggests that the L dependence may not be a constant but rather it is a function of Kp. The diffusion rates increase as M increases with the effect becoming more and more pronounced as the level of geomagnetic activity increases. This is in contrast with Ozeke et al. [2012] and Ozeke et al. [2014] results, which reported a slight decrease of magnetic diffusion coefficients as M increases. 
D B LL
Versus
where the parameters a and b are functions of both Kp and the first invariant M. Since the diffusion coefficients do not exhibit a constant variance (homoscedasticity) as a function of the independent variable L, we cannot use the ordinary least squares method [Draper and Smith, 1966; Amemiya, 1985; Hayashi, 2000] . Since it is difficult to estimate the true variance here, weighted least squares is also not recommended. Therefore, we use the Theil-Sen method [Theil, 1950; Sen, 1968] to estimate the slope of the best fit line after transforming the data into log-log space. The method is quite easy to implement. In order to estimate the linear trend in a given data, we compute the slopes between all possible pairs of points and then pick the median slope. This method is a very robust and a nonparametric (distribution free) method, which is why log-transforming the data has no effect on the Theil-Sen estimate. This method can be significantly more accurate in the case of skewed or heteroscedastic data [Wilcox, 1998a [Wilcox, , 1998b [Wilcox, , 2001 . This is discussed more in detail in Appendix A.
Summary and Discussion
Understanding the relationship between electric and magnetic diffusion coefficients is essential for understanding and designing ULF wave radial diffusion models and simulations. These will in turn help us see the larger picture of complex mechanisms in the radiation belts including the relative roles of transport and local heating. We used the CRRES magnetometer data to compute the compressional component of the geomagnetic field and to estimate the power spectral density of the geomagnetic field. We first parameterized and studied the PSDs as a function of L, Kp, and MLT, because the azimuthal distribution of power is interesting in its own right and deserves an investigation. Figure 4 shows clearly that ULF wave power is not uniform in azimuth; however, all analytical treatments of radial diffusion thus far assume a uniform distribution of power. Clearly, this warrants more attention and research from the space physics community. We estimated the drift-averaged PSDs as a function of L and Kp only and then used these drift-averaged PSDs to compute the magnetic component of the radial diffusion coefficients D
B LL
[CRRES] utilizing the Fei et al.
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[2006] formulation given in equation (6). Since the Fei et al. [2006] formulation assumes a uniform PSD in azimuth, we estimated the magnetic PSD in each MLT bin and then took the weighted average of the PSDs as the drift-averaged PSD. In order to find the average value of a continuous function over a given interval, the function can be Riemann integrated and then divided by the length of the interval. Since magnetic PSDs are a function of MLT (as seen in Figure 4) , computing the average of the PSDs is equivalent to numerical integration using four nodes and is a reasonable estimate of the average PSD in azimuth. Therefore, the violation of this assumption will probably not have a serious impact on our diffusion coefficient estimates.
Another assumption that we made is that the total measured electric and the magnetic field phases are independent of each other. Perry et al. [2005, Figure 1] shows that E and B ∕ t have phases that are negatively correlated. Perry et al. [2005] concludes that this phase relation results in a reduced rate of radial diffusion. The main goal of this CRRES study was to quantify the relative contribution of electric and magnetic field perturbations to radial diffusion of charged particles. Assuming no phase relation results in our D B LL [CRRES] estimates being an overestimate of the true magnetic diffusion coefficients and hence does not alter our main conclusion that the magnetic field perturbations contribute much less than the electric field perturbations to drive radial diffusion. We also assumed that all of the observed magnetic field wave power is in the first m = 1 mode. This assumption was made explicitly by Brautigam et al. [2005] and is entirely reasonable in light of the conclusions presented by Elkington et al. [2012] and Tu et al. [2012] . The effects of this assumption being violated are unclear because they depend on the true distribution of power in frequency and the mode number m. Another condition that we assume is symmetric resonance = m d . Elkington et al. [2003] studied the effects of asymmetric resonances = (m ± 1) d on the radial diffusion coefficients. All three resonances considered simultaneously do increase the diffusion rates but only by about a factor of 2 and therefore has no effect on the main conclusion of this paper.
Comparison of our results with previously published studies suggests that the magnetic component of the radial diffusion coefficient is much smaller than the electric component, often by 2 orders of magnitude. This has major implications, for example, in diffusion simulation codes which cite Brautigam and Albert's [2000] conclusions and may underestimate the role of D E LL in driving radial diffusion [Shprits et al., 2005; Varotsou et al., 2008; Albert et al., 2009; Tu et al., 2009; Chu et al., 2010; Su et al., 2010 Su et al., , 2011a Su et al., , 2011b Subbotin et al., 2011a Subbotin et al., , 2011b Kim et al., 2012; Tu et al., 2013; Li et al., 2014] . We observed very clear effects of Kp in driving diffusion. Higher levels of Kp activity drive faster diffusion of particles. This conclusion is in agreement with Ozeke et al. [2012 Ozeke et al. [ , 2014 and Tu et al. [2012] . In contrast to these studies, we do observe the magnetic field PSDs to be weakly L-dependent, with magnetic field PSDs slightly increasing as L increases. CRRES magnetic diffusion coefficients also increase as a function of M. Compared with Ozeke et al. [2012 Ozeke et al. [ , 2014 and Brautigam and Albert [2000] , our diffusion coefficients are smaller for small M, but as M increases, we obtain excellent agreement with Ozeke et al. [2012] and Ozeke et al. [2014] estimates. Moreover, we see a very weak maximum in the magnetic field power spectra at ∼5 mHz. Ozeke et al. [2012] report a similar maximum, possibly due to field line resonance, at roughly the same location but only in mapped electric field power spectral densities. If the peak is present in the Ozeke et al. [2012] and Ozeke et al. [2014] magnetic field power spectra, then it is extremely weak and difficult to detect.
The L dependence of the radial diffusion coefficients was investigated as there are conflicting answers in previously published literature. No doubt this is due to differences in conditions under which the data were collected, the data collection method, data processing methods, and numerical methods used. Huang et al. [2010b, see Table 1 ] provided a very concise summary of various estimates of the L dependence for various L ranges and particle energies. We estimated the scaling exponent of the L-dependence using the Theil-Sen estimate for all of the different levels of Kp activity at various values of the first invariant. We found that for quiet and low activity, the L dependence of the magnetic diffusion coefficients stays flat with respect to M. For moderate (high) Kp activity, we see that the L dependence is a slowly decreasing (increasing) function of M.
There is a plethora of published models and numerical studies which can be used to understand the interaction of electromagnetic waves and trapped particles in the magnetosphere. Even though we seek to understand global oscillations in the electric and magnetic fields, we used single point measurements from CRRES to estimate the magnetic component of the radial diffusion coefficients in the spirit of Brautigam et al. [2005] . We conclude that both the electric and magnetic diffusion coefficients are relevant to radial diffusion but diffusion due to electric field perturbations dominates that due to magnetic field perturbations. This
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should be considered carefully when designing future models and simulations to describe the dynamical evolution of the radiation belts.
Appendix A: Method of Least Squares Fitting
The purpose of this section is to make a few comments about the least squares (LS) method. LS is a generalized regression method, ubiquitous in data analysis applications, and very often used for fitting a given set of data to a model function with a given functional form y = f (a; x) . Given a set of measured data points (x i , y i ), we wish to estimate the parameter vector a such that the sum of the squared errors (SSE) is minimized [Gauss, 1823; Legendre, 1805] . This minimization problem can be solved by setting the gradient of the SSE equal to zero and solving for a. If the model function is linear in a, then the SSE surface will be a quadratic surface with a unique minimum guaranteed to exist. Since ∇(SSE) = 0 is a linear system in a, a closed form solution exists. This method is called linear least squares (LLS). If on the other hand, the model function is nonlinear in a, then we have a general minimization problem which may be solved by iterative methods requiring an initial value and a stopping criteria so that the solution can be refined iteratively and stopped when the convergence is slow enough. This method is called nonlinear least squares (NLLS), and it may have infinitely many global minima such as in the case of a trigonometric system. The minima found depends on the initial conditions provided and the optimization algorithm used.
A common practice amongst scientists is to transform the observed data and then perform LS such as in the case of the model function being a simple power law. Transforming the data into log-log space changes the NLLS problem into a much easier LLS problem. However, if not done carefully, such nonlinear transformations can invalidate the LS results because the transformed data can violate the LS assumptions and the LS estimates can be biased. For example, the errors must exhibit exogeneity (i.e., have mean zero) for LS to work [Gauss, 1823; Legendre, 1805; Amemiya, 1985; Hayashi, 2000] . This assumption is usually valid because we only assume the presence of random error unless there is a strong indication of a systematic error. If the errors have mean zero and then the data is nonlinearly transformed, then the the errors will not be exogeneic anymore. Another common misconception regarding LS is that the errors need to be normally distributed for LS to work. The normality assumption is not necessary for LS to work, but if the errors are normally distributed, then the LS method possesses some additional properties such as being equivalent to the maximum likelihood estimator [Margenau and Murphy, 1956] and achieving the Cramér-Rao lower bound [Rao, 1945 [Rao, , 1973 Cramér, 1946] . This means that LS is efficient in a statistical sense and has the lowest possible mean squared error among the set of all unbiased estimators. We can also use the normal distribution of errors to construct confidence intervals for the LS estimates.
Nonlinear transformations, such as taking the log of the data before LS is performed, can provide biased results because whatever the distribution of errors in y i , the distribution of errors in log(y i ) will be different. If normal distribution of errors is assumed in linear space, then in log-log space the error distribution will not be normal and LS will not be the most efficient method. But more critically, if the errors have mean zero in linear space, then in log-log space the errors will certainly not have mean zero. This can intuitively be seen by noting that the logarithm is a strictly convex function and values less than 1 are magnified in log-log space while values larger than 1 are diminished.
To present an example of how different NLLS in linear space and LLS in log-log space can be, we took the curves from Figure 10 for M = 1000 MeV/Gauss and fit them to a simple power law using both least squares methods. Since the data do not seem to have a constant variance, we used weighted least squares for this example where the weights were chosen relative to the magnitude of the data points in order to force homoscedasticity. This is a common technique when the data are suspected to be heteroscedastic but the variances are unknown [Draper and Smith, 1966] . We also present the Theil-Sen estimate [Theil, 1950; Sen, 1968] of the scaling exponent as a comparison since it provides a much more robust and accurate estimate in our case [Wilcox, 1998a [Wilcox, , 1998b [Wilcox, , 2001 . The results are summarized in Table A1 . For Kp quiet, the scaling exponents are not so different and all three estimates agree. For low activity, the two LS estimates differ by more than a half and the Theil-Sen estimate is slightly closer to the NLLS estimate. For moderate activity, the two LS estimates differ by 1 but the Theil-Sen estimate is closer to LLS this time. And for high activity, the two LS estimates differ by more than 1 but the NLLS estimate and the Theil-Sen estimate agree quiet nicely. Note that all of the correlation coefficients are high suggesting almost all of the fits are quite excellent. So a high correlation coefficient is no guarantee of an unbiased estimate.
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©2015. American Geophysical Union. All Rights Reserved. Transforming the data to make the fitting problem easier originates from before the modern computer age. Linearizing the model made the fitting problem much easier and was hence preferable when all of the computations were done by hand or on desktop calculators. All commonly used modern statistical softwares include optimized algorithms for nonlinear least squares which are fast and efficient. Some common models such as the power law and the Gaussian functional forms have their own dedicated subroutines which can automatically select the appropriate algorithm, the initializing point, and the stopping criteria. Of course, any of the parameters can be adjusted manually if needed. Gradient-based methods can also numerically estimate the gradient and the Hessian of the SEE surface if needed so it is not necessary for the user to provide them. In addition, there are various gradient-free methods (such as the simplex methods) which avoid all gradient-related problems such as slow convergence near the minimum. Press et al. [2007] and Kelley [1999] include detailed discussion on a variety of different methods.
In conclusion, if the intention is to perform least squares on a data set, then it should be performed on the original data in linear space. Transformations such as the log transformation are proper only in certain cases. If the data are transformed when it should not be, then the assumptions for the least squares method can be violated in which case the least squares method will return biased results. at lower frequencies were given more weight to balance their smaller magnitude than much larger D B LL at higher frequencies so that the resulting fit can be used to reasonably estimate the diffusion coefficients at lower frequencies. Equation (15) 
where the frequency f is in units of Hz and D
B LL
[CRRES] is in units of days −1 . The diffusion coefficients exhibit a power law behavior with respect to frequencies, but the omnipresent peak indicative of a field line resonance necessitated the inclusion of a Gaussian term. Table B1 presents tabulated values of the fitted parameters as a function of L and Kp. The fits were computed over the frequency range of 0.813 mHz and 8.13 mHz. The correlation coefficients (r 2 ) indicate that all of these fits are excellent and can be used with high confidence in the interval suggested. Further, with the usual caveats of interpolation versus extrapolation, these fits can be used for extrapolation to frequencies lower than 0.813 mHz because of the weighted fitting. However, these fits should not be used at all for frequencies higher than 8.1 mHz. For completeness, we present all of the necessary expressions in SI units here ALI ET AL.
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where we assume a symmetric dipole field resulting in the factor of 2 in the expression for f . For any other magnetic field model, the factor 2 must be replaced by integrating the period function over one complete drift orbit. Since we have two algebraic equations relating four variables L, M, frequency f , and energy W, we have 2 degrees of freedom in this algebraic system. This means that given the values of any two of the variables, it is very straightforward to compute the other two variables. Specifically, given any two variables, we can obtain the drift frequency of the particle in question and then utilize the provided fits in Table S3 in the supporting information.
closed-form expressions expressions with each expression being an excellent fit to its respective data set. This is the easiest and hence the recommended method presented to the community.
Considering the discontinuity of the fits as a particle moves from say L = 4.24 to L = 4.26, causing the particle to discontinuously jump from the L = 4 bin to L = 4.5 bin, the second method we present for estimating , provided in Table B2 , and build an interpolator function which can then provide a continuous function in all of its independent variables f , L, and Kp. This eliminates the problem of discontinuity and is very straightforward to implement if linear interpolation is used. If linear interpolation is used then the interpolator function will be continuous in f , L, and Kp, but it will not be smooth. For smoothness, a higher-order interpolation scheme such as quadratic or cubic interpolation is required. These are nontrivial to implement for a multidimensional data set and will be computationally expensive. Note here that this method will only work for interpolation inside the resolved frequency range (0.813 mHz to 8.13 mHz). This method is unsuitable for extrapolation to both lower and higher frequencies.
The third method involves using the drift-averaged magnetic PSDs and substituting them into equation (6). This method is just as good as the first method if only interpolation inside the resolved frequency range (0.813 mHz to 8.13 mHz) is desired. However, this method is better if extrapolation to lower frequencies is needed at the expense of an extra step involved in the calculations. Table B3 provides the drift-averaged PSD fit coefficients, plotted as solid lines in Figure 6 . The magnetic PSDs at any frequency between 0 mHz and 8.1 mHz can be obtained by substituting these coefficients into equation (14) assuming all of the power being in the first m = 1 mode. The returned diffusion coefficient will have units of seconds −1 .
