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Abst rac t - -The  authors consider the nonlinear two-dimensional difference system 
Axn = bng(yn), 
n e N(no)  = {no, no + 1 .... }, 
where no E N = {1,2 . . . .  ), {an} and {bn}, n E N(no), are real sequences, and f,  g : R --* R 
are continuous with uf(u) > 0 and ug(u) > 0 for u ~ 0. A solution ({xn},{yn}) of the system 
is oscillatory if both components are oscillatory. The authors obtain sufficient conditions for all 
solutions of the system to be oscillatory. Some of their results allow {an} to oscillate. Examples to 
illustrate the results are included. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -Non l inear  systems, Oscillation. 
i .  INTRODUCTION 
The problem of oscillation of second-order nonlinear difference quations is of particular inter- 
est because they are discrete analogues of second-order differential equations and they do have 
physical applications (for example, see [1,2]). It is an interesting problem to extend oscillation 
criteria for second-order nonlinear difference quations to the case of nonlinear two-dimensional 
difference systems ince such systems include, in particular, second-order nonlinear, half linear, 
and quasilinear difference quations as special cases. In this paper, oscillation results obtained 
by [3,4], and [5-8] for second-order nonlinear/quasilinear difference quations are extended to 
nonlinear two-dimensional difference systems. 
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Consider the nonlinear two-dimensional difference system 
Axn = bng(yn), 
n • N(no) = {no, no + 1, . . .},  (1) 
AYn-1 = -anf(Xn), 
where no • N = {1,2,. . .  }, {an) and {bn}, n • N(no), are real sequences, and f and g are 
continuous real valued functions on R with the sign property 
uf(u)>O and ug(u)>O, for h i lum0.  
ThroughoBt he paper, we will restrict our attention to only the solutions of the system (1) that 
exist for n • N(No), where No _> no. As usual, a real sequence defined on N(No) is said to 
be oscillatory if it is neither eventually positive nor eventually negative, and it is said to be 
nonoscillatory otherwise. A solution ({Xn}, {Yn}) of the system (1) will be called oscillatory if 
both components are oscillatory, and it will be called nonoscillatory otherwise. The difference 
system (1) will be called oscillatory if all its solutions are oscillatory. 
Note that if bn >_ 0 and bn ~ 0 for infinitely many values of n, it follows easily from the first 
equation in (1) that for any solution ({xn}, {Yn}) of the system (1), the oscillation of {xn} implies 
that of {Yn} as well. Thus, if ({xn}, {Yn}) is a nonoscillatory solution of (1), then {xn} is always 
nonoscillatory. Furthermore, if an > 0 and an ~ 0 for infinitely many n, then from the second 
equation in (1), {Yn} is eventually of one sign. 
Some oscillation results for the difference system (1) when an <_ 0 and g(u) = u have been 
presented by Szafranski and Szmanda [9]. In the particular case when bn > 0 for all n • N(no) 
and g(u) = u, u • R, the difference system (1) reduces to the second-order nonlinear difference 
equation 
A (b~_ l  Axn_z ) +anf(xn)=O. (2) 
Also, if bn = 1 for n >_ no and f(u) = lulXsgn u, the last equation becomes 
m2xn_l + anlxnlasgnxn = 0. (3) 
Furthermore, if g(u) = u s, where a is a ratio of odd positive integers, then (1) reduces to the 
quasilinear difference quation 
A(~(Axn_ I )  z/a ) _  +anf(Xn)=O. (4) 
For oscillation criteria regarding equations (2)-(4), we refer to [1,10,11] and the references cited 
therein. 
In Section 2, we assume that both {an} and {bn} are nonnegative and not identically zero for 
infinitely many values of n, and we establish generalizations of results of [3] for superlinear and 
sublinear equations. In Section 3, we assume only that bn >_ 0 and obtain generalizations of some 
of the results in [4,7]. Examples are also given to illustrate our theorems. 
2. HOOKER AND PATULA TYPE  RESULTS 
Hooker and Patula [3] proved the following results for equation (3). 
(i) If ,~ > 1, then a necessary and sufficient condition for oscillation is that 
E nan = c~. (5) 
,r/.~----. n .  0 
(ii) If 0 < A < 1, then a necessary and sufficient condition for oscillation is that 
OO 
Z rL~an = oo. 
B~nO 
(6) 
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In this section, we generalize these results to the system (1). The following conditions will be 
utilized. 
(cl) an _> 0 and bn >_ 0 for all n • N(no) and neither sequence vanishes identically for n >_ no. 
(cz) There exist nonnegative functions f l  and gl such that f (u) - f (v )  = fl(U, v ) (u -v ) ,  g(u) - 
g(v) = gl (u,v)(u - v) and 
gl(u,  v) > c > 0, for u, v ¢ 0. 
(c3) yL  °° d,, < co for every a > 0. 
n- -1  
(c4) limn--.oo Bn = co where Bn = ~']~s=no bs. 
oo B (c5) E .=no "~" = co  
(c6) f (uv) >_ f (u) f (v )  for all u > O, v _> 1. 
fo  < co for all a > O. 
(cs) oo En=no/ (Bn)~n = co  
(c9) f and g are nondecreasing. 
THEOREM. Suppose that conditions (Cl)-(C5) are satisfied. Then the system (1) is oscillatory. 
PROOF. Suppose that the system (1) has a nonoscillatory solution ({xn}, {Yn}) for n • N(no). 
Since {an} and {bn} are not identically zero for n • N(no), as pointed out earlier, {xn} and {Yn} 
are eventually of one sign. Without loss of generality, we assume that xn ~t 0 for all n • N(no). 
Furthermore, we observe that the substitution zn = -xn  and Wn = -Yn transform (1) into the 
system 
Azn = bn~(Wn), 
Awn-1 = -anf(zn) ,  n E N(no) = {no, no + 1,. . .  }, (7) 
where f (u) = - f ( -u ) ,  u E R and ~(v) = -g ( -v ) ,  v e R. The functions ] and ~ are subject to 
the conditions imposed on f and g. Therefore, we restrict our discussion only to the case where 
{Xn} is eventually positive for n > no and either Yn _< 0 or Yn > 0 for n > no. 
Let us first consider the case Yn <- 0 for n _> no. The second equation in (1) implies that {Yn} is 
decreasing. Since Yn <- O, it approaches either -co  or a finite negative value as n --, co. Likewise, 
g(Yn) "* -co  or a finite negative value as n ~ co. This, in view of condition (ca), implies that 
oo 
b.g(y.) =-co .  
n~no 
Now, summing the first equation in (1), we have 
n- I  
• . = + 
8~---nO 
as  n -'-~ 0¢:), 
which is a contradiction to the assumption that Xn > 0 for all n > no. 
Next, consider the case where Yn >- 0 for n >_ no. Define 
g(u . -a ) .  
Wn = f(Xn) ' 
then 
Awn : --gl(Yn, Yn-l)an - bnfl(Xn+l, xn)g2(yn) < -Can. 
f (x . ) f (Z .+ l )  - 
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Multiplying the both sides of the last inequality by Bn, summing from no to n - 1, and applying 
the summation by parts formula to the left-hand side, we obtain 
n--1 n--1 
Brawn- ~ ws-i-lbs <_- ~ cBsas. 
8~nO 8~nO 
(8) 
In view of condition (ca) and the positivity of bnwn, to complete the proof, it suffices to show 
that the second term on the left-hand side of (8) is bounded. Using the first equation in (1), we 
see that 
n-1  n -1  AX s 
b,,,,,+, = (9) 
8~;r/, 0 8=n 0 
Observe that for Xn _< t < Xn+X, we have l / / ( t )  >_ l / / (Zn+l ) ,  and therefore, 
f= ="+' dt Axn (10) . f ( t )  > f(zn+x---"~" 
From (9) and (10), we obtain 
n--1 ~zn dt 
Z bsws+l <_ < oo. 
s=~ -o f ( t )  
This completes the proof of the theorem. 
REMARK 1. If Bn > Kn  for some constant K > 0, then condition (cs) reduces to Hooker and 
Patula's condition (5) above. Furthermore, Theorem 1 generalizes ome results obtained for 
superlinear equations in [5,6]. 
EXAMPLE 1. Consider the system 
AXn = !/3 + yn, 
n G N(no) = {no, no + 1,. . .  }, 
A yn-  1 = - -2X3.  
Here an = 2, bn = 1, g(u) = u 3 + u, and f (v)  = v 3. All conditions of Theorem 1 are satisfied 
and hence, the system is oscillatory. For example, ({Xn}, {Yn}) = ({(--1)n}, {(--1)n+l}) is an 
oscillatory solution of the system. 
THEOREM 2. Assume that conditions (Cl), (C4), (C6)--(C9) are satisfied. Then the system (1) is 
oscillatory. 
PROOF. Assume that the system (1) is not oscillatory so that {x,} and {Yn} are of one sign for 
n > no. Without loss of generality, we may assume that xn > 0. The case Yn < 0 can be handled 
exactly as it was in the proof of Theorem 1. 
We can thus, assume that Yn -> 0 for n > no. From the system (1), we know that {xn} is 
increasing and {Yn} is decreasing. Summing the first equation in (1) yields 
n--1 n--1 
=n = =no + b,g(U,) _> b,g(u, , -d  = Bng(Un- , ) .  
$~n 0 8~n 0 
In view of (c4), for all n large enough that Bn >_ 1, we have 
f(z.) _>/(Bn)l(g(Un-l)). 
Using the second equation in (i), we obtain 
Au.-i < -aj(B.)Y(g(u.-1)), 
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or Ayn_ 1 
>_ an.f(Bn). /(g(un-1)) 
Observe that for Yn <-- t < Yn-1, we have f(g(Yn-x)) > f(g(t)), and therefore, 
(11) 
Ayn_ 1 f~. -a  dt 
f(g(Yn-1)) < 1.,~,, f(g(t))" 
(12) 
Hence, from (11) and (12), we obtain 
n-1 / ~.o dt ,,~. f(g(t)) > Z asf(Bs) 
$.~-nO 
which, in view of conditions (c7) and (c8), provides a contradiction. This completes the proof of 
the theorem. 
REMARK 2. If f(u) = u ~, 0 < A < 1, and Bn >_ Kn for some constant K > 0, then condition (c8) 
reduces to condition (6) above that was used by Hooker and Patula [3] for equation (3). 
EXAMPLE 2. Consider the system 
Axn = 2(n + 1)l/3y 1/3, 
(2n + 1) x5/3 
Ayn-1 = --n(n+ 1) n • 
n • N(no) = {no, no + 1,... }, 
Here bn = 2(n + 1) 1/3, an : - (2n + 1)/(n(n + 1)), g(u) = u 1is, and f(v) = v 5/3. All conditions 
of Theorem 2 are satisfied and hence, the system is oscillatory. We see that ({xn}, {Yn}) = 
({(--1)n}, {(--1)n+l/n + 1}) is an oscillatory solution of this system. 
3. THEOREMS WITH NO S IGN CONDIT ION ON {an} 
In this section, we obtain oscillation criteria for the system (1) with bn >_ 0 and where {an} 
can assume both positive and negative values. We begin with the following lemma. 
LEMMA 1. Let ({xn}, {Yn}) be a solution of the system (1) with xn > 0 for no - 1 < n < n3, 
where 1 < no < ns, no and ns are positive integers, and ns may be infinite. Assume that there 
exists an integer nl E [no, ns) such that 
f(xno) 
hi -1  Ax i f l  (xi, zi-l-1)Yi 
yno-_____~l + ai + Z f(xi)f(xi+l) 
/=nO /=nO 
> m, for all n E [nx, no), (13) 
where m is a positive integer and fx is the function defined in (c2). Then 
Yn < -mf(xnl+l),  for all n E [nl,ns). (14) 
PROOF. From the second equation in (1), we obtain 
~_~ Ayi__._._A 1 n 
i----no f(xi) + i----hoE ai = 0, n E [no, n3). 
Hence, by the summation by parts formula, we have 
Yno-I ~ ixif1(xi, Xi+l)y i n ~/n (15) 
i--~no / :nO 
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For n E [nl, n3), (13) and (15) yield 
"'n >m+ ~ Axifl(xi'Xi+l)Yi >0,  fo rne  [nhns). (16) 
f (Xn+l )  --  f (x i ) f (X i+ l )  --  i=nl 
Hence, by using a simple result from the theory of discrete inequalities (see, for example, [4] or 
[8]), we conclude that 
wn _< -y , ,  for n E [nl, n3), 
where Wn satisfies 
Wn ~ AXifl(Xi,Xi+l)Wi for n e [hi,ha). (17) = m + ' 
i=nl 
Then we can easily see that Awn/f(Xn+x) = 0 and so Awn = 0. Therefore, 
W. -~" W.1  = mf (X . l -~- l )  , for n E [nl ,  ha), 
and so 
Yn < -mf (xm+l ) ,  for n E [nh ns). 
This completes the proof of the lemma. 
THEOREM 3. Assume that 
(cx0) bn > 0 for all n > no and {an} can assume both positive and negative values, 
(c11) liminfu-~±oo [g(u)[ ¢ 0, 
(el2) f satisfies condition (c2), and 
(cl3) limn-.oo ~=~o b~ = l imn-,oo Y~=-o~ a~ = oo. 
Then the system (1) is oscillatory. 
PROOF. Without loss of generality, we may assume that Xn > 0 for all n > no. 
condition (cxs), (13) holds for all n _> nl _> no, and by Lemma 1 
Because of 
Yn <- -mf(x,2+x),  for all n _> n2, 
for some n2 >_ nx. From the hypothesis (Cxl), we have 
Then by (cla), 
g(Yn) < sup g(Yn) = k < O. 
U.<-mI(x.2+,) 
n- -1  n--1 
b.9(y,) _< k 
$:n2  8-----7/.2 
Summing the first equation in (1) gives 
(18) 
n-1  
xn - Xn2 = Z b,g(y,). (19) 
$~n 2 
Now (18) and (19) imply that xn -* - co  as n ~ co, which is a contradiction. This completes 
the proof of our theorem. 
REMARK 3. Theorem 4 is a discrete generalization of Waltman's Theorem [12]. 
Example 2 also satisfies the conditions of Theorem 3. As an example with {an} oscillatory, 
consider the following system. 
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EXAMPLE 3. Consider the system 
AXn = 2(n + 1)Z/3y~/3, 
Ayn_ ] [2n[(-l~ n+1]+ (-1)~ - 1.] a 
n E N(no) = {no, no + 1,. . .  ). All conditions of Theorem 3 are satisfied, and so all solutions of 
the system are oscillatory. 
Next, we consider the case that 
rt 
lim Z a8 exists. (20) 
n---~OO 
8~nO 
THEOREM 4. Assume that (Cl0), (C12), the first part of (C13), and (20) hdd. In addition, assume 
that for all sufficiently large u and every v > 0 
g(u)g(v) ~ g(uv) < g(u)g(-g(-v)) (21) 
and 
~ c~ du a g(f(u)-----) <°°' for every a > 0. (22) 
Then the system (1) is oscillatory if 
OQ 
Z bng(An) = oo (23) 
n~-no 
where An oo : Es----n+l as. 
PROOF. Assume that the system (1) has a nonoscillatory solution ({Zn}, {Yn}) for n E N(no). 
Since {bn} is not identically zero for n E N(no), {Xn} is always nonoscillatory. With no loss in 
generality, we assume that {xn} is eventually positive for n E N(no). From the first equation in 
the system (1), it follows that ynAxn is necessarily nonnegative for n _> no, even though {Yn} 
may be oscillatory. 
First, we prove that 
If not, then 
oo 
Z Yifl(Xi' z i+ l )hx i  
i=no 
< (24) 
yddz~,z~+l)Axi 
Z f(xi)f(Xi+l) i=no 
-~OO, 
and hence, there exists nl > no such that condition (13) holds. Therefore, by Lemma 1 
Yn <- -mf(xn,+l) ,  for n ~_ n 1 
where m > 0 is a constant. Next, from the first equation in (1), we obtain 
n--1 n--1 
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for n > hi. In view of (C13), this implies limn-.oo xn = -~,  which is a contradiction, so (24) 
holds. From (15), we have 
where 
Yn Yn:-I n ~ yifl(XS,XS+l)AX s 
:(Xn+l-----~ = f(Xn.-""--) Z as -- S--an1 i-~nl f(xi)f(xs+l) 
_ Yn,-1 c~ cv yiyl(Xs,XS+l)AZ i 
.f(Zn,) ~ as- ~ Y(zs)Y(zs+O 
S=nl S=r~l 
oo oo Yif l(xS, Xi+l)AX i
+ ~ as+ ~ Y(zs)Y(zs+l) 
i=n+l i=n+l 
= 7 q- An "q- E Y i f l (Xs 'X i+l )Ax i  
s=n+x .f(z~)Y(zs+l) ' 
Ynl-1 c~ ~ ysfl(xi,xs+l)Ax s 
")' - -  f(Xn,) Z as -  i=, , ,  S=n, f(z~)f(zs+l) 
We claim that 7 > 0. If 7 < 0, we can choose n2 so large such that 
(25)  
and 
-~ Y i f l (X i ,X i+l)AXi  ? 
s=,,2 f(xO/(zs+x) <--4" 
If we take no = nl = n2 in Lemma 1, then all assumptions of Lemma 1 hold. Hence, 
u,, <- --m/(Zn2+O, n • [n2, ~). 
Then, an argument similar to the one following (24) yields the contradiction limn-.c¢ Xn = --00, 
and proves our claim. Now from (25), we have 
Yn >_ Anf(Xn+l), for n > n2. 
Using condition (21), from the first equation in (1) we obtain 
Axn = bng(Yn) ~ bng(An)g(f(Xn+l))  
for n _> n2, and hence, 
Define 
n Axs  n 
Z g(f(xs+l)) >- Z b,g(As). (26) 
8~n2 8~n2 
r ( t )  = zn  + (t - n )Axn ,  n < t < n + 1. 
If Axn > 0, then xn _< r(t) < xn+: and 
Axn 
g(i(z.+l)) 
r ' ( t )  ax .  
<- g(f(r(t))) < g(f(Xn)--"----~" (27)  
If AXn < 0, then Xn+l <_ r(t) < xn, and (27) again holds. From (26) and (27), we obtain 
/oo f'+: dr(t) 
ds > > bsg(A,). (28) 
( .o) g (Y (s ) )  - .no  g ( I ( r ( t ) ) )  - .=no 
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In view of (22) and (23), this inequality yields a contradiction and completes the proof of the 
theorem. 
REMARK 4. Theorem 4 generalizes ome results obtained in [6-8] for superlinear equations. 
EXAMPLE 4. Consider the system 
O3n+l~ 3A Xn = - ltn , 
Ayn_ l  = 3 3 n E N(no)  = {no ,no  + l . . . .  }. 
- 2-~xn, 
Here bn = 2 3n+1, an = 3 /2  n, g(u)  = u 3, and f (v )  = v 3. All conditions of, Theorem 4 are 
satisfied and hence, the system is oscillatory. Here, ({xn}, {Yn}) = ({(--1)n}, {(--1)n+l}/2n}) is 
an oscillatory solution of the system. 
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