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Essays on Environment and Economic Productivity
Ruinan Liu
Heavy air pollution is a global phenomenon that affects both developing and developed countries.
While many studies have estimated air pollution’s negative impact on health, no study has shown air
pollution to have any impact on countries’ aggregate economic productivity. With a growing body of
literature showing that air pollutants may have a significant negative impact on labor productivity, a
primary input to a nation’s economic production, I hypothesize and show that ambient air pollution
indeed exhibits a significant negative impact on a country’s economic productivity as measured
by GDP per capita. In Chapters 1 and 2 of this dissertation, I make identification of the causal
relationship between air pollution and GDP per capita using the Huai River Policy and wildfires as
instruments. Chapter 3 investigates the impact of temperature, another key environmental factor,
on labor productivity using a rich data set comprising 4 million baseball pitches. My results provide










1 Air Pollution and Economic Productivity: Evidence from China 5
Ruinan Liu
1.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.8 Tables and Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2 Air Pollution and Economic Productivity: Evidence from Wildfires 51
Ruinan Liu
2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
i
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.5 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.8 Tables and Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3 Temperature and Labor Productivity: Evidence from 4 Million Pitches 79
Douglas Almond, Ruinan Liu
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.5 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102





1.1 The Huai River line and the Cities in the Sample . . . . . . . . . . . . . . . . . . . . . . 43
1.2 Distribution and Regression Function Fit (1st order) of PM2.5 . . . . . . . . . . . . . . 44
1.3 Distribution and Regression Function Fit (2nd order) of PM2.5 . . . . . . . . . . . . . 45
1.4 Distribution and Regression Function Fit (3rd order) of PM2.5 . . . . . . . . . . . . . . 45
1.5 Distribution and Regression Function Fit (1st order) of NO2 . . . . . . . . . . . . . . . 46
1.6 Distribution and Regression Function Fit (1st order) of O3 . . . . . . . . . . . . . . . . 46
1.7 Distribution and Regression Function Fit (1st order) of API . . . . . . . . . . . . . . . 47
1.8 Distribution of % Agricultural GDP p.c. of Total GDP p.c. . . . . . . . . . . . . . . . 48
1.9 Distribution of % Industrial GDP p.c. of Total GDP p.c. . . . . . . . . . . . . . . . . . 48
1.10 Distribution of % Service GDP p.c. of Total GDP p.c. . . . . . . . . . . . . . . . . . . 49
1.11 Distribution of Population . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.12 Distribution of Public Income per capita . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
1.13 Distribution of Public Spending per capita . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Distribution of Average Starting Speed of Relief and Starting Pitchers (2008-2015) . . . 112
3.2 Distribution of Gamesite Temperature of Relief and Starting Pitchers (2008-2015) . . . 112
3.3 Coefficient Estimates of Ballpark Fixed Effects with 95% CI . . . . . . . . . . . . . . . . 113
3.4 Coefficient Estimates of Year Fixed Effects with 95% CI . . . . . . . . . . . . . . . . . . 113
3.5 Coefficient Estimates of Month Fixed Effects with 95% CI . . . . . . . . . . . . . . . . . 114
3.6 Quadratic Predictions of Temperature with 95% CI . . . . . . . . . . . . . . . . . . . . . 115
3.7 Restricted Cubic Spline Predictions of Temperature with 95% CI (5 knots) . . . . . . . 116
iii
3.8 Restricted Cubic Spline Conditional Marginal Effects with 95% CI (5 knots) . . . . . . 116
3.9 Restricted Cubic Spline Predictions of Temperature with 95% CI (4 knots) . . . . . . . 117
3.10 Restricted Cubic Spline Conditional Marginal Effects with 95% CI (4 knots) . . . . . . 117
3.11 Restricted Cubic Spline Predictions of Temperature with 95% CI (3 knots) . . . . . . . 118
3.12 Restricted Cubic Spline Conditional Marginal Effects with 95% CI (3 knots) . . . . . . 118
3.13 Coefficient Estimates of Categorical Temperature with 95% CI . . . . . . . . . . . . . . 119
1 Average Temperature of China (Year 2010) . . . . . . . . . . . . . . . . . . . . . . . . . 131
2 Average Precipitation of China (Year 2010) . . . . . . . . . . . . . . . . . . . . . . . . . 132
3 China PM2.5 Concentration (Year 1998-2010) . . . . . . . . . . . . . . . . . . . . . . . . 133
4 Satellite Image of Wildfires in Portugal . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5 Satellite Image of Wildfires in Canada . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6 Intact Forest Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
7 Burned Area Immediately Outside Intact Forest Area . . . . . . . . . . . . . . . . . . . 137
8 Intact Forest Area (Year 2000) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
9 Annual Total Burned Area in Hectare (Year 2010) . . . . . . . . . . . . . . . . . . . . . 139
10 Intact Forest Annual Total Burned Area in Hectare (Year 2000) . . . . . . . . . . . . . 140
iv
List of Tables
1.1 Descriptive Statistics (2000-2012, n=3,913) . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.2 Huai River and PM2.5 Concentration (First-Stage, Parametric Design) . . . . . . . . . . 37
1.3 First Stage Robustness Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.4 Huai River and PM2.5 Concentration (2SLS, Parametric Design) . . . . . . . . . . . . . 39
1.5 Running Variables Balance Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.6 Huai River and PM2.5 Concentration (First-Stage, Nonparametric) . . . . . . . . . . . . 41
1.7 PM2.5 and GDP per capita (2SLS, Nonparametric) . . . . . . . . . . . . . . . . . . . . 42
2.1 Descriptive Statistics (2000-2012, n=1,040) . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.2 First-stage Results using IFBA and TBA . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.3 2SLS Regressions sing IFBA and TBA as the Instruments . . . . . . . . . . . . . . . . . 76
2.4 2SLS Regressions using Sectoral and Lagged GDP per capita as Dependent Variables . 77
3.1 Descriptive Statistics (2008-2015, n*=39,405, n**=115,943) . . . . . . . . . . . . . . . . 104
3.2 Average Starting Pitching Speed and Temperature (starting pitchers) . . . . . . . . . . 105
3.3 Average Starting Pitching Speed and Temperature (relief pitchers) . . . . . . . . . . . . 106
3.4 Number of Pitches and Temperature (starting and relief pitchers) . . . . . . . . . . . . . 107
3.5 Strike Ratio and Temperature (starting and relief pitchers) . . . . . . . . . . . . . . . . 108
3.6 Average End Pitching Speed and Temperature (Starting pitchers) . . . . . . . . . . . . . 109
3.7 Average Change in Speed and Temperature (Starting pitchers) . . . . . . . . . . . . . . 110
3.8 Fastball Ratio and Temperature (starting and relief pitchers) . . . . . . . . . . . . . . . 111
1 Huai River and PM2.5 Concentration (First-Stage, Parametric Design) . . . . . . . . . . 130
v
Acknowledgements
I thank my advisor, Douglas Almond, for his tremendous guidance. I also thank my advisors,
Wolfram Schlenker and Rodrigo Soares, for their invaluable advice in my research.
I thank John Mutter, Douglas Almond, Mona Khalidi, Rachel Efron, and Eugenie Dugoua, who
stood by me and supported me during tough times.
I thank Pietro Ceccato, Ruth DeFries, Geoffrey Heal, Miriam Marlier, Ignacia Mercadal, and
Matthew Neidell for their insights, as well as the many colleagues and friends who helped me along
the way: Francis Annan, Prabhat Barnwal, Kayleigh Campbell, Anthony D’Agostino, Eugenie
Dugoua, Eyal Frank, Jan Von der Goltz, Jaehyun Jung, Wei Li, Chao Lu, Kyle Meng, Steffen
Merte, Anouch Missirian, Xiaojie Zhang, and Nan Zhong.
I thank Jeffery Sachs for initiating this vanguard program and John Mutter, Douglas Almond,
Mona Khalidi, and Tomara Aldrich for making it possible.





Despite rising income levels and environmental awareness, global air pollution levels as measured
in particulate matter with a diameter of less than 2.5 micrometers (PM2.5), the air pollutant that
has the greatest health impact, increased by 8% between 2008 and 2013. The World Health Orga-
nization (WHO)’s air quality model also shows that currently 92% of the world’s population live
in places where air quality levels exceed WHO’s Ambient Air Quality guidelines for PM2.5. The
air pollution problem is particularly severe in the megacities of developing countries (Marlier et al.
2016). According to WHO’s Ambient Air Pollution database 2016, Beijing’s average annual PM2.5
in 2014 was 85 µg/m3 and Delhi’s was 122, while WHO’s limit for the annual mean is 10 µg/m3.
Most recently, in 2016, the PM2.5 pollution monitors at the U.S. embassy in Beijing recorded 1,618
hours during which PM2.5 level rose above 100 µg/m3, which is 20% of the total hours in a year.
Pollution regulation is expensive, which makes it important to know what to do and at what
cost. Although persuasive evidence has been found in epidemiology and public health literature
that both short- term and long-term exposure to PM2.5 are associated with increased morbidity
and mortality (Pope III and Dockery 2006), the monetary value of which is taken into account by
current environmental policy, no attention has been paid to pollution’s impact on labor productivity
and the associated welfare loss. Although more and more studies have hypothesized that air pollution
will reduce labor productivity and have shown using micro-level data that air pollution reduces labor
productivity as measured in the level of hourly output (Archsmith, Heyes, and Saberian 2016; Chang
et al. 2014, 2016; Hanna and Oliva 2015; Li, Liu, and Salvo 2015; Zivin and Neidell 2012), there
hasn’t been enough evidence collected to extrapolate the labor productivity impact to a national
level given the highly heterogeneous and complex nature of a country’s economic production.
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If air pollution indeed significantly reduces labor productivity, we should be able to see a negative
impact of air pollution on a country’s economic productivity because labor is a direct and essential
input of any economic production. If we assume a country’s production function is Cobb-Douglas,
then depending on the output elasticity of labor, a 1% decrease in labor productivity will directly
translate into a certain percentage reduction in output level. Taking China as an example, it is
estimated that a 1% decrease in labor supply will translate into a 0.4% decrease in GDP (Chow and
Li 2002). Therefore, the hypothesis of the first two chapters this dissertation is that we should be
able to observe a reduction in economic productivity as a result of air pollution, in both developing
and developed countries. I use multiple data sets and identification strategies to show that PM2.5
has a direct negative impact on per capita GDP in developing countries, and consequently any
abatement policy that effectively reduces PM2.5 pollution can be expected to result in a certain
economic payoff.
There are two key challenges in studying the causal impact of air pollution on economic pro-
ductivity as measured by per capita GDP. The first challenge is the simultaneous causality issue
between air pollution and per capita GDP: pollution impacts economic production, but economic
production also impacts pollution at the same time, so simple ordinary linear regressions (OLS)
would pick up both effects, and consequently the OLS estimators will be biased. This is similar
to the task of estimating the causal impact of market price on market demand, as we cannot sim-
ply regress market demand on market price because the causation between demand and price runs
both ways simultaneously. Simultaneous causality makes the error term correlated with the regres-
sor, and multiple regressions cannot eliminate the corresponding bias. The second challenge is the
availability of air pollution data in developing countries. Air pollution monitors are not as densely
installed in developing countries as in developed countries, and pollution readings are often subject
to misreporting by local government agencies to meet various environmental targets. It is rumored
that some Chinese local officials put socks on the air inlets of air pollution monitoring devices. To
overcome the first challenge, I choose to use a selection of instrumental variables. To overcome
the second challenge, I utilize the most recent satellite-based air pollution data that not only gives
complete global coverage but also avoids the misreporting issue.
2
In Chapter 1, I use China’s Huai River policy as an instrument to make causal inquiry of air
pollution’s impact on economic productivity as measured by GDP per capita. The Huai River policy
created an arbitrarily higher PM2.5 pollution level in northern China compared to southern China,
which is a perfect source of variation that can be used to pin down the causal impact of PM2.5
on per capita GDP. The Huai River Policy uses the Huai River, a river that cuts China into half
horizontally, as a geographical border that defines North versus South China. This border was drawn
because the average temperature in January is below zero degrees Celsius to the north of the border
and above zero to the south. Historically and currently, the Chinese government provides subsidized
central heating to residents living to the north of the border, but not to the south of the border.
Because winter central heating in China is powered by coal burning, which is a major source of air
pollution, especially for PM2.5 (Liu et al. 2016), the Huai River Policy created a policy-induced
difference in air pollution concentration between North and South China(Almond et al. 2009). My
data set is a subnational data panel of 301 cities in China between 2000 and 2012. This is the first
empirical attempt to estimate the causal impact of air pollution on economic productivity. A 1
µg/m3 increase in PM2.5 concentration leads to a reduction of $155 [95% CI: -230, -72] in per capita
GDP measured in 2010 U.S. dollars, which translates into $70 billion dollars per year for northern
China.
In Chapter 2, I use wildfires as instrumental variables to make causal inquiry of air pollutant
PM2.5’s impact on economic productivity as measured by GDP per capita of tropical countries. In
developing countries, because fires are often used to clear forest for farm, ranch, urban settlement or
industrial use, total acres burned by all wildfires are confounded by their link to economic activities.
Therefore, I use wildfires burned in the intact forest areas as the instrument. The reason why this
type of wildfires is potentially non-confounded is that the intact forests are mapped in a way that
only forest areas that show no signs of significant human activity are included (Potapov et al. 2008).
Therefore, any wildfires in the intact forest region should only be natural fires or very small-scale
subsistence farming fires. Because only a small percentage of the countries have intact forest regions,
and they are concentrated in the tropics, I use tropical countries only. Results show that a 1 µg/m3
increase in PM2.5 leads to a $166 (95% CI [-321, -10], 3% of a standard deviation) decrease in per
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capita GDP in tropical countries, measured in 2010 U.S. dollars. Aggregating the above results to
annual GDP using average-sized developing countries in terms of population, a 1 µg/m3 increase in
PM2.5 leads to a loss of $3.5 billion in annual GDP for developing countries.
In Chapter 3, my coauthor and I investigate the impact of temperature, another key environ-
mental factor, on labor productivity using a rich data set comprising 4 million baseball pitches. We
utilize a unique data set that resembles a lab experiment that would be difficult and expensive to
carry out in an actual lab setting: randomly exposing many professional baseball pitchers to various
temperature levels in a controlled environment and observing how their pitching speed, as a measure
of labor productivity, changes. We obtain a pitcher-game panel of 826 Major League Baseball(MLB)
starting pitchers between 1998 and 2015, during which time 3.76 million pitches were made by start-
ing pitchers. For each starting pitcher, the average starting speed of all the pitches made in a game
is matched to the gamesite temperature. After controlling for ballpark and year fixed effects, as well
as a number of other environmental and game characteristics, we find that temperature’s impact on
labor productivity as measured by pitching speed is highly nonlinear. Labor productivity increases
with temperature at a stable rate up to around 15◦C, and starts to increase at a much higher rate
between 15 and 21 ◦C, implying that the majority of the productivity gain takes place between 15
and 21 ◦C. The productivity increase slows down pass 21 ◦C, peaking at around 25-30◦C, and start-
ing to level-off at higher temperature levels. We believe that the labor productivity-temperature
pattern up until 21 ◦C is driven by productivity’s response to temperature, while the pattern pass
21 ◦C is a mix of productivity’s response and pitchers’ coping mechanisms.
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Chapter 1





This study’s finding suggests that a 1 µg/m3 increase in PM2.5 leads to a $155 [95% CI: -230, -72]
decrease in annual GDP per capita in China, measured in 2010 U.S. dollars, which translates into a
$70 billion dollar loss in total annual GDP for Northern China. I make the identification based on
China’s Huai River policy, which arbitrarily increased the PM2.5 level in Northern China because
it provides free coal-powered winter heating to the cities north of the Huai River but not to the
cities south of the river. This is the first empirical attempt to estimate the causal impact of air
pollution on economic productivity, and the results suggest that there are concretely measurable
dollar to dollar trade-offs between pollution abatement and economic welfare on the macro level.
Policy makers have largely ignored this marco level impact so far, and high levels of air pollution
may be holding China back from achieving its optimal economic outcome.
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1.2 Introduction
Air pollution has been a perennial problem that Chinese cities struggle with. Levels of poisonous
airborne particles known as PM2.5 averaged 60-90 µg/m3 over Eastern China for 2000-2006 (Van
Donkelaar et al. 2015), while the World Health Organization (WHO) recommends the safe level to be
an annual mean of 10 µg/m3. Due to the burning of coal for winter heating, cities in Northern China,
where winter weather is cold, particularly suffer from PM2.5 pollution. The PM2.5 concentration
reached a jaw-dropping level of 1,400 µg/m3 on November 9, 2015 in Shenyang 1, the capital city
of the northern Chinese province of Liaoning, and 860 µg/m3 on November 10, 2015 in Changchun
2, the capital city of the northern province of Jilin. Most recently, in 2016, the PM2.5 pollution
monitors at the U.S. embassy in Beijing recorded 1,618 hours during which PM2.5 level rose above
100 µg/m3, which is 20% of the total number of hours in a year.
Economists have long paid attention to the relationship between economic productivity and
environment. There is a substantial body of literature on Environmental Kuznets Curve (EKC)
(Agras and Chapman 1999; Cole 2004; Cole, Rayner, and Bates 1997; Dinda 2004; Galeotti, Lanza,
and Pauli 2006; Grossman and Krueger 1994; Hilton and Levinson 1998; Lin and Liscow 2013;
Millimet, List, and Stengos 2003; Stern 2004; Stern, Common, and Barbier 1996). However, the
focus has always been on how pollution levels change as an economy grows, and no research has
examined how increases in pollution levels affect per capita income. The EKC literature raised
the potential existence of simultaneity between environmental pollution and economic development
(Stern, Common, and Barbier 1996) with Stern elaborating that if environmental pollution affects
economic development, the estimation of EKC using one equation would be biased. However, only
one study tested the simultaneity issue using a data set comprised of OECD countries only and
quickly dismissed the potential for simultaneity based on the test result (Cole, Rayner, and Bates
1997).
Using data from European and U.S. cities, the epidemiology literature has established the associ-
1BBC News: http://www.bbc.com/news/world-asia-china-34773556
2The Telegraph: link http://www.telegraph.co.uk/news/worldnews/asia/china/11983156/Air-quality-plummets-
as-heavy-smog-blankets-large-swaths-of-China.html
7
ation of a PM2.5 concentration with mortality and morbidity (Katsouyanni et al. 1997; Laden et al.
2000; Samet et al. 2000; Seaton et al. 1995; Valavanidis, Fiotakis, and Vlachogianni 2008). Using
Chinese data and the Huai River as the policy instrument, Chen et al. found that life expectancy at
birth will be reduced by about 3 years if exposure to total suspended particulate (TSPs) increases
by 100 µg/m3 (Chen et al. 2013).
With the overwhelming evidence pointing to the mortality and morbidity impact of air pollution,
especially particulate matter, we must suspect that air pollution not only affects quality of life but
also macroeconomic output level through reduced labor productivity and increased sick days. Based
on this hypothesis, a growing body of literature is showing, using micro level data, that air pollution
reduces labor productivity both in the number of labor days supplied and in the level of hourly
output (Archsmith, Heyes, and Saberian 2016; Chang et al. 2014, 2016; Hanna and Oliva 2015;
Li, Liu, and Salvo 2015; Zivin and Neidell 2012). The impact found is more than substantial. For
example, each 10 unit (µg/m3) increase in PM2.5 reduces the hourly earnings of pear packers by
6% (Chang et al. 2014). Given the micro level evidence, it is natural to ask what the economy-wide
impact is, but no research has digged into it because it is difficult to aggregate micro level impact
into macro level ones due to the heterogeneous and complex nature of any economy. However,
it is critical to policy making to understand the macro level economy-wide impact because major
air pollution regulations are designed to influence many aspects and levels of a nation’s economic
activity, and for a long time. This study aims to measure such long-term macro level impact using
empirical approaches rather than bottom up aggregations.
If air pollution indeed significantly reduces labor productivity, we should be able to see a negative
impact of air pollution on a country’s economic output because labor is a direct and essential input
of any economic production. If we assume a country’s production function is Cobb-Douglas, then
depending on the output elasticity of labor, a 1% decrease in labor productivity will directly translate
into a certain percentage reduction in output level. Taking China as an example, a 1% decrease
in labor supply will translate into a 0.4% decrease in GDP (Chow and Li 2002). Therefore, the
hypothesis of this study is that we should be able to observe reduction in economic productivity
resulting from air pollution, especially in highly polluted countries. I use 301 cities in China and the
8
Huai River policy as the identification strategy to show that PM2.5 has a direct negative impact on
per capita income in China, and as a result, any abatement policy that effectively reduces PM2.5
pollution can expect a certain economic payoff.
There are two key challenges to studying the causal impact of air pollution on per capita GDP.
The first challenge is the simultaneous causality issue between air pollution and per capita GDP:
pollution affects economic production, but economic production also affects pollution at the same
time, so simple ordinary linear regressions (OLS) would pick up both effects, and consequently the
OLS estimators will be biased. This is similar to the task of estimating the causal impact of market
price on market demand when we cannot simply regress market demand on market price because
the causation between demand and price runs both ways simultaneously. Simultaneous causality
makes the error term correlated with the regressor, and multiple regressions cannot eliminate the
corresponding bias.
The second challenge is the availability of air pollution data in developing countries. Air pol-
lution monitors are not as densely installed in developing countries as in developed countries, and
pollution readings are often subject to misreporting by local government agencies to meet various
environmental targets. Stories of Chinese local officials putting a sock on the air inlet of air pollution
monitoring devices have been heard. To overcome the first challenge, I choose to use a unique policy
as an instrumental variable. To overcome the second challenge, I utilize the most recent satellite-
based groud level PM2.5 concentration data, which not only gives me complete country coverage
but also avoids the misreporting issue.
To address the endogeneity of pollution to economic development, I use China’s Huai River
policy as an instrumental variable in particulate matter pollution. The Huai River Policy uses the
Huai River, a river that cuts China into half horizontally, as a geographical border that defines
North versus South China. This border was drawn because the average temperature in January
is below zero degrees Celsius to the north of the border and above zero to the south. Historically
and currently, the Chinese government provides central heating to residents living to the north of
the border, but not to the south of the border. Because winter central heating in China is powered
by coal burning, which is a major source of air pollution, especially for particulate matter (Liu
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et al. 2016), the Huai River Policy created a policy-induced difference in air pollution concentration
between North and South China(Almond et al. 2009).
The Huai River Policy is a good candidate for an instrument because first, there is little reason
to believe that Chinese citizens would precisely sort around the Huai River border due to China’s
Hukou system, which ties numerous social and economic welfare benefits to where a person lives.
Hukou can be thought of as a city-level visa that the Chinese government issues to residents of each
prefecture city, and without a visa from another city, it is hard and costly for residents to migrate.
Second, the Huai River line does not overlap with any other administrative borders, and it was never
used for any other policy or regulatory purpose other than providing free winter heating to cities to
the north of the line. Therefore, there are no other discrete changes across the line, which is a key
assumption for the design to yield causal interpretation.
Using the Huai River Policy with the satellite based PM2.5 concentration of 301 Chinese cities
between 2000 and 2012, I found that for each unit (µg/m3) increase in PM2.5, there is a correspond-
ing decrease in GDP per capita of approximately $155. There are approximately 500 million people
living north of the Huai River, implying a total of $78 billion per year in GDP savings per unit
deduction in PM2.5 concentration, and $780 billion per year in GDP savings per 10 units deduction
in PM2.5 concentration, which is almost 6% of China’s GDP in 2016.
In the following sections, I provide an overview of the background of this study with special
attention to research studies that have employed the Huai River as a quasi-experimental design,
a description of the data, a discussion of the estimation framework, a discussion of the empirical
results, and a robustness check, followed by the conclusion and discussion.
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1.3 Background
The basis of hypothesizing air pollution to have a negative impact on economic productivity is air
pollution’s negative impact on health and labor productivity . The aggregate macro level response
is a result of potentially multiple complex processes that interact with each other. To study the
macroeconomic impact, I consider air pollution’s impact on health and labor productivity as my
starting points.
1.3.1 PM2.5 and Health
Particulate matters (PM) are composed of solid and liquid particles suspended in the air with
major components being sulfate, nitrates, ammonia, sodium chloride, black carbon, mineral dust,
and water 3. PM can have a severe health impact because they are small enough to penetrate and
deposit in human lungs, which leads to further cardiovascular and respiratory diseases. PM2.5 is
PM with an aerodynamic diameter of less than 2.5 µm, which is a lot less than the diameter of
PM10, PM with an aerodynamic diameter of less than 10 µm, and as a result PM2.5 poses an even
stronger health threat.
The epidemiological study of PM2.5 and mortality began with historical episodes of high pol-
lution, but recently more and more research has focused on moderate concentrations of ambient
PM2.5. Studies have found a strong association between PM2.5 and cardiopulmonary mortality and
morbidity (Pope III and Dockery 2006; Pope III et al. 2002). For example, using a sample of U.S.
cities, a study found a linear relationship between PM2.5 and daily deaths (Schwartz, Laden, and
Zanobetti 2002). Using a sample of European cities, another study found that long-term exposure
to PM2.5 is related to increased premature death from cardiopulmonary and lung cancer (Boldo
et al. 2006). A large scale study using mortality data on over 1.3 million deaths in 27 U.S. com-
munities found that a 10 µg/m3 increase in the previous day’s PM2.5 concentration is associated
with a 1.21% increase in all-cause mortality, a 1.78% increase in respiratory related mortality, and
a 1.03% increase in stroke related mortality (Franklin, Zeka, and Schwartz 2007). For developing
3The definition and composition of PM2.5 is based on WHO factsheet Ambient (outdoor) air quality and health:
http://www.who.int/mediacentre/factsheets/fs313/en/
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countries, epidemiological and public health studies are more scarce, but Chen et al. found that
life expectancy at birth will be reduced by about 3 years if exposure to total suspended particulate
(TSPs) increases by 100 µg/m3 (Chen et al. 2013), where PM2.5 is a major component of TSPs.
1.3.2 PM2.5 and Labor Productivity
The strong association between PM2.5 and health is the basis of the hypothesis that PM2.5 will
impact labor productivity. A small but growing body of literature using worker level evidence shows
that air pollution has a significant negative impact on labor productivity. Evidence was shown in
all sectors—agricultural, industrial and service—and in both developing and developed countries.
These studies involved both indoor and outdoor settings.
Using the number of calls made per day as a productivity measure, Chang et al. studied call
center productivity using a panel of Chinese call center workers. The study showed that a 10-unit
increase in the air pollution index (API), which is mainly a measure of PM10 for the sample period
studied, reduces the number of calls handled per day per worker by 0.35% (Chang et al. 2016). In
another study, Chang et al. showed that pear packers in California pack pears more slowly amidst
increased indoor PM2.5 due to outdoor PM2.5 pollution penetrating indoors. A 10 µg/m3 increase
in PM2.5 leads to a 6% decrease in productivity as measured by hourly wages earned (Chang et al.
2014). Using a panel of 98 Chinese workers’ productivity data over 15 months, Li et al. found that
worker productivity decreases by 15% for the first 200 µg/m3 increase in outdoor PM2.5 (Li, Liu,
and Salvo 2015). All three studies controlled for indoor temperature and other air pollutants, and
workers were paid based on their productivity, lending more support to their results.
Aside from particulate matters, several other air pollutants have been shown to have a significant
negative impact on labor productivity. Ozone was shown to significantly reduce productivity, where
a 10 parts per billion increase in ozone concentration lead to a decrease in agricultural workers by
5.5% (Zivin and Neidell 2012). A reduction in sulphur dioxide concentration due to the closing of
a refinery lead to an increase of 3.5 % of labor hours supplied per month (Hanna and Oliva 2015).
In a more recent study, using Major League Baseball umpires’ performance record, Archsmith et al.
found that acute exposure to carbon monoxide, even at a level below the Environmental Protection
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Agency (EPA)’s mandate, would negatively impact the productively of the group of highly skilled
and quality- focused individuals (Archsmith, Heyes, and Saberian 2016).
If we expand the definition of labor productivity, several studies also examined air pollution’s
impact on students’ test performance. These studies lend support to the argument that air pollutions
may not only affect physical labor-intensive production, but also cognitive labor-intensive activities.
Lavy et al. found that PM2.5 and CO negatively affect high school students’ college entrance exam
performance. The impact was also found to be very nonlinear, with a more severe impact at higher
pollution levels (Lavy, Ebenstein, and Roth 2014). This negative relationship was not exclusively
found in countries where pollution levels are relatively high. Roth uses a panel of British college
students and their final exam scores and finds that PM10 has a negative relationship with test scores,
especially for male students with higher STEM4 performance (Roth 2016).
1.3.3 Huai River Policy
In the 1950s, due to a lack of financial and energy resources, the central government of China decided
to provide heavily subsidized central heating to northern provinces of China but not to southern
provinces. Northern versus southern is defined by a geologic border formed by a river, Huai, and a
mountain, Qinling, that both run from west to east, approximately along the 33-degree latitude line
(see Figure 1.1). This dissertation refers to the above policy decision as the Huai River Policy, and
the geological border as the Huai River Line. The Huai River and the Qinling Mountain were chosen
as the geologic border because the line they form cuts China into two parts, with the northern part’s
historical average temperature in January below zero degree Celsius and the southern part’s above
zero degree Celsius (see Figure 1). Moreover, the line is the 800-mm isohyet, with the northern
provinces having less than 800-mm mean annual global terrestrial precipitation and often needing
extra water to sustain its natural cycles, and the southern provinces receiving more than 800-mm
mean annual global terrestrial precipitation (see Figure 2).
All traditional northern provinces like Heilongjiang, Jilin, Inner Mongolia, and Beijing are cov-
4Science, technology, engineering and mathematics(STEM) is a term that refers to the academic disciplines of
science, technology, engineering and mathematics.
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ered by the winter heating policy because they are far in the north. However, a few central provinces
including Jiangsu, Anhui, Henan, Shaanxi, and Sichuan, where winter can be very cold with tem-
peratures below 10 degrees Celsius, are cut in half by the Huai River Policy, meaning that some of
the cities in those provinces can have central heating in the winter while some cannot. Discussions
over extending central heating to the provinces south of the Huai River Line have received national
attention almost every winter in recent years because indoor conditions during winter are very
uncomfortable without central heating, even though commercial heating is increasingly available.
China’s central heating system is coal based. Boilers burn coal to heat water, which is transported
via pipelines, and then pumped to every building covered by a central heating system to keep the
indoor space warm. The start and end dates for central heating vary, but a typical schedule is from
November 15 to March 15, for four full months. Because central heating is heavily subsidized and
in many cases free, or costs only a small lump-sum fee since 2003 5, and most of the homes built
under a central heating system do not have any heat control designs, central heating is essentially
a public good and as a result is over-consumed. Many people who grew up in the northern cities of
China in homes with central heating have memories of wearing summer clothes and keeping several
windows open at home during winter because the rooms were too warm. The citizens living south
of the Huai River Line are less lucky. Before commercial heating became more popular, beginning
in the 2000s, many southern homes did not have winter heating. After commercial heating became
more widely available, most of the homes that could afford commercial heating still did not have
the luxury of over- consuming heat because the heat is marginally charged. They tend to control
how many days they turn on their heat, and for how many hours, to minimize cost.
1.3.4 PM2.5 Sources Contribution in China
PM2.5 source contribution studies for China have been carried out only on city levels. A review of
major cities, both northern and southern, showed a strong seasonal pattern driven by winter heating.
Beijing and Xi’an are both major northern cities of China, Beijing near the coast in the northeast
and Xi’an in the northwest. Transportation fuel exhaust, industry emission, and coal combustion
5World Bank: China-Heat Reform and Building Energy Efficiency Project
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are major constitutions of PM2.5 in both Beijing and Xi’an (Cao et al. 2005; Sun et al. 2004; Zheng
et al. 2005). At the same time, both cities showed a strong seasonal pattern driven by weather. In
the summer, there is no residential heating, which means that coal combustion contributes less to
PM2.5 formation. In the winter, although heavy snows and cold weather reduce outdoor activities
and as a result lower the contribution of transportation fuel exhaust, winter heating using coal
becomes an important source of PM2.5. Coal combustion is a nonprimary contributor to Beijing’s
PM2.5 in the summer, but a primary contributor in the winter: 16% of Beijing’s PM2.5 in January
is attributable to coal combustion, but only 2% in July (Zheng et al. 2005). For Xi’an, residential
heating related coal combustion contributed almost zero to total carbon, which is a major source of
PM2.5 in the summer, but contributed 44% to total carbon in the winter (Cao et al. 2005).
Due to the difference in consumption options and behaviors between the cities with and without
central heating, Almond et al. found that the Huai River Policy created an arbitrarily higher air
pollution level north of the Huai River Line than south of the line (Almond et al. 2009). This
chapter uses the arbitrary variation in PM2.5 created by the Huai River Policy as the identification
strategy.
1.3.5 Huai River Policy as an Instrument
Almond et al. (ibid.) was the first research that used the Huai River in a Regression Discontinuity
(RD) design, which uncovered a source of variation that can be used to study the impacts of air
quality on health and other individual or aggregated economic outcomes in the setting of China. The
dependent variable was city level annual Suspended Particulate (TSP), SO2 and NOx measured by
local monitors. The sample includes 76 cities between during the 1981-1993 period. Almond et al.
estimated two equations. The first estimation is parametric RD, in which polynomials of degrees
latitude and year fixed effect were controlled for. The second estimation adopted winter average
temperature and the interaction between winter average temperature and the dummy variable in-
dicating whether a city is on the north or south of the Huai River, alongside city and year fixed
effect. City fixed effect is the key control for the second equation because it directly addresses the
limitation of the first estimation where city fixed effect cannot be controlled for. Results from the
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first estimation showed that annual average TSP concentrations were 300 µg/m3 higher in northern
cities compared to southern ones. The results from the second estimation showed that a 1 degree
Fahrenheit decrease in the winter temperature is associated with a 24 µg/m3 increase in the annual
mean daily TSP concentration in the northern cities relative to southern ones.
Chen et al. used the variation induced by the Huai River Policy and studied the impact of TSPs
on life expectancy (Chen et al. 2013). The Huai River in this case, was used as an Instrumental
Variable (IV), whose induced variation in TSPs was used to estimate the causal relationship between
air pollution and life expectancy. The first stage dependent variable is also TSPs from monitor
stations. The data set covers 90 cities between 1981 and 2000. The first stage is parametric RD
design, in which flexible polynomials of degrees latitude were controlled for. Chen et al. also found
significant increase in TSP concentration in northern cities by about 185 µg/m3. The IV regression
showed that life expectancies are about 5.5 years lower in the north owing to an increased incidence
of respiratory mortality. Chen et al. is the first research that utilized the variation discovered by
Almond et al. (Almond et al. 2009) using the Huai River.
Ito and Zhang is the most recent research that employed the pollution variation induced by the
Huai River policy (Ito and Zhang 2016). Like Chen et al., Ito and Zhang used the Huai River Policy
as an instrumental variable. The dependent variable in the first stage is the PM10 pollution level
concerted from the Air Pollution Index (API). Unlike the previous two research efforts, Ito and Zhang
adopted a local linear regression model in their first stage RD regression, where linear distance to
the Huai River and interaction between the distance and the Huai River dummy were included. The
local linear regression was run using different bin widths. The first stage GRD regression showed an
increase of 37 to 39 µg/m3 in PM10 concentration for the cities north of the Huai River compared
to the southern ones. Ito and Zhang were the first researchers to use a nonparametric RD approach
and analyze the robustness of the result across different bin widths.
In my chapter, like Chen et al. and Ito and Zhang, I use the Huai River as an instrumental
variable. Different from these two studies, my outcome variable is GDP per capita, and the air




Economic indicators were drawn from China’s provincial economic census data of 301 Prefecture-level
cities from 31 provinces during 1995-2015. The data contain gross GDP, GDP per capita, and gross
GDP by three industry categories: agriculture, industry, and service. All economic indicators are
adjusted using GDP deflators provided by World Bank Economic Development Indicators. Summary
statistics are shown in Table 1.1. It is interesting to see that the average GDP per capita is higher in
cities north of the Huai River Line than cities south of the line, which makes the discrete jump-down
of GDP per capita at the line more credible.
1.4.2 PM2.5 Concentration
PM2.5 data is from Global Annual PM2.5 Grids from MODIS, MISR and SeaWiFS Aerosol Optical
Depth (AOD), v1 (1998 – 2012) data set, which provides a continuous surface of three-year running
mean concentrations of PM2.5 between 1998 and 2012. Ground-level concentrations are derived
from the satellite AOD retrievals using a conversion factor from global chemical transport model
(Van Donkelaar et al. 2015). The spatial resolution is 0.5 degree by 0.5 degree and covers most of
the earth. The PM2.5 concentration is mapped to each prefecture city using the city’s geological
boundaries, where a city’s PM2.5 average is the average of all the raster grids that either fall
completely inside a city or touch the boundary of a city.
Using satellite-based data has two main advantages. First, satellite data is not subject to mis-
reporting issues, which are widely present in developing countries like China. Secondly, satellite
data gives me a full coverage of all prefecture cities in China. However, satellite data has its own
problems. The first is that the relationship between AOD and PM2.5 depends on aerosol vertical
distribution, composition, and humidity. For example, the quality of AOD measuring can be very
poor on high cloud days. Moreover, surface level PM2.5 is derived using a global chemical transport
model, and the process of conversion introduces errors that are unavoidable even the end product
surface level PM2.5 is recalibrated using ground monitor data. The good news is that, when PM2.5
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is instrumented, as it is in this study, nonsystematic measurement error problems will be taken care
of.
China’s PM2.5 concentration between 1998 and 2010 is graphed and shown in Figure 3, and
summary statistics are shown in Table 1.1. The average annual PM2.5 within the sample period is
around 44.86 µg/m3. The cities north of the Huai River Line have about 5 units higher of PM2.5
concentration compared to the cities south of the line.
1.4.3 Meteorological Data
Temperature and precipitation data are drawn from China Meteorological Forcing Dataset(Chen
et al. 2011; Yang et al. 2010). The China Meteorological Forcing Dataset was produced by merging
a variety of data sources. This data sets contains the instantaneous near surface air temperature and
humidity with temporal resolution of 3-hr on a 0.1 degree by 0.1 degree grid covering the timespan
between 1998 and 2014. PM2.5, temperature, and precipitation data are matched to each city
using the city’s location coordinates and city area with the same technique used in mapping PM2.5
concentrations.
Monthly means for relative humidity, specific humidity, wind speed, and wind direction are
obtained from NCEP/NCAR Reanalysis 1 product. The spatial resolution is 2.5 degrees by 2.5
degrees, which is coarse. NCEP/NCAR Reanalysis 1 is a global gridded weather data set. Many
types of raw data sources are employed in creating NCEP/NCAR Reanalysis 1, including surface
observations and satellite observations, as well as other remote sensed data using aircraft and air
balloons, for example.
1.4.4 Other Pollution Readings
Many other pollutants are included in the estimation as controls, and tested as the pollutant of
interest. Such pollutants include CO, O3 and NO2. For CO, the gridded global CO concentration
is a product of the MOPITT sensor aboard NASA’s Terra satellite, measured in parts per billion by
volume, and is available for the 2000 and 2016 period. For O3 and NO2, they are column densities
measured by the OMI sensor onboard NASA’s Aura satellite. Because OMI was launched in 2004,
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daily data are available from 2004 to the present. Monthly and annual averaged are computed using
the daily data. To supplement my analysis, I also collected land-monitored data. I assembled the Air
Pollution Index (API) released by the Chinese Ministry of Environmental Protection (MEP) for 120
major cities between 2000 and 2012. The API records the daily concentration level of the pollutant
that has the highest 24-hour concentration value among PM10, SO2 and NO2. For the sample
period I use, more than 90% of daily API are based on PM10 reading. Because all four pollutants
have temporal resolution that is at least at the monthly level, I can examine the difference between
winter and summer pollution concentration using them. However, for the key pollutant of interest,
PM2.5, only an annual average is available.
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1.5 Estimation
This chapter uses an exogenous variation in PM2.5 created by the arbitrary heating policy known as
the Huai River Policy as an instrument to study the impact of air pollution on aggregate economic
output measured by GDP per capita. The Huai River Line is a geological border, which splits
my treated and control groups into northern and southern cities. Therefore, the discontinuity in
treatment is geographic, and the identification strategy is a geographic Regression Continuity (RD)
design. One of the studies that pioneered the use of an RD design is Sandra Black’s paper on
parent’s willingness to pay for higher test scores of their children. Black compared houses that are
on opposite sides of school district boundaries to make a causal identification of the willingness
to pay by parents for higher sores. The houses have continuous characteristics across the district
boundaries but a discrete jump of test score at the boundary due to school attendance laws, so that
the discrete jump can be used to estimate parents’ willingness to pay for higher test score (Black
1999).
The basis of the RD design is that having winter heating completely determined by a city’s
geological location being to the north of the Huai River, and the fact that individual cities cannot
manipulate their geological locations makes the Huai River Policy a potential good candidate for
an RD design. The Huai River Policy generates a discontinuity in the conditional probability of
receiving winter heating as a function of the geological location. The probability of receiving winter
heating is 1 when a city is north of the Huai River Line or 0 if a city is south of the line.
The vertical distance of a city to the Huai River Line is the assignment variable, and we denote it
by Li. The assignment variable can be related to the outcome of interest, which is PM2.5 pollution
concentration. However, a key assumption is that the association needs to be smooth across the Huai
River Line, meaning that PM2.5 pollution concentration should not have any discontinuity over the
Huai River Line except for the discontinuity induced by the Huai River Policy. As a consequence,
the discontinuity of a PM2.5 pollution concentration conditional on Li is interpreted as evidence of
a causal effect of having central heating in the winter.
The assignment in the RD design is having central heating in the winter, and the assignment is
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a deterministic function of the assignment variable Li. Let Li be positive for all cities north of the
Huai River Line and negative for all cities south of the line, with its absolute value equal to a city’s
vertical distance to the line. The cutoff value c is equal to zero. All cities north of the Huai River
Lin have Li ≥ c and are our treatment group. All cities south of the Huai River Line have Li < c,
and are our control group.
In this design, what I want to estimate is the treatment effect of the treated group, i.e. the
cities north of the Huai River Line. By design, I don’t have the counterfactual E[pm2.5i(0)|Li = 1]
for my treatment group. Therefore, I want to estimate this counterfactual using the control group
observations that are arbitrarily close to the Huai River Line, i.e. the observations that have
negative Li with small absolute value. To be able to utilize these observations and make valid
causal identification, I need to assume that E[pm2.5i(1)|Li] and E[pm2.5i(0)|Li] are continuous in
Li before the Huai River Policy was put into place. In essence, this RD design allows me to use the
observations right to the south of the Huai River Line as valid counterfactual to the observations
right to the north of the line. The variation in PM2.5 induced by the Huai River Policy will then be
used as an instrumental variable in a two-stage-least-square regression to study the causal impact
of PM2.5 on GDP per capita.
A key assumption of the RD design is the continuity assumption. One implication of the as-
sumption is that cities cannot manipulate the assignment variable, i.e. being north of the Huai River
Line or not. While cities cannot manipulate where they are, citizens can choose to migrate, and this
potential manipulation is considered a bigger threat in geographic RD than in regular RD design
because agents are more likely to precisely make manipulation based on where the border is (Keele
and Titiunik 2014). If citizens migrate so that they can take advantage of the central heating policy,
then we should expect the population north of the Huai River Line to be systematically different
than the population south of the line, which will make the RD result invalid. However, China has a
Hukou system under which social welfare and other benefits are tightly linked to a person’s city of
residence, which makes migration less likely to take place, and as a consequence, there is no precise
sorting around the Huai River Line (Chen et al. 2013). I also demonstrate that the cities to the
north and the cities to the south of the Huai River Line have similar baseline characteristics, which is
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a commonly conducted comparison assessing whether randomization was carried out and migration
was not a big concern (Lee and Lemieuxa 2010).
Another key implication of RD design’s continuity assumption is that all factors determining
the PM2.5 concentration level must be evolving smoothly with respect to the assignment variable
Li, which is the no-selection-on-observables criteria for the RD. If the other variables also jump
at the Huai River boundary, then the estimated impact will be biased. This is another common
concern for RD because different types of boundaries, for example administrative and geological,
often overlap with each other and there is no way to separate their effects in that case (Keele and
Titiunik 2014). However, the Huai River Ppolicy was never used as an economic policy or for
any other purpose aside from drawing the boundary between areas that get winter heating and
areas that don’t. Moreover, the majority of the Huai River boundary cuts through provinces rather
than coinciding with province boundaries. However, the Huai River Line does coincide with the
iso-temperature line because the boundary was drawn to provide heating to the area in which the
historical average January temperature was below 0 degree Celsius. Therefore, I need to flexibly
control for key climate variables like temperature, precipitation, air pressure, relative humidity, etc.
so that if the jump in PM2.5 pollution were created by the change in climate conditions, it would
be attributed to the climate variable controls rather than to the Huai River Policy.
I adopt two specifications for the RD design. The first is parametric with polynomials of the
assignment variable Li, and the second is a local linear regression, which is a nonparametric proce-
dure using only cities within a certain bandwidth of the Huai River Line and a linear function of the
assignment variable Li. Both estimations could have bias, and without knowing the true functional
form, I cannot know which case has a smaller bias (Lee and Lemieuxa 2010). Ideally, I hope to see
estimation results stable across both specifications including different bandwidths selected in local
linear regressions, provided that cities’ baseline characteristics do not show significant differences. I
will discuss the results in later sections of this chapter.
If the assumptions of RD are met, the inclusion of baseline covariates is irrelevant. However,
including baseline characteristics will reduce standard errors of my estimator. I include two sets of
baseline characteristics. The first set of covariates is the cubic latitude of each city given that a
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substantial body of economic literature hypothesized and proved that physical geographical locations
are important determinants of long run economic growth (Sachs 2001; Sachs, Mellinger, and Gallup
2001). The second set of covariates is the spline of average annual temperature and precipitation
given that they are correlated with economic development (Dell, Jones, and Olken 2009, 2012; Heal
and Park 2013; Hsiang 2010), pollution concentration, and the assignment variable Li. On top of
the spline of average annual temperature and precipitation, the second set also includes average air
pressure, wind speed, and wind direction.
Parametric design






iγ + ωt + εit (1.5.1)
Where i indexes the individual city, t the year, and PM2.5it the PM2.5 pollution concentration for
city i in year t. Northi is a dummy variable taking the value of 1 when a city is north of the Huai
River Line and 0 otherwise. Lati is cubic polynomials of latitude of city i. Climateit is splines
of temperature and precipitation and linear air pressure, wind speed and direction to capture the
nonlinear effect of climate on economic output. ωt is year fixed effect. While β is the coefficient of
interest, the key to the parametric design is Li, which is a polynomial of city i’s relative distance
to the Huai River Line, Li. This design provides a global estimate of the regression function over
all values of Li, meaning that all cities in the sample are included in the regression. I implemented
first, second, third, and fourth order polynomials of Li, and results are robust to polynomial orders.
Nonparametric design
PM2.5it = α+ βNorthi + ηLi + µLi ×Northi + Climate′itδ + Lat
′
iγ + ωt + εit (1.5.2)
The nonparametric design differs from the parametric design in that I don’t include a polynomial
of Li in higher orders but only include a linear function of Li, and interact Li with Northi. The
key is to run the regression within narrow bins on both sides of the Huai River. Therefore, the
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nonparametric approach is a local linear regressions approach. This is suggested by Hahn, Todd,
and van der Klaauw to reduce the bias introduced by pure kernel regression (Hahn, Todd, and
Klaauw 2001). The rationale behind using only a linear functions of Li is that the linear function is
a good approximation of the underlying true function around the cutoff. The local linear regression
approach directly addresses the concern that the regression function is not linear over the whole
range of Li, and a polynomial of Li cannot adequately address this concern (Gelman and Imbens
2014). The interaction term allows the coefficients on both sides of the river to differ instead of
constraining them to be the same. In the results section, I present coefficient estimates with varying
window widths of bins to show the robustness of the approach to bin width. I also present coefficient
estimates with no interaction term.
Two-stage least squares (2SLS)






iγ + ωt + εit (1.5.3)
Equation (1.5.3) is my reduced form regression under the parametric design assumption. If there
is indeed a discontinuous jump in PM2.5 at the Huai River Line and the hypothesis that PM2.5
negatively affects GDP per capita is true, then I should expect a discontinuous jump in GDP per
capita at the Huai River Line. The reduced form regression will examine whether there is a discrete
jump of GDP per capita at the line.






iγ + ωt + εit (1.5.4)
Equation (1.5.4) is my second stage regression under the parametric design assumption where
PM2.5it is instrumented by Northi and the same set of covariates included in the reduced form
regression. The underlying assumption is that the instruments are uncorrelated with the error term
εit.
24
The second stage regression under the nonparametric design is given by the followings:
GDPpcit = α+ βPM2.5it + ηLi + µLi ×Northi + Climate′itδ + Lat
′
iγ + ωt + εit (1.5.5)
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1.6 Results
In this section, I conduct my main analysis with the ultimate goal being to estimate PM2.5’s causal
impact on GDP per capita. The primary challenge to estimating this causal relationship is that air
pollution is likely to be endogenous. Therefore, my estimation is based on the semi-experimental
variation in PM2.5 induced by the Huai River Policy, and this exogenous variation is used to estimate
PM2.5’s causal impact on GDP per capita.
1.6.1 First Stage
The first step is to estimate the discontinuous jump in PM2.5 level at the Huai River Line induced
by the Huai River Policy, and the economic literature names this step the First Stage. The key
assumption behind this is that if we can assume that all other variables that impact PM2.5, observed
or unobserved, are continuous when approaching the Huai River Line from both sides, then the
discrete jump in PM2.5 at the line is attributable to the Huai River Policy and the policy only, and
as a result, the jump is exogenous. As shown later, the first-stage relationship between the Huai
River and PM2.5 concentration is strongly positive and consistent across different designs.
There are two main approaches to implementing the RD design. The first is higher order poly-
nomial, in which we allow the distribution of PM2.5 to be a continuous polynomial function of each
city’s vertical distance to the Huai River Line, though it only potentially jumps at the line. The
second is local linear regression using only observations within a certain bandwidth of the line, and
modeling the relationship between PM2.5 and each city’s relative distance to the line as linear or
quadratic with an interaction term. I use the polynomial model as the main model and the local
linear model as a complement.
Before starting to conduct the estimation, it is informative to visually examine the distribution of
PM2.5 with respect to the Huai River Line and see if there is a discrete jump of PM2.5’s distribution
at the line. Figure 1.2 plotted PM2.5’s distribution where the y-axis is the three-year running mean
PM2.5 and the x-axis is each city’s relative distance with respect to the line. As we can clearly
observe, if we fit a linear function for the cities to the south of the line and for the cities to the
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north, there will be a significant gap between the points of interaction, and my hypothesis is that
this gap was created by the Huai River Policy, which provides free central winter heating to northern
cities but not to the southern ones.
Figure 1.3 and Figure 1.4 fitted 2nd order and 3rd order polynomials to show that the existence
of the jump at the line is robust to the function forms chosen, and the sizes of the jump appear to
be bigger if we employ polynomials of higher order than one. Although not shown, 4th and 5th order
polynomials are fitted, and they are visually extremely similar to the 2nd and 3rd order polynomial
figures. To supplement the visual examination, I plotted the distribution of NO2 (Figure 1.5),
O3 (Figure 1.6) as well as API (Figure 1.7) using only their average winter concentrations. The
discontinuity of the pollution concentrations at the Huai River Line is evident in all of the other
three pollutants’ winter measures.
Our estimation equation is given by Equation (1.5.1), and the results are shown in Table 1.2.
One critique to the higher order polynomial approach is that the results for the causal effects of
interest can be very sensitive to the order of the polynomial and there is no good way to select the
order of polynomials to believe in (Gelman and Imbens 2014). To counter this critique, I tested the
order of polynomial up to order five and show that the results are robust in the sense that their
magnitudes and precision do not change substantially with the order of polynomial chosen. Results
showed that there is a jump of the size of approximately 10-14 µg/m3 in PM2.5 concentration by
the Huai River Line, which is 1-1.4 times WHO’s recommended safe level of 10 µg/m3. Results from
the first stage are extremely similar to results obtained using factor decomposition in the existing
literature. Fossil fuel combustion due to winter heating is found to contribute 15.1 units higher in
PM2.5 using Beijing as an example (Zheng et al. 2005).
I conducted a falsification test by drawing the line at two different geological borders that are
used by China to distinguish central China from North China and central China from South China.
These two borders are at approximately 38 latitude and 28 latitude (the Huai River Line is at about
33 latitude). Because there is no heating policy using these borders, the prediction is that the
coefficient estimate will be insignificant, which is the case.
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Controlling for city permanent differences A potential limitation to both of the RD strategies
is the existence of permanent differences in air pollution levels. For example, if northern China
happens to be rich in coal and as a result many northern cities built more infrastructure that relies
on burning coal as the energy source, then the cities north of the Huai River Line will show higher
pollution levels. To address this concern, I conducted the test carried out in Almond et al. (Almond
et al. 2009). I estimated the following equation Equation (1.6.1) for PM2.5, and for winter NO2,
CO and O3. The city fixed effect δi will help remove any permanent differences in pollution across
cities.
Pollutantit = α+ βNorthi + µNorthi ×WinterTempit + δi + ωt + εit (1.6.1)
The parameter we are interested in is µ, the one of the interaction term Northi×WinterTempi.
If it were true that higher winter temperature will prompt less heating, the decrease should be more
dramatic in the north than in the south given the Huai River Policy, and the coefficient estimate
should be significantly negative. The results are shown in Table 1.3. The coefficients of interest
are significantly negative across the board. I also ran a Hausman test to see if this model will
yield significant difference under a fixed effect assumption versus a random effect assumption. Tests
showed that fixed effect is a more appropriate approach. This casts some shadows on the RD
regressions in which city fixed effects cannot be controlled for. However, the robustness of the tests
results shown in Table 1.3 does give me confidence that the bias created by not controlling for city
fixed effect may not be substantial.
1.6.2 Two Stage Least Squares (2SLS)
Before conducting the second stage regression, it’s helpful to look at the reduced form regression
given by Equation (1.5.2). The coefficient of interest β is estimated to be -17,813 RMB (about $2,544
2010 U.S. dollars), which is significant at the 1% level. This means that there is a significant jumping
downward of GDP per capita of the cities north of the Huai River Line compared to southern cities
even though the average GDP per capita in the northn cities are approximately 2,000 RMB (about
$285 2010 U.S. dollars) higher than the southern cities (Table 1.1). If all the assumptions of the
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RD design are met, this discrete jump is attributable to the discrete upward jump of PM2.5 at the
Huai River Line.
Five sets of results are shown in Table 1.4 where Equation (1.5.4)’s PM2.5it is instrumented by
Northi and the same set of covariates is included in the reduced form regression (Equation (1.5.2)).
Results are robust using multiple orders of polynomials. For each unit increase in PM2.5, there is
a corresponding decrease in GDP per capita of approximately RMB 1,056 (about $155 2010 U.S.
dollars).
Examining the running variables A key identification assumption of my identification strate-
gies is that the cities on the immediate left and right of the Huai River Line are not systematically
different. I check that by running the first stage specification by replacing PM2.5 with two sets
characteristics of the cities. The first set is a number of pre-Huai-River-Policy/pre-treatment char-
actersitics of the cities, namely the number of postal stations per city in Qing and Ming Dynasty,
and the number of people per city who got into the entry exam hosted by the central government of
the Song Dynasty of China. These characteristics are strong historical indicators of how developed
a city is. The data is obtained from Harvard University’s China Historical GIS database. The sec-
ond set is a number of post-Huai-River-Policy/post-treatment characteristics of the cities, including
temperature of a city, the industrial GDP per capita as a percentage of the total GDP per capita
as a measure of economic strucure, the public spending per capita, etc.
First stage regressions result are shown in Table 1.5, which shows that none of the six essential
characteristics systematically differ among cities on the immediate right and left of the Huai River
Line for all specifications of the primary model (higher order polynomial). The same test is also
carried out using the supplementary model (local linear), where no systematic difference is found.
A visual examination is shown in Figure 1.8, Figure 1.9, Figure 1.10, Figure 1.11, Figure 1.12, and
Figure 1.13 with more running variables graphed including agricultural GDP per capita and service
sector GDP per capita as a percentage of the total GDP per capita respectively, public spending
per capita, and population. There is no discernable jump of these variables at the Huai River Line.
I also tested whether altitude of cities have a discrete jump along the Huai River line to see that
29
whether the existance of certain mountains along the line may have changed the distribution of the
air pollution. There is no definitive evidence whether a moutain will block air pollution although
some studies have found that even Mountain Everest cannot keep air pollution to one side of it6.
No discrete jump of altitude is found using either the parametric or non-parametric design.
1.6.3 Alternative RD Model
There are two main approaches to implementing the RD design. The first is higher order polyno-
mial, where we allow the distribution of PM2.5 be a continuous polynomial function of each city’s
vertical distance to the Huai River Line, but only potentially jumps at the line. The second is local
linear regression using only observations within a certain bandwidth of the line, and modeling the
relationship between PM2.5 and each city’s relative distance to the line as linear or quadratic with
an interaction term. Both estimations could have bias, and without knowing the true functional
form, I cannot know which case has a smaller bias (Lee and Lemieuxa 2010). I use the classic
polynomial model as the main model, and the local linear model as a complement. I hope to see
estimation results stable across both specifications including different bandwidths selected in local
linear regressions, provided that cities’ baseline characteristics don’t show significant differences.
I created bandwidths that center at the Huai River Line and expand 1 latitude degree to the
north and south of the line incrementally. There are 18 such bands in total, each with a width of
2 latitude degrees, and the 18th band contains the entire sample. First stage regression adopts the
functional form shown in Equation (1.5.2) where an interaction term is added to allow slopes of the
fitted lines to differ on the two sides of the Huai River Line. Estimation results of all bands are
shown in Table 1.6, where the first stage results are universally significantly positive at a significance
level of at least 5% . The magnitudes of the estimated jump in PM2.5 seem to increase as the widths
of the bands increase, with the estimation of the widest band where all samples are covered being
most similar to the result of my primary model (they are still different because the primary model
does not allow slopes to differ). There are two main takeaways. The first is that the existence of
the discontinuity in PM2.5 is further confirmed by showing that it exists irrespective of the width
6Scientific American: https://www.scientificamerican.com/article/himalayas-fail-as-pollutants-barrier/
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of the bands chosen. Secondly, the magnitudes of the estimation, although do they do differ from
the primary model, do not show material difference in the order of magnitude.
Two stage least square regressions are carried out for all bands, and results are shown in Table 1.7
using the specification given by Equation (1.5.5). Results are not stable for narrower bands up to 3
latitude degrees, and then turn significantly negative for all bands between 6 and 18 latitude degrees.
The size of the estimates, when significant, are similar to the result of the primary model. Combine
the results of the two stage least square with that of the checks on running variables (Table 1.5), and
a pattern emerges. It seems that RD’s assumptions are not well met if we focus only on the sample
within a small band. This does pose some threat to the validity of the study because RD assumes
local randomization. However, when bands are narrower, the sample size also is significantly smaller,
which renders the estimation and inference less reliable. I computed the optimal bandwidth using
the selection method proposed by Imbens and Kalyanaraman (Imbens and Kalyanaraman 2012),
and the result is the 6 latitude degrees band (the band with a width of 12 latitude degrees). The
first stage and two stage least square are both significant and similar to the result of the primary
model.
1.6.4 Previous RD studies using the Huai River policy
Almond et al. (Almond et al. 2009) is the first research that used the Huai River in a Regression
Discontinuity (RD) design, which uncovered a source of variation that can be used to study the
impacts of air quality on health and other individual or aggregated economic outcomes in the
setting of China. The Huai River based RD design is utilized multiple times later in the literature
including Chen et al.’s study of impact of TSPs on life expectancy (Chen et al. 2013), and Ito and
Zhang’s study of people’s willingness to pay for clear air. All of the studies utilized monitor based
air pollution data, and due to the lack of high-quality air pollution monitors in China, they used
a smaller set of cities than I have done in my study. From my own sample, I identified the set of
cities that are used by the three existing studies with a sample size of 80, and I run the first stage
regressions using this subset of cities with the air pollution variable being satelite-based PM2.5. The
first stage regression results are presented in the Appendix Table 1, which are consistent with the
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three studies and with my own first-stage results in that a discrete jump in PM2.5 of similar size
is found. However, using this subset of cities, I did not find a significant 2SLS results. This means
that the results I found is not completely robust to sub-sampling.
1.6.5 Results comparison
The literature on the causal impact of air pollution on labor productivity, especially the efficiency
of labor rather than work days reduction, is small, and the perspective is universally at the worker
level. I want to compare the macro level aggregated result this study obtains with the existing micro
level evidence as a robustness check with the caveat that there is no way I can estimate a certain
relationship between the two because 1) labor productivity impact is only one potential channel
through which PM2.5 can affect aggregate productivity; and 2) micro level productivity impact
most likely does not translate linearly into macro level impact given the complexity of all economic
productions. The existing micro level evidence is sparse and dispersed among varied industries and
different pollutants. However, the estimated impact is of similar magnitude with this study’s results.
Each 10 units (µg/m3) increase in PM2.5 reduce the hourly earnings of pear packers by 6%
(Chang et al. 2014). Each 10 units (µg/m3) increase in API, which is mainly PM10, decreases
the number of calls made per day by 0.35% (Chang et al. 2016). Less directly comparable is the
study of ozone’s impact on agricultural labor’s productivity, where each 10 units (parts per billion)
increase in ozone decreases labor productivity by 5.5% (Zivin and Neidell 2012). The mostly directly
comparable result is the one for the pear packer because it measures the impact of the same pollutant
PM2.5. This study found that for each ten units increase in PM2.5, the total national GDP of China
will be reduced by about 6%. The two results are of the same magnitude, and the matching of the
value is clearly a mere coincidence. It does not make sense to analyze further why these two numbers
are not the same for two reasons as said above. First, the macro level impact measured by this study
should theoretically contain many types of impact other than labor productivity impact. Secondly,
the micro level study’s result cannot represent an average outcome for the whole economy because
the economy itself encompasses many different types of production activities.
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1.6.6 Policy implication
The empirical results of this study are most helpful for national scale policies that intend to affect
many levels of economic activities over the long run. The results are helpful in three aspects. First,
if PM2.5’s impact on labor productivity is true, then the empirical results should have reflected the
impact, which is not traditionally included in the benefit equation of air pollution regulation. For
example, when the U.S. Environmental Protection Agency (EPA) evaluated the benefits of CAA,
it incorporated mortality and morbidity related monetary benefits, as well as non-health-related
benefits like visibility, agricultural yield, and lost work days but did not take into account labor
productivity lost measured by reduced efficiency rather than by lost work days (DeMocker 2003).
Although in most of the developed countries, it is wildly accepted that air pollution regulation, like
the CAA, has far greater benefit than cost, it is simply not the case for many developing countries
where the value of statistical life is orders of magnitude smaller, and data for meaningful cost benefit
analysis is lacking. A numerical measure that takes labor productivity impact into account may help
developing countries better evaluate the benefits of air pollution policies.
Second, this study’s results can help calibrate and supplement macro model results. When
evaluating CAA’s economy-wide effects on GDP rather than regional or sectional impact, the U.S.
EPA built macroeconomic models to do so because it’s impossible to aggregate all micro level results
into macro level results due to the heterogeneity as well as complexity of a country’s economy. The
empirical results of this study can help calibrate and supplement such modeling results.
Three, the results can help set a baseline for the economic benefit of air pollution regulation
at the national scale. When evaluating the benefit of air pollution regulation, the monetarization
of mortality and morbidity impact is often subject to dispute because the calculation of the value
of statistical life (VSL) varies significantly between countries due to differences in income and the
different methods used. Reported estimates of the VSL vary from less than $100,000 to more than
$25 million (Mrozek and Taylor 2002), and as a result, policies with a basis built using certain VSL
can be subject to serious dispute, especially in developing countries. A change in the VSL used in
the benefit equation can make an otherwise cost-effective policy cost-ineffective. Empirical results
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from this study do not rely on VSL measures, and hence provide an alternative way to evaluate the
potential economic benefit of air pollution regulation.
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1.7 Conclusion
In this study, I use the quasi-experimental variation in PM2.5 induced by the Huai River Policy
to study the causal impact PM2.5 on economic productivity as measured by GDP per capita. I
show that for each µg/m3 increase in PM2.5, there will be a decrease in GDP per capita by about
$155 [95% CI: -230, -72] 2010 U.S. dollars. There are approximately 500 million people living north
of the Huai River, implying a total of $70 billion per year in GDP savings per unit deduction in
PM2.5 concentration, and $700 billion per year in GDP savings per 10 unit deduction in PM2.5
concentration, which is almost 6% of China’s GDP in 2016.
The empirical results have important policy implications. First, if PM2.5’s impact on labor
productivity is true, then the empirical results should have reflected the impact, which is not tra-
ditionally included in the benefit equation of air pollution regulation. Second, the empirical results
reflect the potential long-term impact of national scale policy and can be used to calibrate and
supplement macroeconomic models that aim to simulate the impact of such policies. Lastly, the
empirical results are not subject to the uncertainty in VSL, which varies substantially among dif-
ferent countries and different evaluation methods and as a result can help form a baseline measure
of the benefit of air pollution reduction policies.
An important direction for further research is to identify the channels through which air pol-
lutants affect GDP per capita, especially PM2.5, one of the most harmful kind. For example,
theoretically, if the negative impact is driven by labor productivity reduction, PM2.5 should exhibit
varied impact on the GDP per capita of different industries because each industry has different labor
intensity. Another direction for further research is to search for further evidence worldwide, which
is the content of the second chapter of this dissertation. Lastly, I am unable to obtain estimation of
how much the citizens in northern China are willing to pay for winter heating. From a policy point
of view, it would be meaningful to compare the citizen’s willingness to pay with the loss of output
per capita due to increased air pollution coming from free winter heating. In the case where the loss
of output greatly outweighs the willingness to pay for winter heating, the society would be better
off if heating is not provided for free.
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1.8 Tables and Figures
Mean Standard Deviation Observations Unit
Economic Measures (2000-2012)
GDP per capita 26,648 22,457 3,913 2010 $
North GDP per capita 28,990 22,773 1,690 2010 $
South GDP per capita 24,981 22,082 2,223 2010 $
Pollution Measures (2000-2012)
North vertical distance to Huai 628 488 1690 km
South vertical distance to Huai -642 423 2223 km
PM2.5 44.86 23.70 3,913 µg/m3
North PM2.5 47.95 27.19 1,807 ppm
South PM2.5 42.58 20.45 2,106 ppm
Table 1.1: Descriptive Statistics (2000-2012, n=3,913)
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Dependent Variable: Three-year Mean PM2.5 Concentration
Explanatory Variables (1) (2) (3) (4) (5)
North 14.34∗∗∗ 14.44∗∗∗ 14.26∗∗∗ 12.74∗∗∗ 10.23∗∗∗
Polynomial order 1 2 3 4 5
Spline temperature & precipitation yes yes yes yes yes
Other meterological controls yes yes yes yes yes
Cubic latitude yes yes yes yes yes
Other baseline char. yes yes yes yes yes
Year fixed effect yes yes yes yes yes
Clustered (city level) yes yes yes yes yes
R2 0.77 0.82 0.82 0.84 0.83
No. of observations 3,913 3,913 3,913 3,913 3,913
***Significant at 1%, **Significant at 5%, *Significant at 10%
Note: one critique to the higher order polynomial approach is that the results for
the causal effects of interest can be very sensitive to the order of the polynomial
and there lacks a good way to select the order of polynomials to believe in. To coun-
ter this critique, I test the order of polynomial up to order five and show that the
results are robust in the sense that their order of magnitudes do not change sub-
stantially with the orders of polynomial chosen.
Table 1.2: Huai River and PM2.5 Concentration (First-Stage, Parametric Design)
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PM2.5 NO2winter O3winter COwinter
Tempwinter -.22 -13.16** 1.01*** -2.50***
North× Tempwinter -.15** -1.20** -.10*** -.27***
City fixed yes yes yes yes
Year fixed yes yes yes yes
Clustered (city level) yes yes yes yes
R2 0.96 0.95 0.99 0.61
No. of obs. 3,913 2,408 2,408 2,408
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 1.3: First Stage Robustness Check
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Dependent Variable: GDP per capita
Explanatory Variables (1) (2) (3) (4) (5)
PM2.5 -1,056.1∗∗∗ -1,0424∗∗∗ -1,025.7∗∗∗ -1,041.3∗∗∗ -913.3∗∗∗
Polynomial order 1 2 3 4 5
Spline temperature & precipitation yes yes yes yes yes
Other meterological controls yes yes yes yes yes
Cubic latitude yes yes yes yes yes
Other baseline attributes yes yes yes yes yes
Year fixed effect yes yes yes yes yes
Clustered (city level) yes yes yes yes yes
R2 0.55 0.56 0.57 0.57 0.56
No. of observations 3,913 3,913 3,913 3,913 3,913
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 1.4: Huai River and PM2.5 Concentration (2SLS, Parametric Design)
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Indus. Ratio Pub. Sp. Temp. Qing Pos. Ming Pos. Song
Parametric Form
Poly. Degree 1 y y y y y y
Poly. Degree 2 y y y y y y
Poly. Degree 3 y y y y y y
Poly. Degree 4 y y y y y y
Poly. Degree 5 y y y y y y
NonParametric Form
±1 Lat y y y y y y
±2 Lat y y y y y y
±3 Lat y y y y y y
±4 Lat y y y y y y
±5 Lat y y y y y y
±6 Lat y y y y y y
±7 Lat y y y y y y
±8 Lat y y y y y y
±9 Lat y y y y y y
±10 Lat y y y y y y
±11 Lat y y y y y y
±12 Lat y y y y y y
±13 Lat y y y y y y
±14 Lat y y y y y y
±15 Lat y y y y y y
±16 Lat y y y y y y
±17 Lat y y y y y y
±18 Lat y y y y y y
Note: “y” means nonsignificant at 10% level, and “non-pass” means significant at
10% level. Indus. Ratio means industry sector GDP per capita as a percentage of total
GDP per capita. Pub. Sp. means public spending per capita. Temp. means temperature.
Qing and Ming Pos. are the number of postal stations per city in Qing and Ming Dynasty
of China respectively. Song is the number of people per city who got into the entry exam
hosted by the central government of the Song Dynasty of China. The first three variables
are post-Huai-Policy measures and the last three variables are pre-Huai-Policy measures.
Table 1.5: Running Variables Balance Check
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Dependent Variable: Three-year Mean PM2.5 Concentration
(1) (2) (3) (4) (5) (6)
North 6.55*** 5.95*** 4.62*** 3.62** 4.54** 5.69**
Bandwith ±1 Lat ±2 Lat ±3 Lat ±4 Lat ±5 Lat ±6 Lat
R2 0.93 0.92 0.85 0.80 0.75 0.75
No. of Obs. 273 351 1,027 1,326 1,716 1,950
(7) (8) (9) (10) (11) (12)
North 6.33*** 6.16*** 5.94*** 7.03*** 7.73*** 9.50***
Bandwith ±7 Lat ±8 Lat ±9 Lat ±10 Lat ±11 Lat ±12 Lat
R2 0.81 0.82 0.82 0.83 0.82 0.83
No. of Obs. 2,119 2,314 2,470 2,769 2,834 2,899
(13) (14) (15) (16) (17) (18)
North 9.72*** 11.52*** 11.83*** 11.84*** 13.37*** 14.45***
Bandwith ±13 Lat ±14 Lat ±15 Lat ±16 Lat ±17 Lat ±18 Lat
R2 0.83 0.84 0.84 0.84 0.83 0.83
No. of Obs. 3,029 3,133 3,250 3,510 3,653 3,913
Polynomial order 1 1 1 1 1 1
Different slope yes yes yes yes yes yes
Spline temp. & prec. yes yes yes yes yes yes
Other metero. controls yes yes yes yes yes yes
Cubic latitude yes yes yes yes yes yes
Historical char. yes yes yes yes yes yes
Year fixed effect yes yes yes yes yes yes
Clustered (city level) yes yes yes yes yes yes
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 1.6: Huai River and PM2.5 Concentration (First-Stage, Nonparametric)
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Dependent Variable: GDP per capita
(1) (2) (3) (4) (5)
PM2.5 -2,076.5* -1,936.9** -1,988.5** -1,979.7*** -2,106.7***
Bandwith ±4 Lat ±5 Lat ±6 Lat ±7 Lat ±8 Lat
R2 0.69 0.69 0.67 0.64 0.63
No. of Obs. 1,326 1,716 1,950 2,119 2,314
(6) (7) (8) (9) (10)
PM2.5 -2,136.8*** -1,974.5*** -1,812.7*** -1,433.7*** -1,424.8***
Bandwith ±9 Lat ±10 Lat ±11 Lat ±12 Lat ±13 Lat
R2 0.59 0.56 0.54 0.57 0.57
No. of Obs. 2,470 2,769 2,834 2,899 3,029
(11) (12) (13) (14) (15)
PM2.5 -1,163.8*** -1,158.4*** -1,156.6*** -1,115.2*** -1,055.8***
Bandwith ±14 Lat ±15 Lat ±16 Lat ±17 Lat ±18 Lat
R2 0.56 0.56 0.84 0.83 0.56
No. of Obs. 3,133 3,250 3,510 3,653 3,913
Polynomial order 1 1 1 1 1
Different slope yes yes yes yes yes
Spline temp. & prec. yes yes yes yes yes
Other metero. controls yes yes yes yes yes
Cubic latitude yes yes yes yes yes
Historical char. yes yes yes yes yes
Year fixed effect yes yes yes yes yes
Clustered (city level) yes yes yes yes yes
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 1.7: PM2.5 and GDP per capita (2SLS, Nonparametric)
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Figure 1.1: The Huai River line and the Cities in the Sample
Note: orange dots represent the northern cities, green ones represent the southern cities, and the
red dashed line represents the Huai River line
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Figure 1.2: Distribution and Regression Function Fit (1st order) of PM2.5
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Figure 1.3: Distribution and Regression Function Fit (2nd order) of PM2.5
Figure 1.4: Distribution and Regression Function Fit (3rd order) of PM2.5
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Figure 1.5: Distribution and Regression Function Fit (1st order) of NO2
Figure 1.6: Distribution and Regression Function Fit (1st order) of O3
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Figure 1.7: Distribution and Regression Function Fit (1st order) of API
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Figure 1.8: Distribution of % Agricultural GDP p.c. of Total GDP p.c.
Figure 1.9: Distribution of % Industrial GDP p.c. of Total GDP p.c.
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Figure 1.10: Distribution of % Service GDP p.c. of Total GDP p.c.
Figure 1.11: Distribution of Population
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Figure 1.12: Distribution of Public Income per capita
Figure 1.13: Distribution of Public Spending per capita
50
Chapter 2





This paper uses wildfires as instrumental variables to make causal inquiry of air pollutant PM2.5’s
impact on economic productivity as measured by GDP per capita of tropical countries. Results show
that a 1 µg/m3 increase in PM2.5 leads to a $166 (95% CI [-321, -10], 3% of a standard deviation)
decrease in per capita GDP in tropical countries, measured in 2010 U.S. dollars. Aggregating the
above results to annual GDP using average-sized developing countries in terms of population, a 1
µg/m3 increase in PM2.5 leads to a loss of $3.5 billion in annual GDP for developing countries.
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2.2 Introduction
Heavy air pollution is a global phenomenon that affects both developing and developed countries.
Numerous epidemiological and public health studies have shown that PM2.5 exhibits strong corre-
lation with increased mortality and morbidity, both short-term and in the long run (Burnett et al.
2014; Cohen et al. 2005; Fann et al. 2012; Murray, Lopez, and Organization 1996; Ostro and Orga-
nization 2004; Pope III and Dockery 2006; Pope III et al. 2002). Worldwide, PM2.5 is estimated to
lead to more than 3.3 million pre-mature deaths per year (Lelieveld et al. 2015).
However, no one hypothesized that PM2.5 may reduce a country’s economic productivity. To
the contrary, the popular belief seems to be that higher pollution is a byproduct or phenomenon
associated with rapid economic growth, especially for developing countries, and that it is simply
the price a society pays to gain higher economic productivity. Traditionally, from economists’
perspective, the causal relationship between economic productivity and air pollution only runs one
way: air pollution level changes as a country’s GDP per capita grows. Economists hypothesized
an inverted-U-shaped Environmental Kuznet’s Curve, where a country’s pollution level will first
increase with its GDP per capita and then decrease due to increased demand for better environment
and higher capability to treat pollution (Agras and Chapman 1999; Cole 2004; Cole, Rayner, and
Bates 1997; Dinda 2004; Galeotti, Lanza, and Pauli 2006; Grossman and Krueger 1994; Hilton and
Levinson 1998; Lin and Liscow 2013; Millimet, List, and Stengos 2003; Stern 2004; Stern, Common,
and Barbier 1996).
Recently, a growing economic literature shows that several air pollutants, especially PM2.5,
which has the most health impact and can easily penetrate indoors, significantly reduce the number
of work days and labor productivity at a fairly large rate (Archsmith, Heyes, and Saberian 2016;
Chang et al. 2014, 2016; Hanna and Oliva 2015; Li, Liu, and Salvo 2015; Zivin and Neidell 2012).
For example, each 10 unit (µg/m3) increase in PM2.5 reduces the hourly earnings of pear packers by
6% (Chang et al. 2014). If PM2.5 does have a substantial impact on labor supply and productivity,
then we should expect to see it having a significant impact on GDP per capita because labor is an
essential input of all economic production.
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In Chapter 1 of this dissertation, I used a unique policy in China as my identification strategy
and studied PM2.5’s impact on GDP per capita in China. Chapter 1 finds that a 1 µg/m3 increase
in PM2.5 leads to a $70 decrease in annual GDP per capita in China, measured in 2010 U.S. dollars.
This impact is substantial, but I cannot directly extrapolate it to other parts of the world for two
reasons. First, China is a highly polluted country, and if the impact response curve with respect to
air pollution is non-constant, the marginal impact of PM2.5 in China does not apply to countries with
different pollution levels. Second, countries’ production structure differs, with developing countries
relying more on labor input and developed countries relying more on capital and technology. To
establish a more complete picture of how PM2.5 affects GDP per capita around the world, I shift
my focus from China to other developing and developed countries.
Identifying the causal relationship between air pollution and economic development using regres-
sions is hard because of the simultaneous causality problem between the two variables: pollution
affects economic productivity, but economic productivity also affects pollution at the same time,
so Ordinary Least Squares (OLS) regressions pick up both effects, and consequently the OLS es-
timators will be biased and inconsistent. There are two ways to make consistent and unbiased
estimates: one is to use instrumental variables regression, and the other is to conduct a randomized
control experiment (Stock and Watson 2003). In this chapter, I choose to use a selection of wildfires
as instrumental variables to study the causal impact of air pollution on economic productivity as
measured by GDP per capita.
There are many types of fires, but the fires I use in this study are wild vegetation fires, which
are open fires of various vegetation including savanna, forest, and agricultural waste burned in the
wilderness (Langmann et al. 2009). Hereafter the word fire refers to vegetation fires only. During the
past decade, fire activities have surged around the globe (Bowman et al. 2009; Lohman, Bickford,
and Sodhi 2007), and wildfires saw a stark increase in both their frequency and duration (Westerling
et al. 2006), providing a unique opportunity for me to use them to study the causal relationship
between air pollution and economic productivity.
To qualify as instrumental variables, the wildfires have to satisfy two conditions: relevance and
exogeneity. In our context, the relevance condition means that the fires need to be correlated with
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PM2.5, and the exogeneity condition requires that the fires are not correlated with GDP per capita
except through the channel of PM2.5 and channels I can control for, like meteorological variables
and country level characteristics that are constant over time.
For wildfires, the relevance condition is more obvious than the exogeneity condition. A variety of
harmful gases and aerosols is emitted to the atmosphere from vegetation fires, including particulate
matter (PM), carbon monoxide (CO), oxides of nitrogen (NOx), volatile and semi-volatile organic
compounds (V OC and SV OC), ammonia (NH3), and sulfur dioxide (SO2) (Wiedinmyer et al.
2006). Among all pollutants emitted by wildfires, PM is the atmospheric pollutant that most
consistently increases with biomass smoke (Sastry 2002).
Wildfires can have substantial impact on air quality through emitting atmospheric pollutants.
Wildfires contributed to a 50-200 µg/m3 increase in PM2.5 and a 25-50 ppb (parts per billion)
increase in O3 concentrations over regions in Indonesia in 1997 (Marlier et al. 2013). Large forest
fires in Canada led to high concentrations of CO, O3, V OC and aerosols in the southeastern and
eastern United States (Wotawa and Trainer 2000). The 2003 southern California wildfires increased
the PM10 concentrations in Los Angeles by three to four times to 200 µg/m3 during the fire, and
the average concentration of PM2.5 more than doubled to 51 µg/m3 (Phuleria et al. 2005).
Almost all wildfires satisfy the relevance condition, but that does not make them suitable can-
didates for an instrumental variable because the qualifying fires cannot be correlated with human
activities that feed into economic development, i.e. the exogeneity condition. Deforestation fires
driven by economic production like soy bean plantation (Macedo et al. 2012) and urban population
growth (DeFries et al. 2010) do not quality because the acreage burned is directly or indirectly
correlated with economic output. Peat fires, although partly naturally induced, are another exam-
ple that does not qualify because evidence exists that they can be highly correlated with human
economic activities (Field, Werf, and Shen 2009; Werf et al. 2008) as peat land cannot be ignited
unless drained by humans. Forest fires that are purely naturally ignited can be good candidates,
but separating them from economic-related fires presents a challenge data-wise.
This study uses wildfires burned in intact forest areas of tropical countries, which are all devel-
oping countries, as instruments for PM2.5. In developing countries, because fires are often used to
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clear forest for farm, ranch, urban settlement or industrial use, total acres burned by all wildfires
are confounded by their link to economic activities. Therefore, I use wildfires burned in the intact
forest areas as the instrument. The reason why this type of wildfires is potentially non-confounded
is that the intact forests are mapped in a way that only forest areas that show no signs of significant
human activity are included (Potapov et al. 2008). Therefore, any wildfires in the intact forest re-
gion should only be natural fires or very small-scale subsistence farming fires. Because only a small
percentage of the countries have intact forest regions, and they are concentrated in the tropics, I
use tropical countries only. Using the tropical country sample and the acres burned by the fires in
the intact forest regions as an instrument, I find that a 1 µg/m3 increase in PM2.5 leads to a $166
(95% CI [-321, -10], 3% of a standard deviation) decrease in per capita GDP.
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2.3 Background
2.3.1 Wildfires and Their Causes
Wildfires are fires burned in the wilderness or rural area. Wildfires are one of the earliest natural
phenomena on earth, following the appearance of terrestrial plants, and they are closely integrated
with many other global ecosystem and meteorological processes(Bowman et al. 2009). Although
global level wildfire activities and burned area statistics are not available, a peek into regional
statistics shows the wide occurrence of wildfires. In 1998, over 27 million acres were burned by
wildfires throughout the boreal forest regions of North America and Europe (Kasischke et al. 1999).
In 2016, there were 65,575 wildfires burned in the U.S., with burned area totaling 5.5 million acres
1.
Lightning and humans are the two primary sources of ignition of wildfires. Between 1959 and
1997, 85% of the total area burned in Canada was caused by lightning (Stocks et al. 2002). According
to the National Fire Protection Association (NFPA) of the U.S., there were on average approximately
9,000 wildfires started by lightning per year in the U.S. between 2008-2012, and the average number
of acres burned per fire is much larger in lightning fires than in fires caused by humans. Lightning-
caused fires burn around 400 acres per fire, and human-caused wildfires burn about 45 acres per
fire 2. Between 2001 and 2012, lightning caused 15% of the U.S.’s wildfires while humans caused
the other 85%. However, because lightening fires burned more acres per fire, 60% of the total acres
burned was attributable to lightning-caused fires with only 40% attributable to human-caused fires
3.
There are two types of human causes of wildfires, intentional and unintentional. In developed
countries, like the U.S., Canada, and most European countries, activities like clearing forest or
grassland for agriculture or urban land usage are rare. Therefore, the human causes of fire are
mostly unintentional. For instance, in the U.S., the human causes of fire include campfires left




unattended, the burning of debris, discarded cigarettes, and some intentional acts of arson 4. For
developing countries, human causes of fire are often intentional. The causes include using fire to clear
land for agriculture, plantation or ranching, which has been done for thousands of years and still
remains a practice in many areas of the world on an ever-growing scale (Morton et al. 2008). The
entities that practice slash and burn are not limited to small-scale farmers because large corporations
sometimes employ fire as a forest clearing device because it is cheaper than zero-fire clearing.
While lightning and humans are the two primary sources of ignition of wildfires, climate and hu-
mans are the two key drivers of wildfires. Climate and humans, in this sense, are not direct ignitors
of wildfire, but they change the environment in ways that make it more fire-prone. Increasing spring
and summer temperatures are behind the increase in fire activities in the western U.S. (Westerling
et al. 2006). Inter-annual and decadal scale climate oscillations like El Niño-Southern Oscillation
(ENSO), Pacific Decadal Oscillation (PDO), and Atlantic Multidecadal Oscillation (AMO) drive
continental-scale fire patterns (Bowman et al. 2009; Kitzberger et al. 2007). Indonesia’s carbon
emissions from fires were more than 30 times greater in an El Niño year than in a La Niña year,
accompanied by higher rate of forest loss and peat land drainage (Werf et al. 2008). Forest and peat-
land fire-induced major transboundary drought events in Southeast Asia usually occur in drought
years of ENSO (Gaveau et al. 2014).
Human activities like logging, road construction, and forest clearing practices change land cover,
which then makes forests more prone to fires (Cochrane 2003). For example, economic production,
like soy bean plantation, in which land comes entirely from expanding into cleared pasture areas
and forests (Macedo et al. 2012), urban population growth and expansion in agricultural exports
(DeFries et al. 2010), and drainage of peatland for urban area expansion(Field, Werf, and Shen
2009; Werf et al. 2008) are the most important drivers behind heightened fire occurrences. Human
activities as a primary driver for wildfires is also evidenced by the fact that most tropical forest fires
occur on forest edges (Cochrane 2003).
4National Park Service (NPS): https://www.nps.gov/fire/wildland-fire/learning-center/fire-in-depth/wildfire-
causes.cfm
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2.3.2 Fires and Air Pollution
Biomass contains large amounts of carbon, the burning of which produces large quantities of trace
gases, aerosol particles, and smoke particles (Crutzen and Andreae 1990), including carbon monoxide
(CO), oxides of nitrogen (NOx), volatile and semi-volatile organic compounds (V OC and SV OC),
ammonia (NH3), sulfur dioxide (SO2), particulate matter (PM), etc. (Dennis et al. 2002; Wiedin-
myer et al. 2006). Not only do direct emissions from fires contribute to air pollution levels, but they
also go through chemical reactions in the atmosphere to form other air pollutants (Langmann et al.
2009). For instance, the gaseous pollutants are precursors for ozone (O3), so as a result, wildfires
also lead to increased tropospheric O3 concentrations (Wotawa and Trainer 2000).
Among all pollutants emitted by fires, suspended particulate matters (PM) is the atmospheric
pollutant that most consistently increases with biomass smoke (Sastry 2002). PM are composed
of solid and liquid particles suspended in the air with major components being sulfate, nitrates,
ammonia, sodium chloride, black carbon, mineral dust, and water 5. PM with aerodynameters less
than 10 µm is named PM10 and PM with aerodynameters less than 2.5 µm is named PM2.5. While
WHO’s health guideline for PM2.5 is an annual average of 10 µg/m3, fires contributed to a 50-200
µg/m3 increase in PM2.5 concentrations over regions in Indonesia in 1997 (Marlier et al. 2013).
Fires’ air pollution impact can be both local and regional. Because fire locations are usually
concentrated, fires can result in local levels of air pollution similar to those of developed countries’
industrial regions (Crutzen and Andreae 1990). However, unlike many other air pollutants, PM
released from biomass burning can rise in the atmosphere and drift with the prevailing winds to a
thousand kilometers or more (ibid.). The 1997 Indonesia forest fire emitted large amounts of haze
that caused massive transboundary air pollution within all of Southeast Asia (Koe, Arellano, and
McGregor 2001). The 1998 forest fires in Canada that burned over 3 million acres of boreal forest
caused a pronounced aerosol layer over Germany and Ireland (Forster et al. 2001). NASA’s satellite
routinely captures images similar to the two shown in Figure 4 and Figure 5 , where smoke plumes
of fires in Portugal poured into Spain, and wildfires in Yukon Canada caused by lightning strikes
5The definition and composition of PM2.5 is based on the WHO factsheet Ambient (outdoor) air quality and
health: http://www.who.int/mediacentre/factsheets/fs313/en/
59
emitted smoke that traveled to Northwest Canada territories.
PM can exhibit a severe health impact because they are small enough to penetrate and deposit in
human lungs, which leads to further cardiovascular and respiratory diseases. PM2.5’s aerodynamic
diameter is a lot less than the diameter of PM10, and as a result PM2.5 poses an even stronger
health threat. The epidemiological study of PM2.5 and mortality began with historical episodes
of high pollution, but recently more and more research has focused on moderate concentrations
of ambient PM2.5. Studies have found a strong association between PM2.5 and cardiopulmonary
mortality and morbidity (Pope III and Dockery 2006; Pope III et al. 2002). For example, using a
sample of U.S. cities, a study found a linear relationship between PM2.5 and daily deaths (Schwartz,
Laden, and Zanobetti 2002). Using a sample of European cities, another study found that long-term
exposure to PM2.5 is related to increased premature death from cardiopulmonary and lung cancer
(Boldo et al. 2006). A large-scale study using mortality data on over 1.3 million deaths in 27 U.S.
communities found that a 10 µg/m3 increase in the previous day’s PM2.5 concentration is associated
with a 1.21% increase in all-cause mortality, a 1.78% increase in respiratory related mortality, and
a 1.03% increase in stroke related mortality (Franklin, Zeka, and Schwartz 2007). For developing
countries, epidemiological and public health studies are more scarce, but Chen et al. found that
life expectancy at birth will be reduced by about 3 years if exposure to total suspended particulate
(TSPs) increases by 100 µg/m3 where PM2.5 is a major component of TSPs.
Health impacts of direct exposure to fire smoke are studied too, and PM2.5 is believed to be
the main culprit behind fire smoke’s health impact (Johnston et al. 2012; Marlier et al. 2013). By
estimating PM2.5 from global fire emissions between 1997 and 2006, Johnston et al. estimated that
about 340,000 deaths annually around the globe are attributable to direct exposure to landscape
fire smoke (Johnston et al. 2012). Using multi-year data from Southeast Asia, Marlier et al. found
that a strong El Niño year contributed up to heightened PM2.5 concentration, which in turn led to
a 2% increase in regional annual adult cardiovascular mortality (Marlier et al. 2013).
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2.3.3 Quasi-experimental Variation in Air Pollution
I review several economics studies that utilize quasi-experimental variation in air pollution and are
most informative to my study. Rangel and Vogl examined the impact of air pollution on infant
health (Rangel and Vogl 2016). The variation in air pollution is based on agricultural fires and
wind direction. The main challenges to identification are that many factors that drive fire activities
also drive health outcomes. For example, farmers decide when to set fires based on meteorological
conditions like temperature and precipitation. For another example, many economic activities are
interlinked with setting agricultural fires and economic conditions are known to impact health.
To disentangle the effects of climate and economic conditions, Rangel and Vogl use downwind
observations as the base group and compare them with upwind observations , as upwind exposure
to PM is higher than downwind exposure to PM . The underlying assumption is that residents
living upwind and downwind are in the same climate and economic environment, and there is no
systematic difference between the residents who are upwind and downwind. Similar to Rangel and
Vogl’s strategy, Anderson (Anderson 2015) used highways as a source of pollution, and exploited
the variation in pollution level created by upwind versus downwind weather. The key assumption is
similar, that residents on both sides of a highway cannot have systematic differences or experience
different climate environments.
Schlenker and Walker used pollution variation created by airport runway congestion to identify
the short-term health impact of carbon monoxide exposure (Schlenker and Walker 2015). The
variation in CO is created by the time airplanes spent taxiing in the airport, which brings a key
identification challenge because climate conditions are correlated with both airport congestion and
health outcomes of residents living close to the airport. To avoid this confounding factor, Schlenker
and Walker use east coast airport congestion and the health outcomes of residents near a west coast
airport because climate conditions in the east do not impact west coast residents. They can do so
because west coast airport congestion is linked to airport congestion on the east coast. In an earlier
research study, Moretti and Neidell used daily variation in boat traffic to instrument daily ozone
concentrations and studied the impact of ozone on health outcomes (Moretti and Neidell 2011).
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The two identification strategies both rely on air pollution variation from transportation traffic, but
Moretti and Neidell do not have to deal with the climate variables as confounders because boat
arrivals are not impacted by daily weather.
Chen et al. used the variation induced by the Huai River policy and studied the impact of TSPs
on life expectancy in a geographic Regression Discontinuity (RD) design (Chen et al. 2013). Huai
River Policy in this case, is an instrumental variable, whose induced variation in TSPs is used to
estimate the causal relationship between air pollution and life expectancy. Almond et al. (Almond
et al. 2009) is the first research that used Huai River policy in an RD design, which uncovered
a source of variation that can be used to study the impacts of air quality on health and other
individual or aggregated economic outcomes in the setting of China. Because RD design assumes
randomization, controlling for climate and economic factors are not necessary. However, flexible
polynomials of degree latitude are controlled for in both studies to reduce the standard error of the
estimates.
Neidell used an RD design to study the relationship between air pollution alert and outdoor
activities (Neidell 2009). Activity counts on the days where ozone concentration is just below an
alert level are used as counterfactuals of activity counts on the days where ozone concentration is
just above an alert level, triggering an alert. Results are robust to the inclusion of weather variables
even weather variables are significant predictors of outdoor activities. Chay and Greenstone (Chay
and Greenstone 2003a) used the Clean Air Act’s non-attainment status as an instrumental variable,
where counties that were just below the non-attainment threshold experienced a large downward
change in air pollution levels, but counties that were just above the non-attainment threshold did not.
Chay and Greenstone (Chay and Greenstone 2003b) used geographic pollution variation induced by
unexpected economic recession, and the basis of this identification strategy is that the changes in
air pollution are uncorrelated with changes in other determinants of health outcomes. Locations
that neighbored pollution-intensive industries experienced sharp improvements in air quality while
locations that did not neighbor such industries experienced little improvement. Matching of county
level income changes is used to control income as a key confounder.
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2.4 Data
2.4.1 Global Fire Emission Database
I derive the annual total burned area and intact forest burned area from the monthly burned
area product from the Global Fire Emissions Database, Version 4, (GFEDv4). GFEDv4 provides
0.25-degree by 0.25-degree gridded global monthly burned area since mid-1995, which was derived
exclusively using the Moderate Resolution Imaging Spectroradiometers (MODIS) burned area prod-
uct (Giglio, Randerson, and Werf 2013). The MODIS onboard NASA’s Terra and Aqua satellites
measure visible and infrared radiation, and by combining information collected on both the spectral
and temporal dimensions, like deposits of charcoal and ash, removal of vegetation, and daily change
in surface reflectance 6, daily burned areas are derived at 500-meter spatial resolution. GFEDv4
aggregates the 500-meter pixels from MODIS to 0.25-degree grid cells. For each grid, monthly
burned area figures are summed up to annual total burned area of the grid, following which country
level total annual burned area is derived by summing up all pixels covered by a country. Intact
forest burned area is mapped by extracting only the burned areas that overlap with the intact forest
regions of each country. Globally, annual total burned area varies somewhere between 741 million
acres and 940 million. The total annual burned area for 2010 is shown in Figure 9.
2.4.2 Intact Forest
Intact forest data is from The World’s Intact Forest Landscapes (IFL) map. IFL are undeveloped
forest areas mapped out using satellite imagery. More precisely, IFL are continuous areas of ecosys-
tem with at least 500 kilometers in area defined within current forest content and showing no signs
of significant human influence. Using higher resolution satellite imagery, indications of human ac-
tivities are identified, and forest areas that are under human influence are excluded from IFL areas.
Human activities that will disqualify a forest area to be considered IFL include land clearing using
fire, logging, road building, and other infrastructure expansion. A buffer zone is created between
the sites of these activities and IFL, and the buffer zone width is chosen by estimation of the extent
6MODIS active fire and burned area products: http://modis-fire.umd.edu/pages/BurnedArea.php
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to which these activities will penetrate the adjacent forest (Potapov et al. 2008). Four examples of
the mapping logic are shown in Figure 6, and the global IFL areas in 2000 are shown in Figure 8.
For the above mapping logic, fires that take place within IFL areas are treated as fires that have
natural causes (ibid.), which is the basis for one of the identification strategies of this study. Because
fires burned in IFL areas have natural causes rather than human causes, they are severed from the
simultaneous causality that exists between human-induced fires and economic outcomes. There is
one data-related challenge because IFL are available for only the years 2000 and 2013. To solve this
problem, I use IFL in year 2000 to map out the intact forest burned areas by country for the years
2001 to 2005, and use IFL in year 2013 to map out the intact forest burned areas by country for
the years 2006 to 2012. This mapping may overstate intact forest burned area for 2001 to 2005 and
understate intact forest burned area for 2006 to 2012. However, the understatement for 2006 to
2012 is a preferred approach because data showed that rapid deforestation took place between 2011
and 2013 (Potapov et al. 2017), and understating the intact forest burned area during this period
of high deforestation will help me avoid using confounded fire. The total areas burned in the intact
forest region are orders of magnitude smaller than fires outside the region as shown in Figure 9, and
their main causes of ignition are natural, i.e. lightning.
Globally, IFL are about 23.5% of the existing forest zone, with about 45% of the IFL distributed
in Dense Tropical Forests and Subtropical Forest, and another 45% distributed in Boreal Forests
(Potapov et al. 2008) (Figure 8). The IFL in Boreal Forest are mainly located within three geo-
graphically large countries, Russia, Canada, and the U.S. (mainly Alaska), the inclusion of which
would greatly bias my analysis. Therefore, I use only tropical countries, where 45% of the current
IFL is located, in my sample 7. In total, 86 tropical countries are included, with only the tropical
countries with areas smaller than a 2.5 degree by 2.5 degree grid excluded.
2.4.3 Economic Data
Economic indicators at the country level are from World Bank Development Indicators. All economic
output variables are adjusted for inflation and measured in 2010 U.S. dollars. High-income countries
7The list of all tropical countries can be found in the Appendix
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are countries with GNI per capita of $12,476 or more as defined by the World Bank 8. There are 56
such countries or regions in total.
2.4.4 Satellite Pollution Data
PM2.5 data is from Global Annual PM2.5 Grids from MODIS, MISR and SeaWiFS Aerosol Optical
Depth (AOD), v1 (1998 – 2012) data set, which provides a continuous surface of three-year running
mean concentrations of PM2.5 between 1998 and 2012. Ground-level concentrations are derived
from the satellite AOD retrievals using a conversion factor from the global chemical transport model
(Van Donkelaar et al. 2015). The spatial resolution is 0.5 degree by 0.5 degree and covers most of
the earth. The PM2.5 concentration is mapped to each country using the the country’s geological
boundaries, where a country’s PM2.5 average is the average of all the raster grids that either fall
completely inside a country or touch the boundary of a country. Countries with areas smaller than
a grid cell of the PM2.5 data set are dropped.
2.4.5 Meteorological Data
Temperature and precipitation data are from the University of Delaware Air Temperature & Pre-
cipitation data set. The data set provides monthly global gridded high-resolution data for air
temperature and precipitation from 1990-2014. The spatial resolution is 0.5 degree by 0.5 degree.
Monthly means for relative humidity, specific humidity, wind speed, and wind direction are obtained
from the NCEP/NCAR Reanalysis 1 product. The spatial resolution is 2.5 degrees by 2.5 degrees,
which is coarse. NCEP/NCAR Reanalysis 1 is a global gridded weather data set. Many types of raw
data sources are employed in creating NCEP/NCAR Reanalysis 1, including surface observations
and satellite observations, as well as other remote sensed data using aircraft and air balloons, for
example.
8The list of all high-income countries can be found in the Appendix
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2.5 Estimation
In this study, I use exogenous variation in wildfires as instrumental variables for PM2.5 concentration
in order to estimate the causal impact of PM2.5 pollution on economic productivity as measured by
GDP per capita. Wildfires are plausible instruments to study the relationship between air pollution
and GDP per capita when the fires are not related, directly or indirectly, to economic activities. If
the instrumental variables’ variation are indeed exogenous of economic activities after controlling all
other variables that impact both fire activities and economic outcome, I will be able to draw causal
conclusions regarding PM2.5’s impact on economic development.
My sample is all tropical countries in the world, and the instrumental variable is the annual total
areas burned in intact forest regions of these countries. All of the tropical countries or regions in
the sample are non-high-income countries 9. Most of the fire activities in this sample are driven by
economic production; therefore, annual total area burned cannot qualify as an instrument for this
sample. However, fires burned in the intact forest areas are likely to be initiated only by natural
causes because intact forest are forest areas where no human activities exist. As shown in the
summery table Table 2.1, the total area burned is hundreds times greater than the area burned in
the intact forest region. In my analysis, I also show that these two fires are very different creatures,
both in the way they affects PM2.5, and in the way they affect GDP per capita.
I investigate the impact of PM2.5 on economic productivity as measured by GDP per capita
with the following distributed lag autoregressive regression model, which I refer to later as the
Main Model. By controlling for country and year fixed effects, I am effectively making comparisons








i,t−kωk + γi + δt + ϵi,t (2.5.1)
Where i indexes individual country and t the year. PM2.5it is the three-year running mean PM2.5
9Hongkong and Singapore are high-income by World Bank’s classification but they fall out of the minimal area
requirement, which is 5 degrees by 5 degrees, and are excluded from my sample as a result
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concentration for country i in year t. ∑j=τj=1 ρjGDPpci,t−j is the lagged GDP per capita up to year 5.∑k=τ
k=0 X
′
i,t−kωk is the cubic spline functions of annual mean temperature and precipitation, and the
cubic spline functions of annual mean temperature and precipitation lagged for 1-4 years. I control
for country and year fixed effects for confounders that are constant within a country or common to
a certain year. All models’ standard errors are clustered at the country or state level.
Meteorological variables, current and lags, are key controls to include in the specification because
the literature on fire activities has established a consensus that climate variables including intra-
annual climate phenomenon are key drivers of fire activities around the globe. In the meantime,
economic literature has a substantial body of research that shows that temperature is an important
factor in economic development (Dell, Jones, and Olken 2009, 2012; Heal and Park 2013; Hsiang
2010; Sachs 2001; Sachs, Mellinger, and Gallup 2001). Given that meteorological variables, especially
temperature, correlate with both the pollution level and the outcome variable, it is important that I
flexibly control for it. Tests are carried out later to see if meteorological variables are well controlled
for.
The main coefficient of interest is β, indicating how PM2.5 affects the per capita GDP level of a
country. Estimating this equation using OLS will, however, lead to biased results because pollution
level is endogenous. In order to address the endogeneity, I propose to use wildfires as an instrument
with wildfires identified with fires burned in the intact forest region, and use a two-stage-least-
squares (2SLS) estimator to estimate the Main Model (Equation (2.5.1)). The first-stage regression
is the followings




i,t−kω1k + δ1t + ε1it (2.5.2)
Where IFBAit intact forest burned area for country i in year t. Correct identification depends
on the validity of the instrument: if the fires in the intact forest region satisfy conditions of instru-
ment relevance and exogeneity, the coefficient β in Equation (2.5.1) can be estimated using a 2SLS




First-stage results are shown in Table 2.1. Regression (1) in the table is based on Equation (2.5.2),
while Regression (2) in the table is based on the following equation




i,t−kω2k + δ2t + ε2it (2.5.3)
Where all variables are the same with Equation (2.5.2) except for that IFBAit is replaced with TBA,
the total burned area. The results of the two regressions are put together to make a comparison
between the two different fire regimes.
First-stage results are positive for both types of fires. However, the magnitudes of the coefficient
estimates and the significance level differ. The coefficient estimates using the intact forest burned
area (IFBA) is larger and more significant, while the coefficient estimates using the total burned
area (TBA) is magnitudes smaller and less significant. The first-stage regressions estimate that for
every 1 billion acres burned in the intact forest, PM2.5 concentration will increase by approximately
4 µg/m3 per year. For every 1 billion acres total areas burned, the PM2.5 concentration will increase
by approximately 0.25 µg/m3 per year.
The first-stage impacts, although positive and significant, are rather small. Globally, annual total
burned area varies somewhere between 741 million acres to 940 million, which means that annual
total burned area contributes to less than 0.2 µg/m3 per year increase in global PM2.5 concentration
per my regression result. However, wildfires’ impact on regional PM concentration can be very large
within weeks of the onset of a fire. For example, fires contributed to a 50-200 µg/m3 increase in
PM2.5 concentrations over regions in Indonesia in 1997 during the month of the fire(Marlier et al.
2013). The 2003 southern California wildfires increased the PM10 concentrations in Los Angeles by
three to four times to 200 µg/m3 during the fire, and the average concentration of PM2.5 more than
doubled to 51 µg/m3 (Phuleria et al. 2005). The first-stage estimates are results of averaging the
impact over a year and across the entire country, which necessarily reduces the size of the impact.
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Ideally, we would measure the immediate short-term impact on monthly economic output, but both
the monthly PM2.5 and monthly GDP per capita are more difficult to obtain and would contain
more noise if they were actually measured and collected.
The reason why the magnitude of the estimates differ between the two types if fires is probably
because the fires belong to different fire regimes. Ecologists define fire regimes based on a range of
variables including fuel type, temporal nature, spatial pattern, and consequences (Bowman et al.
2009). Different fire regimes emit PM at different intensities. The amount and composition of
the trace gases and aerosol particles released from fires depend primarily on the composition of the
fuel and combustion conditions (Langmann et al. 2009), so the emission factors are different among
various types of fuels like broadleaf forest, humid tropical forest, grassland, and savanna (Werf et al.
2010). While the fires in the intact forest region are fires burned in forest areas, the fires burned in
total include fires burned in savannas and grasslands. Globally, only 5% of the annual total burned
area is from forest, while about 70% is from savanna, and 10% from grassland (Giglio, Randerson,
and Werf 2013). The emission intensity of savannas and grassland when burned is a lot lower than
that of forests, and therefore it could be a reason why the first-stage coefficient estimates are vastly
different between the intact forest fires and all fires in total.
The t values for the intact forest fires (Table 2.2 Regression 1) is 3.11. This means that the
corresponding F values is about 9.7, which is a little less than 10, potentially leading to a weak
instrument issue. In the presence of weak instrument, the 2SLS estimate will bias toward the
corresponding OLS estimate. Later in the discussion of the 2SLS result, the OLS estimate using the
same specification of the Main Model are presented, and it is close to zero, meaning that with the
potential bias, the 2SLS estimate sets a lower bound for the negative economic impact of PM2.5.
First-stage results are robust to the inclusion of the number of lags of the meteorological variables,
year, and country fixed effects.
2.6.2 Two Stage Least Squares (2SLS)
The 2SLS result using IFBA as the instrument for PM2.5 in Equation (2.5.1) is shown in Table 2.3
Regression (1). For each 1 µg/m3 increase in PM2.5, GDP per capita for tropical/developing
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countries decreases by $166 (95% CI [-321, -10]), which is 3% of a standard deviation and 2% of the
mean (Table 2.1). The result is significant at 10% level. As mentioned previously, it is critical to
show that IFBA and TBA are two different fires. Therefore, the 2SLS result using TBA as the the
instrument for PM2.5 in Equation (2.5.1) is shown in Table 2.3 Regression (2). The result is positive
and insignificant. OLS regression result is shown in the same table. Because there is potentially a
weak instrument problem with IFBA, I run the OLS to show that the OLS estimate is close to zero,
meaning that the negative coefficient estimate in Regression (1), if biased due to weak instrumet
problem, should be a lower bound estimate of PM2.5’s impact on GDP per capita.
I replace the GDP per capita in the Main Model (Equation (2.5.1)) with agricultural GDP
per capita and non-agricultural GDP per capita, and the results are shown in Regression 1 and
2 in Table 2.4. The results showed that PM2.5 does not exhibit a significant negative impact on
agricultural output but does show a significant negative impact on the non-agricultural output.
There may be several reasons why PM2.5 does not exhibit a significant impact on agricultural
GDP per capita. First, the output efficiency of labor measured in dollars may be higher in non-
agricultural sectors than the agricultural sector in the tropical countries. If this is the case, given
that one of the potentially important reason why PM2.5 negatively affects GDP per capita may be
its impact on human health which further leads to lost labor days and reduced labor productivity,
we should expect to see higher marginal negative impact of air pollution on non-agricultural sectors
than the agricultural sector. However, it is not entirely clear whether it is true that the output
efficiency of labor in tropical countries is higher in non-agricultural sectors because many of the
tropical countries are agriculture based.
An alternative reason why I obtain the above result may be that PM2.5 is a scattering aerosol:
recent studies have found that plants are often able to more efficiently use diffuse light for pho-
tosynthesis (Mercado et al. 2009), and aerosol like PM2.5 has strong scattering property because
its diameter is large. The wavelength of visible light is less than 1 µg, and as a result, PM2.5,
with diameters less than 2.5µg, non-selectively scatter all of the electromagnetic radiation in the
visible spectrum10 (Campbell and Wynne 2011). If this is true, the negative impact of PM2.5 on
10This is also the reason why in high PM2.5 pollution days, people see white haze or smog: blue, green and red
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agricultural output may be canceled out by the positive impact from increased diffuse light. As a
result, we do not observe a significant impact of PM2.5 on the agricultural GDP per capita.
There is potentially one nice implication of the above result: because agriculture’s output is
highly susceptible to meteorological conditions, meteorological conditions may be well controlled
for. For instance, drought may lead to lower agricultural output and in the meantime, more fire
activities and higher pollution levels. As a result, if meteorological conditions are not well controlled
for, we should expect to see a higher pollution level being associated with lower agricultural GDP
per capita.
I conduct a falsification test by replacing the GDP per capita of year t in the Main Model by
GDP per capita of year t-1 (i.e., the lagged GDP per capita), and the results are shown in Table 2.4
Regression (3). The estimate is not significant. The result of the falsification test supports the
exogeneity assumption for the intact forest fires as valid instruments. The exogeneity assumption
requires that the fires are not correlated with economic activities so that they do not correlate with
the outcome variable, GDP per capita, through other channels other than air pollution. Economic
outcomes are known to be highly serially correlated. If the exogeneity assumption is violated, and
the fires correlate with economic activities in year t, then it is very likely that they will correlate
with economic activities and therefore outcomes in year t-1. As a result, the falsification test may
show that the air pollution in year t has an impact on the GDP per capita in t-1.
Policy implication The empirical results of this study are most helpful for national scale policies
that intend to affect many levels of economic activities over the long run. The results are helpful in
four respects. First, the results can help set a baseline for calculating the economic benefit of air
pollution policies on a national scale, especially for developing countries. Currently, the economic
cost of mortality and morbidity forms the basis for calculating the benefits of air pollution policies.
However, to convert mortality and morbidity impact to economic measures, the value of statistical
life (VSL) must be used. Developing countries usually assume a much lower VSL than do developed
countries (Mrozek and Taylor 2002), which leads to significant lower total benefit. A change in
lights are scattered equally by PM2.5 particles
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the VSL used in the benefit equation can make an otherwise cost-effective policy cost-ineffective.
Empirical results from this study do not rely on VSL measures, and hence provide an alternative
way to evaluate the potential economic benefit of air pollution regulation for developing countries.
Second, if PM2.5’s impact on labor productivity is true, then the empirical results should have
reflected the impact, which is not traditionally included in the benefit equation for air pollution
regulation. Although in most of the developed countries it is wildly accepted that air pollution
regulation, like the Clean Air Act, has far greater benefit than cost, this study’s results can still
help calibrate and supplement macro model results. When evaluating CAA’s economy-wide effects
on GDP rather than regional or sectional impact, the U.S. EPA built macroeconomic models to
do so because it is impossible to aggregate all micro-level results into macro-level ones due to the
heterogeneity as well as complexity of a country’s economy. The empirical results of this study can
be readily used to calibrate and supplement such modeling results.
Third, the result of this chapter (1 µg/m3 increase in PM2.5 leads to a $166 (95% CI [-321,
-10]) decrease in per capita GDP in developing countries) is very close to Chapter 1’s finding (a 1
µg/m3 increase in PM2.5 leads to a $155 (95% CI [-230, -72]) decrease in annual GDP per capita in
China). This suggests that PM2.5’s impact on GDP per capita may stay relatively constant with
respect to the PM2.5 concentration, given the cities in Chapter 1 have average PM2.5 concentration
about 3 times greater than the average PM2.5 concentration in the tropical countries. However, the
caveat is that both estimations have wide confidence intervals, and as a result, it is possible that
the marginal cost of PM2.5 differ.
Lastly, the findings have direct implications for fire control policies. Traditionally, the economic
cost of large forest fires is measured using short-term estimations that are mainly based on medical
expenses, disrupted economic activities, and suspended production activities for the duration of the
fire. However, this study suggests that there is a long-term economic impact through the channel
of air pollution. Given that many fires are driven by human activities like logging, forest clearing,
road construction, and urban expansion (Cochrane 2003; DeFries et al. 2010; Field, Werf, and Shen
2009; Macedo et al. 2012; Werf et al. 2008), more stringent policies and higher investment can be
justified based on this study’s results.
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2.7 Conclusion
In this chapter, I use the quasi-experimental variation in PM2.5 induced by wildfires to study the
causal impact of PM2.5 on economic productivity as measured by GDP per capita. My findings
show that for each unit (µg/m3) increase in PM2.5, there will be a decrease in GDP per capita of
about $166 for developing countries. Aggregating the above results to annual GDP using average-
sized developed and developing countries in terms of population, a 1 µg/m3 increase in PM2.5 leads
to a loss of $3.5 billion in annual GDP for developing countries.
The empirical results have important policy implications. For developing countries, the empirical
results can help form a baseline measure of the benefit of air pollution reduction policies that is not
subject to the uncertainty of VSL. For developed countries, where air pollution’s benefit is usually
multiple times its cost, the empirical results can still help to calibrate the long-term impact of
national scale policy and supplement macroeconomic models that aim to simulate the impact of
such policies. Globally, the results can provide empirical evidence for modeling economic loss in
response to increasing air pollution and help design the optimal policy on the global scale.
Economic productivity is a cornerstone of human society’s wellbeing. The first two chapters in
this dissertation have shown that environmental factors can have a substantial impact on human
productivity, especially that air pollution can have a substantial impact on the macroeconomic
productivity of nations, the understanding of which is critical to modeling the welfare implication
of air pollution policies and to anticipating the global impact of rising air pollution.
Existing studies have identified specific channels through which air pollution, especially the most
harmful kind, PM2.5, can exhibit negative impact on human health and labor productivity. The
results of this dissertation provide the first evidence that, after potentially complicated aggregation
and interactions among the micro mechanisms, strong response of macro level output emerges.
Given the negative impact on macroeconomic productivity, we may want to rethink our views on air
pollution. Instead of viewing air pollution as a cost countries pay for their economic development, it
may be more beneficial to view air pollution reduction as a way to increase economic productivity.
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2.8 Tables and Figures
Mean Standard Deviation Observations Unit
Tropical Countries (by country)
GDP per capita 4,992 6,530 1,040 2010 $
PM2.5 13.4 12.0 1,040 µg/m3
IFBA 2.24 1.23 1,040 million acres
TBA 668 1,490 1,040 million acres
Population 22.7 41.3 1,040 million
China (by city)
GDP per capita 26,648 22,457 3,913 2010 $
PM2.5 44.9 23.7 3,913 µg/m3
Note: all statistics are based on year 2000-2012 inclusive. The countries included
in ”tropical countries” are listed in the Appendix. China’s pollution concentration
is listed for comparison’s purpose. IFBA means Intact Forest Burned Area. TBA
means Total Burned Area.
Table 2.1: Descriptive Statistics (2000-2012, n=1,040)
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Dependent variables: three-year mean PM2.5 concentration
Model No. (1) (2)
Intact Forest Burned Area 3.95*** n/a
(1.27) (n/a)
Total Burned Area n/a 0.25*
(n/a) (0.14)
Lagged cubic spline temperature yes yes
Lagged cubic spline precipitation yes yes
Country fixed effects yes yes
Year fixed effects yes yes
Clustered standard error (country) yes yes
R2 0.96 0.99
No. of observations 1,040 1,040
***Significant at 1%, **Significant at 5%, *Significant at 1%
The fire regimes differ between the fires in the forests and the fires
in general, which can include grassland, savana and agricultural fires.
This may be the reason why TBA’s marginal imapct on PM2.5
concentration is magnitudes smaller than IFBA’s marginal impact.
Table 2.2: First-stage Results using IFBA and TBA
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Dependent variable: GDP per capita
Model 2SLS 2SLS OLS
Instrument IFBA TBA n/a
Model No. (1) (2) (3)
PM2.5 -165.9** 79.2 0.88
(79.4) (129.8) (8.09)
Lagged GDP per capita yes yes yes
Lagged cubic spline temperature yes yes yes
Lagged cubic spline precipitation yes yes yes
Country fixed effects yes yes yes
Year fixed effects yes yes yes
Clustered standard error (country) yes yes yes
R2 0.99 0.99 0.99
No. of observations 1,040 1,040 1,040
***Significant at 1%, **Significant at 5%, *Significant at 1%
It is important that I show the fires in the intact forest region is different
from the fires in general. Using IFBA and TBA as instruments respectively
show that the two fires are different creatures. Non-instrumented OLS
result is shown as a comparison to the 2SLS result using IFBA as an
instrument.
Table 2.3: 2SLS Regressions sing IFBA and TBA as the Instruments
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Dependent variables vary (please refer to row 3 below)
Model 2SLS 2SLS 2SLS
Instrument IFBA IFBA IFBA
Dependent Variable Agri.GDPpct NonAgriGDPpct GDPpct−1
Model No. (1) (2) (3)
PM2.5 -20.5 -137.9** -132.1
(14.2) (64.7) (181.0)
Lagged GDP per capita yes yes yes
Lagged cubic spline temperature yes yes yes
Lagged cubic spline precipitation yes yes yes
Country fixed effects yes yes yes
Year fixed effects yes yes yes
Clustered standard error (country) yes yes yes
R2 0.96 0.99 0.96
No. of observations 1,040 1,040 960
***Significant at 1%, **Significant at 5%, *Significant at 1%
Agricultural GDP per capita not being significantly affected but non-agricultural GDP
per capita is favors the hypothesis that climate factors have been well controled for
because agriculture is very sensitive to climate conditions. The test using lagged GDP
per capita supports the exogeneity of the instrument because economic activities are
usually highly serially correlated.
Table 2.4: 2SLS Regressions using Sectoral and Lagged GDP per capita as Dependent Variables
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Chapter 3
Temperature and Labor Productivity:
Evidence from 4 Million Pitches
Douglas Almond, Ruinan Liu
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3.1 Abstract
Labor is a primary input to economic production. Understanding the economic impact of tempera-
ture on labor productivity has important implications for climate change policies. However, studying
productivity response to temperature at the individual level is difficult due to a general lack of large
sample and high-quality labor productivity data. This study utilizes a unique data set resembling
a lab experiment: randomly exposing many professional baseball pitchers to various temperature
levels in a controlled environment and observing how their pitching speed, as a measure of labor
productivity, changes. We obtain the starting speed of 3.76 million pitches made by 826 Major
League Baseball (MLB) starting pitchers between 2008 and 2015 and the game-site temperature.
We find that temperature’s impact on labor productivity as measured by pitching speed is highly
nonlinear. Labor productivity increases with temperature at a stable rate up to around 15◦C, and
starts to increase at a much higher rate between 15 and 21 ◦C, implying that the majority of the
productivity gain takes place between 15 and 21 ◦C. The productivity increase slows down pass 21
◦C, peaking at around 25-30◦C, and starting to level-off at higher temperature levels. We believe
that the labor productivity-temperature pattern up until 21 ◦C is driven by productivity’s response




Global average surface air temperature is predicted to increase by somewhere between 1.8 and 4.0 ◦C
in the coming century under various climate change scenarios (Solomon 2007). Many studies have
shown that temperature increase will have significant impact on many social and economic aspects
of human society: food production (Adams et al. 1990; Schlenker and Lobell 2010; Schlenker and
Roberts 2009), fisheries (Allison et al. 2009; Perry et al. 2005; Roessig et al. 2004), ecosystem service
(Bonan 2008; Hoegh-Guldberg et al. 2007; Malhi et al. 2008), health (McMichael, Woodruff, and
Hales 2006; McMichael 2003, 2007; Patz et al. 2005), civil conflicts and wars (Burke et al. 2009;
Hsiang, Meng, and Cane 2011), energy consumption (Aroonruengsawat and Auffhammer 2011;
Auffhammer and Mansur 2012; Deschênes and Greenstone 2011), and aggregate macroeconomic
output (Burke, Hsiang, and Miguel 2015; Dell, Jones, and Olken 2012; Heal and Park 2013; Hsiang
2010), yet its direct impact on labor productivity, one of the primary factors of economic production,
remains unknown.
A better understanding of the welfare impact of future climate change is key to the design of
optimal climate change policies. If temperature significantly affects labor productivity, the potential
welfare impact would be large because labor is a direct and essential input of almost all economic
production. If we assume a country’s production function is Cobb-Douglas, then depending on the
output elasticity of labor, a 1% decrease in labor productivity will translate directly into a certain
percentage reduction in output level.
Temperature’s potential impact on labor has two aspects, the extensive margin and the intensive
margin. An extensive margin is the number of hours a worker supplies, and an intensive margin
is the amount of output a worker produces within certain amount of time. Studies have shown
that high temperatures reduce workers’ hours supplied for occupations that are more exposed to
uncontrolled climate (Graff Zivin and Neidell 2014; Li et al. 2016). However, our focus in this study
is the intensive margin, the labor productivity. In general, there is a lack of study, especially studies
with large sample sizes, that look at the intensive margin impact of temperature on labor.
The ideal way to study temperature’s impact on labor productivity would be in a lab setting
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where different groups of randomly selected people perform exactly the same task while being ex-
posed to different levels of temperature. This kind of lab experiment is expensive and difficult to
carry out in real life, especially for a large sample size. If we turn to nonexperimental data, three
key problems emerge. First, clean measures of labor productivity, i.e. the output per hour on a
single task, are almost nonexistent. When a production process involves multiple steps and various
inputs that cannot be fully disentangled in a regression setting, productivity often is measured as the
number of final products delivered during a certain amount of time. Second, workers may exhibit
avoiding behaviors when temperature is high, for instance, reducing the number of hours worked.
As a result, it is hard to separate the intensive margin impact from the extensive margin. Third, it
is difficult to obtain a sample size that is large enough to yield high statistical power. Most of the
existing studies have a sample size that is under 100 (Federspiel et al. 2002; Seppanen, Fisk, and
Lei 2006; Tham 2004).
This study assembles a unique data set that closely resembles the ideal lab experiment we desire:
randomly exposing thousands of professional baseball pitchers to various temperature levels in a
controlled environment and observing how their pitching speed, as a measure of labor productivity,
changes. We obtain a pitcher-game panel of 826 MLB Baseball starting pitchers between 2008 and
2015, during which time 3.76 million pitches were made by starting pitchers. For each starting
pitcher, the average starting speed of all the pitches made in a game is matched to the gamesite
temperature. After controlling for ballpark and year fixed effects, as well as a number of other
environmental and game characteristics, we find significant nonlinear impact, with labor productivity
peaking at around 25-31◦C, and leveling off at higher temperature levels.
The key advantage of this study is the quasi-random assignment of temperature to pitchers.
There are 30 teams in total in MLB. In each MLB season, each team plays 162 games with half
the games played at a team’s home park and half at the opposing team’s home park. Each season’s
game schedule specifying where and when a game is to be held is set well in advance of the start
of a season, and individual teams or players do not have the leeway to maneuver the timing and
location of games, making the assignment of temperature to pitchers random both on the temporal
and spatial dimension. Later in the results section, we show that adding or dropping pitcher fixed
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effects does not impact our coefficient estimates, which is strong proof that temperatures are as
good as randomly assigned.
The other primary advantage of our study is using baseball pitching speed as a labor productivity
measure. Using baseball pitching speed data addresses several key shortcomings of other types of
labor productivity data. From the quantity perspective, during the 8 years of the sampling period,
39,405 pitcher-game observations were made comprising 3.76 million pitches, which is a sample
size that cannot be inexpensively replicated in a lab setting or easily found in non-lab settings.
From the quality perspective, pitching is a single and repetitive task involving no production inputs
other than the labor of the pitcher. Pitching is also a task that is completed in a few seconds,
which does not leave room for avoidance behaviors, and as a result, we can be sure that the impact
on labor that we measure is intensive margin impact only. Last, the new generation of recording
technology PITCHf/x, which utilizes three digital cameras and a state-of-the-art computing system,
can precisely measure the pitching speed with negligible measurement errors.
Our results suggest that labor productivity of more physically demanding tasks in cold regions
of the world is going to benefit from higher temperature, with the majority of the gain realized
between 15 and 21◦C, but the beneficial impact of temperature increase becomes less substantial
after 21◦C, which may even turn negative above 30-31◦C. In the following sections, I provide an
overview of the background of this study, a description of the data, a discussion of the estimation
framework, a discussion of the empirical results, followed by the conclusion.
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3.3 Background
3.3.1 Temperature and economic outcome
We use a panel method to make causative identification, where ballpark fixed effects absorb fixed
spatial characteristics that are correlated both with temperature and pitching speed, and year fixed
effects further take away any common trends in temperature and pitching speed. With this approach,
we believe we join the recent literature that uses climate shocks in a panel setting to study various
outcomes of interest, where variation in temperature and the outcome of interest within a country
or an entity is used to make causal identification (Dell, Jones, and Olken 2014).
The climate-economy literature displays a common pattern, especially the literature that looks
at temperature’s impact on agriculture (Schlenker and Lobell 2010; Schlenker and Roberts 2009)
and labor productivity (Federspiel et al. 2002; Seppanen, Fisk, and Lei 2006; Tham 2004): temper-
ature exhibits nonlinear impact, which is positive in the beginning, but turns negative past certain
thresholds. This common pattern is also found in studies that look at temperature’s impact on
aggregate economic output (Burke, Hsiang, and Miguel 2015; Dell, Jones, and Olken 2012; Heal and
Park 2013; Hsiang 2010), where a country’s GDP change increases with temperature to a certain
point and then starts to decline.
Schlenker and Roberts use agricultural yields and temperature variation within U.S. counties
and find that yields increase steadily with temperature up to around 29-32◦C, and then decrease
sharply beyond that point (Schlenker and Roberts 2009). The nonlinear pattern of temperature
is robust to multiple forms of specification, including nonparametric, higher order polynomial and
piecewise linear (ibid.). Robust negative impacts of climate change on African agriculture are also
found using a variety of functional forms for temperature, including linear and quadratic of average
temperature, piecewise linear, and categorical degree days (Schlenker and Lobell 2010).
Federspiel et al. uses talk speed of the workers at the call center as the labor productivity
measure and finds that talk speed initially increases with temperature but decreases at around 25-
26◦C, while temperature is modeled using either quadratic or categorical terms (Federspiel et al.
2002). The National Electrical Contractors Association (NECA) conducted an experiment in which
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electricians were exposed to different levels of temperatures and humidity and observed that worker
productivities peaked at 24◦C (Association 1974). A meta-study looks at most of the existing studies
of temperature and indoor labor productivity, and concludes that indoor workers’ productivity,
measured by multiple metrics, seems to increase with temperature up to 21◦C, and decreases above
24◦C, the conclusion being based on a cubic polynomial of temperature (Seppanen, Fisk, and Lei
2006). Zivin and Neidell estimate the impact of temperature on time allocation to labor. They find
that at daily maximum temperatures of 30◦C, workers in industries with high exposure to climate
reduce their hours of labor supply. Outdoor leisure time increases up to about 26◦C, stays stable,
and then declines around 38◦C (Graff Zivin and Neidell 2014).
Using within-country temperature fluctuations, Dell et al. find that economic growth levels and
rates both decrease as temperature increases for poor countries (Dell, Jones, and Olken 2012). Dell
et al. interacted linear temperature with a multiple of country characteristics (ibid.). Burke et al.
also looked at the causal impact of temperature on economic growth using within country variations
in temperature and economic output, but they allow for nonlinearity in temperature by specifying
a quadratic functional form of annual average temperature (Burke, Hsiang, and Miguel 2015) and
find significant nonlinear impact, with total country-level productivity peaking at around 13◦C,
and declining strongly at higher temperature levels. Also using a panel approach and a quadratic
specification of annual average temperature, Heal and Park find a single-peaked relationship between
national economic productivity and temperature, with the peak occurring somewhere between 15◦C
and 20◦C (Heal and Park 2013).
To conclude, the existing literature tends to use a panel structure to causally identify the re-
lationship between temperature and various social and economic outcomes. A common finding is
that temperature exhibits nonlinear impact on the outcomes of interest, and this nonlinear impact is
modeled using several functional forms including higher order polynomials, categorical temperatures,
and piecewise linear functions. Our study joins this literature in that we use multiple observations
of a ballpark over the years to identify temperature’s impact on labor productivity, and we also find
that temperature’s impact is highly nonlinear.
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3.4 Data
Our data is a panel organized by pitcher and game, where each observation represents a MLB
pitcher’s performance and the related site and environmental characteristics of the game the pitcher
pitched in. We collect data for 8 years between 2008 and 2015 with a total of 155,348 observations,
where 1,777 pitchers made a total of 5.77 million pitches. For starting pitchers, we have a total
of 39,405 observations, where 826 starting pitchers made a total of 3.76 million pitches. Statistics
are shown in Table 3.1. We base our analysis on the data of the starting pitchers because starting
pitchers are the ones who pitch for a significant portion of a game, while relief pitchers only enter the
game after the starting pitchers are removed due to reasons like injury, fatigue, ineffectiveness, etc.
In our data set, each starting pitcher made 95 pitches per game on average, while each relief pitcher
only made 13 pitches per game. As shown in analysis later, temperature’s impact on productivity
is less pronounced on objects who make conscious effort to increase his productivity, which is the
case for relief pitchers.
Pitching speed The outcome variable of our research is the average starting speed of all pitches
made by a starting pitcher during a game. The starting speed of each pitch is recorded by the
PITCHf/x service, which is a relatively new technology that began to be installed in MLB ballparks
in 2007 and was fully installed in all MLB ballparks by 2008. PITCHf/x digitally records the entire
trajectory of every live baseball pitch from the moment a baseball leaves a pitcher’s hand until it
crosses the home plate. The digital record is then transmitted to a central tracking system where
statistics like speed, trajectory, curves, and locations are calculated and stored. The starting speed
of a pitch is the speed of a baseball when it first leaves a pitcher’s hand. A pitcher typically makes
multiple pitches in a game, and we use the average starting speed of all pitches made by a starting
pitcher during a game as our outcome variable. Because the starting speed of all pitches made during
a game is recorded, we can also compute different percentiles of the starting speed of a pitcher in a
game aside from the mean. The end speed of all pitches is available to us too, which is the speed
of the baseball when it crosses the home plate. We choose to use the starting speed rather than
the end speed because ambient air temperature and humidity may have an impact on the friction a
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baseball undergoes during its travel in the air and as a result affect the end speed of a pitch through
more than one channels, creating unnecessary confounders. What we also have access to is the pitch
types, so we can compute, for example, the ratio of fast ball among all pitches made by a pitcher
during a game, and the ratio of strikes of all pitches made by a pitcher during a game.
Meteorological and other variables Meteorological variables including gamesite temperature,
relative humidity, and wind speed come with other game-related data. There are two major data
sources for game-related data: Gameday and Retrosheet. Major League Baseball Advanced Baseball
(MLBAM) releases the Gameday data, which is a super set of daily PITCHf/x data, and PITCHf/x
data is the data source that provides our key outcome variable, the average start speed of a starting
pitcher during a game. In this data set, we can also obtain the gamesite meteorological variables.
Retrosheet data is more classic baseball game-related data that we match to Gameday data us-
ing unique game and pitcher IDs. Retrosheet data also contain gamesite meteorological variable
information. Aside from key outcome variables and meteorological variables, we also obtain all
game-related information like starting and end time and home and away teams, as well as pitcher-
related information like age, height, weight, and throwing hand (left or right). We create one dummy
variable to indicate whether a pitcher pitched for a home game and another to indicate whether a
pitcher pitched for a day game.
Games and Ballparks There are 30 teams in total in the Major Baseball League (MBL), half
of which belong to the National League and half to the American League. 35 ballparks were used
by MLB during our sampling period between 2008 and 2015.The main MLB season runs from April
to September with a small number of games taking place in March and October. In each MBL
season, each team plays 162 games with half the games played at a team’s home park and half at
the opposing team’s home park. A game can take place either at night or during the day depending
whether it’s a midweek game or weekend game.
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3.5 Estimation
Basic specification The existing literature that directly studies temperature’s impact on labor
productivity is small, but it shows that temperature’s impact on labor productivity is highly non-
linear (Federspiel et al. 2002; Seppanen, Fisk, and Lei 2006). Temperature has also shown nonlinear
impact on agriculture (Schlenker and Roberts 2009) and aggregate economic output (Burke, Hsiang,
and Miguel 2015; Heal and Park 2013). To capture this potential nonlinearity, we use quadratic
polynomial of temperature as our main specification for temperature, where the dependent variable
is the average pitching speed per pitcher per game, and the key independent variables are a quadratic
function of average temperature. Our basic specification is given by the following equation





Where yig is the average starting pitching speed of all the pitches made by a starting pitcher
i during game g, Tig is a quadratic function of gamesite temperature of pitcher i’s game g, γy is
year fixed effect, capturing secular trend that may exist in pitching speed, and θg is ballpark fixed
effect, capturing observable and unobservable ballpark characteristics that correlate with both game
site temperature and pitching speed. Xit is the additional covariates we control for, including other
environmental and game characteristics. Environmental characteristics include quadratic relative
humidity and wind speed. Game characteristics include whether a game is a home game and whether
a game is a daytime game. β is the coefficient of interest, which measures the marginal effects of
average temperature on labor productivity as measured by average pitching speed.
Main specification Based on the basic specification, we include pitcher fixed effects to build our
main specification. If temperature is as good as randomly assigned, adding pitching fixed effects
should not significantly alter the coefficient estimates of temperature, which we will show is indeed
the case. However, adding pitcher fixed effects will give us more precise estimates, and therefore,
we use the model with pitcher fixed effects as our main model. Our main specification is given by
the following equation
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Where δi is the pitcher fixed effects with other notations being the same as the basic specification
given by Equation (3.1).
Functional forms of temperature To capture the potential nonlinearity of temperature’s im-
pact, we use multiple functional forms of temperature and show that the captured effects are consis-
tent and robust to the functional forms adopted. We use quadratic polynomial as our main model
because the literature of both temperature and labor productivity (Seppanen, Fisk, and Lei 2006)
and temperature and aggregate economic output (Burke, Hsiang, and Miguel 2015; Heal and Park
2013) find temperature’s impact being single-peaked and parabola-shaped. Moreover, we test poly-
nomial with orders higher than two, and only the quadratic function shows significance in both
terms of temperature.
A second approach we choose to model the nonlinearity of temperature is restricted cubic splines.
Restricted cubic spline regression fits cubic functions of temperature that are joined at a series of
knots. The restricted cubic function is forced to be linear before the first knot and after the last knot
to mitigate the effects of the outliers and is a piecewise cubic polynomial between adjacent knots.
Restricted cubic spline is an easy way to include an explanatory variable in a smooth nonlinear
way, and it has been found to have good properties with good ability to fit sharply curving shapes
(Harrell 2015). Compared to the quadratic specification, restricted cubic spline captures more speed
of change/first order effect that may have been oversmoothed away in the quadratic model.
Using a restricted cubic spline specification requires us to choose both the number of knots and
where to place the knots. The consensus in the literature is that for restricted cubic splines, where
to place the knots does not influence the estimation as much as the number of knots does (Stone
1986), and placing knots at equally spaced quantiles is a recommended approach to ensure that
enough observations exist between all knots (Harrell 2015). For the number of knots, we also follow
the consensus in the literature that the choice of 3, 4, or 5 is usually adequate, with 5 being a good
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choice for large sample sizes (Harrell 2015). We use 5 knots as our main approach in the restricted
cubic spline model as our sample size is large, but we also show the results with 3 and 4 knots.
Aside from the quadratic and cubic spline models, we also adopt the most flexible specification,
a step function that fits a separate growth rate for each 1◦C temperature range. All results are
shown in latter analysis.
Ballpark Fixed Effects One of the primary advantages of our data is the panel structure. Be-
cause we have repeated observations in each ballpark, we can use ballpark fixed effects to control
for many variables that are difficult to measure but could be correlated with both temperature
and pitching speed, for instance, the elevation, the lighting condition, and the general design of a
ballpark. Ballpark effects have been heavily investigated in the field of baseball because fans and
experts believe that ballparks affect players’ performance. Common factors that are believed to
impact performance include altitude, park dimensions, park facing, and the general park design.
For instance, AT&T Park, home of the San Francisco Giants, is famous for being a pitchers’ heaven
because the park design seems to hamper hitters’ ability to hit homeruns 1. Although there is no
rigorous published research backing up ballpark effects, studies (Balke, Nagle, and Daniels 1965)
have linked altitude with sports performance, for instance, baseball fans believe that Coors Field,
home to the Colorado Rockies, is favorable to hitters due to its high altitude 2 where air is stretched
thin and gives less friction to flying balls. Figure 3.3 shows the coefficient estimates of ballpark fixed
effects and their 95% CI, where almost all ballparks’ coefficient estimates are highly significant.
Time Fixed Effects The same logic goes for year fixed effects, which will capture the general trend
of temperature and pitching speed over the years, preventing spurious regression results. Figure 3.4
shows the coefficient estimates and their 95% CI of year fixed effects, which shows a robust upward
trend in pitching speed over the years, potentially due to improved training techniques, increased
athletic ability 3, etc. We also tested month and week fixed effects, but they turn out to be highly
1CBS Sports: https://www.cbssports.com/mlb/news/what-makes-att-park-such-a-pitchers-haven/
2University of Illinois: http://baseball.physics.illinois.edu/Denver.html
3Red leg nation: https://redlegnation.com/2015/02/19/running-down-the-velocity-upswing/
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insignificant and are therefore excluded from our models. Figure 3.5 shows the coefficient estimates
and their 95% CI of month fixed effects, which are non-significant across the board. It is counter-
intuitive that there is no month fixed effects because one would think that a pitcher’s performance
should change as a game season progresses due to reasons like pitchers’ increasing fatigue overtime.
Therefore, we push the potential time fixed effects to the extreme by testing unique week fixed effects
where each week between 2008 and 2015 is treated as a unique week. The results are that almost
all of the unique week dummy variables are non-significant at 10% level. There is a fan theory that
pitchers’ speed increase as a game season progresses from April to July and then starts to decrease
between July and September 4. Based on our findings, there is no such pattern by month. However,
we do see a clear monthly pattern of the pitch counts, where pitchers make more pitches in the
mid-season and less pitches in the beginnning and the very end of a season.
Meteorological Variables In addition to temperature, which is the key variable of interest, we
also include two other meteorological variables: relative humidity and wind speed. These two vari-
ables are included because they can potentially affect pitching speed and may also be highly likely
correlated with gamesite temperature. We are particularly interested in relative humidity because
it can change a ball’s dryness, weight, and the feel of grip. Although there has not been rigorous
research to determine whether humid weather significantly affects pitchers’ pitching speed, news
reports do pick up pitchers’ complaints about the grip of baseballs in Arizona’s hot, dry air 5, which
may potentially pose a threat to our identification. Therefore, we not only include polynomial terms
of relative humidity as key covariates, but also test models in which we let temperature interact with
relative humidity. However, we do not observe any significant impact of any polynomial terms of
relative humidity on starting pitching speed or any significant impact of interactions between tem-
perature and relative humidity. Therefore, in our main specification, we do not include interactions
between temperature and relative humidity or higher-order polynomial terms of relative humidity.
What is interesting, though, is that relative humidity turns out to be a significant contributor to
4Baseball Prospectus: http://www.baseballprospectus.com/article.php?articleid=13380
5ESPN: Diamondbacks to add humidor to help with grip on baseballs
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the change in a baseball’s speed from the time they it first leaves a pitcher’s hand to the time it
crosses the home plate. This seems to suggest that relative humidity affects a ball’s speed during its
travel much more than it affects a pitcher’s pitch. The mechanism, as we discuss again later, seems
to be that higher temperature and drier air exhibit less frictional power on a traveling ball 6, and
as a result, balls exhibit less speed change in hot and dry days.
Game attributes We include two game attributes in the model: whether a game is a home game
and whether a game is a daytime game. A home advantage has been well documented across many
sports, with underlying mechanisms being multifold (Courneya and Carron 1992). Baseball, with no
exception, also sees a major home advantage, both according to fan theory 7 and to the regression
results we show later. We also suspect that temperature may affect how enthusiastic the fan groups
in a ballpark will be and in turn affects pitchers’ performance through psychological impact. To
test this, we interact the indicator whether a game is a home game with our temperature terms,
and we did not find significant coefficient estimates for these interaction terms. Our hypothesis
as to whether a game is a daytime game may affect pitching speed is that the source of light is
different, with daytime games being played in natural sunlight and nighttime games being played
under artificial lighting. Our results show that pitching speed is lower in day games.
Pitcher attributes If temperatures are as good as randomly assigned, the inclusion of pitcher
attributes or pitcher fixed effects should not significantly alter our coefficient estimates of interest.
We collect pitcher attributes nonetheless because we can use them to test our hypothesis on the
random assignment of temperature, and the inclusion of attributes could reduce the standard error
of our estimation. The pitcher attributes we collect include a pitcher’s age, pitching hand (left
or right), height, and weight. Few studies link the above-mentioned pitcher attributes to pitching
performance, except for some research that found that performance changes with age and that the
peak performance age for baseball players is 28 (Schulz and Curnow 1988). Our analysis will show
6The weather prediction: http://www.theweatherprediction.com/habyhints/285/
7NBC Sports: http://sportsworld.nbcsports.com/home-field-advantage-important/
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that all of the pitcher characteristics included exhibit significant impact on pitchers’ pitching speed




Our sampling period is 8 years between 2008 and 2015. During the sampling period, 35 ballparks
were used by 30 teams, and game performance was recorded for 1,777 pitchers with a total of 5.77
million pitches made. Among the 1,777 pitchers, there were 826 starting pitchers, who made 3.76
million pitches in total. Our panel is organized by pitcher-game, and there are 155,395 observations
in total, where 39,405 observations for starting pitchers, and 115,990 for relief pitchers . The main
MLB season is between April and September, but there were games played in March and October,
so the month of year coverage is between March and October. Average starting speed per game
per pitcher by starting and relief pitchers as well as average temperature per game are reported in
Table 3.1 alongside all other covariates used in our models. The distributions of the average starting
pitching speed of starting and relief pitchers are plotted in Figure 3.1. On average, relief pitchers
pitch faster than starting pitchers because relief pitchers throw harder, and they are expected to
pitch fewer innings. In our sample, starting pitchers made 95 pitches per game on average, while
relief pitchers made 17. Gamesite temperature for relief and starting pitchers is plotted in Figure 3.2.
Unlike the pitching speed, the distribution of temperature is the same for relief and starting pitchers,
meaning that the assignment of temperature is not conditional on whether a pitcher is a starting or
relief pitcher.
3.6.2 Quadratic estimates
Regression (1) in Table 3.2 shows the result of our basic quadratic model (Equation (3.1)) using
only starting pitchers. Both the first order and second order terms of temperature are highly
significant, with the first order term being positive and the second order being negative, implying
that the relationship between pitching speed and temperature is downward-facing parabola shaped.
Regression (2) and (3) in the same table are regressions with pitcher characteristics and pitcher fixed
effects added. If temperatures are as good as randomly assigned, adding either pitcher characteristics
or pitcher fixed effects should not significantly alter the coefficient estimates of temperature. As
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shown, the coefficient estimates of temperature in Regressions (2) and (3) are very similar to the
coefficient estimates of temperature in Regression (1), while the pitcher characteristics and fixed
effects are all highly significant. It is interesting to note that, our analysis shows with rigorous
proof that, as pitchers age, their pitching speed decreases; right-anded pitchers pitch faster than
left-handed pitchers; and both increases in height and weight will increase a pitcher’s pitching speed,
which is consistent with the conventional wisdom that bigger and stronger pitchers pitch harder.
As expected, adding pitcher fixed effect greatly increased the R2 value of our regressions. The R2
value of Regression (3) in Table 3.2 is 21 times of the R2 value of Regression (1). We use the model
with pitcher fixed effects as our main model (Equation (3.2)), and the regression results suggest
that each 1◦C increase in temperature, on average, increases average starting pitch speed by .065
miles per hour, which is 2% of a standard deviation of the average starting pitching speed of all
starting pitchers in our sample (Table 3.1). The peak of the quadratic curve appears around 30-
31◦C. Figure 3.6 shows the predicted pitching speed against the temperature with other covariates
taking their mean values and 95% CI shown as the shaded areas. Pitching speed increases with
temperature up to 30-31◦C and start to level off at higher temperature levels.
3.6.3 Restricted cubic spline estimates
For the restricted cubic spline model, we choose 5 knots for our restricted cubic spline because the
current literature suggests 5 to be a good choice for large sample sizes (Harrell 2015). Knots are
placed at equally spaced percentiles of temperature’s marginal distribution 8. Figure 3.7 shows the
predicted pitching speed against the spline variables with other covariates taking their mean values.
Similar to Figure 3.6 of the quadratic model, pitching speed increases with temperature initially,
however, the restricted cubic spline curve shows a peak of pitching speed at approximately 25◦C,
and not much of a decline above 25◦C.
We plot the first order derivative of the predicted pitching speed with respect to temperature
(Figure 3.8), which is how much the pitching speed changes for a unit change in the temperature.
8For 5-knots, the knots are placed at 12, 20, 23, 27, and 32 degrees Celsius. For 4-knots, the knots are placed at
12, 21, 26, and 32 degrees Celsius. For 3-knots, the knots are placed at 15, 23, and 31 degrees Celsius.
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The shape of the red line indicates how quickly pitching speed increases with temperature. A steep
jump takes place between 15 and 21 ◦C, which is then followed by a subsequent dip between 21 and
25 ◦C. The shape of the curve implies that the pitching speed increases with temperature at a stable
rate up to around 15◦C, and then increases at a much higher rate between 15 and 21 ◦C. After 21◦C,
the rate of increase dramatically slows until around 25 ◦C, after which the rate of change stabilizes
at zero.
To test the robustness of this pattern, we also run the restricted cubic spline model using 4 and
3 knots. Figure 3.9 and Figure 3.10 plot the predicted pitching speed and its rate of change with
respect to temperature using 4 knots, and Figure 3.11 and Figure 3.12 plots the same relationships
using 3 knots. The increase in the rate of change that exists in the 5-knot specification disappears
as the number of knots decreases, however, the dip in the rate of change between 21 and 25 ◦C is
persistent. The peak of the pitching speed seem to be stable at about 25◦C, but whether the speed
will start to decrease above 25◦C is ambivalent given the much wider confidence intervals.
What the cubic spline captures is a nonlinear pattern in the rate of change of pitching speed
with respect to temperature. Unlike the quadratic model, which smooths the rate of change to be
linear, the cubic spline model suggests that, between 21◦C and 25 ◦C, right before the productivity
peaks, there is a significant draw down of the speed of the increase, and the benefit of temperature
to pitching speed quickly diminishes 9. The spline model also suggets that productivity increases
with temperature at a much higher rate in the range of 15 and 21 ◦C.
3.6.4 Nonparametric estimates
Following the quadratic and cubic spline models, we adopt the most flexible specification, a step
function that fits a separate growth rate for each 1◦C temperature range, except for the 30◦C
bin, which is the omitted category. We plot the coefficient estimates of all the temperature bins
in Figure 3.13 alongside their 95% CI. The trend pattern is consistent with the ones shown in the
quadratic model (Figure 3.6): the growth rate is negative with respect to 30◦C both for temperatures
9Coefficients of the cubic polynomial are not reported here because they are not straightforward to interpret. The
results are robust to adding or dropping any subsets of the other explanatory variables.
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lower than 30◦C and for temperatures higher than 30◦C, meaning that pitching speed peaks at
about 30◦C. Estimates are mostly significant, especially within the temperature region where there
are relatively more observations. We tested using temperature bins other than 30◦C as the omitted
category, and find that the coefficient estimates of the indicator variables are mostly insignificant in
those cases.
3.6.5 Results of relief pitchers
To contrast, we run the same set of regressions using only relief pitchers. Regression (1) in Table 3.3
shows the result of our basic quadratic model (Equation (3.1)) using only relief pitchers. Regression
(2) and (3) in the same table are regressions with pitcher characteristics and pitcher fixed effects
added. Similar to starting pitchers, adding or dropping pitcher fixed effects or pitcher characteristics
do not seem to affect the key coefficient estimates. Both temperature terms are significant with the
same signs with the estimates based on starting pitchers. However, the peak of the quadratic curve
appears around 44◦C instead of 30◦C, implying that temperature does not negatively affect relief
pitchers’ pitching speed within the temperature range we look at (0-40◦C). There can be several
explanations. First, starting pitchers pitch for more innings so they are at a higher fatigue level
than relief pitchers, which suggests that temperature’s impact on productivity is more likely to
become negative at lower levels of temperature for people with higher fatigue. Second, starting
pitchers pitch for longer so they are exposed to the same level of temperature for longer, implying
that temperature’s impact may be cumulative. Last, the pitching strategies of starting pitchers
and relief pitchers may vary respond different to changing temperature. The last scenario will post
threats to our identification. We check the above hypothesis later.
3.6.6 Number of pitches and strike ratio
From the above analysis, what we observe is that higher temperatures do not seem to affect relief
pitchers’ performance, but do not to seem significantly reduce starting pitchers’ performance either.
One potential reason behind this phenomenon based on common understanding of baseball games is
that once starting pitchers performance start to decay, they are replaced with other starting pitchers
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and relief pitchers. Unlike starting pitchers, who has higher level of fatigue and been exposed to
higher temperature for longer, relief pitchers are usually at a much lower fatigue level and been
exposed to higher temperature for shorter amount of time. Moreoever, as a game progresses, the
temperature is expected to decrease no matter it is a daytime game or nighttime game, and as a
result, relief pitchers face lower temperature exposure than starting pitchers do. We suspect that
there is a coping mechanism in place in terms of the pulling of starting pitchers out of a game that
lead to the non-decreasing part of the curves we estimated above. If this hypothesis is true, we
should be able to observe that both the number of pitches per game per pitcher by starting pitchers
and the strike ratio be negatively correlated with temperature. To verify this, we run the following
two regressions using starting and relief pitchers respectively:
noig = (α
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Where noig is the pitch count/total number of pitches made by pitcher i in game g, noig is
the strike ratio by pitcher i in game g given by dividing the total number of strikes by the pitch
count, γy is year fixed effects, ωm is month fixed effects, θg is ballpark fixed effects, δi is pitcher
fixed effects, tig is game-site temperature, Xig contains game-site relative humidity, wind speed,
home-game status, and day-game status. We use linear temperature because both regressions do
not show significant non-linear patterns regarding temperature. We include month fixed effects and
show the coefficient estimates of these month fixed effects because, unlike in the case of pitching
speed, the month fixed effects are highly significant and display a unique pattern.
The results using pitch count is shown in Table 3.4, and the results using strike ratio is shown in
Table 3.5. For starting pitchers, both pitch count and strike ratio decrease linearly with temperature,
while the same pattern is not found using relief pitchers. What seems to be going on here is that as
temperature increases beyond harmful levels that starting pitchers’ performance starts to decline,
they are replaced by other starting pitchers or relief pitchers. This indicates that coaches respond
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or cope with higher temperature by pulling starting pitchers out of games so that the team itself
always perform optimally. There are a number of caveats regarding the relationship between strike
ratio and temperature that we will discuss further after we show the analysis using the end speed
and the change of speed in the following section.
3.6.7 End speed and change of speed
We use the starting speed of pitches instead of end speed because when baseballs start to travel in
the air, temperature begins to affect their speed through another mechanism: the frictional force.
It is a widely recognized and reported phenomenon that homerun rally tends to show up on hot
dry days 10 because when temperature is high, air expands, air pressure lowers, and as a result,
balls face less frictional force when they travel in the air, and consequently achieve higher speed and
longer travel distances 11. If the above hypothesis is correct, we should observe temperature having
different impact on the end pitching speed than on the starting pitching speed. Table 3.6 shows a set
of regressions with specifications identical to the regressions in Table 3.2 but having the dependent
variable replaced with end pitching speed. As expected, the first order impact of temperature on
end speed is significantly higher than that on starting speed, confirming that higher temperature
increases the end pitching speed more than the starting pitching speed because higher temperature
lowers frictional force of the air. Adding pitcher fixed effect or pitcher characteristics, again, does
not affect the magnitudes of coefficient estimates.
Moreover, when we replace the dependent variable as the difference between starting speed and
end speed, temperature shows a significant negative impact on this difference. Table 3.7 shows a set
of regressions with specifications identical to the regressions in Table 3.2 but having the dependent
variable replaced with the change in pitching speed as defined by starting speed minus end speed.
The interpretation is that, the higher the temperature, the less speed a ball losses as it travels to the
home plate, and as a result, the smaller the difference in speed between starting and end. It is also
interesting to note that, while relative humidity is insignificant in any of the previous regressions,
10Fan graphs: http://www.fangraphs.com/blogs/as-temperatures-soar-so-do-the-home-runs/
11The weather prediction: http://www.theweatherprediction.com/habyhints/285/
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it exhibits significant positive impact on the change in pitching speed, which is consistent with the
conventional wisdom that higher temperature and lower humidity facilitate a ball’s traveling in the
air.
Given higher temperature, on one hand, increase a pitcher’s pitching speed before centerin thresh-
old, and on the other hand, decrease the change of speed of a traveling ball, there is a doubling effect
that increasing temperature may have on performance measures like the strike ratio. Therefore, the
increased strike ratio, is not a definitive indicator of a starting pitcher’s fatigue level. Nevertheless,
no matter which mechanism drives the higher strike ratio as temperature increases, the end result
is a starting pitcher being replaced, which can lead to the flat parts of the curves pass 25-31◦C.
3.6.8 Fastball ratio
It is well known that homerun rally tends to appear on hot and dry days, and ballparks at higher
altitude tends to see more homeruns. The reasoning behind these phenomenon is the same as the
reasoning behind why temperature negatively affects the change of speed of traveling balls: when
it’s hot and dry, the air’s frictional force is lower, so that balls that are hit by the hitter travel
longer distances. If pitchers know that higher temperature facilitates hitter’s performance, will
pitchers change their pitching strategy in response? If yes, then the pattern we discovered where
pitching speed increases significantly with temperature between 15-21◦C may be a result of making
more fastball pitches in hot weather. To check this, we run the following regression where the
specification is the same with Equation (3.3) and Equation (3.4) but with a different dependent
variable: fbrig the fastball ratio defined as the ratio between the total number of fastballs and the
pitch count.
fbrig = (α
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The results using fastball ratio as the dependent variable is shown in Table 3.8. Temperature
does not have a significant impact on pitchers’ pitching strategy as measured by fastball ratio, for
both starting and relief pitchers. This lends more credibility to our estimated relationship between
100
productivity and temperature, especially between the 15-21◦C range where productivity gains the
most as temperature increases.
3.6.9 Combining results
Combining the results from the quadratic, cublic spline and nonparametric models, we find signif-
icant nonlinear impact, with labor productivity as measured by pitching speed peaking at around
25-31◦C, and starting to level off at higher temperature levels. The majority of the productivity
gain takes place between 15 and 21 ◦C. The leveling-off of productivity at higher temperature levels
is potentially a result of pitchers’ coping response to higher fatigue and worsened performance led
by increased temperatures.
The nonlinearity of temperature’s impact is consistent with the existing literature, however, the
peak point is higher, with the existing literature suggesting a 21◦C (Seppanen, Fisk, and Lei 2006)
and our study suggesting a 25-30◦C. However, we do find 21◦C to be the peak of the first order
derivative of productivity with respect to temperature, meaning that the fastest gain of productivity
with increasing temperature takes place before 21◦C.
The difference in peak points may stem from the fact that the productivity measure in our study
is highly isolated, meaning that we do not measure any interactions among different tasks, and the
interactions or the composite nature of multiple micro tasks may be more heavily and negatively
influenced by temperature. Moreover, pitching may be a more physically oriented task where the
influence of temperature on cognitive ability is less evident 12. Lastly, by comparing the coefficient
estimates between starting and relief pitchers, we find that starting pitchers are affected by higher
temperature, but not relief pitchers, potentially because they make 5 times more pitches per game
on average. Starting pitchers also display coping behavior, which can further result to a shifted peak
tempearture.
12We do not find studies that suggest whether pitching is more physically or cognitively demanding. Therefore, it
is possible that pitching is a more cognitively oriented task.
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3.7 Conclusion
Global average surface air temperature is predicted to increase somewhere between 1.8 and 4.0
◦C in the coming century under various climate change scenarios (Solomon 2007). Given the fact
that many developing countries will continue to lack the ability to provide labor with proper air
conditioning, and even the air conditioning capacity of developed countries may be constrained
by carbon emission caps, the direct impact of increased temperature on labor productivity will
be an important consideration when calculating the cost associated with climate change-induced
temperature increase.
We find that temperature’s impact on labor productivity as measured by pitching speed is highly
nonlinear. Labor productivity increases with temperature at a stable rate up to around 15◦C, and
starts to increase at a much higher rate between 15 and 21 ◦C, implying that the majority of the
productivity gain takes place between 15 and 21 ◦C. The productivity increase slows down pass 21
◦C, peaking at around 25-30◦C, and starting to level-off at higher temperature levels. We believe
that the labor productivity-temperature pattern up until 21 ◦C is driven by productivity’s response
to temperature, while the pattern pass 21 ◦C is a mix of productivity’s response and pitchers’ coping
mechanisms. However, we cannot draw a definitive conclusion on the copying mechanism with the
data we have right now. The next step is to gather pitch-by-pitch data where each pitch’s pitch
type and innings information is included. Knowing the pitch type of each pitches will enable us to
analyze the productivity response to temperature using only fast balls. And knowing the innings
information will enable us to further understand when and why a starting pitcher is pulled out of a
game, and how it interferes with our estimation of the productivity-temperature relationship.
The current result implies that labor productivity in colder regions of the world may benefit
dramatically from temperature increase between 15 and 21◦C, and the gain, although still positive,
starts to flatten until around 25-30◦C, pass which the a loss may be incurred. Temperature’s impact
on labor productivity can have various pathways, both physical and cognitive. The results of our
study may be more indicative of the physical pathway than of the cognitive one. Moreover, our
results are more indicative of a single and isolated physical task than of a composite of tasks.
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Future research areas will include using large sample to study temperature’s impact on composite
tasks, as well as distinguishing temperature’s physical impact from the cognitive one.
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3.8 Tables and Figures
Variable Mean SD Unit Frequency
Avg. Start Speed* 86.87 3.03 mph per game
Avg. Start Speed** 88.36 3.78 mph per game
Avg. End Speed* 80.10 2.84 mph per game
Avg. End Speed** 81.38 3.48 mph per game
No. of pitches per game* 95.45 15.78 n/a per game per pitcher
No. of pitches per game** 17.32 10.58 n/a per game per pitcher
Temperature 23.01 6.03 Celsius per game
Humidity .13 .44 % relative humidity per game
Wind speed 7.71 5.15 mph per game
Height 70.45 17.13 ft n/a
Weight 216.29 20.65 lb n/a
Age 29.22 4.15 year n/a
Throw 0.72 0.45 year Righthanded=1
Day game 0.33 0.47 n/a Day game=1
Home game 0.50 0.50 n/a Home game=1
*starting pitcher, **relief pitcher
Table 3.1: Descriptive Statistics (2008-2015, n*=39,405, n**=115,943)
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Dependent Variable: Average Starting Speed (starting pitchers)
(1) (2) (3)
Temp .059*** .056*** .065***
(.013) (.011) (.006)
Temp2 -.0008*** -.0008*** -.0011***
(.0003) (.0003) (.0001)
Wind -.0027 -.0014 -.0000
Relative Humidity .0259 -.0486 .0088
Day game -.1253*** -.1319*** -.1016***
Home game .0543* .0389 .0128***
Throwing hand no 1.318*** no
Age no -.3069*** no
Weight no .0504*** no
Height no .0065*** no
Year fixed effect yes yes yes
Ballpark fixed effect yes yes yes
Pitcher fixed effect no no yes
Robust stardard error yes yes yes
No. of Observations 39,405 39,405 39,405
R2 .039 .26 .81
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.2: Average Starting Pitching Speed and Temperature (starting pitchers)
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Dependent Variable: Average Starting Speed (relief pitchers)
(1) (2) (3)
Temp .070*** .062*** .070***
(.010) (.009) (.006)
Temp2 -.0008*** -.0006*** -.008***
(.0002) (.0002) (.0001)
Wind -.0068** -.0068*** -.0035**
Relative Humidity .0177 -.0101 -.0248
Day game -.0586*** -.0448*** -.0673***
Home game .0784*** .0438** .0209**
Throwing hand no 1.754*** no
Age no -.2091*** no
Weight no .1067*** no
Height no .0031*** no
Year fixed effect yes yes yes
Ballpark fixed effect yes yes yes
Pitcher fixed effect no no yes
Robust stardard error yes yes yes
No. of Observations 115,943 115,943 115,943
R2 .027 .17 .67
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.3: Average Starting Pitching Speed and Temperature (relief pitchers)
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Dependent Variable: Number of Pitches
Starting pitchers Relief pitchers
(1) (2)
Temperature -.17*** .01
Relative humidity -.70*** .14**
Wind .02 .01*
Day game -.12 .07








Year fixed effects yes yes
Ballpark fixed effects yes yes
Pitcher fixed effects yes yes
Robust standard error yes yes
# of observations 39,405 115,943
R2 .17 .17
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.4: Number of Pitches and Temperature (starting and relief pitchers)
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Dependent Variable: Strike Ratio%
Starting pitchers Relief pitchers
(1) (2)
Temperature -.013*** -.007
Relative humidity -.100 -.014
Wind .005 .014
Day game .300*** -.031








Year fixed effects yes yes
Ballpark fixed effects yes yes
Pitcher fixed effects yes yes
Robust standard error yes yes
# of observations 39,405 115,943
R2 .07 .07
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.5: Strike Ratio and Temperature (starting and relief pitchers)
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Dependent Variable: Average End Speed (starting pitchers)
(1) (2) (3)
Temp .097*** .097*** .107***
(.012) (.010) (.006)
Temp2 -.0013*** -.0013*** -.0016***
(.0004) (.0002) (.0001)
Wind -.0022 -.0011 .0004
Relative Humidity -.0776** -.0974*** -.0248
Day game -.0542* -.0601*** -.0344***
Home game .0528* .0376 .0183
Throwing hand no 1.325*** no
Age no -.2775*** no
Weight no .0478*** no
Height no .0067*** no
Year fixed effect yes yes yes
Ballpark fixed effect yes yes yes
Pitcher fixed effect no no yes
Robust stardard error yes yes yes
No. of Observations 39,405 39,405 39,405
R2 .008 .29 .82
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.6: Average End Pitching Speed and Temperature (Starting pitchers)
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Dependent Variable: Average Change in Speed (starting pitchers)
(1) (2) (3)
Temp -.040*** -.041*** -.040***
(.003) (.003) (.003)
Temp2 .0005*** .0005*** .0005***
(.0001) (.0001) (.0001)
Wind -.0005 -.0003 -.0004
Relative Humidity -.0516*** -.0488*** -.0516***
Day game -.0710*** -.0718*** -.0669***
Home game .0015 .0012 .0055
Throwing hand no -.0064 no
Age no -.0294*** no
Weight no .0027*** no
Height no -.0002 no
Year fixed effect yes yes yes
Ballpark fixed effect yes yes yes
Pitcher fixed effect no no yes
Robust stardard error yes yes yes
No. of Observations 39,405 39,405 39,405
R2 .40 .43 .53
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.7: Average Change in Speed and Temperature (Starting pitchers)
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Dependent Variable: Fastball Ratio%
Starting pitchers Relief pitchers
(1) (2)
Temperature .334 -.008
Relative humidity -.028 -.419***
Wind -.013 -.014
Day game -.126 .065








Year fixed effects yes yes
Ballpark fixed effects yes yes
Pitcher fixed effects yes yes
Robust standard error yes yes
# of observations 39,405 115,943
R2 .58 .58
***Significant at 1%, **Significant at 5%, *Significant at 10%
Table 3.8: Fastball Ratio and Temperature (starting and relief pitchers)
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Figure 3.1: Distribution of Average Starting Speed of Relief and Starting Pitchers (2008-2015)
Note: as expected, starting pitchers do not pitch as fast as relief pitchers because relief pitchers are
expected to pitch harder because they pitch fewer innings.
Figure 3.2: Distribution of Gamesite Temperature of Relief and Starting Pitchers (2008-2015)
Note: temperature distribution is similar between relief and starting pitchers, indicating that tem-
perature is randomly assigned to relief and starting pitchers.
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Figure 3.3: Coefficient Estimates of Ballpark Fixed Effects with 95% CI
Note: ballpark fixed effects are very significant with both positive and negative coeffficient estimates.
Figure 3.4: Coefficient Estimates of Year Fixed Effects with 95% CI
Note: year fixed effects are very significant with only positive coeffficient estimates, implying an
upward secular trend of pitching speed.
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Figure 3.5: Coefficient Estimates of Month Fixed Effects with 95% CI
Note: neither month nor week (not shown here) fixed effects are significant, therefore they are
dropped from our specifications.
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Figure 3.6: Quadratic Predictions of Temperature with 95% CI
Note: using a quadratic specification of temperature with pitcher fixed effects, the model predicts
that the average starting pitching speed will increase with temperature until 30 Degree Celsisus.
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Figure 3.7: Restricted Cubic Spline Predictions of Temperature with 95% CI (5 knots)
Figure 3.8: Restricted Cubic Spline Conditional Marginal Effects with 95% CI (5 knots)
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Figure 3.9: Restricted Cubic Spline Predictions of Temperature with 95% CI (4 knots)
Figure 3.10: Restricted Cubic Spline Conditional Marginal Effects with 95% CI (4 knots)
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Figure 3.11: Restricted Cubic Spline Predictions of Temperature with 95% CI (3 knots)
Figure 3.12: Restricted Cubic Spline Conditional Marginal Effects with 95% CI (3 knots)
118
Figure 3.13: Coefficient Estimates of Categorical Temperature with 95% CI
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Dependent Variable: Three-year Mean PM2.5 Concentration
Explanatory Variables (1) (2) (3) (4) (5)
North 10.16∗∗ 10.51∗∗ 11.90∗∗ 12.03∗∗ 8.68∗
Polynomial order 1 2 3 4 5
Spline temperature & precipitation yes yes yes yes yes
Other meterological controls yes yes yes yes yes
Cubic latitude yes yes yes yes yes
Other baseline char. yes yes yes yes yes
Year fixed effect yes yes yes yes yes
Clustered (city level) yes yes yes yes yes
R2 0.77 0.82 0.82 0.84 0.83
No. of observations 1,040 1,040 1,040 1,040 742
***Significant at 1%, **Significant at 5%, *Significant at 10%
Note: this is the parametric-design first-stage results using a classic sample adopted
by previous studies (Almond et al. 2009; Chen et al. 2013; Ito and Zhang 2016)
that employed the Huai River Policy as an RD design including the first study that
used the Huai River policy as a source of exogenous variation (Almond et al. 2009).
These previous studies have a smaller sample size (90-130 cities) because they are
limited by the availibility of monitor-based air pollution data. The results are consistent
with the results obtained from theseprevious studies: discontinuity in air pollution is
found using the Huai River policy as an RD design.
Table 1: Huai River and PM2.5 Concentration (First-Stage, Parametric Design)
130
Figure 1: Average Temperature of China (Year 2010)
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Figure 2: Average Precipitation of China (Year 2010)
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Figure 3: China PM2.5 Concentration (Year 1998-2010)
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Chapter 2 Appendix
List of high income countries & regions Australia; Austria; Bahamas, The; Barbados; Belgium;
Brunei Darussalam; Canada; Chile; Croatia; Cyprus; Czech Republic; Denmark; Estonia; Faroe Islands;
Finland; France; French Polynesia; Germany; Greece; Greenland; Hong Kong SAR, China; Hungary; Iceland;
Ireland; Isle of Man; Israel; Italy; Japan; Korea, Rep.; Kuwait; Latvia; Lithuania; Luxembourg; Malta;
Netherlands; New Caledonia; New Zealand; Northern Mariana Islands; Norway; Oman; Poland; Portugal;
Puerto Rico; Qatar; Saudi Arabia; Slovak Republic; Slovenia; Spain; Sweden; Switzerland; Trinidad and
Tobago; United Arab Emirates; United Kingdom; United States; Uruguay; Virgin Islands (U.S.)
List of tropical countries & regions (Southeast Asia) Brunei Darussalam; Cambodia; Indonesia;
Lao PDR; Malaysia; Myanmar; Philippines; Thailand; Timor-Leste; Vietnam; (Sub-Saharan Africa) An-
gola; Benin; Botswana; Burkina Faso; Burundi; Cabo Verde; Cameroon; Central African Republic; Chad;
Comoros; Congo, Dem. Rep.; Congo, Rep.; Cote d’Ivoire; Equatorial Guinea; Eritrea; Ethiopia; Gabon;
Gambia, The; Ghana; Guinea; Guinea-Bissau; Kenya; Lesotho; Liberia; Madagascar; Malawi; Mali; Mauri-
tania; Mauritius; Mozambique; Namibia; Niger; Nigeria; Rwanda; Sao Tome and Principe; Senegal; Sierra
Leone; Somalia; South Africa; South Sudan; Sudan; Swaziland; Tanzania; Togo; Uganda; (Latin America
& Caribbean) Argentina; Bahamas, The; Barbados; Belize; Bolivia; Brazil; Chile; Colombia; Costa Rica;
Cuba; Dominica; Dominican Republic; Ecuador; El Salvador; Grenada; Guatemala; Guyana; Haiti; Hon-
duras; Jamaica; Mexico; Nicaragua; Panama; Paraguay; Peru; Puerto Rico; Suriname; Trinidad and Tobago;
Uruguay; Venezuela, RB; Virgin Islands (U.S.)
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Figure 4: Satellite Image of Wildfires in Portugal
Note: smokes from a large 2017 forest fire ignited in Portugal poured into Spain
Source: NASA Fire and Smoke World Satellite Image
Figure 5: Satellite Image of Wildfires in Canada
Note: wildfires in Yukon Canada emitted smoke that travels to Northwest Canada territories
Source: NASA Fire and Smoke World Satellite Image
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Figure 6: Intact Forest Mapping
(A) Democratic Republic of the Congo. Settlements, agriculture areas and buffered area along the
road have been excluded. (B) Democratic Republic of the Congo. Savanna grazing areas affected
by annual human induced fires have been excluded. (C) Papua - New Guinea. Logging concession
area have been excluded. (D) Northern European Russia. Clearcuts have been excluded.
Source: http://www.intactforests.org
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Figure 7: Burned Area Immediately Outside Intact Forest Area
Note: overlapping the burned area map with the Intact Forest Landscape (IFL) map shows that
there are indeed fires burning right outside the boundary of the IFL area, but because the existence
of a buffer zone, no such fires are recorded as intact forest burned area
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Figure 8: Intact Forest Area (Year 2000)
Note: 45% of the world intact forest are located in the tropics, while another 43% in the boreal
forest region of Russia, Canada and the United States (mainly Alaska).
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Figure 9: Annual Total Burned Area in Hectare (Year 2010)
Note: most of the intensely burned areas are outside the intact forest area and the leading causes
of ignition for these fires are human related.
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Figure 10: Intact Forest Annual Total Burned Area in Hectare (Year 2000)
Note: the total areas burned in the intact forest region are orders of magnitude smaller than fires
outside the region as shown in Figure 2.6, and their main causes of ignition is natural.
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