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In the three decades since the development of optical tweezers, optical trapping
has become an invaluable technique for particle manipulation and is used widely
in biology as well as material science. In more recent years, there has been a
significant effort to integrate optical traps directly with microfluidics on-chip to
produce stronger optical forces and manipulate even smaller particles. This is
often achieved through the use of near-field forces produced by subwavelength
optical confinement. By leveraging techniques and designs from photonics, near-
field optics can generate very strong piconewton forces that act over nanometer
length scales.
This dissertation aims to exploit these unique features of near-field optical
forces– their strength, tunability, and precise localization– to build new nanos-
tructures, develop new optical spectroscopy techniques, and probe the fundamen-
tal nature of particles and their interactions on the nanoscale. In the first half of
this work, I focus on using optical gradient forces to drive the assembly of hybrid
photonic-plasmonic resonators and using the amplified forces from these resonators
to trap, manipulate, and bind other nanoparticles. These resonators are then used
to optically drive the adsorption of individual proteins as a way of measuring the
activation energy barrier of those adsorption reactions.
While colloidal nanoparticles are critical in a wide range of fields and industries,
there is still no reliable theoretical framework to describe their behavior in realistic
solution conditions. This issue is compounded by the difficulty of directly measur-
ing nanoscale particles with conventional optical tools. In the latter half of this
work, I have demonstrated that near-field optical forces, which operate at similar
magnitudes and length scales as colloidal forces, can be used to study the proper-
ties of nanoparticles directly. By applying a known optical force to a particle with
an optical waveguide, the size and properties of the particle can be extracted from
its dynamic response to that applied force. This technique leverages the unique
advantages of localized optical forces and allows for direct measurement of single
nanoparticles at high throughput. Combined with the previous section on binding
and assembly, this dissertation lays the groundwork for future work on near-field
optical forces which has great potential for improving our understanding of physics
at the nanoscale.
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CHAPTER 1
INTRODUCTION: CENTRAL AIM AND SUMMARY OF
RESEARCH
1.1 Central Aim
Nanoparticles are becoming increasingly important in a wide variety of areas, in-
cluding drug delivery [1], catalysis [2], biosensing [3], and energy production [4].
Despite the growing need, however, there are significant gaps in our ability to un-
derstand and manipulate objects on the nanoscale [5–7]. One particularly promis-
ing method for enabling this manipulation is the use of near-field optics. Using
techniques developed in nanophotonics, it is now possible to confine light into sub-
wavelength dimensions and generate highly localized and highly tunable near-field
optical forces. These forces can be very strong, up to tens of piconewtons, which
is on the same order of magnitude as the thermal energy of the nanoparticles
and the strength of a hydrogen bond [8, 9]. By applying these optical forces to
nanoparticles and biomolecules in a controlled way, it is possible to probe their fun-
damental properties, manipulate reaction kinetics, and assemble new structures. I
believe this methodology has great potential for improving our understanding of
nanoscale interactions, particularly in areas such as biophysics and colloid science
where existing theoretical models are still lacking in predictive power [10].
In this dissertation, I will demonstrate the first steps in designing a new tool-
box of near-field optical techniques for controlling and characterizing single-particle
dynamics. To do this, I will focus on efforts along two general themes: (1) the
use of optical forces to directly control binding interactions and (2) the develop-
ment of a high-throughput optical force spectroscopy platform for nanoparticle
1
characterization.
1.2 Brief Overview and Summary of Chapters
Each chapter of this dissertation covers a different application of near-field optical
forces, with Chapters 2 and 3 focusing on controlling binding and Chapters 4 and
5 on high-throughput characterization. Chapter 2 details an experimental tech-
nique to use photonic forces to direct self-assembly of hybrid plasmonic-photonic
resonators with greatly enhanced trapping potentials. Chapter 3 details the use of
these hybrid resonators to manipulate antibody binding kinetics with highly local-
ized optical forces. Chapter 4 investigates a statistical method for high-throughput
characterization of nanoparticles using optical waveguides through a combination
of analytic theory and Brownian dynamics simulations. Chapter 5 expands on this
framework and details experimental data from applying this technique to various
nanoparticle solutions of different sizes and materials. In Chapter 6, the major
results of this dissertation are summarized, and suggestions are given for potential
future directions of research.
Appendix A contains additional figures showing both the benchtop experimen-
tal setup used in Chapters 2 and 3 and the commercial setup used in Chapters 4
and 5.
1.3 Summary of Research Achievements
Aim 1: Fabrication of novel photonic-plasmonic resonator using directed self-
assembly.
2
• A technique was demonstrated for assembling hybrid photonic-plasmonic
nanotweezers by optically driving the adsorption of multi-walled carbon nan-
otubes onto a silicon waveguide.
• The hybrid resonators were then used for controllable trapping and releasing
single polystyrene nanoparticles
• Finally, we demonstrate the ability to localize the deposition of metallic
nanoparticles onto the resonators to form more complex nanostructures.
Aim 2: Localized control of protein adsorption onto surfaces using near-field
optical forces
• A novel extension was developed for the popular Derjaguin-Landau-Verwey-
Overbeek (DLVO) model to include the effects of optical forces.
• Optical resonators were used to opto-mechanically drive otherwise unfavor-
able adsorption reactions and the energy barrier of the reaction was mea-
sured.
• Opto-mechanical position control was confirmed by using optical resonators
to attract antibodies into very close proximity to generate a FRET signal.
Aim 3: Development of a nanoparticle sizing technique using optical waveguides
• An analytic model was derived to obtain an estimate of the radius of a
trapped nanoparticle from its dynamics within the trap
• The application of this theory was tested using Brownian dynamic simula-
tions, demonstrating that nanoparticle sizing is in principle possible in only
a few seconds of data per particle.
3
• A preliminary experiment was performed on a commercial waveguide setup to
verify that the analysis method is viable in realistic experimental conditions.
Aim 4: Application of the nanoparticle characterization technique to a wider
range of experimental samples
• R=260 nm and R=400 nm polystyrene particles were trapped and analyzed
using the previous method to determine the size
• Additional theoretical work was applied to allow for orthogonal characteri-
zation of the polydispersity of the particle distribution as well as the inter-
actions with the waveguide surface
• Preliminary experiments were also performed on unknown protein samples
to show applicability for biological analysis.
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CHAPTER 2
SELF-ASSEMBLED PHOTONIC-PLASMONIC NANOTWEEZERS
FOR DIRECTED SELF-ASSEMBLY OF HYBRID
NANOSTRUCTURES
2.1 Abstract
We demonstrate a technique for assembling photonic-plasmonic nanotweezers by
optically driving the adsorption of multi-walled carbon nanotubes onto a sili-
con waveguide. The nanotweezers are then used to trap and release individual
polystyrene beads. Additionally, we demonstrate the ability to localize the depo-
sition of metallic nanoparticles to the intersection points between multiple carbon
nanotubes with the goal of forming more complex hybrid nanostructures.
2.2 Introduction
The ability to confine and manipulate micron scale particles with light was first
demonstrated by Ashkin et al. [11] in 1986 with the invention of optical tweezers.
Optical gradient force based techniques have since enabled many pivotal advances
throughout physics [12] and biology [13, 14]. Due to a well-known R3 dependence
of the optical power required [11], however, it is a significant technical challenge
Reprinted with permission from O’Dell, D., Serey, X., Erickson D., ”Self-assembled photonic-
plasmonic nanotweezers for directed self-assembly of hybrid nanostructures”, Applied Physics
Letters, 104 (4), 2014
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to trap particles smaller than 100 nm with free-space optics. In the effort to trap
smaller particles, several alternative nanotweezers paradigms have been recently
developed. One method, pioneered by Kawata et al. [15] in 1992, relies on the
electric field gradient created within the exponentially decaying evanescent field
generated by total internal reflection. By spatially confining light in a photonic
resonator, this optical gradient can be greatly amplified, allowing for stable trap-
ping of particles on the order of 10 nm. Evanescent field optical trapping has been
demonstrated with many types of photonic structures, including 1D photonic crys-
tals [16], 2D photonic crystals [17], ring resonators [18], and slot waveguides [19].
In addition to near-field photonic traps, there has also been significant research
into plasmonic optical trapping schemes. Plasmons, which arise from the quantiza-
tion of plasma oscillations in metallic materials, allow sub-wavelength confinement
of light and can also transcend the limitations of diffraction-limited optics. Plas-
monic traps have been demonstrated by coupling light via prism into patterned
arrays of metallic nanostructures, such as gold nano-pillars [20] and bowtie anten-
nas. [21] While there are many advantages to using plasmonic excitation over a
focused Gaussian beam, there are also some notable drawbacks to this approach.
By dynamically adjusting the beam profile, free-space optical tweezers can offer
both confinement and real-time 3D manipulation of particles– by contrast, a pre-
patterned array of plasmonic traps offers sub-wavelength spatial confinement and
inherent parallelization, but with a significant loss of dynamic control over the
particles in each individual trap.
One way to address the comparative lack of control of near-field optical trap-
ping is to combine the strengths of several techniques into a unified platform.
We demonstrate a hybrid photonic-plasmonic trap, where near-field light from a
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Figure 2.1: Assembly of multi-walled carbon nanotube enhanced optical nan-
otweezers. (a) A schematic of a plasmonically active carbon nan-
otube immobilized on a silicon waveguide. (b-e) The orientation
and assembly of a carbon nanotube onto the waveguide by op-
tical gradient forces. (f) An SEM micrograph of an assembled
trap.
photonic waveguiding structure is coupled directly into a plasmonic resonance of
carbon nanotube. The optical gradient force from the evanescent field is used
to trap the plasmonic nanoparticle from solution, which then orients and self-
assembles on the waveguide. A schematic of the hybrid trap and a demonstration
of the assembly process is shown in Fig. 2.1. The coupling of the evanescent field
to the plasmon resonance leads to a strong enhancement of both the electric field
intensity and gradient near the nanoparticle surface, [22] and offers a convenient
way to deliver light to a single nanoparticle on-chip with a high degree of precision.
Moreover, the ability to vary the material properties, dimensions, and number of
the nanoparticles used on the same chip offers a degree of customization which is
not possible with pre-patterned arrays or nanofabricated structures.
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2.3 Carbon nanotubes as plasmonic resonators
Because conventional plasmonic particles, such as gold and silver nanospheres,
typically have plasmonic resonances in the optical frequency range, they are not
well-suited for integration with silicon waveguides. Instead, we chose to use multi-
wall carbon nanotubes (MWCNT) as the self-assembled resonators due to a host of
unique optical and material properties. Depending on the configuration of carbon
atoms, the band structure of CNTs can be either semiconducting or metallic. [23]
In previous characterization studies, metallic CNTs have been found to display
strong low-frequency plasmonic resonances with peaks near 1550 nm, [24] making
them particularly suitable for this trap design. CNTs are also attractive for self-
assembly due to their mechanical properties. CNTs are highly hydrophobic, [23]
and hydrophobic dispersion forces will drive the nanotube to adsorb to the silicon
waveguide. Because of this strong interaction, the assembled trap is robust to high
flow speeds and flow switching, even in the absence of laser power.
Although multi-walled carbon nanotubes are rolled concentric shells of
graphene, their optical properties are substantially different from both bulk
graphite and graphene due to the unique low-dimensional geometry. For a hetero-
geneous solution of MWCNTs with many different numbers of shells, the frequency-
dependent dielectric function is difficult to predict from first principles. To un-
derstand the expected optical properties of the CNT trap, we first consider the
interaction between a single-wall carbon nanotube (SWCNT) and a silicon waveg-
uide. Although SWCNTs can be either semiconducting or metallic, the field en-
hancement of the CNT trap relies on plasmon resonance effects which will only
be present for the metallic type. Plasmons are a quantized oscillation of the free
electron density in a material, and are thus highly dependent on the electron ge-
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ometry and band structure. Unlike noble metals which exhibit visible-frequency
peaks (corresponding to the resonance of a 3D electron gas), metallic SWCNTs are
predicted to display unique plasmons in the near-IR due to collective oscillations
of a 1D electron gas citeLin. These predicted resonance peaks are confirmed by
experimental characterization of grown SWCNT films, which exhibit a strong ex-
tinction peak at energies below 1 eV [25]. Finite difference time domain (FDTD)
simulations of a representative SWCNT on silicon were performed to predict the
distribution of electric field strength for this resonance effect (Fig. 2.2(a)). For the
simulated nanotube, the gradient of the electric field intensity is amplified within
the evanescent field near the ends of the carbon nanotube, resulting in a greatly
enhanced attractive optical force over the bare silicon waveguide near both these
points. The frequency of the resonance peak is a function of the SWCNT geometry
and can vary from around 0.6 eV to 1 eV [24].
The properties of MWCNTs are far more complicated, and the dielectric func-
tion will not, in general, have a single resonance peak in the near-IR. For a first-
order approximation, we neglect the inter-shell interaction potentials and regard
a MWCNT as a composite of concentric SWCNT shells which each display an in-
dependent plasmon resonance. [24] For a thick MWCNT with many layers, there-
fore, most of the shells will not be plasmonically resonant at any given wavelength.
Those layers which are resonant, however, will dominate the optical response, and
the majority of MWCNTs are expected to exhibit some plasmonic resonance at
1550 nm, even those that have vastly different geometries and numbers of shells.
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Figure 2.2: FDTD simulation of the CNT nanotweezers. (a) Electric field
strength around a 1.5 micron nanotube atop a silicon waveguide
at 1550 nm. (b) The predicted electric intensity along the major
axis of the nanotube within the resonant evanescent field. (c)
The intensity gradient along the major axis of the nanotube. The
intensity gradient, proportional to the attractive optical force on
a polarizable particle, is maximum just outside the two ends of
the nanotube.
2.3.1 Assembling the resonator
To drive the self-assembly process, a tapered fiber is used to couple 1550 nm laser
light into a silicon waveguide. A solution of 0.05% multi-walled CNTs in heavy
water is prepared and ultra-sonicated for 20 minutes prior to each experiment to
disperse the nanotubes. 0.5% Tween 20 (Sigma-Aldrich) surfactant is also added to
prevent aggregation of the nanotubes during the experiment. The CNT solution is
delivered to the waveguide through a Parafilm (Sigma-Aldrich) microfluidic chan-
nel mounted on top of the chip. The evanescent light from the waveguide polarizes
the CNTs in solution and attracts them via an optical gradient force. The CNTs
are rotated perpendicular to the waveguide due to the optical torque generated by
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the electric field gradient [26], as seen in Fig. 2.1(b-e). When the nanotubes are
brought close enough by the optical force, strong hydrophobic interactions cause
irreversible adsorption to the waveguide surface. The silicon waveguide can then
be used to evanescently couple light into the metallic nanotube and excite plas-
monic resonances which greatly amplify the local electric field gradients near its
surface. This amplification enhances the strength of the optical gradient force,
allowing for stable trapping of particles as small as 10 nm. An SEM micrograph
of a self-assembled CNT trap is shown in Fig. 2.1(f).
After assembling the CNT trap, we first confirmed the predicted plasmonic field
enhancement of the MWCNTs by conducting optical trapping experiments with
a non-uniform dispersity of carbon nanotubes under an infrared camera. After
self-assembly onto the silicon waveguide, 1550 nm laser light was delivered into
individual carbon nanotubes ranging in length from 3 to 10 microns with unknown
shell structures. A strong resonance effect was observed for both short and long
nanotubes, indicated by a high intensity infrared signal at the location of the
nanotube and a strong attractive force on the other nanotubes in solution. When
the same experiment was attempted replacing the metallic MWCNTs with 200
nm gold nanorods and 100 nm silver nanospheres (which do not have a near IR
plasmonic resonance), the attractive force enhancement and high infrared intensity
were not observed. Additional MWCNT experiments were also conducted on a
hotplate without noticeable change in the attractive force, suggesting that the
effect is indeed optical rather than purely thermal in origin.
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2.3.2 Enhanced optical trapping
After investigating the plasmonic characteristics of the MWCNT trap, we demon-
strated its effectiveness for near-field optical trapping. For these experiments,
MWCNTs were immobilized one-by-one onto the waveguide surface to form a
small cluster. A solution of tetramethylrhodamine isothiocyanate (TRITC)-tagged
520 nm polystyrene beads was flowed through the microchannel to be trapped.
Fig. 2.3(a) shows the progression of a typical polystyrene bead trapping experi-
ment over time at low power. After the beads are flowed into the channel, the
1550 nm laser is switched on. When a bead diffuses close enough to the resonant
nanotube, the optical gradient force will attract it and hold it in a stable equilib-
rium position. Because the enhanced electric field extends along the surface of the
micron-scale nanotubes, the CNT trap is able to stably hold many 520 nm beads
at once. At low optical power input, the beads will be trapped near the nanotube
ends on both sides of the waveguide, where the optical force is greatest (Fig. 2.3(a
ii-iv)). If the laser is then switched off, the beads will diffuse back into solution
(Fig. 2.3(a v)).
2.3.3 Directed self-assembly
In addition to amplifying the evanescent field for stable particle trapping, the CNT
trap can also be used for directed self-assembly of nanoparticle complexes. In a
bulk electrolyte solution, colloidal particle dynamics are governed by the inter-
play between attractive van der Waals dispersion forces and repulsive electrical
double layer forces [27]. In the absence of optical power input, the electrostatic
repulsion between CNTs and other colloidal particles is often strong enough to
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Figure 2.3: Optical trapping with the CNT nanotweezers. (a) Low power
optical trapping. (i) Carbon nanotubes are immobilized onto the
waveguide, and 520 nm polystyrene bead solution is flowed in.
(ii-iv) When the laser is on at low power, the beads are attracted
to the ends of the nanotubes and stably trapped on both sides
of the waveguide. (v) When the laser is switched off, the beads
are freed from the trap and diffuse back into solution. (b) High
power optical trapping. (i-iii) At high power, the beads surround
the whole CNT surface (iv-v) Even when the laser is switched
off, the innermost beads stay irreversibly bound to the surface.
prevent adsorption. For the optical trapping experiments in the previous section,
the equilibrium position is determined by the balance between the electrostatic
repulsion and the attractive optical gradient force. When the laser power coupled
in is sufficiently high, however, the amplified optical gradient force can overcome
this double layer repulsion and bring the two particles into close enough proximity
for hydrophobic forces to dominate and adsorption to occur. By using the silicon
waveguide to couple light into a CNT, the trap can be used to coat the surface
of the CNT with a wide variety of organic and inorganic particles. CNTs coated
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with metallic beads have been investigated previously, both because of interest-
ing optical resonance properties [28] and as a means to functionalize the CNTs
for chemical [29] and biological sensing [30]. By delivering light with a silicon
waveguide, these CNT/metal complexes can be created without prior chemical
functionalization. As a demonstration of the potential for this type of assembly,
we optically drive binding of both metallic and dielectric particles to the surface
of the CNT enhanced traps.
To test the creation of CNT-dielectric nanoparticle structures, the polystyrene
bead trapping experiments from the previous section were repeated at higher input
optical powers. The progression of one such experiment is shown in Fig. 2.3(b).
A bundle of several CNTs was self-assembled on trap, and the bead solution was
flowed into the channel. The input laser power is then increased, and the beads
are attracted to the trap. Unlike the low power experiments where the beads are
held only at the two ends, the beads now accumulate around the entire surface of
the nanotube (Fig. 2.3(b i-iii)). When the laser is switched off, the outermost layer
of beads diffuses into the solution, but the layer which was closest to the CNTs
does not (Fig. 2.3(b iv)). This surface coating of polystyrene beads is irreversibly
bound to the carbon nanotubes, and remains indefinitely even in the absence of
optical power (Fig. 2.3(b v)).
Because the resonant electric field is non-uniform across the CNTs, optical
surface coating does not have to be an all-or-nothing process. For mid-range
optical powers, it is also possible to bind particles only at the locations along the
rod where the intensity gradient is highest. To show this, we demonstrate the
selective assembly of CNT-metallic hybrid nanoparticle structures using 100 nm
silver beads. After the assembly of the CNT trap, the microchannel is then used
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Figure 2.4: Binding of 100 nm silver beads to different carbon nanotube trap
geometries. (a) For a single MWCNT, two silver beads bind near
the end of the rod. (b-d) For more complicated multiple-CNT
geometries, silver beads are found to bind both at the ends of
the rods, and also at the intersection points between two or more
rods.
to deliver a 0.01 mg/µL solution of 100 nm silver nanospheres. In the absence
of optical power, no binding is observed between the silver and CNTs for over
30 minutes at this concentration. When the 1550 nm laser light is activated, the
plasmonic resonance generates an attractive force and the nanospheres bind to the
CNT, provided the power is high enough. The silver bead solution is left with
the power on for at least 5 minutes to allow time for multiple binding events. For
a single MWCNT, we would expect nanoparticles to bind most easily at the end
of the nanotube. Fig. 2.4a shows an SEM micrograph of two silver beads which
bound near the end of a single MWCNT during an experiment, supporting this
hypothesis.
It is also illustrative to consider the assembly characteristics of a cluster of more
than one nanotube. Because of the tendency of CNTs to aggregate when brought
into close proximity, it is possible to use the evanescent field to assemble two or
more CNTs into a complex geometry with different plasmonic characteristics. In
such a system, two intersecting nanotubes might act as a nano-antenna, amplifying
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the electric field in the nanoscale gap between them to be much stronger than at the
end of a single rod. To investigate this possibility, CNT traps were assembled with
two or three nanotubes each, and additional silver nanosphere experiments were
conducted with these multi-tube traps. The results of three representative multi-
CNT experiments are shown in Fig. 2.4b-d. In each case, we observe preferential
binding of the Ag nanospheres at both the intersection points, confirming that the
electric intensity gradient is enhanced at these locations. By leveraging this fact,
the optical trapping and binding forces can be used to assemble more complicated
nanoparticle structures (e.g., Fig. 2.4d). By carefully controlling the positions and
orientations of the particles in solution, it would also be possible to direct the
assembly of specific nanostructures with a predictable geometry.
Although there have been great advances in recent years in both plasmonic and
photonic molecular nanotweezers, we believe there exists a need for a system which
combines unique benefits of each approach. By using a combination of plasmoni-
cally active MWCNTs and silicon nanophotonic waveguides, we have demonstrated
a plasmonic trap built on-chip with directed self-assembly. The CNT trap oper-
ates at 1550 nm in the standard telecommunications C-band; moreover, in contrast
with photonic resonators such as 1D and 2D photonic crystals, the silicon waveg-
uides used could be fabricated with standard CMOS-compatible photolithography.
By exciting the plasmonic resonances of MWCNTs, these structures can be used
both to attract and trap small molecules, and also to study and manipulate the
interactions of carbon nanotubes with other materials at the nanoscale. We en-
vision that the optically-driven surface adsorption employed could be used in the
future to build complex nanoparticle structures and functionalize them for specific
biological applications, as part of the evolving paradigm of assembling nanoscale
systems from the bottom up.
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CHAPTER 3
LOCALIZED OPTO-MECHANICAL CONTROL OF PROTEIN
ADSORPTION ONTO CARBON NANOTUBES
3.1 Abstract
Chemical reactions can be described by an energy diagram along a reaction co-
ordinate in which an activation barrier limits the rate at which reactants can be
transformed into products. This reaction impedance can be overcome by reducing
the magnitude of the barrier through the use of catalysis, increasing the thermal
energy of the system, or through macroscopic mechanical processes. Here, we
demonstrate direct molecular-scale control of a reaction through the precise appli-
cation of opto-mechanical work. The method uses optical gradient forces generated
in the evanescent field surrounding hybrid photonic-plasmonic structures to drive
an otherwise unlikely adsorption reaction between proteins and carbon nanotubes.
The adsorption of immunoglobulins on carbon nanotubes is used as a model reac-
tion and investigated with an extended DLVO theory. The technique is also used
to force a Forster resonance energy transfer between fluorophores on mismatched
immunoglobulin proteins and is expected to lead to novel forms of chemical syn-
thesis.
Reprinted with permission from O’Dell, D., Serey, X., Erickson D., ”Localized Opto-
Mechanical Control of Protein Adsorption onto Carbon Nanotubes”, Scientific Reports 4, 2015
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3.2 Introduction
The behavior of molecules in solution is governed by energy barriers, potential
wells, and stochastic events. The progression of a chemical reaction is often de-
scribed in terms of a reaction energy diagram that reflects changes in free energy
along an abstractly defined reaction coordinate. In this framework, a reaction will
occur if the reactants can acquire the necessary energy to overcome the activa-
tion energy barrier and proceed along the reaction coordinate towards the product
state. This process can be accelerated by applying bulk kinetic energy in the form
of heat, which raises the energy of the reactants relative to this barrier [31,32]. This
can have a number of adverse effects, such as the acceleration of other undesired
reactions decreasing the chemical efficiency and the denaturation of temperature-
sensitive molecules, so alternative techniques are often necessary [33].
To counter the negative effects of heating, methods such as catalysis are used
which reduce the activation energy by altering the intermediate states instead of
adding energy to the reactants. In a catalytic process, a catalyst is introduced as
an alternate reaction intermediate that changes the reaction pathway to one with
a lower activation energy barrier [34]. While catalysis can greatly improve the
rate of a reaction, it is ill-suited for studying the dynamics of a reaction because
the reaction diagram itself is altered with a catalyst present [35]. Moreover, a
particular catalyst will only accelerate certain reactions, and will be dependent on
the molecules involved [35]. More recently, there has also been significant research
into mechanical chemistry, in which mechanical forces are used to manipulate or
induce chemical reactions [32, 36–38]. This is typically achieved with bulk me-
chanical processes such as grinding [38] and milling [32]. By grinding particles
together with high force, mechanical stresses can cause deformations in the surface
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structure which increase reactivity [37]. Reactions can also be similarly driven
in bulk solution with vibrations, e.g. from ultrasonication [37]. On a more local
level, individual nanoscale molecules such as DNA [39] and proteins [40] can be
mechanically stretched and unfolded using forces generated by an AFM cantilever
or by tethering them to larger nanoparticles, such as glass beads, which can then
be pulled using optical or magnetic tweezers [39].
An alternative paradigm that uses mechanical work generated by near-field
optical forces to overcome the activation barrier of a reaction without catalysis is
demonstrated here. Light, and electro-magnetism in general, have been used previ-
ously to provide energy to certain reactions [41] or even to dope catalysts [42] with-
out requiring a physical presence in the solution. Energy from absorbed photons
has also been used to excite electrons to higher energy levels where they can react
more readily or favor a specific conformation. Unlike thermal processes, however,
these photochemical techniques require specific functional groups and electronic
configurations, and do not generalize to other reactions. The opto-mechanical
force demonstrated here is generated by polarizing dielectric particles, and does
not require any specific chemical properties. Moreover, the force is strong enough
to drive nanoscale particles without the need for an external tether which might
change the conformation of the molecules of interest.
3.3 Results
In this work, light-mediated mechanical forces are used to locally modify the en-
ergy diagram of a protein adsorption reaction along the reaction coordinate with-
out the use of a catalyst. The technique relies on optical gradient forces acting on
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Figure 3.1: Schematic representation of the experiment. (a) Multi-walled
carbon nanotube (MWCNT) on a waveguide. Few to no proteins
(green Y) adsorb on the MWCNT in the absence of the electro-
magnetic potential. (b) With light shining, the metallic structure
of the nanotube enhances the light intensity (red). Proteins now
adsorb onto the nanotube. (c) Reaction diagram for the ad-
sorption reaction. When the work done on the molecule by the
optical force is large enough, the potential barrier corresponding
to the DLVO repulsion is overcome. At very short distances be-
tween the nanotube and the protein, the reaction coordinate is
no longer well approximated by the intermolecular distance, and
optical forces become negligible compared to binding forces. (d)
SEM image of a MWCNT on a silicon waveguide.
biomolecules in solution and on the adsorption of these molecules to hydrophobic
surfaces. The exploitation of light to affect the motion of micrometer to nanometer
scale particles was first pioneered by Ashkin when he invented optical tweezers in
1986 [11]. Since then, the optical gradient force has found numerous applications
in optics, physics [12, 43] and biology [44]. Efforts to trap smaller molecules in
solution have led to the recent development of molecular tweezers [45, 46] which
allow proteins and other small elements to be trapped by nano-optics and nano-
photonic structures. Non-mechanical aspects of the interaction of nano-optics with
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molecules have also been investigated. For example, researchers have demonstrated
the possibility to optically resolve molecular bonds with sub-nanometer resolu-
tion19. Other researchers have recently demonstrated the possibility to observe
chemical reactions as they happen with nano-optical elements [47]. The present
work builds on these efforts and is the first demonstration of the use of the electro-
magnetic gradient force, the mechanical force arising from the confinement of an
electromagnetic field, to provide molecules with the necessary mechanical work to
overcome the activation energy barrier standing between reactants and products
in a reaction diagram.
In our first illustration of the use of these opto-mechanical forces to induce
chemical reactions, we demonstrate the ability to control the adsorption of differ-
ent forms of immunoglobulin proteins (Ig) onto carbon nanotubes (CNTs). Multi-
wall CNTs offer proteins a surface onto which they can adsorb (when forced into
sufficient proximity) and also exhibit metallic properties which can expand and en-
hance electromagnetic fields [48,49]. When incident optical power couples onto the
carbon nanotubes, an amplified evanescent field extends into the region surround-
ing the nanotube. This decaying field presents a strong electromagnetic intensity
gradient which induces an optical gradient force on proteins in the vicinity of the
CNT, as illustrated in Fig. 3.1. Except at very short distances, the reaction coor-
dinate for the adsorption reaction is considered to be the separation between the
two molecules, the same axis along which the optical gradient force acts. In the
absence of these forces, the adsorption of the protein is prevented by double layer
repulsion and by the presence of surfactant and blocking molecules at the surface of
the CNTs. The adsorption experiments are performed at various incident optical
powers, and the optical power at which the gradient force is just strong enough to
pull the molecule through the activation energy barrier is recorded in each case.
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3.3.1 Analytical theory
The reaction diagram was analytically modeled with an extended Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory for simplicity, despite some of its known
shortcomings [10]. The DLVO potential energy, derived assuming a constant sur-
face potential and extended to include hydrophobic interactions between a small
sphere and a cylinder, is given by [50,51]
UDLV O = 64RkBTc0γ0,pγ0,CNTλ
2
De
− z
λD − ARp
6z
− Che−
z
D0 (3.1)
In this equation, UDLV O is the potential energy of the colloidal interaction, R
is the gas constant, kB is the Boltzmann constant, T is the temperature, c0 is the
bulk ionic concentration, λD is the Debye length calculated as λ
2 = RTε/F 2c0
where ε is the buffer permittivity and F is the Faraday constant, z is the distance
between the molecules, A is the Hamaker constant, Rp is the radius of the protein,
Ch and D0 are parameters in the hydrophobic extension of the theory, and γ0,p
and γ0,CNT are the surface charge densities of protein and CNTs, respectively.
The DLVO theory was further extended in Equation 3.2 to include the effects of
the surfactant molecule and the mechanical action of light. Along the reaction
coordinate, the energy diagram is now given by
U = UDLV O − α
Lev
|E0|2e−
z
Lev + ∆TSTkBT +NEAχ(z) (3.2)
where U is the total potential energy of the reaction including optical forces,
α is the polarizability of the protein, Lev is the evanescent field length, E0 is
the electromagnetic field strength, ST is the Soret coefficient of the protein, N is
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the number of surfactant molecules that the protein needs to remove in order to
dock on the nanotube, EA is the activation energy required to remove the surfac-
tant molecule, and χ is a Heaviside step function supported where the surfactant
molecule resides. The second term of the equation is the electromagnetic potential
well arising from the gradient force, and the third term corresponds to the ther-
mophoretic effect [52]. The last term is introduced here and intended to model the
presence of surfactant and blocking buffer molecules at the nanotube surface which
are used in both dispersing the nanotubes in solution and preventing non-specific
adsorption.
3.3.2 Controlled antibody adsorption
Experimentally, a silicon waveguide is used to transport the 1550 nm laser light to
the nanotube immobilized on the waveguide surface, and the proteins are delivered
through a microfluidic channel mounted on top of the chip, as drawn in Fig. A.1
in Appendix A. The light from the waveguide evanescently couples to the car-
bon nanotubes where it is amplified, forming a strong optical nanotweezer device
which attracts nearby dielectric particles, as demonstrated in previous work [49].
In the present work, the optical gradient force arising from this light confinement
is used to perform work along the reaction coordinate of an energy diagram to
overcome the potential barrier which ordinarily prevents the reaction from occur-
ring, as shown in Fig. 3.1(a). (For a schematic of the optical intensity near a
CNT, see Fig A.2 in Appendix A.) Schematic views of the nanotube before and
after the optical forces are used to drive the adsorption reaction are presented in
Fig. 3.1(b),(c). The threshold power at which the adsorption starts is measured
experimentally by observing the adsorption of the fluorescently tagged molecules
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and is taken to represent the height of the energy barrier in the DLVO theory.
Since changes in experimental conditions could have a substantial influence on the
height of the potential barrier, the solution temperature and flow rate were held
constant all across experiments at 294 K and 105 µL/hr, respectively. A control
experiment was also performed where the solution was heated externally via hot-
plate to rule out the possibility of a thermal mechanism for the adsorption. In
this experiment, the temperature was varied from 294 K to 333 K without any
observable adsorption onto the nanotube.
The opto-mechanical adsorption of fluorescently tagged IgM proteins onto
CNTs is presented in Fig. 3.2. Prior to each experiment, multi-wall carbon nan-
otubes (outer radius 110-170 nm) were first immobilized on the silicon waveguides
and exposed to blocking buffer (Starting Block TBS or SEA Block) for two hours.
A dilution of 0.5 µg/ml of Alexa 488 conjugated IgM proteins in a dilution of Phos-
phate Buffered Saline (PBS, dH2O, 0.5% Tween 20) was prepared prior to each
experiment. Time-lapse fluorescent images of the nanotubes in the IgM solution
were captured using a CCD camera with a one second exposure for one minute
intervals every few minutes. In between these collection periods, the camera shut-
ter was closed to prevent photobleaching from prolonged continuous exposure to
the mercury lamp excitation. At the beginning of the experiment, no background
fluorescence is visible, indicating that few to no IgM molecules are adsorbed on
the nanotubes surface, as seen in Fig. 3.2(a). The input laser power is increased at
approximately 10 minutes intervals and no adsorption is observed until it reaches
the threshold power, as shown in Fig. 3.2(a-d). The readout power of the 1550 nm
light is recorded by an optical power meter at the output of the chip and the total
fluorescent intensity on the CNT is determined from the captured images using
ImageJ. (For a schematic of the microchip within the imaging setup, see Fig. A.2
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Figure 3.2: Aggregation of Alexa Fluor 488-conjugated IgM on a nanotube
observed under fluorescence microscopy. (a-d) Fluorescent im-
ages before (a) and after (b-d) reaching the power threshold for
adsorption. The bright spot is the aggregate. Each image is
taken reaching steady state at the input power. (e) Plot of the
measured fluorescent intensity in PBS 0.1X (blue dots) and in
PBS 1X (red dots). Dashed lines at the bottom correspond rep-
resent the normalized power output. Vertical bars mark the time
step when fluorescence begins to increase. (f) Plot of the steady
state intensity as a function of coupled power for the same data
sets as in (e).
in Appendix A.) The traces of the readout power and of the fluorescent signal are
plotted in Fig. 3.2(e) as a function of time for two experiments in PBS 1X (red)
and two in PBS 0.1X (blue). The colored dots represent the measured fluorescent
intensity and the dashed lines are the power trace throughout the experiments.
The steady state intensity, measured at the end of each power step, is also plotted
in Fig. 3.2(f) as a function of the input power demonstrating that the adsorption
only begins after the power reached a certain power threshold. The measured
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Figure 3.3: Power threshold at various salinities and protein masses for two
polarizations of the incident light (green and red). (a) Measured
power threshold for accumulation as a function of the Debye
length of the buffer (colored dots) and estimate of the energy
barrier height from the DLVO model (solid line) below 0.75 nm.
Dashed lines: extension of the fit to the regions where the models
assumptions fail. (b) Measured power threshold for accumula-
tion as a function of the molecular weight of the immunoglobulin
species used (colored dots). Dashed line: expected power thresh-
old when the potential barrier is the same across species. Error
bars: one standard deviation plus 5% lower bar to account for
the discrete power steps.
threshold power depends on the coupling from the fiber to the waveguide and from
the waveguide to the CNT which can vary from experiment to experiment. The
measured powers are normalized by the power necessary to bring the temperature
up from the bulk temperature to boiling, which always occurs at a given power
density coupled in the carbon nanotube. Linearity of the heat and electromag-
netic equations allow for such a normalization which therefore allows for direct
comparison of experiments irrespective of the coupling conditions.
The effect of the Debye length on the activation energy of the adsorption re-
action was measured by manipulating the concentration of the PBS buffer. The
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power threshold at which the adsorption begins was recorded and is plotted in
Fig. 3.3(a) as a function of the Debye length for experiments with two polariza-
tions (green and red) along with the fitted activation energy as calculated from
DLVO theory for different ionic strengths (solid curve). According to Equation 3.1,
towards higher ionic strengths, or lower Debye lengths, the activation energy of
the adsorption reaction should decrease due to dispersion forces. The applied elec-
tromagnetic potential necessary to overcome the activation energy and drive the
reaction in Equation 3.2 should therefore decrease as well. Ignoring the effects of
thermophoresis, the input optical power threshold is expected to map the activa-
tion energy from Equation 3.1. The activation energy is in qualitative agreement
with the DLVO model used here at low Debye lengths (solid lines). Differences
between the measured barrier height and the DLVO fit, particularly at higher De-
bye lengths (dashed lines), are attributed to the failure of the models assumptions
and to changes in surface potential resulting from changes in pH [53]. The energy
barrier was also measured for different immunoglobulin proteins as presented in
Fig. 3.3(b) for two polarizations (green and red). Equation 3.2 indicates that the
potential well depth is proportional to the polarizability, α, of the molecule which
in turn scales with the mass, assuming a similar chemical composition. It is to
be expected, therefore, that more optical power is necessary to overcome the same
potential barrier for proteins with lower molecular weights. Fig. 3.3(b) presents
the measured power threshold in PBS 10x for IgG, secretory IgA, and IgM with
molecular weights 160 kDa, 385 kDa, and 970 kDa respectively. As expected, the
necessary input power increases as the mass of the molecule decreases. The dashed
curve presents the expected power threshold in the case where the potential barrier
is the same across species.
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Figure 3.4: Forced proximity of mismatched IgM proteins. (a) Schematic.
Black circle: useful collisions in solutions are rare. Red circle: in
the potential well of the MWCNT, trapped molecules are con-
fined to a smaller region making rare processes more common and
more observable. (b) Trace of the intensity of the acceptor (red
triangles), donor (green circles), and FRET (blue squares) fluo-
rescent channels. The acceptor bleaches while donor and FRET
remain unchanged until accumulation starts at which point they
increase. (c-h) Pseudo-color contrast adjusted fluorescent images
before (left column) and after (right column) accumulation. (c-d)
FRET channel. (e-f) donor channel. (g-h) acceptor channel.
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3.3.3 Optically driven FRET
The opto-mechanical chemistry technique was also used to drive a reaction be-
tween two mismatched immunoglobulin proteins. By forcing the molecules close
together, a Forster Resonance Energy Transfer (FRET) signal was obtained be-
tween a donor (Alexa Fluor 488) and an acceptor (TRITC) conjugated to a goat
anti-mouse IgM and a normal goat IgG, respectively. In the absence of optical
forces, electrostatic repulsion would prevent the donor and acceptor from being
close enough for a FRET reaction to occur. The observed FRET signal indicates
that the opto-mechanical forces can bring the molecules into closer proximity than
could otherwise be achieved. By creating a high local concentration of molecules
in close proximity, the corresponding increase in collisions can force reactions or
other exchanges between molecules which are otherwise unlikely to occur [54], as
illustrated in Fig. 3.4(a). The acceptor molecule was first immobilized on the
CNT, as seen in Fig. 3.4(c), and a blocking buffer (Starting Block TBS) was used
overnight. Little to no background was found for the donor and FRET filters as
seen in Fig. 3.4(e),(g) (some background is due to the blocking buffer and Tween
20). When the optical trap is activated, the donor-conjugated IgM starts aggre-
gating (Fig. 3.4(f)) and a FRET signal arises from the forced proximity between
the donor and the acceptor, which can be seen in Fig. 3.4(h). The intensity of the
acceptor channel decreases steadily over the course of the FRET experiment due
to photobleaching, as seen in Fig. 3.4(d).
29
3.4 Discussion
In this work, we have presented experimental evidence that near-field optical forces
can be used to drive unlikely chemical reactions. Using fluorescently labeled an-
tibodies, we find negligible protein adsorption to the carbon nanotube substrate
without optical forces. When sufficient optical power is supplied from the laser,
however, adsorption occurs rapidly and there is a sharp increase in the fluores-
cence signal. To account for this effect, we developed a novel extended form of
the well-known DLVO theory of colloidal interactions which also accounts for opto-
mechanical forces. As the model suggests, the repulsive potential due to the double
layer charge will prevent the adsorption reaction from occurring under ordinary
circumstances. When enough optical power is added, however, the attractive po-
tential counterbalances the repulsive electric potential, and the proteins are pulled
into very close range where hydrophobic forces dominate.
To confirm this effect, a series of experiments were performed to test the poten-
tial energy landscape under various conditions. By varying the salt concentration
of the solution, we find that the power required to drive adsorption does vary as
predicted by the extended DLVO model up to a Debye length of around 0.6 nm,
but then decreases again for lower salts. The breakdown in the predicted trend
is due at least in part to the limitations of the standard DLVO model in this
regime. The DLVO theory treats the repulsive electrostatic forces and attractive
Van der Waals forces as separable, an assumption which is not valid in biological
salt concentrations [55]. Moreover, it neglects specific ion effects which can be
particularly important in a salt mixture (like PBS) [10]. For this reason, the pre-
dictions of the theory are not expected to capture all of the system dynamics over
the range of concentrations used; nevertheless, it is valuable to compare the driven
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adsorption with a standard model of colloidal interactions to see where the predic-
tions hold and where they do not. Despite the limited success of the model, the
trend does match well with known qualitative properties of protein suspensions.
As the salt concentration initially increases, the additional ions screen the charges
on the proteins and reduce the attractive forces, a phenomenon known as salting
in the proteins [56] Because the strength of the optical force is well-understood,
opto-mechanically driven reactions can be used to probe the barrier height of a
reaction even in cases where there is not a good analytic prediction. Because the
polarizability of the molecule is linear with the mass, the required optical power
is expected to increase as the mass of the antibody decreases if the adsorption is
driven by the optical gradient force. Despite the breakdown in the salinity predic-
tion, the mass trend agrees with this prediction well, suggesting that the dominant
factor is the optical force. (For a discussion of additional thermal forces, see Ap-
pendix A.) An additional FRET experiment is performed which further supports
that the antibodies are being forced over the repulsive barrier, as a FRET signal
should only be visible if the donor and receptor are in very close proximity and
does not occur in bulk solution without optical power.
From these results, we conclude that we have demonstrated for the first time
the controlled driving of a reaction on a molecular scale using optically-mediated
mechanical forces. Although the present work investigates protein adsorption to
carbon nanostructures, this effect would generalize well to many other reactions, as
the optical gradient force will act on any polarizable particle in solution and does
not require a specific electronic structure. Along with other emerging methods [57,
58], this work is part of the changing paradigm challenging established means of
interaction with molecules. It offers a new approach to study molecular reactions,
develop methods in surface sciences and optofluidics [59–61], and study reaction
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engineering, and may also provide opportunities in studying the structure-function
relationship in large proteins or molecular clusters and in molecular mechanics.
3.5 Methods
The chip is composed of a silicon waveguide on a 3 µm SiO2 on 500 µm Si wafer.
The silicon photonic waveguides were fabricated using electron beam lithography
techniques at the Cornell Nanoscale Facility. A microfluidic channel consisting of a
glass coverslip, parafilm walls, and PDMS inlets/outlets was mounted on the chips
prior to each experiment. To make the microfluidics, a rectangular channel was
cut out from a single piece of parafilm using a CO2 laser cutter. A glass coverslip
with holes drilled at both ends was placed on top of the parafilm, and PDMS inlet
and outlet blocks were attached at both ends using oxygen plasma bonding. The
silicon chips were cleaned overnight in Nanostrip (Cyantek) between experiments
to remove debris and parafilm residue. The 1550 nm light from a tunable laser
(ANDO AQ4321) was amplified with an erbium doped fiber amplifier, delivered
to the chip by a lensed fiber, and brought into physical contact with the chip
through end-fire coupling to minimize power fluctuations. The chip was mounted
on a microscope stage equipped for bright field and epi-fluorescence (CCD camera:
Hamamatsu C4742-80-12AG). The CNT solutions were prepared by adding 5 mg
of uncoated 0.01% MWCNT powder (outer radius 110-170 nm, Sigma-Aldrich
product # 659258) and 0.5% Tween 20 to 10 mL heavy water and sonicating before
each experiment for 20 minutes to inhibit aggregation. Fresh dilutions of PBS were
also sonicated with 0.5% Tween 20 for 10 minutes prior to each experiment, and the
pH of the buffer was kept between 6.8 and 7.3 to optimize Ig integrity. Alexa Fluor
488-conjugated IgM (Life Technologies), TRITC-conjugated IgG (Millipore), and
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FITC-conjugated sIgA (Sigma-Aldrich), were diluted to 1 µg/ml in PBS before
each experiment. After adsorbing the CNT to the waveguide to form the trap, the
protein solutions were flowed into the channel at a constant rate of 105 µL/hr to
replenish proteins and prevent the reaction rate from being limited by diffusion.
The masses of the molecules were taken from the data sheets supplied by the
vendors. After each experiment, the boiling power was measured using dark field
microscopy and used to normalize each power curve. In the FRET experiment, a
FRET cube was assembled to block the emission of the donor and the excitation
of the acceptor.
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CHAPTER 4
SIMULTANEOUS CHARACTERIZATION OF NANOPARTICLE
SIZE AND PARTICLE-SURFACE INTERACTIONS WITH 3D
NANOPHOTONIC FORCE MICROSCOPY
4.1 Abstract
The behavior of a nanoparticle in solution depends strongly on the particle’s phys-
ical and chemical characteristics, most notably the particle size and surface prop-
erties. Accurately characterizing these properties is critical for quality control in a
wide variety of industries. To understand a complex and polydisperse nanoparticle
suspension, however, ensemble averaging is not sufficient and there is great need for
direct measurements of size and surface properties at the individual nanoparticle
level. In this work, we present an analysis technique for simultaneous characteri-
zation of particle-surface interactions and size using near-field light scattering and
verify it using Brownian dynamics simulations. Using a nanophotonic waveguide,
single particles can be stably held near the waveguide’s surface by strongly local-
ized optical forces. By tracking the dynamic 3D motion of the particle under the
influence of these forces using an optical microscope, it is possible to extract the
particle-surface interaction forces, as well as estimate the size and refractive index
of the nanoparticle. Due to the strong light scattering signal, this method is viable
for high-throughput characterization of particles as small as 100 nm in only a few
Adapted from an article O’Dell, D., Schein, P., Erickson D., ”Simultaneous characterization
of nanoparticle size and particle-surface interactions with 3D Nanophotonic Force Microscopy”
which is under review at the time of writing.
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seconds each.
4.2 Introduction
Nanoparticles have attracted significant interest in recent years due to a host of
unique electronic, optical, and chemical properties [62–67]. These properties are
governed largely by surface effects and are highly dependent on the particles size
and surface area [68–71]. In many applications, the diameter of the particles used
can have a dramatic effect on the particle’s functionalityfor instance, whether the
particles effectively screen out UV radiation [72], exhibit dangerous cytotoxicity
in the body [68], or reliably pass through cell walls to enable targeted therapeu-
tics [73]. It is critical therefore to determine the nanoparticle size distribution to
ensure the safety and effectiveness of these engineered suspensions. This is espe-
cially difficult for heterogeneous suspensions where traditional sizing methods such
as dynamic light scattering will average out a lot of the inherent polydispersity and
can lead to misleading conclusions [74].
To address this, a number of new experimental techniques developed that fo-
cus on building up size distributions by measuring individual nanoparticles rather
than a population averaged value [74]. These techniques, including single-particle
tracking [75], have been used successfully to size a variety of metallic, dielectric,
and biological nanoparticles [65,76–79].
While single-particle size analysis is essential for understanding nanoparticle
behavior, it does not tell the complete story. The interactions between nanopar-
ticles and interfaces, for example, are highly dependent on the particles surface
properties which can be difficult to predict from first principles [10, 69, 73]. There
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are techniques which have been developed to directly measure the interactions of
particles with surfaces, including a technique we have developed called Nanopho-
tonic Force Microscopy (NFM) [80, 81]. This method offers very high resolution
information on particle-surface interaction forces, but no information on the size
of each particle.
For many applications, one would expect coupling between a particle’s size
and surface propertiesfor instance, when evaluating the long-term stability of a
particle with an engineered surface coating [73]. In these situations, it would
be highly desirable to have a technique capable of measuring both the size and
surface properties of the same individual nanoparticle simultaneously. In this work,
we develop a new single-particle tracking technique which is compatible with our
previous nanophotonic force microscopy technique for force spectroscopy.
Single-particle tracking analysis relies on scattered light from particles which
are freely diffusing in bulk solution. This allows for particle sizing, but not probing
the forces on the particles in solution. Conversely, in NFM, the particles are held
close to the surface by optical forces to allow for surface interaction measurements,
and the particles are not freely diffusing. Using analytic theory and Brownian
dynamics simulations, we will show that is still possible to extract the radius of
a trapped nanoparticle by analyzing the particle’s 3D motion on very short time
scales with a high-speed camera. We will also demonstrate how the applied optical
forces can be used to differentiate particles of the same size by their refractive
index. Using simulations, we show that reasonable sizing accuracies (<10% error)
can be achieved with a low-cost industrial camera and with as little as one second
of video data per particle. This method is fully compatible with our previous NFM
technique and both analyses can be run on the same video.
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4.2.1 Single-particle Tracking Analysis
Prior to introducing our new methodology, we will review the method of diffusive
sizing by single-particle tracking analysis (SPT). SPT is an optical analysis tech-
nique which works by tracking the Brownian motion of individual nanoparticles
using light scattering [74]. Briefly, a laser is focused into a flow cell containing
the nanoparticle suspension using a glass prism. The laser light scatters off the
nanoparticles in the solution, and the scattered light from each particle is collected
above the flow cell onto a CCD detector. The position of each particle in each frame
can be determined with subpixel resolution using a particle localization algorithm.
The motion of the particle can then be tracked frame-by-frame as the particle
undergoes Brownian motion in order to find the mean-squared displacement [75].
For free (2D) diffusion, the mean-squared displacement is linearly proportional to
the particle’s hydrodynamic diffusion coefficient, D, by
MSD(r, t) = 2D∆t (4.1)
where ∆t is the elapsed time since the start of tracking. Using the Stokes-
Einstein relation [82], this diffusion coefficient can be related to the particle’s
radius:
D =
kBT
6piηR
(4.2)
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4.2.2 Nanophotonic Force Microscopy
The NFM technique works by pulling nanoparticles towards a waveguide surface
using an attractive optical gradient force [80, 81]. The attractive optical gradient
force is counterbalanced by surface forces (such as repulsive electrostatic forces,
hydrophobic interactions, and steric hindrances) and the particle undergoes con-
fined Brownian motion around a stable equilibrium height. Within the evanescent
field of the waveguide, the optical intensity decays exponentially with height. As
the particle fluctuates in height, it will scatter less light when farther from the
surface and more light when nearer to the surface. Since the decay constant of the
light intensity is known, the changes in intensity can be transformed into changes
in height. If the light scattered by the particle is recorded over time, an equi-
librium distribution of the heights can be found, and the potential well of the
particle-surface interaction can be calculated using Boltzmann statistics. After
the optical gradient component to the potential well is subtracted, a force-distance
curve resulting from the surface force alone can be found. A schematic overview of
this experimental procedure is shown in Fig. 4.1a-b. Readers interested in further
details are referred to our previous publications [80,81].
4.3 3D NFM Theory
Here, we describe a hybrid technique which combines NFM with a modified single-
particle sizing method that accounts for the applied optical forces and surface
effects. For this method, a nanoparticle is trapped within the evanescent field of
the optical waveguide (Fig. 4.1a). The particle’s position is then tracked in 3D
space motion along the z-axis is determined by integrating the scattered intensity
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(as in NFM) and motion in the x-y plane is determined by subpixel localization (as
in SPT). The z motion can be used to find the force-distance curve, and the x-y
motion can be used to find the particle size using a modified single-particle tracking
analysis. This x-y motion is more complicated than the free diffusion case due to
two major factors: (1) the influence of optical forces on the diffusive motion and (2)
an anisotropic hindering of the diffusion coefficient near the surface. If these two
effects can be accounted for, however, it is possible to use these complications to
determine not only the particle size but also the refractive index. We will address
the modifications necessary for both of these effects now.
4.3.1 Diffusion with optical forces
To combine the two measurement techniques, we must first consider the functional
form of the optical forces resulting from the optical waveguide. A Rayleigh particle
in the non-uniform evanescent field will experience four distinct forces: (a) an
optical scattering force, proportional to the intensity of the light field and the
particle’s dielectric constant, (b) an optical absorption force due to momentum
transfer by absorbing the incident light, (c) an attractive optical gradient force
proportional to the gradient in intensity, and (d) a size- and height-dependent
hydrodynamic drag force [83]. The magnitude of these forces is given by
Fscat =
8pi3I0α
2εm
3cλ4
(4.3a)
Fabs =
2piεmI0
cλ
Im(α) (4.3b)
Fgrad =
2pi∇I0α
c
(4.3c)
Fdrag = 6piηRU0 (4.3d)
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where I0 is the optical intensity at the particle’s position, and α is the optical
polarizability, given by
α = 4pi
(
εp − εm
εp + 2εm
)
R3 (4.4)
where εp and εm are the permittivities of the particle and the medium, respec-
tively [83].
A diagram of the relevant optical forces along all three dimensions, as well as
the coordinate system used for the rest of the discussion, is shown in Fig. 4.1a.
Although the optical force field is three-dimensional, it is useful to consider the
projections along dimension separately for clarity.
Along the x-direction, the particle is propelled at terminal velocity by the
balance of the optical scattering force and the Stokes drag force [84]. This motion
is not used for sizing the particle, but it does rapidly push particles in a line
through the field of view of the camera.
The optical gradient force along the z-direction can be used to balance the
repulsive surface forces, exactly the same as in 1D NFM. The histogram of sampled
heights can then be used to find the force-distance curve of the particle-surface
interaction (Fig. 4.1b).
In additional to the downward optical gradient force used for the NFM mea-
surement, however, there is also a component of the optical gradient force in-plane
which points towards the center of the waveguide. Along the y-axis, this gradient
force acts as a harmonic optical restoring force which is counterbalanced by Brown-
ian fluctuations. The probability density function of the nanoparticle position over
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Figure 4.1: Overview of the 3D Nanophotonic Force Microscopy (3D NFM)
technique. a) Free body diagram of the optical and non-optical
forces which act on the nanoparticle captured in the evanescent
field of a 1D nanophotonic waveguide. As the particle moves
within the exponentially-decaying field, it scatters light which
is detected by an industrial CMOS camera above. The inset
coordinate system will be used for the rest of this work. b) In the
z direction (perpendicular to the waveguide surface), the particle
fluctuates in a potential well created by attractive optical and
repulsive surface forces. The magnitude of the surface forces can
be found by tracking the height-dependent scattering intensity
over time, finding the combined potential well, and subtracting
the optical contribution. c) Along the y direction, the particle
fluctuates stochastically in a harmonic potential due to confined
Brownian motion. The x-y position of the particle is found by
localizing the centroid of the light scattering pattern, and the
y position is tracked over time. The motion over short time
intervals is used to extract a diffusion coefficient and eventually
the particle size.
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time is governed by the Smoluchowski equation for a harmonic biasing force [85]:
∂
∂t
P (y, t|y0, t0) = D
(
∂2
∂y2
+
ktrap
kBT
∂
∂y
y
)
P (y, t|y0, t0) (4.5)
where D is the diffusion coefficient and ktrap is the spring constant of the effec-
tive harmonic potential.
Following the results of Lindner et al. for tethered Brownian motion [85], the
solution to this partial differential equation is a Gaussian function with a variance
that grows over time and depends on both ktrap and D:
σ2(∆t) =
kBT
ktrap
[
1− exp
(
−2(ktrapD)∆t
kBT
)]
(4.6)
Both ktrap and D will vary with the size of the particle. ktrap also depends on
additional parameters, such as the optical intensity and the refractive index of the
nanoparticle material. Since these parameters are not always known a priori, it is
desirable for sizing to decouple these effects and find only the diffusion coefficient.
This can be accomplished by observing the particle motion for very short time lags
where the particle has not yet been significantly influenced by the restoring force.
Taking a first-order Taylor approximation of Eq. 4.6, we find that
σ2(∆t) ≈ kBT
ktrap
[
2ktrapD∆t
kBT
]
≈ 2D∆t (4.7)
for short time lags. In this limit, the variance of the displacement is linearly
proportional to the lag between measurements. With a sufficiently fast frame rate,
therefore, it is possible to determine an effective diffusion coefficient by fitting a
line through the first three frame lags and finding the slope (Fig. 4.1c).
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4.3.2 Brownian dynamics simulations
In conventional single-particle tracking analysis, the particle undergoes free Brow-
nian motion in two dimensions [82]. Under these conditions, the accuracy of the
reconstruction does not depend on the position sampling rate and an accurate
diffusion coefficient can be found by tracking a single particle for relatively long
times at a relatively low frame rate (e.g. recording for 60 s with a 30 FPS CCD
detector) [76]. As seen in Eq. 4.6, however, there is an explicit time dependence
when the particle is held within the evanescent field. If the sampling rate is too
low, the observed dynamics will be a combination of motion due to diffusion and
motion due to the optical restoring force which would be difficult to decouple. As a
result, our modified 3D NFM technique must operate at significantly higher frame
rates than the traditional configuration allows.
To evaluate the viability of SPT for nanoparticle sizing with optical forces, we
performed a series of 1D Brownian dynamics simulations at a sampling rate of 5000
FPS. This frame rate is achievable with many industrial CMOS cameras which is
critical for a low-cost, high-throughput analysis method [86].
A representative Brownian dynamics simulation of an R=150 nm particle is
shown in Fig. 4.2. Fig. 4.2a shows a one second generated Brownian trajectory
of motion within the harmonic potential along the y axis, sampled at 5000 FPS.
Starting from each frame, the displacement of the particle after n=1,2,3 frames are
calculated. These displacements will be normally distributed, and the variance of
that distribution can be plotted as a function of time lag, as suggested by Eq. 4.6.
As seen in Fig. 4.2b and c, the chosen sampling rate of 5000 FPS is fast enough
that the variance grows linearly in time, corresponding to the diffusive regime. A
line is then fit to the first three points of the variance curve, the slope of which is
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twice the effective diffusion coefficient.
For this representative particle, we extract a diffusion coefficient of 0.69 µm2/s
from a ground truth value of 0.73 µm2/s for a 5.5 % deviation. This error could be
reduced by increasing the frame rate further or taking data for a longer interval,
but 5000 FPS for one second gives a conservative estimate of what is possible in a
realistic experiment. Note that if the frame lag is too long (e.g., even 5-10 ms), a
linear fit to the remaining data in Fig. 4.2b will greatly underestimate the diffusion
coefficient and the analysis technique will not be reliable.
4.3.3 Diffusion near the surface
Due to the close proximity of the nanoparticle to the waveguide surface, the inverse
relationship between R and D predicted by the Stokes-Einstein relation does not
hold [87–89]. Instead, it is well-known that the diffusion coefficient very near to a
wall is hindered by hydrodynamic effects, and the effective diffusion coefficient of
the particle is both anisotropic and height-dependent. Along the y direction, this
hindered diffusion coefficient is given by Faxen’s law:
βy(z) = 1− 9
16
(
1 +
z
R
)−1
+
1
8
(
1 +
z
R
)−3
− 45
256
(
1 +
z
R
)−4
− 1
16
(
1 +
z
R
)−5
(4.8)
Dy(z) = βy(z)Dbulk (4.9)
where z is the height of the bottom of the particle above the surface, R is the
radius of the particle, and Dbulk is the ordinary Stokes-Einstein diffusion coefficient
far from the wall [87]. This function is plotted as a function of height for three
particle sizes in Fig. 4.3a.
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Figure 4.2: Brownian dynamics simulation to demonstrate the hydrodynamic
diffusion analysis technique. a) The 1D Brownian trajectory of
a nanoparticle with radius 150 nm in the harmonic potential 20
nm above the optical waveguide. To approximate a reasonable
experimental implementation, the particle is sampled at 5000
FPS for one second. b) The variance of the particle motion as
a function of time lags between frames. In the short time lag
limit, the motion can be approximated as purely diffusive and
the variance will be linear in time. c) A linear fit to the first
three time lags (i.e., the displacement after 1 frame, 2 frames,
and 3 frames) to determine an effective diffusion coefficient.
This relationship has been verified experimentally using a variety of measure-
ment techniques [87–89]. In general, the hindered diffusion coefficient is a nonlinear
function of the height of the particle above the waveguide surface as well as the
particle’s radius. For a particle of an unknown radius at an unknown height, there-
fore, it is not possible to uniquely determine the size directly from the diffusion
coefficient. If the distance from the bottom of the particle to the waveguide is
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known, however, this expression can replace Stokes-Einstein to relate the effective
diffusion coefficient directly to the particle’s radius, achieving the same simplicity
as the free diffusion analysis used in SPT.
Fig. 4.3b shows the diffusion coefficient as a function of size as predicted by
Faxen’s law. For a given height (defined as the distance between the bottom of the
particle and the waveguide surface), the measured diffusion coefficient is sufficient
to extract the particle radius. If the height is completely unknown, however, there
is not a one-to-one relationship; a 50 nm particle at the surface, for example, will
diffuse similarly to a 150 nm that is 100 nm away. In Fig. 4.3c, Brownian dynamics
simulations were performed to confirm that nanoparticles with radii from 50 to 300
nm are distinguishable from their measured diffusion coefficients. For each size,
100 particles were simulated for one second each using the predicted diffusion
coefficient at a fixed height of 20 nm, and the diffusion coefficients were extracted
using the method outlined in Fig. 4.2. As seen from the simulation results, the
stochastic nature of the Brownian dynamics simulations adds some uncertainty to
the measured diffusion coefficient; nevertheless, one second of data at 5000 FPS is
sufficient to recover the input diffusion coefficients and separate the particles by
radius.
4.3.4 Manipulating the particle height
In the previous analysis, it was shown that the particle size can be determined
from the measured diffusion coefficient as long as the height above the surface
is known. While variations in height are relatively easy to determine, absolute
height is more difficult. Although the amount of light scattered by the particle
varies exponentially with height, the absolute height above the surface cannot be
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Figure 4.3: Particle size estimation incorporating hindered diffusion theory.
a) The hindered diffusion coefficient for nanoparticles of a given
size above the surface, according to Faxen’s law. The degree of
hindering depends on both the size of the particle and height
above the surface. b) If the height above the surface is known,
the particle radius can be uniquely determined from the mea-
sured diffusion coefficient. c) Measured diffusion coefficients for
N=100 simulated particles at each size using the short time lag
diffusion method outlined in Fig. 4.2. The equilibrium height is
20 nm above the waveguide surface. d) The error in measured
radius for particles which are considered to be on the surface but
are actually at a height h above the surface. As the height above
the surface increases to 20 nm, the radius is systematically un-
derestimated, but by less than 50 nm. N=10 particles per size.
Error bars represent one standard deviation. h=0 is defined as
direct contact between the waveguide surface and the bottom of
the nanoparticle.
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calculated without knowing the optical intensity at the waveguide surface. In
total internal reflection microscopy, this is often accomplished by increasing the
salt concentration irreversibly sticking the particles to the surface at the end of
an experiment [88]. This is not compatible with high throughput analysis, as it
would contaminate the surface of the chip and prevent further particles from being
analyzed.
For our waveguide-based light scattering technique, however, the equilibrium
height above the surface is not fixed, but depends on the balance of optical and
surface forces. The magnitude of the optical force can be tuned by varying the
input optical power in the waveguide. By increasing the input power enough, a
nanoparticle in the evanescent field of the waveguide can be driven into contact
or near-contact with the waveguide surface. In this regime where h/R → 0 ,
the hindered diffusion coefficient parallel to the waveguide converges towards a
common value of 0.324 for all values of R. Incorporating Eq. 4.9, this yields a
simple inverse relationship between the measured diffusion coefficient from the
linear fit and the particle’s radius
R ≈ 0.324
(
kBT
6piηDmeasured
)
(4.10)
For an appropriately tuned optical power, it is possible to estimate the size of
each particle as well as measure the particle-surface interaction potential very near
to the wall. The systematic error in the calculated radius will depend on how close
the nanoparticle can be brought to the wall without sticking irreversibly. Fig. 4.3d
shows a size analysis of simulated particles of different nominal sizes. For each
size, the approximation that the particle is very near to the surface is used, and
the actual height above the surface is increased to test the error in the final value
48
as a result of that assumption. As the height above the surface increases, the size
of the particle is systematically underestimated, but remains within 50 nm of the
nominal radius for a gap height of 20 nm. The effect of this systematic bias is
most significant for the smallest particles, but can be diminished by increasing the
optical power to shift the equilibrium height closer to the surface.
4.3.5 Refining the size estimate
For applications where only coarse binning by size is needed, the approximation
in Eq. 4.10 may be sufficient. For higher precision, however, additional techniques
may be employed. From the exponential decay of the evanescent field, we know
that the ratio of the scattered intensity at any two points can be used to find the
distance between them:
∆z = −d ∗ ln
(
I(z2)
I(z1)
)
(4.11)
The small but measurable changes in height about an equilibrium position zeq
form the basis of the NFM force spectroscopy technique [81]. If the optical power
into the waveguide is cycled periodically, however, the particle will jump between
multiple equilibrium positions, zeq,1, zeq,2, . . . zeq,n. Due to hindered diffusion, the
effective diffusion coefficient for the particle at each height will depend nonlinearly
on the height and particle size. By sequentially recording the motion of a single
particle about N equilibrium positions, therefore, it is possible to derive a nonlinear
system of equations
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Di = βy,iDbulk
=
[
1− 9
16
(
1 + zi
R
)−1
+ 1
8
(
1 + zi
R
)−3 − 45
256
(
1 + zi
R
)−4 − 1
16
(
1 + zi
R
)−5] 6piηR
kBT
(4.12)
zj = zi + ∆zij (4.13)
The difference between the equilibrium heights ∆zij can be found from the
ratio of the power normalized intensities by
∆zij = −d ∗ ln
(
I(zi)/〈Pi〉
I(zj)/〈Pj〉
)
(4.14)
where Pi is the optical input power for the i
th equilibrium height. Although
this system of equations does not have a generalized analytic solution, the radius
and heights can still be found numerically with a nonlinear optimization scheme to
improve the accuracy of the initial guess for R based on the coarser model. Ideally,
many heights would be used to maximize the fitting accuracy, but the accuracy
of both the diffusion and force information at each height will decrease if the
observation time is too low. Using the waveguide architecture from our previous
work, we found that particles were observable for an average of 3-5 seconds each and
require 3000 frames for accurate statistics [80]. Coupled with the sampling rate of
5000 FPS, this would allow for at least 5 powers to be sampled with the minimum
3000 frames at each height. Fig. 4.4a and 4.4b show the results of a simulation
where a single 150 nm and 300 nm particle are sampled at 5 different heights for
one second each, respectively. For the 300 nm particle, the closest gap distance
between the particle and the surface was set to 25 nm. A minimum gap height
of 29 nm and a measured radius of 317 nm were obtained from a nonlinear least
squares fit to the five effective diffusion coefficients for a 5% error in the estimated
50
Figure 4.4: Refining the particle size estimate. Representative simulation
of (a) an R=150 nm particle and (b) an R=300 nm particle
measured at 5 different heights for one second each. Using the
measured diffusion coefficients and the relative displacements be-
tween the heights, the radius and the absolute height are esti-
mated through a nonlinear least squares fit. The relative error
in the size estimate decreases for larger particles, as the hindered
diffusion coefficient is less sensitive to small fluctuations in height.
size. If the camera frame rate were higher, more powers could be sampled that
meet the 3000 frame threshold and the accuracy of this size estimation could be
further improved. NFM analysis of the multiple powers data would also yield a
separate potential well centered around each height. The resulting potential wells
could then be stitched together to give a fuller picture of the surface forces up to
150 nm above the waveguide surface.
4.3.6 Optical and material characterization
Using the diffusive analysis technique from the previous section, it is possible to
determine the hydrodynamic size of individual nanoparticles because the dynamics
of the particle at sufficiently short time lags do not depend on the magnitude of
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the optical forces. For unknown samples, the optical properties of the particles,
e.g. the refractive index, do not need to be known a priori in order to determine
the size. Nevertheless, the optical properties of the particles are often critically
important and can, for instance, help to differentiate subpopulations which are
similar in size but composed of different materials. Taking Eq. 4.6 and looking
only in the long time limit, we find that the variance depends only on the trap
stiffness
σ2(∆t→∞) = kBT
ktrap
(4.15)
matching the predictions of the equipartition theorem. This trap stiffness can
then be compared with the analytic expression for the optical gradient force along
the y-axis:
Fgrad,y =
(
2pi
c
∇I
)
α = ktrapy (4.16)
where is the optical polarizability of the particle, as defined in Eq. 4.4. The
polarizability of a single nanoparticle can then be found either by calculating the
pre-factor in Eq. 4.16, or by normalization between multiple particles [90]
ktrap,j
ktrap,i
=
σ2y,i
σ2y,j
=
αj
αi
(4.17)
Since R can be found through the non-optical diffusive characterization from
the previous section, this allows direct comparison of the refractive indices of
the particles. This is especially useful for distinguishing metallic and dielectric
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nanoparticles of similar sizes, as the difference in optical polarizability can be sev-
eral orders of magnitude [91].
Fig. 4.5 shows a representative simulation which demonstrates the decoupling
of size and optical properties for particles with two different polarizabilities. For
this demonstration, two particles are simulated at the same height, one with a
polarizability α and one with a polarizability 4α. Fig. 4.5a shows the histogram of
particle positions in the long-time limit after the particle has reached equilibrium
due to the optical gradient forces. In this regime, the measured variance in the
particle position is inversely proportional to the polarizability and independent
of the diffusion coefficient, as predicted by Eq. 4.17. In Fig. 4.5b, the same two
simulated particles are analyzed for only the short time lags, as in Fig. 4.2. In
this limit, the extracted diffusion coefficients are comparable despite the stark
difference in polarizability. By analyzing the same raw particle trajectory in the
two regimes, it is possible to independently measure both ktrap and D. For a
heterogeneous sample, this can be used to distinguish subpopulations of particles
that are similar in size but not in refractive index. This could be useful in screening
out unwanted contaminants in the solution, such as dust particles or oil droplets,
which could otherwise affect the size distribution accuracy.
4.4 Experimental verification
To demonstrate that the proposed sizing method is indeed viable for high-
throughput industrial use, we performed an experiment using a low-cost indus-
trial CMOS camera (aCA2000-165um, Basler AG) and a commercially-available
optofluidic waveguide chip (Optofluidics, Inc.). For this experiment, we optically
53
Figure 4.5: Separation of particles with different optical polarizabilities. a)
Determination of the trap stiffness through long-time equilibrium
data of two simulated particles sampled at 5000 FPS for one sec-
ond. The optical trap stiffness (proportional to the variance) is 4
times larger for the red particle than the blue one. b) Hydrody-
namic sizing analysis for the same two particles using short time
lag diffusion. Although the difference in polarizability is clear
from the long-time data, the short-time diffusion is independent
of the magnitude of the optical force and the measured diffusion
(and radius) is similar for both particles.
trapped an R=150 nm NIST traceable polystyrene bead over the surface of an
optical waveguide and recorded the scattered light intensity using a 20x objective
on an optical microscope at 3000 frames per second. The radius of 150 nm was
selected to match as closely as possible the simulations in Fig. 4.2. The position
of the trapped particle was then tracked in two dimensions using the MOSAIC
ParticleTracker plugin for ImageJ [92].
Fig. 4.6a shows a still image of the light scattered by the particle during the ex-
periment.The red circle shows the position of the particle as determined by the spot
tracking algorithm. Fig. 4.6b shows the trajectory of the particle over 3 seconds
(or, equivalently, 9000 frames). The motion of the particle along the two tracked
dimensions agrees well with the predictions of both the analytic theory and the
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Figure 4.6: Dynamic analysis of a trapped R=150 nm polystyrene bead. a)
A still image of the scattered light signal from the trapped parti-
cle. The red circle shows the particle location determined by the
spot tracking algorithm. b) The 2D trajectory of the particle,
captured at 3000 FPS for 3 seconds. The x and y axes are as de-
fined in Fig. 4.1. b) The variance of the particle motion along the
y axis as a function of time lag, averaged over the full 3 second
trajectory. The effective diffusion coefficient is calculated from
a linear fit to the first three points, following the analysis of the
simulations in Fig. 4.2.
Brownian dynamics simulations. Along the x-direction, the particle is pushed at a
terminal velocity by the balance of the optical scattering force (Eq. 4.3a) and the
Stokes drag (Eq. 4.3d), as expected. Along the y-direction, the particle fluctuates
about the center of the waveguide, consistent with the Brownian dynamics trajec-
tory generated in Fig. 4.2a. The variance of the displacement was then calculated
as a function of the time lag between frames and a linear fit was performed to the
first three frame lags (∆t = 1/3000, 2/3000, 3/3000). Using Eq. 4.7, we can then
calculate an effective diffusion coefficient of 0.52 µm2/s (Fig. 4.6c).
If we assume the optical power is sufficiently high that the particle is just above
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the waveguide surface, we can now apply the result of Eq. 4.10 to estimate the
particle size. For this experiment, this approximation works very well and a more
refined estimate is not necessary; a measured diffusion coefficient of 0.52 µm2/s
corresponds to a particle with radius of 151 nm, less than a 1% deviation from the
value of 150 nm quoted by NIST.
For this particle, a full three seconds of data was used to determine the size.
The Brownian diffusion along the y-direction is inherently stochastic; as such, there
will always be variance in the measured diffusion coefficient, and this variance will
depend strongly on the number of frames captured. It is worth investigating, there-
fore, how well the analysis technique works for shorter trajectories. In Fig. 4.7, we
calculate the effective diffusion and radius of the particle for subsets of the full three
second video to see the influence of the video length on the final accuracy. For very
short trajectories, we see a significant overestimation of the diffusion coefficient (or
equivalently, underestimation of the radius.) After one second of data, however,
the measured radius is within 10% of the nominal value. For a coarser estimate
of size, therefore, it may be possible to characterize a particle in just one second,
or 3000 frames of video data. In our previous work, we demonstrated that 3000
frames of data is also sufficient to obtain accurate interaction force measurements,
meaning that simultanous measurements of force and size could be achievable in
one second with reasonable accuracy. In practice, most dielectric particles remain
within the field of view for 3-5 seconds allowing for better convergence and more
accurate results [80]. For a concentrated particle solution under ideal conditions,
this allows for potential single-particle analysis of around one thousand particles
an hour.
For the experimental data here, we have considered only the accuracy of mea-
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Figure 4.7: Convergence of the measured radius over time. a) The diffusion
coefficient is determined by analyzing a subsection of the tracked
particle trajectory to determine the length of time required for
an accurate value. For short trajectories, the diffusion coefficient
is significantly overestimated, but rapidly approaches a final con-
stant value for tracks longer than 1 second. b) The radius calcu-
lated from the measured diffusion coefficient using Eq. 4.10. The
measured radius shows very good agreement with the nominal
radius quoted by the manufacturer (R=150 nm, shown with the
dotted line) for times greater than 1 second.
suring a single particle. For very polydisperse samples, however, the reality is
slightly more complicated. As discussed previously, the optical gradient force is
size dependent (R3); at a given optical power, larger particles will be held more
easily than smaller ones. This in general would lead to a bias in the measured
particle distribution, where large particles are overrepresented and small particles
are underrepresented.
In the absence of surface forces, this bias can be quantified straightforwardly;
a 400 nm particle, for instance, experiences an attractive optical force which is
roughly 70% that of a 450 nm particle. The bias is more complicated near the
waveguide surface, however, because both the optical gradient forces and the re-
pulsive surface forces increase as the height above the surface decreases. At a
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higher optical power, both the larger and smaller particles can be stably held, but
will be held at different equilibrium heights. In a high-salt environment with a
Debye length of 20 nm, for example, a 7 nm difference in equilibrium height is
enough to compensate for the same 30% decrease in optical force strength. Since
this effect depends on the magnitude and height-dependence of the surface forces
(which are unknown a priori), it cannot be easily estimated from first principles.
Because there is simultaneous analysis along multiple axes, however, it should be
possible to combine force and size data after an experiment to estimate the degree
of bias in the measurement and make appropriate corrections. It would also be
possible to directly measure particles at different heights using the multiple pow-
ers analysis shown in Fig. 4.4. We hope to investigate this effect in the future by
performing experiments with known polydisperse samples, but that is outside the
scope of the current work.
While techniques exist to measure both the size and particle-surface interac-
tion potentials of nanoscale particles, there are no existing techniques which can
do both simultaneously at high throughput. In this work, we have described an
extension to our previous force spectroscopy method which uses the dynamics of a
particle within an evanescent field to probe its size, forces, and optical properties.
Using a combination of analytic theory and Brownian dynamics simulations, we
have outlined the procedure for applying this technique and have investigated the
particle sizing accuracy for single particle trajectories. We have also demonstrated
the viability of the analysis technique using experimental data gathered under
practically realizable conditions, finding very good agreement with the simulated
results with only 3 seconds of video data. We believe this technique could be
used to process hundreds of particles per hour using a commercial CMOS camera,
making it especially viable for rapid quality control of nanoparticle suspensions.
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CHAPTER 5
3D NANOPHOTONIC FORCE MICROSCOPY – ADDITIONAL
THEORY AND EXPERIMENT
5.1 Abstract
In this Chapter, I will extend the theoretical model from the previous chapter to
include the motion along the x-direction. I will also show additional experimental
data to test the predictions of both the x- and y-direction theory. Here, we have
performed experimented on polystyrene beads (R=260 nm and R=400 nm) and
gold nanoparticles (R=150 nm), and tracked the nanoparticle transport in all three
dimensions by localizing and integrating the scattered light distribution. The x,
y and z direction motion are obtained simultaneously for each particle in only a
few seconds each and the results of the characterization analysis agree with both
the theory from the previous chapter as well as the spread in the particle size
distribution quoted by the bead manufacturers.
5.2 Introduction
In the previous chapter, the focus was establishing a mathematical framework for
sizing a particle which is trapped above an optical waveguide, and proving this
framework with an experimental demonstration.
This work was conducted equally with my colleague Perry Schein who originally developed
the force analysis technique for the z-axis and also performed some of the experiments and
analysis in this chapter.
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Here, we expand on this theory to include analysis of both the x- and y-direction
motion of single particles and provide experimental data on a larger body of indi-
vidual particles. Taking advantage of the optical waveguide architecture to trans-
port nanoparticles in a high-throughput, conveyor-belt style rapid interrogation
approach, we track the motion in all three dimensions, and discuss how to ex-
tract different orthogonal characterization data from each axis. Using polystyrene
particles of known radius (R=260 nm and R=400 nm), we then demonstrate the
application of the theory in both x and y on 33 single nanoparticles to develop
population statistics. Although there is still room for improvement on each axis,
we believe that making simultaneous measurements in three dimensions has sig-
nificant potential for enabling better high-throughput nanoparticle analysis.
5.3 3D particle tracking
The physical system used in these experiments is a silicon nitride waveguide with
a width of 600 nm placed within a microchannel used for delivering nanoparticles
to the waveguide surface. (For a detailed schematic of this setup, see Fig. A.3 in
Appendix A.) As a nanoparticle interacts with the evanescent field, the various
components of the optical forces transport the particle along the waveguide. The
dynamics of the nanoparticle motion are complex, and caused by a combination
of optical gradient forces (pulling towards the center of the waveguide), optical
scattering forces (pushing along the axis of propagation), and stochastic Brownian
forces. The x-y motion of the particle can be tracked over time using the techniques
of single particle tracking, as in the previous chapter [92].
An additional effect of the particles interaction with the evanescent field is that
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the particle scatters light. This scattering depends on the size and refractive index
of the particle, but for a given particle over time the amount of light that it scatters
corresponds to the local available optical intensity in the evanescent field, which
is an exponentially decaying function of the distance above the waveguide. In this
way, the fluctuations in the position and the intensity of the scattered light signal
over time allow for the particle motion to be tracked in all three spatial dimensions,
with each dimension supplying complementary information. This is the basis of
the orthogonal measurement methodology that we demonstrate here.
Fig. 5.1 outlines the orthogonal characterization procedure. From a captured
image of the scattered light as the nanoparticle interacts with the waveguide,
the particle position is localized in each frame, as illustrated by the red circle
in Fig. 5.1(a). Based on 2D Gaussian fitting [92] the x and y position of the par-
ticle centroid are localized with sub-pixel resolution as shown in Fig. 5.1(b) and
5.1(c) respectively. This information is then used to draw a 12x12 pixel box around
the centroid position. All of the pixel values inside this box are added up, giving a
value for the total intensity scattered by the particle as shown in Fig. 5.1(d). These
values are captured in every frame from a tracked particle, giving the scattering
velocity (which will be related to the polydispersity), the y-direction diffusion co-
efficient (which will be related to the particle size), and the z-direction interaction
energy landscape (which can be related to the suspension’s stability). Each of
these orthogonal measurements will now be discussed separately in the following
sections.
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Figure 5.1: Orthogonal nanoparticle characterization scheme. (a) A parti-
cle is transported along an optical waveguide, scattering light
as it interacts with the evanescent field. This scattered light is
captured and recorded using a CMOS camera (example frame
shown). The particle position is localized in each frame (red cir-
cle).The centroid position of the particle is tracked with sub-pixel
resolution and the total intensity of light scattered by the parti-
cle is integrated in each frame. (b) In the x-direction (coordinate
system shown in the upper-right corner of this figure) the particle
translates at a terminal velocity, and the distribution in termi-
nal velocities over the particle population gives a measurement
of sample polydispersity. (c) In the y-direction, the particle un-
dergoes confined and hindered diffusion in a harmonic potential
well near the surface, which can ultimately be related to the par-
ticle size. (d) In the z-direction, the particle scatters more light
when it is close to the waveguide and less when it is far away, so
the scattered light intensity is used to track the z-position. Over
many samples, the statistical distribution of scattered light in-
tensity gives the probability distribution of finding the particle at
a given energetic state, corresponding to a height in the potential
energy well. Using the Boltzmann distribution, these probabili-
ties give a map of the potential energy landscape, which is related
to the energy barrier preventing the particle from sticking to the
surface and therefore indicative of the suspension stability.
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5.3.1 y-direction – particle size information
In the y-direction, the particle sees a potential energy well due to the optical
intensity gradient of the mode profile of the waveguide. For single-mode operation,
this will be strongest above the center of the waveguide and decreasing towards the
edges. This results in an optical gradient force restoring the particle to the central
intensity maxima. For small displacements from the center of the waveguide, these
forces can be approximated as being linear in the y-displacement, and the particle
experiences a harmonic potential well. For the waveguide geometry used here, the
assumption of linearity is valid for displacements that are smaller than ± 100 nm,
as can be seen from the mode profile in Fig. A.4. Since the theoretical framework
for extracting the diffusion coefficient was developed in our previous work, I will
not repeat the full derivation here. As before, we consider only the motion of the
particle at short time scales where the variance in the position distribution grows
linearly with time:
σ2(∆t) = 2D∆t (5.1)
From this, we can find an effective diffusion coefficient D|| which is hydrody-
namically hindered from the bulk diffusion value by a height-dependent factor β
such that:
D|| = β(z,R)Dbulk (5.2)
As z approaches 0, this factor β reduces to 0.324 for all values of R, but it is
in general a complex, nonlinear function of R.
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Figure 5.2: Analysis of y-direction motion. (a) Variance in y-position as a
function of lag time for example R = 260 nm (red curve) and
R = 400 nm (blue curve) nominal sized particles (only short lag
times shown). At short times the particle does not yet have
time to respond to the restoring forces, and the transport occurs
as it would in the absence of the optical trap. Linear fits are
shown with dashed lines. The slope of these lines corresponds
to the diffusion coefficient. (b) Population level measurements of
diffusion coefficient. The smaller diameter particles diffuse faster,
allowing for the two particle populations to be distinguished.
To demonstrate this technique for particles of different sizes, we performed two
experiments: one using R = 260 nm polystyrene beads and the other R = 400
nm polystyrene beads. The results of these experiments are shown in Figure 2.
In Figure 2(a), the short time data is plotted for one particle of each size. As
expected, the variance in the 260 nm particle motion increases more rapidly than
the 400 nm one, consistent with higher diffusion (and therefore a smaller particle).
Figure 2(b) shows a boxplot with aggregated effective diffusion coefficients from
all particles measured. N = 8 particles are plotted for the 260 nm set, and N = 25
for the 400 nm set.
If we compare the mean value of the diffusion coefficient for the two data sets,
the 260 nm beads are indeed distinguishable from the 400 nm beads by their
effective diffusion coefficient. If we take the approximation that , however, we find
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a measured radius of 149 nm and 238 nm, respectively 60% of the nominal radius
for both particles. There are a number of possible explanations for this bias– for
example, that the equilibrium position of the particle is significantly above the
surface, rendering the z=0 approximation invalid, or that there are other sources
of apparent particle movement in addition to the real diffusion, e.g. vibrations
in the microscope setup. The bias is not likely attributable to under-sampling
the particle motion in the presence of the force-field, as this would result in an
underestimate of the diffusion coefficient (and thus an overestimate of the particle
size). Additional experiments must be conducted to determine the origin of the
bias, but the two particle populations are still separable from one another by size
even with this bias present.
5.3.2 x-direction – polydispersity
The y-direction analysis is valuable because it yields a hydrodynamic estimate of
particle size, which is independent of the particle’s optical properties or the optical
power used. Unfortunately, this is a stochastic estimator, and there is a lower
bound on the variance in size estimate. As such, it can be useful for distinguishing
300 nm particles from 600 nm particles, but cannot resolve small deviations, e.g.
300 nm particles from 305 nm. These small differences in size can, however, be very
significant for determining the reliability of the particle distribution. To determine
this spread in the particle size distribution, we can add an additional orthogonal
measurement from the x-direction motion.
In the x-direction, the optical scattering and absorption forces are balanced
by the hydrodynamic drag on the particle, which travels at a terminal velocity
with some fluctuations due to changes in the optical forces resulting from the
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coupled motions in the other directions, as well as due to Brownian motion in the
x-direction itself.
For a dielectric Rayleigh particle, the optical absorption forces are negligible,
and we can consider only the balance of the scattering and drag forces:
Fscat =
128pi5I0m
3cλ4
(
p − m
m + 2m
)2
R6 (5.3a)
Fdrag = 6piηRU0 (5.3b)
where I is the locally available optical intensity in the evanescent field, m is the
relative permittivity of the medium, p is the relative permittivity of the particle,
c is the speed of light in vacuum, λ is the optical wavelength, η is the viscosity of
the medium, U0 is the velocity along the x-direction, and R is the particle radius.
Combining the two, we can derive an expression for this terminal velocity:
U0 =
64pi4I0m
9cλ4η
(
p − m
m + 2m
)2
R5 (5.4)
This velocity is very strongly dependent (R5) on the particle size, so small dif-
ferences in the particle size can yield easily measurable differences in the measured
velocity. The prefactor in Equation 5.4 is in general unknown so the radius cannot
be found directly from the velocity. If a solution of multiple nanoparticles are mea-
sured under the same experimental conditions, e.g., on the same waveguide and
at the same optical power, however, the velocity of two particles can be directly
compared to find the difference in radius:
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∆R = R
[(
U0,R+∆R)
U0,mean
)1/5
− 1
]
(5.5)
where U0,mean is the mean velocity of all the particles, R is the mean radius
of the particles (from either the manufacturer’s specifications or the y-direction
motion), and U0,R+∆R is the velocity of an individual measured particle. If a sta-
tistically significant number of particles are processed, this gives a highly sensitive
measurement of the variance in the particle size within the sample. Combined with
the mean radius, it is also possible to calculate the coefficient of variation of the
nanoparticle distribution, a useful quality control metric to quantify polydispersity
within the distribution.
Fig. 5.3 shows this x-direction analysis for the same particles as in Fig. 5.2.
As each particle is transported along the waveguide, it rapidly reaches a termi-
nal velocity. Because the x-direction motion is steady and ballistic, the error in
determining the velocity is much lower than the stochastic uncertainty from the
y-direction motion. By comparing the velocity of each trajectory to the average
velocity for the full dataset, we can apply Equation 5.5 to find differences in the
particle size to single nanometer precision. We can then use these variations to
compute the standard deviation in particle radius, which when divided by the nom-
inal sample radius supplied by the manufacturer gives us the coefficient of variation
(CV). For the nominal R=400 nm particles, the variance is found to be ± 5 nm,
yielding a coefficient of variation of 0.5%. This agrees well with the CV of 0.6%
and radius 4.5 nm specified on the Certificate of Analysis from the manufacturer,
as measured by Transmission Electron Microscopy.
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Figure 5.3: Analysis of x-direction motion. Top: x-position traces for (a) R
= 260 nm and (b) R = 400 nm particles. The particles reach
terminal velocity far faster than the timescale of these measure-
ments. As the velocity depends on R5, the spread in the terminal
velocity (spread in the slopes) is related to the sample polydis-
persity. (c) Spread in particle radii (∆R) for 260 nm and 400 nm
samples. The coefficient of variation calculated with our method-
ology is consistent with the values certified by the manufacturer
as determined through TEM.
5.3.3 z-direction – solution stability
In addition to the motion in the x-y plane, the nanoparticles also experience forces
and resulting motion normal to the surface in the z-direction. Unlike the x-y mea-
surements that track the centroid position of the particle, the z-direction motion
is tracked by integrating the total intensity scattered by the particle when the
particle is near the surface, the evanescent field intensity is stronger so the par-
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ticle scatters more light and a brighter signal is observed. From the z-direction
motion, it is possible to directly measure the forces between the nanoparticle and
the waveguide surface. This analysis is outside the scope of this chapter, but has
been well established by our previous work for particles in this size regime. The
interested reader is directed to two of our previous studies for further details on
the method and practical demonstrations [80, 81].
5.4 Discussion
Currently, our estimates of size from the y-direction diffusion suffer from relatively
large uncertainties which make it difficult to discern small differences in the size.
Because confined Brownian motion is a stochastic process, there will always be
a degree of variance in the measured diffusion coefficient. The lower bound on
this uncertainty will improve with more frames, however, as would any systematic
biases in the measured size due to undersampling the diffusive motion. As a
result, the accuracy of this technique can be improved significantly by observing
the motion with a faster camera. Given the rapid progress in camera quality and
data transfer rates in recent years, we predict that it will soon be possible to greatly
improve the uncertainties of the sizing technique without switching to expensive,
specialized equipment.
The x-direction analysis gives results that are consistent with the manufac-
turers specification for these particles. This has significant potential as a rapid
measure of the variance in the particle size distribution, especially because it can
be added to our existing techniques with no additional experimental or compu-
tational overhead. However, the analysis presented in Fig. 3 depends on the
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particle having a well-defined terminal velocity. For much smaller nanoparticles,
the forward scattering force will not be large enough relative to the particle’s dif-
fusion, and fluctuations in the particle motion along the x-direction will limit the
accuracy of the measurement. For this reason, we estimate that the combined
orthogonal technique as described here is limited to particles roughly R=100-150
nm and larger. Fortunately, the technique does cover a large part of the so-called
subvisible regime of 100 nm to 10 µm where existing techniques are considered
insufficient for high-throughput characterization, and therefore may be a valuable
addition to the current toolbox [5, 6].
5.5 Conclusions
Here, we have demonstrated the viability of making orthogonal measurements by
tracking the motion of the nanoparticle in multiple spatial dimensions. We have
performed proof of concept experiments on NIST-traceable nanoparticle suspen-
sions and obtained results that in line with expectations. Measurements of the
y-direction diffusion show that particles of different sizes can be distinguished,
while velocity measurements in the x-direction are used to calculate the coeffi-
cient of variation of the particle size distribution. This technique can be used to
gain quantitative information about nanoparticle populations as well as identify
possible outliers within a solution in terms of size or chemical composition.
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CHAPTER 6
CONCLUSIONS AND FUTURE DIRECTIONS
6.1 Directed self-assembly and binding
In Chapters 2 and 3 of this dissertation, I have laid out two sets of experiments
using optical forces for controlling both inorganic and biological binding interac-
tions. I believe these experiments serve as a solid proof-of-concept that optical
forces have unrealized potential for precision control and assembly. Unfortunately,
the implementation used for this demonstration does not scale well and is too im-
practical for realistic self-assembly. There are two principal reasons for this: the
first is that the assembly process here is irreversible and requires cleaning of the
waveguide chip in between experiments, and the second is that we have limited
control apart from the intrinsic mode shape of the carbon nanotube mode profile.
Building on the results, one approach to improve the tunability of the hybrid
optical resonators and enable more control is to fabricate the plasmonic resonators
instead of assembling them directly on-chip. There have been some recent designs
which integrate nanofabricated gold nanoantennas directly onto an optical waveg-
uide [93,94]. In this setup, the exact mode profile of the resonator can be predicted
with nanometer precision and multiple resonators can be fabricated into a pattern
to produce more interesting geometries. A more ambitious approach would be to
use a full 2D structure, for instance a 2D photonic crystal [95], a 2D array of plas-
monic resonators [96], or a hybrid design combining both elements, as in a recent
theoretical work by Mossayebi et al. [97]. With one of these architectures, it would
be possible to achieve much greater trapping forces and also assemble nanoparti-
cles into 2D shapes using a pre-designed or modular mode shape. If this is done
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without irreversible sticking to the resonator surface, the potential throughput here
could be orders of magnitude higher than the results presented in this dissertation.
There will be significant engineering and technical challenges, however, that must
first be addressed before this can be truly viable as a scalable synthesis method.
6.2 Nanoparticle characterization
Chapters 4 and 5 describe both theoretical and experimental work on an nanopar-
ticle characterization technique. We have shown that by tracking the motion of a
single nanoparticle as it moves through a complex (but well-understood) nonuni-
form optical field, it is possible to extract a large amount of information about the
particle’s properties, including its size, refractive index, and interactions with the
waveguide surface. There are a few key areas where additional research could be
very beneficial.
6.2.1 Improving the experimental setup
A significant effort was made to improve throughput and viability in real-world
quality control situations and the current technique is achievable with a setup that
is commercially available now with a low-cost camera. This decision was made to
help fill a gap in high-throughput characterization techniques in the so-called sub-
visible range of particles between 100 nm and 10 microns [5,6]. Nevertheless, there
are some disadvantages to this setup. Using the current industrial camera, the
maximum practically achievable frame rate is around 3000 FPS. This is sufficient
to resolve diffusive motion along the y-direction, but not along the z-direction.
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With a faster frame rate, there would be significantly more frames along y (im-
proving the accuracy of the stochastic analysis) and also the potential to measure
the hindered diffusion along z. Since the diffusion along z has a different depen-
dence on height than the in-plane diffusion [88], the combination of the two can
uniquely specify the size even for particles where the h=0 assumption does not
hold. Given the steady and rapid progress of CMOS camera technology, this may
well be possible with a low-cost experimental setup in the near future.
6.2.2 Surface functionalization
A key advantage of the demonstrated technique is the ability to probe the inter-
actions of particles and the waveguide surface. With the current design, however,
all of these forces are relative to a silicon nitride surface, which is of limited utility.
One way to probe more relevant surface interactions is to functionalize the waveg-
uide surface with a material that approximates a surface of significance in a real-
world application. This could take the form of chemical surface groups, deposited
metallic layers, or even a self-assembled lipid layer for biophysical investigations.
If the same particles can be analyzed on multiple waveguides with different surface
materials, it would be a useful way of directly investigating fundamental colloid
interactions or biophysical (e.g. protein-protein) interactions which are difficult to
predict with current theories. A schematic of this proposed experiment is included
in Fig. 6.1.
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Figure 6.1: Schematic overview of a proposed experiment. By functionaliz-
ing the waveguide surface with different materials (both organic
and inorganic), it may be possible to experimentally predict the
behavior of a given nanoparticle in different physically relevant
situations. The hypothetical surfaces here are a bare waveguide,
a deposited gold monolayer, an inorganic polymer layer, and a
layer of polyclonal antibodies.
6.2.3 Protein aggregate analysis
In terms of potential applications, there are a multitude of scientific fields and
industries that could benefit immensely from better nanoparticle characterization
techniques. One of the most intriguing, I think, is the detection of protein aggre-
gates in solutions of protein therapeutics. There is a growing body of evidence that
aggregated therapeutic proteins can have many deleterious side effects, including
life-threatening anaphylaxis [5]. Unfortunately, protein aggregates are very diffi-
cult to quantify because they come in a wide variety of sizes and conformations,
and can form at any stage of the drug production pipeline. There is a pressing
need, therefore, for a technique that can detect and analyze nanoscale protein
aggregates. I believe the characterization technique shown here has potential to
address this need, because it can give both a rough estimate of size (which for ag-
gregates is unknown) and a measure of surface interactions (which, for a suitable
surface, might be used to predict the aggregate’s conformation or its behavior dur-
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Figure 6.2: Schematic overview of a proposed protein aggregate character-
ization device. As each of the protein aggregates passes over
the waveguide, it is tracked in three dimensions to estimate the
size and surface forces. By combining these two data points, a
histogram can be built up of the number of aggregates with a
given conformation in each size range. This data has potential
to greatly improve our understanding of how many aggregates
are present and what effects they are likely to have.
ing drug production, storage, or injection). A schematic of a hypothetical protein
analysis assay is shown in Fig. 6.2.
To demonstrate this, Fig. 6.3 shows a preliminary experiment trapping a ther-
mal aggregate of bovine serum albumin (BSA). Both the effective diffusion co-
efficient and the particle-surface forces can be calculated from its motion. The
predicted size for this aggregate, assuming the particle is near the surface, is R=70
nm but the accuracy of these results is hard to quantify as the actual size is
unknown. Additional work with protein aggregates, particularly with carefully
controlled manufacturing of aggregates of known size and conformation, could be
invaluable for the development of a reliable nanoscale aggregate characterization
technique.
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Figure 6.3: Preliminary data on protein aggregate characterization for
thermally-aggregated BSA. a) The variance in the y-direction
motion as a function of time lag. b) From the short time data,
we find a diffusion coefficient of 1.14 µm2/s. Using the near-
surface approximation, this yields a particle radius of 70 nm. c)
The particle-surface interaction potential well calculated for the
BSA aggregate, courtesy of Perry Schein.
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APPENDIX A
SUPPLEMENTAL DISCUSSION AND FIGURES
A limitation of plasmonic optical trapping is that ohmic losses in the metallic
structures can generate a lot of heat in the surrounding medium. This heat will in-
crease the local temperature near the surface, which can lead to thermal forces and
convective flows. Here, we discuss potential thermal effects which might influence
the adsorption reaction, as well as control experiments to determine the relative
importance of thermal and opto-mechanical forces. These thermal mechanisms
come in two types:
(1), effects dependent on T, such as the temperature dependence of the Boltz-
mann factor governing the binding reaction, and (2), effects dependent on , such
as thermophoresis and electrothermally-induced flow. We address both classes
separately.
(1) To discount effects which depend on the magnitude of the local temperature,
we performed a control experiment in which we heat the fluid an additional 60 K
above ambient using a hot plate. This is higher than the temperature near the CNT
during observed adsorption events at high salts. If the temperature dependence of
the reaction kinetics, e.g., was a dominant factor, this should be enough to adsorb
proteins without optical power. Since we do not observe this even over several
hours, high temperature alone is not sufficient.
(2) There are also thermal effects which depend on a temperature gradient.
Even if the bulk temperature is increased globally for a control experiment, there
can still be a significant local temperature increase near the nanotube due to Joule
heating. In the DLVO model developed here, we have accounted for the ther-
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mophoretic force which was negligible compared with the optical component. An
additional force which is not included in the model is the electrothermal effect, in
which a temperature gradient leads to a gradient in the local electrical conductivity
and permittivity, and generates a body force on the fluid. This force is given by
fET = −1
2
[(
1
σm
∂σm
∂T
− 1
m
∂m
∂T
)
∇T · E mE
1 + (ωτ)2
+
1
2
|E|2∂m
∂T
∇T
]
(A.1)
where ω is the frequency of the electric field, and τ = m/σm is the charge
relaxation time of the medium [98, 99]. Although this first term can generate
strong flows towards an electrode at low frequencies, the Coulomb forces will be
negligible at optical frequencies where ω >> 1/τ and the charges do not have time
to accumulate. In this limit, electrothermal flow will be significantly weaker and
also away from regions of high temperature, meaning that it may be a second-order
effect on the measured power threshold, but is not the driving force behind the
adsorption reaction.
In recent work, Ndukaife et al. have demonstrated that attractive electrother-
mal flow is possible with light-induced heating from a 1064 nm laser if a lower
frequency AC electric field is applied. When the electrode is turned off, however,
the strong attractive force disappears. This observation is consistent with our
calculations and further suggests that the thermal forces in our experiments are
insufficient to drive the trapping or adsorption of proteins at optical frequencies.
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Figure A.1: A schematic overview of the microfluidic setup. A rectangular
cavity is cut out of a piece of parafilm using a laser cutter to form
the microfluidic channel. A millimeter sized hole is drilled in
both sides of a glass cover slide to allow for inlet and outlet tub-
ing, and the glass is thermally bonded to chip with the parafilm
layer. A PDMS block is bonded over the inlet and outlet holes
using irreversible oxygen plasma bonding to hold the inlet and
outlet tubing. Because of this channel geometry, it is possible
to image through standard microscope glass instead of a thicker
polymer layer (e.g., PDMS), allowing for high-resolution imaging
of both the fluorescence emission and infrared laser light.
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Figure A.2: Schematic of the optical intensity surrounding an arbitrary plas-
monic rod on resonance, fed by an optical waveguide. The opto-
mechanical force is proportional to the gradient in intensity, and
pulls dielectric particles along the gradient towards the surface.
The highest optical gradient is near the ends of rod, but there
can also be secondary higher-order hotspots along the rod which
will also enhance the optical force. The intensity profile for the
nanotubes used in these experiments will vary depending on the
nanotube geometry and orientation, but the dielectric gradient
force is always attractive towards the surface and can counter-
balance the repulsive electrostatic forces.
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Figure A.3: NanoTweezer chip design. (a) Each chip consists of three waveg-
uides, a microfluidic channel, and an optical fiber assembly for
waveguide excitation. The waveguides are cladded by glass
across the entire chip with the exception of the experimental win-
dow (b), in which a sample delivered to the microfluidic channel
interacts with the waveguide. (c) SEM micrograph showing edge
of experimental window. (d) Cross-sectional view of waveguide
structure. Figure reproduced from [80]
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Figure A.4: Finite difference time domain simulations of the waveguide in
Fig. A.3. (a) Optical intensity in and around the waveguide
(plotted in arbitrary units). (b) The y-direction component of
the optical gradient force. Although the force is not strictly
linear with displacement, the harmonic approximation remains
valid for displacements of at least ± 100 nm. (c) The z-direction
component of the optical gradient force. The magnitude of this
force decreases exponentially with increasing height above the
surface.
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