Abstract. Several studies of le sizes either being downloaded or stored in the world wide web have commented that tails can be so heavy that not only are variances in nite, but so are means. Motivated by this fact, we study the in nite node Poisson model under the assumption that transmission times are heavy tailed with in nite mean. The model is unstable but we are able to provide growth rates. Self-similar but non-stationary Gaussian process approximations are provided for the number of active sources, cumulative input, bu er content and time to bu er over ow.
Introduction
The identi cation of self-similarity in various types of teletra c ow rates has created widespread interest in the possible origins and e ects of the self-similarity. Willinger et. al. ( 32] 37] ) discussed self-similarity of packet counts per unit time in LANS and WANS and a parallel discussion of self-similarity of bytes per unit time in WWW tra c was conducted by Crovella et al ( 6, 7, 10, 8] ). Crovella, Kim and Park ( 9] ) conducted a large simulation study to assess the causes and e ects of self-similarity in situations that involved slowdown nodes, bu ers, varying rates and varying tail parameters. Errammilli and Willinger ( 13] used experimental queueing analysis to show why classical models without long range dependence would seriously underestimate delays. Resnick and Samorodnitsky ( 28] ) constructed an example of a single exponential server fed by a long range dependent input which had queue lengths and waiting times which were heavy tailed. Mathematical studies of the connection between on-o inputs with heavy tailed on-periods appeared in 32] and 18], 19] and 20].
Attempts to explain network self-similarity have largely focussed on heavy tailed transmission times of sources sending data to one or more servers. The common assumption is that transmission times have iid random lengths with common distribution F where F has a Pareto or regularly varying tail. We assume 1 ? F(x) x ? L(x); x ! 1; (1.1) and L(x) a slowly varying function, or equivalently lim t!1 F(tx) F(t) = x ? ; x > 0; (1.2) where F = 1 ? F(x). The usual assumption on is that 1 < < 2. This means the variance is in nite but the mean is nite. The practical reason for this assumption is the extensive tra c measurements of on periods reported in 36] where measured values of were in the interval (1; 2). The theoretical reason for the assumption is that mathematical analysis has been based on renewal theory and without a nite mean, stationary versions of renewal processes do not exist and (uncontrolled) bu er content stochastic processes would not be stable.
Despite the prevalence of this assumption that 1 < < 2, it is clear that other assumptions have to be considered. The Boston University study ( 6] , 7], 11]) suggests self-similarity of web tra c stems from heavy tailed le sizes and reports an overall estimate for a ve month measurement period (see 11]) of = 1:05. However, there is considerable month-to-month variation in these estimates and, for instance, the estimate for November 1994 in room 272 places in the neighborhood of 0:66. Figure 1 gives the QQ and Hill plots ( 17, 29, 17, 22, 3] ) of the le size data for the month of November in the Boston University study. Furthermore, studies of sizes of les accessed on various servers by the Calgary study ( 1] ), report estimates of from 0:4 to 0:6. So accumulating evidence already exists which suggests values of outside the range (1; 2) should be considered. Also, as user demands on the web grow and access speeds increase, there may be a drift toward heavier le size distribution tails. However, this is a hypothesis that is currently untested. This paper focusses on the case 0 < < 1. Section 2 reviews a standard in nite node, Poisson based model with heavy tailed transmission times and assumes (1.1) with < 1. A bu er content process is de ned and since it will be unstable due to the assumption < 1, we make some comments about the rst order content growth and the time to hit high levels. Section 2 develops rst order approximations to the number of active nodes, the net input process, the content process and the time to bu er over ow. Section 3 considers a Gaussian approximation to the input process and shows this is self-similar. This approximation is in the spirit of 32]. Sections 4 and 5 give Gaussian process approximations to the content process and time to bu er over ow. is a sequence of iid exponentially distributed random variables with parameter . We imagine that a communication system has an in nite number of nodes, sometimes called sources, and at time ? k some node turns on and begins a transmission at unit rate to the server. The length of this transmission is a random variable L k . We assume fL k ; k 1g is iid and independent of f? k g and P L k > x] = F(x) = x ? L(x); x ! 1; 0 < < 1; The map x( ) 7 ! _ s ( ) x(s) is an almost surely continuous map, and therefore X _ (t) := _ s t X(s) has the property
If we de ne (2? ) . This is monotone in , meaning the smaller the (that is, the fatter the tail) the quicker a high level is achieved.
3. Self-similar Gaussian approximations.
We begin by considering the family of processes fG T ( ); T > 0g de ned by
; t 0 and so
The covariance of the limit random vector is Var( q m (1) 2 N 2 ) = m (1) Now let C(s; t) = (s _ t) 1? ? jt ? sj 1? ; 0 s t; (3.2) and let fG(t); t 0g be a zero mean Gaussian process whose covariance function is C(s; t). We have G(0) = 0 and the discussion of Section 3.1 using Billingsley's theorem 15. 
where the limit is a zero mean, continuous path, self-similar Gaussian process with covariance function C(s; t) given by (3.2).
Proof. Convergence of the nite dimensional distributions has already been discussed and it remains to verify tightness. This is discussed in Subsection 3. 3.1. Tightness for the Contents Process. We now verify that the family of processes fG T ( ); T > 0g is tight. The proof uses chaining and bracketing arguments as described in 33] The claim (3.6) follows with For convenience we will use 's which are dyadic rationals of the form 2 ?i for i a positive integer and de ne F j := fk2 ?j : 0 k 2 j g:
Referring to the probability in (3. Before proceeding, we state a lemma. We will continue to denote by K generic constants whose speci c value is immaterial. The value of K need not be the same with each usage. as required for the proof of (3.10).
We now cope with (3.11). Refer to Figure 2 and where (2 ) is bounded by a constant times log T. and (3.11) and hence tightness is proven.
4. Gaussian approximation for the workload process. We now investigate a Gaussian approximation to the workload process de ned by (2.6). In order to do this we must consider the work rate r as a function of T and so we write r = r T and set for T > 0, t 0 X T (t) = Another notational convention that we will use is that if f : R + 7 ! R + , we will write f _ (t) = Observe that on (0; s T ), T ( ) has a nonnegative derivative and hence is nondecreasing. Therefore, for t < s T , the maximum in (4.4) is achieved at t. From (4.2) it is immediate that X(Tt) = 0 for t s T . So when analysing the asymptotic behavior of X T ( ), we will concentrate on the region where t > s T .
It turns out that s T is approximately equal to y. To see this, observe that from (2.7), we get by applying the maximum functional that
in D 0; 1) and since the limit is continuous and increasing we may invert to get The right side is a bound which is independent of the particular local maximum and which converges in probability to 0. This follows from the uniform convergence of v T (u) in (4.16) and G T ) G which implies jG T j _ (t 0 ) ) jGj _ (t 0 ) in R.
(ii) Rewrite So apart from events whose probability approach 0 as T ! 1, either the maximum is assumed at an internal point of 0; t] and is hence a local maximum, or if t = y, the maximum might be assumed at y or be assumed at an internal point. Let s ( )Ĝ(t) ?Ĝ(y):
As a consequence of the second order assumption (4.12), the centering by c T (t) can be replaced by a function independent of T at the cost of a translation in the limit. To see this, observe that c T (t) = m(T t) ?m(Ty) Tm We summarize by stating the following theorem.
Theorem 2. Suppose fX T (t); t 0g is the contents process of (4.1) and 1 ? F satis es the rst order condition (1.1) and second order condition (4.12) . Suppose the work rate r depends on T so that (4.3) holds for a xed y > 0. Then for t s T (y), X T (t) = 0 and for t < y we have X T (t) ) 0 in D 0; y). (4.24) where c 1 ( ) is de ned by (4.22) and is from the second order condition (4.12) .
So given a work rate r, de ne y by y = m (r)=T , and then for t > y; 5. Gaussian approximation for buffer overflow times. We now apply the results of the previous section to obtain Gaussian approximations to the bu er over ow probabilities. We begin with the following lemma which is a minor variant of Lemma 3. We summarize this discussion. 6. Concluding Remarks. It remains to be seen how useful and accurate these Gaussian approximations will be. We are currently examining telecommunication packet ow rate data, some of which do and some of which do not look Gaussian. As remarked in 32] (see also 21]) one has a choice of whether to try to approximate by Gaussian processes or by jump processes. We will be investigating the t of Gaussian processes to data and also seeking alternate approximations.
