Abstract-We study in this paper a TCP-like linear-increase multiplicative-decrease flow control mechanism. We consider congestion signals that arrive in batches according to a Poisson process. We focus on the case when the transmission rate cannot exceed a certain maximum value. We write the Kolmogorov equations and we use Laplace Transforms to calculate the distribution of the transmission rate in the steady state as well as its moments. Our model is particularly useful to study the behavior of TCP, the congestion control mechanism in the Internet. By a simple transformation, the problem can be reformulated in terms of an equivalent M/G/1 queue, where the transmission rate in the original model corresponds to the workload in the 'dual' queue. The service times in the queueing model are not i.i.d., and they depend on the workload in the system.
I. INTRODUCTION
¡ N today's high speed telecommunication networks, a large part of the traffic is able to adapt its rate to the congestion conditions of the network. Congestion control is typically designed so as to allow the transmission rate to increase linearly in time in the absence of congestion signals, whereas when congestion is detected, the rate decreases by a multiplicative factor. This is both the case of the Available Bit Rate (ABR) service category in ATM [1] (see definition and use of RDF and RIF) as well as the Transmission Control Protocol (TCP) in the Internet environment [10] , [22] . Congestion is detected by the source through signals. In case of ABR, the congestion signals are RM (Resource Management) cells that have been marked due to congestion information in some switch along the path of the connection. In case of the Internet, the congestion signals are packet losses that are detected by the source either through the expiration of a retransmission timer, or through some negative acknowledgement mechanism (three duplicate ACKs [22] ). There is also a proposal to add some explicit congestion signaling to the Internet (the ECN proposal [7] ).
The performance evaluation of congestion control mechanisms is an important issue for network and protocol design. This evaluation requires a description of times between the arrivals of consecutive congestion signals. Experimentations over the Internet [4] , [15] have shown that on long distance connections, the Poisson assumption about the times between congestion signals is quite reasonable. This happens when the throughput of the studied connection is small compared to the exogenous traffic, and when the number of hops on the path is large so that the superposition of the packet drops in routers leads to exponential times between congestion signals. For local area networks, we noticed that the congestion signals may arrive in E. Altman, K. Avrachenkov, and C. Barakat are with INRIA, SophiaAntopolis, France. Email: {altman,kavratch,cbarakat}@sophia.inria.fr.
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bursts [4] . However, the times between bursts correspond well to the Poisson assumption. For this reason, we consider the case when congestion signals arrive in batches according to a Poisson process. Batches contain a random number of congestion signals and each such signal causes the division of the transmission rate by some constant ¢ . In the sequel, we also refer to a batch of congestion signals as a loss event.
We focus on the case when a certain limitation on the transmission rate exists. We determine the exact expression of the throughput under such a limitation. In the literature, only simplistic approximations have been proposed [3] , [19] so far. We study two possible scenarios that lead to such a limitation: (i) Peak Rate limitation: the limitation is not due to congestion in the network but rather to some external agreement. In that case, when the transmission rate reaches a certain level £ , it remains constant until a loss event appears. For example in case of TCP, the window cannot exceed the buffer space available at the receiver [22] . This is known as the end-to-end flow control of TCP. In the ABR service of ATM, the transmission rate cannot exceed the Peak Cell Rate imposed by the contract between the user and the network.
(ii) Congestion limitation: the limitation on the transmission rate is due to congestion in the network that occurs whenever the input rate reaches a level £ . In that case we shall have an extra batch of congestion signals when the level £ is attained which also causes a reduction of the transmission rate by a random factor. A typical example of such limitation is the available capacity in the network. There is a maximum limit on the number of packets a source can keep in the network and once this limits is exceeded packets are dropped. Another example is the reserved bandwidth in a Differentiated Services network [9] in cases when packets exceeding the reserved bandwidth are dropped rather than injected into the network as low priority packets [21] .
In the particular case in which the batches contain a single congestion signal, the peak rate limitation model reduces to the one studied in [15] , who already attempted at computing the first two moments of the transmission rate. A remarkable observation is done in that reference showing that the flow control can be reformulated in terms of an equivalent M/G/1 queue, where the transmission rate is translated into the workload of the queue. The congestion signals correspond to customers arriving at the queue according to a Poisson process. The service times in the 'dual' queueing model are not i.i.d., and they depend on the workload in the system. This transformation is also valid in our more general setting except that in our model with congestion limitation, there is an additional arrival in the equivalent queueing model (in addition to the Poisson arrival stream) that occurs whenever the queue empties. Another difference is that in our 0-7803-7016-3/01/$10.00 ©2001 IEEE case congestion signals arrive in batches. Without loss of generality, we consider that the occurrence of a batch of congestion signals corresponds to the arrival of a client into the dual queueing model. Hence, the service time of a client is also a function of the number of congestion signals in the corresponding batch.
We solve in this paper the Kolmogorov equations and obtain the exact probability distribution as well as the moments of the transmission rate (of the window in case of TCP) for both problems. In doing so, we correct an error 1 in [15] . We briefly mention some related results. Queueing analysis with service times that depend on the workload or on the queue length have been also considered in [2] , [12] , [17] , [20] . Our model is a special case of the one studied in [20] , where an implicit characterization of the steady state distribution is obtained (closed-form expressions were obtained for special cases that do not cover our model). In [12] an asymptotic approximation is used for solving state-dependent GI/G/1 queues in which both inter-arrival times, service requirements and the service rate may depend on the workload. The peak rate limitation model is a special case of the model with a general stationary and ergodic arrival process studied in [4] . For that model only bounds on the throughput were obtained. Exact expressions for the throughput were obtained there for the case in which no limitation on the transmission rate exists (see also [3] , [14] , [16] , [19] ).
The structure of the paper is as follows. In Section II we describe a general model of flow control with limitation on the transmission rate and we provide a preliminary analysis. The two cases of peak rate limitation and congestion limitation are described separately in Sections II-A and II-B. It is shown that a special case of the model with congestion limitation reduces to that of the model with peak rate limitation. Hence, it suffices to analyze the latter case. We then derive the moments and the distribution of the transmission rate in Sections III and IV in terms of one unknown constant: the probability of attaining the maximum rate. This constant is computed in Section V. In Section VI we specify our model to an important particular case, that of one congestion signal per batch and a reduction factor equal to one half. Based on this particular case, we present in Section VII some numerical and experimental results to validate the model. We conclude the paper with a section on future research.
II. FLOW CONTROL WITH RATE LIMITATION: MODELS AND PRELIMINARY ANALYSIS
We present in this section our model for the rate evolution of the flow control mechanism. In the sequel we adopt the usual terminology for TCP, the well known window-based congestion control protocol of the Internet: we shall work with the window size rather than the transmission rate. The transmission rate of a window-based flow control mechanism is at any moment equal to the window size divided by the round-trip time (RTT) of the connection. Let £ denote the maximum window size. The limitation on the window size is either due to a peak rate limitation or to a congestion limitation. In the following we explain the similarities and the differences between the models in the two cases. While
In a private communication, the authors of [15] announced to replace the draft with a new one. no congestion signal is received and the window is smaller than £ , the window of the protocol increases linearly at rate
where is the number of data packets covered by an ACK (usually 2, see e.g. [19] , [22] ) and where ! is the average round-trip time of the connection assumed to be independent of the window size [4] , [19] .
We assume that batches containing a random number of congestion signals arrive according to an independent Poisson process. We denote the sizes (i.e., the numbers of congestion signals) of consecutive batches by , are independent of each other and independent of the past evolution of the window. For each congestion signal received, the window is divided by a factor . Immediately after the multiplicative decrease, the window restarts its linear increase. In case of peak rate limitation, the window stays constant at £ when this maximum level is reached until the next congestion signal is received. In case of congestion limitation, immediately upon reaching £ , a congestion signal is received and the window is decreased. We present the two cases separately in Sections II-A and II-B.
Before doing so, we introduce some further common notation. We denote the p.g.f. (probability generating function) of the distribution of 
Note that (2) 
To differentiate between the cases of peak rate limitation and congestion limitation, in the latter case we attach a superscript
to the symbols introduced above, e.g., the distribution function is denoted by r ¡ £ ¢ s p t "
. Next we treat the two cases separately. In particular we show how the analysis of the model with congestion limitation reduces to that of the model with peak rate limitation. Therefore, we concentrate on the peak rate limitation model in the subsequent sections.
A. Flow control with peak rate limitation
With peak rate limitation, when the window reaches the maximum level £ , it stays there until the next congestion signal is received. In Section II-C below we show that the window size process "
c an be related to the workload of an M/G/1 queue (see also [15] ). The workload of this state-dependent M/G/1 queue can be seen to be a Markov process (e.g. see [11] ), and hence the window size evolution "
is a Markov process as well. With this in mind, we derive a steady-state Kolmogorov equation for
which will be the basis to our analysis. We use the following up and down crossing argument: Assume that the process is in equilibrium and consider a level
. Whenever the window size increases from less than or equal to p to more than be a small time interval, where i s a deterministic time moment. When the process is in equilibrium, the probability of up-crossing ( m
is equal to the probability of down-crossing
After equating these, we pass § $ # ¤ . Since we assumed that 
we obtain the following steady-state Kolmogorov equation
or, equivalently,
From this differential equation we shall determine
, in terms of the probability
In Section III we first use (4) to determine the moments of the window size distribution in terms of 8 9 . Then we find the distribution function itself in Section IV. The unknown 8 9 is then determined using the fact that r p "
is a complementary probability distribution function (
) . However, the expression obtained for 8 9 in this way, does not lend itself for computational purposes. Therefore we show an elegant alternative to determine 8 @ 9 in Section V, which leads to an efficient and numerically stable algorithm for computations.
B. Flow control with congestion limitation
When the maximum window size £ is due to congestion limitation, immediately upon reaching the level £ a batch of congestion signals is generated. Here we study the case when the size of such a batch has the same distribution as the random variable $ . In [5] we treat a more general case when the number of congestion signals that result from reaching £ has a different distribution than
$
. Similarly as in Section II-A, we can derive the following differential equation for
with,
The additional term, compared to (4), comes from the fact that a down crossing of the level p may be due to the fact that the level £ is reached and that the rate is decreased by a factor
is the unique complementary distribution function satisfying (4) then
is the unique complementary distribution function satisfying (5). This follows immediately by substituting (6) into (5). This relation has a simple geometric interpretation. Using the fact that the Poisson process is memoryless, if we consider the model with peak rate limitation only at moments when the window is less than £ (i.e., we cut out all periods where the window equals
, what we get is identical to the model with congestion limitation. Thus, we can concentrate on finding the distribution function r p "
for the peak rate limitation model and then use (6) or the equivalent:
In particular, the moments of the window size in the two models are related by:
Combined with (7), this gives a recursion on
w hich we report at this point for completeness:
Remark 1: We emphasize that in the congestion limitation model, the quantity 8 @ 9 has no clear interpretation. In Section V we use the interpretation of this quantity in the peak rate limitation model to compute it. If we were to analyze the congestion limitation model without using (6), then from (5) we could express r ¡ £ ¢ s p "
-using the same techniques as in Section IVin terms of E instead of 8 @ 9 . Note that these two constants are related:
The constant E can be determined using that r ¡ £ ¢ p "
i s a complementary probability distribution, see (24) below. Since from the analysis of Section V we obtain a more tractable expression for 8 @ 9 (see Remark 2 for a related discussion), we will not further dwell on this approach.
C. The dual M/G/1 queueing model
Before proceeding with determining the moments and the distribution of the window size, we briefly show how the flow control problem can be related to an M/G/1 queueing problem with service depending on the system workload, see also [15] . First we concentrate on peak rate limitation, then we comment on congestion limitation. Define
Namely, is the number of congestion signals in the P t h batch of congestion signals in the original model. Instead of working with the window as we are doing in this paper, one could solve the queueing problem and switch back to the flow control problem by using Equation (10) . In particular,
is equal to the fraction of time the server in the dual queueing model is idle.
In the case of congestion limitation, the only difference in the dual queueing model is that we have an additional arrival once the system becomes empty. This makes of the arrival process the sum of a Poisson process of intensity © and another process that depends on the workload of the system. The definition of the service time and the transformation back to the flow control problem remain the same.
III. MOMENTS OF THE WINDOW SIZE DISTRIBUTION
We further focus on the model with peak rate limitation. In this section we study the moments of the window size. The 
The second moment is also important since it tells us how much the transmission rate varies. Some applications (e.g., real time multimedia flows) are sensitive to variations in transmission rate. One could envisage to tune the flow control so that to reduce these variations. Substituting this in (12) , using the absolute convergence of the doubly-infinite series to interchange the order of summation and 
from which the moments of the window size distribution can be obtained recursively. In particular we find for
These first two moments can be also obtained using direct arguments, see Remarks 1 and 2 below. Such arguments were also used by Misra et al. [15] for the case (14) and (15) from which they determine an erroneous expression for the probability Remark 2: For a special case of our model, yet another way is pursuit in [15] to derive (14) and (15) . However, there, the final result is incorrect due to a small error in an intermediate step. Defining
In steady state we have . This resulted in a third (incorrect) equation which is linearly independent of (14) and (15) . In Section V we show how 8 9 can be determined correctly and computed efficiently.
IV. WINDOW SIZE DISTRIBUTION FUNCTION
We find in this section the explicit expression of the cumulative distribution of the window size. The distribution of the transmission rate can be simply obtained by rescaling the window axis by 1/RTT. We start first by the case of finite
We provide the expression of the distribution in every interval 
To find the entire distribution we introduce, for
Equation (4) can now be written as:
Since r s p t " We conclude from the above recursion that a solution to (19) and (20) . Hence, using that r p "
is a complementary distribution function, 8 9 is then determined by:
(24) However, this relation is not suitable to compute 8 9 , see Remark 2 below.
Remark 1: With (18) and (21) (24) is not suitable to compute 8 9 . In Section V below we derive an alternative expression for 8 9 , which leads to a numerically stable and efficient algorithm to compute 8 9 .
B. Window distribution for infinite

£
In this case, the results derived in the previous subsection cannot be applied immediately by letting £ go to infinity. However, we can derive the LST of the window size distribution by similar arguments. When 
V. THE PROBABILITY OF MAXIMUM WINDOW SIZE
In Sections III and IV we determined the window size distribution and its moments in terms of 8 9 . In this section we derive an expression for 8 9 from which it can be computed efficiently. For this we introduce the random variable # p "
w hich is the time until the window size returns to the value p , starting just after a loss event occurs with the window size being equal to p ¤ W '£ @
. We denote its expectation by
. Then, from elementary renewal theory,
We now proceed to find the function
. A typical evolution of the window size is depicted in Figure 2 . For simplicity in the figure only loss events having $ ¦ are depicted. The times to recover from losses are partly cut out of the picture (denoted by the shaded areas).
Suppose for the moment that the initial loss (at the level p ) was such that $ I ¦ P (in the figure
P ¦
) . Let S s p t "
be the time to get back at level p conditional on $ ¦ P and we further write 
Using (1) and (31) we now arrive at , and the solution to (33) is unique, see [5] . Define the LT of
In [5] it is shown that
. Hence, using that the r S and s p "
are non-negative we may interchange the order of integration and summation (twice), finally arriving at:
Repeated substitution of this equation into itself and applying partial fraction expansion leads us to the following candidate solution:
where the ¥ are constants to be determined. This representation will be justified by showing that it leads us to the unique solutions to (34) and (33). Substituting (35) can be computed efficiently from (41).
VI. SPECIAL CASE: ONLY ONE CONGESTION SIGNAL PER LOSS EVENT AND A
¢ ¦ w E
In this section we specify our results for the important particular case of TCP flow control with only one division of the window by a factor 2 at loss events. Namely, we take ) in the model with peak rate limitation, see [15] for a similar model. In Section VII-B we compare the results from this particular case of our model to measurements from the Internet. We worked with long distance connections where congestion signals rarely appear in batches and where the process of loss events is close to The throughput of TCP can be obtained from Equation (11) . The distribution function itself or the complementary distribution function r s p t "
is computed successively on the intervals
u sing (21) 
where the coefficients ¥ are given by Due to the large number of hops and the multiplexing of exogenous traffic in network routers, the Poisson loss process assumption is expected to hold on long distance connections [15] . Our TCP receivers implement the delay ACK mechanism [22] and our TCP senders increase their windows in the congestion avoidance mode by approximately one packet every window's worth of ACKs. Thus, we take ¡ equal to¨ l E 4 ! " [ 19] . First, we show theoretically how the window size is distributed in the stationary regime. Second, we compare our results to measurements from the Internet.
A. Numerical results
Consider the case of a long TCP connection with packets of size 1460 bytes and a constant RTT of one second. Using the results of Section VI, we computed the cumulative distribution function r p "
of the window size and its probability density 
for increasing values of the intensity of losses. We consider the both cases Kbytes, we computed the distribution function successively for the intervals
a nd so on. In the case of an unlimited receiver window, we used the expression of the density function as an infinite sum of exponentials (Equation (29)). Note that when solving numerically the model for the distribution, several infinite series, e.g. (29) and (42), need to be computed. As we discussed in previous sections, these infinite series converge quite fast; so one needs to use only a small number of terms.
When
Kbytes, the discontinuity of p "
is clearly seen in Figure 3 (especially for large inter-loss times). The pulse 8 9 at p ¦ £ is depicted by an area equal to 8 9 . When £ 9 ¦ & , the density function exhibits neither pulses nor discontinuities (Figure 4) .
B. Experimental results
Our experimental testbed consists of a long life and long distance TCP connection between INRIA Sophia Antipolis (France) and Michigan State University (US). The TCP connection is fed at INRIA by an infinite amount of data. The New Reno version of TCP [8] is used for data transfer. We changed the socket buffer at the receiver in order to account for different values of for approximately one hour and we registered the trace of the connection using the tcpdump tool developed at LBNL [13] . We also developed a tool that analyzes the trace of the connection and that detects the times at which the window is reduced. Moreover, our tool gives the average RTT of the connection and the statistics of the window per RTT. We compared for the three values of £ , the distribution of the window size from measurements to that given by our model. The results are plotted in Figures 5, 6 and 7 .
When £ is small, we observe a good match between the measured distribution and the one resulting from our model. However, for larger values of £ , the difference between the two increases. In particular, as £ increases, the measured probability density concentrates around the average window size. This deviation can be explained from the measured distribution of times between loss events. First, we plot in Figure 8 the distribution of inter-loss times for
Kbytes. This distribution is in agreement with an exponential law, resulting in a good match between the model and the measurements. Figures 9 and 10 show the measured distributions for the other two values of £ . We observe that the loss process is no longer Poisson, but closer to a deterministic process. Small inter-loss times are less frequent as £ increases, and the medium inter-loss times dominate. This results in a degradation of the correspondence between our model and the measurements.
One explanation of the deviation of the loss process from a Poisson process for larger values of £ is the following. A true Poisson loss process implies that the time until the next loss event is independent of the past. This is the case when the congestion of the network is dominated by the exogenous traffic and not dependent on the measured connection. Namely, when the measured connection's share of the available bandwidth on the path is small compared to that of the exogenous traffic. A small £ limits the bandwidth share of our connection and limits its impact on the network, resulting in a loss process close to Poisson. However for large £ , the measured connection realizes a larger share of the bandwidth and thus contributes more to the congestion of network routers. When it reduces its window, the state of the network changes and becomes under-loaded. Some time is needed for the network to be loaded again. This is the reason for which small inter-loss times start to get small probabilities. In such a case when the loss process is close to a deterministic process, a simple fixed-point method as that proposed in [3] , [19] can be used to approximate the achieved throughput.
VIII. CONCLUSIONS AND FUTURE RESEARCH
We studied additive-increase multiplicative-decrease flow control mechanisms under the assumption that congestion signals arrive in batches according to a Poisson process. As highlighted in [15] , the model can be reformulated as an M/G/1 queuing problem with service time dependent on system workload. We tried to keep the model as general as possible in order to account for a wide range of congestion control strategies. We calculated explicit expressions for the moments as well as the distribution of the transmission rate (of the window size in case of TCP). For the case of single congestion signals, we compared our results to measurements from TCP connections over the Internet. From our experiments, we concluded that our model leads to accurate results when the times between losses are close to being exponentially distributed. Currently, we are working on the validation of our model with clustered congestion signals. Our measurements over the Internet have shown that on some paths especially short distance ones, the loss process presents a high degree of burstiness. We are currently also studying the extension of the analysis to more general inter-loss time processes, in particular to MMPPs (Markov Modulated Poisson Processes).
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A. APPENDIX
We shall prove here that the infinite series in Equation (28) 
