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Optical-fiber transmission of pulses can be modeled with the complex Ginzburg–Landau equation. We find
novel stable soliton pairs and trains, which are relevant in this case, and analyze them. We suggest that the
distance between the pulses and the phase difference between them is defined by energy and momentum bal-
ance equations, rather than by equations of standard perturbation theory. We present a two-dimensional
phase plane (interaction plane) for analyzing the stability properties and general dynamics of two-soliton so-
lutions of the Complex Ginzburg–Landau equation. © 1998 Optical Society of America
[S0740-3224(98)04802-4]
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Optical transmission lines1–6 and fiber lasers7–15 can be
described, to a good approximation, with the well-known
complex Ginzburg-Landau equation (CGLE). Single-
pulse transmission and generation have been considered
in detail within this framework. However, the problem
of the interaction between two neighboring pulses is cru-
cial for the transmission of information.16–19 Ideally, the
pulses should not interact at all. It has been shown that,
for the nonlinear Schro¨dinger equation (NLSE), two soli-
tons have no force between them when the phase differ-
ence between the two pulses is p/2.20 Although such soli-
tons do not experience an interaction force initially,
repulsion between the pulses takes place at later stages of
propagation, owing to the creation of two solitons with dif-
ferent frequencies (hence velocities). On the other hand,
trains of solitons in quadrature (i.e., where there is a p/2
phase difference between any two neighbors) can propa-
gate without change.21 Nevertheless, there are inherent
difficulties with this arrangement too. For example,
slight deviations in the amplitudes may change the phase
difference between the pulses and shorten the distance of
noninteractive propagation.
The problem is even more complicated because real sys-
tems are not described by the pure (integrable) NLSE.
However, real systems can be described by Hamiltonian
generalizations of the NLSE. In the case of Hamiltonian
systems, the interaction between the pulses becomes
inelastic.22 This makes the two-soliton solutions of the
perturbed NLSE unstable, even when stationary two-
soliton solutions do exist.22 Energy exchange between
the pulses is one of the mechanisms that makes these so-
lutions unstable. The criterion for this instability has
been found in Ref. 23. In principle, owing to this crite-
rion, there could be systems in which energy exchange is
forbidden, but they are beyond the range of dynamical0740-3224/98/020515-09$10.00 ©systems considered in practice. Moreover, the energy ex-
change mechanism is not the only one that causes insta-
bility.
The situation changes completely for nonconservative
systems. Each pulse has its own internal balance of
energy, which maintains its constant amplitude. All so-
lutions then are a result of a double balance: between
nonlinearity and dispersion and also between gain and
loss. Interaction between the solitons in these systems
has been studied by Brand and Deissler24 and Alexander
and Jones.25 Bound states of two solitons in these
systems were analyzed by Malomed.26 Using a simpli-
fied version27 of perturbation analysis for soliton
interaction,28,29 he showed that stationary solutions in
the form of bound states of two solitons, which are in-
phase or out-of-phase, may exist. We also confirm that
they do exist. However, careful numerical analysis in
the two-dimensional phase space, which took into account
the fact that the phase difference between the two soli-
tons is an independent variable, showed that these types
of soliton bound state are unstable.30
In this work we report the discovery of stable two-
soliton and multisoliton solutions of the quintic CGLE
with a p/2 phase difference between them. We use the
two-dimensional phase space (distance–phase difference)
to analyze the dynamics of the two-soliton system, and
show that this phase space adequately describes the sys-
tem. It allows us to find the bound states, to analyze
their stability, and to investigate their global dynamics.
2. STATEMENT OF THE PROBLEM
In the simplest situation, where a single transverse (or
temporal) coordinate is retained in the analysis, the quin-
tic CGLE reads (see, e.g., Ref. 8)1998 Optical Society of America
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ctt 1 ucu2c 5 idc 1 ieucu2c 1 ibctt
1 imucu4c 2 nucu4c, (1)
where t is the retarded time, j is the propagation dis-
tance, c is the complex envelope of the electric field, d is
the linear gain or loss, b describes spectral filtering (b
. 0), D 5 61 is the chromatic dispersion coefficient, e
accounts for nonlinear gain or absorption processes, m
represents a higher-order correction to the nonlinear am-
plification or absorption, and n is a possible higher-order
correction term to the intensity-dependent refractive in-
dex.
A. Discrete Set of Solutions
It is well known that bright-soliton solutions of the CGLE
form a discrete set,31,32 i.e., given a value to the param-
eters of the equation, the amplitude and the width of the
soliton are fixed. There can be a multiplicity of solutions
for each set of parameters,31,33,34 but each solution has a
fixed amplitude and phase profile. This fact means that
the solitons of the CGLE differ qualitatively from the soli-
tons of Hamiltonian (including integrable) systems, in
which all bright-soliton solutions are always members of
a family of solutions with variable amplitude. There are
exceptions to this rule when there exists a certain relation
between the parameters, where new symmetries
appear,31 and for dark-soliton-type solutions of the cubic
CGLE,32,35 but these are very special cases. Soliton so-
lutions form a discrete set even in the limit when dissipa-
tive terms are small,36 and the solutions are essentially
perturbed NLSE solitons. In the latter case, small dissi-
pative terms introduce restrictions on the soliton ampli-
tude and width.
The physical reason for the above fact is that, in con-
trast to the NLSE and its Hamiltonian generalizations,
the solitons of the CGLE arise as a result of a balance be-
tween the nonlinearity and dispersion on the one hand,
and a balance between the gain and loss on the other
hand. Each of these balances independently would de-
fine a family of solutions, but imposing both simulta-
neously gives a fixed solution.
B. Two-Dimensional Phase Space
In what follows, we deal with plain solitons, in contrast to
composite solitons.34 The latter are more complicated ob-
jects consisting of a plain soliton and two fronts. As basic
solutions, plain solitons exist in a wider range of param-
eters than other types of pulselike solutions. The fact
that the soliton parameters are fixed implies that during
the interaction of two solitons, basically only two param-
eters may change: their separation, r, and the phase dif-
ference between them, f. This means, in turn, that the
phase space of the problem is truly two dimensional and
that we may analyze the bound states formed of two soli-
tons, their stability, and their global dynamics in this
two-dimensional phase space. The possibility of this re-
duction of the number of degrees of freedom is a unique
feature of systems with gain and loss. We note that this
is not the case for nonintegrable Hamiltonian systems inwhich the amplitudes of the solitons can also change, and
therefore more sources of instability of the bound states
appear.22
C. Interaction Plane
This two-dimensional phase space has been used intu-
itively in Ref. 30 for analyzing the bound states formed
from two individual CGLE solitons. The arguments in
the previous subsection show that this plane is adequate
for analyzing the problem of pulse interaction and that
there are not more degrees of freedom involved. The two
balance equations considered below make the interaction
plane a powerful tool for analyzing soliton pairs. Using
this tool, we were able to find the two-soliton solutions
and to prove that they are stable solutions of the CGLE.
We shall call this two-dimensional phase space the inter-
action plane. All bound-state solutions, their stability,
and their dynamics can be visualized on this plane.
3. BALANCE EQUATIONS
The CGLE has no known conserved quantities. Instead,
the rate of change of energy with respect to j is22
d
dj E2`
`
ucu2dt 5 F@c#, (2)
where the functional F@c# is given by
F@c# 5 2E
2`
`
@ducu2 1 eucu4 1 mucu6 2 buctu2#dt. (3)
Similarly, the rate of change of momentum is defined by
i
2
d
dj E2`
`
~ctc* 2 ct*c!dt 5 J@c#, (4)
where the real functional J@c# is given by
J@c# 5 iE
2`
`
@~d 1 eucu2 1 mucu4!~ctc* 2 ct*c!
1 b~ctctt* 2 ct*ctt!#dt. (5)
By definition, this functional is the force acting on a soli-
ton along the t axis.
We are interested in stationary solutions. In this case,
the energy and momentum do not change, and the corre-
sponding solutions must satisfy the set of two equations
F@c# 5 0, (6)
J@c# 5 0. (7)
The first equation indicates the necessary balance that
must exist between loss and gain for any stationary solu-
tion. The second equation guarantees the balance be-
tween the transverse forces acting on solitons. Trivially,
J@c# 5 0 for any symmetric @c (t) 5 6c (2t)# solution.
What is not so obvious is that J@c# may also be zero for
nonsymmetric solutions. These solutions may have non-
zero velocity and nonzero momentum.
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Given a set of values for the equation coefficients, we call
the corresponding plain soliton solution c0(t). The
bound solution of two plain solitons is well approximated
by
c~t! 5 c0~t 2 r/2! 1 c0~t 1 r/2!exp~if!, (8)
where the values of the distance between the solitons, r,
and the relative center-to-center phase between them, f,
are those that satisfy Eqs. (6) and (7), i.e.,
F@c0 , r, f# 5 0, (9)
J@c0 , r, f# 5 0. (10)
For very rough estimates, these calculations can be
done with simple trial functions for c0(t). However,
having at hand exact numerical plain-soliton solutions,
we used them to find the zeros of Eqs. (9) and (10) nu-
merically. The results of these simulations are given in
Figs. 1 and 2. Figure 1 shows F and J versus r at f
5 p/2, with c0(t) being the stable plain soliton for those
parameters written in the figure. Both functionals con-
verge to zero as r goes to infinity, and there are also cer-
tain finite separations where they vanish. Figure 1
Fig. 1. Functionals (a) F@c0 , r, f# and (b) J@c0 , r, f# in terms
of the separation r for f fixed at p/2. The parameters of the
simulation are shown in the figure. The inset in (b) shows the
functional J on a different scale to reveal an additional zero of
J@c0 , r, f#.shows that, for the given set of equation coefficients and
phase difference (f), Eq. (9) has one zero and Eq. (10) has
two zeros.
The whole set of zeros of these functionals is presented
on the interaction plane in Fig. 2. We have found the ze-
ros of F and J in the interval 0.4 , r , 4, where bound
states may exist. The separation must be of the same or-
der as the width of a single soliton. Smaller r correspond
to the merging of the solitons, while at larger r the inter-
action between the solitons is extremely weak. The solid
curves in Fig. 2 show the locus of points where F@c#
5 0, while the dotted curves show those where J@c#
5 0. It is seen, from this figure, that the functional F@c#
has two zeros in the interval 2p/2 , f , p/2 but only
one zero in the interval p/2 , f , 3p/2. (Here we have
not included the obvious zero at r 5 `.)
As we noted above, the functional J@c# is zero for any
symmetric function @c (2t) 5 6c (t)#. Hence it is zero
everywhere on the horizontal axis of the interaction
plane. This shows that every intersection of a solid curve
with the horizontal axis corresponds to a bound state of
two solitons. There are three examples of this type of
bound state; in Fig. 2 they are labeled Si , with i
5 1, 2, 3. These solutions have a 0 or p phase difference
between the component solitons. In addition, the func-
tional J@c# has zeros along two almost circular curves.
The intersections of the outer circle with the solid curve
(points F1 and F2) correspond to the new bound states
with a p/2 phase difference between the solitons. Be-
cause of this phase difference, the phase profile of the so-
lution is asymmetric (see Fig. 6 below).
We can see now that physically the existence of the
two-soliton solutions is the result, first, of the balance be-
tween gain and loss and, second, of the balance between
forces along the t axis, which act on the soliton pair.
They are also defined by gain and loss mechanisms. The
Fig. 2. Zeros of F@c0 , r, f# (solid curves) and J@c0 , r, f# (dot-
ted curves) on the interaction plane. The points of intersection
of the solid curves with the dotted curves correspond to the
bound states of two solitons. They are shown as filled circles.
The parameters of the simulation are shown in the figure.
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phase difference between the solitons in the bound state.
5. STABILITY AND GLOBAL DYNAMICS
OF BOUND STATES
Numerically, the stability of all bound states can be stud-
ied by means of the same interaction plane. Moreover,
the general dynamics of the interaction of two solitons can
also be described with just this plane. Initial condition
(8) in the form of two stable solitons with arbitrary sepa-
ration (r) and phase difference between them (f) will re-
sult in a trajectory on this plane. Bound states will be
singular points of this plane. The type of the singular
point defines the stability of the bound state.
Figure 3 shows an example of a numerical simulation
of an interaction between the two solitons on the interac-
tion plane. This figure indicates that, for the given set of
parameters, there are five singular points. Within the
accuracy of the method, these coincide with the solutions,
which are found with the balance equations of the previ-
ous section. Discrepancies are very minor. They have
their origin in the fact that the exact bound solutions dif-
fer slightly from those that are approximated by Eq. (8).
Three of these singular points (S1 , S2 , and S3) are
saddles. In these states, the phase difference between
the solitons is zero or p. Clearly, these are unstable
bound states of two solitons. They were unstable for all
the sets of parameters that we used in our numerical
simulations.
In addition, there are two symmetrically located stable
foci (F1 and F2), which correspond to stable bound states
of two solitons in quadrature, i.e., the phase difference be-
tween them is 6p/2. These are the bound states with
Fig. 3. Trajectories showing the evolution of two-soliton solu-
tions on the interaction plane. The five singular points corre-
spond to the five bound states depicted in Fig. 2. Only two of
them (F1 and F2) are stable. The central part of the figure,
where r is less than a single soliton width, does not describe a
valid bound state. Trajectories converging to the center de-
scribe the merging of two solitons. The parameters used in the
simulation are shown in the figure.asymmetric phase profiles found in the previous section.
A consequence of this asymmetry is that the two-soliton
solution moves with a constant velocity. The direction of
motion depends on the sign of f. This motion would also
occur for any state corresponding to a singular point not
on the horizontal axis. An example of stable propagation
of a two-soliton bound state and its spectra at each value
of j are given in Fig. 4. The spectrum is also asymmetric
because of the phase asymmetry, as expected for this type
of solution.21
Note that asymmetric bound states are not always
stable. Changing the parameters in Eq. (1) may convert
stable foci into centers (or elliptic points) and further into
unstable foci. An example of the interaction plane for
the two latter cases are given in Fig. 5. These results
show that there is a certain region in the parameter space
where stable soliton pairs do exist. Finding the bound-
aries of this region is an important problem to be solved.
However, the full solution of this problem would require a
vast amount of numerical simulations and still would
leave open the question of the existence of several such
regions. For example, we did not find such regions in the
case of normal dispersion, although stable single pulses
are known to exist.37 More numerical and analytical
work is required on this aspect.
6. PERTURBATIVE APPROACH
An attempt to apply a simplified perturbative approach26
to the soliton interaction fails in the case of the CGLE.
The main reason is that the more powerful mechanism of
balance between the gain and the loss has a stronger ef-
Fig. 4. (a) Stable propagation of a two-soliton solution and (b)
its spectrum. The parameters of the simulation are the same as
in Fig. 3.
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the tails of the solitons. This can be seen from the fol-
lowing.
First, the interaction of the quasi-linear tails of one
soliton with the second soliton26 cannot explain the exis-
tence of stable stationary states with the p/2 phase differ-
ence between the solitons. Second, this approach pre-
dicts periodically located zeros for the interaction
potential. This is not the case for the interaction of two
solitons in the case of CGLE, as we can see from Figs. 2
and 3.
We should stress that the profile of each soliton is
hardly modified at all by the interaction. Figure 6 shows
the profile of a two-soliton solution and the initial condi-
tion, which consists of two solitons that are p/2 out of
phase and are separated by a distance r 5 2.4 (Eq. 8). In
fact, the two different curves are totally indistinguishable
on the scale of this plot. However, they are not identical.
It takes a while to evolve to the bound state. The process
of convergence from the initial condition to the final state
of two-soliton solution can be seen clearly in Fig. 7. Both
functionals, J [Fig. 7(a)] and F [Fig. 7(b)], oscillate with
exponentially decaying amplitudes before converging to
Fig. 5. Trajectories showing the evolution of two-soliton solu-
tions on the interaction plane. The two singular points (F1 and
F2) are now (a) neutrally stable and (b) unstable. The param-
eters used in the simulation are shown in the figure.zero, which then corresponds to the bound state. Figure
7(c) shows that the oscillations in energy (*2`
` ucu2dt) dur-
ing this transition are really very small (,0.01
or less than '0.03%).
Clearly, the tails of each individual soliton can be de-
scribed by the linearized version of the master equation,
Eq. (1). It seems possible to improve the approximation
by adding cubic terms to the linearized equation, to de-
scribe, for example, the central part of the solution in Fig.
6. The cubic equation has the advantage that all of its
elementary solutions can be presented analytically. The
exact solution of the cubic equation, in the form of a dark
soliton, has been obtained by Nozaki and Bekki.35 We
have rederived this solution and obtained it in a simpler
form than that given originally and in Ref. 32, where the
formulas have been improved. This solution, which is
given in the Appendix A, has an arbitrary parameter, the
velocity V, which can be adjusted to our solution.
If this approach is applicable to the CGLE, then we
would expect that the central part of the dark soliton of
the cubic CGLE would accurately describe the central
part of the two-soliton solution of the quintic CGLE.
However, this does not happen. Figure 8 shows a com-
parison between the profiles of the two-soliton bound
state of the quintic CGLE for the equation parameters
written in the figure and the dark-soliton-type solution of
the cubic solution, which moves at the same velocity, V
Fig. 6. (a) Amplitude profile and (b) phase profile of the two-
soliton solution. The initial condition, consisting of two solitons
at a separation r 5 2.4 and with a f 5 p/2 phase difference be-
tween them, is also given here. The two curves are indistin-
guishable on the scale of this plot. Note that the phases of the
peaks in (b) differ by p/2.
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virtually black) soliton solution are readily calculated to
be K 5 0.0028, V 5 20.0013, b 5 0.00025, d 5 210.69,
k 5 0.1824, and u 5 6.3.] Clearly the width of the dark
soliton exceeds the distance between the two solitons by
more than an order of magnitude when the two solutions
have the same velocity. Note that the solution of Nozaki
and Bekki is the only known solution that is suitable for
describing the central part of the two-soliton solution of
the quintic equation. In principle, there could exist an-
other solution of the cubic equation for the same set of pa-
rameters, which would fit the soliton pair. However, its
analytical expression and stability properties are not
known.
The main conclusion from this analysis is that the en-
ergy balance is the main mechanism for the interaction of
basic solutions. Equations (9) and (10) are necessary and
sufficient to find the roots in the two-dimensional interac-
tion plane and hence to find soliton pairs. Note that the
energy balance is quite a general law, and that its validity
Fig. 7. Oscillations of the functionals (a) J and (b) F with (c) the
energy in the process of convergence of the initial condition (8)
into a bound state of two solitons. The parameters used are
given in the plot for J.does not depend on the dissipative terms being small or
large. This means that our approach can be applied and
approximate analytic expressions can be used in our for-
malism in this limit. Then the parameters of soliton
pairs, if they exist in this limit, can be found analytically.
The tails of the solitons play a minor role in their inter-
action dynamics in the strongly dissipative regime, and
their effect can be ignored. We believe the same is true
when dissipative terms are small. However, the exis-
tence of stable bound states in the latter case is still an
open question.
7. MULTISOLITON SOLUTIONS
As a consequence of the existence of two-soliton solutions,
three-soliton and other multisoliton solutions also exist.
An example of the three-soliton solution is given in Fig. 9
and a multisoliton solution is shown in Fig. 10. As a re-
sult of the above-mentioned asymmetry, multisoliton so-
lutions are also asymmetric and move with the same con-
stant velocity along the t axis.
Periodic solutions of CGLE can clearly be constructed
in this way. Then the whole train will move with a con-
stant velocity, as is also the case for an NLSE train.21
Scho¨pf and Karmer were the first to discuss periodic so-
lutions of the CGLE, and their numerical results38 in fact
indicate a small transverse velocity of the periodic train
(see Fig. 2a of Ref. 38). Some examples of periodic solu-
tions in our numerical simulations evolve from a single
pulse (because d is positive) (Fig. 11.) The pulses in such
a train have small nonzero velocities. This means that
the periodicity of this train is also due to the above
mechanism. On the other hand, doubly periodic solu-
tions with zero velocity also exist.39 Hence there can be
other reasons for the existence of stable periodic solu-
tions.
We studied other types of bound states to find the basic
building blocks for more complicated structures. As we
Fig. 8. Comparison of the profiles of the two-soliton bound state
of the quintic CGLE (solid curves) and the dark-soliton solution
of the cubic equation (dotted curves). The inset shows the dark
soliton in a much wider time window.
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zero velocity. However, it is possible to have stable
three-soliton solutions with zero velocity, if the outer soli-
tons have a common phase that is different from that of
the central one. The structure is therefore symmetric in
phase profile and must have zero velocity. This structure
is similar to a particular three-soliton solution of the
NLSE.40
An example of a three-soliton solution with zero veloc-
ity is given in Fig. 12. The phase profile shows that the
phase difference between the adjacent solitons in this
Fig. 9. Evolution of a three-soliton bound state.
Fig. 10. Stable propagation of a four-soliton bound state.
Fig. 11. Creation of a soliton train from a single pulse. The pa-
rameters of the simulation are shown on the plot.case is not exactly p/2 but is closer to 2.0 (i.e., 115°).
This solution exists and is stable for a wide range of pa-
rameters. In Fig. 12, a three-soliton solution is shown
for three values, e 5 0.49, 0.58, and 0.67, with fixed val-
ues of the other parameters of the equation. This solu-
tion can be, for example, a basic building block for the
doubly periodic solution found in Ref. 39.
8. CONCLUSIONS
In conclusion, we have found novel stable soliton pairs
and trains of the one-dimensional complex Ginzburg–
Landau equations and analyzed them. We have sug-
gested that the distances between the pulses and the
phase differences between them are defined by energy
and momentum balance equations, rather than by equa-
tions of standard perturbation theory. We have pre-
sented a two-dimensional phase plane (interaction plane)
for analyzing the stability properties and general dynam-
ics of two-soliton solutions of the CGLE.
APPENDIX A: DARK-SOLITON SOLUTION
OF THE CUBIC EQUATION
Here we consider the dark-soliton solutions of Eq. (1) with
m 5 n 5 0. The analytic solution has been found in Ref.
35 and refined in Ref. 32. Here we give a simpler form to
allow convenient numerical simulations. We are inter-
ested in the traveling solution of Eq. (1) with transverse
velocity V:
Fig. 12. (a) Amplitude and (b) phase profiles of a three-soliton
bound state with zero velocity. Each curve is labeled with its
value of e.
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3 exp@if~z!# exp~iKz 2 iVj!, (A1)
where u, w, d, k, K, and V are real constants and f is a
real function of z 5 t 2 Vj:
f~z! 5 d ln@cosh~kz!#. (A2)
d is the phase modulation parameter, which is expressed
in terms of e and b only:
d 5
3~2eb 1 1 ! 1 A9~2eb 1 1 !2 1 8~2b 2 e!2
2~2b 2 e!
.
(A3)
The parameter u2 also depends on e and b only (because d
depends on e and b):
u2 5
3d~1 1 4b2!
2~2b 2 e!
5
~1 1 4b2!~d2 2 2 !
2~1 1 2eb!
. (A4)
Equation (A1) represents a one-parameter family of so-
lutions. It is most convenient to take k as the indepen-
dent parameter. Then the other parameters of solution
(A1) will depend on k:
S wd D
2
5 b
k2~3d 1 4b! 2 2d
3e~d 1 4b!
, (A5)
V 5
d
2b
1
2b 2 e
2e S K2 2 k2d2 1 db D , (A6)
K 5
eu
b
w
d
,
K2 5
de
2b
~1 1 4b2!
~2b 2 e!
@k2~3d 1 4b! 2 2d#
~d 1 4b!
,
(A7)
V 5
K
e
~e 2 2b!. (A8)
Fig. 13. Parameters in the solution (A1) versus k. Note that
w 5 V 5 K 5 0 when k 5 0.02579. This point corresponds to
Eq. (A9).A plot of all these parameters versus k is given in Fig. 13.
Note that the rest of the parameters, apart from V, are
zero at finite k. This is one of the reasons for taking k as
the arbitrary independent parameter. This set leads to
the following special case.
This particular case, the black soliton, which has been
found in Ref. 41, is especially simple. Setting K 5 w
5 V 5 0 in the above equations, we then have fixed val-
ues of k2,
k2 5
2d
3d 1 4b
, (A9)
and V,
V 5 k2~1 2 3bd ! 5
2d~1 2 3bd !
3d 1 4b
. (A10)
ACKNOWLEDGMENTS
The work of J. M. Soto-Crespo was supported by the Co-
munidad de Madrid under contract 06T/039/96 and by the
Comisio´n Interministerial de Ciencia y Tecnologı´a under
contract TIC95-0563. N. Akhmediev and A. Ankiewicz
are part of the Australian Photonics Cooperative Re-
search Centre.
REFERENCES AND NOTES
1. A. Mecozzi, J. D. Moores, H. A. Haus, and Y. Lai, ‘‘Soliton
transmission control,’’ Opt. Lett. 16, 1841–1843 (1991);
‘‘Modulation and filtering control of soliton transmission,’’
J. Opt. Soc. Am. B 9, 1350–1357 (1992).
2. Y. Kodama and A. Hasegawa, ‘‘Generation of asymptoti-
cally stable optical solitons and suppression of the Gordon-
Haus effect,’’ Opt. Lett. 17, 31–34 (1992).
3. L. F. Mollenauer, J. P. Gordon, and S. G. Evangelides, ‘‘The
sliding-frequency guiding filter: an improved form of soli-
ton jitter control,’’ Opt. Lett. 17, 1575–1577 (1992).
4. G. P. Agrawal, Nonlinear Fiber Optics, 2nd ed. (Academic,
San Diego, Calif., 1995).
5. M. Matsumoto, H. Ikeda, T. Uda, and A. Hasegawa, ‘‘Stable
soliton transmission in the system with nonlinear gain,’’ J.
Lightwave Technol. 13, 658–665 (1995).
6. P. A. Be´langer, L. Gagnon, and C. Pare´, ‘‘Solitary pulses in
an amplified nonlinear dispersive medium,’’ Opt. Lett. 14,
943–945 (1989); C. Pare´, L. Gagnon, and P. A. Be´langer,
‘‘Spatial solitary wave in a weakly saturated amplifying/
absorbing medium,’’ Opt. Commun. 74, 228–232 (1989).
7. P. A. Be´langer, ‘‘Coupled-cavity mode locking: a nonlinear
model,’’ J. Opt. Soc. Am. B 8, 2077–2081 (1991).
8. J. D. Moores, ‘‘On the Ginzburg-Landau laser mode-locking
model with fifth-order saturable absorber term,’’ Opt. Com-
mun. 96, 65–70 (1993).
9. H. A. Haus, J. G. Fujimoto, and E. P. Ippen, ‘‘Structures for
additive pulse mode locking,’’ J. Opt. Soc. Am. B 8, 2068–
2076 (1991).
10. H. A. Haus, E. P. Ippen, and K. Tamura, ‘‘Additive-pulse
modelocking in fiber lasers,’’ IEEE J. Quantum Electron.
30, 200–208 (1994).
11. H. A. Haus, K. Tamura, L. E. Nelson, and E. P. Ippen,
‘‘Stretched-pulse additive mode-locking in fiber ring laser:
theory and experiment,’’ IEEE J. Quantum Electron. 31,
591–598 (1995).
12. M. Hofer, M. E. Fermann, F. Haberl, M. H. Ober, and A. J.
Schmidt, ‘‘Mode locking with cross-phase and self-phase
modulator,’’ Opt. Lett. 16, 502–504 (1991).
13. V. J. Matsas, D. J. Richardson, T. P. Newson, and D. N.
Payne, ‘‘Characterization of a self-starting passively mode-
Akhmediev et al. Vol. 15, No. 2 /February 1998 /J. Opt. Soc. Am. B 523locked fiber ring laser that exploits nonlinear polarization
evolution,’’ Opt. Lett. 18, 358–360 (1993).
14. C.-J. Chen, P. K. A. Wai, and C. R. Menyuk, ‘‘Stability of
passively mode-locked fiber lasers with fast saturable ab-
sorption,’’ Opt. Lett. 19, 198–200 (1994).
15. M. Romagnoli, S. Wabnitz, P. Franco, M. Midrio, L.
Bossalini, and F. Fontana, ‘‘Role of dispersion in pulse
emission from a sliding-frequency fiber laser,’’ J. Opt. Soc.
Am. B 12, 938–944 (1995).
16. J. P. Gordon, ‘‘Interaction forces among solitons in optical
fibers,’’ Opt. Lett. 8, 596–598 (1983).
17. D. Anderson and M. Lisak, ‘‘Bandwidth limits due to mu-
tual pulse interaction in optical soliton communication sys-
tems,’’ Opt. Lett. 11, 174–176 (1986).
18. Y. Kodama, M. Romagnoli, and S. Wabnitz, ‘‘Soliton stabil-
ity and interactions in fiber lasers,’’ Electron. Lett. 28,
1981–1982 (1992).
19. V. V. Afanasjev, ‘‘Interpretation of the effect of reduction of
soliton interaction by bandwidth-limited amplification,’’
Opt. Lett. 18, 790–792 (1993).
20. C. Desem and P. L. Chu, ‘‘Reducing soliton interaction in
single-mode optical fibres,’’ IEE Proc. J 134, 145–151
(1987).
21. N. N. Akhmediev and A. Ankiewicz, ‘‘Generation of a train
of solitons with arbitrary phase difference between neigh-
boring solitons,’’ Opt. Lett. 19, 545–547 (1994).
22. N. N. Akhmediev and A. Ankiewicz, Solitons, Nonlinear
Pulses and Beams (Chapman & Hall, London, 1997).
23. A. B. Buryak and N. N. Akhmediev, ‘‘Stability criterion for
stationary bound states of solitons with radiationless oscil-
lating tails,’’ Phys. Rev. E 51, 3572–3578 (1995).
24. H. R. Brand and R. J. Deissler, ‘‘Interaction of localized so-
lution for subcritical bifurcations,’’ Phys. Rev. Lett. 63,
2801–2804 (1989).
25. J. Alexander and C. K. R. T. Jones, ‘‘Existence and stability
of asymptotically oscillatory double pulses,’’ J. reine angew.
Math. 446 49–79 (1994).
26. B. A. Malomed, ‘‘Bound solitons in the nonlinear
Schrodinger-Ginzburg-Landau equation,’’ Phys. Rev. A 44,
6954–6957 (1991).
27. The theory of soliton bound states in Ref. 26 was simply
(and to some extent quite arbitrarily) based on the intro-
duction of an effective potential of interaction between the
solitary pulses related to G. L. Lyapunov’s function.28. V. I. Karpman and V. V. Solov’ev, ‘‘A perturbation approach
to the two-soliton systems,’’ Physica D 3, 487–502 (1981).
29. K. A. Gorshkov and L. A. Ostrovsky, ‘‘Interactions of soli-
tons in nonintegrable systems: direct perturbation
method and applications,’’ Physica D 3, 428–438 (1981).
30. V. V. Afanasjev and N. Akhmediev, ‘‘Soliton interaction in
nonequilibrium dynamical systems,’’ Phys. Rev. E 53,
6471–6475 (1996).
31. N. N. Akhmediev, V. V. Afanasjev, and J. M. Soto-Crespo,
‘‘Singularities and special soliton solutions of the cubic-
quintic complex Ginzburg-Landau equation,’’ Phys. Rev. E
53, 1190–1201 (1996).
32. W. van Saarloos and P. C. Hohenberg, ‘‘Fronts, pulses,
sources and sinks in generalized complex Ginzburg-Landau
equation,’’ Physica D 56, 303–367 (1992).
33. W. van Saarloos and P. C. Hohenberg, ‘‘Pulses and fronts in
the complex Ginzburg–Landau equation,’’ Phys. Rev. Lett.
64, 749–752 (1990).
34. V. V. Afanasjev, N. N. Akhmediev, and J. M. Soto-Crespo,
‘‘Three forms of localised solution of the quintic complex
Ginzburg-Landau equation,’’ Phys. Rev. E 53, 1931–1939
(1996).
35. N. Bekki and K. Nozaki, ‘‘Formations of spatial patterns
and holes in the generalized Ginzburg-Landau equation,’’
Phys. Lett. A 110, 133–135 (1985).
36. V. Hakim, P. Jakobsen, and Y. Pomeau, ‘‘Fronts vs. solitary
waves in nonequilibrium systems,’’ Europhys. Lett. 11,
19–24 (1990).
37. J. M. Soto-Crespo, N. N. Akhmediev, V. V. Afanasjev, and
S. Wabnitz, ‘‘Pulse solutions of the cubic-quintic complex
Ginzburg-Landau equation in the case of normal disper-
sion,’’ Phys. Rev. E 55, 4783–4796 (1997).
38. W. Scho¨pf and L. Kramer, ‘‘Small-amplitude periodic and
chaotic solutions of the complex Ginzburg-Landau equa-
tion,’’ Phys. Rev. Lett. 66, 2316–2319 (1991).
39. V. V. Afanasjev and N. N. Akhmediev, ‘‘A new kind of peri-
odic stationary solution of the cubic Ginzburg-Landau
equation,’’ Physica A 233, 801–808 (1996).
40. N. N. Akhmediev, G. Town, and S. Wabnitz, ‘‘Soliton coding
based on shape invariant interacting soliton packets: the
three-soliton case,’’ Opt. Commun. 104, 385–390 (1994).
41. K. Nozaki and N. Bekki, ‘‘Exact solutions of the generalized
Ginzburg-Landau equation,’’ J. Phys. Soc. Jpn. 53, 1581–
1582 (1984).
