Estimation of the x-ray attenuation properties of an object with respect to the energy emitted from the source is a challenging task for traditional Bremsstrahlung sources. This exploratory work attempts to estimate the x-ray attenuation profile for the energy range of a given Bremsstrahlung profile. Previous work has shown that calculating a single effective attenuation value for a polychromatic source is not accurate due to the non-linearities associated with the image formation process. Instead, we completely characterize the imaging system virtually and utilize an iterative search method/constrained optimization technique to approximate the attenuation profile of the object of interest. This work presents preliminary results from various approaches that were investigated. The early results illustrate the challenges associated with these techniques and the potential for obtaining an accurate estimate of the attenuation profile for objects composed of homogeneous materials.
INTRODUCTION
This work expands on an exploratory investigation of approximating x-ray attenuation properties of objects of interest by exploiting the complete knowledge of the object and imaging system. By virtually replicating the imaging system, a constrained optimization problem can be defined, which allows for the evaluation of candidate attenuation profiles to compare to the acquired image of the object of interest. This work will investigate the feasibility of this approach to efficiently extract an estimation of the attenuation profile of the object of interest up to any null functions present in either the virtualized imaging system or in approximating the continuous imaging operator as a discretized operator. 1 
Various efforts
2-4 in medical imaging have successfully leveraged these mediated reality-based approaches for various estimation tasks. The main challenge in this work compared to the efforts cited is addressing the large dimensionality of the estimation space. The desirable outcome of this work is the ability to generate an estimate to the true attenuation profile with respect to energy.
Background
Ignoring noise, for a monoenergetic x-ray source, an exponential relationship exists between the number of incident photons (I 0 ) and those that are transmitted through the object without interaction. The number of photons that are transmitted to the j th pixel in a radiograph is expressed as:
where ℓ j is the path photons travel from the source to pixel j, µ(x) is the sum of the individual sources of attenuation (Rayleigh, Compton, photoelectric, and pair production) of each interaction at the spatial location x. 5 To complicate the issue, most radiation applications use sources that emit Bremsstrahlung radiation, which consists of non-uniformly distributed polyenergetic x-rays. Thus, the number of photons at the j th pixel in a radiograph is modeled as:
where ε is the energy of the x-ray, E is the range of energies contained in the polychromatic x-ray beam, I 0 (ε) is the initial number of photons with energy ε, and µ(x, ε) is the attenuation coefficient at position x and energy ε. Hence, a radiograph depicts a two-dimensional attenuation map.
As shown above, extracting any attenuation information from a radiograph is impossible without knowing precise distances traversed throughout the entire length of ℓ j . Additionally, an estimation of the initial energy spectrum is needed. The approach presented in this work simulates the radiograph acquisition parameters virtually, allowing one to simulate various radiographs using candidate materials and compare the simulation to the true image. This task then becomes an optimization problem where the objective is:
where || · || p is the p-norm for p ≥ 1,
is the true image generated from the attenuation profile µ(x, ε), andĝμ (x,ε) is the estimated image generated by the candidate attenuation profileμ(x, ε).
APPROACH
This exploratory work will investigate the feasibility of using a robust direct search method as a simple and direct way to approximate the attenuation profile of an object of interest composed of a homogeneous material. The specific direct search method investigated will be the Nelder-Mead simplex algorithm.
6 The Nelder-Mead method is a direct search method that does not employ numerical or analytic gradients. For a domain of n dimensions, a simplex of n + 1 distinct vertices are chosen in the domain; at each step, a vertex of the prevailing simplex is transformed to generate a test point. The minimizing function's value at the test point is then compared with the minimizing function's values at the vertices of the simplex, and either the test point is accepted (and replaces one of the vertices), yielding a new simplex, or the test point is rejected. The stopping criteria of the algorithm is determined by the diameter of the simplex and is typically defined by the user.
Although the work of Lagarias et. al. 7 has shown Nelder-Mead to effectively fail even in low-dimensions; however, in practice, this method will typically converge. This approach has been successfully leveraged in other works by the author in the optimization of a prototype petroleum distillation column in which the objective is to minimize entropy in a domain of up to five dimensions. 
IMPLEMENTATION
This work will investigate three approaches that leverage direct search methods. The first is a full Nelder-Mead that will treat each energy bin to be estimated as a unique dimension. This is the most computationally complex due to the large dimensionality from the heavy discretized sampling needed to resolve possible k-edges in the attenuation profile.
The second approach will parametrize the attenuation profile as the sum of five Legendre polynomials. Therefore,μ(ε) is approximated as:μ
where c i for i ∈ [0, 1, 2, 3, 4] is the parameter over which the Nelder-Mead algorithm will attempt to optimize the objective function, p i (ε) is the i th Legendre polynomial where the domain of the attenuation profile is scaled to the interval [-1,1] to preserve orthogonality. The choice of Legendre polynomials was chosen as a potential forward thinking attempt to recast the attenuation profile estimation as a matrix inversion problem in which a orthogonal basis is preferable due to numerical stability.
The third approach is an attempt to resolve the k-edge(s) while both achieving a reasonable domain dimensionality relative to the full Nelder-Mead (approach 1) and not being as restrictive as using a finite number of Legendre polynomials (approach 2); this approach partitions the energy support into 10 intervals, and for each interval, fits the 5 Legendre polynomials. Additionally, the length of the 10 intervals is not fixed; each interval length is treated as its own dimension in the search space, albeit constrained since the sum of the intervals must exactly equal the length of the energy support. This approach allows for up to 10 discontinuities which would ideally line up with any k-edges present in the true attenuation profile. For this work, the 10 intervals and 5 parameters per interval yield a dimensionality of 59 for the search space.
High-level pseudo code of the implementation is shown below.
Algorithm Attenuation Estimation I = true imagê I = empty image matrix µ(x, ε) = initial attenuation guess error = ∞ while error > errorBound do using Nelder-Mead, updateμ(x, ε) according to approach 1, 2, or 3 # approach local minimum for pixel j dô
In the interest of performance and accuracy, some minor constraints are imposed on the candidate attenuation profiles:
1. The candidate attenuation profile must generally be decreasing with respect to energy. For this work, the mean of the first derivative of the candidate profile must be less than 0.
2. The candidate profile must generally be concave up. In particular, the second derivative of the candidate profile is taken, and the number of entries in the second derivative vector that are greater than 0 must be greater than the number of entries that are less than or equal to 0. This constraint was chosen over calculating a mean of the second derivative since potential k-edges and discretization could adversely affect the mean concavity.
3. The candidate attenuation profile that corresponds to the lowest energy in the support of the profile must have the highest attenuation value.
4. The candidate attenuation profile that corresponds to the highest energy in the support of the profile must have the lowest attenuation value.
Items 3 and 4 could potentially hinder the search if the k-edges are too close to the edges of the support region; however, this work will focus on regions of support in combination with materials where it is not anticipated to become an issue. If any of the constraints are violated, then || ⇀ g −ĝ|| p is forced to be +∞, thus forcing the simplex away from the region of the domain that violates the above conditions.
EVALUATION
This work will compare the performance of each of the implementations described above. Each implementation will run until a local minima is reached or after running for approximately 96 hours if improvements of the fit are negligible. The metric for performance will be the attenuation profile from each method compared to each other, the initial guess, as well as the true profile.
The experiments were executed numerically in Matlab (Version 2014b) by simulating x-ray images from an unfiltered 450keV Bremsstrahlung profile from a Tungsten target imaging a digital phantom of 11 identical spheres all composed from the material of interest. Each sphere has a radius of 2.5cm, the center of mass of the phantom is located 188cm from the source and is located at the vertical center of the detector. The detector is assumed to be ideal with 2048 × 2048 pixels where each pixel is 0.02cm. The detector is located 226cm from the source with the beam center perfectly centered with respect to the detector. This experimental set up was chosen to compare the results presented in Jimenez et. al.;
10 specifically, Copper, Lead, Tin, Polyethylene, and Water were the materials used. In that work, the effective attenuation was consistently underestimated for higher attenuation materials (Copper, Lead, and Tin); this work will investigate these same materials with the goal to improve upon the estimation of the attenuation profile. If successful, future work will perform a more rigorous analysis with respect to convergence rates, numerical stability, and error analysis.
The specific objective function that the Nelder-Mead method will optimize over is:
The logarithm operation is included strictly for numerical stability purposes. For the full Nelder-Mead approach, the initial guess will be a least squares fit of an exponentiated parabola to the true material attenuation profile. This was done in the interest of computation speed since the search space has very high dimensionality (specifically, 449). For the remaining approaches, the initial guess will be a Legendre polynomial fit to a scaled and translated version of e x 2 and will not have any prior information about the true attenuation profile. Additionally, for the multi-interval approach, the initial intervals will be equally spaced between 100keV and 450keV; this was done in anticipation of the low end of the profile being in the null space of the imaging system. Note that the null space of the imaging system will vary somewhat with respect to the material being imaged since for highly attenuative materials, a greater portion of the energy range of the radiation will not penetrate the object when compared to the same object composed of a less attenuative material. Additionally, this virtual environment does account for attenuation in air, which further ensures the presence of null spaces in all cases. 5. RESULTS
Full Nelder-Mead
Due to poor performance, only results for Copper are presented. As shown in Figure 2 , the optimization routine tended towards a solution that is very noisy with the noise being amplified towards the lower end of the energy support. The method exhibited similar behavior for all materials evaluated. Additionally, none of the experiments for this approach converged to a local minimum and reached the 96 hour threshold. 
Nelder-Mead with Legendre Polynomials
Figures 3 through 7 show the performance of the Nelder-Mead approach using 5 Legendre polynomials as a parametrization of the candidate profile. For all evaluations, the total computation required between 1 to 2 hours. For Copper and Tin, the estimates at approximately 150keV and above visually match well, but the lower end is underestimated with no hint of the k-edges being resolved. The estimate for Lead in Figure 4 is underestimated regardless of the fact that the initial profile given to the optimization algorithm was an overestimate of the true solution. It is possible that for Lead, the algorithm was caught in a local minima that was not the global minimum, or it was caught in a very shallow valley that was decreasing below the tolerance set by the algorithm. For the remaining materials, it seems that the algorithm had difficulty fitting polynomials greater than degree 1; this may be due to the high energy in which the source was set for the image acquisition, which caused difficulty in distinguishing accurate effects on the image when varying the high end of the region of support and effectively created additional null spaces. 
Nelder-Mead with Dynamic Intervals
To avoid the same issues with high dimensionality and computation time that was encountered by the full Nelder-Mead approach, the solution from the single interval approach using 5 Legendre polynomials (approach 2) was given as the initial guess for this approach (approach 3) with the intent to further refine the solution generated by the second approach. It should be noted that even with the improved initial guess, the algorithm did not converge for any material and reached the 96 hour limitation. Figures 8 through 12 show the estimates to the profiles for each material using the third approach. For Copper (Figure 8 ), it is clear that the estimate is less representative of the attenuation when compared to Figure 3 . Further analysis is required to determine the cause of this irregular estimate. Figure 9 shows that the partitions of the dynamic intervals scarcely change from their initial positions but do yield a slight improvement by lessening the amount underestimated at the low end of the energy support when compared to Figure 4 . It is possible that the constraints imposed above are excessive and restricting the space that can be explored. The remaining three materials in Figures 10 through 12 exhibit these identical features in which the estimates are marginally improved when compared to the corresponding estimates using the second approach. 
CONCLUSION
In this exploratory work, the feasibility of leveraging the Nelder-Mead direct search algorithm was investigated as a potential tool to estimate the attenuation profile of an object imaged by x-rays when using a mediated realitybased approach. This work showed that improvements in profile estimation were realized over those presented in Jimenez, Thompson, and Orr; 10 this was especially apparent in the estimation for the highly attenuative materials Copper, Tin, and Lead. However, none of the approaches presented had the ability to resolve k-edges nor the ability to perform consistently. The full Nelder-Mead approach was shown to be the worst performer with respect to accuracy and computational time required. The single interval approach seems to hold promise, and future work will focus on exploring the presence of local minima, null spaces, and modified constraints to improve estimation. Although the dynamic interval approach did indeed improve estimates for most of the materials, the improvement was minuscule and performance was unpredictable, as realized in the estimation of the profile for Copper (Figure 8) . Additionally, based on this work, it is presently hypothesized that the constraints used are overly restrictive, evident by the very slow progress in convergence as well as the minimal change in the dynamic interval lengths.
If successful, the ability to identify material composition from radiographs could have far-reaching impact. Some potential areas include, but are not limited to: Non-Destructive evaluation, counterfeit detection, quality assurance, and audits in manufacturing. Material identification using radiography is a challenging problem, however; this work seems to hold some level of promise of success.
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