Introduction
In recent years, a computer technology has advanced and a robot designed for home use is actively being developed. Home-entertainment robot like "AIBO" (Sony) and humanoid robot like "ASIMO"(Honda) which can walk on two feet are examples of such robot. It is not an exaggeration to say that hardware technology has advanced enough to fit for practical use at home. Currently the field of artificial intelligence is expected to be developed as a software technology. For a robot to coexist with human, it should be equipped the ability to feel, think, talk or behave just like a person. Therefore, we are engaged in research aiming to develop a robot which can smoothly make conversation with human beings. Such robot needs to have abilities to understand and interpret words. Currently, a technique based on a large-scale language dictionary or a corpus is predominantly used in the field of the language processing. Only one wrong response from a robot gives human beings very unfavourable impression during the conversation. This might become one of the fatal causes for human not to accept a robot. Therefore, to achieve our purpose, a very large-scale language dictionary and a corpus are needed. As quite a lot of costs, resources and time are necessary to create such linguistic capital, automatic construction technique is also being researched. However, the knowledge in a category of common sense is inherent to human and difficult to construct automatically although it is indispensable knowledge for robot to realize conversation with human beings without sense of unease. In this paper, we propose a technique which contributes to semiautomatic construction of a large-scale language dictionary and a corpus. Concretely, a system using the proposed technique indicates a position of an unknown word to be registered in an existing thesaurus dictionary. We show the effectiveness by comparing traditional techniques with the proposal technique. In addition, we evaluate how performance of the proposal technique approaches performance of human. This system presents answer candidates so that a time and effort required for making a large-scale language dictionary and a corpus can be reduced.
Traditional Techniques
In this chapter, we explain techniques based on the vector space model and the statistical model. Then, these techniques and the proposed technique in this paper are compared, and the accuracy of an unknown word registration processing is evaluated.
Technique based on the Vector Space Model
In a technique based on vector space model, a similarity is calculated by using the cosine between a feature vector of each node in a thesaurus and a feature vector of an unknown word (Uramoto 1996) . Then, the unknown word is registered in a node with a high similarity computation. In a simplest vector space model, a feature vector consists of a co-occurrence frequency of a noun and a verb. Each element of a feature vector at a node is calculated by adding co-occurrence frequencies of a verb and a noun at a node. Moreover, each element of a feature vector of an unknown word is a co-occurrence frequency of the unknown word and a verb. Besides a simple vector space model using co-occurrence frequency as mentioned above, vector space model using TF-IDF as a weight for each co-occurrence frequency has been proposed.
Technique based on the Statistical Model
Based on the statistical decision theory (Maeda, 2000) , this technique minimizes an error rate that is a probability of registering an unknown word in a wrong node. This technique can be defined as follows:
Here, () θ p shows a prior probability density function of parameter θ .
Moreover, the integration part can be transformed as below by assuming a beta distribution as a prior probability density function ( ) 
Proposed Technique
A proposed technique process an unknown word by evaluating the relevance between words using an Association Mechanism which has already been proposed. Concretely, semantic relation between word at a node of a thesaurus and an unknown word is evaluated with the Degree of Association then the unknown word is registered to a node with the closest relation.
An Association Mechanism consists of a Concept Base (Hirose et al., 2001 ) (Kojima et al., 2002) and the Degree of Association Algorithm (Watabe & Kawaoka, 2001) . A Concept Base generates semantics from a certain word, and the Degree of Association Algorithm uses results of a expanded semantics to express the relation between one word and the other with a numeric value.
Concept Base
A Concept Base is a large-scale database constructed both manually and automatically from multiple electronic dictionaries. It has concept words, which are entry words taken from electronic dictionaries, and concept attributes, which are content words in the explanations of each entry word. In our research, a Concept Base containing approximately 90,000 concepts was used. The Concept Base went through auto refining process after the base had been manually constructed. In this processing, inappropriate attributes from the standpoint of human sensibility were deleted and necessary attributes were added. 
The Degree of Identity I (A, B) between Concepts A and B is defined as follows (the sum of the weights of the various concepts is normalized to 1):
The Degree of Association is obtained by calculating the Degree of Identity for all of the targeted Primary Attribute combinations and then by determining the correspondence between Primary Attributes. Specifically, priority is given to determine the correspondence between matching Primary Attributes. The correspondence between Primary Attributes that do not match is determined so as to maximize the total degree of matching. Using the www.intechopen.com degree of matching, it is possible to consider the Degree of Association even for Primary Attributes that do not match perfectly. When the correspondences are thus determined, the Degree of Association R (A, B) between Concepts A and B is as follows:
In other words, the Degree of Association is proportional to: the Degree of Identity of the corresponding Primary Attributes, the average of the weights of those attributes and the weight ratios.
Unknown Word Registration Experiment

The Thesaurus used in This Experiment
A thesaurus is a dictionary where words are semantically classified and generally indicated with a tree structure. The thesaurus has two types: 1) a classification thesaurus with words only on leaf nodes and 2) a hierarchical thesaurus with words on root nodes and intermediate nodes besides leaf nodes. In this paper, a hierarchical NTT thesaurus(NTT, 1997) was used for the experiment of the unknown word registration. Figure 2 shows a part of NTT thesaurus. 
Method of Experiment
1000 words were extracted as unknown words from the words registered in NTT thesaurus explained in section 4.1. Two-stage sampling method was used as the extraction method. On the first stage, an equal probability sampling was carried out on the nodes with ten or more registered words. Then on the second stage, an equal probability sampling of nonrestoration was carried out on noun words at the nodes. Examples of the words extracted as unknown words are shown in 
Evaluation
We evaluated each technique according to the correct answer rate of the top 10 candidate nodes to register an unknown word. Here, the node where the unknown word is registered in NTT thesaurus is considered as correct answer. When the unknown word is registered in two nodes or more, we judge the answer correct if the outputted node matches one of the registered nodes. A result of an unknown word registration experiment is shown in figure 3 . The axis of abscissas in figure 3 is the number of the considered accumulative candidates and the spindle is the correct answer rate (rate of accuracy). "Cos" is a vector space model using only co-occurrence frequency, "TF-IDF" is the vector space method using TF-IDF for a weight of co-occurrence frequency, "Bayes" is a technique using statistical model (Bayes theory) introduced in section 2.2 and "DA" is proposed technique in this paper. In addition, the accuracy of this unknown word registration by human is approximately 89.4%. Figure 3 shows that the proposed technique is generally better than the traditional techniques. When the first answer was outputted, the accuracy improved only approximately 4%. But the accuracy improved approximately 20% if the top five answers or more were output. This result suggests that the proposed technique which semantically extends a word using the Concept Base and evaluates a semantic relation between words using the Degree of Association should be able to understand a vocabulary efficiently than the traditional techniques based on the probability and statistics.
Discussion
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As described in section 4.3, the accuracy when human solves the test used in this paper is approximately 89.4%. So, when human's accuracy is considered 100%, the accuracy of the first answer outputted by proposed technique is approximately 45.9% and the accuracy of the top 10 answers outputted by proposed technique is approximately 82.4%. Thus, when the top four answers or more are outputted, performance of proposed technique approaches performance of human by approximately 70% or more. The main purpose of this paper is to construct a large-scale language dictionary and a corpus not automatically but semi-automatically. Therefore we think that it is more important to have the correct answer efficiently included in two or more answer candidates than in the first answer. So, it is considered that the proposed technique in this paper is a very effective technique. However, we do not think that the accuracy of the first answer is enough. The proposed technique calculates the Degree of Association between an unknown word and a node of a thesaurus using only words at the node. In the future, we would like to improve the accuracy by a new registration method which uses registered nodes and leaf nodes extending from the node for the calculation of Degree of Association between an unknown word and a node in a thesaurus. Moreover, in this paper an unknown word was pseudo made from the word registered in an existing thesaurus. However, in the future, we would like to conduct a similar experiment which uses a true unknown word not registered in an existing thesaurus and the Concept Base. 
Conclusion
In this paper, to reduce costs, resources and time, we proposed a technique which semiautomatically constructs a large-scale dictionary and corpus by using an Association Mechanism based on the Concept Base and the Degree of Association.
The proposed technique was able to improve the accuracy approximately 20% as a result compared with the traditional techniques. In addition, when the top four answers or more were outputted, performance of proposed technique approached performance of human by approximately 70% or more.
