Abstract-In synthetic aperture imaging the beamformed data from a number of emissions are summed to create dynamic focusing in transmit. This makes the method susceptible to motion, which is especially the case for the synthetic aperture flow estimation method, where large movements are expected. In this paper, these motion effects are considered.
I. INTRODUCTION
Synthetic transmit aperture (STA) imaging is susceptible to motion artifacts due to the summation of a number of low resolution images created at different time instances. This results in incoherent summation and degradation of both resolution, contrast, and signal-to-noise ratio (SNR). The purpose of this paper is to implement and test a beamforming approach for synthetic aperture vector flow imaging which compensates for 2-D motion.
The effects of tissue motion in synthetic aperture ultrasound have been studied by various authors [1] , [2] , [3] , [4] , [5] . Trahey and Nock investigated motion effects in a synthetic receive aperture system in [1] and showed that motion along the axial direction has a far larger effect on the resolution than lateral movement. Also, it was argued that the problem increases with the length of the emission sequence and the center frequency. A 1-D motion compensation method based on axial cross-correlation of low resolution images (LRIs) was proposed. Hazard and Lockwood [3] tested motion effects in a STA system with 3 emissions in the emission sequence. They showed that axial movement on the order of 3% of the wavelength between emissions had only little effect on the resolution and virtually no effect on the contrast, whereas a 10 times larger movement resulted in both a slight shift and widening of the main-lobe and a reduced contrast.
A method for blood flow velocity estimation using STA was presented in [6] . Here data were beamformed along the axial direction and a cross-correlation estimator was used. The STA velocity estimator of [7] was based on cross-correlation of lines beamformed along the flow, assuming the direction of flow is known.
A method for estimating the direction of flow was presented in [8] based on a search for the highest normalized crosscorrelation as a function of angle. By finding both the inplane flow direction and magnitude, 2-D velocity vectors can be displayed for in principle all image points. The synthetic aperture velocity estimation method as presented in [8] is shortly described in Section II. In these methods the resolution and contrast degradation due to the motion of blood are neglected resulting in a smearing of the point spread function and a decrease in SNR.
In [9] a 2-D motion compensation method for STA Bmode imaging was presented. The method used an interleaved sequence consisting of both a long STA sequence for making high resolution B-mode images and a short STA sequence for motion estimation. The cross-correlation estimator of [8] was used on the short sequence to find the tissue motion in two dimensions, and a compensation was made from the estimated tissue motion, when beamforming the B-mode image from the long sequence.
In this paper the motion compensation method presented in [9] is used in flow estimation. Here only a short sequence is used for both blood velocity estimation and motion compensation. The previous 2-D velocity vector estimate is used for compensating for the motion of the blood in the initial beamforming of the following high resolution lines. This method is described in Section III, simulated in Section IV, and tested on flow phantom data in Section V.
II. SYNTHETIC APERTURE VELOCITY ESTIMATION
This section describes how the STA velocity estimation method presented in [8] is performed. Due to the dynamic focus in both transmit and receive, data can be beamformed in every point [7] . This is used for determining the flow direction and velocity.
For every point p 0 , where the velocity direction and magnitude is estimated, a number of lines p(n, θ) are beamformed through the point at different angles
where
• ] are the angles with respect to the beam axis z, and ∆x is the spatial sampling distance. Notice, a 3-D right-hand cartesian coordinate system is used where x follows the lateral direction, y the elevation direction, and z the axial, while the origo is placed at the center of the transducer surface. The lines in (1) create a star-shape through the point p 0 as shown in the bottom left of Fig. 1 . The low resolution lines are beamformed by delaying the received signals from each of the receiving elements according to the time of flight and summing over all Q receiving elements as
where r k,q (t) is the signal received at element q at emission k and t k,q ( p(n, θ)) is the time of flight from the virtual source used at emission k to the point p(n, θ) and back to receiving element q given by
where r xmt,k is the position of the virtual source used at emission k, r rcv,q is the position of receiving element q, and c is the speed of sound. The high resolution lines are formed by summing K consecutive low resolution lines, where K is the number of emissions in the emission sequence, as
The flow direction is found by searching for the angle of maximum normalized cross-correlation (NCC) [8] . The NCC between two high-resolution lines acquired using the same emission sequence is given by
where hc k (n, θ) is the high resolution line after stationary echo cancelling, and K is the number of emissions in the emission sequence. The stationary echo cancelling is done using a linear regression filter [10] over high resolution lines made using the same emission sequence. L cross-correlations are averaged
and the maximum cross-correlation at each angle is found
The flow direction is then found as the angle where ρ has its maximum
The discrete angle estimate θ d is interpolated using a parabolic approximation given by [11] 
where ∆θ is the angular sampling interval. The flow velocity along the estimated direction is then found by repeating the beamforming alongθ and finding the lag of maximum correlation
This lag can be interpolated using parabolic interpolation to yieldm. The velocity magnitude alongθ is then found bŷ
where f prf is the pulse repetition frequency. By applying prior knowledge of the expected velocity range, the search range can be limited by only evaluating the cross correlation function (5) in lags corresponding to the expected velocity range.
III. VELOCITY ESTIMATION WITH MOTION

COMPENSATION
To sum low resolution lines (LRLs) in phase during movement, a compensation can be made for the current velocity during beamformation. In a velocity estimation system the velocity is of course not known in advantage, but by assuming a constant velocity, the velocity vector estimate from the latest time instance v est can be used as a compensation for creating the next high resolution lines (HRLs). The assumption of constant velocity is rarely fulfilled in-vivo but due to the continuous availability of data in STA and the recursive formation of HRLs, the velocity can be closely tracked. The motion compensated HRLs are formed as
where v est =vθ[sin(θ), 0, cos(θ)] is the latest velocity vector estimate and f prf is the pulse repetition frequency. The motion effect will be fully compensated for if v est equals the true velocity. Cross-correlating two high-resolution lines K emissions apart will still expectedly peak at the lag corresponding to the blood velocity. Even if an erroneous velocity estimate is used for the compensation, the point spread function of a single scatterer is simply smeared, which was already the case prior to compensation.
IV. SIMULATIONS
A number of simulations were performed using Field II [12] , [13] . Here a single scatterer, initially located at depth z = 30 mm and below the aperture center x = 0 mm, is moving along the axial direction, while K = 8 low resolution images (LRIs) are acquired. The high resolution image (HRI) is created by summing the LRIs. The SNR of the HRI is then compared to the SNR of the HRI assuming no motion. The simulation was repeated for velocities of v = 0, 5, 10, ..., 95 cm/s corresponding to movement of up to 0.68λ between each LRI, where λ = c/f 0 is the wavelength. The excitation waveform was an 11.25 µs non-linear chirp designed using a frequency sampling method [14] . The parameters used in the simulation are given in Table I. For each of the simulations the change in SNR due to movement ∆SN R is found as where E v=v is the total energy of the 2-D HRI point spread function when the point moves at velocity v . The HRI point spread function is found from −20 mm to 20 mm lateral and 20 mm to 40 mm axial for every 40 µm. This calculation of the point spread function energy assumes that the noise power is the same in both cases. ∆SN R is plotted in Fig. 2 as a function of the movement between LRIs given by vT prf /λ, where T prf is the pulse repetition period. The same simulation is repeated for lateral movement at the same velocities. The resulting ∆SN R is plotted in Fig. 2 with a dashed line. The SNR during axial movement is significantly deteriorated at an inter-LRI movement of ∼ 0.25λ, whereas the SNR at ∼ 0.5λ is comparable to that of a stationary scatterer. From these simulations the lateral contrast at different velocities can also be extracted. This has been done, and the resulting plot is shown in Fig. 3 for purely axial motion. The results show the same tendency as [3] . For small velocities the contrast is almost unchanged, but for axial motion of v = 0.35 m/s in Fig. 3 , corresponding to 0.25λ, the lateral side-lobes are up almost 20 dB compared to the stationary case. This is the worst case where the received echoes are 180
• out of phase, and looking at Fig. 2 also close to where the SNR is lowest. At higher axial velocities both contrast and SNR is better.
The motion compensation method is applied to the single point simulation data. Fig. 4 shows the lateral side-lobe structure for the compensated simulations for purely axial motion. This can be compared to Fig. 3 . After compensation almost no increase in side-lobe levels due to the motion is seen. This demonstrates the potential for the motion compensation.
V. PHANTOM EXPERIMENTS A number of experiments were conducted using a flow rig phantom where blood mimicking fluid was circulated through tubes. A linear array transducer was fixed at a certain height z 0 above the tubing and at a certain angle θ with respect to the flow. The flow was constant over time, and the flow velocity profile was assumed parabolic. The velocity directly below the transducer center as a function of depth z is then
where R is the vessel radius. Data were acquired using our RASMUS ultrasound multichannel sampling system [15] and processed as described in Section II. Various parameters for the data acquisition and processing are given in Table I . Measurements were made for flow angles of θ = 60
• and 90
• and for pulse repetition frequencies of f prf = 5 kHz and 1 kHz. This corresponds to a peak movement of ∼ 7% and 35% of λ between emissions with the peak velocity v 0 = 0.1 m/s and λ = 0.28 mm. Lowering the f prf is equivalent to increasing the velocity.
Velocity directions and magnitudes were estimated along a profile through the tube at 20 uncorrelated time instances, and the estimated velocities were compared to the expected velocity profile given by (14) . The resulting angle and velocity estimates for the f prf = 1 kHz and θ = 60
• experiment are shown in Fig. 5 , which also show the average profiles ±3 times the standard deviation. A number of false angle estimates is seen mainly between 35 and 40 mm depth, resulting in too low velocity estimates.
The compensation method given by (12) is applied to the data prior to velocity estimation. Here the previous estimate of the vector velocity is used to compensate for the inter-LRI movement while beamforming. The resulting profiles are plotted in Fig. 6 , where the majority of the false estimates are no longer present.
The average biasB v and average standard deviationσ v of the 20 estimated velocity profiles are used as a measure for the performance of the velocity estimation method. These are given byB
where z 1 = z 0 − R/ sin θ and z 2 = z 0 + R/ sin θ are the tube edges,v i (z) is the i th velocity estimate at depth z, v(z) is the true velocity at depth z as defined by (14) , and v(z) = 20 i=1v i (z)/20 is the average estimate at depth z. These quantities are calculated for the four experiments and are given in Table II. Table II shows a significant decrease in both average bias and average standard deviation for the measurement at θ = 60
• and f prf = 1 kHz, and a moderate decrease for the θ = 90
• and f prf = 1 kHz experiment. Only small changes are seen for the other measurements. This indicates that the compensation method can decrease the number of false peaks when only a limited number of false peaks are present, and that the motion compensation has the largest effect at angles where the center frequency of the LRLs are highest.
VI. CONCLUSION
A 2-D motion compensated beamforming for synthetic aperture vector flow imaging was presented, where the former velocity estimate was used in the beamforming of new data.
Simulations showed a large drop in signal-to-noise ratio and significantly increased lateral side-lobes when the axial inter-LRI movement was around a quarter of a wavelength. The side-lobe increase was almost completely removed when the motion compensated beamforming was applied.
Flow phantom experiments of constant flow showed increased performance using the motion compensated beamforming on data where large movement is present. The method is yet to be tested on accelerating flow.
