Abstract. We introduce a modified version of P. Jones's β-numbers for Carnot groups which we call stratified β-numbers. We show that an analogue of Jones's traveling salesman theorem on 1-rectifiability of sets holds for any Carnot group if we replace previous notions of β-numbers in Carnot groups with stratified β-numbers. In particular, we can generalize both directions of the traveling salesman theorem giving us a characterization of subsets of Carnot groups that lie on finite length rectifiable curves. Our proof expands upon previous analysis of the Hebisch-Sikora norm for Carnot groups. In particular, we find new estimates on the drift between almost parallel line segments that take advantage of the stratified β's and also develop a Taylor expansion technique of the norm.
Introduction
The analyst's traveling salesman problem asks under what conditions does a subset E of a metric space X lies on a finite length rectifiable curve. Whether there is a solution for any subset E depends heavily on the geometry of the metric space X. In 1990, Peter Jones gave a solution to the problem in R 2 [7] via the introduction of the so-called β-numbers.
Given a subset E ⊂ R 2 and a ball B(x, r), we define
Here, the infimum is taken over affine lines L ⊂ R 2 . We see that β E (x, r) is a number in [0, 2] that can be thought of as the minimal (rescaled) radius tube that contains E in B(x, r) and so measures how close E lies to some affine line. Given the notion of β-numbers, Jones proved the following theorem, which is now known as the traveling salesman theorem.
Theorem 1.1 ([7]).
A set E ⊂ R 2 lies on a finite length rectifiable curve if and only if the following quantity is finite:
Moreover, the shortest length rectifiable curve covering E has length comparable to γ(E).
The original theorem in Jones's paper has γ expressed in terms of a sum over dyadic cubes of R 2 (and β is also expressed in terms of cubes), but it is well known that the sum over cubes is equivalent to the integral over balls up to absolute multiplicative constants. It is also important to note that the 2 in the exponent of β 2 comes from the power type of the modulus of convexity of R n whereas the 2 in the exponent of the r 2 is simply the Hausdorff dimension of R 2 .
In order for the term ∞ 0 R 2 β E (x, r) 2 dx r −2 dr to be finite, one must have that β E (x, r) is small for "most" balls in the sense that the singular integral over x and r is finite. Thus, one can view this as a quantitative version of Rademacher's theorem, which says rectifiable curves have tangents almost everywhere. Note that there are two directions for the first statement of the theorem. The forward direction is the necessary direction and the backwards is the sufficient. Since Jones's original paper, the traveling salesman theorem has been generalized to higher dimensional Euclidean spaces R d [12] and even Hilbert space ℓ 2 [13] . Recently, people have even studied variants of the analyst's traveling salesman problem for Hölder curves [1] , although we still do not have a complete picture.
As for addressing the analyst's traveling salesman problem in non-Euclidean spaces, the majority of the effort has been in the setting of Carnot groups [2] , and in particular the Heisenberg group [4, 8, 10, 11] (although there has also been work done in certain fractal spaces [3] ).
We will give an overview of Carnot groups in the following subsection. For now, we simply say that they are a special class of nilpotent Lie groups that are topologically just some R n and the reader can view as (possibly) noncommutative versions of Euclidean spaces. Importantly, they contain a distinguished set of lines called the horizontal lines that will be the analogue of affine lines in R n . Due to the presence of these horizontal lines, one can define a naïve analogue of the β numbers by simply infimizing over horizontal, rather than affine, lines. The Heisenberg group is the simplest Carnot group and has nilpotency step 2.
Results in Carnot groups have been partial. For the Heisenberg group, there has been an almost tight characterization. If E lies on a finite length rectifiable curve, then γ 4 (E) < ∞. On the other hand, if there is any p < 4 so that γ p (E) < ∞, then E lies on a finite length rectifiable curve.
Note that as β ∈ [0, 2], having integrability of a lower power of β is a stronger condition. It is unknown whether finiteness of γ 4 (E) is sufficient for E to lie on a rectifiable curve.
For general Carnot groups, there is only a one-sided result.
Theorem 1.3 ([2])
. Let E ⊂ G be a subset of a step s Carnot group G of Hausdorff dimension Q. If E lies on a finite length rectifiable curve, then
If s = 2, we can take the exponent of β to be 4.
The challenge for the sufficient direction has been that the direction of movement for Carnot groups are far more heterogeneous than Euclidean spaces, which cannot be detected by the β's. In fact, the sufficient direction of Theorem 1.2 does not even hold for higher dimensional Heisenberg groups (H n for n ≥ 2). Indeed, higher Heisenberg groups contain isometrically isomorphic copies of R 2 . As we know that the sufficient direction of Theorem 1.1 requires an exponent of 2, we cannot hope to do better in H n . We see from this example that to have any hope of achieving a tight result, we must treat the different layers differently. Intuitively speaking, for Heisenberg groups, the β of a curve that travels in "R 2 directions" should be treated differently than that of a curve traveling in "H 1 directions". Given a step s Carnot group, we can form a projective system by quotienting out the center. We let G s = G and get projections G i → G i−1 until G 0 = {0}. Let π i : G → G i be the composition of the projections from G s to G i .
We now define a new type of β-number that we call stratified β-numbers. For a subset E ⊂ G and a ball B(x, r), define:
where the infimum is over horizontal lines. We've chosen the exponent so that β E ≥ β E . One can replace the ℓ 1 -sum by an ℓ p combination of the summands to get an equivalent notion of β. Note that we have abused notation here as d is originally a metric on G, not the projected π i (G). For now the reader can interpret this as d being different homogeneous norms for every π i (G) (which will still give a valid β) but we will clarify what we mean in the preliminary section. There is also also a geometric description of β E after the main theorem.
The following is the main result of this paper.
Theorem 1.4. Let G be a step s Carnot group with Hausdorff dimension Q. A set E ⊂ G lies on a finite length rectifiable curve if and only if the following quantity is finite:
We make one quick remark about β. The original β was described as the rescaled radius of the thinnest tube containing E ∩ B(x, r). Thus, it can be rewritten as
The anisotropic nature of β gives that it can be (essentially) described as
where R n is the underlying manifold of G. Here, ≍ means that the original definition of (1) and the right hand side of (2) are only equivalent up to multiplicative constants. See Lemma 4.2 for the proof of the hard direction of this equivalence (the other direction is trivial). One sees that β provides tighter bounds on lower layers of G. Proofs of the traveling salesman theorem tend to follow a standard path. The most important step is to establish the following Alexandrov-like curvature condition: if p 1 , p 2 , p 3 are in B(x, r) and d(p i , p j ) ≥ αr for i = j, then there exist constants c, C > 0 depending on α so that
where β γ is the appropriate β for the situation. Once the left hand inequality is established, one can apply a clever telescoping argument to derive the necessary direction (although a little more work is needed, see Section 3.4). If the right hand inequality is established, then one applies a farthest insertion algorithm (given in Jones's original paper) to derive the necessary direction. Thus, most of this paper will be devoted to proving results in the vein of (3) for β 2s E (see Proposition 3.4 and Corollaries 3.5, 4.5 for the relevant results). We will not go too in-depth for the subsequent steps, instead referring the reader to other papers where these steps are covered in detail.
1.1. Preliminaries. A Lie algebra g is stratified if it is nilpotent and can be decomposed into a direct sum of subspaces g = V 1 ⊕ ... ⊕ V s for which [V 1 , V j ] = V j+1 for j ≥ 1. It is understood that V k = 0 for k > s. The layer V 1 is called the horizontal layer and the largest s for which V s = 0 is called the (nilpotency) step of g. We let n i = dim(V i ) and n = n 1 + ... + n s . We can thus identify g with R n where the direct sum g = V i is orthogonal.
A Carnot group G is a simply connected Lie group whose Lie algebra is stratified. The exponential map is a diffeomorphism between simply connected Lie groups and their Lie algebras, and so we can use exp to identify elements of G using vectors of g ∼ = R n . This allows us to push the coordinates of R n to g (the so-called exponential coordinates). Thus, we will use (g 1 , ..., g s ) ∈ R n to write coordinates for elements g ∈ G where g i are the components of exp −1 (g) in V i . The identity element of G is still 0. We use | · | to denote the Euclidean norm on R n and so |g − h| makes sense as a quantity for g, h ∈ G.
The group multiplication in G can be expressed at the level of the Lie algebra via the BakerCampbell-Hausdorff (BCH) formula:
where ad(X)Y = [X, Y ] and the a's are constants depending only on the Lie algebra structure of g. One can also translate the BCH formula into the exponential coordinates as
where each P i are polynomials of u 1 , ..., u i−1 , v 1 , ..., v i−1 . We call these the BCH polynomials. We will assume that the constants in all the Lie algebra brackets are 1 for simplicity. Introducing bracket constants will only affect results by multiplicative constants.
The subgroups exp(
.., s}, we then define the projection maps
In exponential coordinates, this amounts to the usual projection of R n onto R n 1 +...+n i .
Importantly, for every λ > 0, there exists an automorphism δ λ : G → G, which in exponential coordinates is given by
A homogeneous norm is a function N : (4) says that the norm is subadditive and is not always standard in the definition of homogeneous norm. We include it because then one can define, for any homogeneous norm, a corresponding homogeneous metric d(g, h) = N (g −1 h), which will be a left-invariant metric. If subadditivity were not present, then one cannot guarantee the triangle inequality. Property (2) of homogeneous norms tells us that the δ λ automorphisms scale the metric:
The only metric we will care about will be homogeneous metrics.
There are two (classes of) homogeneous norms that exist for every Carnot group. The first norm was introduced by Hebisch and Sikora in [6] . Given any Euclidean ball B R n (η) ⊂ R n ∼ = G centered at the origin, one can define the Minkowski gauge
Note that as the balls B R n (η) are not homothetic under the dilation δ λ , we get truly different norms for different η. The main result in [6] is that for sufficiently small η, N HS is a subadditive homogeneous norm. We let d HS denote the corresponding homogeneous metric.
The second norm is analogous to the ℓ ∞ norm and is defined as
where λ i > 0 are constants with λ 1 = 0. A result of [5] says that N ∞ indeed is a subadditive homogeneous norm for λ i sufficiently small. In this paper, we will make the simplifying assumption that λ i = 1 for all i. Having general λ i will only affect multiplicative constants. We let d ∞ denote the corresponding homogeneous metric. Given a Carnot group G and one of its projections π i (G), if we take η > 0 small enough, then B R n (η) and B R n 1 +...+n i (η) both can form Hebisch-Sikora norms. In this way, we can assume that a N HS , defined for G, is also a homogeneous norm for all of its projections π i (G). This is how we make sense of the d in β. One can see that we have the relationship N HS (π i (g)) ≤ N HS (g). The same logic also holds for N ∞ . We remark that d(π i (g), π i (h)) is then also equivalent to the distance in G between the cosets π −1 (π i (G)) and π −1 (π i (L)).
Let S n 1 be the unit sphere of V 1 ⊂ g. Given any v ∈ S n 1 and g ∈ G, we get an isometric embedding of R into G by t → ge tv . We call the image of such mappings horizontal lines.
We also define the map
Thus, π(g) maps to the horizontal element of G that lies "over" g. Note that this is not a homomorphism, nor is it Lipschitz. We can now define
which means how non-horizontal an element of g is. Here, d can be any homogeneous metric. Finally, it is not hard to see from the BCH polynomials that the Jacobians of all left translations have determinant 1. This tells us that the Lebesgue measure on the underlying manifold R n of the Carnot group G is also a Haar measure.
Lemmas
In this section, d can be either d ∞ or d HS . The first lemma tells us that the non-horizontal component of a point g, together with its horizontal projection, controls its norm.
Lemma 2.1. There exists C > 0 depending only on d so that,
Proof. Assume such a C does not exist. Then there exists g m so that
By rescaling, we may assume N (g m ) = 1 and so g m ∈ ∂B G (1), which is a compact set. But then there is some convergent subsequence g m j → g ∈ ∂B G (1) and by continuity of all the terms, we have that N (π 1 (g)) = 0 and N H(g) = 0. It easily follows then that g = 0, a contradiction as we must have N (g) = 1.
We will also need the following lemma shows that the N H of two points lower bounds the distance from them to any horizontal line. Lemma 2.2 (Lemma 6.1 of [2] ). There exists C > 0 depending only on d so that for any a, b ∈ G and horizontal line L, we have
The next few lemmas are the main results of this section. The following lemma will be the crucial bound on the BCH polynomials that will allow us to bound the drift between almost parallel line segments.
Lemma 2.3. There exists some constant C > 0 depending only on G so that if |y i | ≤ η and |x i | ≤ 1 for all i ∈ {1, ..., k − 1} and any η < 1, then
Proof. P k is a polynomial of nested Lie bracket monomials. As the number of summands in the polynomial is bounded by a constant dependent only on the algebraic structure of G, it suffices to prove each monomial is bounded by η. Each Lie bracket monomial is of the form [
The following lemma bounds how much almost parallel line segments diverge and is a crucial inequality for the necessary direction. It also shows why we need the stratified βs.
Lemma 2.4. There exists a constant C > 0 depending only on d so that if g, h ∈ G and u, v ∈ B R n 1 (1) are such that g ∈ h · δ ℓ (B R n (η)) and |u − v| ≤ η for some η ∈ (0, 1) and ℓ > 0, then
Proof. By dilating the setting, we may suppose ℓ = 1. Note that proving this lemma for d ∞ immediately proves it for any other homogeneous metric as biLipschitz changes of homogeneous norms affects only the constant of the lemma. Translate the setting so that g = 0 and h ∈ B R n (η). We will prove by induction on k that
In the induction, C may change but there are only a finite number of induction steps. The case when k = 1 is obvious. Now suppose it holds true up to k − 1 and fix t ∈ [0, 1]. We have that
. By inductive hypothesis, we have
when i ∈ {1, ..., k − 1} for some C depending only on d. Thus, it suffices to prove |q k | ≤ Cη. We may assume that our group is step k as the higher steps do not affect q k , which will allow us to drop the π k for notational convenience. By one application of Lemma 2.3, we get that
where |w i − h i | ≤ C 0 η for some C 0 > 0. As |h i | ≤ η, we get that that
Left multiplying by (−ut, 0, ...0), we get that
It thus suffices to show that |P k (−ut, 0, ..., 0, h 1 + vt, w 2 , ..., w k−1 )| ≤ C 1 η for some C 1 > 0. Note that this quantity is a finite sum of Lie algebra monomials [
where j ≤ k and X i ∈ {ut, h 1 + vt, w 2 , ..., w k−1 }. Thus, it further suffices to prove each monomial has norm less than C 1 η. Note that |X i | are all uniformly bounded by t + (C 0 + 1)η ≤ C 0 + 2. If any of these terms, say X i , is in {w 2 , ..., w k−1 }, then we are done as
For the first inequality, recall we made the assumption that the Lie bracket constants are all 1. Thus, suppose the X ℓ are only in {h 1 + vt, ut} and so j = k. But then we must have that
Thus, we can again bound
This finishes the proof of the lemma.
The next lemma tells us that a β-style bound on the distance between two points implies a containment in terms of Euclidean balls.
Lemma 2.5. There exists C > 0 depending only on d so that if p, q ∈ G are such that
Proof. By dilating the setting, we may suppose ℓ = 1. It suffices to show that each coordinate of p −1 q is bounded by some constant multiple of η. Let C ≥ 1 be the constant so that d ∞ ≤ Cd. The coordinate of the ith layer of p −1 q, which we denote u i , is also the coordinate of the ith layer of π i (p) −1 π i (q) ∈ π i (G) as the BCH polynomial P i only depend on lower layer coordinates. Thus,
The last two lemmas together say that if g ∈ h · B R n (ε) and u, v ∈ S n 1 −1 are so that |u − v| < ε, then ge u ∈ he v B R n (Cε). Had we only had d(g, h) ≤ ε, then we could only guarantee d(ge u , he v ) ≤ Cε 1/s (see Lemmas 3.6, 3.7, and 3.8 of [9] ). This is why stratified β-numbers are needed.
Necessity
We begin by proving the necessary direction of Theorem 1.4. This will be achieved by proving the following theorem.
Theorem 3.1. Let G be a step s Carnot group with Hausdorff dimension Q and Γ ⊂ G, a finite length rectifiable curve. Then there is some constant depending only on G so that
Note finiteness of the diam(Γ) term is obvious. In fact, we will suppose without loss of generality that diam(Γ) = 1.
For g, h ∈ G and t ∈ [0, 1], define
This is a horizontal line segment that starts from g and goes in the horizontal direction towards h (although it may not hit h). We also write g, h = {L g,h (t)} t∈[0,1] .
3.1. Stratified curvature. In this subsection, d will always be a Hebisch-Sikora metric. In fact, we will use the same Hebish-Sikora metric as in [2] . However, our analysis will change.
Lemma 3.2. For every λ ∈ (0, 1) and i ∈ {2, ..., s}, there exists a constant C > 0 depending only on G and λ so that if
Proof. Let a = p We dilate the setting so that ℓ = 1. Then Lemma 3.2 of [2] applied to π i (a), π i (b) in the Carnot group π i (G) gives us that there exists some some α ∈ (0, 1) depending only on G (and i) so that
Note that we have chosen to square the result of Lemma 3.2 of [2] . Now a straightforward modification of the proof of Lemma 3.4 of [2] except using (6) instead of their equation (3.1) from their Lemma 3.2 gives that either
for any sufficiently small c > 0 (see the paragraph before the statement of the lemma) or
As N (a) + N (b) ≤ 2ℓ, the lemma would then follow from (8) for some C sufficiently large. Thus, it suffices to show that (7) cannot happen. Indeed,
. The second term is obvious and for the first term we calculate
As α ≤ 1 and N (a) + N (b) ≥ 2λℓ, we get that A ≤ c4λ 1−2i ℓ. Thus, taking c < λ 2i /4 gives a contradiction.
We will also need the following lemma telling us that points whose triangle inequality excess is small are orderable when projected onto a line.
Lemma 3.3. For every λ ∈ (0, 1) there exists a µ > 0 so that the following holds. Let p 1 , p 2 , p 3 ∈ G be such that λℓ ≤ d(p i , p j ) ≤ ℓ if i = j for some ℓ > 0 and let p ′ 2 denote the projection of π 1 (p 2 ) onto the line spanned by
Proof. Without loss of generality, we dilate so ℓ = 1. We will also translate and so can assume p 1 = 0. By Lemma 3.2, we have that N H(p 3 ) 2s < µ. Note then that
Let p ′ 2 be the projection of p 2 onto the line spanned by π 1 (p 1 ) and
Thus, if we take µ sufficiently small, we get a contradiction with
We now combine the curvature bounds of Lemma 3.2 across all layers to get the following new stratified curvature bound. One can now see where the β starts appearing. 
Proof. We first prove that the left hand side is bounded by 2 s+1 sℓ. It suffices to prove each term in the summand and sup are bounded by 2 s ℓ. We will prove
The other term is bounded similarly. Recall that N HS (π i (g)) ≤ N HS (g). Thus, it suffices to prove that
As p 1 ∈ p 1 , p 4 , we are done.
We may translate and dilate the setting so that p 1 = 0 and ℓ = 1. Fix a µ > 0 to be determined. If ∆ ≥ µℓ, then we have that the inequality holds for C = 2 s+1 s/µ as the left hand side of the target inequality is bounded by 2 s+1 sℓ. Thus, we may suppose ∆ < µℓ = µ.
By two application of the previous lemma on the triples p 1 , p 2 , p 3 and p 1 , p 3 , p 4 , we get that there exists a constant C 0 > 0 so that
Choose u, v ∈ B R n 1 (1) so that π 1 (p 3 ) = u and π 1 (p 4 ) = v. By (9) and Lemma 3.3, there is a γ ∈ (0, 1) so that so that |u − vγ| ≤ √ C 0 ∆. We let µ be sufficiently small so that √ C 0 ∆ < 1. Applying Lemma 2.4 to g = h = p 1 with vectors u and vγ, we get that there exists C > 0 so that
Remember that ℓ = 1. Here, we have that L 0,p 4 (γt) = p 0 δ t (δ γ (p
which takes care of the first term in the summand. As for the p 3 , p 4 term, an application of Lemma 2.5 applied to (10) at t = 1 tells us then that
and so another application of Lemma 2.5 gives us that
for some C 2 depending only on G. One can easily show using Lemma 2.3 that there exists some C 3 > 0 depending only on C 1 , C 2 and G so that
. Another application of Lemma 2.4 with points p 3 and (vγ, 0, ..., 0) and vectors v − u and (1 − γ)v gives that
The proposition now follows from (10) and (11) .
Note that Proposition 3.4 can only bound horizontal line segments that share some endpoint. We now combine Lemma 3.2 and Proposition 3.4 to derive the following useful corollary, which allows us to bound horizontal line segments that do not share any endpoints. Corollary 3.5. For any λ > 0, there exists a constant C > 0 depending only on G and λ so that the following holds. Let p 1 , p 2 , p 3 , p 4 , p 5 ∈ G be points so that λℓ
Proof. We first dilate the setting so that ℓ = 1. Define
Then ∆ 1 , ∆ 2 ≥ 0 and ∆ 1 + ∆ 2 = ∆. We first apply Lemma 3.2 to p 1 , p 4 , p 5 to get
Let u = π(p
. By (12) , there is some γ ∈ (0, 1) so that |u − γv| ≤ √ C∆ 1 . We now apply Lemma 2.4 to g = h = p 1 and vectors u, γv so that
By a small modification of C, this leads to
We now apply Proposition 3.4 to p 1 , p 2 , p 3 , p 4 to get
The last two inequalities, together with the triangle inequality and the inequality (a + b) p ≤ 2 p−1 (a p + b p ) gives the corollary.
3.2. Balls, filtrations, multiresolutions. In this subsection, we will discretize the Carleson integral and reduce to a parametric setting. Most of the setup will resemble sections 2.2-2.5 of [10] which go over the construction at much greater detail, including choices of parameters which still work in our setting. We thus refer the reader to those sections for complete details.
In this section, we will endow G with d = d ∞ . Thus, all balls will be defined in terms of this metric. This will help simplify a calculation in section 3.4 but is otherwise be inconsequential.
Let Γ be a rectifiable curve in G. We may parameterize Γ via a surjective 1-Lipschitz function γ : T → Γ where T is a circle in R 2 with circumference 32H 1 (Γ) (for a proof see the appendix of [13] ). We fix a direction of flow along T. By a subarc τ of γ, we mean a subinterval of T. Two subarcs τ and ζ are disjoint if their defining intervals are disjoint. However, the diameter of a subarc is the diameter of the image of the subinterval.
For each n ∈ N, let Y n ⊂ Γ be a maximal 2 −n separated net and define a multiresolution of Γ as
A straightforward modification of Lemmas 2.6 and 2.9 of [10] shows that to prove Theorem 3.1 it suffices to prove that
This is our goal for the remainder of the section. Fix J ∈ N. We decompose B := {2B : B ∈ G} into D ′ families {B i } where for any two distinct balls We will do the decomposition with J = 100 so that D ′ is a constant depending only on G. Let G 1 ∪ ... ∪ G D ′ denote the decomposition of G that follows from the decomposition B 1 ∪ ... ∪ B D ′ . We then apply Lemma 2.12 of [10] to each B i , to produce a family of "dyadic cubes" {∆( 
For each B ∈ G
Thus, even though Q ⊃ 2B, we require τ ∩ B = ∅ in order for τ ∈ Λ(Q(B)). Lemma 2.17 of [10] tells us that each F 0,i = Q(B)∈∆(B,i) Λ(Q(B)) is a prefiltration, that is, for each i there exists some L > 0 so that one has the decomposition F 0,i = n≥1 F 0,i n into collections of arcs such that
Here, J = 100 is the same constant as before. We will not really deal with prefiltrations. Instead, we use Lemma 2.13 of [10] to construct, for each F 0,i , a collection of arcs F i = F i n so that (1) for ζ ∈ F k+1 , there is a unique element τ ∈ F k so that ζ ⊂ τ , (2) there exists some L > 0 (depending on i) so that L2 −100k ≤ diam(τ ) ≤ L2 −100k+14 for all τ ∈ F k for all k, (3) for τ 1 , τ 2 ∈ F k , they are either disjoint, identical, or intersect in one or both of their endpoints,
k so that τ ⊃ τ 0 , and moreover if I 0 and I are domains of τ 0 and τ , respectively, then the image under γ of any connected component of I\I 0 has diameter no more than L2 −100k−10 , (6) different τ 0 , τ 1 ∈ F 0,i k given rise to different arcs in F i k . Such collections of arcs are called filtrations, so we get D ′ different filtrations. Given a subarc τ , we let I τ ⊆ T denote its parameterizing space.
As each τ ∈ F 0,i gives rise to some τ ′ ∈ F i , we define
We record the following lemma which is immediate from definition of filtration (especially Property (5))
Let F be a filtration. Given a curve τ ∈ F, we let a(τ ) and b(τ ) denote the endpoints of the domain. We also define
and
We define
Here ε 0 > 0 will be a sufficiently small constant that we choose in subsection 3.4. These families of balls are called flat and non-flat, respectively. To prove (13) , it now suffices to prove
We will prove (15) in the following subsection and (16) in the subsection after.
3.3. Non-flat balls. The main goal of this subsection will be to prove the following proposition:
There exists a C > 0 depending only on d so that for any filtration F and i ∈ {1, ..., s}, we have
Assuming this proposition, one can now easily derive (15).
Corollary 3.9.
. Let F i denote the filtration constructed using G i 1 . As D ′ is a constant depending only on G, we now get
We now start working on Proposition 3.8. We will now view i and the filtration F as fixed. We will drop the subscript to just write β = β i . Given a set E ⊆ G, we write E := π i (E). For simplicity, we will assume L = 1 in property (2) of filtrations. We define for τ ∈ F n and k ∈ N the families
Given τ ∈ F, we further define
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Note that the distance is defined in the projected group π i (G). Also define
Lemma 3.10.
Proof. It suffices to prove that
Indeed, summing both sides over τ ∈ F gives
Let τ ∈ F k and let {τ i } m i=1 denote the subarcs of F τ,1 in order of the flow along T so that a(τ 1 ) = a(τ ) and b(τ m ) = b(τ ). Let P denote the images under γ of all the endpoints of subarcs of F τ,2 .
First assume that P is not 2 −1000−100k -separated, and let u, v be the endpoint of two subarcs of F τ,2 (where u < v based on the flow of T) so that d(γ(u), γ(v)) < 2 −1000−100k . Let ξ be any subarc of F τ,2 ⊂ F k+2 that lies between u and v. By the properties of filtrations, we know that diam(ξ) > 2 −200−100k . By a triangle inequality estimate, there exists some w ∈ ξ so that d(γ(w), {γ(u), γ(v)}) > 2 −202−100k . This w must lie in some subarc ζ ∈ F ξ,1 ⊂ F τ,3 and as diam(ζ) ≤ 2 14−300−100k , we get that if z is an endpoint of ζ, then
As z is an endpoint of a subarc of F τ,3 and lies between u, v which are endpoints of subarcs of F τ,2 , we get that by a simple triangle inequality argument that
Finally, as
, we get the lemma for C sufficiently large. Thus, we now assume P is 2 −1000−100k -separated. Pick u, an endpoint of a subarc of F τ 1 ,1 that is not an endpoint of τ 1 . As P is 2 −1000−100k -separated, we get by applying Corollary 3.5 to the collection of points γ(a(τ )),
for i ∈ {2, ..., m − 1}. For i = 1, we apply Proposition 3.4 to the points γ(a(τ )), γ(u), γ(b(τ 1 )), γ(b(τ )) to get that
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For i = m, we apply Proposition 3.4 to the points γ(a(τ )),
The inequalities (19), (20), and (21), together with the fact that diam(τ ) ≥ 2 −100k , give (18).
Given τ ∈ F, we define {τ j } ∞ j=0 inductively as τ 0 = 0 and τ j ∈ F τ,j so that d τ j is maximal for all arcs in F τ,j . We now show that the d τ k control the β(τ ). The proof of the following lemma is exactly like Lemma 3.6 of [10] Lemma 3.11. Let τ ∈ F. Then
Proof of Proposition 3.8. We compute in ℓ 2i -fashion:
3.4. Flat balls. We are back to using just the d ∞ metric. One can compare the following lemma with Lemma 4.3 of [10] . The crucial difference is that we are setting
Lemma 3.12. There exists η 0 > 0 so that the following holds. Let B ∈ G 2 be a ball of radius r and Q = Q(B) for which 2B ⊂ Q ⊂ 3B. If τ ′ ∈ Λ ′ (Q) is such that Center(B) ∈ τ ′ , β s (τ ′ ) < η 0 , and
then there is an arc τ ⊂ τ ′ with image in 2B such that diam( τ ) ≥ 4r − 20h.
Proof. We translate the setting so that Center(B) = 0 and r = 1.
Recall that horizontal lines going through 0 are lines of R n 1 × {0} that go through the origin. It thus follows from a continuity argument that if η 0 (and so k also) is sufficiently small, then L is close in Hausdorff distance to a line of R n 1 × {0} and so
Here, we've used the fact that B = {x : N ∞ (x) ≤ 1} has a product structure. This is where we've used the fact that our metric is d ∞ . We will not use it anywhere else. As τ ′ ⊂ C(L, k) ∩ 3B, we get that
Let ξ ′ = π 1 (τ ′ ), which is now a curve in R n 1 . As π 1 : G → R n 1 is 1-Lipschitz, it suffices then to find a subcurve ξ ⊂ ξ ′ contained in B R n 1 (2) so that diam( ξ) ≥ 4 − 20h.
We have now reduced to the following problem in R n 1 : We have a curve ξ ′ and a line segment
As 0 ∈ ξ ′ , this means that d R n 1 (0, L) < h. We now want to find a subcurve ξ contained in B R n 1 (2) with diam( ξ) > 4 − 20h. The existence of such a subcurve is a simple (but tedious) Euclidean exercise that involves finding the maximum subcurve of ξ ′ in B R n 1 (2). We leave the details for the reader.
We now choose once and for all ε 0 < min{η 0 , 1 3000s −1/2s }. Lemma 3.13. Let B ∈ G 2 be a ball of radius r and Q = Q(B). Let τ ′ ∈ Λ ′ (Q(B)) be such that Center(B) ∈ τ ′ . Then there is a ξ ∈ Λ(Q) with a subarc ξ ⊂ ξ with image inside 2B of diameter
Thus, there must exist an i and x ∈ B ∩ Γ for which
by (14), we get that
Thus, x / ∈ τ ′ and so x ∈ ξ for some other ξ ∈ Λ(Q) for which
On the other hand, we have that
Altogether we get that
The lemma now easily follows by taking ξ to be a maximal subarc of ξ in B(x, 100ε s 0 β Γ (B) s diam(B)) containing x. Proposition 3.14. Let B ∈ G 2 and E = Γ ∩ 2B. If we cover E with balls
Proof. Let τ ′ ∈ Λ ′ (Q) contain Center(B), τ ⊂ τ ′ be the subcurve from Lemma 3.12, and ξ be the curve from Lemma 3.13 (applied to τ ′ ). Note that any B i may intersect at most one of the images of τ and ξ. Thus, as
≥
Now fix an integer M ≥ 0 and define
Set J M = ⌈sM − s log(10ε 0 ) + 10⌉ and we apply Lemma 3.6 to 
where Q i = Q(B i ) ∈ ∆ are maximal so that Q i Q and R Q is chosen so that the union is disjoint. Then
Proof. The proof is essentially the same as Proposition 4.7 of [10] except we will use our (23) instead of their equation (28).
We can now prove the following proposition.
Proposition 3.16.
Proof. The proof is essentially the same as Proposition 4.8 of [10] except we use our Proposition 3.15 instead of their Proposition 4.7. Note then that this changes to quantity q to q = (1+ε s 0 2 −sM /10) −1 and so we get
We can finally finish by proving the following proposition, which is stronger than (16), the goal of this subsection. Proposition 3.17.
Proof. The proof is essentially the same as the proof of equation (13) of [10] (right after the proof of their Proposition 4.8). Instead of raising by 2, we raise by s + 1. See also the discussion after the proof of Lemma 4.7 of [2] for a small correction of the argument in [10] .
Sufficiency
We will prove the following theorem which will take care of the sufficient direction.
Theorem 4.1. Let G be a step s Carnot group with Hausdorff dimension Q and E ⊂ G a subset. There exists some constant C > 0 depending only of G so that if
is finite then E lies on a rectifiable curve of length no more than C γ(E).
One easily sees that Theorems 3.1 and 4.1 together imply Theorem 1.4. The following lemma is an improvement on Lemma 2.5.
Lemma 4.2. There exists a constant C > 0 depending only on G and η 0 < 1 so that if p ∈ G and L ⊂ G is a horizontal line for which max i (d(π i (p), π i (L))/ℓ) 2i = η < η 0 for some ℓ > 0, then p ∈ L · δ ℓ (B R n (Cη 1/2 )).
Proof. As usually, we dilate so that ℓ = 1. Choose C 0 > 0 depending only on G so that N (π k (g)) ≥ C 0 1≤i≤k |g i | 1/i for all k. By choosing η 0 sufficiently small, we may suppose η 1/2s < C 0 /2. We will prove for any k that there exists η 0 < 1 and c 1 , ..., c k > 0 so that if
The lemma easily follows from this statement for k = s.
The case of k = 1 is obvious. Assume we have the statement up to k − 1 and now assume max 1≤i≤k d(π i (p), π i (L)) 2i ≤ η. Then by the induction hypothesis, we have
We choose η 0 so that c i η 1/2 0 < 1/2 for all i ∈ {1, ..., k − 1}. Seeking a contradiction, let us suppose that
for some sufficiently large C to be chosen (that will not depend on p). We translate the setting so that L = {(vt, 0, ..., 0)} t∈R where v ∈ S n 1 −1 and p = ( where we used the definition of C 0 . We will prove f (t) > η 1/2k uniformly, which will be our contradiction. First suppose t ≥ 1. Recall that |v| = 1 so that
Thus, assume t ≤ 1. Then by Lemma 2.3, we get that |P k (−vt, 0, ..., 0, x 1 , ..., x k−1 )| ≤ C 1 η 1/2 for some C 1 depending only on G. Thus, if we choose C > (C 1 + 1)/C k 0 , then The following lemma will allow us to Taylor expand the Hebisch-Sikora norm. Proof. As balls of the Hebisch-Sikora norm centered at the origin are axis-aligned ellipsoids, the left hand inequality is obvious. Let us suppose without loss of generality that the Euclidean unit ball B ⊂ R n is also the unit ball of N . Let λ = N (x 1 , ..., x s−1 , 0) ∈ (α, 1). Then (x 1 , ..., x s−1 , 0) ∈ ∂δ λ (B). As the norms on G and R n are uniformly homeomorphic, we get that c ≤ |(x 1 , ..., x s−1 )| ≤ 1
for some c depending only on α.
Using Taylor approximation, we can choose δ > 0 and C 0 > 0 small enough depending only on α so that for any x ∈ (c, 1) and |t| < δ, 1 (x + t) 2i ≤ 1 x 2i − C 0 t, ∀i ∈ {1, ..., s − 1}.
Now choose C > 0 initially large enough so that C|y| 2 < 1/C < δ (recall that |y| < 1/C). By the definition of the Hebisch-Sikora norm we want to show for some C sufficiently large that (x 1 , ..., x s−1 , y) ∈ δ λ+C|y| 2 (B R n (1)). This is equivalent to showing that |δ 1/(λ+C|y| 2 ) (x 1 , ..., x s−1 , y)| ≤ 1. Thus, we get that where in the penultimate inequality we have also used the fact that N (x 1 , ..., x s−1 , 0) = λ means that s−1 i=1 x 2 i /λ 2i = 1. Thus, if we take C sufficiently large, then ( * ) ≤ 1, which proves the proposition.
The following proposition is the main result of this section.
