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1. Differenziabilita` delle funzioni C1
Definizione 1. Sia A ⊆ Rn aperto e f : A → R. Diciamo che f e` di classe C1 su A, scritto
f ∈ C1(A,R), se esistono ∂f∂xj (x) per ogni x in A e j = 1, . . . , n, e le funzioni
x 7→ ∂f
∂xj
(x)
sono continue in A per j = 1, . . . , n.
Teorema 2. Differenziabilita` delle funzioni C1 Sia f ∈ C1(A,R), con A ⊆ Rn aperto. Allora,
f e` differenziabile in A.
Cioe`, per ogni punto x in A e per gli h ∈ Rn tale che x + h ∈ A, si ha che
f(x + h) = f(x)+ < ∇f(x), h > +oh→0 in Rn(h) = f(x) +
n∑
j=1
∂f
∂xj
(x)hj + oh→0 in Rn(h),
dove limh→0
o(h)
‖h‖ = 0.
Vediamo la dimostrazione per n = 2 e con A = R2. Ci mettiamo nel punto (x, y) con l’incremento
(h, k). Vogliamo quindi dimostrare:
f(x + h, y + k) = f(x + h, y) +
∂f
∂x
(x, y)h +
∂f
∂y
(x, y)k + o(
√
h2 + k2), (1)
dove
lim
(h,k)→(0,0)
o(
√
h2 + k2)√
h2 + k2
= 0. (2)
Proof. L’idea e` quella di scrivere la differenza sulla “diagonale” f(x + h, y + k)− f(x, y) come
somma di differenze sugli assi cartesiani, dove possiamo usare le derivate parziali.
Piu` esplicitamente, consideriamo f(x + h, y + k) − f(x + h, y) = ϕ(k) − ϕ(0), dove ϕ : t 7→
f(x + h, y + t) e` una funzione derivabile da R a R. Per il Teorema di Lagrange, esiste 0 ≤ d ≤ 1
tale che
f(x + h, y + k)− f(x + h, y) = ϕ(k)− ϕ(0) = kϕ′(dk) = k∂f
∂y
(x + h, y + dk),
poiche´ ϕ′(s) = ∂f∂y (x+h, y+s), per definizione di derivata parziale. Applicando questo ragionamento
anche alla differenza f(x + h, y)− f(x, y), abbiamo:
f(x + h, y + k)− f(x, y) = [f(x + h, y + k)− f(x + h, y)] + [f(x + h, y)− f(x, y)]
=
∂f
∂y
(x + h, y + dk)k +
∂f
∂x
(x + ch, y)h,
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con 0 ≤ c, d ≤ 1. Ma in (1) avevamo le derivate parziali calcolate in (x, y) e a quel caso bisogna
ridursi: ∣∣∣∣f(x + h, y + k)− f(x, y)− [∂f∂x (x, y)h + ∂f∂y (x, y)h
]∣∣∣∣
=
∣∣∣∣[∂f∂y (x + h, y + dk)k + ∂f∂x (x + ch, y)h
]
−
[
∂f
∂x
(x, y)h +
∂f
∂y
(x, y)k
]∣∣∣∣
=
∣∣∣∣[∂f∂y (x + h, y + dk)k − ∂f∂y (x, y)k
]
+
[
+
∂f
∂x
(x + ch, y)h− ∂f
∂x
(x, y)h
]∣∣∣∣
≤
∣∣∣∣∂f∂y (x + h, y + dk)− ∂f∂y (x, y)
∣∣∣∣ · |k|+ ∣∣∣∣∂f∂x (x + ch, y)− ∂f∂x (x, y)
∣∣∣∣ · |h|
≤
(∣∣∣∣∂f∂y (x + h, y + dk)− ∂f∂y (x, y)
∣∣∣∣+ ∣∣∣∣∂f∂x (x + ch, y)− ∂f∂x (x, y)
∣∣∣∣)√h2 + k2
perche` |h|, |k| ≤ √h2 + k2, quindi
f(x + h, y + k)− f(x, y)−
[
∂f
∂x (x, y)h +
∂f
∂y (x, y)h
]
√
h2 + k2
≤
∣∣∣∣∂f∂y (x + h, y + dk)− ∂f∂y (x, y)
∣∣∣∣+ ∣∣∣∣∂f∂x (x + ch, y)− ∂f∂x (x, y)
∣∣∣∣
→ 0 per (h, k)→ (0, 0),
perche` le derivate parziali sono continue e 0 ≤ c, d ≤ 1, proprio come si voleva dimostrare.
Da questa dimostrazione possiamo estrarre l’importante relazione
f(x + h, y + k)− f(x, y) = ∂f
∂y
(x + h, y + dk)k +
∂f
∂x
(x + ch, y)h,
in cui a sinistra compare una differenza “finita” di f , cio` che in genere si inserisce in un algoritmo;
mentre a destra abbiamo delle derivate parziali, che spesso appaiono nel “modello” matematico
del fenomeno che si cerca di tradurre in algoritmo. L’uguaglianza ci aiuta a stimare l’errore che
possiamo compiere rimpiazzando le derivate parziali del modello originale con le differenze finite
degli algoritmi.
