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Introduction
A variety of schemes have been proposed for combining multiple models into a committee. The approaches used most often include averaging [1] , weighted averaging [1, 2] , the fuzzy integral [3, 4] , probabilistic aggregation [5] , and aggregation by a neural network [6] . Aggregation parameters assigned to different models as well as models included into a committee can be the same in the entire data space or can be different-data dependent-in various regions of the space [1, 2] . The use of data-dependent schemes, usually provides a higher estimation accuracy [2, 7, 8] .
In this work, we further study data-dependent committees of models. The paper is concerned with a set of neural models trained on different data sets. We call these models specialized. The training sets of the specialized models may overlap to varying, sometimes considerable, extent. The specialized models implement approximately the same function, however only approximately. The unknown underlying functions may slightly differ between the different specialized models. However, the functions may also be almost identical for some of the models. In addition to the set of specialized models, a general model, trained on the union of the training sets of the specialized models, is also available. On average, when operating in the regions of their expertise, the specialized models provide a higher estimation accuracy than the general one. However, the risk of extrapolation is much higher in the case of specialized models than when using the general model. Since training data sets of the specialized models overlap to some extent, a data point being in the extrapolation region for one specialized model may be in the interpolation region for another model. Moreover, since the underlying functions that are to be implemented by some of the specialized models may be almost identical, we can expect boosting the estimation accuracy by aggregating appropriate models into a committee. It all goes to show that an adaptive-possessing data dependent structure-committee is required. Depending on a data point being analyzed, appropriate specialized models should be detected and aggregated into a committee. If for a particular data point extrapolation is encountered for all the specialized models-outlying data point for the specialized models-the committee should be made of only the general model. We utilize a SOM [9] for attaining such adaptive behaviour of the committee. Amongst the variety of tasks a SOM has been applied to, outlier detection and model combination are also on the list. In the context of model combination, a SOM has been used as a tool for subdividing a task into subtasks [10] . In this work, we employ a SOM for obtaining committees of an adaptive, data dependent, structure.
The Approach
We consider a non-linear regression problem and use a one hidden layer perceptron as a specialized model. Let
.., K be the learning data set used to train the ith specialized model network, where x ∈ n is an input vector, y ∈ m is the desired output vector, and N i is the number of data points used to train the ith network. The learning set of the general model-also a one hidden layer perceptron-is given by the union T = K i=1 T i of the sets T i . Let z ∈ n+m be a centered concatenated vector consisting of x augmented with y. Training of the prediction committee then proceeds according to the following steps.
1. Train the specialized networks using the training data sets T i . 2. Train the general model using the data set T. 
where w j (t) is the weight vector of the jth unit at the time step t, α(t) is the decaying learning rate, h(j * , j; t) is the decaying Gaussian neighbourhood, and j * stands for the index of the winning unit. 6. Map each data set A i associated with T i on the trained SOM and calculate the hit histograms. 7. Low-pass filter the histograms by convolving them with the following filter h(n) as suggested in [11] :
where 2M + 1 is the filter size. The convolution is made in two steps, first in the horizontal and then in the vertical direction. The filtered signal y[n] is given by
8. Calculate the discrete probability distributions from the filtered histograms:
where card{•} stands for the cardinality of the set and S j is the Voronoi region of the jth SOM unit. 9. For each specialized model i = 1, ..., K determine the expertise region given by the lowest acceptable P ij .
In the operation mode, processing proceeds as follows.
1. Present x to the specialized models and calculate outputs y i , i = 1, ..., K. We use two aggregation schemes, namely averaging and the weighted averaging. In the weighted averaging scheme, the committee output y is given by
where the sum runs over the selected specialized models and the aggregation weight v i = P ij * .
Experimental Investigations
The motivation for this work comes from the printing industry. In the offset lithographic printing, four inks-cyan (C), magenta (M), yellow (Y), and black (K)-are used to create multicoloured pictures. The print is represented by C, M, Y, and K dots of varying sizes on thin metal plates. These plates are mounted on press cylinders. Since both the empty and areas to be printed are on the same plane, they are distinguished from each other by ones being water receptive and the others being ink receptive. During printing, a thin layer of water is applied to the plate followed by an application of the corresponding ink. The inked picture is transferred from a plate onto the blanket cylinder, and then onto the paper. Fig. 1 presents a schematic illustration of the ink-path. Ink feed control along the page is accomplished in narrow-about 4 cm wide-the so call ink zones. Thus, up to several tens of ink zones can be found along a print cylinder. The amount of ink deposited on the paper in each ink zone is determined by the opening of the corresponding ink-key-see Fig. 1 . The ink feed control instrumentation is supposed to be identical in all the ink zones. However, some discrepancy is always observed. The aim of the work is to predict the initial settings of the instrumentation for each of the four inks in different ink zones depending on the print job to be run. The accurate prediction is very valuable, since the waste of paper and ink is minimized. Due to possible discrepancies between the instrumentation of different ink zones, we build a separate-specialized-neural model for each ink zone. A general model, exploiting data from all the ink zones is also built.
In this work, we consider prediction of the settings for only cyan, magenta, and yellow inks. The setting for black ink is predicted separately in the same way. Thus, there are three outputs in all the model networks. Each model has seventeen inputs characterizing the ink demand in the actual and the adjacent ink zones for C, M, and Y inks, the temperature of inks, the printing speed, the revolution speed of the C, M, and Y ink fountain rollers, and the L * a * b * values [12] characterizing colour in the test area. Thus, the concatenated vector z i contains 20 components. The structure of all the model networks has been found by cross-validation. To test the approach, models for 12 ink zones have been built. About 400 data points were available from each ink zone. Half of the data have been used for training, 25% for validation, and 25% for testing. There are five parameters to set for the user, namely, the number of principal components used, the size of the filtering mask, the SOM size, and the thresholds β 1 i and β 2 i . The SOM training was conducted in the way suggested in [9] . The number of principal components used was such that 95% of the variance in the data set was accounted for. The SOM size is not a critical parameter. After some experiments, a SOM of 12 × 12 units and the filtering mask of 3 × 3 size were adopted. The value of β 2 i = 0 has been used, meaning that a prediction result was always delivered. The value of β 1 i was such that for 90% of the training data the specialized models were utilized. Fig. 2 presents the distribution of the training data coming from all the specialized models on the 2-D SOM before and after the low-pass filtering of the distribution. As it can be seen from Fig. 2 , clustering on the SOM surface becomes more clear after the filtering. Fig . 3 illustrates low-pass filtered distributions of training data coming from four different specialized models. The images placed on the left-hand side of Fig. 3 are quite similar. Thus, we can expect that functions implemented by these models are also rather similar. By contrast, the right-hand side of the figure exemplifies two quite different data distributions. Table 1 presents the average prediction error E, the standard deviation of the error σ, and the maximum prediction error E max for 209 data samples from the test data set. The data points chosen are "difficult" for the specialized models, since they are situated on the borders of their expertise. As it can be seen, an evident improvement is obtained from the use of the committees. The weighted committees is more accurate than the averaging one. 
