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Abstract
The Space Research Group is a computational outfit, and so the work presented herein
will reflect that. Much of our simulation code is developed in-house and so what follows is a
small exploration of that development—although the physics underpinning our software
development is never ignored for long. Following the programming centric work, the code and
the physics are put to the test. The final chapter describes a scientific endeavor in which a new,
robust force field has been validated. Indeed, the new potential has taken a first step in proving
itself by making accurate predictions in what have historically been found to be difficult
circumstances for the typical potential model. Thus, in this work the entire computational
research pipeline is documented—from coding up simulator features, to theory (where new
models are developed and deployed), to the utilization of our software simulators, into which we
have all poured our hearts and our sanity, so that perhaps, if we are lucky, we might learn
something about the world.

iii

Chapter 1:
Path-Integral Monte Carlo
The path integral formulation is perhaps the most powerful way to express or think about
the ideas of quantum mechanics. This way of looking at the quantum world leads one directly to
quantum electrodynamics to which quantum field theory is not far behind. In one of the most
fortunate tricks of mathematics, a discrete approximation of the density matrix is teased out of
the quantum propagator which, remarkably, is analogous in form to a classical system of springconnected masses. Thus, quantum effects can be closely approximated through the use of classical
simulation schemes in reasonable time frames. The Space Research Group has a continued
interest in modeling experiments on hydrogen at low temperature and probing energy surfaces
at extremely low temperatures where quantum effects are important. To that end, path integral
functionality has been added to the Space Group’s primary simulation software, MPMC.

1.1 The Eminent Hydrogen Economy
Through civilization, humanity has engineered a habitat for itself that allows for high
levels of comfort, productivity and leisure. Light and heat are available at the flick of a switch,
while a day’s walk can be traversed in a matter of minutes. The myriad conveniences offered by
modernity do not come for free, however, and their price tags can be universally denominated in
units of energy. Currently the world pays greater than 80% of this levy through the burning of
fossil fuels.

1, 2

Ever increasing energy demands coupled with a heavy reliance on hydrocarbon
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energy sources has resulted in an acute rise in the production of greenhouse gases by
industrialized societies.3 These gases along with other pollutants which are generated by this
method of energy production hasten the rise of the global temperature creating a clear threat to
the environment. Additionally, through their nature as a finite resource, the rapid consumption
and depletion of fossil fuels also threatens the energy security of every nation.1, 2, 4 As such,
hydrogen is seen as a promising candidate with which to replace fossil fuels for a variety of
reasons. As the only product of its combustion is water, it is ideal in terms of environmental
impact with regard to it consumption.5 In terms of production, ideally it will be generated at the
point of use by cracking water using solar energy or through renewables such as biomass—these
methods exist but just need to be made economically viable.4 After all, hydrogen is the most
abundant element in the universe, so procuring it just seems to be a matter on ingenuity.6
Additionally, at 120 MJ/kg, hydrogen has a remarkably high energy density by mass and, once
generated, it can be stored for long periods of time with minimal energy loss.7 That said, it is often
repeated that the biggest obstacle to a hydrogen-centric energy system is its storage—while
hydrogen is energy dense in terms of mass, creating storage systems that render hydrogen
energy-dense in terms of volume is a challenge facing those who would cheer the advent of a
hydrogen economy.
Hydrogen can be stored at high pressure in reinforced tanks, but a safer, more efficient
way may be a materials-based storage system, in which hydrogen is sorbed into containers filled
with highly porous materials. Of these systems, sorbent materials like porous carbon6 and metalorganic frameworks8 appear to be the most promising.9 Physical sorption systems are attractive
due their lower binding energies (vs chemical sorption systems) which result in overall faster
2

charge/discharge kinetics for the storage device. Additionally, such systems generally carry a
lower cost when it comes to the sorptive materials themselves.9 Problems facing these systems,
however, are often a matter of the weight of the carrier medium and the high pressures often
required to make them viable. It has been observed, however, that many of the candidate
materials present acceptable storage parameters at cryogenic temperatures which transfers
concerns about the materials’ efficacy to considerations that are economic in nature.10, 11
In the search for materials that will render the storage and transport of hydrogen practical,
it is often desirable to simulate such systems on computers, in order to eliminate candidate
materials early on, and to steer chemical insight, providing clues as to exactly which molecular
features affect which properties, and to what extent. Computer time is inexpensive compared to
the man-hours and material-costs associated with work in synthetic labs, so a narrowing of the
chemical search space via simulation is a welcome tool in the researcher’s arsenal. With hydrogen
being the lightest of the elements, and with cryogenic storage conditions being of interest to
scientific investigators, it increases the likelihood that nuclear quantum effects will play a role in
the system’s behavior and that they must be accounted for in order to create an accurate picture
of the material.
There are a variety of approaches to molecular simulation, each equipped with its own
host of associated advantages and disadvantages. Once one has decided to pursue material
simulation on a computer, the researcher is faced with the familiar dance of the computational
sciences. That is, one must often weigh the computational cost against the desired numerical
accuracy. Often it is the case that you can get a result as accuracy as you want, so long as you are
prepared to wait long enough, or so long as you can throw enough silicon at the problem. At the
3

extreme end of the spectrum, fully quantum solutions which the Schrödinger equation explicitly
scale like 𝑁 7 , where 𝑁 is the size of the system—this demands immense computational time for
even very small systems. Fortunately, the path integral approach described by Richard Feynman
manifests in an array of different techniques whose computational complexity can be adjusted to
suit a desired level of accuracy or to limit quantum treatment to certain aspects of a system while
maintaining a classical (i.e. more computationally tractable) approach in facets of the simulation
where quantum effects are not as pronounced.12

1.2 The Feynman path integral
To properly introduce the Feynman path integral mode of thinking about quantum
mechanics, first imagine a particle localized at a point, corresponding to a wave function in the
form of the Dirac delta function—i.e. it has a probability of being zero everywhere, except for a
single point, where the integrable area under said point is unity (such that the corresponding
probability of finding the particle at that point is 1). As long as the particle remains unobserved,
it will spread out (or delocalize) as described by the quantum propagator, 𝑒 −𝑖𝐻̂𝑡/ℏ. Once a fresh
observation of position is made, however, the measurement will collapse the wave function down
to a new delta function, this one localized at the updated position in accordance with the
information revealed by the measurement. Between these measurements, classically, the particle
is described as having followed a trajectory that transports it from the first point to the second.
Feynman’s description, on the other hand, is that the particle has taken every possible trajectory
from the first location, and that each trajectory constitutes an alternative possibility whose
respective probability of being actualized is augmented or diminished according to the
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interference pattern produced by the aggregate sum of all the interfering trajectories.12 As a
particle traverses a given possible trajectory, it has an associated phase that evolves in time. At
points where the different possible trajectories meet with the same phase, the trajectories reinforce
themselves and become more likely. On the other hand, at places where trajectories meet in a
state such that they are out of phase, the trajectories will cancel each other out, in effect becoming
less likely to be measured at that time in that location. As such, according to Feynman’s picture,
in order to describe a wave function, one must compute the “amplitudes” of each of the infinitely
many possible paths and sum (i.e., integrate) them all to arrive at a single composite amplitude
that fills time and space in order to generate the dynamic wave function.13 An easy way to
visualize this process is the situation proffered by Feynman himself in his book on the topic,
Quantum Mechanics and Path Integrals. To wit, imagine the famous double slit experiment which
is composed of a particle source (or emitter), a screen capable of blocking any particles launched
by the source, and a detector that can record the position at which any unblocked particles make
contact with the detector. For the uninitiated, the experiment is set up such that the screen is
placed between the particle source and the detector, such that two narrow, parallel slits are cut
into the screen close together. These slits are fashioned wide enough so that the particles in
question may freely pass through either slit. In a classical setting, where the particles are, say,
paint balls, any particles fired at the screen will arrive at the detector in positions which are moreor-less exclusively located directly behind the slits. However, in a similar experiment, modified
only in scale such that the dimensions involved render quantum effects significant—where the
particles of interest are now perhaps electrons rather than paintballs—the result is changed
dramatically. Rather than being limited to positions directly behind the slits, quantum particles
5

are detected at positions all along the length of the detector except for a few well defined points
where literally no particles are detected at all, and with the point of maximal incidence occurring
directly behind the small, intact region of screen situated between the two slits.
To compute the probability of arrival for a quantum particle at a particular point, D, along
the detector, Feynman prescribes a simple algorithm. First, compute the phase associated with
the trajectory that takes the particle from the source to D by way of the first slit, then compute the
phase associated with the trajectory taking the particle from the source to D by the way of the
other slit. Then, simply add an equal contribution from each path according to its phase. The
phase is typically expressed as a complex number and so contributions from paths contribute in
the familiar fashion by which complex quantities are summed—points where the two trajectories
meet such that they happen to be in phase with each other result in an increased magnitude of
contribution at that point, whereas points where trajectories meet such that they are out of phase
result in a cancellation of the respective contributions. This leads to points along the detector that
will detect more particles than classical reasoning will allow, as well as points that will never
detect any particles at all, though classical intuition might lead one to expect a few to turn up at
these locations, even if infrequently. This example illustrates an approximation of the full path
integral by summing contributions from two discrete paths, each according to their phase, at
different points along the detector. Conceptually, cutting more slits into the screen increases the
number of discrete paths available for this approximation—and if you cut an infinite number of
slits into the screen, such that there is no more screen, one is left summing paths by integrating a
line through space where the screen used to be. This is the line of thinking described by Feynman
and is allegedly the thought process that originally led him to the path integral formulation.
6

Feynman continues by adding more screens and cutting more slits into them until you have an
infinite number of screens, each with an infinite number of slits cut into them, such that for each
point along a trajectory, you are effectively integrating over all space.
Following an excellent derivation by Tuckerman,14 it is possible to arrive at the path
̂, the operator that evolves a
integral formulation by starting with the quantum propagator, 𝑈
quantum system, from a state 𝑥 to 𝑥′ in time 𝑡.

̂ (𝑥 ′ , 𝑥; 𝑡) ≡ ⟨𝑥′|𝑒 −𝑖𝐻̂𝑡/ℏ |𝑥⟩
𝑈

(1.1)

Note that if one substitutes it/ℏ with 𝛽, the propagator transforms into the density matrix:

𝜌(𝑥, 𝑥′; 𝛽) ≡ ⟨𝑥′|𝑒 −𝛽𝐻̂ |𝑥⟩

(1.2)

̂ results from the addition of two separate, non-commuting operators, this equation
Since 𝐻
cannot be solved in a direct manner. Fortunately, a Trotter factorization allows one to break the
Hamiltonian up into its constituent parts and solve them both separately. The price paid is that
the Hamiltonian must first be divided up into 𝑃 pieces. Either the propagator or the density
matrix may be divided in this manner, however the density matrix better suits our purpose so
that is the path we pursue. Luckily, between the two options, this is also the one that is most
easily solved.
𝑃

𝜌(𝑥, 𝑥′; 𝛽) = lim ⟨𝑥′|[𝑒 −𝛽𝑈̂/2𝑃 𝑒 −𝛽𝐾̂/𝑃 𝑒 −𝛽𝑈̂/2𝑃 ] |𝑥⟩
𝑃→∞

(1.3)

The more we divide this equation, i.e. the higher we take 𝑃, the more closely the solution
approximates the true solution. For every 𝑃 we add, however, it is necessary to insert an identity
operator.

7

𝜌(𝑥, 𝑥 ′ ; 𝛽) =
lim

𝑃→∞

𝑃−1
∫ 𝑑𝑥1 ⟨𝑥′|𝑒 −𝛽𝑈̂/2𝑃 𝑒 −𝛽𝐾̂/𝑃 𝑒 −𝛽𝑈̂/2𝑃 |𝑥𝑃 ⟩⟨𝑥𝑃 |[𝑒 −𝛽𝑈̂/2𝑃 𝑒 −𝛽𝐾̂/𝑃 𝑒 −𝛽𝑈̂/2𝑃 ] |𝑥⟩

(1.4)

If this is repeated 𝑃 times, you are left with 𝑃 factors, each of the following form:

⟨𝑥𝑖+1 |𝑒 −𝛽𝑈̂/2𝑃 𝑒 −𝛽𝐾̂/𝑃 𝑒 −𝛽𝑈̂/2𝑃 |𝑥𝑖 ⟩

(1.5)

Since the ⟨𝑥| are eigenvectors of the potential energy operator, these factors are easily
simplified to:

𝑒 −𝛽𝑈(𝑥𝑖+1 )/2𝑃 ⟨𝑥𝑖+1 |𝑒 −𝛽𝐾̂/𝑃 |𝑥𝑖 ⟩𝑒 −𝛽𝑈(𝑥𝑖 )/2𝑃

(1.6)

For each of these terms we insert another identity operator (that is, 𝑃 identities in total,
once we have accounted for all the factors). This time, however, the identity operator is expressed
in momentum eigenvectors.

∫ 𝑑𝑝 𝑒 −𝛽𝑈(𝑥𝑖+1)/2𝑃 ⟨𝑥𝑖+1|𝑒 −𝛽𝐾̂/𝑃 |𝑝⟩⟨𝑝|𝑥𝑖 ⟩ 𝑒 −𝛽𝑈(𝑥𝑖 )/2𝑃

(1.7)

Similar to the situation before, the ⟨𝑝| are eigenvectors of the kinetic energy operator, so
this expression is likewise immediately simplified.

∫ 𝑑𝑝 𝑒 −𝛽𝑈(𝑥𝑖+1 )/2𝑃 ⟨𝑥𝑖+1 |𝑝⟩ ⟨𝑝|𝑥𝑖 ⟩ 𝑒 −𝛽𝑝

2 /2𝑚𝑃

𝑒 −𝛽𝑈(𝑥𝑖 )/2𝑃

(1.8)

𝑒 −𝑖𝑝𝑥

(1.9)

Further, since

⟨𝑥|𝑝⟩ =

1
√2𝜋ℏ

𝑒 𝑖𝑝𝑥 𝑎𝑛𝑑 ⟨𝑝|𝑥⟩ =

1
√2𝜋ℏ

we have

1
2
∫ 𝑑𝑝 𝑒 −𝛽𝑈(𝑥𝑖+1 )/2𝑃 𝑒 𝑖𝑝(𝑥𝑖+1−𝑥𝑖 )/ℏ 𝑒 −𝛽𝑝 /2𝑚𝑃 𝑒 −𝛽𝑈(𝑥𝑖 )/2𝑃 .
2𝜋ℏ
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(1.10)

That is,
𝛽𝑝2 𝑖𝑝(𝑥𝑖+1 −𝑥𝑖 )
1
−
ℏ
∫ 𝑑𝑝 𝑒 2𝑚𝑃 −
𝑒 −𝛽{𝑈(𝑥𝑖 )+𝑈(𝑥𝑖+1 )}/2𝑃 .
2𝜋ℏ

(1.11)

The first exponential can be simplified by completing the square, afterwards a substitution
of variables turns the expression into a simple gaussian that is integrated from −∞ to ∞.14 Having
done this, the final result for each of the 𝑃 elements we originally set out to solve is expressed
1

2 − 𝑚𝑃 (𝑥𝑖+1 −𝑥𝑖 )2
1
(
) 𝑒 2𝛽ℏ2
𝑒 −𝛽{𝑈(𝑥𝑖 )+𝑈(𝑥𝑖+1 )}/2𝑃 .
2
2𝜋𝛽ℏ

(1.12)

Such that, when we account for all 𝑃 elements, we arrive at

𝜌(𝑥, 𝑥′, 𝛽)
𝑃

𝑚𝑃
2 𝛽
𝑚𝑃 2
− ∑𝑃
𝑖=1 2𝛽ℏ2 (𝑥𝑖+1 −𝑥𝑖 ) −2𝑃 {𝑈(𝑥𝑖 )+𝑈(𝑥𝑖+1 )} 𝑥𝑃+1 =𝑥′
)
= lim (
∫
𝑑𝑥
.
.
𝑑𝑥
𝑒
|𝑥1=𝑥 .
2
𝑃
𝑃→∞ 2𝜋𝛽ℏ2

(1.12)

The contribution from the quantum kinetic energy is transformed to something analogous
to a classical system—a string of masses connected together by harmonic springs, each with a
𝑚𝑃

spring constant of 𝛽ℏ2 . Since the partition function, Q, is the trace of the density matrix, it can be
computed by agreeing to refer to 𝑥 exclusively as its alternate identity, 𝑥1 , while explicitly setting
𝑥’ (also known as 𝑥𝑃+1 ) to 𝑥1 . We choose this value particularly, such that the start and end points
of the path are the same point. That is, we construct our density matrix to be of the form
𝜌(𝑥1 , 𝑥1 ; 𝛽), and then we subsequently take the trace (i.e., we integrate over the 𝑥1 coordinate).
The partition function is then recovered:
𝑃

𝑚𝑃
2 𝛽
𝑚𝑃 2
− ∑𝑃
𝑖=1 2𝛽ℏ2 (𝑥𝑖+1 −𝑥𝑖 ) − 𝑃 𝑈(𝑥𝑖 )
)
𝑄 = lim (
∫
𝑑𝑥
.
.
𝑑𝑥
𝑒
|𝑥𝑃+1 =𝑥1
1
𝑃
𝑃→∞ 2𝜋𝛽ℏ2
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(1.14)

This form is now analogous to a loop of masses connected by harmonic springs, as
opposed to a simple string of so-connected masses. Please note a couple of things: First, each term
in the potential energy sum of 1.12 was evaluated at each of the 𝑃 𝑥 coordinates exactly twice—
except for 𝑥 and 𝑥’. But now, since 𝑥 = 𝑥’ = 𝑥1 , 𝑥1 appears twice, too. As the grand total is divided
by 2𝑃, the 2’s cancel and the sum collapses to express a simple average of the potential energy as
sampled at each of the x coordinates. Second, in the harmonic potential, the spring constant has
β in the denominator. This consequently puts temperature in the numerator resulting in large (or
stiff) spring constants at high temperature. Since this is now a loop, the result is that tightening
the springs causes the loop to collapse into a point thus recovering classical behavior at high
temperatures. Conversely, low temperatures serve to loosen the spring constant, allowing the
beads to spread into a bigger volume and thus they serve to capture quantum dispersion at low
temperatures. A fortunate consequence of all of this is that it allows for the simulation of quantum
systems through familiar classical algorithms.12, 15, 16 Thus, the Feynman path integral formulation
of the density matrix is used to calculate properties of quantum systems.15, 17, 18 That is, we can
write the density matrix as a Feynman sum over continuous paths, each of which is composed of
P discrete segments. Each segment is then treated classically and eventually the canonical density
matrix for an N body quantum system is converged upon through an N×P body classical system.13
Now we can compute equilibrium properties of quantum systems simply by dividing the domain
into small pieces such that the effective temperature of each slice pushes the regime for this image
into the classical domain, and then solving this slice classically.19 As long as the potential energy
surface in which the slice sits is small relative to the area it covers, the results will closely
approximate the true quantum evaluation—fortunately the segments can be made as small as
10

necessary for a particular problem.20 When they are stitched back together, what is left is a digital
quantum picture composed of myriad classical pixels.

1.3 OOP and MPMC++
MPMC21 is the in-house code, originally developed by Dr. Jon Belof, that the Space
Research Group uses to perform most of its simulation work. Its main usage is as a Monte Carlo
simulator, capable of leveraging several statistical mechanical ensembles, however it also features
surface fitting routines and a handful of other functionalities. In the classical model, each pair of
particles has an energy potential between them. In the path integral model each particle is
represented by P individual sub particles that when considered in aggregate give a quantum
potential between particles. However, a potential is not felt between every pair of particles in the
path integral model. If, for example, a particle consists of four beads we can label these beads one
through four. Every other quantum object in the simulation will likewise be represented with
four bead sub particles. We can label the beads on those particles one through four as well. In a
path integral simulation everything stated about the classical simulation holds true in that each
pair of particles feels a potential between every other pair of particles with the exception that the
potential is limited among particles with the same label. That is, all of the particles labeled 1 will
only experience a potential with other particles labeled 1, and likewise for those labeled 2, 3 and
4. We can think of this as if each system of particles with a shared label inhabit one of the worlds
in the many-worlds interpretation of quantum mechanics. The only force any given sub particle
feels from the other “worlds” is the harmonic spring potential that couples it to the other beads
in its particle. This effectively keeps the beads of a particle from wandering off independently of
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Figure 1. The classical interaction model, versus the path integral model. In the path integral system, the external
potential is the average felt by all four of the beads. Beads only interact with beads on other particles that share their
same label.

each other. As mentioned earlier, at high temperatures the spring constant for the harmonic
bonds between beads becomes very stiff, causing the beads to sit directly on top of one another
such that the collection of beads is effectively behaving as a point particle, thus recovering
classical behavior. It would seem, then, that to model a quantum system where each particle was
represented by four beads we would need four MPMC simulators. But four instances of MPMC
simply would not be enough since the combined effect of all the beads must be considered when
accepting or rejecting certain Monte Carlo moves. The behavior required seems like a textbook
case study in object oriented programming (OOP), as what we require is a collection of complex
data structures, each equipped with all the detailed functionality of a full Monte Carlo simulator,
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each of which can maintain its own independent, internal state. The main structure in the MPMC
code, the C System struct, was thus reformed as a C++ System object. A run() method in this object
would allow MPMC to operate as it normally would. However, all of its internal functions have
been recast as public methods. This would allow some external entity to control and coordinate
a system’s internal simulation as required. To that end, a new object was created: the
SystemController. The SystemController as part of its internal state features a vector of MPMC
system objects. The system controller can then start and stop simulations in its System objects as
it sees fit. Additionally, it can coordinate moves among all of the systems and it can accept or
reject moves based on input received from all of the individual beads.

1.4 Monte Carlo Moves
The only additional MC move that had to be added to the code was one that would
perturb the beads representing a single particle. It was soon realized that the sampling method
of bead configurations is a process for which careful consideration must be taken. If using random
displacements, the moves have to be so small that it becomes impossible to sample the entire
space in a practical time frame, since the moves have to be so exceedingly miniscule in order to
be regularly accepted.22 The harmonic potentials connecting each bead puts severe constraints on
the position any bead can take, and if it is even slightly out of this range, energies blow up and
the move is rejected.
Counterintuitively, the value to which a free particle’s width converges is dependent
upon the method used to sample the distribution. When using a random displacement for each
bead, the particle takes a Gaussian shape, but the standard deviation of the distribution is not
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correct. In fact, it is possible to accept every proposed bead configuration and the beads will still
converge to a set value—a set value which is wider than the true value. So, care must be taken to
ensure that the sampling method the bead perturbation function is using is generating
configurations that are sometimes equal-to or wider than the true width of the particle you are
simulating, otherwise the thermal wavelength for your particle will simply be the natural width
of the sampling scheme.
Based on some earlier work of Chandler et al.22-24 a fairly effective move sampling scheme
was implemented. Their so-called “staging algorithm” works by sampling bead configurations
from the exact bead distribution, allowing the system to make multi-bead perturbations that get
accepted with some regularity. Their work was later simplified by Coker et al. 25 and the MPMC
code closely follows this prescription. Their system works by deleting a set number of beads from
the polymer loop. A straight line is connected between the resulting endpoints of the former loop,
and this line is evenly divided according to the number of beads that were deleted. So, if three
beads were removed, the straight line connecting the endpoints of the remaining string would be
divided into fourths such that each bead could be centered on the divisions in the line and be
evenly distributed across the gap. The bead that is three fourths of the way across the gap has a
vector whose coordinates were each pulled from a normal distribution added to its position. This
vector is scaled by a temperature dependent factor which shrinks with the number of beads
remaining to be perturbed by the algorithm. From this bead’s new position, another straight line
is drawn between it and the far endpoint of the gap, and this line is divided into thirds such that
the remaining two beads can be distributed evenly along the line. Another normally distributed
vector is generated, scaled, and added to the position of the bead that is now two thirds of the
14

Figure 2. MPMC path integral sampling of hydrogen center of mass coordinate. Temperature from left to right: 5K,
50K, 273K.

way across the gap. This process continues until there is only one bead remaining and it is situated
exactly halfway between the two endpoints of the gap. A final vector with normally distributed
components is generated, scaled, and added to the position of the last bead, thus completing the
algorithm. Since the starting point of each perturbed bead lies on the straight line path between
two endpoints of the larger polymer, each bead is being moved from its average position by a
normally distributed amount in three dimensions. Since the perturbation vectors are scaled
𝛽

𝑛

according to the temperature, ℏ√𝑚𝑃 [𝑛+1], this scheme reproduces the exact distribution of the
target particle.25 Here n is the number of beads that remain to be perturbed while m is the mass.
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Figure 2. MPMC path integral sampling of hydrogen center of mass coordinate. Temperature from left to right: 5K,
50K, 273K.

Figure 3. Path integral representation of the argon center-of-mass coordinate at 2K.

1.5 Results & Discussion
Simulations were run on free hydrogen and argon at a range of temperatures in order to
observe classical and quantum behavior. In Figure 2 these differences are clearly observable.
Where the sampling pattern on the left is indicative of an extreme level of quantum dispersion
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Figure 4. Path integral representation of the argon center-of-mass coordinate at 60K.

the sampling pattern on the right is highly classical. Calculating the width of a free argon atom
at 2K, we compute the standard deviation of its Gaussian distribution at 0.78 Å, whereas an argon
atom at 60 K weighs in with a width of 0.14 Å.

𝜎𝐴𝑟,2𝐾 = √

ℏ2
= 0.7792 Å
𝑚𝐴𝑟 𝑘𝐵 2𝐾

𝜎𝐴𝑟,60𝐾 = √
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ℏ2
= 0.1423 Å
𝑚𝐴𝑟 𝑘𝐵 60𝐾

(1.15)

Upon simulating free argon atoms at these temperatures and generating histograms of the
resultant distribution of sampled points about the X, Y and Z axes, we were able to plot the
Gaussian curve of each of these distributions and compare them to the exact known value.
Additionally, we curve fit a Gaussian distribution to the sampled bead positions in a least squares
manner. The width that resulted from the fit was true to the known width, deviating by only
about one part in a thousand. As was the case with the hydrogen plots the different levels of
quantum dispersion between the distribution obtained at 2K (Figure 3) and the distribution
obtained at 60K (Figure 4) are clearly visible.
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Chapter 2:
Massively Parallel, Many-Body Polarization
Massively Parallel Monte Carlo (MPMC),21 a computer simulation code developed and
maintained by the Space Research Group, has shown utility in its ability to accurately simulate
material systems, and in particular gas sorption by various metal-organic materials.26-36 In this
endeavor, polarization energy was found to be critical to achieving accurate results.
Unfortunately, this particular calculation is computationally expensive. Although GPU-based
subroutines sped up these calculations tremendously, in its original, first-generational form,
MPMC was only able to apply the extra horsepower afforded by the GPU to the smallest of
systems. That the Space Research Group might continue to tackle larger and more complicated
systems, the GPU-based routines were greatly expanded in their capacity, while performance was
maintained.

2.1 Note to Reader
This chapter contains content previously published in the Journal of Computational Science
Education, 2013, 4 (1), 30-34, and has been reproduced with permission of the Editor-in-Chief, Dr.
Steven Gordon.

2.2 Introduction
Metal-organic frameworks (MOFs) consist of metallic nodes that coordinate organic
linkers to form crystalline materials in a three-dimensional system of cages, pores and channels.
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The linker molecules come in a wide variety of shapes and sizes and they create lots of space in
which to sequester sorbate molecules. These materials are remarkable in their high surface areas
and their ability to effect attractive interactions with guest molecules, presenting great potential
for applications such as gas storage.37-39 The choice of linkers gives the chemist an ability to select
and control the size and shapes of aforementioned cages, pores and channels, while any
functional groups decorating the linkers provides further opportunity for the engineering of
materials chemically suited for applications such as separations or catalysis.40-42 If one aims to
design such materials, it is helpful—if not required—to have a detailed understanding of the
molecular interactions that occur inside the often complex materials. For example, it would be
useful to know exactly how and why each node, linker or functional group’s place within the
MOF improves or attenuates certain properties. Additionally, if it were feasible to identify
hypothetically possible—although not yet realized—MOFs with useful properties, the time, effort
and expense of synthesizing, characterizing and testing each candidate material could be
drastically reduced. Further, the identification of useful properties in MOFs with known synthetic
pathways, properties that were perhaps overlooked in the material’s initial studies, is another
way that in silico chemistry can aid the work occurring in wet labs.
Consequently, accurate and efficient simulation of MOF materials is an active area of
research. A software program originally developed by Dr. Jon Belof and currently maintained by
the Space Research Group, MPMC,21 has repeatedly shown remarkable effectiveness in its ability
to simulate gas sorption in a wide variety of MOFs.26,

27, 29-31, 33

MPMC has been effectively

generated sorption isotherms and isosteric heats of adsorption (qst) for MOFs with high fidelity
to experiment in an extremely wide range of thermodynamic conditions.30 This is especially
20

remarkable considering the highly heterogeneous interaction surfaces and environments these
materials present to sorbate species. A careful accounting of polar energy has been found to be
crucial to accurately capturing the behavior of these materials, but, unfortunately, this particular
calculation has become a bottleneck in the computational program flow.34 Early versions of
MPMC did have a limited ability to leverage a GPU in such calculations, and although an
enormous boost in performance was measured, the system size was limited to what could fit in
shared memory. This constrained simulations to approximately 2000 atoms on the available
hardware and meant that larger MOFs were destined for the much slower CPU-based routines,
and that simulation of smaller MOFs were severely limited in the number of unit cells they could
model before they, too, were forced onto the slower hardware.

2.3 Thole-Applequist Polarization
MPMC computes explicit many-body polarization energy via a model of the TholeApplequist type.43, 44 In this model, each atomic site is assigned a point dipole whose interactions
with the complete set of system dipoles is directed by many-body polarization equations. Using
a set of training molecules, a 3x3 polarizability tensor is calculated for each site. Then, in a static
electric field, each dipole, 𝜇⃗, is represented by the product of the calculated polarizability tensor,
α, and the field vector at that point, 𝐸⃗⃗ 𝑠𝑡𝑎𝑡 :

𝜇⃗ = 𝛼𝐸⃗⃗ 𝑠𝑡𝑎𝑡

(2.1)
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The dipole for a molecule is then treated as a collection of N atomic-point dipoles, the sum
of which yields a single, composite dipole for the set:34
𝑁

𝑁

𝜇⃗𝑚𝑜𝑙 = ∑ 𝜇⃗𝑖 = ∑ 𝛼𝑖 𝛦⃗⃗𝑖𝑠𝑡𝑎𝑡
𝑖

(2.2)

𝑖

Here, ⃗⃗⃗⃗
𝜇𝑖 is the dipole for an individual site, 𝛼𝑖 is the polarizability tensor for that site, and
𝐸⃗⃗𝑖𝑠𝑡𝑎𝑡 is the electrostatic field vector at that point, for each site, 𝑖, in the molecule. The Thole𝛼𝛽

Applequist system is then treated as a collection of 𝑁 dipoles and a dipole field tensor, 𝑇𝑖𝑗 . The
elements of 𝑇 include all the aforementioned polarizability tensors and thus 𝑇 itself is in fact
comprised of the complete set of tensors describing every induced dipole-dipole interaction in
the system.34 The product of 𝑇 and a system dipole results in the many-body, induced dipole
contribution to the electric field, 𝐸⃗⃗ 𝑖𝑛𝑑 , at the dipole site. The dipole field tensor was designed this
way so as to contain the entire induction contribution, thus allowing the assignment of a scalar
point polarizability, 𝛼 ∘ to each site rather than a polarizability tensor:34

𝜇⃗𝑖 = 𝛼𝑖 𝐸⃗⃗𝑖𝑠𝑡𝑎𝑡 = 𝛼𝑖∘ (𝐸⃗⃗𝑖𝑠𝑡𝑎𝑡 + 𝐸⃗⃗𝑖𝑖𝑛𝑑 )
𝛼𝛽
= 𝛼𝑖∘ (𝐸⃗⃗𝑖𝑠𝑡𝑎𝑡 − 𝑇𝑖𝑗 𝜇⃗𝑗 )

(2.3)
(2.4)

⃗⃗ and will consider it a vector, although its entries
For convenience of notation, we define 𝝁
are the system dipoles—each of which are vectors themselves:

𝜇⃗1
𝜇⃗
⃗⃗ = ( 2 )
𝝁
⋮
𝜇⃗𝑁

(2.5)
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A similar vector-of-vectors is formed by grouping the static electric field vectors in the
same manner.

⃗𝑬⃗𝑠𝑡𝑎𝑡

𝐸⃗⃗1𝑠𝑡𝑎𝑡
⃗⃗ 𝑠𝑡𝑎𝑡
= 𝐸2
⋮
𝑠𝑡𝑎𝑡
⃗⃗
(𝐸𝑁 )

(2.6)

Finally, if matrices A and B are defined as such:
𝛼𝛽

𝐴 = [(𝛼 ∘ )−1 + 𝑇𝑖𝑗 ]

(2.7)

𝐵 = 𝐴−1

(2.8)

Then the problem can be compactly expressed as a pair of matrix equations, (2.9) and
(2.10). Matrix A is thus constructed such that each element is the 3×3 matrix 𝑇𝑖𝑗 . Each element of
matrix B is also a 3×3 matrix—the site polarizability tensor characterizing each site’s response to
an electric field.

⃗⃗𝑠𝑡𝑎𝑡
𝐴𝝁
⃗⃗ = 𝑬

(2.9)

⃗⃗𝑠𝑡𝑎𝑡
⃗⃗ = 𝐵𝑬
𝝁

(2.10)

The system dipoles can therefore be found by inverting matrix A (giving B) and solving
equation (2.10) directly. However, the size of matrices typically required to model the average
MOF renders inversion impractical. Instead, MPMC guesses the value of each point dipole and
then solves equation (2.9) iteratively.
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2.4 MPMC
2.4.1 Limitations of the Initial Solution
In MPMC’s iterative quest for the system dipoles, the initial guess for each is made by
computing the product of the scalar point polarizability and the electrostatic field vector at that
point. Each dipole is considered one-by-one and is nudged in the correct direction, as dictated by
the induced contribution (which was computed according to the contributions from all the other
dipoles in the system). After each dipole has been so treated, a single iteration is considered
complete and the entire procedure is repeated, a full iteration at a time, until convergence to
within the desired tolerance is had. It is worth noting that MPMC does have the capability to
solve this problem directly via matrix inversion, but this method is only viable for smaller
simulations (as determined by atom or model-site count) due to the extremely long computation
times.
As mentioned previously, early versions of MPMC did include limited support for
computing system dipoles via a GPU device. Conceptually, the early algorithm performed the
iterative process as described with only minor, though important, differences. In each step of
GPU-bound version of the calculation, every dipole was updated—as is often the nature of
massively parallel algorithms. The serialized algorithm, on the other hand, employed a GaussSeidel numerical optimization. To wit, as each dipole is updated the new value is put into place
such that subsequent calculations will use the new value to effect their dipole updates rather than
the original. When dipole data is updated in this fashion, the dipoles that follow have the benefit
of using a “more correct” description of the simulation system on which to base their own update.
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This technique is known to decrease convergence times, but is not readily implemented on GPU
hardware since, in the parallel algorithm—at least conceptually—all new dipole data for the
entire system becomes available all at the same instant.
Additionally, in early versions of MPMC, no testing for convergence on the GPU
polarization calculation was performed. The algorithm would proceed for a number of iterations
(a number set by the user) and then deliver the result without any indication as to whether the
calculation converged or not. Hence, the computation would run for a preset number of iterations
and results were delivered without any way of estimating their accuracy. Testing revealed that
most of the iterations saw the system converge using the default setting for requested number of
iterations, but a significant portion did not—typically on the order of 2-5 percent.
Finally, simulations conducting their polarization calculation on the GPU were limited to
2,048 atoms since the dipole data was loaded all at once into the shared memory system. This is
possibly the fastest way to do the computation, but other memory strategies would allow the
treatment of much larger system sizes without incurring to great a overhead penalty. Large MOFs
can easily exceed 2,048 sites, but smaller MOFs can also exceed this limit if the simulation requires
multiple unit cells to accurately capture certain observables (e.g. under conditions of extremely
low pressures or in systems where particular functional groups are rotated or otherwise oriented
differently from one unit cell to the next).
2.4.2 System Size Expansion
Several changes to expand the utility of MPMC were successfully implemented. First, the
2,048 atom/site limit was addressed. As in the earlier version, each GPU thread was assigned
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tasked with computing a single system dipole. Each thread calculates its dipole’s interaction with
every other dipole in the system, and sums these interactions to arrive at the dipole vector to be
used in the next iteration. The processing performed on a compute unified device architecture
(CUDA) GPU is done on a series of individual stream processors, each of which can execute
identical instructions on multiple data streams for a set number of threads per core. The total
quantity of stream processors on are divided into thread blocks, and the number of processors
per block changes and is largely dependent upon the generation of hardware installed in the
machine. Each thread block in turn has access to the same shared memory cache and since each
thread needs to read the dipole data for every dipole in the system, it makes sense to load all the
dipole data into the shared memory system of every thread block. Then, individual threads can
loop over the entire set of dipole data, every byte of which is located in fast shared memory. This
method minimizes reads from the global memory system, which operates at a much slower pace
and every thread has access to all the data it needs, all the time. As is often the case, however, the
trade off for speed is quantity—as shared memory is a limited resource, feeding it the entire
system in one go is only viable if you are working with smaller systems. As it turns out, dipole
computations are well suited for a tiled model of shared memory management, such that system
dipoles reside in the slower, global memory and are moved in and out of the faster shared
memory, a chunk at a time, as needed. In a naïve implementation, however, one might be tempted
to have a thread load in as much dipole data as it can fit into shared memory, loop over the data
running its calculations, and then load the next chunk. However, each thread taking this
approach wastes expensive global memory accesses when it is known that every thread in the
block will also require access to the data that was just loaded (and promptly discarded). Each
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thread making multiple, redundant accesses to global memory will only ensure that each spends
most of its time waiting on global memory requests, such that the speedup realized from porting
code to a GPU is negligible—or in the worst case—the code is slowed. In a tiled system, the global
memory is divided into chunks that are proportional to the number of threads in an entire thread
block—recall that each block is composed of multiple processors, each or which is running
multiple threads—but all of which share the same global memory cache. In this system, each
thread loads one piece of data into shared memory (or more if it can be fit, but all threads must
load the same amount such that data is delivered in chunks that are integral multiples of the
number of threads in an entire block). Then, each thread can loop over the data present in shared
memory and perform its calculation. When finished, rather than immediately attempting to load
the next data block, a thread synchronization command is issued, effectively pausing the thread
until every thread in the block gets to the same point in the code. At such time, however, it is
necessarily the case that every thread has accessed everything it needed from the current data
loaded into the shared system, so it is safe for the thread block to load another data chunk.
Managing the data in this fashion shifts the constraint on simulated system sizes from
shared memory to one of global memory and/or maximum grid size (that is, maximum number
of logical thread blocks the device is capable of organizing). Obviously, the global memory of the
GPU device must be large enough to hold dipole data for the entire system. However, since each
thread is responsible for a dipole and each thread block executes a limited number of threads, the
maximum grid size (which dictates the total number of blocks) is ultimately responsible for
determining the maximum number of threads, and therefore the maximum number of dipoles
(i.e. polarizable sites). Current hardware can handle millions of dipoles, however a million-site
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simulation system would currently result in each Monte Carlo step being prohibitively long—but
the factor limiting system size no longer lies in the shared memory system of the GPU.
2.4.3 Gauss-Seidel in Parallel
The original GPU algorithm did not attempt to implement the Gauss-Seidel iterative
technique of using the most recently updated dipole information in the computation of dipoles
that follow. From outside the GPU kernel, all the dipoles appear to be updated simultaneously,
so a treatment of this nature simply is not possible. However, from inside the kernel, one has a
little more control. Once a thread block has finished looping over all its data chunks, each thread
can write its output directly into the input data structure (as opposed to having a separate data
structure dedicated for output). In some architectures this will be as simple as it sounds, while in
others it may be necessary to use atomic operations in order to avoid data corruption related to
reading a memory location at the exact time it is being written. Note that performance checks will
be required to ensure atomic memory operations are worth the effort, since atomic instructions
come with their own set of performance penalties, which varies by chip maker, architecture and
hardware generation. If atomic operations are not required, there is no disadvantage to using this
technique as the threads would have to write their output regardless—and in such case the
algorithm is better served by writing to the input space. At any rate, this treatment will allow
subsequent calculations to use the latest available information for their own computations. This
technique can update a thread block’s worth of dipoles at a time and, as such, effects a coarsegrained version of the Gauss-Seidel optimization. Typically, several thread blocks will be
executing concurrently and these blocks will not be able to take advantage each other’s updates,
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thus it is expected that this modification will only become significant on larger system sizes where
only a small portion of the total number of the required thread blocks can run concurrently.
2.4.4 Convergence Verification
Prior to this work, MPMC set a fixed number of iterations for the GPU algorithm and the
level of convergence obtained after this number of iterations was what subsequent calculations
were forced to use. After some benchmarking, it was clear that the default number of iterations
was sufficient for a high frequency of convergence—but not always. Additionally, the program
was given no way to determine if a set of dipoles converged, so no warning could be issued
alerting users to the fact that their calculation may be suspect.
From inside the kernel, before each thread updates its data in global memory (for GaussSeidel), modifications were made such that each thread now copies its original dipole data into a
local register. The difference between the old dipole data and the newly calculated dipole is
squared and stored in an output array which can then be examined by the function that launched
the kernel. Outside the kernel, in the calling function, the transfer of the squared-difference data
from the GPU device to the host machine can take a significant amount of time compared to a
single iteration. In some cases, the transfer duration can take longer than a single iteration, more
than doubling the length of the total calculation. To mitigate this effect, the squared dipole
differences are only downloaded and examined after number of iterations determined by the
user.
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2.5 Results
The updated version of GPGPU portion of MPMC is able to reproduce the results of the
original with perfect fidelity for system sizes less than or equal to 2,048 atoms, in approximately
the same amount of time. For larger systems, no direct comparison can be made since the older
version is unable to produce a result, although the computation is performed six to eight times
faster on the GPU than the CPU.
Performance increases due to the multi-threaded, OpenMP handling of the energy
calculations, though present, are difficult to quantify. The combined calculation time for the
kinetic and coulombic contributions represents roughly 10 to 50 percent of the total calculation
time, and this figure varies widely from iteration to iteration. Effectively, the total calculation time
is now reduced to the duration of whichever calculation takes the longest (coulombic/kinetic,
polarization, or van der Waals), plus a small penalty for the overhead required to establish the
threads. On test systems, the net speedup of the multithreaded treatment was typically around
20 percent.

2.6 Conclusion
A GPU version of the many body polarization model has been successfully implemented
in the MPMC code base. The maximum system size that can be handled has been increased by
several thousand percent—depending on hardware—effectively changing the limiting factor for
system size from one of memory constraints to a measure of one’s ability to endure computational
wait times. Thus, as the performance levels of commodity hardware increase, ever-larger system
sizes should become feasible at a faster rate, whereas the prior growth rate was determined by
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choices made by GPU chip designers regarding how much shared memory to assign to each of
their symmetric stream processors (and was realistically at risk of maxing out near current levels).
Future work will involve porting other routines to the GPU until as much work is performed
there as possible. With increases in the capabilities of the symmetric stream processors there is no
reason that the entire potential energy calculation could not be performed on the GPU.
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Chapter 3:
Validating a Family of Force Fields for Porous Materials with Predictive Ability: Xe/Kr
adsorption in HKUST-1
The recently developed PHAHST (potentials with high accuracy, high speed, and
transferability) energy potentials have been employed in the simulation of noble gas uptake in
the metal-organic material HKUST-1. This material has shown promise in its ability to be used as
an adsorptive separating agent, particularly for use with mixtures of krypton and xenon. The
material is challenging to model, given the heterogeneous interaction surface it presents to
sorbates. Additionally, dispersion dominated interactions have been proven difficult to model by
traditional force fields, who often excel only when electrostatics are the dominant energy
contributor. In an attempt to test the robustness of the new potentials, an ostensibly difficult yet
industrially important set of conditions were chosen for modeling. The noble gases krypton and
xenon were simulated in bulk molar ratios of 80/20 and 94/6, respectively at temperatures of 273K,
298K and 323K.

3.1 Introduction
Krypton and xenon are industrial gases used in a variety of processes, both of which have
ubiquitous utilization in the manufacture of light-generating products ranging from lamps to
lasers. In addition, krypton can serve as an optically clear insulating material while xenon is often used as a general anesthetic. Important though they are, these gases are a rarity in nature and
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the processes of obtaining them invariably require a substantial energy investment. A typical
method of procuring these gases is to separate them from the atmosphere where they are found
in trace amounts—a process that can involve multiple cryogenic distillations: When air is distilled
in order to separate oxygen and nitrogen, krypton and xenon both come off in the oxygen fraction.
Further distillation can then be used to concentrate the inert gases while a final distillation round
can be employed to separate them from the oxygen and from each other.45 Clearly, low-cost,
energy-efficient techniques for separating krypton from xenon would be desirable tool for
industry to have at its disposal, however such a separation is made difficult by nature of the
chemical inertness of noble gases as well as the general similarity of xenon and krypton with
regard to their physical properties. The fact of this matter is widely recognized and the high cost
of these separations provides a considerable financial incentive for the development of a suitable
technique. Accordingly, myriad research groups have explored an equally vast number of
alternative methods of krypton/xenon separation in the search for a procedure that is both cost
effective and energy efficient. A sample of the alternatives that have reported some level of
effectiveness include chromatographic columns of activated carbon,46 selective sorption by
nanoporous metal formates, 47 sieving through zeolitic membranes,47, 48 and selective adsorption
by porous organic frameworks. Recently, an emerging class of materials, metal-organic
frameworks (MOFs), have been the focus of numerous research efforts in this regard. MOFs are
a relatively new class of porous material having a number of characteristics that have piqued the
interest of scientists and engineers alike. These materials are composed of organic linkers
connected into crystalline structures via metallic nodes. The length and shape of the linkers
allows for a variety of pore sizes and cavity sizes—both of which can be rationally selected and
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shaped depending on an application’s requirements. Further, organic functional groups
decorating the linkers can serve to give the material specialized chemical functionality, which can
similarly be engineered with purpose in mind. The different coordination networks and
topologies established by the metallic nodes, coupled with the innumerably vast quantity of
suitable linker molecules renders the number of possible MOFs, in effect, infinite. With the
recognition of such broad potential, itis no surprise that these materials have received a great deal
of attention with regard to their possible use in applications such as gas storage,37-39 catalysis,42, 49
and separations.40, 50 Accordingly, the potential for separating krypton from xenon by way of MOF
has not escaped the attention of motivated researchers.50-55 Given that the quantity of theoretically
possible MOFs is so vast, the behaviors these materials exhibit can be expected to be similarly
varied. The investment in terms of time, material and financial resources that are re-quired to
produce a given MOF can be significant. Additionally, the process may require the use of
chemicals which are hazardous to one’s health or harmful to the environment—all in the attempt
to produce a material that, once realized, may be found to under-perform in its intended
application. In all chemistry, but particularly when it comes to MOFs, simulation plays an
important role in guiding synthetic chemists in their search for useful materials. Some research
groups have developed techniques for rapid examination of large quantities of MOFs—both
known and hypothetical—effectively eliminating large swaths of molecules from the search space
while identifying potential targets that show exceptionalpromise.54, 56 When the field has been
narrowed to a few candidates, more robust simulations can be performed which can give better
predictions as to a material’s performance at a given application under a variety of conditions.
Additionally, the detailed information available in a simulation can provide valuable insight as
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to which physical features (e.g. pore size, open metal sites, sur-face area) serve to enhance or
attenuate properties of interest, and to what extent. Likewise, data collected through experiment
helps computational outfits in that it provides information that is used to verify a model’s
accuracy and it can reveal weak points. Each empirical data point represents an opportunity to
increase the fidelity had in future generations of model development. It stands to reason, then,
that the more accurately the true energetics of a system are captured in the potential model, the
more valuable the insight that model can provide in return. In the past, sorbate potential models
have been parameterized to fit bulk experimental data, such as the oft utilized Buch model of
H2or the Transferable Potentials for Phase Equilibria (TraPPE) model for N2. Although these
potential models excel at capturing bulk behavior, they cannot be expected to repro-duce
experimental data when the system involved contains molecular configurations (or relative
orientations) which are not widely represented in the bulk media—configurations which often
show up in heterogeneous environments or when polarization effects lead to other-wise odd
conformations.57, 58 Furthermore, it has been shown that accounting for explicit polarization is
often required for the accurate capture of sorbate behavior, particularly in the presence of open
metal sites—a feature not at all uncommon with regard to the composition of metal-organic
materials.36 Of particular interest to the study at hand, it is noted that a seemingly simple property
has been shown to be problematic in contemporary potential forms—dispersion mixing among
heavy noble gases.59 Simply put, the mixing rules of a system dictate how the potential forms of
two species will com-bine to generate the interaction energy between them. Conceptually, noble
gases exemplify some of the simplest chemical species—each atom in and of itself comprising a
highly stable configuration by itself—yet when mixing rules are applied between unlike noble
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gases, and particularly among the heavier varieties, the resultant energy wells stray dramatically
from the known values.59, 60 As such, the goal of the PHAHST (Potentials with High Accuracy,
High Speed and Transferability) family of energy functions is to provide robust material
modeling through which useful insight into molecular interactions can be gained—insight which
can be had with some degree of confidence.60 The sorbates in this model seek to reproduce short
range structure effects through a wide variety of state points by using a highly accurate,
theoretically-grounded repulsion-dispersion form, coupled with an explicit treatment of
polarization, and an account of permanent electrostatics. Building upon a long line of work from
the Space Research Group, PHAHST potentials add exponential repulsion and improved
dispersion terms (relative to prior forms, i.e. PHAST, BSS/BSSP) and stands to offer greatly
improved reproduction of short range structure, yielding enhanced performance under
heterogeneous conditions.58, 61-63 An arbitrary MOF typically presents sorbates with a wide variety
of surfaces and distinct spatial environments. Therefore, accurately simulating the behavior of
these molecules is critically dependent upon the model’s ability to maintain tight physical fidelity
under markedly heterogeneous conditions. In the present work, HKUST-1 has been chosen as the
material of interest, due in part to the fact that it presents a variety of disparate interaction
surfaces throughout its interior. Features such as this invariably result in a material whose
behavior is challenging to model with a high degree of accuracy. It features copper paddlewheel
building blocks, which are composed of copper (II) cations and benzene-1,3,5-tricarboxylate
(BTC) linkers. Once assembled, HKUST-1 forms three distinct cages in which to sequester guest
molecules. The smallest of these is an octahedral pocket with an internal diameter of 5 Å, the walls
of which are formed by the flat geometry of four of the BTC linker molecules. These smaller cages
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connect together to form a three-dimensional, rectangular grid, where they act as the grid’s
vertices.

The remaining two cage types appear in an alternating, checker-board fashion

throughout the spaces formed by the rest of the grid. The larger cage having a diameter of
approximately 13 Å, whereas the smaller cage has a diameter of roughly 11 Å. As a point of
reference, the kinetic diameters of krypton and xenon are 3.60 Å and 3.96 Å, respectively. All of
the material’s open-metal sites appear lining the interiors of the largest cage type, thus rendering
the two smaller cages completely devoid of such features. HKUST-1 has previously been
considered for use as a final step to separate krypton from xenon following a procedure (such as
that previously discussed) that initially separates these gases from the air.45, 53, 54 One technique
results in an 80/20 molar ratio of krypton/xenon which is then separated at 273K or 298K, while
the other pathway gives a 94/6 molar ratio of krypton/xenon which is separated at 323K. Knowing
that this MOF presents a highly heterogeneous interaction surface—likely demanding physically
correct interaction energies—while further realizing that sorbate models frequently fail when
describing dispersion dominated interactions, and understanding that commonly-used mixing
rules between distinct, heavy noble gases produce in accurate well depths,59 it was posited that
these industrially relevant separation systems would make ideal setups by which to test the
mettle of the nascent potentials described above.

3.2 Methods
A battery of mixed-sorbate grand canonical Monte Carlo (GCMC) simulations were
performed on the MOF HKUST-1 in order to produce isotherms at temperatures of 273K, 298K
and 323K. The simulations modeled gas uptake in an environment of bulk xenon and krypton
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occurring in two distinct molar ratios. In the simulations performed at 273K and 298K, this ratio
was 80 krypton atoms for every 20 xenon atoms, while the simulation which was run at 323K
featured a molar ratio of 94 to 6, respectively.
3.2.1 The PHAHST Potential Form
In this study, krypton and xenon were modeled using the PHAHST family of potentials
developed by Hogan.60 These models represent a step forward from the previous generation that
was developed by the Space Research Group. The main improvement these models offer over
their predecessors is that repulsion is treated exponentially, while dispersion is captured by the
three leading, asymptotically correct, dispersion coefficients. Critically, the potentials feature
forms where each part is well defined from reliable electronic structure calculations and the
overall form is highly effective in capture all salient intermolecular interactions; the pieces work
well together to form an accurate and transferable frame work to build a family of potentials. This
stands in contrast to many extant efforts to model porous materials and e.g. biomolecular systems
where intermolecular interactions like polarization are added onto older ill-defined foundational
potentials where the repulsion / dispersion is handled in ad hoc or legacy potential forms. Such
efforts have been largely unsuccessful as evidenced by the lack of wide adoption even though
polarization is clearly playing an important role in such highly inhomogeneous systems. The lack
of a coherent framework for developing modern empirical potentials is a challenge throughout
the molecular modeling community that the present efforts seek to address. At typical (i.e.
equilibrium) intermolecular separation distances, exponential forms quantify the repulsive
energy contribution better than the 𝐶12/𝑟12 term used in Lennard-Jones potential forms,64 while
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the C6/r 6 Lennard-Jones dispersion term only accounts for approximately 60% of the total
dispersion energy at this range.65 Note, in many extant Lennard-Jones applications the mixing
rules used are geometric on the well depth parameter, usually denoted ε, and not the dispersion
coefficient itself, which would have a physical foundation for mixing. As a result, the mixing rules
that are used are known to be highly inaccurate especially between species with disparate
numbers of electrons.59 While the common choice offers no practical or theoretical advantage it
has been propagated as a legacy choice for decades. The complete potential energy calculation
takes the form

𝑈 = 𝑈𝑟𝑑 + 𝑈𝑒𝑙 + 𝑈𝑝𝑜𝑙 ,

(3.1)

which sums contributions from repulsion-dispersion, permanent electrostatics and manybody polarization. The all-new repulsion-dispersion form, discussed previously, is quantified

(

5

𝑈𝑟𝑑

𝐹0 β (𝑟 −ρ )
𝐶2𝑛
=∑
𝑒 𝑖𝑗 𝑖𝑗 𝑖𝑗 + ∑ 𝑓2𝑛 (β𝑟𝑖𝑗 ) 2𝑛
β𝑖𝑗
𝑟𝑖𝑗
𝑖≠𝑗

𝑛=3

(3.2)

where, here, 𝛽𝑖𝑗 is the exponential range parameter, 𝜌𝑖𝑗 is the distance at which the
repulsive force is equal to 𝐹0 , 𝐶2𝑛 is the 2nth dispersion coefficient, and 𝑓2𝑛 (𝛽𝑟𝑖𝑗 ) is a damping
function of the form
2𝑛

𝑘

(𝛽𝑟𝑖𝑗 )
𝑓2𝑛 (𝛽𝑟𝑖𝑗 ) = 1 − 𝑒 −𝛽𝑟𝑖𝑗 ∑
.
𝑘!

(3.3)

𝑘=0

Here, 𝛽𝑖𝑗 is the same parameter that appears in equation (3.2), as both quantify the extent
of wave function overlap. A detailed discussion of Urd, including information regarding the
rationale behind the choice of these potential forms, the damping function, and useful insight
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regarding the various parameters can be found in Ref. 60. The permanent electrostatic energy, Ues
is calculated between pairs of partial point charges using Coulomb’s law,

𝑈𝑒𝑙 = ∑ 𝑘𝑒
𝑖≠𝑗

𝑞𝑖 𝑞𝑗
.
𝑟𝑖𝑗

(3.4)

PHAHST treats many-body polarization energy explicitly, using a Thole-Applequist type
model.43, 44 In the present work, polarization energy was determined to play a negligible role in
the energetics of this system, so the discussion herein will be limited. However, readers wishing
for more detail are encouraged to acquaint themselves with references43, 44, 66 43, 44 & 46. Briefly,
the model assigns each polarizable site a scalar point dipole whose behavior is then determined
by many-body polarization equations. That is, a dipole field tensor is constructed which
characterizes each dipole's response to the static electric field, such that each entry in this tensor
is itself a 3x3 tensor. As such, the product of this dipole field tensor with the system dipoles
produces their contribution to the electric field—a contribution which in turn induces slightly
different dipoles. This calculation is typically iterated until convergence to a self-consistent
electric field and dipole-set is realized, although direct solution by matrix inversion is also
possible.
3.2.2 Potential Parameterization
Potential parameters for krypton, xenon, and HKUST-1 were taken from Ref. 60, where
the procedure for computing each is discussed in some detail. The PHAHST model requires
determination of two repulsion parameters, three dispersion coefficients, the static dipole
polarizability, and the partial atomic charges. For the noble gases, the C6 and C8 dispersion
coefficients as well as the static polarizability were calculated using the Williams-Stone-Misquitta
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technique via the CamCASP software suite, while the C10 dispersion coefficient can be computed
directly from the C6 and C8 coefficients. Atomic partial charges were computed using the
electronic structure code ORCA, using the orbital-optimized coupled cluster singles' and doubles'
density via the standard CHELPG method.67-70 The exponential repulsion parameters were fit to
high quality dimer surfaces taken from the scientific literature using the surface fitting routines
in the MPMC simulation software.61, 62, 71, 72 The procedure for parameterization of HKUST-1 is
complicated by the number of atoms in a unit cell. It involves division of the MOF into arbitrary,
though carefully chosen, fragments which are small enough to be computationally tractable—
although these fragments are still too large to be treated to the same level of theory to which the
sorbates were subjected.
3.2.3 Grand Canonical Monte Carlo
GCMC methods73 were employed to simulate gas uptake in HKUST-1 in a variety of
thermodynamic conditions. A series of simulations performed at 273K and 298K under pressures
ranging from 0.001 to 10 atm in an environment of a krypton/xenon gas mixture where each
species was present in an 80/20 molar ratio, respectively. Similarly, a further round of simulations
was run at 323K in pressures ranging from 0.001 to 40 atm in an environment of mixed
krypton/xenon appearing in a 94/6 molar ratio, respectively. These ratios and temperatures were
selected in order to simulate industrial conditions as described in previous work by Ryan et al54,
Bae et al. 74 and Mueller et al..53 Each simulation was run for 6M equilibration steps, followed by
6M production steps, where samples were taken once each sorbate molecule had been
successfully perturbed, on average, at least twice (as determined by uptake and acceptance rate)
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with no simulation having a sampling period of less than 50 steps. Monte Carlo moves consisted
of insertion, deletion and translations. All simulations were performed using the MPMC
simulation

software

that

was

developed

in-house

and

is

freely

available

at

github.com/mpmccode/mpmc. Preliminary tests in the form of single-component uptake
simulations indicated that polarization energy played a negligible role in the behavior of these
systems. Since explicit many-body polarization is a computationally expensive calculation, it is
best avoided when possible. As such, three state points were selected—the lowest pressure, the
highest pressure and an intermediate pressure for each temperature—in which identical
simulations were run with the exception that full polarization was enabled. When it was clear
that polarization was playing no discernible role in shaping any of the reported observables at
the listed state points, it was determined that no further polarized simulations would be
conducted. Selectivity was computed using the presupposed molar ratios against the simulated
uptake using the standard formula:

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑥𝑋𝑒 /𝑦𝑋𝑒
𝑥𝐾𝑟 /𝑦𝐾𝑟
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(3.5)

Figure 5. Simulated sorption isotherms in the MOF HKUST-1 at 273K (80/20 Kr/Xe bulk molar ratio). Krypton is
represented by green circles, xenon by blue squares.

3.3 Results
In the simulation occurring at 273K with an 80/20 krypton/xenon mixture, both gases are
readily taken up by HKUST-1 as can be seen upon examination of the isotherms in Figure 5.
However, in the bulk, the occurrence of krypton is four times that of xenon, while inside the MOF,
xenon is preferentially sorbed such that its uptake exceeds that of krypton by nearly 20%. The
selectivity for this system, plotted in Figure 6, peaks near 7.5 at initial loading and rapidly drops
to 5, maintaining that approximate level of discernment from 1 atm throughout the rest of the
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Figure 6. Simulated selectivity of xenon over krypton at 273K (80/20 Kr/Xe bulk molar ratio) in HKUST-1.

simulated pressure range. This suggests that HKUST-1 would make for a reasonably effective
separating agent in the 80/20 system, especially if the process could be conducted at low pressure.
Ryan et al.54 conducted this same simulation using a traditional and ubiquitous 12-6 LennardJones potential form for their sorbates, while MOF parameters were taken from the DREIDING75
force field, or the Universal Force Field (UFF)76 where DREIDING was not available. Potentials
for dissimilar atoms were calculated using the Lorentz-Berthelot combining rules. The shape and
magnitudes of Ryan's isotherms were fairly similar to those presented by the current study. The
only noteworthy discrepancy appears in the simulated selectivity occurring at low loading. Ryan
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Figure 7. Isotherms in HKUST-1 at 273K (80/20 Kr/Xe bulk molar ratio). Krypton is represented by green circles, xenon
by blue squares.

et al. report a value of 17 at 0.1 bar whereas this study is reporting approximately 6.3. A selectivity
of 17 seems very high, especially considering the results reported for the same system at 298K,
but no experimental data could be procured for this state point. The simulation run at a
temperature of 298K stands out as it is the only simulation for which directly comparable
experimental data was available. Bae et al.74 repeated the earlier work at a temperature 298K in
order to more directly compare to experimental data that was collected at room temperature.
Their simulated isotherms undersorbed on the order of 1 mol/kg. Additionally, like the previous
study, their simulation predicted a fairly high selectivity at low loading. At the point where the
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Figure 8. Selectivity of xenon over krypton at 298K (80/20 Kr/Xe bulk molar ratio).

experimental data suggests the selectivity should be just over 4, their model is showing
selectivities of 8 and 9. At the same state point, the PHAHST models predict selectivities directly
in line with the values reported by experiment (Figure 8). The uptake isotherms (Figure 7)
undersorbed experiment by about approximately 0.5 mol/kg. An intriguing feature of the
experimental isotherms is that they appear sitting almost directly on top of each other, with
slightly more uptake exhibited by xenon. This particular behavior was described precisely by the
PHAHST potentials. In the prior work the predicted xenon uptake was approximately twice that
of krypton under these conditions.
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Figure 9. Uptake isotherms in HKUST-1 at 323K (94/6 Kr/Xe bulk molar ratio). Krypton is represented by green circles,
xenon by blue squares.

In the simulation occurring at 323K with a 94/6 krypton/xenon mixture, the increased
temperature resulted in slower uptake by both gases into the MOF. In this system, krypton occurs
inside the MOF at much higher rates than xenon, yet nowhere close to the nearly 20x greater
incidence in which it is present in the bulk. This, too, is reflected in the selectivity which is appears
near 5 at initial loading, but gradually decreases until it reaches a value approximating 3 once the
system is at 10 atm and maintains this value throughout the rest of the simulated pressure range
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Figure 10. Selectivity of xenon over krypton at 323K (94/6 Kr/Xe bulk molar ratio).

(Figure 10). Mueller et al.53 performed breakthrough experiments under these conditions and
although we cannot directly compare results, we noticed enrichment of xenon as well.

3.4 Conclusion
In this study we performed grand canonical Monte Carlo simulations on the noble gases
krypton and xenon. We modeled their uptake in the MOF HKUST-1 which presents a highly
heterogenous interaction surface to its guest molecules and atoms. In addition to having pores
and cages in a variety of sizes, this MOF also has open metal sites decorating exactly 1 of its
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chamber types. Not only is this MOF a difficult material to model, but the sorbates themselves
have proven to be problematic in the past. Traditional force fields have relied on the electrostatic
energy to get their modeling correct and dispersion dominated interactions have been known to
fail dramatically. Furthermore, the combining rules, when applied to noble gases, have been
shown to range from fairly inaccurate to highly inaccurate. All these factors taken together
indicate that modeling this combination of MOF and mixed sorbates should be a daunting task.
However, the new models were purpose built to succeed in conditions such as these.
The experiment occurring at 298K was a fairly dramatic victory for the new potentials.
Where traditional modeling techniques predicted selectivities that were extremely high and fairly
unrealistic, the modern potential predicted selectivity exactly in line with the experimental
measurements. Additionally, the simulated sorption isotherm at this temperature was very close
to the experimental result. More remarkable, however, was the fact that it predicted the uptake
isotherms for krypton and xenon would be almost identical, with xenon barely edging out
krypton in terms of amount sorbed, whereas the traditional modeling techniques indicated that
xenon would be taken up at twice the level of krypton at these state points. That the trend
predicted by the PHAHST model was so precisely borne out by the data certainly builds
confidence in these models, especially given the trying circumstances under which they were
asked to perform.
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