Genome-wide data is used to stratify patients into classes for precision medicine using class discovery algorithms. A widely applied method is consensus clustering; however, the approach is prone to overfitting and identification of false positives. These problems arise from not considering null reference distributions while selecting the number of classes (K). As a solution, we developed a reference-based consensus clustering algorithm called Monte Carlo consensus clustering (M3C).
Introduction
Stratified medicine is the concept that patients may be divided into groups related to their prognosis and it hinges on the discovery of clinically relevant patient classes. Increasingly, patient genomewide data is being used to perform class discovery [1] [2] [3] [4] [5] [6] and this is powered by class discovery algorithms. Class discovery analysis of genome-wide data (transcriptomics, epigenomics, proteomics, DNA copy number) has been a successful approach in the field of cancer biology for finding subtypes with distinct clinical outcomes [1] [2] [3] [4] [5] [6] , and there are signs of this starting to occur for other diseases [7] [8] [9] .
Therefore, there exists a demand for algorithms that deliver robust results. Example class discovery methods applied in the field include the original consensus clustering 10 , NMF consensus clustering 11 , the GAP-statistic 12 , CLEST 13 , progeny clustering 14 , and hierarchical clustering combined with dendrogram cutting 15 . Typical problems with class discovery tools include; inability to reject the null hypothesis K=1, overfitting due to a lack of the appropriate reference, and inadequate demonstration of newly developed methods using both real and simulated data. Șenbabaoğlu, et al. (2014) made an important contribution as they demonstrated that false positive structures could be found in cluster less data using consensus clustering 16 . However, hypothesis testing was not performed in this study. The authors suggested to generate null datasets with the same correlation structure as the real for a formal test of cluster strength. Although, they gave no method for conducting a formal test. They described a method called the proportion of ambiguous clustering (PAC) score as an alterative and better way for chosing K than the original delta K metric 10 after consensus clustering. However, the PAC score does not take into account null reference distributions and so is subject to overfitting and declaration of false positives. Lastly, although the authors did conduct simulations to demonstrate their methods performance they did not test its performance on real data.
The original consensus clustering 10 and non-negative matrix factorisation (NMF) consensus clustering 11 algorithms are among the most widely used automated class discovery tools by The Cancer Genome Atlas (TCGA) and other influential consortia [1] [2] [3] [4] [5] [6] [7] [8] [9] [17] [18] [19] [20] . Therefore, for our initial investigations of potential bias, we chose consensus clustering with the PAC metric and NMF consensus clustering with its cophenetic co efficient metric as representative of state-of-the-art methods. By demonstrating an overfitting effect, a lack of objective assessment of confidence, and a tendency to declare false positive structures in both methods, we show the logic for applying our solution called Monte Carlo consensus clustering (M3C). M3C uses a multi-core enabled Monte Carlo simulation to generate null datasets with the same correlation structure as the real. These null datasets are passed into its consensus clustering algorithm and used to calculate reference distributions of PAC scores for each value of K. The reference distributions are used to compare the real PAC scores with the expected reference under the null. This change results in a more statistically principled approach to consensus clustering. M3C is also capable of dealing with complex structures using self-tuning spectral clustering 21 , and can quantify structural relationships between consensus clusters using hierarchical clustering and SigClust 22 .
During the development of M3C, we found that current Gaussian cluster simulation methods were inadequate for systematic testing of class discovery tools. MixSim 23 , generates Gaussian clusters, however it is not possible to precisely control their positioning. The Python scikit-learn machine learning module 24 contains a Gaussian cluster simulator, but it generates them randomly and controlled positioning is not possible. Another method allows controlled spacing 16 , but does not generate Gaussian clusters, instead the clusters resemble triangular slices and the variance and size cannot be set. Therefore, in this study, we also developed Clusterlab (https://cran.rproject.org/web/packages/clusterlab/index.html) a flexible Gaussian cluster simulator that solves the above problems. Clusterlab uses a novel method which involves generating Gaussian clusters on the perimeter of a circle. By rotating and multiplying sample coordinates it can generate complex arrangements in NXN dimensional space.
The development of M3C presented us with an opportunity to test two hypotheses on real data.
First, that pre-existing high-profile publications contain results that declare evidence of structure when in fact there is none. Second, that not considering reference distributions along the range of K when discovering classes leads to systematic bias. The results in this manuscript imply a more rigorous approach is required. Our solution to this is available from the Bioconductor (https://www.bioconductor.org/packages/3.7/bioc/html/M3C.html).
Results

Systematic bias detected in widely applied consensus clustering algorithms
Using clusterlab, we first generated a null dataset where no genuine clusters are found ( Fig. 1a ).
Running consensus clustering with the PAC score yielded steadily decreasing PAC scores, falsely indicating increased stability according to its decision rule, giving an optimal K of 8 ( Fig. 1b) . A similar, but reversed effect, was observed in the cophenetic metric of NMF where it decreased steadily indicating decreased stability, giving an optimal K of 2 ( Fig. 1c ). This is an overfitting effect.
Both methods also declare evidence of structure when it does not exist. These findings point to the requirement for a reference-based consensus clustering tool that can test the null hypothesis K=1.
To further demonstrate the functionality of clusterlab, we generated a ring of four Gaussian clusters, four clusters with varying variance, and a more complex multi-ringed structure consisting of 25 Gaussian clusters ( Supplementary Fig. 2 ).
M3C provides a one-step solution to class discovery hypothesis testing
The method we developed to solve the problems with current consensus clustering algorithms is overviewed in a schematic in Figure 2a . For our initial investigations of performance, we tested M3C on a negative control, a simulated dataset where no real structure is found (Fig. 2b ). The Relative Cluster Stability Index (RCSI) could not distinguish real from false structure. In contrast, the calculation of Monte Carlo p values by M3C correctly inferred that there is no genuine structure in this negative control dataset (alpha = 0.05), and no overfitting effect favouring lower or higher values of K was observed. To reinforce this result, 1000 random normally distributed datasets without structure were generated then tested for significance using M3C. Across these simulations M3C correctly called K=1, 91% of the time. Next, M3C was tested on a positive control simulated dataset where 4 clusters exist (Fig. 2c ). The PAC score and the RCSI correctly identified 4 as the optimal value of K. A very low Monte Carlo p value was found by M3C for K=4 (p = 9.95x10 -21 ), correctly implying this is the optimal value of K and adding a degree of objective confidence to the decision.
Next, we reanalysed a range of high profile stratified medicine datasets where structure had been declared to test for false positive structures (Table 1 & Supplementary Table 1 ). Because of the ease of data availability, these were predominately, but not exclusively, from TCGA. Table I demonstrates the pervasive use of consensus clustering and NMF consensus clustering for class discovery in the field. Using M3C, we identified two of these datasets where no significant evidence of structure could be identified. Firstly, a systemic lupus erythematosus (SLE) microarray dataset was analysed where 7 major subtypes were reported using hierarchical clustering and dendrogram cutting.
However, none of the p values along the range of K calculated by M3C reached statistical significance (the lowest was for K = 3, p = 0.15) ( Fig. 2d ). Secondly, a breast cancer miRNA-seq dataset was identified with no significant evidence of structure (the lowest was for K = 4, p = 0.27), whereas 7 subtypes were originally reported using NMF ( Fig. 2e ). These findings imply that false positive structures exist in the literature through not conducting hypothesis testing. 
Further evidence for systematic bias in class discovery
Of those datasets that exhibited significant evidence of structure using M3C, we used this as an opportunity to contrast the clarity of the M3C results with those from consensus clustering with the PAC score 16 , the NMF cophenetic co efficient 11 , and the GAP-statistic 12 . Our intention in these analyses was not to dispute the original optimal K, but we hypothesised that methods that do not consider reference distributions along the range of K would lead to visible biases. In these analyses, it was demonstrated that the GAP-statistic continuously increased implying improving stability regardless of the structure ( Supplementary Fig. 1 ). These findings imply the GAP-statistic is not well suited to the high dimensional setting. Across these datasets, we also demonstrate why M3C fits a beta distribution to the data to estimate extreme tail values, as for K=2, the beta distribution fits the reference slightly better than a normal ( Supplementary Fig. 2 and 3 ). This step is important as it removes the limitations on p value derivation imposed by a finite number of simulations ( Supplementary Fig. 4 ).
The PAC score displayed the same overfitting effect as observed earlier on simulated null datasets, decreasing steadily regardless of the structure, implying increased stability (Figure 3a-e ). This effect is more of a problem in datasets where the clustering is not very clear. For the GBM dataset 3 , while a PAC elbow can be seen at K=4, the global optimal value is K=10 (Fig. 3a ). The problem with the PAC score resembles the problem encountered by Tibshirani, et al. (2001) , when the authors developed the GAP-statistic to overcome the subjective decision regarding the elbows location. For the GBM case, the Monte Carlo p values and the RCSI demonstrated a clear optimal point at K=4 (p = 0.00059), with additional significant evidence for structure at K=5 (p = 0.0071).
For the ovarian dataset 4 , a global optimal PAC value is seen for K=2, which is supported by the RCSI (Fig. 3b ). However, when the Monte Carlo p values are calculated, it is in fact K=5 which is the optimal K (p = 0.0078). This happens because on some datasets a skew exists in the consensus clustering reference distribution for K=2 that is towards lower PAC scores ( Supplementary Fig. 2b ), so they are inherently favoured by the algorithm, neither the PAC score or the RCSI correct for this problem. Only by calculating p values for each value of K can these types of systematic biases be dealt with.
In cases where the clustering is very clear, the PAC score does perform well. In the lung cancer dataset 5 , a global PAC optimal K can be seen at K=2, which is supported by both the RCSI and the Monte Carlo p value (p = 0.0018) ( Fig. 3c ). Although this conflicts with the original decision of K=4, the M3C p value for K=4 was also significant (p = 0.0032), implying this would be another reasonable choice. However, the overfitting problem of consensus clustering can be observed again on the diffuse glioma dataset 1 (Fig. 3d ). Here the PAC score continuously decreases until it reaches a global optimum at K=10. However, considering the reference distributions, M3C informs us that K=8 is the most significant option (p = 3.5x10 -9 ), which is also supported by the RCSI score. For the paraganglioma dataset 2 , the RCSI calls K=6 the optimal value and the Monte Carlo p value supports this (p = 1.6x10 -6 ), while the PAC score continually decreases, not giving clarity on the appropriate choice of K ( Fig. 3e ). This is another example of why the reference distribution matters, as the RCSI method shows a local maximum for K=2, while the Monte Carlo p value does not support this. This is due to the uneven shape of the PG reference distribution for K=2 which has kurtosis towards a higher PAC score ( Supplementary Fig. 3b ). These findings imply results relying just on relative scores or mean comparisons with the reference can be potentially misleading.
In agreement with our findings on null simulated data, it was observed, the NMF cophenetic co efficient has a tendency towards calling K=2 on real data ( Fig. 3a-e ). Only in the diffuse glioma dataset 1 did the maximum cophenetic co efficient change from K=2 to another value of K. Although there are numerous variant decision rules for NMF in use 4, 5, 18 , none consider the reference distribution shape. Instead of taking the most stable consensus matrix (highest cophenetic co efficient) as the optimal K, local maxima are often selected 4, 5 . Notably, for the ovarian dataset 4 a local maximum in the NMF cophenetic co efficient was observed at K=5, which was supported by the M3C decision, in this instance. Additional support was observed for the lung cancer (2012) optimal K, as a NMF global maximum cophenetic co efficient was detected for K=2, and the M3C p value also detected this K as optimal (p=0.0018). However, since a tendency in NMF towards K=2 on null datasets has been observed in this study, how confident we may be in this decision is unclear.
Overall, these findings highlight the value of M3C's class discovery method.
M3C demonstrates good performance in class discovery simulations
Next, we sought to evaluate the performance of M3C on simulated data with a range of clusters from 2 to 6 and compare its performance to existing algorithms. In these tests, the clusterlab alpha parameter was varied which controls the distance between the clusters and we sought algorithms which we able to detect the true K from further apart cluster conditions (alpha=2) to closer ones (alpha=1) ( Fig. 4a,b ). Typically, in genome wide analyses many clusters will be overlapping and hard to distinguish from one another, therefore sensitivity under these conditions is very valuable. This analysis found that M3C using the RCSI score performed better than consensus clustering with the PAC score, M3C using the p value score, the GAP-statistic, CLEST, the original consensus clustering with the delta K score, NMF, and progeny clustering. Notably, while M3C with the RCSI score was approximately 10% higher in accuracy than M3C with p values, the GAP-statistic, and consensus clustering with PAC, these three methods performed similarly, within 4% of one another. Overall, these simulations reinforce our previous findings on real data that M3C performs better than the current state-of-the-art consensus clustering algorithms.
M3C can deal with complex structures using spectral clustering
The performance of M3C is dependent on the inner algorithm of consensus clustering. Although kmeans and PAM perform well on the types of data generally encountered in genome-wide studies, they assume the clusters are approximately spherical and equal in variance, this may not be true.
Spectral clustering is a widely applied technique due to its ability to cope with a broad range of structures 20 . Therefore, to increase its capabilities, M3C was coded to include self-tuning spectral clustering 22 . We tested spectral clustering as M3C's inner algorithm versus PAM and k-means on two synthetic datasets, one where the clusters were anisotropic (Fig. 5a ), and a second where one cluster had a far smaller variance than its neighbouring cluster ( Fig. 5b ). Under these conditions, it was observed that M3C using PAM and k-means both had problems assigning the true K and classifying the members of each cluster correctly. On the other hand, M3C using spectral clustering did not suffer these drawbacks. Using spectral clustering, M3C is also capable of recognising more complex non-Gaussian shapes, such as half-moons and concentric circles ( Supplementary Fig. 5 ). The addition of spectral clustering to M3C allows greater flexibility in the range of structures that may be examined.
M3C can quantify structural relationships between consensus clusters
An important question when the optimal K has been decided is, how do the discovered clusters relate to each other? Inherently, consensus clustering does not distinguish between flat versus hierarchical structure. To solve this, M3C takes the medoids of each consensus cluster and performs hierarchical clustering on those. To make the analysis statistically principled, M3C uses the SigClust method 22 on each pair of consensus clusters iteratively, then display the pairwise p values for each split of the dendrogram. Testing M3C on the PG dataset revealed a hierarchical relationship between the 6 clusters ( Fig. 6a ), with, for example, consensus clusters 1 and 2 grouping together (p = 1.2x10 -
80
). In contrast, testing M3C on a null dataset without clusters demonstrated insignificant SigClust p values (alpha = 0.05) and a flat dendrogram (Fig. 6b ). The addition of a hierarchical clustering stage, post choosing the optimal K, should prove helpful in quantifying structural relationships and adds another layer of confidence assessment.
M3C can perform quickly in a multi-core setting
As a final step, we decided to evaluate M3C's internal parameters using the PAM algorithm. A sensitivity analysis of the number of inner replications and outer simulations found M3C generally yielded stable results across 6 TCGA datasets (with inner replications = 100, outer simulations = 100) ( Supplementary Fig. 6-7 ). We also examined the speed of M3C across the 5 datasets (using 8 cores)
to find that the runtime was between 2-25 minutes, depending on dimensionality ( Fig. 7 ). We consider this acceptable considering the unique results M3C generates.
Discussion
We report on the development of a reference-based consensus clustering algorithm with a Monte Carlo simulation driven hypothesis framework, named M3C. Our investigations into state-of-the-art methods imply there are systematic biases existing in current widely used class discovery algorithms.
These occur due to not considering the reference distribution along the range of K when deciding on its value. Although considering these distributions is a relatively straightforward procedure, it has major implications. To date, testing of the null hypothesis by TCGA, if performed, has been conducted in a post-hoc manner by SigClust 22 after deciding on the value of K using the standard methods 2,6,18 . The advantage of the M3C approach is that it is a one-step procedure that combines optimal K selection and null hypothesis testing. This way bias from not considering the reference distributions when deciding on K does not enter the analysis.
Our reanalysis of high profile stratified medicine studies, predominantly from TCGA [1] [2] [3] [4] [5] 9, 18 , questions the value of applying conventional algorithms without considering the appropriate reference distributions. Both consensus clustering and NMF displayed an inherent tendency towards high or low values of K. This overfitting problem coupled with subjective decision making as to what constitutes the optimal K, similar to the original elbow problem solved by the GAP-statistic 12 , may lead to misleading results. Demonstrated in this study, was the identification of two cases in the literature where structure had been declared despite M3C indicating no significant structure. In the case of the SLE study, seven subtypes were originally declared in a major transcriptomic analysis 9 .
Within the context of these new findings, it is perhaps better to describe these subtypes as existing within a noisy spectrum of non-distinct states. This finding could have implications for the development of personalised therapies.
It is necessary to remark on the limitations of our approach. Although from a statistical standpoint it is possible to more objectively decide on the number of classes using M3C, other values of K should be considered rather than just those that are most significant. If choices are non-significant or less should prove a straightforward and powerful tool to drop into existing pipelines.
Finally, it is important to mention the methodological contributions of clusterlab. Clusterlab generates data similar in nature to real cancer gene expression datasets, which are typically high dimensional and Gaussian 22 . We consider it more flexible, realistic, and precise than current alternatives 16, 23, 24 . This should prove useful in testing class discovery tools in the field. Its option to simulate more complex multi-ringed structures arranged in a customisable manner may appeal to those testing specialised single cell RNA-seq clustering algorithms, where there are thousands of samples, and also increases its appeal to researchers in other fields.
Conclusions
We report on the development of a reference-based consensus clustering algorithm for class discovery, and its implementation, in a R software tool called M3C. By generating reference distributions and comparing real stability scores against them, M3C provides a more statistically principled way to decide on the number of classes. In comparison, this study demonstrated systematic biases exist in current consensus clustering algorithms due to not considering reference distributions for each value of K. The framework also includes methods for investigating complex structures and quantifying structural relationships. Additionally, clusterlab, the sister method of M3C, is a flexible Gaussian cluster simulator that should be of broad interest. We anticipate M3C and clusterlab will contribute towards the development of precision medicine.
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Competing interests: The authors declare that they have no competing interests. Carlo simulation for = 1 … . The steps taken to generate random data are then as follows:
1. Conduct PCA to obtain the orthogonal matrix of eigenvectors, of the input data : * = * * *
2. Next, a random PC score matrix is generated for the th simulation, ∈ ℝ * , where the th column is filled with random values from a normal distribution with mean zero and standard deviation equal to the th column in . Let, be the standard deviation of * and for = 1 … :
3.
Multiplying with the transpose of yields ∈ ℝ * , a single simulated null dataset with the same feature correlation structure as , but without clusters. * = * * *
Steps 1-3 are repeated by M3C for each Monte Carlo simulation until is reached, and for the th simulation one random dataset, is passed into the consensus clustering algorithm (described below) to calculate null reference stability scores for = 1 … . After simulations, the consensus clustering algorithm is run just once on the input data for comparison using procedures we will go on to detail. M3C is set to use = 100 and this was the parameter setting used for the simulations in this study. due to its superior speed. Let, (1) , (2) , … , ( ) be the list of perturbed datasets, and let (ℎ) ∈ {0,1} * be the connectivity matrix resulting from clustering dataset (ℎ) , the entries of (ℎ) are then defined as: 
The consensus matrix, ∈ [0,1] * , is defined as the normalised sum of all the connectivity matrices of all perturbed datasets:
The entry ( , ), or consensus index, is the number of times that two samples cluster together divided by the total number of times they were sampled together across all the perturbed datasets.
A value of 1 would correspond to a perfect score as the two samples are always found in the same cluster across all resampling runs, while a value of 0 would correspond to the worst score as the two samples never are found in the same cluster. A consensus matrix is generated for every value of and then the stability of each matrix quantified using an empirical cumulative distribution (CDF) plot.
For any given consensus matrix , the CDF is calculated and is defined over the range [0,1] as follows:
Where 1{… } denotes the indicator function, ( , ), denotes entry ( , ) of the consensus matrix , is the number of rows (and columns) of , and is the consensus index value.
Calculation of the PAC score. The CDF plot has consensus index values on the x axis and CDF values on the y axis. A perfectly stable cluster solution will have a flat CDF plot representing a matrix purely of 0s and 1s, therefore the degree of CDF flatness for each is a measure of the stability of . To quantify this, M3C uses the PAC score, a metric shown to perform well in simulations 16 with consensus index values less than or equal to and PAC is defined as:
M3C calculates the PAC score with 1 = 0.1 and 2 = 0.9. Although the PAC window is a user defined parameter, we have found these settings to perform well in our experience.
Calculation of the RCSI. To account for the reference PAC scores from 1 to , where is the total number of Monte Carlo simulations, M3C uses the RCSI. Let, be the reference PAC score from the th Monte Carlo simulation for a given , and, the real PAC score for that , then the is defined as:
Calculation of the Monte Carlo p value. To improve the selection of the optimal , M3C derives Monte Carlo p values by testing the real PAC score for each against the null PAC distribution, generated using simulated structureless data. Let be the number of observed PAC scores in the reference less than or equal to the real PAC score, let be the total number of Monte Carlo simulations, and the p value for that value of K, is then defined as:
Where 1 is added the numerator and denominator to avoid p values of zero 25 .
Calculation of the beta distribution p value. To estimate p values beyond the range of the Monte
Carlo simulation, M3C fits a beta distribution. This is because it can deal with skew and kurtosis observed for the PAC reference scores for K=2 better than a normal distribution, and it falls within the interval [0,1], like the PAC score. The and shape parameters required for the beta distribution are derived using the mean, , and variance, 2 , of the reference PAC scores for any given K:
These and shape parameters are then used by M3C to generate the reference distribution for K.
The real PAC score is used as a test statistic for derivation of the estimated p value. The beta distribution is defined on the interval [0,1], let denote the reference PAC score, then the beta probability density function (PDF) is defined as:
Self-tuning spectral clustering. Spectral clustering is a family of algorithms that cluster data using eigenvectors derived from the input data's graph Laplacian. M3C implements the Ng et al. (2002) spectral clustering algorithm, except a locally scaled kernel is used 26 . The kernel calculation depends on the value of , which is often a global parameter, and the clustering depends greatly on its value.
However, local scaling uses a different for each sample, which is equal to the distance between the sample and its th nearest neighbour. This allows the adjacency matrix to tune to both the data's scale and the sample's local statistics. Let, be the number of samples, let the set of sample points to cluster be, = { 1 , … , }, and let ( , ) be the Euclidean distance between the th and th sample. The steps taken are then as follows:
1. Calculate the Euclidean distance between the th sample, for = 1 … , and its th nearest neighbour (M3C uses = 3 which was an empirical decision based on our experience). This value corresponds to the sigma for the th sample:
2. Generate the affinity matrix, ∈ ℝ * , using a radial basis function kernel, where ≠ and = 0. This matrix is resampled by M3C to determine the optimal :
= exp ( − 2 ( , ) ) (18) 3. Using , the diagonal matrix whose ( , ) element is the sum of 's th row, construct the matrix, , the normalised graph Laplacian:
4. Find the 1 , 2 , … , largest eigenvectors of , then form the matrix, = [ 1 , 2 , … ] ∈ ℝ * by stacking the eigenvectors in columns. will be the th cluster in M3C's iteration over 1 … .
5. Form the matrix from by renormalizing each of 's rows to have unit length:
6. Each row of is treated as a sample, , then all samples are clustered into clusters using k-means.
Simulating NXN dimensional Gaussian clusters in a precise manner. Generating evenly spaced points on the perimeter of a circle. To control the spacing, size, and variance of synthetic clusters, clusterlab works within a 2D Cartesian coordinate system with an origin at (0,0). First, the algorithm generates a set = { ∈ ℝ 2 , = 1, … } of evenly spaced pairs of coordinates, where = ( , ), on the perimeter of a circle. Each of these coordinates later will be the centre of a Gaussian cluster, therefore, is also the number of clusters to be generated. Let, be the radius of the circle, then, for the th cluster centre from = 1 … we need to set = 0 for the first cluster centre, so for = 0 … − 1, the coordinate pairs are calculated as follows: 
This naturally leaves the parameter as a means of controlling the spacing of the cluster centres.
However, at this point, we also introduce an additional parameter for moving the th cluster centre,
. is a scalar that can be used to push each coordinate pair (or vector) away from its starting point, yielding the transformed coordinates ( ′ , ′ ). In the case of a cluster being left stationary, = 1. More specifically, for all pairs in set , from = 1 … :
We also leave the option to add a final coordinate to at (0,0), to allow a central cluster within the middle of the ring to be generated later.
Generation of more complex multi-ringed structures. As an optional next step to extend the single ring system, clusterlab can create multiple rings or concentric circles of 2D coordinates. After simulating the th ring, as described above, from = 1 … , the th rings 2D coordinates are pushed away from the origin using vector multiplication with a scalar, let this scalar be , let the newly transformed coordinates be ( ′′ , ′′ ), and so for = 1 … :
Our new total number of samples, , will be, = * . With each iteration from = 1 … , the th Generation of Gaussian clusters. At this point we will assume that multiple rings have not been generated and we are working with, , a set of ( ′ , ′ ) coordinates described by equation 23.
However, the method that generates the Gaussian cluster multi-ringed system is identical to the single ringed system described below, except we start with the multiplied ( ′′ , ′′ ) or multiplied and rotated set of ( ′′′ , ′′′ ) points from the multi ring 2D coordinate set, .
To Consensus clustering using the PAC-score shows an optimal K of 10, and NMF of 2. (B) Results from running M3C on an ovarian cancer dataset 4 found the optimal K was 5. Consensus clustering using the PAC-score shows an optimal K of 2, and NMF also of 2. (C) Results from running M3C on a lung cancer dataset 17 found the optimal K was 2. Consensus clustering using the PAC-score shows an optimal K of 2, and NMF also of 2. (D) Results from running M3C on a diffuse glioma dataset 1 found the optimal K was 8. Consensus clustering using the PAC-score shows an optimal K of 10, and NMF of 4. (E) Results from running M3C on a paraganglioma dataset 2 found the optimal K was 6. Consensus clustering using the PAC-score shows an optimal K of 10, and NMF of 2. It can be observed, consensus clustering using the PAC-score and NMF both tend towards K=10 or K=2, respectively, on real data. 
Supplementary figure 2.
Results from running the GAP-statistic across 5 datasets using the PAM algorithm. A potentially misleading trend towards increased stability at higher values of K can clearly be observed.
Supplementary figure 3.
Reference distributions generated using M3C of PAC scores across the range of K from 2-5. 100,000 simulations were performed to generate the distributions and a normal (yellow) and beta (blue) fit were compared. Using the Akaike information criterion (AIC) it can be observed that for K=2, a beta distribution fits slightly better than the normal (indicated by a more negative AIC). This is due to the skew and kurtosis that the reference distributions often have at K=2. 
