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)) < 0 est une ondition susante
d'ergodiité de Y lorsque X est stationnaire de loi invariante . Puis on s'intéresse à
l'existene de moments pour la loi invariante de Y . Utilisant les résultats de Brandt sur
les modèles à oeient aléatoire, et le fait que Y est, onditionnellement à X , gaussien,
on établit simplement une ondition d'existene du moment d'ordre s  0 lorsque X est un
proessus de saut markovien à nombre ni d'états. On retrouve un résultat de Basak et altri
établi à l'aide de tehniques de ontrle de système linéaire.
Mots lés : diusion de Ornstein-Uhlenbek à régime stationnaire, modèle à oeient
aléatoire, proessus markovien de sauts, ergodiité, moment de la loi invariante.
Classiation AMS : 60J60, 60J75
1 Introdution
Les modèles à temps disret Y = (Y
n
; n 2 N) gouvernés par une haîne de Markov
X = (X
n
; n 2 N) sont bien adaptés aux situations où un régime autonome X module la
dynamique de Y . Ces modèles, relativement parimonieux en nombre de paramètres, élar-
gissent signiativement le as d'un régime unique. Parmi eux, les modèles auto-régressifs à
régime markovien (swithing Markov AR model) sont les plus populaires. Leur utilisation en
éonométrie est due à Hamilton ([7, 8℄). Leur étude statistique (f. par exemple [8℄, [15℄, [9℄,
[10℄) a préédé les études probabilistes. L'ergodiité a été étudiée par Franq et Roussignol [6℄
et par Yao et Attali [17℄. Dans e dernier travail, les auteurs donnent :
(i) des onditions de stabilité d'un AR non-linéaire Y à régime markovien X;
(ii) des onditions d'existene d'un moment d'ordre s  0 pour la loi de Y .
Ces deux résultats, obtenus sous des onditions de sous-linéarité ou de Lipshitz pour la fontion
d'auto-régression, sont préalables à toute étude asymptotique.
Notre objetif est d'établir des résultats (i) et (ii) pour une diusion de Ornstein-Uhlenbek
(notée O.U.) Y = (Y
t
; t  0) à régime X = (X
t
; t > 0). On obtient une ondition générale de
stabilité (i) de Y si le régime X est stationnaire. La question (ii) est étudiée par Basak, Bisi et
Ghosh [1℄ pour X un proessus de saut markovien à nombre ni d'états, Y étant multidimen-
sionnelle. Leur approhe utilise la stabilité et le ontrle de systèmes linéaires à saut, perturbés
ou non (f. Mariton [14℄, Ji et Chizek [12℄). Notre approhe de ette question (ii) est diérente





; n 2 N), d'autre part sur les résultats d'ergodiité de Brandt [3℄ pour les modèles
à oeient aléatoire, et enn sur l'utilisation du aratère onditionnellement gaussien de Y .
Nous obtenons ainsi une ondition susante d'existene de moment d'ordre s > 0 pour la loi
1
invariante de Y . Quelques manipulations simples montrent que ette ondition est équivalente à
elle donnée par [1℄.
Le modèle de diusion à régime X est présenté au 2. On établit au 3 la ondition (i)
d'ergodiité de Y si le régime X est stationnaire. Le 4 établit (ii), l'existene d'un moment
d'ordre s  0 pour la loi invariante de Y lorsque X est un proessus de saut markovien à nombre
ni d'états.
2 Diusion linéaire à régime stationnaire




est ergodique s'il existe une mesure de
probabilité  telle que quand t ! 1, la loi de S
t
onverge faiblement vers  indépendamment
de la loi initiale de S
0
.  sera appelée la loi limite de S. Si S est un proessus de Markov,  est
la loi invariante de S et elle est unique.
Nous dénissons une diusion Y à régime X en deux étapes. On se donne d'abord un




, dit de régime. On supposera toujours par la suite que X est stationnaire,
à valeur réelle et déni sur un espae de probabilité (
; ; Q).




un mouvement brownien (MB) standard déni sur un espae de
probabilité (;B; Q
0
), F = (F
t





), P = Q
Q
0

























; t  0: (1)
Ainsi (Y
t
) est une diusion linéaire à oeients aléatoires fontions d'un proessus exogène
(X
t
). Ii a et  sont deux fontions mesurables à valeurs réelles. L'existene et l'uniité d'une
solution forte pour l'Eq. (1) est assurée par la ondition [S℄ suivante (voir [13℄, 5.6 ou [16℄),
ondition que nous supposerons vériée par la suite :
[S℄ : Q-p.s, t 7! a(X
t
(!)) et t 7! (X
t
(!)) sont loalement bornées.
Notons pour 0  s  t,



















































































est une variable gaussienne entrée réduite, fontion de (W
u

































3 Ergodiité de Y et existene d'une solution stationnaire
3.1 Ergodiité des proessus disrétisés Y
(Æ)
Dans ette setion, on xe Æ > 0 et on onsidère le proessus disrétisé Y
(Æ)
. D'après Eq. (2),















































) est une suite i.i.d gaussienne réduite dénie sur (;B; Q
0
).








) étant stationnaire. On peut alors étendre (4) sur Z.
Proposition 1 Supposons que les fontions mesurables a et  vérient les onditions suivantes :
1.
R
ja(x)j(dx) <1 et  :=
R
































; n 2 Z :
(ii) Si Y
(Æ)













j  Æ < 0 :
Preuve. (i). C'est une onséquene du Theorème 1 de Brandt [3℄ dont nous vérions les












j <1 ; () 
1
:= E log j
0
j < 0 .
Pour x; y; a > 0, log
+













() : en utilisant le théorème de Fubini et l'hypothèse 1), on obtient :
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Le deuxième terme du majorant est ni puisque 
0



















































































































































qui est d'espérane nie d'après l'hypothèse (2).






























La onlusion s'en déduit immédiatement.









); n  0 de l'Eq. (4), Y
nÆ




3.2 Ergodiité du proessus Y
Dorénavant, on hoisira le pas Æ dans la suite (2
 m
) pour des entiers m  1. Sous les onditions




est ergodique, et pour m
0










ont la même loi limite. Si Y est ergodique, sa loi limite est néessairement elle de tous
ses proessus disrétisés Y
(Æ)
. Nous allons établir l'ergodiité de Y en évaluant l'éart entre Y
et ses disrétisés Y
(Æ)
.










)du = 0 ; en probabilité (6)
alors la diusion linéaire Y à régime X dénie par 1 est ergodique.
Preuve. Soit  la loi limite ommune des proessus disrétisés. Soit " > 0 xé et hoisissons
A
"
tel que fx : jxj  A
"
g  ". On notera  = E [ja(X
0
)j℄. Pour Æ = 2
 m
et t > 0, soit n
t
le plus
grand multiple de Æ inférieur à t. On a n
t
< t  n
t





































j  ") + P [je
t
j  "℄ : (7)
(1). Contrle de je
t
j : On a pour K  0
fje
t
j  "g = fje
t




j  Kg [ fje
t













j > K)  ". D'où
P [je
t





















































































Par l'inégalité de Markov, le premier terme est majoré par 2Æ= log(2) ; le deuxième tend vers 0
quand Æ ! 0 d'après l'hypothèse. Il existe don un Æ
1





j  "℄  3" : (8)
(2). Contrle du premier terme : utilisant le fait que je
x
  1j  e
jxj
  1, on a, pour s > 0,
P [j(n
t

















































= (Æ)= log(s+ 1) : (9)

































j  "℄  P [j(n
t
; t)  1j  "=A
"































℄ + " : (10)
(3). n de la preuve : En résumé, des estimations (8)-(10) on obtient que 8" > 0, 9A
"
, 9Æ,
8t > 0, 9n
t
, tels que fjxj  A
"
g  ", n
t











℄ + 4" :


























































 fjxj  A
"
g+ 4"  5" :
Notons C() l'ensemble des points de ontinuité de la f.d.r F

de la loi . Soit x 2 C(), et































 x  2")  P(Y
t
k































 x)  F

(x+ 2") + 5" :







 x) = F

(x) ; x 2 C() :
4 Diusion linéaire à régime markovien ni
Dans ette setion, nous examinons le as partiulier où le régime X est un proessus markovien
de saut à valeur dans un ensemble ni E = f1; 2;    ; Ng, N > 1 (pms, f. Feller [5℄ , Cooza






 = D([0;1[) est
l'espae des fontions réelles àdlàg sur [0;1[ et sa tribu borélienne assoiée à la métrique de
Skohokod.
Soit  : E !℄0;1[ la fontion d'intensité de X que l'on supposera stritement positive : X
est alors ergodique de loi invariante . Si T
1
est le premier instant de saut
T
1







suit la loi exponentielle de paramètre (X
0








un noyau markovien q(x; y) sur E vériant q(x; x) = 0 pour tout x 2 E. On dénit de la même





8n  0; T
n+1















; est une haîne de Markov de transition q.






(i) ; i 2 E :






; n  0) sont des variables expo-
nentielles de paramètres ((Z
n
); n  0), indépendantes entre elles et indépendantes de la haîne
Z.















, le régime X est stationnaire. La transription de la Proposition 2 dans le as
présent donne :
Corollaire 1 On suppose que le proessus markovien de sauts X à nombre ni d'états est sta-






a(i) < 0 : (11)
Nous allons donner des onditions susantes pour l'existene de moments d'ordre s  0 dans
e as partiulier. Nous montrerons au paragraphe 4.3 que nos onditions sont équivalentes ave
elles de Basak et al [1℄. Toutefois notre méthode de démonstration est très diérente.
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aux instants de hangement de régime T
n





; n  0) la diusion aux instants de hangement de régime. Utilisant (4), U
























est la longueur du n-ième intervalle de saut. Sous P

, la suite Z = (Z
n
) des







) est stationnaire. D'autre part, onditionnellement à X = (X
t
; t  0), les variables e
n































j étant intégrables, les résultats de
Brandt [3℄ (f. aussi Bougerol et Piard [2℄) assurent que U est ergodique dès que l'exposant
supérieur de Lyapunov de la suite (C
n





















































On retrouve la ondition d'ergodiité (11) de Y établie au paragraphe préedent.
4.2 Existene de moments pour la loi invariante  de Y
Une deuxième onséquene est que (12) permet d'estimer les moments de la loi invariante  de
Y . Dénissons, pour s  0, la matrie : Q
s





On a le résultat suivant :
Proposition 3 Supposons que, pour s  0, les deux onditions suivantes sont satisfaites :
1. 8i 2 E : sa(i)  (i) < 0.




est inférieur à 1.
Alors la loi invariante  de Y admet un moment d'ordre s.
Preuve. Montrons d'abord que es onditions entraînent  < 0 et par onséquent l'ergodiité
















) < 0 :
La fontion log(1  sx)
 1
étant onvexe sur fx : x < s
 1


















































































































































alule en 2 étapes :
(i) on prend l'espérane en  = (
n
) à Z = (Z
n
) xée. Les variables 
n
étant exponentielles
et indépendantes, les espéranes i-dessous existent et sont nies à ondition que, 8i 2 E,
sa(i)  (i) < 0. D'une part, pour C
2





































































 1 _ e
x
; x 2 R







































































































) et 1I le veteur de omposantes toutes
égales à 1. Comme (Q
s
) < 1, Q
k
s
tend vers 0 à vitesse exponentielle quand k !1.





4.3 Comparaison ave les résultats [1℄
Transposons le résultat de Basak et al [1℄. Conernant X, le régime à N états, rien n'est hangé
si e n'est que leur résultat utilise , le générateur innitésimal de X :
(i; j) =

(i)q(i; j) si i 6= j
 (i) si i = j
Considérons une diusion vetorielle Y 2 R
d
solution de (1), mais ette fois i pour (a(i); (i)); i =
1; : : : ; N des matries dd. Leur ondition (A2) assurant l'existene d'un moment d'ordre s > 0
est la suivante :
(A2) Il existe N matries d d symétriques B
i

































; 8u 2 R
d
; u 6= 0; i = 1; : : : ; N:
Leur résultat est le suivant (Théorème 3.1 et Lemme 3.2) :




) est ergodique et la loi limite de Y
t
admet un moment d'ordre s.
Montrons que (A2) implique les onditions 1. et 2. de la proposition 3 si d = 1. En exprimant
 à partir des  et q, quelques manipulations simples montrent que (A2) se réérit :
(A2)' 9b
i








< 0; i = 1; : : : N:
Ce qui implique la ondition 1. D'autre part omme, pour tout i, sa(i) (i) 6= 0, alors, pour
la matrie Q
s
dénie préédemment, b = (b
1




> 0, où > est la relation d'ordre strit sur
haque oordonnées, la ondition (A2)' devient : Q
s
B < B, ondition qui implique 2. (voir par
exemple [11℄, pp. 492).
4.4 Exemple : une diusion linéaire à deux régimes
X est à deux états E = f1; 2g, de fontion d'intensité  = (1) > 0,  = (2) > 0. La matrie





. La loi invariante de X est  = (; )=( + ). On
suppose également que (1) > 0; (2) > 0. On obtient alors :
 Ergodiité de Y si :
(E) : a(2) + a(1) < 0
9
Figure 1: Diusion à deux régimes ave  = 1,  = 2 et s = 2 : la zone d'ergodiité (E) se
trouve sous la droite d'équation y =  2x et la zone de stabilité à l'ordre 2 (E2) se trouve en
hahuré.





(i) sa(1)   < 0; sa(2)   < 0
(ii) a(1) + a(2)   sa(1)a(2) < 0
Dans le plan (a(1); a(2)) :
(i) (E) est délimitée par le demi-plan inférieur de frontière a(2) + a(1) = 0.
(ii) (E2) est le demi-espae inférieur de frontière l'ar d'hyperbole passant par l'origine tangent
à la droite délimitant (E) et d'équation : a(1) + a(2)   2a(1)a(2) = 0.
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