Abstract-An audio recording is subject to a number of possible distortions and artifacts. Consider, for example, artifacts due to acoustic reverberation and background noise. The acoustic reverberation depends on the shape and the composition of a room, and it causes temporal and spectral smearing of the recorded sound. The background noise, on the other hand, depends on the secondary audio source activities present in the evidentiary recording. Extraction of acoustic cues from an audio recording is an important but challenging task. Temporal changes in the estimated reverberation and background noise can be used for dynamic acoustic environment identification (AEI), audio forensics, and ballistic settings. We describe a statistical technique to model and estimate the amount of reverberation and background noise variance in an audio recording. An energy-based voice activity detection method is proposed for automatic decaying-tail-selection from an audio recording. Effectiveness of the proposed method is tested using a data set consisting of speech recordings. The performance of the proposed method is also evaluated for both speaker-dependent and speaker-independent scenarios.
I. INTRODUCTION
T HE use of digital media (audio, video, and images) as evidence in litigation and criminal justice is increasingly common. For digital media to be admitted as evidence in a court of law, its authenticity and integrity must be verified. This requirement is a complex and challenging task, especially if there are no helping data, such as digital watermarks or fingerprints, and if the media is only available in a compressed format. The availability of powerful, sophisticated, and easy-to-use digital media manipulation tools has made authenticating the integrity of digital media even more difficult. In this context, digital media forensics aims to determine the underlying facts about an evidentiary recording and to provide authoritative answers (in the absence of helping data) to various questions, such as:
• Is an evidentiary recording 'original' or created by splicing multiple recordings together? • What are the types and locations of forgeries, if there are any, in an evidentiary recording? • Was the evidentiary recording captured using acquisition device at location , as claimed?
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• Is auditory scene in the evidentiary recording original or digitally altered to deceive the listener? It is therefore critical to authenticate integrity of the digital evidence. Digital audio forensic techniques have been developed to detect traces of forgeries and tempering by exploiting:
• inconsistencies in the electric network frequency (ENF) [1] - [5] ; acquisition device nonlinearities [6] - [12] , • artifacts due to acoustic reverberation [8] - [10] , [13] - [18] , • inconsistencies due to spectral distance and phase shift [19] gunshot characterization [20] , [21] , and • inconsistencies due to lossy compression [22] - [24] and 'butt-splicing' [25] . The acoustic environment identification (AEI) has a wide range of applications ranging from audio recording integrity authentication to real-time crime localization/identification. For instance, consider a scenario where a police call center receives an emergency call from a victim being harassed or chased by an offender. Under such crime situations it is very common that the harassed persons are unable to provide any relevant information about their actual location. The acoustic cues in the audio recording can be used to determine the acoustic space (i.e. car, street, neighborhood, living room, bath room, bed room, kitchen, etc.) of the crime scene. Similarly, for gun shooting cases, the sound of the firearms in the recording can be used to obtain important information about the crime scene such as weapon type. This paper presents a new approach using a detailed analysis of audio data to provide evidence in terms of acoustic features characterizing the place where the recording was made. Motivation behind considering acoustic artifacts for audio forensics and AEI is that existing audio forensic analysis methods, e.g., ENF-based methods [3] , [19] , [26] , [27] and recording device identification based methods [6] - [8] cannot withstand lossy compress attack, e.g., MP3 compression. In our recent work [17] , [18] we have shown that acoustic reverberations can survive the lossy compression attack. Acoustic features therefore can be used for the AEI and the digital audio forensic applications.
The major contribution of this paper is to develop a statistical framework for automatic AEI and its applications to digital audio forensics. Here we exploited specific artifacts introduced at the time of recording to authenticate an audio recording and the AEI. Acoustic reverberation is considered to achieve this objective. Audio reverberation is caused by the persistence of sound after the source has terminated which is due to the multiple reflections from various surfaces in a room. As such, differences in a room's geometry and composition will lead to different amounts of reverberation time. There is significant literature on modeling and estimating audio reverberation (see, for example, [28] ). We describe how to model and estimate audio reverberation-this approach is a variant of that described in [29] . We also describe a framework to automatically select decaying tails from speech signals and show that reverberation can be reliably estimated. We have also demonstrated its efficacy in simulated and recorded speech along with the impact of the speaker on the estimated reverberation parameters.
The rest of the paper is organized as follows: a brief overview of the existing state of the in the audio forensics is provided in Section II; details of reverberation acoustic environment artifacts modeling and estimation is outlined in Section III and details of automatic decaying-tail selection method is provided in Section III-C. Experimental setup, results, and performance analysis are provided in Section IV. Finally, the concluding remarks along with future research directions are discussed in Section V.
II. AUDIO FORENSICS: STATE OF THE ART
Forensic laboratories/experts have been conducting forensic analysisofaudiorecordingssincethe1960s.Forexample,theU.S. Federal Bureau of Investigation has conducted an examination of audio recordings for speech intelligibility enhancement and authentication [30] . In the United States, US vs. McKeever (169 F.Supp. 426, 430, S.D.N.Y. 1958) established a set of requirements for the admissibility of audio recordings in a court of law.
Audio forensics have traditionally focused on analog magnetic tape recordings by relying on analog recorder fingerprints, such as head switching transients, mechanical splices, overdubbing signatures, etc. to determine the integrity of the recording [31] - [35] . The question of authenticity becomes more complicated and challenging for digital recordings because digital recorders do not leave such traces in the recording. Therefore, linking a recorder to the recording, detecting copies, and determining the chronology of recorded events is difficult to determine for digital recordings.
Over the last few decades, several efforts have been initiated to fill the rapidly growing gap between digital media manipulation technologies and digital media authentication tools. For example, recent efforts have focused on residual signals (i.e. electric network frequency (ENF), which has power-line frequency 60/50 Hz) that resulted due to coupling of the electrical power line frequency to the digital recording system [1] - [5] to authenticate the digital recording. The ENF-based methods use the random fluctuations in the power-line frequency caused by mismatches between the electrical system load and generation for authentication purposes. The ENF-based approaches may not always be applicable if well-designed audio equipments (e.g., condensers or piezoelectric microphones) or battery-operated devices (e.g., smartphones) are used to capture the recordings.
Forensic audio recordings typically suffer from noise, distortion, and interfering sounds and are usually used to remove unwanted additive noise [36] - [42] . The goals of methods based on forensic audio enhancement can either be to improve the intelligibility of transcripted speech and reduce listener fatigue or help to reveal subtle or idiosyncratic background sounds that could provide important investigative clues. Both time-and frequency-domain filtering techniques [36] - [46] have been proposed to perform forensic digital audio enhancement.
Statistical pattern recognition-based techniques [6] - [10] , [47] - [49] have been proposed for identifying recording locations and acquisition devices. However, these methods are limited by their low accuracy and the inability to link a recording to an acquisition device in a unique manner. Additionally, these techniques work only in the raw digital domain. We have also developed model-driven approaches to estimate acoustic reverberation signatures for automatic acoustic environment identification and forgery detection [11] - [18] .
Techniques based on time-domain analysis [23] , [24] have been proposed to determine the authenticity of MP3 audio files against editing and double compression attacks. Similarly, a framework based on frequency-domain statistical analysis has also been proposed by Grigoras [22] to detect traces of audio (re)compression and to discriminate among different audio compression algorithms. Brixen in [50] has proposed a time-domain method based on acoustic reverberation estimated from digital audio recordings of mobile phone calls for crime scene identification. A method based on higher-order time-differences and correlation analysis has been proposed by Cooper [25] to detect traces of "butt-splicing" in digital recordings. Recently, Pan et al. [51] have also proposed a time-domain methods based on higher-order statistics to detect traces of splicing. The proposed method uses differences in the local noise levels in an audio signal for splice detection.
III. METHOD

A. Parametric Modeling of Acoustic Environment Artifacts
The reverberation time is commonly used to characterize reverberation which is defined as the time taken from a sound to decay 60 dB below the initial level, after the sound source has been switched off. It is equivalent to assuming an exponentially decaying envelope with time-constant . The reverberation time can be estimated either analytically, using the known geometry and absorptive characteristics of the acoustic space [52] , or by radiating an impulsive sound or a burst of acoustical noise into the enclosure and tracking the decay after the sound ceases [52] . These methods require information either about the room geometry or the sound source. Under the forensic analysis settings, we cannot always assume that information about the room geometry or the sound source are known to the forensic analyst. A blind reverberation time estimation framework is therefore considered here. To this end, impulsive sound model (e.g., hand-clap) is considered for the blind reverberation estimation. Since residual sound persists in the enclosure for some time, the recorded sound at the microphone can be divided into three components: 1) the direct sound, 2) the early reverberation, and 3) the late reverberation.
The direct sound component may be missing in some audio recordings (recording captured when source and microphone are not in the line of sight). The early reverberation follows the direct sound and arrives at the microphone on an indirect path around 50 to 100 ms after the direct wave and are relatively sparse. The early reverberations provide information about the distance between the audio source and the microphone. The late reverberation (also know as reverberant tail) consists of dense reflections due to multiple scattering and result in a diffuse noise field. The late reverberation induces frequency-dependent degradation. Unlike the direct sound and early reverberation, late reverberation exhibits a fine structure that can be described only statistically [52] , [53] . Usually, the fine structure of the late reverberation is considered to be an uncorrelated random process (see [52] for a discussion), however, the decaying envelope is a deterministic signal parameterized by a time-constant which is linearly proportional to the reverberation time [53] . The late reverberation provides information about the acoustic environment. The decay of a reverberant tail of an audio signal is modeled with a multiplicative decay and additive noise ( Fig. 1) : (1) where, (2) The decay parameter embodies the extent of the reverberation, and can be estimated using a maximum likelihood estimator.
B. Maximum Likelihood Estimation
We assume that the signal is a sequence of independently and identically-distributed (iid) zero mean and normally distributed random variables with variance . We also assume that this signal is uncorrelated to the noise which is also a sequence of iid zero mean and normally distributed random variables with variance , where is a real-valued positive constant representing the signal to noise ratio (SNR). With these assumptions, the observed signal is a random variable with a probability density function given by: (3) where (4) The likelihood function is then given by:
The log-likelihood function,
, is:
(6) The decay parameter is estimated by maximizing the loglikelihood function . This is achieved by setting the partial derivatives of equal to zero and solving for the desired . For the purpose of numerical stability, the maximization is performed on instead of .
It can be observed from (7) and (8) that both the in (7) and in (8) cannot be solved for analytically. As such, an iterative nonlinear minimization is required which is computationally inefficient and sometime does not convergence. To get around this issue, high signal to noise ratio (SNR) is assumed in the selected decaying tail region, i.e., or . This is a realistic assumption, especially, when audio recording is made in a relatively quiet environment and/or it is preprocessed for speech enhancement. Experimental results presented here are based on audio recordings made in quiet acoustic environments and are preprocessed with a speech enhancement filter [54] . With moderate SNR assumption, the (7) and (8) can be rewritten as: (9) (10) where, (11) Although in (9) can be solved for analytically, in (10) still cannot. As such, an iterative nonlinear minimization is required. This minimization consists of two primary steps, one to estimate and one to estimate . In the first step is estimated by setting the partial derivative in (9) equal to zero and solving for , to yield: This solution requires an estimates of and . The is initially estimated using Schroeder's integration method [52] . In the second step, is estimated by maximizing the log-likelihood function in (6) . This is performed using a standard gradient descent optimization, where the derivative of the objective function is given by (10) . These two steps are iteratively executed until the differences between consecutive estimates of and are less than a specified threshold. In practice, this optimization is quite efficient, converging after only a few iterations.
C. Automatic Decaying Tail Selection
In practice, decaying tails are generally used to estimate reverberation parameters, i.e., and . It has been observed through extensive analysis that the proposed acoustic reverberation estimation method is sensitive to the boundaries of the selected decaying-tail. Manual decaying tail selection is commonly used [13] , [14] , [16] , [17] , [50] which is time consuming and subjective. To address these issues, an energy-based automatic tail selection method is proposed here.
Energy-based voice activity detection is used for automatic tail selection. The block diagram of the proposed automatic tail selection method is shown in Fig. 2 . Details of each processing stage follow.
The first step for automatic decaying tail-selection is to compute the energy-profile of the audio single using the following moving window of samples as: (13) The energy-profile, , is then applied at the input of a smoothing filter to remove small energy fluctuations in . Peaks and valleys are then estimated from the filtered energyprofile, , using first-difference of , :
An index of is marked as a peak location if:
Similarly, an index is marked as a valley location if:
It has been observed that for noisy recordings, the proposed peak (respectively (resp.) valley) selection method results in many spurious peaks (resp. valleys) in the silence regions. To get around this issue, peaks (resp. valleys) with very small energy are discarded from the candidate list. More specifically, the estimated peaks (resp. valleys) are further refined by removing peaks (resp. valleys) with very small (resp. relatively large) normalized energy, . To this end, normalized-energy of each peak (resp. valley) is compared against a predefined threshold, (resp. ). These peak (resp. valley) filtering thresholds values are obtained through experimentation on the data set used. The objective of peak (resp. valley) filtering threshold is to improve computational performance of the proposed auto-tail selection method by removing noisy peaks (resp. valleys) from the candidate list.
Adjacent peak-valley (PV) pairs, , , are used as possible candidates of decaying tails. The PV pairs with very small separation are discarded from the list of decaying tails. To this end, the separation between a PV pair is compared against a predefined threshold to determine if a PV pair is too close and discarded if so. Curve-fitting is then applied to test goodness of fit of decaying tails. For each PV pair mean squared error (MSE) between the log-energy profile, i.e.
, a first degree polynomial, e.g., is calculated, where is the slope of the line joining th PV pair. The PV pairs with MSE below a predefined threshold, , are selected as decaying tails. The value is obtained through experimentation for the data set used.
We have investigate the impact of the tail filtering thresholds, and , on the performance of the proposed automatic tail selection method. We have observed through experimentation that the proposed auto-tail selection method is insensitive to the peak-valley filtering threshold . This due to the fact that even if we do not remove noisy peaks (resp. valley) from the candidate list the tail filtering step removes them. We have also observed through experimentation that the tail selection threshold depends on the data set used. For example, for hand-clap recordings, the proposed auto-tail selection approach is insensitive to tail filtering threshold . Whereas, for speech recordings, performance degrades slightly for . This performance degradation for speech recordings can be attributed to the fact that a higher value of allows the tail filtering method to select more tail segments, where some of the selected tails might not belong to the late reverberation category. Likewise, a smaller value forces the tail filtering method to miss some legitimate decaying tails.
To test the effectiveness of the proposed tail selection method, we apply the proposed method to speech recordings captured for the experimental results. Shown in the Fig. 3 are the plots (from top to bottom): of the input audio signal (hand-claps), estimated filtered energy profile, and the detected decaying tails (red plot).
It can be observed from Fig. 3 that the proposed scheme has successfully detected the decaying tails in the test recording. It has been observed through extensive evaluation that the proposed method is able to detect decaying tails with average tail detection accuracy over 95% when tested on the data set consisting of 60 speech recordings. The detection accuracy was computed by comparing the proposed automatic tail selection results with the tail selection obtained using manual method, e.g., decaying tails are manually selected. Details about the data set used for performance evaluation of proposed automatic tail selection method are provided in the following Section IV.
IV. EXPERIMENTAL RESULTS
Effectiveness of the proposed method is evaluated by estimating reverberation parameters from data set consisting of synthetic as well as speech signals. Fig. 3 . Plots of the input audio signal (top), estimated filtered energy profile (middle), and the estimated decaying tails (bottom).
A. Data Set and Experimental Settings
The data set used for performance evaluation consists of 60 speech recordings. We recorded human speech from three speakers ( male, female, and male) in four different environments: (1) outdoors; (2) small office ( , predominantly carpet and drywall); (3) stairs (predominantly ceramic tiles and concrete walls); and (4) restroom ( , predominantly ceramic tiles). In each recording environment, each speaker read five different texts listed in Table I ; as a result 60 audio recordings were made using same recoding settings. The audio data set was recorded with a commercial-grade external microphone mounted on a laptop computer using Audacity 2.0 with Windows Vista OS running. The reverberation is estimated from decaying tails in each of the recorded audio segments. Both the automatic method (discussed in Section III-C) and semiautomatic tail selection method are used to select decaying tails from each recording. The semiautomatic tail selection method manually refines the output of the automatic tail selection method. We set automatic tail selection parameters to , (for peak detection) and (for valley detection), and
. Because there was a considerable background noise in these recordings, each recording was initially preprocessed with a speech enhancement filter [54] . The goal of speech enhancement based preprocessing is the remove background noise from the audio recording, hence obtain a stable estimate. It has been observed that the automatic tail selection method discussed in Section III-C incorrectly identifies tails which result in bad estimates of . To remove such outliers, a moving average filter was applied to remove outliers from the estimated decay parameter from each recording.
B. Synthetic Data
In our first experiment, we tested the performance of the proposed method using synthetically generated data. To this end, signal is generated according to iid zero mean and normally distributed model with , with a sampling rate of 512 samples/seconds, the exponential decay with , and the resulting decayed signal with an additive white Gaussian noise as specified by the (1). Shown in the top to bottom panels of Fig. 1 are the signal , the exponential decay with , and the resulting decayed signal , respectively.
For performance evaluation we generated 1000 random signals according to this model with values of , and either with no noise , or with a to yield an average signal-to-noise ratio of 26 dB. As described in the previous section, the decay parameter was estimated from these signals. Shown in the top panel of Fig. 4 are the actual values of as a function of the estimated values for the no noise case. The average estimation error is 0.01 seconds with a standard deviation of 0.01. Shown in the bottom panel of Fig. 4 are the estimation results for the additive noise case. The average estimation error is 0.04 seconds with a standard deviation of 0.03. The handful of outliers have small values of (i.e., rapid decay) which leads to a signal where the noise dominates, thus leading to occasionally unreliable estimates.
C. Speech Data 1) Speaker Independent Analysis With Automatic Tail Selection:
In our second experiment, we tested performance of the proposed framework for speaker independent analysis with automatic tail selection. In this experiment, the reverberation parameters and were estimated from decaying tails of the speech recordings using the method discussed in Section III-B.
The scatter plot of the estimated (in msec.) filtered with a filtering window (FW) of 20% of the number of tails selected and the estimated for all speakers in all four recording environments is shown in Fig. 5 .
It is important to note that increasing FW size only reduces the standard deviation of the estimated .
The mean (and standard deviation (STD)) of the estimated (in seconds) filtered with a FW of 20% for all acoustic environments are (1) In addition, the pair-wise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment. To this end, one-way ANOVA results are used to determine significance of the difference. The plot of multiple comparisons of the means of each environment is shown in Fig. 6 . Here multiple comparisons of the means is computed with a confidence level of 95%. The means (and STD) of multiple comparisons of all acoustic environments are (1) It can be observed from Fig. 6 that the pair-wise difference in the means for each environment is also significantly different. In addition, Fig. 6 also reveals that although individual estimates of are not sufficiently reliable to fully characterize a speaker's environment, but the running averages over even a short length of audio shows significant differences in the estimated decay parameter.
Shown in Table II is the pair-wise difference in the means for each environment. The comparison Table II consists of rows, one row per comparison, and four columns, first column contains the two environments, and , being compared and columns 2 to 4 contain lower bound (LB), estimate (Est.), and upper bound (UB) for their difference (in msec). The Table II supports the claim that the pair-wise difference in the means for each environment is significantly different.
2) Speaker Independent Analysis With Semiautomatic Tail Selection:
In our third experiment, we tested performance of the proposed framework for speaker independent analysis with semiautomatic (or user assisted) tail selection framework. The justification behind using semiautomatic tail selection is that we have observed that the automatic decaying tail selection method discussed in Section III-C sometimes selects tails incorrectly. To address this issue, a semiautomatic tail selection framework was used for decaying tail selection. The semiautomatic tail selection framework refines the output of the automatic tail selection method by incorporating human feedback on each automatically selected tail. More specifically, human provides feedback in terms of discarding or refining each automatically selected tail. The resulting filtered tails were used for acoustic reverberation parameter estimation.
The scatter plot of the estimated (in msec) filtered with a FW of 20% of the number of tails selected and the estimated for all speakers in all four recording environments is shown in Fig. 7 .
The mean (and the STD) of the estimated (in seconds) filtered with a FW of 20% for all acoustic environments are (1) outdoors: 0.028 (0.006); (2) small office: 0.046 (0.004); . In addition, the pair-wise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment.
Shown in the Table III is the performance comparison (in terms of F-statistics) between automatic and semiautomatic tail selection methods. It can be observed from Table III that the semiautomatic tail selection provides significant improvement over the automatic tail selection method. This is not a surprising observation, as the semiautomatic tail selection method acts as a filtering process which removes outliers hence results in improved acoustic environment identification (AEI) performance.
3) Speaker Dependent Analysis With Automatic Tail Selection:
In our fourth experiment, we tested the performance of the proposed framework for speaker dependent analysis with automatic tail selection. In this experiment, the reverberation parameters and were estimated from decaying tails.
The scatter plot of the estimated (in msec.) filtered with a filtering window (FW) of 20% of the number of tails selected and the estimated for speaker in all recording environments is shown in Fig. 8 .
The mean (and the STD) of the estimated (in seconds) filtered with FW of 20% for for each acoustic environment is (1) . In addition, the pair-wise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment.
Shown in Fig. 9 is scatter plot of estimated decay parameter (in msec) filtered with a FW of 20% of the number of tails selected and the estimated for speaker in all recording environments.
The mean (and the STD) of the estimated (in seconds) filtered with a FW of 20% for for each acoustic environment is (1) . In addition, the pairwise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment. . In addition, the pair-wise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment.
Shown in Table IV the F-statistics as a function of FW for automatic tail selection. It can be observed from Table IV that for automatic tail selection case smoothing does improve the classification performance for all speakers.
4) Speaker Dependent Analysis With Semiautomatic Tail Selection:
In our fifth experiment, we tested performance of the proposed framework for speaker dependent analysis with semiautomatic tail selection. In this experiment, the reverberation parameters and were estimated from decaying tails in each of the speech recording in the data set using semiautomatic tail method.
Shown in Fig. 11 is scatter plot of the estimated (in msec) filtered with moving average a FW of 20% of the number of tails selected and the estimated for speaker in all recording environments.
The mean (and the STD) of the estimated (in seconds) filtered with a filtering window (FW) of 20% for for each acoustic environment is (1) . This difference is significant as confirmed by a one-way ANOVA ( , ). In addition, the pair-wise analysis of means (for each environment) is also performed to determine the significance of the difference for each acoustic environment.
Shown in Fig. 12 is the scatter plot of the estimated (in msec) filtered with a FW of 20% of the number of tails selected and the estimated for speaker in all recording environments.
The mean (and the STD) of the estimated (in seconds) filtered with a FW of 20% for for each acoustic environment is (1) ANOVA ( , ) . In addition, the pairwise analysis of means (for each environment) is also performed to determine the significance of the difference for each acoustic environment.
Shown in Fig. 13 is the scatter plot of the estimated (in msec) filtered with a filtering window (FW) of 20% of the number of tails selected and the estimated for speaker in all recording environments.
The mean (and the STD) of the estimated (in seconds) filtered with a FW of 20% for for each acoustic environment is (1) . In addition, the pair-wise analysis of means (for each environment) was also performed to determine the significance of the difference for each acoustic environment. Shown in Table V the F-statistics as a function of FW for semiautomatic tail selection. It can be observed from Table IV that for automatic tail selection case smoothing does improve the classification performance for all speakers. 
D. Applications: Audio Forensics
In our final experiment, we generated audio recordings with different amounts of reverberation using the model of [55] . More specifically, we generated two reverberant audio recordings by introducing artificial reverberation using image-source model approach of [55] with and in a room. To this end, a Matlab code, downloaded from authors website, http://www.eric-lehmann.com/ with default parameter settings was used to generate these recordings. Each recording was corrupted with additive white noise with a signal to noise ratio of 35 dB. We then created two hybrid recordings with the first half having one reverberation time and the second having another. Because the underlying audio recordings were identical, there was no audible splice where the recordings were combined. Shown in the top panel of Both test recordings were preprocessed with a speech enhancement filter [54] prior to reverberation parameter estimation. The reverberation parameters are then estimated from both test recordings by selecting decaying tails using automatic method discussed in Section III-C). In the first test recording, the reverberation in the first half of the audio was 0.3 seconds, and in the second half it was 0.6 seconds. The mean (and standard deviation) estimate for the decay parameters (without moving-average filtering) (in seconds) and for the first half are 0.0396 (0.007), and 0.37 (0.3), respectively; and for the second half are 0.063 (0.019), and 0.278 (0.113), respectively. In the second test recording, the reverberation in the first half of the audio was 0.6 seconds, and in the second half it was 0.3 seconds. The mean (and standard deviation) estimate for the decay parameters (in seconds) and for the first half is 0.063 (0.014), and 0.219 (0.106), respectively; and for the second half is 0.036 (0.008) m and 0.324 (0.201), respectively. In each case, there is a significant difference in the estimated reverberation parameters, which could subsequently be used as evidence of manipulation.
V. CONCLUSION
We have described how audio reverberation can be modeled, estimated, and used in a forensic setting. We describe a statistical technique to model and estimate the amount of reverberation and background noise variance in an audio recording. The energy-based voice activity detection method is proposed for automatic decaying tail selection. We have shown the effectiveness of the proposed method using synthetically generated data and speech data. The performance of the proposed method is also evaluated for both speaker dependent and speaker independent scenarios. We expect this approach to be a useful forensic tool when used in conjunction with other techniques that measure microphone characteristics, background noise, and compression artifacts.
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