Introduction
In this paper, we study the behavior of solutions of the nonstationary Maxwell system near singularities of the boundary. As models, we consider a simply connected cone K ⊂ R 3 smooth outside its vertex, the wedge D = K × R, where K is a plane cone, a bounded domain G ⊂ R 3 with a conical point, and the waveguide Σ = Ω × R, where Ω is a plane domain with a corner point. The Maxwell system
is endowed with the boundary conditions E × n = 0, ( B · n) = 0, which correspond to the case of ideal conductive boundary; here n denotes the unit outward normal. We use a method based on a priori estimates of solutions; this method was suggested in [1] for the wave equation with homogeneous Dirichlet boundary condition, and it was generalized in [2, 3, 4, 5] to various initial-boundary value problems related to the wave equation and to systems of the form ∂ 2 t − A(∂), where A(∂) is a second order strongly elliptic operator. Briefly, the method can be described as follows. The Fourier transform F t→τ yields a problem with parameter τ . For a fixed parameter, this problem is elliptic. However, the problem is not elliptic with a parameter in the sense of [6] . A weak a priori estimate can be proved by an "energy" argument in the entire domain under consideration; we call it the global energy estimate. Then, by using this estimate and the ellipticity of the operator A(∂), a more informative a priori estimate can be proved in a scale of weighted spaces; we call it the weighted combined estimate. The operators related to our problem are studied in the spaces dictated by the global and combined estimates. The asymptotics of solutions near singularities of the boundary and some formulas for the coefficients in the asymptotics can be obtained with the help of the theory of elliptic problems in domains with piecewise smooth boundary. At every step we trace the dependence on τ . Using the inverse Fourier transform F −1 τ →t , we return to the initial nonstationary problem.
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The spatial part of the Maxwell system is not elliptic. However, acting as in [7, 8] The corresponding augmented boundary conditions are of the form E × n = 0, ( B · n) = 0, h = 0.
The augmented system will be written as ∂v/∂t + A(∂)v = f . The approach described above can be adapted to this system.
As an example, we briefly describe the results for the problem in a wedge D = K × R. For any vector-valued function f = ( f 1 , f 2 , g 1 , g 2 ) such that e −γt f ∈ L 2 (D × R t ), the augmented Maxwell system admits a unique solution v = ( E, B, h, q), e −γt v ∈ L 2 (D×R t ) with γ > 0. For the solution v, we have an asymptotic expansion v(x, y, z, t) = c 1 (z, t)r π/2α−1 Φ 1 (ϕ) + h (x, y, z, t) in a neighborhood of the edge, where (r, ϕ) are the polar coordinates on the plane (x, y), 2α is the opening of K, and h is the remainder in the asymptotics. Moreover,
z − ξ, t − s), W 1 (x, y, ξ, s) R 8 dxdy dξ ds,
where W 1 denotes a specific solution of the system ∂W 1 /∂t − A(∂)W 1 = 0 determined by an appropriate asymptotics near the edge. For the problem in K and in D, such solutions are calculated explicitly (see Subsections 1.8, 2.7). Using explicit formulas for W 1 in K, we observe in the coefficients of the asymptotics some phenomena related to the finite propagation speed of the electromagnetic waves (the vanishing of the coefficients before a perturbation meets the vertex of K, and their smoothness after the perturbation leaves the vertex). When proving the global energy estimate for the augmented Maxwell system, we face the necessity to view the spatial part A(∂) as a symmetric operator. For this reason, we are forced to impose certain special restrictions on the asymptotics near the singularities of the boundary for the functions in the domain of A(∂). This leads to a family of selfadjoint extensions of A(∂) (see Subsections 1.3, 2.5). The possibility of coming back to the initial nonaugmented Maxwell system depends on the choice of a selfadjoint extension (see Subsection 2.8). In particular, in a bounded domain with a conical point, the passage to the initial system is possible for a unique selfadjoint extension. To realize this passage, it suffices to take the right-hand side of the augmented system in the form (− J, − G, ρ, µ), where J, G, ρ, µ are subject to the equations div J + ∂ρ/∂t = 0 and div G + ∂µ/∂t = 0, and to the boundary condition ( G · n) = 0. Then h and q vanish, and the solution of the augmented system satisfies the usual Maxwell system (see Subsection 2.8). It turns out that the selfadjoint extension mentioned above coincides with the Maxwell operator studied in [7] for the stationary situation under much weaker restrictions on the smoothness of the boundary (see Subsection 2.8) .
Besides the boundary conditions corresponding to the ideal conductive boundary, we consider the nonhomogeneous impedance conditions
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use NONSTATIONARY MAXWELL SYSTEM 877 where the function ψ characterizes the properties of the boundary. In the last Subsection 2.9 we briefly discuss the problem with the above nonhomogeneous conditions and prove a global energy estimate. We restrict ourselves to this, because the further arguments are similar to those in the first part.
Concerning papers devoted to the Maxwell system in domains with nonsmooth boundary, besides [7] , we refer to the paper [10] , where the singularities of the solutions of the stationary system were studied near edges and conical points. A short survey of publications on the regularity of solutions of the stationary Maxwell system can also be found in [10] . The model problem in a wedge D was considered in [9] . However, in that paper, a rougher version of the combined estimate was proved under additional smoothness requirements on the data along the edge, and the results obtained in [9] are valid only for edges of opening less than π. §1. Problems in a model cone and in a bounded domain with a conical point
Preliminaries. Statement of the problem.
Let K be a cone in R 3 with vertex at the origin O and such that K ∩ S is simply connected, and let G ⊂ R 3 be a bounded domain with only one conical point O. We assume that G coincides with K in a neighborhood of O and that the boundaries of K and G are smooth off O. We introduce some function spaces. Suppose s ∈ N and β ∈ R. We put r = (x 2 + y 2 + z 2 ) 1/2 and denote by H The augmented Maxwell system
(1)
will be considered in Q (or Q) with boundary conditions corresponding to the ideal conductive boundary:
where n is the unit outward normal. System (1) will be abbreviated to the form
We formulate some properties of the augmented Maxwell system. Proposition 1.1.
1) The operator A(∂) is elliptic and is not strongly elliptic.
2) The Green formula is valid:
where V ⊂ R 3 is a domain with smooth boundary,
, and where we put
3) The system A(∂)U = F with boundary conditions ΓU = H is an elliptic boundary value problem selfadjoint with respect to the Green formula (4).
Let τ = σ − iγ, σ ∈ R, γ > 0. Applying the Fourier transform F t→τ to problem (1), (2), we obtain a problem with parameter τ in the cone K or in the domain G:
When dealing with the problem in K, we can change the variables η = (|τ |x, |τ |y, |τ |z).
, and rewrite system (5) in the form
Operator pencil.
On the functions Φ ∈ H 1 (Ξ) such that r iλ Φ(ϕ, ϑ) satisfies (2) on ∂K, we define an operator pencil by the formula
Here (r, ϑ, ϕ) are the spherical coordinates centered at O and Ξ = K ∩ S 2 . We write the boundary conditions for Φ in an explicit form. Let ( e r , e ϑ , e ϕ ) be unit basis vectors in a spherical coordinate system, let σ be a vector tangent to ∂Ξ, and let Φ = ( U , V , H, Q). Then the boundary conditions on ∂Ξ take the form
where n denotes the unit outward normal to the boundary of K. Since A is an elliptic pencil, its spectrum consists of normal eigenvalues {λ k } k∈N . Proof. In the spherical coordinates, the operator A(D) takes the form
where the A i (ϕ, ϑ) are (8 × 8)-matrices that can easily be calculated. These matrices satisfy (10)
From (9) it follows that
Let λ m be an eigenvalue of the operator pencil and Φ m an eigenvector, i.e., A(λ m )Φ m = 0. Then BΦ m = λ m Φ m , where B is the operator defined by the formula
Using the Green formula (4), it is not hard to verify that the operator iB is symmetric on L 2 (Ξ). Since the problem {A(D), Γ} is elliptic (see Proposition 1.1.1), the operator iB with such a domain is selfadjoint. Since its domain is compactly embedded in L 2 (Ξ), the spectrum of B is discrete. Obviously, the spectrum of B coincides with that of the pencil A. Therefore, the eigenvalues of the pencil lie on the imaginary axis. We show that there are no root vectors. Let λ m and Φ m be an eigenvalue and an eigenvector of A, and let Φ be a root vector. In other words, 
(see [11] or [12] ). Using (11) and integrating by parts, we show easily that A * (λ) = A(λ + 2i). Therefore, the above results can be reformulated as follows. If µ is an eigenvalue of A, then so is µ + 2i, the multiplicities of these eigenvalues coincide, and the eigenfunctions can be chosen so as to satisfy the orthogonality and normalization conditions (12) . The numbers µ and µ + 2i are symmetric with respect to the point i. Formula (11) and the explicit form of A 1 (ϕ, ϑ) allow us to check that if Φ is an eigenvector of the pencil A corresponding to an eigenvalue λ, then A 1 Φ also is an eigenvector of A and corresponds to the eigenvalue λ + 2i. The pencil has a block structure. One block acts on the components ( U , Q) and the other on the components ( V , H) of the function Φ = ( U , V , H, Q). The matrix A 1 acts on the components by the rule
We recall that the eigenvectors of the pencil are also eigenvectors of some selfadjoint operator (see Proposition 1.2.1). Therefore, the eigenvectors corresponding to different eigenvalues are orthogonal. This fact, the block structure of A, and the relation ∂ λ A(λ) = A 1 allow us to choose the eigenvectors of the pencil in the form ( U , 0, 0, Q) or ( 0, V , H, 0) and satisfying the orthogonality and normalization conditions (12) . In the following three lemmas, we describe the properties of eigenvalues and eigenvectors of the pencil in more detail. 
This means that the pair (λ, Q) consists of an eigenvalue and an eigenvector of the pencil corresponding to the Neumann problem for the Laplace operator. Similarly, if Φ = ( 0, V , H, 0), then (λ, H) consists of an eigenvalue and an eigenvector of the pencil corresponding to the Dirichlet problem for the Laplace operator. However, for a cone K ⊂ R 3 the strip {λ ∈ C : Im λ ∈ ]0, 1[} contains no eigenvalues of these pencils (see [1, §3] and [4, §1] 
Proof. We consider one of these cases; the other can be treated in a similar way. Assume that Φ = ( U , 0, 0, Q). Then Ψ = A 1 Φ is an eigenvector of A corresponding to the eigenvalue µ = λ + 2i. Moreover, Im µ ∈ ]0, 1[ and Ψ = ( 0, e r × U + Q e r , ( e r · U ), 0). By Lemma 1.2.2, we have ( e r · U) = 0. Suppose Q = 0. We rewrite the pencil curl(
where U = U r e r + U ϑ e ϑ + U ϕ e ϕ . Since U r = Q = 0 and λ = i, we obtain U ϕ = U ϑ = 0, whence Φ = 0. This contradiction completes the proof. 
where k, p = ∓1, ∓2, . . . , and δ k,p is the Kronecker symbol.
We introduce the notation (14) u (2) . Then
where
Using the Green formula (4) and the boundary conditions, we obtain
where , denotes the inner product on
Therefore, we have
We multiply by e −2γt and integrate from −∞ to +∞. Changing the order of integration on the right-hand side, we obtain
Application of the Cauchy inequality to the right-hand side yields
Since ψ is an arbitrary function in C ∞ 0 (R), this leads to the required estimate (15 In what follows it is assumed tacitly that v is a function in
T , and v satisfies the boundary conditions (2) . As a rule, we only mention that a function belongs to C ∞ c (G \ O) (or some other function class) and is subject to (2) . Our next goal is to extend (15) to the linear set consisting of all linear combinations of
and satisfies (2) . By χ we denote a cut-off function that is equal to 1 near the point O and vanishes outside a neighborhood in which G coincides with K. The functions u s,k are defined by (14) . Since we require that χu s,k ∈ L 2 (G), the above linear set contains only χu s,k with Im 
The meaning of the latter condition will be explained later. It is easy to see that the proof of (15) remains valid for the functions in the modified linear set. In the definition and proposition that follow we summarize the results obtained. 
is defined in the same way with G replaced by K.
Proposition 1.3.5. Estimate (15) is true for any function in D(G).
In what follows we consider only the problem in G. However, all results remain valid for the problem in K. At the end of the section we formulate the corresponding statements.
With problem (5), (6) we associate the unbounded operator 
for any v ∈ DM (τ ). The next statement follows from (16). 
Proof. It suffices to check that Ker M (τ )
Then, by the local properties of solutions of elliptic problems (see [12] ), we have w ∈ C ∞ (G \ O), and w satisfies the homogeneous problem that is formally adjoint with respect to the Green formula (4):
In a neighborhood of O, the function w admits an asymptotic representation of the form
Here χ stands for a cut-off function equal to 1 near O, and V s,k,T is the sum of the first T terms of the formal series
(where Ψ 0 = Φ s,−k ), which satisfies (17) and (18); for more details, we refer the reader, e.g., to [2] or [12] . 
Together with the relation Re α s,k β s,k = 0, this leads to the identity (5), (6) .
The next statement summarizes the results of this section. To complete the subsection, we discuss the condition (15) is true for functions in such a linear set, which will be denoted by D 1 (G). However, the range of the corresponding closed operator does not coincide with L 2 (G). The point is that DM (τ ) * contains linear combinations χ(αu s0,k0 + βu s0,−k0 ) with arbitrary coefficients α, β, which may fail to satisfy Re αβ = 0. Therefore, (15) cannot be applied to w in the kernel of M (τ ) * in order to prove that w = 0 (see the proof of Proposition 1.3.7). In this case, the kernel of M (τ ) * is of dimension 1. We construct an element of that * . We show that any element in the kernel differs from w by a constant factor. Let w ∈ Ker M (τ ) * , w = w. The asymptotics of w near O involves the term χ(cu s0,k0 + du s0,−k0 ) with some c and d.
, we obtain w = 0.
A combined weighted estimate.
In this subsection, we prove a more informative estimate for the solutions of (5), (6) in a bounded domain and in a cone; this estimate will be used in the study of the asymptotics of solutions near the point O. 3) the linear combinations of the form
The linear set D β (K) is introduced in a similar way. Proof.
Step 1. Estimation near the vertex of a cone. We consider the problem (7), (6) in K. In accordance with Proposition 1.1.1, the problem {A(D η ), Γ} is elliptic. Therefore, if the line Im λ = β + 1/2 contains no eigenvalues of the pencil A, then any function
, the above inequality can be rewritten as
Step 2. Estimation far from the vertex. At this step we prove that the inequality
is valid for every β ∈ R and every U ∈ H 1 β (K, 1) satisfying the boundary conditions ΓU = 0. In this inequality, the constant c is independent of U and τ , and κ ∞ and ψ ∞ are smooth functions in K equal to 0 near the vertex and to 1 in a neighborhood of infinity and satisfying
In the role of U we take the function (
, where ε > 0, we rewrite the latter inequality in the form
After the change of variables (x, y, z) → η = (x/ε, y/ε, z/ε), we arrive at the estimate
with κ ε (η) = κ(εη). Multiplying this by ε −2β , putting ε = 2 −j , j = 1, 2, 3, . . . , and adding all these inequalities, we obtain (22).
Step 3. Estimation in the intermediate zone. We add inequalities (21) and (22). Suppose κ ∞ = 1 outside the support of χ. Then, on the left-hand side, κ ∞ can be dropped because
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The resulting inequality takes the form
We estimate the last term:
The first integral does not exceed cε 2 χU ; H 
After the change of variables (x, y, z) = |τ | −1 η, we obtain
|τ |y, |τ |z).
Taking (15) and the inequality β ≤ 1 into account, for the second summand we obtain
This leads to (20).
We introduce the spaces DH β (G, |τ |) and
where χ |τ | (x, y, z) = χ(|τ |x, |τ |y, |τ |z) and χ ∈ C ∞ (G) is a cut-off function equal to 1 near the conical point O and vanishing outside a neighborhood in which G coincides with K. The spaces DH β (K, |τ |) and RH β (K, |τ |) are defined in a similar way. Now, (20) takes the form
Using (23), we prove a similar estimate in the domain G. 
with a constant c independent of v and τ .
Proof. Let ψ ∈ C ∞ (G) be a cut-off function equal to 1 near O and vanishing outside a neighborhood in which G coincides with K.
We estimate the first term on the right. Since ψv ∈ D β (K), from (23) we deduce that
Recalling (15), we conclude that
Thus, we have estimated the first term on the right in (25) :
Now we pass to the second term. The definition of the norm in DH β (G, |τ |) implies that
For sufficiently large γ, we have χ |τ | (1 − ψ) ≡ 0 because the supports of the factors do not overlap. Applying (15) , we obtain
Collecting the estimates, we rewrite (25) as
We recall the definition of the norm in DH β (G, |τ |), choose γ sufficiently large, and include the second term in the left-hand side. As a result, we obtain (24).
The operator of the problem in a scale of weighted spaces.
In the subsection, we study the operator of problem (5), (6) in some spaces related to estimates (23) and (24). We consider the case of a bounded domain G. The corresponding statements for the problem in K are formulated at the end of the subsection.
With problem (5), (6) in a bounded domain G with conical point O, we associate
It is easily seen that the operator M β (τ ) admits closure (we keep the same notation for the closed operator). If the line Im λ = β + 1/2 contains no eigenvalues of the pencil A and β ≤ 1, then for the functions in the domain DM β (τ ) of the closed operator we have the estimate
The next proposition immediately follows from (26). 
* . Such a solution satisfies the estimate in A).
* is the operator adjoint to M β (τ ) with respect to the extension of the inner product on L 2 (G). By the local properties of solutions of elliptic problems (see, e.g., [12] ), w belongs to C 
where V s,k,T is the sum of the first T terms in the formal series (19). For τ fixed, the quantity * . This will prove the theorem, because the range of M β (τ ) is closed in RH β (G, |τ |) and the kernel is trivial. Let M (τ ) and M (τ ) be the closures of the differential expressions M (D x , D y , D z , τ) and M (D x , D y , D z , τ ) , respectively, defined on the linear set D(G) with α s,k = 0 and β s,k = 1. Recall that V s,k,T is the sum of first T terms in (19). It is easily seen that
We choose a sufficiently large T so as to have the inclusion
where U s,k,T denotes the sum of the first T terms of the formal series The above proof applies almost without changes for the problem in K. There is only one distinction. For the problem in K, a question arises about the behavior at infinity of the functions belonging to the cokernel. Using (22), we can check that these functions decay more rapidly than any power of r. 
The asymptotics of solutions. Suppose f ∈ RH
Here 
The estimates
are valid with a constant c independent of τ . * with the help of M (τ , G). Let U s,k stand for the formal series similar to (27) and satisfying (7), (6) .
Note that the coefficients {α s,k , β s,k } indicated above were chosen for convenience only. We could take any collection obeying Re In order to estimate the coefficients d s,k in terms of the norm of f , we note that
If γ > γ 0 with sufficiently large γ 0 , then
Thus, we have
with a constant c independent of τ . Since U (η) = χ(r)u(x, y, z), near the point O we can write
χ(x, y, z)u(x, y, z) = ζ(|τ |r) d s,k U s,k,T (|τ |x, |τ |y, |τ |z, τ/|τ |) + V(|τ |x, |τ |y, |τ |z).
Using the identity
finally we obtain 
Consider the remainder w. Since M (τ, G)w = f , where
and ( f , w s,k ) G = 0, Theorem 1.5.3 shows that w ∈ DH β (G, |τ |) and
Recalling the estimate on c s,k and the explicit form of M (D x , D y , D z , τ)U s,k,T , we majorize the last term, obtaining
Remark 1.6.2. Theorem 1.6.1 remains valid for problem (5), (6) in K. 
The nonstationary problem in the cylinders
We fix a cut-off function χ ∈ C ∞ (G) equal to 1 near O and vanishing outside a neighborhood in which the domain G coincides with the cone K. We put
and introduce the spaces DV β (Q, γ), RV β (Q, γ) equipped with the norms 
2) For β ∈ ]β m+1 , β m [, a strong β-solution of the problem (1), (2) with right-hand side f ∈ RV β (Q, γ) exists (and is unique) if for all
The strong solutions and the strong β-solutions of problem (1), (2) in Q can be defined in the same way as in the cylinder Q (see Definitions 1.7.1 and 1.7.3). Remark 1.7.6. All theorems in this subsection remain valid for the problem (1), (2) in Q.
Explicit formulas for w s,k
and W s,k in the case of the problem in the cone K. By Theorem 1.6.1 and Remark 1.6.2, the strong solution u of problem (5), (6) in K with right-hand side f ∈ RH β (K, |τ |) admits the asymptotic representation
The coefficients c s,k are defined by
..,−m is the same basis in Ker M β (τ, K) * as before. We recall some properties of the functions w s,k . They solve the homogeneous problem (5), (6) with τ in place of τ . In a neighborhood of the conical point, we have
In this section, we obtain explicit formulas for the functions w s,k and their Fourier transforms. We denote
In the spherical coordinates (r, ϑ, φ), the operator A takes the form
We shall seek h s,k in the form
where ξ is a scalar function. Such a representation of h s,k is motivated by the corresponding argument for the Helmholtz equation (see [3] ) and by the identity
We substitute the above expression for h s,k in the equation (−τ + A(D))h s,k = 0; using (10), we arrive at
Choose the solution ξ(r) = cr ν K ν (iτ r) with ν = −(2iλ k + 1)/2 . The coefficient
is determined by the behavior of h s,k near the vertex of K. Then
We apply the inverse Fourier transform. It is known (see [14] ) that
and F (a, b, c, z) is the hypergeometric function. Then
and m is an arbitrary positive integer. The Fourier transform and differentiation are understood in the sense of distributions. Thus, in accordance with Theorem 1.7.5 and Remark 1.7.6, the strong solution U of problem (1), (2) in Q with right-hand side F ∈ RV β (Q, γ) admits the asymptotic representation
We discuss some properties ofč s,k that follow from those of W s,k and from the formula forč s,k . Observe that supp W s,k = {(x, y, z, t) ∈ K × R : r < t}, and sing supp W s,k = {(x, y, z, t) ∈ K × R : r = t}. Suppose the right-hand side F is a smooth function with supp F ⊂ {(x, y, z, t) ∈ K × R : R 1 < r < R 2 , t > 0}. Then the coefficientsč s,k are smooth, andč s,k (t) = 0 for t < R 1 . Thus, we have the "forward edge" phenomenon at the level of the coefficients. Now, suppose that the singular support sing supp F of the right-hand side F is located in the set {(x, y, z, t) : R 1 < r < R 2 , 0 < t < t 0 }. Then thě c s,k (t) vanish for t < R 1 and are smooth for t > t 0 + R 2 . In other words, the "back edge" phenomenon occurs: the coefficients become smooth after the vertex of K is abandoned by the perturbation coming from the singular support of the right-hand side. §2. The problem in a wedge and in a waveguide with edge We assume that the domain Ω coincides with K in a neighborhood of O. Off the point O, the boundary of Ω is smooth. We denote by Σ the waveguide Ω × R with edge O × R, and by T the cylinder Σ × R. In the domains Ω, Σ, and T , we shall consider function spaces similar to those defined in K, D, and T.
We turn to problem (1), (2) in T and T . Assume that τ = σ − iγ, σ ∈ R, γ > 0, and ξ ∈ R. Applying the Fourier transform F (z,t)→(ξ,τ ) to (1), (2), we obtain a problem in K or in Ω
with parameter (ξ, τ) and with the boundary conditions
When dealing with the problem in K, we put η = (px, py), where p = (|τ
, and rewrite (30) in the form
We also need the function space
Observe that the norms ·; E 
Operator pencil.
We define the operator pencil q(ϕ) ), then the boundary conditions can be written as
In the polar coordinates, the operator A(D x , D y , 0) takes the form
where A 1 and A 2 are (8 × 8)-matrices. Let G denote the matrix A(0, 0, 1). We have (34)
The eigenfunctions and eigenvalues of the pencil B are determined by the equation B(λ)Φ = 0. Rewriting this explicitly, and taking (33) into account, we obtain
The formulas for A 1 and A 2 and the boundary conditions for Φ show that the eigenfunctions and eigenvalues of B can be found by solving two Sturm-Liouville problems for the system da/dϕ + iλb = 0,
The boundary conditions for these problems are as follows:
Thus, the spectrum of B consists of two sequences of eigenvalues:
By using the relationship between the above Sturm-Liouville problems and equation (35), it can be shown that two linearly independent eigenfunctions correspond to every eigenvalue, and that there are no root functions. Moreover, the eigenvalues λ k,1 correspond to the components h, q, u 3 , and v 3 while the λ k,2 correspond to u 1 , u 2 , v 1 , and v 2 . The eigenvalues of B are located symmetrically with respect to the point i/2. If i/2 is an eigenvalue, then we denote it by λ 0 . We assume that the λ k with k > 0 denote the eigenvalues of B with Im λ k > 1/2 and enumerate them in such a way that the imaginary parts increase with k. By λ −k with k > 0 we denote the eigenvalue symmetric to λ k with respect to the point i/2. The same argument as in Subsection 1.2 shows that the eigenfunctions {Φ s,∓k } s=1,2 corresponding to λ ∓k can be chosen so that they satisfy the orthogonality and normalization conditions
If Φ is an eigenfunction of B corresponding to λ k , then GΦ is also an eigenfunction corresponding to the same eigenvalue λ k . The properties of the pencil B discussed in this subsection are summarized in the proposition below. 
We put
The functions v s,k solve the boundary value problem
A(D x , D y , 0)v s,k = 0, Γv s,k = 0 in K.
On the properties of the operator A(D).
Consider the following elliptic problem in the wedge D:
In this section, we study the operator A β for problem (38),
β (∂D), and find the numbers β for which this operator is an isomorphism. Applying the Fourier transform F z→ξ to (38), we obtain a family
allow us to rewrite (39) in the form
Consider the operator 
We multiply the equation (−∆ η +1)h = 0 by h and integrate over K ε = {η ∈ K : |η| > ε}.
Integrating by parts and recalling the boundary condition, we arrive at the identity
where (ρ, φ) are the polar coordinates on the plane R 
is valid in a neighborhood of the vertex, where χR ∈ H 1 γ (K), 1 > β − γ > 0, and λ k is an eigenvalue of B among the eigenvalues {πm/2α} m∈Z\0 . The sum in (42) consists of the terms corresponding to such eigenvalues in the strip Im λ ∈ ]γ, β[, and the H s,k are the components of the eigenfunctions Φ s,k of B corresponding to h. In order that the right-hand side of (41) tend to 0 as ε → 0, we must require that Im λ k < 0 for all terms in (42). Since h ∈ E 1 β (K), we have Im λ k < β. Assume that β < π/2α. Then Im λ k ≤ −π/2α for all terms in (42). Therefore, h = 0 in K. Similarly, u 3 vanishes in K for the same β. Now the relation A(D η , ω)U = 0 implies that
We consider u 1 , u 2 and put w = (u 1 , u 2 , 0). The equation (−∆ η + 1) w = 0 can be rewritten as curl curl w − ∇ div w + w = 0.
We calculate the inner product of this expression and w and integrate it over K ε × I η3 , where I = [0, 1]. Using the boundary conditions u × n = 0 and D η1 u 1 + D η2 u 2 = 0 on ∂D, and applying the Stokes formula, we obtain
where n = (cos φ, sin φ, 0). Let λ k0 be the only eigenvalue of B that belongs to the sequence {i(πm/2α + 1)} m∈Z and is such that the strip Im λ ∈ ] Im λ k0 , β[ contains no other elements of that sequence. Near the vertex, we have the asymptotic representation
The third component of every term in the first sum vanishes, and the first two components are equal to those of the two-term partial sum U s,k0,2 of the formal series (27). The first two components of W s,k are equal to those of Φ s,k , and the third component vanishes. The terms of the second sum correspond to the eigenvalues λ k of B that belong to the sequence {i(pim/2α + 1)} m∈Z and are located in the strip Im λ ∈ ] Im λ k0 − 1, Im λ k0 [. The function R is a remainder. Using the definition of B, it is not hard to check that curl r iλ k W s,k = 0 and div r iλ k W s,k = 0. Therefore, the right-hand side in (43) behaves as ε 1−2 Im λ k , i.e., it tends to zero as ε → 0 under the condition Im λ k0 < 1/2. This condition is fulfilled if β < 1. Consequently, for β < 1 we have
Thus, if β < min{1, π/2α}, then the kernel of A β (ω) is trivial. Consider the adjoint op-
then the operator A β (ω) is an isomorphism. The operator A β turns out to be an isomorphism under the same condition.
We note that if 2α < π, then A β is an isomorphism for β ∈ ]0, 1[. If π ≤ 2α < 2π, then A β is an isomorphism for β ∈ ]1 − π/2α, π/2α[. If 2α = 2π, then there are no β such that A β is an isomorphism.
Estimation of solutions of problems in a wedge and in an angle.
In this section, we prove a global energy estimate and a weighted combined estimate for the solutions of (30), (31) in K and in Ω. We drop some proofs similar to those for the problems in K and in G. (1), (2) in the cylinder T, we arrive at a problem in the wedge D,
with parameter τ . The new variables
allow us to rewrite this problem in the form
If β < min{1, π/2α} and the line Im λ = β contains no eigenvalues of B, then the operator A β (ω) is Fredholm with trivial kernel (see the proof of Theorem 2.3.1). We have
satisfying the boundary conditions Γu = 0. Using Proposition 2.1.1, we show that
}, where χ = χ(r) and ψ = ψ(r) are smooth cut-off functions equal to 1 near the vertex and such that χψ = χ. We rewrite this inequality as
Step 2. Estimating far from the edge. We prove that, for each β ∈ R and each U ∈ H 1 β (D, 1) satisfying the boundary condition ΓU = 0, the inequality
is valid with a constant c independent of U and τ ; here the functions κ ∞ = κ ∞ (r) and ψ ∞ = ψ ∞ (r) are smooth in K, vanish near the vertex, and are equal to 1 in a neighborhood of infinity, and
. Estimate (45) and Parseval's identity imply that
In the role of U we take the function ζ → U ε (ζ) = U (ζ/ε) and replace τ with τ/|τ |ε, where ε > 0. Then
After the change of variables ζ → ζ/ε, we obtain
where κ ε (η) = κ(εη). Multiplying this estimate by ε −2β , putting ε = 2 −j , j = 1, 2, 3, . . . , and adding the resulting inequalities, we arrive at (48).
Step 3. Estimation in an intermediate zone. As in the proof of Proposition 1.4.2 (see Step 3), from (47) and (48) we deduce the inequality (49)
Step 4 We introduce the spaces DH β (K, ξ, τ) and RH β (K, ξ, τ) by completing C ∞ 0 (K \ 0) with respect to the norms
Replacing K with Ω, we define DH β (Ω, ξ, τ) and RH β (Ω, ξ, τ).
2.5.
The operators of problems in K and Ω. With problem (30), (31) in K, we associate the unbounded operator
Like this was done for the operator M (τ ) in Subsection 1.3, it is easy to show that M (ξ, τ) admits closure and that the estimate
is valid for the functions in the domain of the closed operator. In what follows, M (ξ, τ) and DM (ξ, τ) denote the closed operator and its domain. The proof of the next statement is similar to those of Propositions 1.3.6 and 1.3.7.
Proposition 2.5. 
The theorem below can be verified in the same way as Theorem 1.5.3. 
We fix a cut-off function χ ∈ C ∞ (K) equal to 1 near the corner point O and put
Here Λ is the same operator as in Subsection 1.7, while X differs by the property that the cut-off function is independent of z. We introduce the spaces DV β (T, γ) and RV β (T, γ) with the norms We turn to the asymptotics of solutions near the edge; the fact to be stated is similar to Theorem 1.7.5. The proof of it can be obtained by an obvious modification of the Since the eigenfunctions Φ s,−k of the pencil B satisfy equation (35), we have
Now we transform (51), and write λ and Φ for λ −k and Φ s,−k to simplify the notation:
Dividing by r iλ and using (52), we obtain
Substituting S and its derivatives in (53) and recalling (34), we see that
which reduces to Bessel's equation. As a solution, we take η(r) = Cr ν K ν i τ 2 − ξ 2 r , ν = iλ −k (the branch of the square root is chosen in such a way that η(r) → 0 as r → +∞). As r → 0, we have asymptotic representations
Since GΦ 1,−k = Φ 2,−k (see Proposition 2.2.1), we obtain
Then, in a neighborhood of the vertex,
We fix the constant C by assuming that iη(0)(τ 2 − ξ 2 ) = 1, i.e., we take
Finally, we have
Let B stand for the number sin(πν)Γ(1 − ν)/(π2 ν−1 ). We recall that
In order to find W s,k = F −1 (ξ,τ )→(z,t) h s,k , we need to calculate the Fourier transform F −1 (ξ,τ )→(z,t) of the functions 
The above properties of the vector fields f k can be written in a different form. For this, we introduce the space O) ), so that system (5), (6) can be understood in the usual sense. In particular,
moreover, u k satisfies the boundary conditions (6) on ∂G \ O. We show that h = 0. Let φ ∈ C ∞ 0 (G). We multiply the first equation by ∇φ and the second by φ, and then integrate over G. This yields
In the first relation, we integrate the first two terms by parts. Multiplying the second relation by iτ and adding the result to the first, we obtain 
We integrate the second term by parts, let k → +∞, and recall that −( J, ∇ψ) G = (div J, ψ) G and div J + iτ ρ = 0, obtaining h, (τ 2 + ∆)ψ G = 0.
It follows that h = 0, because the range of the operator τ 2 + ∆ defined on L D is dense in L 2 (G). Now, we check that q = 0. We have
For φ ∈ L N , we can write
We integrate by parts all terms on the left-hand side of the first relation, add the result to the second relation, and let k → ∞:
Since G ∈H(div, G), φ ∈ L N ⊂ H 1 (G), and div G + iτ µ = 0, we obtain q, (τ 2 + ∆)φ G = 0.
Since the range of the operator τ 2 + ∆ defined on L N is dense in L 2 (G), we conclude that q = 0.
We turn to the second statement of the theorem. The domain of any other selfadjoint extension contains at least one function χr The extension A chosen in part 1 of Theorem 2.8.1 coincides with the operator investigated in [7] . Before proving this, we recall some definitions and statements presented in [7] ; we take into account that, in our case, the dielectric and magnetic permittivity matrices are equal to the identity matrix. Set
The class F (G) is a complete Hilbert space with inner product defined by the norm
We introduce the closed subspaces
The condition u × n = 0 is understood in the following sense:
The dense subsets D(ν, G) = F (ν, G) ⊕H 
