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Abstract
It is well known that using high-locality representations is important for efficient evolutionary
search. This paper discusses in detail how the locality of a representation influences the difficulty
of a problem when using mutation-based search approaches. The results show that high-locality
representations do not change problem difficulty. In contrast, low-locality representations ran-
domize the search process and make problems that are easy for mutation-based search more
difficult and difficult problems more easy. Although low-locality representations increase the
performance of local search on difficult, deceptive problems this is not relevant for real-world
problems as we assume that most problems in the real-world are easy for mutation-based search.
1 Introduction
The locality of a representation describes how well genotypic neighbors correspond to phenotypic
neighbors. Previous work has indicated that high locality of a representation is necessary for
efficient evolutionary search [1, 2, 3, 4]. However, it remains unclear as to how the locality of a
representation influences problem difficulty in general, and if high-locality representations always
increase the performance of evolutionary search.
The purpose of this paper is to investigate how the locality of a representation influences problem
difficulty when using mutation as the main search operator. Furthermore, it discusses how the
locality of a representation depends on the used search operator and on the metric that is defined
on the phenotypic and genotypic search space. The results show that when using high-locality
representations the phenotypic and genotypic problem difficulty remain the same. The difficulty
of optimization problems does not change. Therefore, easy real-world problems can be solved by
evolutionary algorithms (EA) more efficiently when using high-locality representations. In contrast,
low-locality representations change problem difficulty. Such representations increase the difficulty
of problems which are easy for mutation-based search and reduce the difficulty of problems that
mislead mutation-based search.
The paper is structured as follows. In the following section we introduce genotypes and pheno-
types, introduce the locality of a representation, and discuss how mutation operators are based on
the metric that is defined on the search space. Section 3 focuses on the phenotype-fitness mapping.
It reviews some common measurements of problem difficulty and presents a classification of problem
difficulty which is based on the work of [5]. In section 4 we investigate how genotype-phenotype
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mappings change problem difficulty when assigning genotypes to phenotypes and when using mu-
tation as the main search operator. It distinguishes between low and high-locality representations
and illustrates that when using a high-locality representation genotypic and phenotypic problem
difficulty are the same. In contrast, problem difficulty changes if low-locality representations are
used. The paper ends with concluding remarks.
2 Representations, Locality and Mutation Operators
The following section presents the prerequisites for our investigation. It decomposes the optimiza-
tion problem into a genotype-phenotype and a phenotype-fitness mapping, defines the locality of a
representation and discusses some properties of mutation-based search.
2.1 Genotypes, Phenotypes, and Fitness
When using some kind of representation, every optimization problem f can be decomposed into a
genotype-phenotype mapping fg, and a phenotype-fitness mapping fp [6].
We define Φg as the genotypic search space where the genetic operators such as recombination
or mutation are applied to. An optimization problem on Φg could be formulated as follows: The
search space Φg is either discrete or continuous, and the function f(x) : Φg → R assigns an element
in R to every element in the genotypic space Φg. The optimization problem is defined by finding
the unique global optimal solution xˆ = maxx∈Φg(f(x)), where x is a vector of decision variables
(or alleles), and f(x) is a function which assigns a fitness value to every x. The vector xˆ is the
global maximum.
When using a representation it must be distinguished between phenotypes and genotypes [7].
Thus, the optimization problem f can be decomposed into two parts. The first maps the genotypic
space Φg to the phenotypic space Φp, and the second maps Φp to the fitness space R. Using the
phenotypic space Φp we get:
fg(xg) : Φg → Φp,
fp(xp) : Φp → R,
where f = fp ◦fg = fp(fg(xg)). The genotype-phenotype mapping fg is the used representation. fp
represents the fitness function and assigns a fitness value fp(xp) to every individual xp ∈ Φp. The
genetic operators are applied to the individuals in Φg that means on the level of genotypes [8, 9].
2.2 Metrics and Locality
In the following subsection we describe how the locality of a representation is based on the metric
used for Φg and Φp.
When using search algorithms a metric has to be defined on the search space Φ. Based on the
metric the distance dxa,xb between two individuals xa ∈ Φ and xb ∈ Φ describes how similar the
two individuals are. The larger the distance, the more different two individuals are. In general,
different metrics can be defined for the same search space. Different metrics result in different
distances and different measurements of the similarity of solutions.
Two individuals are neighbors if the distance between two individuals is minimal. For exam-
ple, when using the Hamming metric [10] for binary strings the minimal distance between two
individuals is d = 1. Therefore, two individuals xa and xb are neighbors if the distance dxa,xb = 1.
If we use a representation fg there are two different search spaces, Φg and Φp. Therefore,
different metrics can be used for the phenotypic and the genotypic search space. In general, the
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metric used on the phenotypic search space Φp is determined by the specific problem that should
be solved and describes which problem solutions are similar to each other. In contrast, the metric
defined on Φg is not given a priori but depends on the used genotypes. As different genotypes can
be used to represent the same phenotypes, different metrics can be defined on Φg. Therefore, in
general, different metrics are used for Φp and Φg which imply a different neighborhood structure
in Φg and Φp. For example, when encoding integers using binary strings the phenotype x
p
1 = 5 has
two neighbors, xp2 = 6 and x
p
3 = 4. When using the Hamming metric, the corresponding binary
string xg1 = 101 has three different neighbors, x
g
2 = 001, x
g
3 = 111, and x
g
4 = 100 [11].
The locality of a representation describes how well neighboring genotypes correspond to neigh-
boring phenotypes. The locality of a representation is high if all neighboring genotypes correspond
to neighboring phenotypes. In contrast, the locality of a representation is low if some neighboring
genotypes do not correspond to neighboring phenotypes. Therefore, the locality dm of a represen-
tation can be defined as
dm =
∑
dpxi,xj=d
p
min
|dgxi,xj − dgmin|,
where dpxi,xj is the phenotypic distance between the phenotypes xi and xj, d
g
xi,xj is the genotypic
distance between the corresponding genotypes, and dpmin, resp. d
g
min is the minimum distance
between two (neighboring) phenotypes, resp. genotypes. Without loss of generality we want to
assume that dgmin = d
p
min. For dm = 0 all genotypic neighbors correspond to phenotypic neighbors
and the encoding has perfect locality.
We want to emphasize that the locality of a representation depends not only on the represen-
tation fg, but also on the metric that is defined on Φg and the metric that is defined on Φp. fg
only determines which phenotypes are represented by which genotypes and says nothing about the
similarity between solutions. Before we are able to talk about the locality of a representation a
metric must be defined on Φg and Φp.
2.3 Mutation-based Search
In the following subsection we briefly discuss how mutation operators are based on the metric that
is used for the genotypic space Φg.
Based on the metric defined on the genotypic search space Φg, search operators like mutation
can be defined. In EAs and most of the individual-based search heuristics like simulated annealing,
tabu search, and others the search operator mutation is designed to create new solutions (offspring)
with similar properties as its/their parent(s) [12]. In most local search methods mutation creates
offspring that have a small or sometimes even minimal distance to their parents (for example the
bit-flipping operator for binary representations). Therefore, mutation operators and metrics can
not be developed independently of each other but determine each other. A metric defines the
mutation operator and the used mutation operator determines the metric. As the search operators
are applied to the genotypes, only the metric that is used on Φg is relevant for the definition of
mutation operators.
The basic idea behind using mutation-based search approaches is that the structure of the fitness
landscape should guide the search heuristic to the high-quality solutions [13] and that the optimal
solution can be found by performing small iterated changes. It is assumed that the high-quality
solutions are not isolated in the search space but grouped together (compare [14]). Therefore,
better solutions can easily be found by searching around already found good solutions. The search
steps must be small because too large search steps would result in a randomization of the search,
and guided search around good solutions would become impossible. In contrast, when using search
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operators that perform large steps in the search space it would not be possible to find better
solutions by searching around already found good solutions but the search algorithm would jump
randomly around the search space.
3 Phenotype-Fitness Mappings
To be able to investigate how the locality of a representation influences the difficulty of problems
for mutation-based search we summarize in subsection 3.1 some existing measurements of problem
difficulty. Consequently, we review briefly in subsection 3.2 a classification of problem difficulty
which we want to use in section 4 for our investigations.
As described in subsection 2.1 the difficulty of a problem depends on the phenotype-fitness
mapping fp. fp determines the fitness of the solutions. Furthermore, problem difficulty depends
on the metric that is defined on the phenotypic search space Φp. The metric defined on Φp de-
termines which individuals are similar to each other. Both determinants of problem difficulty, the
phenotype-fitness mapping fp and the metric defined on Φp, are given a priori by the character of
the optimization problem that should be solved.
In subsection 2.3 we described that the mutation operator and the used metric determine each
other. Different mutation operators imply different metrics. As problem difficulty depends not only
on fp but also on the metric defined on Φp the difficulty of a problem is not absolute but depends
on the used metric respectively search operator. The use of different metrics and search operators
result in different problem difficulty. Consequently, the difficulty of a problem can only be defined
with respect to a search operator. It makes no sense to say a problem is either easy or difficult if
the used search operator is not taken into account.
This aspect of problem difficulty can be illustrated by examining problem difficulty when using
random search. When using random search it can not be distinguished between easy and difficult
problems. The search process chooses new individuals randomly and all possible problem instances
of the same problem and size have the same difficulty. Although measurements of problem difficulty
may lead us to believe that some problem instances are easier than others, there are no easy or
difficult problems when using random search. Independently of the specific structure of a problem,
random search shows the same performance for problems of the same size (if we assume only one
global optimal solution).
Therefore, we should bear in mind that measurements of problem difficulty always measure
the difficulty of a problem regarding to a specific search method. There is no absolute measure of
problem difficulty.
3.1 Measurements of Problem Difficulty
In the following subsection we shortly summarize some common measurements of problem difficulty
and describe for which type of search operators they are most appropriate. Common measurements
of problem difficulty are:
• Correlation analysis,
• polynomial decomposition and Walsh coefficients, and
• schemata analysis.
These measurements of problem difficulty are widely used in the EA literature for measuring
problem difficulty [15, 16, 17, 18, 5]. For an overview see [19]. Their specific properties are briefly
discussed in the following paragraphs.
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Correlation analysis is based on the assumption that the high and low-quality solutions are
grouped together and neighboring individuals have similar fitnesses. Problems are easy if the
structure of the search space guides the search to the high-quality solutions. Consequently, cor-
relation analysis is a proper measurement of problem difficulty when using mutation-based search
approaches. The most common measurements for distance correlation are the autocorrelation func-
tion of the fitness landscape [20, 13], the fitness correlation coefficients of genetic operators [13],
and the fitness-distance correlation [21, 5, 22].
The linearity of an optimization problem can be measured by the polynomial decomposition of
the problem [23]. The polynomial coefficients describe the non-linearity of the problem. If there are
high-order coefficients in the decomposition of the problem, the function is highly non-linear. If the
decomposition of a problem has only order 1 coefficients, then the problem is linear and easy for most
EAs. The polynomial decomposition and the Walsh decomposition are equivalent to each other as
it can be shown that Walsh coefficients are also polynomials [24, 23]. For further information about
Walsh analysis we refer the reader to [24, 25]. Similar to the polynomial decomposition, problems
are easy for EAs if the Walsh coefficients are of order one [24, 26, 16, 27].
The analysis of the schemata is a proper way to measure problem difficulty when using crossover
as the main search operator for binary problem domains [28, 29]. It is assumed that schemata
and building blocks are processed and the difficulty of a problem (intra-BB difficulty [30]) can
be measured by the maximum length δ and size k of the BBs [29]. A problem is denoted to be
deceptive of order kmax if for k < kmax all schemata that contain parts of the best solution have
lower fitness than their competitors [31, 32]. Schemata are competitors if they have the same fixed
positions. Therefore, the highest order kmax of the schemata that are not misleading determines
problem difficulty for crossover-based genetic algorithms used for binary problems. The higher the
maximum order kmax of the schemata, the more difficult a problem is.
3.2 Classification of Problem Difficulty
In the following subsection we describe in more detail the classification of problem difficulty we use
for our investigation which is based on the work of [5].
As already discussed, the difficulty of an optimization problem is determined by how the fitness
values are assigned to the phenotypes and what metric is defined on the phenotypes. Combining
both aspects we can measure problem difficulty by the fitness-distance correlation coefficient ρFDC ∈
[−1, 1] of a problem [21, 5]. ρFDC measures the correlation between the fitnesses of search points
and their distances to the global optimum. We want to distinguish between three different classes
of problem difficulty:
1. The fitness difference to the optimal solution is positively correlated with the distance to the
optimal solution. With lower distance the fitness difference to the optimal solution decreases.
As the structure of the search space guides local search methods to the optimal solution such
problems are easy for mutation-based search.
2. There is no correlation between the fitness difference and the distance to the optimal solution.
The fitness values of neighboring individuals are uncorrelated and the structure of the search
space provides no information about which solutions should be sampled next by the search
method.
3. The fitness difference is negatively correlated to the distance to the optimal solution. There-
fore, the structure of the search space misleads a local search method to sub-optimal solutions.
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Figure 1: Different classes of problem difficulty
The three different classes of problem difficulty are illustrated in Figure 1. We show how the
fitness difference |fopt − f | depends on the distance to the optimal solution d. In the following
paragraphs we want to discuss these three classes in some more detail.
Problems are easy for mutation-based search if there is a positive correlation between an indi-
viduals’ distance to the optimal solution and the difference between its fitness and the fitness of
the optimal solution. Many test problems that are commonly used for EAs like the sphere and
corridor models for evolution strategies or the one-max problem for genetic algorithms show this
behaviour. Such problems are easy for local search methods as the search is guided to the optimal
solution by the structure of the fitness landscape.
Problems become much more difficult if there is no correlation between the fitness difference
and the distance to the optimal solution. Then, the fitness landscape does not guide a mutation-
based search method to the optimal solution. No search heuristics can use information about a
problem which was collected in prior search steps to determine the next search step. Therefore,
all reasonable search algorithms show the same performance as no useful information (information
that indicates where the optimal solution can be found) is available in the problem. Because all
search strategies are equivalent, also random search is an an approriate search method for such
problems. Random search uses no information and performs well on these types of problems.
Problem difficulty is maximal for mutation-based search methods if the fitness landscape leads
the search method away from the optimal solution. Then, the distance to the optimal solution
is negatively correlated to the fitness difference between an individual and the optimal solution.
Because mutation-based search finds the optimal solution by performing iterated small steps in the
direction of better solutions, all mutation-based search approaches must fail as they are mislead. All
other search methods that use information about the fitness landscape also fail. The most effective
search methods for such problems are those that do not use information about the structure of
the search space but search randomly like random search. The most prominent example for such
types of problems are deceptive traps. Such problems are commonly used to perform a worst-case
analysis for EAs.
Although, we use this problem classification for investigating the influence of locality on problem
difficulty, we want to emphazise that in general this problem classification is not relevant for most
of the real-world problem instances. Only problems of class one can be solved efficiently using EAs
or local search as this problem class guides the local search methods (like mutation-based EAs) to
the good solutions. In contrast, for problems of class two, mutation-based search methods perform
as well as random search, and for problems of class three random search performs even better. This
situation is not in constrast to the observed good performance of EAs on many real-world problem
instances. EAs show a good performance as most of the real-world problems are easy problems and
belong to class one. In general, for real-world problems the fitness values of neighboring solutions
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Figure 2: Performance of mutation-based EA search versus random search
are correlated, and high-quality and low-quality solutions are grouped together. Fitness landscapes
that are uncorrelated, or even deceptive, are uncommon in real world.
This situation is illustrated in Figure 2. We know from the no-free-lunch theorem that all
search methods show on average the same performance over all possible problem instances [33,
34]. Furthermore, we know that the performance of random search remains constant over all
problem instances and that mutation-based evolutionary search performs well on problems of class
one. Consequently, it must show low performance on other problem instances (class 3). As the
performance of mutation-based search is “biased” towards problems of class one, many real-world
instances can efficiently solved using mutation-based EAs.
4 Genotype-Phenotype Mappings
We have seen in section 2.1 that representations can change the character and difficulty of opti-
mization problems. If f(xg) = fp(xp), the genotypic and phenotypic problem difficulty is different.
In the following subsections we discuss high versus low-locality representations and illustrate how
the locality of a representation influences problem difficulty.
4.1 Low versus High-Locality Representations
We have seen in subsection 2.2 that the metric defined on Φp can be different from the metric de-
fined on Φg. The locality of a representation describes how well the phenotypic metric corresponds
to the genotypic metric. It is possible to distinguish between high and low-locality representations.
Representations have high locality if neighboring genotypes correspond to neighboring phenotypes.
In constrast, representations have low locality if neighboring genotypes do not correspond to neigh-
boring phenotypes. Figure 3 illustrates the difference between high and low-locality representations.
In this example we assume that there are 12 different phenotypes (a-l) and that there is a metric
defined on Φp (in this example the Euclidean distance). Each phenotype (lower case symbol) cor-
responds to one genotype (upper case symbol). The representation fg has perfect (high) locality
if the distances between the phenotypes are the same as the distances between the corresponding
genotypes. Then a mutation step has the same effect in the phenotypic and genotypic search space.
As we assume in our considerations that fg is a one-to-one mapping every phenotype is rep-
resented by exactly one genotype and there are |Φg|! = |Φp|! different representations. |Φg| is the
size of the genotypic search space. Each of these many different representations assignes the geno-
types to the phenotypes in a different way. A common example are different representations for
representing integer phenotypes using binary strings. Both, binary and Gray encoding, represent
7
integers using binary strings of the same length but they differ in which phenotype is represented
by which genotype.
Investigating the relationship between different representations
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Figure 3: High versus low-
locality representations
(how the genotypes are assigned to the phenotypes) and the used
mutation operator (which is based on the genotypic metric) re-
veals that a different assignment of genotypes to phenotypes can
be equivalent to the use of a different metric for Φg. This ef-
fect is known as the isomorphism of fitness landscapes [35]. For
example, it can be shown that the use of a simple bit-flipping
operator (which induces the Hamming metric) for Gray encoded
problems is equivalent to the use of the complementary crossover
operator (which induces a different “non-Hamming” metric) for
binary encoded problems [36]. Both metric-representation combi-
nations result in the same fitness landscape and therefore in the
same performance of mutation-based search.
4.2 Influence on Problem Difficulty
Finally, we want to discuss in the following paragraphs how the low versus high locality of a repre-
sentation influences the performance of mutation-based search approaches. A representation trans-
forms the phenotypic problem fp with some given phenotypic problem difficulty into a genotypic
problem f = fp ◦ fg with a resulting problem difficulty that can be different from the phenotypic
problem difficulty. We use the problem classification described in subsection 3.2.
We have seen that the phenotypic difficulty of an optimization problem depends on the metric
that is defined on the phenotypes and the function fp which assigns a fitness value to every pheno-
type. Based on the phenotypic metric a local search operator can be defined (for the phenotypes).
By the use of a representation which assigns a genotype to every phenotype a new genotypic metric
is introduced which can differ from the phenotypic metric. Therefore, also the character of the
search operator can be different for genotypes and phenotypes. If the locality of a representation
is high, then the mutation operator has the same effect on the phenotypes as on the genotypes. As
a result, genotypic and phenotypic problem difficulty is the same and the difficulty of a problem
remains unchanged by the use of an additional representation fg. Phenotypic easy problems remain
genotypically easy and phenotypic difficult problems remain genotypically difficult. Figure 4 (left)
illustrates the effect of mutation for high-locality representations. The search operator (mutation)
has the same effect on the phenotypes as on the genotypes.
The situation is different when focusing on low-locality representations. Then the influence of
the representation on the difficulty of a problem depends on the considered optimization problem.
If the considered problem fp is easy (class 1) and the structure of the search space guides the
mutation-based search method to the optimal solution, a low-locality representation fg randomizes
the problem and makes the overall problem f more difficult. When using low-locality representa-
tions a small change of a genotype does not correspond to a small change of the phenotype but
larger changes of the phenotype are possible (compare Figure 4 (right)). Therefore, when using
low-locality representations, phenotypic easy problems of class one turn on average into genotypic
problems of class two. Low-locality representations lead to a more uncorrelated fitness landscape
and heuristics can no longer extract information about the structure of the problem. Guided search
becomes more difficult as many genotypic search steps do not result in a similar individuum but in
a random one.
If the problem fp is of class two, on average a low-locality representation does not change the
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problem class. Although, the mutation-based search becomes more random search, the performance
stays contant as random search and mutation-based search show the same performance for problems
of class two. Of course, there are representations that can make a problem easier and result in
an overall genotypic problem f of class one; however, there are only few of them and most of
the low-locality representations just modify the problem and do not create a fitness landscape of
class one that leads the search method to the good solutions. On the other hand, there are also
representations fg that construct a problem f that misleads mutation-based search and transforms
a problem of class two into class three. But as for low-locality representations that transform a
problem from class two into class one there are only few of such representations.
Finally, we have to consider problems of class three. On av-low locality
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Figure 4: The effect of mu-
tation for high versus low-
locality representations
erage, the use of low-locality representations transform such prob-
lems into problems of class two as the problems become more ran-
domized. Therefore, mutation-based search is less misled by the
fitness landscape and the problem difficulty for mutation-based
search is reduced. On average, low-locality representations “de-
stroy” the deceptiveness of class three problems and turn them
into problems of class two.
A good example for a low locality representation are Pru¨fer
numbers [37]. This representation represents a tree by a sequence
of integers and has low locality. Much work has investigated the
influence of Pru¨fer numbers on EA (for a survey see [38, section
6.2]) and it has been noted that most real-world problems become
more difficult to solve for mutation-based EAs when using Pru¨fer
numbers. This situation can be explained as most real-world tree problems belong to class one.
Therefore, the low locality of the Pru¨fer number representation randomizes these problems and
makes them more like class two problems which are much more difficult to solve for mutation-based
EAs. [38, section 8.1.] investigated the performance of EAs using Pru¨fer numbers for deceptive
problems (class three). The results show that such difficult problems become easier to solve and
EAs using Pru¨fer numbers show good performance in comparison to other representations. In this
case, difficult problems of class three are transformed into easier but still difficult problems of class
two.
Summarizing the results we recognize that low-locality representations have the same effect
as using random search. Therefore on average, problems of class one become more difficult and
problems of class three more easy to solve. As most real-world problems belong to class one, the
use of low-locality representations makes these problems more difficult. Therefore, we strongly
encourage researchers to use high-locality representations for problems of practical relevance. Of
course, low-locality representations make deceptive problems easier; however these are problems
which we do not expect to meet in reality and which are only of theoretical interest.
5 Conclusions
This paper investigated how the locality of a represenation influences the performance of mutation-
based search. The locality of a representation describes how well the metric defined on the genotypic
search space corresponds to the metric defined on the phenotypic search space. For our investigation
we could use many existing results and insights about representations and problem difficulty; it
was not neccessary to develop much new theory but just to put the pieces into the correct order.
The results show that representations can change the difficulty of problems. Only when using
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high-locality representations problem difficulty does not change. Easy problems remain easy and
difficult problems remain difficult for mutation-based search. In contrast, low-locality representa-
tions randomize the search process and reduce the correlation between the fitness of a solution and
its distance to the optimal solution. Therefore, problem difficulty changes and easy problems which
guide mutation-based search to good solutions become more difficult and difficult problems that
mislead mutation become more easy.
We strongly encourage users to use high-locality representations for real-world problems. Such
representations ensure that easy problems remain easy for mutation-based search. Although, low-
locality representations make deceptive problems easier, low-locality representations are not a good
choice as deceptive problems are not common in the real-world.
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