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This study describes the use of Computational Fluid Dynamics (CFD) codes to 
simulate hypersonic boundary layers using several different turbulent closure models and 
comparing Reynolds-Averaged Navier-Stokes (RANS) simulations against Direct Numer­
ical Simulations (DNS) of similar test cases. The test cases in this study consist of a flat 
plate in a Mach 8 freestream with a zero pressure gradient and wall recovery ratio of 0.48, 
as well as a Mach 8 axisymmetric nozzle also with a cold wall. The RANS models used 
in this study are the Spalart-Allmaras model, Baldwin-Lomax model, Menter K-Omega 
Baseline and Menter K-Omega Shear Stress Transport models. For verification purposes, 
two different CFD codes were used: NASA CFL3D version 6, and ANSYS Fluent 2019. It 
was found that in the flat plate case, all of the models matched fairly well with the DNS data 
in both codes. In the nozzle case, the Baldwin-Lomax, Splalart-Allmaras, and the K-Omega 
Shear Stress Transport models performed well, while the K-Omega Baseline model was not 
consistent between solvers. From the findings of this document, the recommended models 
for this use case are the Spalart-Allmaras and the k-m Shear Stress Transport models due 
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Bq Dimensionless wall heat transfer rate Bq = qw/(p wCpuTTw)
Cf  Wall skin friction coefficient, Cf  = Tw (2p ^ u , )
Ch Wall heat transfer coefficient (Also known as Stanton Number), Ch =
qw/(p Cp Um(Tr -  Tw))
Cp Heat capacity at a constant pressure, can also mean pressure coefficient
P0 Total Pressure, Pa
qw wall heat flux
Rc Radius of curvature, m
Re Reynolds number
ReT Reynolds number based on friction velocity, ReT = pwuT6 / p w
Ree Reynolds number based on momentum thickness, Ree = p , U , 6 / p ,
Reg2 Reynolds number based on boundary layer thickness, Re62 = p , U , 6 / p w
T0 Total temperature, K
Tr Recovery temperature, Tr = T ,(1  + 0.9 * ), K
U Velocity in the axial (x) direction, m/s
U ,  Freestream velocity in the axial (x) direction, m/s
uT Friction velocity, uT = y r wp w
Uj Velocity component
V Velocity in the radial (y) direction, m/s
y+ Distance from wall in inner law variables, s[pfW/ j
Zt Viscous length, Zt = j w / P wUt
a Speed of sound, m/s
H Dimensionless Shape Factor, H  = 6 * /6
k Turbulent kinetic energy
M Mach number, dimensionless
P Pressure, Pa
Pr Prandtl number, Pr = 0 .71, dimensionless
Prt Turbulent Prandtl number, Pr = 0 .9, dimensionless
r Recovery factor
R ideal gas constant, R = 296.8 J/(K*kg) for nitrogen























Specific heat ratio, y = Cp/Cv, dimensionless, usually y  = 1.4
Karman constant
Dynamic viscosity, kg/(m*s)
kinematic viscosity, v = v / p, m2 * s







value at the boundary layer edge
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Total quantity
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BL Baldwin-Lomax Turbulence model
CFL3D An open sourced Reynolds-averaged Navier-Stokes (RANS) code created 
and maintained by NASA
DNS Direct Numerical Simulation
LES Large Eddy Simulation
RANS Reynolds-Averaged Navier Stokes
S-A Model Spalart-Allmaras turbulence model
1. INTRODUCTION
In the fields of aerospace engineering and fluid dynamics, the subject of turbulence 
is ubiquitous and intensely studied, but it is still difficult to model accurately. Hypersonic 
flows are also at the leading edge of current research, with applications in spacecraft or high 
speed aircraft. A confluence of these two topics is the subject of this thesis—comparing 
turbulence models in hypersonic flow simulations.
Within the context of this document, hypersonic flow will be defined as flow with a 
Mach number greater than or equal to five, per Anderson’s definition [7]. For an engineer 
designing a hypersonic vehicle, wind tunnel tests can also provide useful data, but it cannot 
completely match the conditions of an aircraft in a free stream. Flight testing is the most 
accurate way to gather data but it is prohibitively expensive in many cases, especially in 
the hypersonic regime. Computational Fluid Dynamics (CFD) is an important design tool, 
as it is currently the cheapest and fastest way available to evaluate many different design 
characteristics, but is often difficult to determine if a simulation is accurate when compared 
to the real world. This is why it is important that the CFD tools for hypersonic flows are 
validated against accurate data for multiple flow conditions.
Turbulent flows are defined by their chaotic motion that dissipates energy through 
differently sized eddies over a range of length scales. [17]. Simulating turbulence is a 
complex issue that has several different approaches, depending on the project requirements. 
These simulation systems must be validated to ensure the accuracy of their predictions. 
Simulation speed versus fidelity is a trade-off made during these simulations, with very 
high fidelity simulations available at the cost of taking more computing time than simpler 
models. To produce a design with the most efficient use of time and resources, one must 
know when different models are acceptable to use in simulating hypersonic flows.
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Several different methods for simulation of hypersonic flow are compared in this 
thesis. The highest fidelity flow simulations available today are Direct Numerical Simula­
tions (DNS), which can resolve all scales of a flow from large eddies in a stream to small 
eddies near walls. These simulations also take the most processing power and computing 
time to resolve a simulation when compared to other methods, and therefore DNS can only 
be used for simple flows with current super-computing technology. One other simulation 
method uses the Reynolds-Averaged Navier-Stokes equations (RANS), which model flow 
conditions by taking averages of the flows, resulting in lower fidelity results that show 
general trends and behavior. RANS models are used frequently in industry for design and 
are included in most major commercial simulation packages, such as ANSYS Fluent and 
STAR CCM+ [4] . Large eddy simulations (LES) are another way of modeling turbulence 
that falls in between the fidelity and simulation speed of RANS and DNS by simulating 
only the larger scales; however, LES and hybrid RANS-LES methods will not be discussed 
within the scope of this document. The topic of this thesis is to determine the accuracy of 
RANS models when compared to DNS and to see where the RANS models may be applied. 
To further validate these models, they are compared using different CFD codes in different 
test cases. The two RANS CFD codes used are NASA CFL3D version 6.7 and ANSYS 
Fluent R2019.
The turbulence model validation methodologies used in this study follow the guide­
lines described by Roy & Blottner in [18]. There are six criteria for assessing the different 
models: test cases, turbulence models, governing equations, numerical accuracy, turbu­
lence model sensitivities, and overall validation of results. In summary, the first criteria is 
a detailed description of the test cases, including all boundary conditions and whether the 
flow is fully turbulent or transitional. The second is that the form of the turbulence model 
must be given, such as the author and year, as there may be several different versions of 
the same model. The third criteria is that the form of the governing equations should be 
stated. For example, whether the full Navier-Stokes, thin layer Navier-Stokes, boundary
3
layer equations, wall functions, etc., are being used, along with any limiting of turbulence 
quantities. The fourth criteria describes the need for verifying the numerical accuracy of 
simulation results, which is where much of the effort in this study is spent. This includes 
comparing turbulence models across different solver codes, studying grid convergence for 
discretization error, and verifying iterative convergence by checking residual values. The 
fifth criteria is the consideration of the sensitivities of different turbulence models, such 
as sensitivity to mesh size or free-stream turbulence values. The final criteria is that the 
model validation results should be presented quantitatively, instead of just qualitatively, 
with interpretable numbers such as percent differences given between predictions and error 
bounds where necessary.
The structure of the document is as follows: In Section II, an overview of turbulence 
modeling and its application to hypersonic flows will be given. Each turbulence model used 
in the software will be described. In Section III, the Mach 8 flat plate case will be discussed 
in detail including testing methods, validation, and results. Section V will discuss the Mach 
8 nozzle test case methods and results. Finally, Section VI will summarize the results and 
draw a conclusion from them as well as highlight points for further research.
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2. TURBULENCE MODELING
The foundation of most turbulence modeling techniques are the Navier-Stokes equa­
tions, which describe the relations between the characteristics of a fluid while taking into 
account the velocity, temperature, density, and pressure. The nonlinear nature of the viscous 
and inertial terms of the momentum equation are especially difficult to handle [24]. Because 
of these terms, there is no general solution of the Navier-Stokes equation, which means that 
computational methods are primarily used in finding numerical solutions, or assumptions 
must be made to find theoretical solutions in specific cases.
2.1. DIRECT NUMERICAL SIMULATION
Using the Navier-Stokes equations to solve for turbulence is very difficult because 
of the different length scales required. To resolve a turbulent flow, the simulation needs to 
have a very fine spatial grid and it needs to also take into account the three-dimensional 
behavior of turbulence as it changes over time. Direct Numerical Simulations (DNS) are a 
method of modeling the flow by solving the Navier-Stokes equation directly, as the name 
implies. Direct Numerical simulations do not use a turbulence model, and therefore are 
very computationally expensive, requiring large amounts of data storage for even a simple 
flow [24]. However, DNS are well suited to low Reynolds number flows, such as those 
that occur at high Mach numbers [18]. There have been several advances in DNS in recent 
years, with data for a variety of high speed flows becoming available for study (for example, 
[9], [12], [18], [25]).
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2.2. REYNOLDS-AVERAGED NAVIER-STOKES
Reynolds averaging is one of the most common approaches to simplifying a tur­
bulent flow solution using the Navier-Stokes equations. The Navier-Stokes equations for 
conservation of mass (2.1), momentum (2.2) and energy (2.3) are as follows [24]
dp d
(put) = 0
o t o xt
(2.1)
d d d p  dtji




p  le + ^utut +
d_ 
d xj
pu j + 2 Ui Ui J
d d d at
T (uitij) T (uitij) T (2.3)d Xj d Xj d Xj
where e is specific internal energy and h = e + p / p  is specific enthalpy. The viscous stress
tensor is tij = tji = 2psij + $ij and the strain rate is Sj = ^ (fuj + fU-j. The heat flux
vector is qj = - k dTd Xj'
1
For compressible flows, the density is not constant, so mass averaging techniques 
are used to derive the Favre averaged conservation equations. (shown using notation from 
NASA Langley Turbulence modeling resource) [2]:
dp d
a + a ?  (pu‘) = 0i
(2.4)
d d
— (pU) + dX~ (pUjUi) = - —  +
d p  d a  ij drij




d( p E ) d d d
d t d X
+ —  (Uj pH) = —  (a  ijUi + aiju'[) -  —  (qj + Cp pu'jT" -  Ui Tij + 2  pu”u'^u"^ (2.6)
The over-bar represents the Reynolds average, ( f  (x, t) = f  (x, t) + f  '(x, t) ), and a tilde 
represents a Favre average, ( f (x, t) = p f  /p  ), where f  = f  (x, t) + f ''(x, t). The enthalpy is 
H  = E + p /p  and the heat flux vector is qj = - kTd T / dXj « - .  The viscous stress
6
tensor is o /j « 2 1  ^S'j -  ^ 6ijj . The local dynamic viscosity, 1  is calculated using Keyes
Law [13] in Fluent and Sutherland’s law [14] in CFL3D. See Appendix G for more detailed 
information on the viscosity calculations.
In the final term of the momentum equation, rij is the Reynolds stress term which 
is calculated by r i;- = —pu'!u".. The Reynolds stress is usually modeled through the use ofi j
an eddy viscosity model, such as the Boussinesq approximation, which models the eddy 
viscosity linearly as:
Tij = 2 1  (Sij -  -  ~dX, $ij) -  3 p k ^'j (2.7)
2.2.1. Spalart-Allmaras Model. The Spalart-Allmaras model is a one-equation 
eddy viscosity model that was presented by Spalart and Allmaras in 1992. It uses the 
Boussinesq assumption, ignoring the final term that contains k, which is not as easily acces­
sible as in a two-equation model [21]. CFL3D uses the standard form of the model ([14]). In 
Fluent, the standard model "has been extended with a y+-insensitive wall treatment, which 
allows the application of the model independent of the near-wall y+ resolution." ([4]) The 
Standard Spalart-Allmaras model differential equation is:
dv dv  
dt + Uj d x cbi(l -  ft2)Sv -j
, Cbl




d L  , d v ]
d Xj (V + V) 3Xi , + Cb2
dv  v
d X'd x i
(2.8)K
The numerical values of the coefficients are: Cb1 = 0.1355, a  = 2/3, Cb2 = 0.622, 
K = 0.41, C^2 = 0.3, C^3 = 2, Cvi = 7.1, Ct3 = 1.2, Ct4 = 0.5, Cwi = C|i + 1-+Cki. These
are also are outlined at the NASA turbulence resource page on this turbulence model [6].
2.2.2. Menter Baseline Model (k-m BSL). The Menter Baseline Turbulence model 
[16] is a two-equation turbulence model that uses two differential equations for the turbu­
lence kinetic energy (k), and the specific rate of dissipation (m). The differential equations
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are as follows:
d (p k ) + d (p u jk )
dt d x;
P -  S  * pw k + - —
d xj  L
d k
(P + (Tk Pt )t —  d xj
(2.9)




p  -  fipo> + - — 
d xVt
dw
(p + TwPt )t---
where P, t j  , and S j  are:
j  L
P  -  T
d xj  J
+ 2(1 - f ,) p T 2  U  (2.10)
w d xj d xj
d Ui
lJ d xj 
2 d Uk \ 2
Tlj -  pt \2Sij -  3 — 8ij J -  3 p k 8ij
S . - 1 1 + d j  \
1j 2 \ d xj d x i j




The constants are: y, -  Si -  tt§t , Y2 -  S* ~ T̂ 2K
(2.11)
, Tk1 -  0.5, Tw1 -  0.5,
vs* ’ /2 s * vs*
Si -  0.075, T k2 -  1.0, Tw2 -  0.856, S  -  0.0828, S* -  0.09, k -  0.41.
Some of the constants are blended together using this function: (<p represents a 
constant 1 or 2)
p -  F , (p, + (1 -  F , )(p2
The functions used are:
F, -  tanh(arg4)
arg, -  min max
f Vk  500v 
S * w d  d2w
4 pTw2 k 
’ CDkw d2
CDkw -  max
„ 1 d k d w
2 p Tw2 " 7--- T ----w d xj d xj
, 10-2° |
where p  is the density, vt -  p t/ p  is the turbulent kinematic viscosity, p  is the molecular 
viscosity, and d is the distance to the wall from the field point.
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2.2.3. Menter Shear Stress Transport. The Menter Shear Stress Transport model 
[16] (sometimes called k-m SST within this document) is a two-equation turbulence model. 
It very similar to the Menter Baseline model, a different expression for turbulent eddy 
viscosity, and a different value for the j k1 constant [3]. The changed expression for 




The constants are: y 1 = jk -fh _ <t0a kP
___  Y  P  -  ^ 2  k2
VP* ’ 72 P* VP" ’ j k1 0.85, j m1 = 0.5,
Pi = 0.075, j k 2 = 1.0, 0^2 = 0.856, p 2 = 0.0828, P* = 0.09, k = 0.41, and ai = 0.31.
2.2.4. Baldwin-Lomax. The Baldwin-Lomax model [8] is known to be very robust 
because of its simplicity when compared to one and two equation models, and it is used 
for applications in aerospace and turbomachinery where there are high speeds and thin 
boundary layers . It is an algebraic (or zero equation) turbulence model which uses two 
viscosity layers to determine boundary layer properties. Using notation from Wilcox [24] 
(pages 81-82), the eddy viscosity at any location is given by:
Vt
VTinner, V — Vm
v Touter, y  > ym
(2.13)
where ym is the crossover location, or the smallest value of y for which vTinner = vTouter. The 
inner layer eddy viscosity is given by:
VTinner lmix |m 1 (2.14)
lmix = K y 1 -  e-y+/A+
The outer layer viscosity is given by:
(2.15)
v Touter = a C cpF wakeF K leb(y; y ma x  /  C Kleb (2.16)
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Fwake = min[ymaxFmax; CwkymaxU2i/1 Fmax]
F
1




where ymax is the value where lmix reaches its maximum value. The closure coefficients are 
k  = 0.40, a  = 0.0168, A+ = 26, Ccp = 1.6, CKleb = 0.3, Cwk = 1. FKleb is Klebanoff’s
y \6intermittency function, an empirical function given by FKleb(y; S) = 1 + 5.5 (y)
^  1
. The
magnitude of the vorticity vector, m,is given by m = \ dV  |d  x -  dU  |d  y \ in a two-dimensional 
flow. Udi/  is the difference between the maximum velocity value in the layer and the value
of U at y = ymax.
2.2.5. Model Constants. In both RANS Solvers, the laminar Prandtl number used 
was Pr = 0.71, and the turbulent Prandtl number was Prt = 0.9. For each model, the 
default constants within each solver were used. In CFL3D, these constants can be found 
in the CFL3D V5 manual [14]. Fluent, they can be found in the Fluent Theory guide [4]. 
Information about each model and the model constants can also be found on the NASA 
Turbulence Modeling Resource website [3].
2.3. VAN DRIEST
The Flat-Plate Theory of van Driest (1956), (labeled Van Driest II) [23] is a common 
engineering correlation used for predicting the skin friction for compressible flow over a 
flat plate. It uses a compressibility transformation to determine the skin friction for a 
compressible flow by using a formula to transform a solution for incompressible skin 
friction to an equation for the skin friction coefficient on a compressible flat plate based on 
Reynolds number. The basic compressibility transform has the following form (from the 
appendix of Rumsey [20]):
C/  = F C/inc (Re®’ FReg )Fc
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where Cfinc is the incompressible skin friction, expressed as a function of the incompress­
ible Reynold number Reeinc. The compressible Reynolds number Reg is related to the 
incompressible Reynolds number by:
Re8inc = FRee Red
In this instance, the Karman-Schoenherr relation is used to determine the incompressible 
skin friction:
C f =in c
1
logw (2Reemc )[17.075log1o(2Reeinc) + 14.832]
Then Fc is defined as:
where
Fc =
Tr/Te -  1
A
(sin 1A + sin 1B)2 
2a2 -  b
B
b
(b2 + 4a2)1/2 (b+4a2)1/2
with a and b defined by the following equations with the wall conditions and the Mach 
number defined, and where r is the recovery factor taken to be r = 0.9:
a  = lr  Y - l  M l  A
2 e Tw
1 /2
b = (T> -  f
\ Tw i




Using these formulas, a relation can be plotted between the Reg and C f .
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The Stanton number (or heat transfer coefficient) was determined using the Ryenolds 
analogy for non-adiabatic walls to relate heat flux in terms of skin friction where:
Ch = ^  C f  * RA
where RA is the Reynolds analogy factor, which is considered to be close to RA = 1 for 
hypersonic flows and cold walls. This is discussed in the appendix of [20].
2.4. SPALDING-CHI
The Spalding-Chi [22] method is another engineering correlation for predicting 
skin friction over a compressible flow over a flat plate. It is only valid for turbulent 
boundary layers, and skin friction is calculated by the following equations from the same 
compressibility transform as the van Driest method [20]:
Cf  = F Cf in c  (Re0, FReg )F c
where the only difference from the van Driest correlation is FReg ,
Tw \ "0'702 / Tl  \ 1/2 
Te) \TW]
and Cf nc is the skin friction calculated using the Karman-Schoenherr relation for incom­
pressible flow (see appendix of Roy & Blottner [18]). A and B are calculated using the 
same equations in the Van Driest method section above. The Stanton number Ch was also 
determined using the Reynolds analogy, as with the Van Driest correlation.
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2.5. RANS SOLVER NUMERICAL METHODS
The Fluent flat plate case uses a second-order implicit solver formulation with 
AUSM+ convective flux scheme [15]. The spatial discretization uses a least squares cell 
based gradient with second order upwind flow discretization scheme and first order upwind 
modified turbulent kinetic energy and specific dissipation rate. The Fluent nozzle case 
uses an explicit solver formulation with a first order upwind modified turbulent viscosity 
scheme, with otherwise similar characteristics to the Fluent flat plate case [4]. In both 
CFL3D cases, the solver uses first-order implicit time advancement with third-order upwind 
biased spatial differencing for inviscid terms, and second-order centrally differenced viscous 
terms [14].Information about the spatial discretization can be found in the CFL3D version 
5 manual, Appendix C.1 and viscous fluxes in Appendix C.2. More information about 
CFL3D time advancement can be found in the CFL3D V5 manual, Appendix B. In the 
simulation cases within this study, CFL3D was used with the thin-layer form of the Navier- 
Stokes equations, though the full Navier-Stokes terms have been applied with very little 
difference to each run. In CFL3D, the turbulence models are solved with first-order upwind 
differencing, uncoupled from the mean flow equations [19].
2.6. PREVIOUS STUDIES
In the past, several previous investigations of theoretical correlation and CFD pre­
diction performance on hypersonic flat plates and other geometries have been performed. 
In a study by Higgins [11], several engineering correlations were compared with CFD and 
experimental results in different hypersonic test cases from Mach 5 to Mach 8 including a 
turbulent Mach 8 flat plate case at 35 km altitude. The Van Driest and Spalding-Chi meth­
ods were among the engineering correlations chosen. The findings of this study included 
that in the Mach 8 flat plate case, the k -  m BSL and SST models and the Spalding-Chi 
correlation agreed very closely, and the Van Driest correlation over-estimated the CFD and
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Spalding-Chi results by about 30% for heat transfer rate and skin friction coefficient. One 
of the conclusions from the report is that the Van Driest correlation "tends to over-predict 
skin friction and heat transfer rate on cold walls" where a cold wall is defined as having 
Tw/To < 0.1. This study has different flow parameters, but the differences between the 
Spalding-Chi, Van Driest, and k -  w CFD models are consistent with the results of the 
current study.
Another study by Rumsey [20] investigated variations of the k -  w SST and Baldwin 
Lomax turbulence models and compressibility corrections with hypersonic boundary layers. 
This study compared the CFD results with the van Driest and Spalding-Chi correlations 
on a zero pressure gradient flat plate at Mach 2, Mach 5, and Mach 10 with cold and hot 
wall cases, where a hot or cold wall case was defined as having a wall temperature above 
or below the ideal adiabatic wall temperature (Tw/Tr = 1). The findings of this study 
included that in the cold wall Mach 5 and 10 cases, the Baldwin-Lomax model "yields 
better predictions than SST, in reasonably good agreement with the van Driest correlation". 
This was concluded due to over-prediction by the SST models of the skin friction and 
heat transfer coefficient when compared to the Spalding-Chi and van Driest correlations, 
while the Baldwin-Lomax model predicted values in-between the two correlations. The 
comparisons of the models are consistent with the current study in that the Baldwin-Lomax 
model showed lower predictions than the uncorrected SST models. However in the Rumsey 
study, the "colder" wall condition may have contributed to over-prediction by the SST 
models. The compressibility corrections discussed in the study were considered out of the 
scope for the current report, but some investigation of them in the Mach 8 flat plate case 
was performed in the assessment by Huang [12].
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3. TEST CASE 1: HYPERSONIC TURBULENT BOUNDARY LAYER OVER A
FLAT PLATE
The first test case is a simulation of a flat plate with a turbulent boundary layer in a 
Mach 8 flow. This is a moderately cold-walled zero pressure gradient case with nitrogen as 
the working gas.
3.1. DIRECT NUMERICAL SIMULATION DATA
In the Mach 8 flat plate case, the comparison DNS data comes from a DNS database 
that is outlined in [26]. The specific case used in this document is the M8Tw048 case, 
which is a nominally Mach 8 Flat plate with an isothermal wall of Tw = 298K and a wall- 
to-recovery temperature ratio (Tw/ Tr) of 0.48. The free stream conditions for this case are 
identical to the RANS case conditions that are shown in Table 3.1. The DNS case has a 
three-dimensional computational domain, and has a different domain size than the RANS 
cases. More information on the validation and simulation methods for the flat plate case is 
available in [10]. Figure 3.1 shows the extent of the DNS domain and the boundary layer 
extent.
3.2. FLOW CONDITIONS
The free-stream flow conditions for the flat plate case are listed in Table 3.1. The 
flat plate case is a moderately cold wall, Mach 8 case, where the wall temperature recovery 
ratio, (Tw/Tr) is 0.48, with a wall temperature of 298 K and free-stream temperature of 51.8 
K. The working gas in this simulation is nitrogen. The equation of state for a thermally 
and calorically perfect gas is used, p = p R T , where R is the gas constant and R = 296.8
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Figure 3.1. Mach number contour plot of the flat plate DNS data. The DNS domain ranges 
from x = 0 m to x = 1.3 m, but does not contain the leading edge of the flat plate. It 
corresponds roughly to the range of x « 1.2 m to x « 2.5 m in the RANS case.
kJ/ kg K for nitrogen. Keyes’ model was used to calculate the viscosity in Fluent [13], 
and Sutherland’s model is used in CFL3D [14]. Appendix G discusses the differences in 
post-processing that result from using different viscosity models.
Table 3.1. Free-stream and wall conditions for the Mach 8 flat plate case.
(m/s) p m (kg/m3) T» (K) Tw (K) Tw/Tr
7.87 1155.1 0.026 51.8 298.0 0.48
The specific boundary condition types used in CFL3D and Fluent are shown in 
Figure 3.2. The axial domain ranges from x = -0.3 m to x = 3 m, with the cold wall flat 
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Figure 3.2. Boundary conditions for RANS of the flat plate case in a) Fluent and b) CFL3D.
3.3. FLAT PLATE MESH
Figure 3.3 visualizes the baseline RANS mesh and Table 3.2 lists the grid resolutions. 
The mesh chosen for the flat plate case was a rectangular structured grid. The baseline grid 
size chosen was 551 x 293 grid points over a domain of Lx = 3 m and Ly = 0.7 m, with 
identical characteristics to the domain used in the Mach 8 plate plate case in the investigation 
by Huang in [12]. The domain is nondimensionalized using the boundary layer thickness,
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6r = 35.3 mm predicted by DNS at x = 2.385 m as the reference length. The boundary 
layer thickness is defined as the distance normal to the wall where the axial velocity is equal 
to 0.99 times the freestream axial velocity, or where U = 0.99UTO. The nondimensional 
size is Lx/Sr x  Ly /Sr = 93.5 x 19.8. The 551 grid points are spaced uniformly in the axial 
(x) direction, while in the wall-normal (y) direction, the 293 points are clustered near the 
wall, with a geometric distribution with a stretch ratio of 1.05 or less. The smallest size 
grid resolution at the wall, in the wall normal direction is Ay+ « 0.2, while the maximum 
grid size is Ay+ « 12 near the boundary layer edge. The wall-normal grid resolution is 
normalized using the viscous length (zT = 73.7^  m) at x = 2.385 m. In the axial direction, 
uniform mesh is used with a nondimensional resolution of Ax/Sr = 0.17.
Figure 3.3. Schematic of the baseline mesh (551 x 293) for RANS of a flat-plate hypersonic 
turbulent boundary layer.
3.4. RANS SOLUTION VERIFICATION
The flat plate case results were verified in several different studies. The grid con­
vergence study confirmed the validity of the grid resolution, while allowing a sufficiently 
time-efficient run. The numerical convergence was measured and plotted to verify conver-
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Table 3.2. Grid resolution for the baseline RANS simulation of a flat-plate hypersonic 
turbulent boundary layer. The RANS domain size and grid resolutions are normalized by 
RANS-predicted local boundary-layer parameters at ReT = 480 (x = 2.385 m).
Case 8 (mm) Zt (U  m) dx/8 A y+(w all) A y+(BLedge)
DNS 35.3 73.5 0.0000 0.20 0.00
kw SST Fluent 32.6 67.8 0.0004 0.22 12.00
kw SST CFL3D 36.0 75.1 0.0004 0.19 11.64
kw BSL Fluent 31.8 66.6 0.0004 0.22 11.91
kw BSL CFL3D 35.1 73.2 0.0004 0.20 11.67
S-A Fluent 31.8 66.4 0.0004 0.22 11.96
S-A CFL3D 36.0 74.6 0.0004 0.20 11.44
Baldwin Lomax 38.7 80.6 0.0005 0.18 11.39
gence for each model.The CFL3D Turbulence Boundary condition was investigated after 
some initial unexpected results. Each applicable model was also tested using both RANS 
solvers, to make sure that the results of this study are solver independent.
3.4.1. Flat Plate Grid Convergence Study. A grid convergence study was per­
formed using CFL3D, with conditions mirroring those used in the study by Huang [12], as 
shown in Figure 3.4. Two coarser grids were tested, a 551 x 147 grid that decreased the 
wall-normal resolution by removing every other grid point, and a 276 x 74 grid that halved 
the grid dimensions in both directions. One finer grid (1101 x 293) with twice as many 
points in the axial direction was tested. All grid sizes were run using the k-m SST model, 
and the skin friction coefficient (Cf) and wall heat flux coefficient (Ch) were plotted vs Re#. 
Re# is the Reynolds number based on momentum thickness, where Re# is calculated using 
Ree = and the momentum thickness, # = —  7U  ( l  -  dy. Skin friction was
calculated using Cf = t w/(2 p™u2™) where the wall shear stress is t w = u w | | y j. For the 
wall heat flux calculation, Ch = qw/(pCpU™(Tr -  Tw)) was used, where qw is the wall heat 
flux and Cp is the heat capacity at a constant pressure.
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(a) (b)
Figure 3.4. Results of a flat plate grid convergence study using CFL3D, plotting (a) Skin 
Friction and (b) wall heat flux vs. the Reynolds number based on momentum thickness.
In the grid convergence study, it was shown that the baseline grid size of 551 x 293 
was adequate for modeling the flow. At Ree = 9000, the percent difference of Cf between 
the baseline grid and the fine grid was 0.02%, and the Ch value differed by 0.06%. At 
Ree = 4000, The difference in Cf was 0.06%, and the difference in Ch was 0.02%. A table 
of the coefficients at these Ree vales is located in Appendix A.
3.4.2. Numerical Convergence. To ensure the accuracy of the numerical data from 
CFL3D, the values of the residuals of the calculations were plotted, with the results shown 
in Figure 3.5 and Figure 3.6. The density residuals were used as a representative value 
to show the degree of convergence for each run. According to Roy & Blottner [18], "the 
residual levels correlate quite well with actual iterative error in the flow properties". For 
each model used in the flat plate case, the solutions converged with density residual values 
of 10-6 for the k -  m models, and 10-16 for the Spalart-Allmaras model.
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Figure 3.5. Numerical convergence plots of density residuals vs. number of iterations in 
the CFL3D flat plate case. (a) All models and (b) k -  m SST and BSL models.
(a) (b)
Figure 3.6. Numerical convergence plots of density residuals vs. number of iterations in 
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Figure 3.7. The effects of changing the turbulence quantity boundary condition in CFL3D. 
Notice the lack of transition with the default quantity of v = 1.34 and the decreased delay 
as v is increased (tur10 is v in this plot).
3.4.3. CFL3D Turbulence Boundary Conditions. When running a simulation 
using the Spalart-Allmaras turbulence model, the default value for the free stream turbulence 
field equation variable (v) is set to 1.341. The CFL3D documentation recommends a higher 
value of 3.0 to prevent delayed laminar to turbulent transition. Figure 3.7 shows the effects 
of increasing the value of the variable. Since laminar to turbulent transition is not the topic 
of this report, the flow is intended to be fully turbulent, therefore a high v = 8 was used 
for the Spalart-Allmaras case. It was also found that further downstream, past ReT = 200 
(x = 0.732 m ), the v value did not matter as long as it was greater than 3. This transition 
phenomenon is discussed in detail by C. Rumsey in [19].
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(a) (b)
Figure 3.8. Flat plate case comparison of Spalart-Allmaras RANS model wall coefficient 
results between CFL3D and Fluent. (a) skin friction coefficient Cf and (b) heat transfer 
coefficient Ch. The error bars represent 10% deviation from the DNS data value.
3.5. SOLUTION CODE DEPENDENCY
When possible, each model was tested in both CFL3D and Fluent. The results from 
both codes were compared and used to determine if the model implementation in each 
software caused significant differences.
3.5.1. Spalart-Allmaras. Figure 3.8 shows the Spalart-Allmaras results from CFL3D 
and Fluent compared with DNS values, as well as theoretical values calculated using Van 
Driest [23] and Spalding-Chi correlations [22]. This plot shows some small deviation be­
tween the Cf values predicted, with the difference decreasing slightly as ReT is increased 
further along the plate. Both solvers are within 3% of each other from the ReT = 200 (x =
0.732 m) to ReT = 600 (x = 3 m) for both the Cf and the Ch plot.
In Figure 3.9, Spalart-Allmaras results are shown for the flow profile at ReT = 480 
(around x = 2.3 m). The S-A model appears to have consistent results between both CFL3D 




Figure 3.9. Flat plate case profiles of the Spalart Allmaras models at ReT ~ 480 plotting 
vs the non-dimensionalized location in the stream. (a) mean density, (b) mean streamwise 
velocity (plotted against a semi logarithmic scale), (c) mean streamwise mass flux, and (d) 
mean temperature. The error bars represent 10% of the DNS data value.
density plot. Both codes predict higher densities than DNS after y /S  = 0.2, with the Fluent




Figure 3.10. Flat plate case comparison of the k -  m BSL wall coefficient results between 
CFL3D and Fluent. (a) skin friction coefficient Cf and (b) heat transfer coefficient Ch 
among RANS and empirical correlations along the domain. The error bars represent 10% 
deviation from the DNS data value.
3.5.2. k -  m BSL. A plot of the two-equation k -  m BSL model wall coefficients in 
shown in Figure 3.10. The Cf values predicted between CFL3D and Fluent are somewhat 
consistent with each other, with data from both solvers falling within 3% of each other for 
each individual model over the the ReT = 200 to ReT = 600 (x = 3 m) range of the plot. 
The Ch plot (b) shows a significant 5 to 10 percent difference between the CFL3D k -  m 
BSL data between the two solvers.
The flow profiles of the k -  m BSL models from both codes are compared in Figure 
3.11. The k -  m BSL model in Fluent deviated the most out of all of the k -  m models at 





Figure 3.11. Flat plate profiles of the k -  m BSL models at ReT ~ 480 plotting vs the non- 
dimensionalized location in the stream. (a) mean density, (b) mean streamwise velocity 
(plotted against a semi logarithmic scale) , (c) mean streamwise mass flux, and (d) mean 
temperature. The error bars represent 10% of the DNS data value.
3.5.3. k -  m SST. Figure 3.12 shows the k -  m SST model results from both solvers 
plotted against each other. This plot shows very good agreement between the two solvers, 
as well as close matches with the DNS data. The difference for both the Cf and Ch values 




Figure 3.12. Flat plate case comparison of the k -  m SST wall coefficient results between 
CFL3D and Fluent. (a) skin friction coefficient Cf  and (b) heat transfer coefficient Ch. The 
error bars represent 10% deviation from the DNS data value.
The wall-normal plots in Figure 3.13 show that k -  m SST models match well 
between both solver codes. Both k -  m models showed slightly high temperature values, 
from about 10 percent higher than the DNS data for all models besides CFL3D k -  m BSL, 




Figure 3.13. Flat plate profiles of the k -  w SST models at ReT ~ 480 plotting vs the non- 
dimensionalized location in the stream. (a) mean density, (b) mean streamwise velocity 
(plotted against a semi logarithmic scale) , (c) mean streamwise mass flux, and (d) mean 
temperature. The error bars represent 10% of the DNS data value.
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3.6. FLAT PLATE RESULTS
The RANS simulations were completed in CFL3D and Fluent and compared with 
nondimensionalized DNS data. In Fluent, the Spalart-Allmaras, k -  m BSL, and k -  m SST 
models were used. In CFL3D, the Baldwin-Lomax model was used in addition the other 
three models. In this section, the performance of each model is assessed by comparing 
differences in trends and data values between RANS, theoretical values, and DNS data. For 
simplicity, only the CFL3D values are shown in the following plots.
3.6.1. Wall Friction and Heat Transfer Coefficients. Figure 3.14 shows the skin 
friction and heat transfer plotted against the friction Reynolds number, ReT. Most of the 
RANS models tested fall within 5% of the DNS values, with the CFL3D test using k -  m 
BSL producing higher values for skin friction and heat transfer coefficient, and the Baldwin 
Lomax model under-predicting by 5% to 10% for both quantities. All models besides 
the k -  m BSL model were bounded by predictions of the Spalding-Chi and Van Driest 
correlations.
(a) (b)
Figure 3.14. Flat plate comparison (a) skin friction coefficient Cf and (b) heat transfer 
coefficient Ch of all RANS models and DNS data. The error bars represent 10% deviation 
from the DNS data value.
29
Table 3.3. Flat plate boundary layer parameters at ReT « 480.
Case x (m) ReT Reo Re62 0 (mm) 6 (mm) Ch (x10-3)
DNS 2.385 480 10072 2064 1.22 35.3 0.43
kw SST Fluent 2.298 481 9202 1934 1.08 32.6 0.43
kw SST CFL3D 2.484 479 9817 1868 1.16 36.0 0.44
kw BSL Fluent 2.118 477 8986 1890 1.05 31.8 0.44
kw BSL CFL3D 2.478 480 9531 1812 1.12 35.1 0.48
S-A Fluent 2.058 479 8645 1818 1.01 31.8 0.45
S-A CFL3D 2.382 482 9641 1836 1.14 36.0 0.44
Baldwin Lomax CFL3D 2.856 481 10494 1988 1.24 38.7 0.41
Case H ZT uT (m/s) Cf  (x10-3) RA Bq
DNS 13.9 73.5 54.1 0.75 1.15 0.060
kw SST Fluent 19.8 67.8 53.8 0.77 1.11 0.058
kw SST CFL3D 19.7 75.1 53.7 0.77 1.16 0.060
kw BSL Fluent 19.9 66.6 54.6 0.79 1.12 0.059
kw BSL CFL3D 20.0 73.2 55.3 0.81 1.18 0.063
S-A Fluent 19.9 66.4 54.9 0.80 1.12 0.059
S-A CFL3D 19.6 74.6 53.9 0.78 1.14 0.059
Baldwin Lomax CFL3D 20.1 80.6 50.7 0.68 1.20 0.059
3.6.2. Wall-Normal Profiles. Table 3.3 shows the boundary layer properties at 
ReT « 480 for the RANS and DNS simulations. For each turbulence model, RANS 
properties of the flow were compared to those of the DNS at ReT « 480, similar to the 
study by Huang in [12]. The boundary layer parameters chosen include the momentum 
thickness (0), the shape factor (H = 6*/ 0 , where 6* is the displacement thickness), boundary 
layer thickness (6), friction velocity (uT = a/ tw/ p w), viscous length (zT = i w/ p wuT), wall 
skin friction coefficient C f, Reynolds analogy factor RA = 2Ch/C f  (where Ch is the wall 
heat transfer coefficient), the dimensionless wall heat transfer rate Bq = qw/(pwCpuTTw), 
and several Reynolds numbers calculated with respect to different quantities. These are 
Re0 = p mUm0 / based on momentum thickness, ReT = p wuT6/ i w based on friction 
velocity, and Re62 = p mUm6 / i w based on boundary layer thickness. Good agreement is 
shown between RANS and DNS.
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(a) (b)
Figure 3.15. Flat plate case: Profiles of the flow at ReT « 480 as a function of wall-normal 
distance. (a) mean density, (b) mean streamwise velocity (plotted against a semi logarithmic 
scale), (c) mean streamwise mass flux, and (d) mean temperature.
Figure 3.15 plots all RANS models and the DNS data, showing the variation in 
mean density, mean streamwise velocity, mean streamwise mass flux, and mean temperature 
across the flow profile. When all of the RANS models are plotted at once, they show good 
agreement with the DNS data, with the Baldwin-Lomax model showing slightly different 
trends in streamwise velocity and mean temperature plots.
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Table 3.4. Flat plate solution properties in CFL3D for the final results using different 
methods to reduce computing time.
Model Time (h:m:s) Iterations CFL Number Grid Levels Final Residual
k -  m SST 59:33:41 200000 0.2 1 4.28E-09
k -  m BSL 55:10:55 200000 0.1 1 8.30E-07
S-A 1:06:01 4000+2000 3.0 2 3.74E-10
B-L 2:26:01 10000 3.0 1 2.12E-07
Table 3.5. Flat plate solution properties in CFL3D with identical solver parameters.
Model Time (h:m:s) Iterations CFL Number Grid Levels Final Residual
k -  m SST 8:20:46 30000 0.2 1 3.13E-07
k -  m BSL 8:17:17 30000 0.2 1 8.68E-07
S-A 8:20:14 30000 0.2 1 3.31E-07
B-L 6:40:16 30000 0.2 1 9.45E-07
3.6.3. CFL3D Solution Times. For a qualitative comparison of computing cost, 
the solution properties and parameters for the final simulations in CFL3D are shown in 
Table 3.4. Some models allowed different strategies to be used to reduce the time it took 
to reach a solution, while the less robust models were run using simpler setups. The main 
variations between the solution cases were the differences in the CFL number, where a 
higher number can allow faster convergence with less stability, using multiple grid levels 
to converge a solution on a coarse grid before moving to a finer grid, and variations in the 
number of iterations for each grid level. To compare the turbulence models directly, solution 
properties are shown for each model in Table 3.5, using the same number of iterations, CFL 
number, and no coarser grids. The final residual is a measure of the degree of convergence 
for each model.
The Baldwin-Lomax model had the lowest computations time by around 20 percent 
when directly compared to the other turbulence models. Surprisingly, the one-equation 
S-A model had a similar solution time to the two-equation k -  m models. The Baldwin 
Lomax model had the lowest computation time in the direct comparison, but due to the use
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of coarser grids, the S-A model had a faster solution time in the original simulation run. 
In the final simulation, the S-A model and B-L models had much lower times to converge 
due having a higher CFL number. The k -  m SST and BSL models are not as robust, and 
diverged when higher CFL numbers were used, resulting in higher solution times.
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4. TEST CASE 2: HYPERSONIC TURBULENT BOUNDARY LAYER OVER A
WIND-TUNNEL NOZZLE WALL
The second case is a cold walled nozzle based on the dimensions of the Mach 8 
Sandia HWT-8 wind tunnel. Due to the very low wall curvature in the area before the nozzle 
exit, the case is a zero pressure gradient test case.
4.1. DNS DATA
Figure 4.1. Mach number contour plot of the nozzle DNS data. The valid range of data is 
from x « 2.0 m to x  « 2.6 m.
The DNS data, as shown in Figure 4.1, was taken from a fully three-dimensional 
Navier-Stokes simulation of the axisymmetric nozzle with nitrogen in the perfect gas 
regime as the working fluid. The data was taken for use in studies of pressure fluctuation 
and acoustics, and has been verified against experimental data from the wind tunnel itself as 
well as the Sandia SPARC DNS code. Table 4.1 shows the operating conditions of Sandia 
HWT-8 simulated by DNS, and Table 4.2 shows the DNS-predicted free-stream conditions 
at near the nozzle exit at x = 2.6 m. More information on the validation and simulation 
methods for the nozzle and flat plate cases is available in [10].
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Table 4.1. Free-stream and wall-temperature conditions for the Mach 8 Nozzle case.
P0 (Pa) T0 (K) Reunit (1/m) Tw (K)
7.91 4692000 617 13.4 x 106 298
Table 4.2. Free-stream conditions for the Mach 8 Nozzle DNS case at x = 2.6 m.
(kg/m3) (Pa) (K) (m/s) (kg/m-s) y
0.035 454.5 449  1091.6 3.1608 x 10-6 1 X
4.2. RANS SIMULATION DETAILS
The following section discusses the RANS simulation setup for the nozzle wall test 
case, including the boundary conditions of this test case, as well as the dimensions of the 
mesh that was used.
4.2.1. Nozzle Mesh. The baseline mesh chosen for the nozzle case is a 497 x 233 
structured grid, ranging from x = -0.0698 m to x = 2.6 m, with x = 0 located at the nozzle 
throat, and a maximum radial dimension of y = 0.171 m at the nozzle exit (Figure 4.2). 
These dimensions match the Sandia HWT-8 wind tunnel. The grid points are clustered 
near the walls in the wall-normal (y) direction, and spaced with increasing distance apart 
after the nozzle throat in the streamwise (x) direction. In Fluent, the nozzle mesh is two 
dimensional, with boundary conditions for an axisymmetric case. The CFL3D mesh is a 
three dimensional mesh with two planes revolved around the nozzle axis and separated by 
one degree.
4.2.2. Nozzle Boundary Conditions. Figure 4.4 shows the boundary conditions 
for RANS of the nozzle flow of Sandia HWT-8. Because of differences in the solver code 
inputs, there were some differences in the available nozzle boundary conditions between 
Fluent and CFL3D. In both cases, the nozzle inlet at x = -0.0698 m was a pressure inlet 
with a total pressure of 4692000 Pa, and a total temperature of 617 K. In CFL3D this was 




Figure 4.2. Visualization of the computational mesh (497 x 233) used in RANS of hyper­
sonic nozzle flows. Every 4 points are taken in each direction to better visualize the grid 
distributions. (a) Global view; (b) Detailed view near the throat.
a freestream pressure value of = 478.5 Pa and To/T^ = 13.8. The outlet boundary 
condition was set to an extrapolation condition in CFL3D and to a gauge pressure of 500 Pa 
in Fluent. In Fluent, there is no specific extrapolation boundary condition, but when using 
the Pressure outlet boundary condition, when a flow is "locally supersonic, the specified 
pressure will no longer be used” and according to the Fluent User’s guide, "pressure will be 
extrapolated from the flow in the interior" (Section 7.3.9 in the Fluent 2019 User guide)[5]. 
The nozzle wall was set to a temperature of 298 K, and the y = 0 boundary condition was 
a singular axis in both simulations. In CFL3D, the additional span-wise planes were set to 
periodic boundaries with a rotation angle set to one degree (Figure 4.3). More information 
about the specific boundary conditions used in CFL3D can be found in Appendix E.
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F ig u re  4 .3 . (E x a g g e ra te d )  V ie w  o f  th e  p e r io d ic  n o z z le  m e sh  u se d  in  C F L 3 D ,  i t  is  a  2 
d im e n s io n a l m e s h  re v o lv e d  b y  o n e  d e g re e .
(a)
(b)
F ig u re  4 .4 . B o u n d a r y  c o n d it io n s  in  a) F lu e n t  an d  b) C F L 3 D  fo r  R A N S  o f  h y p e rs o n ic  n o z z le  
f lo w .
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4.3. RANS SOLUTION VERIFICATION
The results in the nozzle case were verified using identical methods to the flat 
plate test case. The grid resolution was verified through a grid convergence study, and the 
numerical convergence of each simulation was checked. The models that were able to be 
verified across both solver codes were tested for solver independence.
4.3.1. Numerical Convergence. To ensure numerical convergence for the nozzle 
case, each simulation was run until the residuals reached a low enough value, with the 
density residual reaching 10-6 as the one of the primary quantitative bench marks. To 
increase the speed of convergence, the multi-grid function of CFL3D was used, which 
creates coarser grid levels by removing every other grid point in both coordinate directions 
for each multi-grid level. The solver converges each case on successively finer grid levels, 
restarting from the converged solution until the baseline grid (497 x 233) is converged at 
full resolution. In the nozzle case, 3 multi-grid levels were used when possible, where the 
grid levels were 125 x 59, 249 x 117, and 497 x 233. The CFL3D multi-grid algorithm 
is explained in detail in the CFL3D Version 5 user manual in Appendix D (of the manual) 
[14]. This method offered greatly decreased simulation time with identical results to using a 
singular fine grid, but it required a modification to the CFL3D source code to make the code 
more lenient with maximum density and pressure values before throwing an error. This 
change is documented in Appendix D, and is now officially implemented in the CFL3D 
source code at the time of writing.
4.3.2. Nozzle Grid Convergence Study. In the nozzle case, the baseline grid of 
497 x 233 was chosen after performing a grid convergence study similar to the flat plate 
case. Two coarser grids were created by removing every other grid point in the streamwise 
and wall-normal direction, resulting in coarse grids with dimensions of 249 x 117 and 125 
x 59. A finer grid with a resolution of 993 x 465 was also tested. All grid sizes were tested 
using the Spalart-Allmaras RANS model and the skin friction coefficient (Cf) and heat 
transfer coefficient (Ch) along the walls were plotted. The results of this study are shown in
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Figure 4.5. As the grid resolution was increased, the skin friction and heat transfer values 
converged to a consistent value. For the baseline grid and fine grid, the differences between 
the Cf  values at x = 1.5 m ,x  = 2m , and x = 2 .5m  streamwise locations were less than one 
percent. For the coarser grids and the baseline grid, the error for Cf and Ch between each 
grid ranged from three to five percent. These results are shown in Appendix A with exact 
numerical values. Thus, the grid convergence study verified that the baseline 497 x 233 
grid was adequate for this case.
Figure 4.5. Results of a grid convergence study with the nozzle mesh using the Spalart- 
Allmaras model, plotting (a) Skin friction and (b) Wall heat flux versus the streamwise 
location.
4.4. SOLUTION SOLVER CODE DEPENDENCY
To verify that the turbulence models perform similarly independent of code imple­
mentation, each model was tested in Fluent and CFL3D then the results were compared. 
The Baldwin-Lomax model was only implemented in the CFL3D code, so it was omitted 
from this stage of verification. In this section, the DNS result with error bars of 10 percent 
of the DNS value are included as a reference point for comparison on the applicable plots.
39
4.4.1. Spalart-Allmaras Code Comparison. For the Spalart-Allmaras model, Fig­
ure 4.8 and Table 4.3 show that the differences between Fluent and CFL3D are within 5 
percent for the skin friction coefficient and 10 to 20 percent for the heat transfer coefficient 
and boundary-layer thickness. Figure 4.9 shows that both Fluent and CFL3D had consistent 
results for the pressure, temperature, and Mach number flow characteristics along the axis. 
Good comparisons are also shown in predictions of the 2-D contours of Mach number and 
density between Fluent and CFL3D (Figures 4.6 and 4.7).
Figure 4.6. A contour plot of the nozzle showing the Spalart-Allmaras Mach number results 
from CFL3D (top) and Fluent (bottom).
Figure 4.7. A contour plot of the nozzle showing the Spalart-Allmaras nondimensionalized 
mean density results from CFL3D (top) and Fluent (bottom).
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(a) (b)
Figure 4.8. Nozzle streamwise wall statistics of the Spalart-Allmaras model: (a) Skin 
friction coefficient, (b) Heat transfer coefficient, and (c) Boundary layer thickness measured 
along the nozzle wall. The error bars represent 10% of the DNS value.
Table 4.3. Nozzle boundary layer parameters at x = 2.6 m for the Spalart Allmaras model
Case Reg g (mm) uT (m/s) 8 (mm) Cf  (x10-3) Ch (x10-3)
DNS 19174 1.57 49.2 42.5 0.600 1.5667
S-A Fluent 25579 1.99 51.1 51.3 0.673 1.9919




F ig u re  4 .9 .  N o z z le  a x ia l  c h a ra c te r is t ic s  o f  th e  S p a la r t - A llm a r a s  m o d e l: (a and b) M a c h  
n u m b e r, (c) R a t io  o f  s ta t ic  a n d  to ta l p re s s u re , (d) R a t io  o f  s ta t ic  an d  to ta l te m p e ra tu re  
m e a s u re d  a lo n g  th e  n o z z le  a x is .
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4.4.2. k -  w Shear Stress Transport Code Comparison. The k -  w SST model 
showed similarly consistent results between the CFL3D and Fluent simulations when com­
pared with the SA model. The Mach number variation along the streamwise axis (Figure 
4.12 showed a difference of less than 0.05 from x = 1.5 m to x = 2.6 m. The pressure and 
temperature statistics show different trends, with very close results at x = 1.5 m and slightly 
divergent results around x = 2.6. The wall coefficients (Figure 4.13 and Table 4.4) converge 
as the flow develops. The skin friction values have a difference greater than 10 percent 
at x = 1.5, and less than 5 percent at x = 2.6. The heat transfer coefficient values have a 
difference of almost 20 percent at x = 1.5 m, decreasing to around 10 percent at x = 2.6 
m. In the Mach number and density contour plots (Figures 4.10 and 4.11), the CFL3D data 
shows some deviations from the Fluent data near the axis.
Mach numberk-ussx h  i i nzi i m
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5
CFL3D
Fluent
0.5 1 x ( m )  1.5 2 2.5
Figure 4.10. A contour plot of the nozzle showing the k -  w SST Mach number results 
from CFL3D (top) and Fluent (bottom).
k-coSST p/p0 ___I__ ■ __ I__ I ___I
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Figure 4.11. A contour plot of the nozzle showing the k -  w SST nondimensionalized mean 
density results from CFL3D (top) and Fluent (bottom).
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(a) (b)
Figure 4.12. Plot of nozzle axial characteristics of the k -  w SST model. (a and b) Mach 
number, (c) Ratio of static and total pressure, (d) Ratio of static and total temperature 
measured along the nozzle axis.
Table 4.4. Nozzle boundary layer parameters at x = 2.6 m for the k -  w Shear Stress 
Transport model.
Case Reg g (mm) uT (m/s) 8 (mm) Cf  (x10-3) Ch (x10-3)
DNS 19174 1.57 49.2 42.5 0.600 1.5667
kw SST Fluent 24589 1.94 47.9 47.5 0.589 1.9434




Figure 4.13. Nozzle streamwise wall statistics of the k -  w SST model: (a) Skin friction 
coefficient, (b) Heat transfer coefficient, and (c) Boundary layer thickness measured along 
the nozzle wall. The error bars represent 10% of the DNS value.
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4.4.3. k -  w Baseline Code Comparison. The k -  w BSL model had issues with 
converging to an accurate solution in CFL3D. The results are visible when comparing 
Mach number contours between the CFL3D case and the Fluent case (Figure 4.14). In 
Fluent, the contour plot looks fairly average with a visible “freestream” area with a mach 
number around 8, while the CFL3D k -  w BSL plot shows a vastly different result even with 
identical boundary conditions. For the CFL3D run with the k -  w BSL model, the residual 
increases with the number of iterations (Figure 4.15), which indicates a diverging solution. 
As expected, the Mach number along the axis and the boundary-layer parameters at x = 2.6 
m (Table 4.5) show large differences between the solutions of Fluent and CFL3D.
Given that the CFL3D k -  w BSL model is obviously divergent, the model was 
therefore excluded from the final comparison study.
Table 4.5. Nozzle boundary layer parameters at x = 2.6 m for the k -  w Baseline model.
Case Ree 6 (mm) uT (m/s) 8 (mm) Cf  (x10-3) Ch (x10-3)
DNS 19174 1.57 49.2 42.5 0.600 1.5667
kw BSL Fluent 24833 1.94 49.3 48.8 0.625 1.9439
kw BSL CFL3D 602 29.25 20.4 162.0 8.202 29.2491
Figure 4.14. Contour plots of the results using the k -  w BSL model in CFL3D (top) and 
Fluent (bottom).
46
Figure 4.15. Plots showing lack of convergence with the k -  w BSL model: (a) Mach 
number variation along the nozzle axis for the k -  w BSL case. (b) The k -  w BSL density 
residual value plotted against the number of iterations in CFL3D.
47
4.5. NOZZLE RESULTS
Several metrics were used to compare the performance of different turbulence mod­
els: the Mach number variation along the nozzle center-line, the nozzle wall skin friction, 
heat transfer coefficient, and boundary layer thickness, as well as profiles of velocity, tem­
perature, and pressure at the x = 2.0 m position and near the nozzle exit at x = 2.6 m. The 




Figure 4.16. Nozzle case (a) Skin friction coefficient, (b) heat transfer coefficient, (c) 
Boundary layer thickness, and (d) Reynolds Analogy variation along the nozzle wall for all 
RANS cases in CFL3D. The error bars represent 10% of the DNS value.
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4.5.1. Comparison of Turbulence Models. Figure 4.16 shows that the skin friction 
coefficient, heat transfer coefficient, and boundary layer thickness along the nozzle wall were 
within approximately 10 percent of the DNS and van Driest II values after x « 2.0 m for 
all models.
This is further supported by Table 4.6, which listed the boundary-layer parameters 
predicted by DNS and various RANS models at the nozzle exit (x = 2.6 m). All of the 
successful RANS models tested in CFL3D predicted the Mach number to within 3% of 
the DNS data (Figures 4.17a and 4.17b). The RANS models over-predicted the pressure 
along the axis by approximately 10 percent (Figure 4.17c). The RANS simulations also 
slightly over-predicted the temperature by 3 percent along the nozzle axis (Figure 4.17d). 
Figure 4.18 shows that the profile of the axial component of velocity (U) was predicted 
to be within 10 percent of the DNS value at the nozzle exit, but there is a relatively high 
amount of variation in the radial component (V), likely due to the small numerical values. 
Figure 4.19 further compares the Mach number contours between DNS and various RANS 
models. There is an apparent similarity in predictions among DNS, k -  m SST, and Spalart- 
Allmaras models, although the Baldwin-Lomax model predicts thinner boundary layer than 
other models, consistent with the boundary-layer thickness values listed in Table 4.6.
Table 4.6. Nozzle boundary layer parameters at x = 2.6 m for RANS models in CFL3D.
Case Ree 6 (mm) uT (m/s) 8 (mm) Cf  (x10-3) Ch (x10-3)
DNS 19174 1.57 49.2 42.5 0.600 0.2947
kw SST CFL3D 20473 1.50 49.0 45.2 0.619 0.3214
S-A CFL3D 20363 1.51 49.9 45.2 0.638 0.3304




F ig u re  4 .1 7 . P lo t  o f  n o z z le  a x ia l  c h a ra c te r is t ic s  o f  a l l  R A N S  c a s e s . (a and b) M a c h  n u m b e r, 
(c) R a t io  o f  s ta t ic  a n d  to ta l p re s s u re , (d) R a t io  o f  s ta t ic  a n d  to ta l te m p e ra tu re  m e a s u re d  a lo n g  




F ig u re  4 .1 8 . N o z z le  c a s e  (a) a x ia l  v e lo c it y  an d  (b) ra d ia l  v e lo c it y  ro f i le s  ta k e n  at x  = 2 .6  m  










Figure 4.19. Nozzle Mach number contour plots from x = 1.5 m to x = 2.6 m for (a) DNS 
data, (b) k -  m SST, (c) Spalart-Allmaras, and (d) Baldwin-Lomax.
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4.5.2. CFL3D Solution Times. The solution runtimes and simulation parameters 
are recorded in Table 4.7 and 4.8. Table 4.7 shows the run times and solver properties 
used in this report; Table 4.8 shows the results when using identical solver properties. The 
solution time tables show similar results to the flat plate case, where the Baldwin-Lomax 
model has the shortest solution time in the direct comparison, while the Spalart-Allmaras 
model has the shortest time in the final reported simulation run. One major difference in 
the nozzle case is that multi-grids were used in the k -  m SST model run, allowing much 
reduced simulation time, comparable to the S-A and B-L models. For all models in the 
nozzle case, the CFL number had to be reduced to 0.1 to 0.2 in order to increase stability.
Table 4.7. Nozzle solution properties in CFL3D for the final results using different methods 
to reduce computing time. In multigrid cases, grid sizes in sequence from left to right: 125 
x 59, 249x 117,497x233.
Model Time (h:m:s) Iterations CFL number Multigrids Final Residual
k -  m SST 10:30:40 40k+35k+30k 0.15 3 3.88E-08
k -  m BSL 43:32:40 300k 0.1 1 9.75E-07
S-A 8:48:42 70k+40k+20k 0.2 3 5.73E-10
B-L 10:22:36 40k+35k+30k 0.15 3 4.16E-08
Table 4.8. Nozzle solution properties in CFL3D directly compared using identical solver 
parameters.
Model Time (h:m:s) Iterations CFL number Multigrids Final Residual
k -  m SST 16:12:28 100k 0.15 1 7.20E-09
k -  m BSL 15:36:10 100k 0.15 1 6.88E-07
S-A 16:08:19 100k 0.15 1 4.34E-09
B-L 11:15:36 100k 0.15 1 2.15E-08
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5. CONCLUSIONS
5.1. TURBULENCE MODEL DISCUSSION
In this study, the ability of several standard turbulence models to predict mean and 
turbulence profiles in hypersonic cold-wall boundary-layer applications is investigated. The 
turbulence models under investigation include the algebraic model of Baldwin-Lomax, the 
one-equation model of Spalart-Allmaras, and two variants of two-equation models (the 
baseline k -m  model by Menter, and the shear-stress transport k-m  model by Menter). 
Reynolds-Averaged Navier-Stokes (RANS) simulations with the different turbulence mod­
els are conducted with Fluent and CFL3D solvers for two canonical configurations: i) a 
flat-plate, zero-pressure-gradient turbulent boundary layer with a nominal free-stream Mach 
number of 8 and wall-to-recovery temperature ratio of 0.48, and ii) a hypersonic turbulent 
boundary layer over the axisymmetric nozzle wall of a Mach 8 wind tunnel. The RANS 
results are compared with those of direct numerical simulations (DNS) under similar condi­
tions. In the flat plate case, reasonably accurate predictions of boundary layer properties and 
wall quantities are produced by the algebraic, one-equation, and two-equation RANS turbu­
lence models using the Boussinesq approximation. This is verified in Fluent and CFL3D, 
where the RANS predictions generally were within 10% of the DNS data values. All of the 
models besides the Baldwin-Lomax model performed similarly in the flat plate case. In the 
nozzle case, the simpler turbulence models like the one-equation Spalart-Allmaras model 
and the zero-equation Baldwin-Lomax model provided more robust and faster simulations 
than the two-equation Menter k -  m models, but were not as accurate. Some additional 
observations and conclusions summarized as follows:
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1. The Baldwin-Lomax model predicted significantly lower wall coefficients (Figure 
3.14) and had more deviation from the DNS data than the other models in wall- 
normal profiles (Figure 3.15). It also showed more deviation in boundary layer 
parameters as well (Table 3.3). The lower skin friction and heat transfer coefficients 
are a much closer match with the Van Driest theoretical values than the DNS data. 
For the nozzle case, the Baldwin-Lomax model predicted accurate values for the 
boundary layer properties of the flow, with most values falling well within 10 percent 
of the DNS data. The other flow characteristics were also very close to the DNS data 
values. It also converged with fewer iterations than the other models tested, owing 
to its simplicity. Since the Baldwin-Lomax model was only implemented CFL3D, it 
was only tested using one solver, so its results are not verified to the same degree as 
the other RANS models in this study.
2. For both geometries, the Spalart-Allmaras (S-A) model matches with the DNS data 
well when comparing wall coefficients, but not as close as the k-m model. It is still 
accurate in all other measurements taken in this study. It also has the advantage of 
being more robust, allowing for a higher CFL number and multi grid solution methods 
which resulted in the lowest simulation time of all of the models tested (Table 3.4). 
The flow characteristics of the S-A model were very consistent between CFL3D and 
Fluent. It showed the smallest differences in the code comparison study.
3. The k-m SST model was the most accurate to the DNS data out of the RANS models 
tested with the flat plate case. For the nozzle case, the k -  m SST model results were 
consistently accurate to within 10 percent of the DNS data, even for the wall friction 
and heat transfer coefficients. This model also had more agreement between the two 
RANS solver codes than the simpler models. However, the k -  m SST model was 
more difficult to converge than the Spalart-Allmaras model and the Baldwin-Lomax 
model, requiring more iterations to converge to an adequate result.
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4. The k -w BSL model was not consistent in this study, taking a long time to converge, 
while also having the largest discrepancy between the two codes. In some compar­
isons, there was a difference of up to 10 percent between CFL3D and Fluent, such as 
in Figure 3.11 comparing the free-stream density.
5.2. RANS SOLVER DISCUSSION
In addition to assessing the accuracy of the chosen RANS models, this study high­
lights some of the differences between NASA’s CFL3D and ANSYS Fluent. While both 
codes are RANS solvers that have origins in the 1980s, in the current era they have evolved 
into different niches. The advantages of CFL3D are that it has many turbulence models 
available, its open source code allows for simple modifications and free distribution, and its 
simplicity allows faster computations, assuming that the user is familiar with the software. 
To take advantage of the simulation speed, some manual tuning is required for each simu­
lation case. For example, to make use of more than one processor core, CFL3D requires 
the user to manually divide the input mesh into multiple blocks, based on the simulation 
geometry. Fluent allows the use of multiple cores by default, allowing the user to decide 
the number of cores to use in a simulation. The CFL3D simulation may run faster, but 
the CFL3D user may spend more time setting up the run than the Fluent user. Fluent and 
CFL3D have different strengths when it comes to data export and post-processing. Flu­
ent allows the user to choose between many quantities to export once a run has finished, 
while CFL3D exports several quantities by default and sometimes requires the code to be 
re-compiled to export specific flow quantities before starting a run. However, CFL3D is 
able to export structured meshes, while exported Fluent data requires more complicated 
post-processing to acquire a structured mesh. These factors support the different use cases 
of the two RANS solvers: Fluent is a great general purpose solver that is highly adaptable 
to many fluid simulations, though there may be some better options for each case, while 
CFL3D is useful for specific use cases, where it can excel when properly configured.
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5.3. FINAL DISCUSSION AND RECOMMENDATIONS
The different qualities of the RANS models can now be discussed after taking into 
account the results of both test cases. Among the turbulence models tested, the Spalart- 
Allmaras and Menter k -  m Shear Stress Transport models both showed good agreement 
with the DNS data after being verified with Fluent and CFL3D. The Spalart-Allmaras model 
is recommended for its stability and higher speed of convergence than the k -  m models. It 
produced reasonably accurate results in both test cases, and it converged to a solution with 
the least amount of adjustment of solver parameters needed. The k -  m model required 
more fine tuning to reach a solution without the simulation diverging, but in many cases 
it appeared to produce more accurate results, such as in the calculation of wall quantities. 
Because it is a two-equation model, the k -  m SST model may be able to offer more accurate 
results at the cost of being less robust than a simpler model. This may be remedied by 
starting a simulation with a simpler model like the Spalart-Allmaras model and restarting 
the converged solution using a more complex model like the k -  m SST model.
The Baldwin-Lomax model was tested in this study, but it cannot be recommended 
to the same degree as the SA and k -  m SST models. Though it performed very well in 
the nozzle case, there was a significant discrepancy between it and the other models in 
the flat plate case. The model was also not verified across both solver codes due to it not 
being implemented in Fluent. According to the official CFL3D web page, the model is also 
known to be dependent on the grid structure, which may affect its solution results [1]. This 
model can be used as a preliminary solver because of its robustness and the simplicity of 
the model, but it should be verified against others before any decisions are made based on 
its results.
The Menter k -  m Baseline model is not recommended for based on the results of 
this study. It was inconsistent between solver codes in the flat plate case, and it refused to 
converge in the CFL3D nozzle case. It took more fine tuning than the k -  m SST model, 
and took the same amount of time to converge to a less accurate solution. It may have
57
advantages outside of the scope of the test cases in this study, but for hypersonic cold wall 
nozzle and flat plate flows, it is not ideal in comparison to the other RANS models tested 
here.
5.4. SCOPE LIMITATIONS AND FUTURE RESEARCH
The scope of this study is limited to turbulence model assessment for hypersonic 
turbulent boundary layers subject to nominally zero pressure gradient. For both configura­
tions, the wall temperature condition is limited to a moderately cooled isothermal wall with 
a wall-to-recovery temperature ratio of Tw/Tr « 0.48.
Given that all realistic flight vehicles exhibit some degree of streamline curvature 
that induces favorable and adverse pressure gradients, future research will focus on assessing 
turbulence model performance for hypersonic boundary-layer flows subject to favorable or 
adverse pressure gradients. Additionally, the surface of a practical hypersonic vehicle 
may exert a significantly stronger wall-cooling effect on the boundary-layer flow due to 
considerable radiative cooling and internal heat transfer, it would therefore be interesting to 
investigate modeling performances for turbulent boundary layers with a highly cooled wall 
(Tw/ Tr << 0.3).
APPENDIX A.
GRID CONVERGENCE TABULATED VALUES
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FLAT PLATE TABLES
Table 1. Skin friction and heat transfer coefficients at Ree = 8000 for a range of grid 
resolutions.
Grid Cf Ch
276 x 74 0.0008190 0.0004683
5 5 1 x 147 0.0007980 0.0004564
5 5 1 x 293 0.0007837 0.0004511
1101x 293 0.0007841 0.0004512
Fluent 551 x 293 0.0007876 0.0004385
Table 2. Skin friction and heat transfer coefficients at Ree = 9000.
Grid C f Ch
276 x 74 0.0007950 0.0004552
5 5 1 x 147 0.0007755 0.0004445
5 5 1 x 293 0.0007680 0.0004431
1101x 293 0.0007681 0.0004433
Fluent 551 x 293 0.0007708 0.0004293
Table 3. Skin friction and heat transfer coefficients at Ree = 4000.
Grid C f Ch
276 x 74 0.0009239 0.0005264
5 5 1 x 147 0.0009057 0.0005162
5 5 1 x 293 0.0008827 0.0005039
1101x 293 0.0008832 0.0005040
Fluent 551 x 293 0.0008896 0.0004942
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NOZZLE TABLES
Table 4. Skin friction and heat transfer coefficients at x = 1.5 m.
Grid Cf C f  % difference Ch Ch % difference






497 x 233 0.0009079 -3.05 0.0004462 -4.25
993 x 465 0.0009086 0.08 0.0004443 -0.42
Table 5. Skin friction and heat transfer coefficients at x = 2 m.
Grid Cf C f  % difference Ch Ch % difference






497 x 233 0.0007221 -3.23 0.0003628 -3.74
993 x 465 0.0007246 0.35 0.0003643 0.42
Table 6. Skin friction and heat transfer coefficients at x = 2.6 m.
Grid Cf Cf % difference Ch Ch % difference






497 x 233 0.0006670 -2.42 0.0003456 -3.33
993 x 465 0.0006735 0.96 0.0003502 1.33
APPENDIX B.
FULL BOUNDARY LAYER TABLES
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Profiles of the flow were taken for each turbulence model, and compared to a 
DNS profile, similar to [12]. Table 1 shows the boundary layer properties at the section 
for the RANS and DNS simulations. The boundary layer parameters chosen include 
the momentum thickness (0), the shape factor (H = 5*/0, where 5* is the displacement 
thickness), boundary layer thickness (6), friction velocity (uT = y Twp w),viscous length 
(zT = /iw/ p wuT), wall skin friction coefficient C f , Reynolds analogy factor RA = 2Ch/C f  
(where Ch is the wall heat transfer coefficient), the dimensionless wall heat transfer rate 
Bq = qw/(p wCpuTTw), and several Reynolds numbers calculated with respect to different 
quantities. These are Re0 = p mUm0 / based on momentum thickness, ReT = pwuT6 / ^ w 
based on friction velocity, and Re62 = p mUm6 /^ w based on boundary layer thickness. 
The Clauser pressure-gradient parameter is defined as yS = (6 * / t w)(dp/dx), and the local 
nondimensional curvature is Rc/6.
NOZZLE X = 2.6 M (NOZZLE EXIT)
Table 1. Boundary layer parameters at x = 2.6 m for RANS models in CFL3D.
Case ReT Re0 Re 52 0 (mm) 5 (mm) Ch (x10-3)
DNS 602 19174 3347 1.57 42.5 0.2947
kw SST Fluent 727 24589 4371 1.94 47.5 0.2608
kw SST CFL3D 639 20473 3180 1.50 45.2 0.3214
kw BSL Fluent 774 24833 4444 1.94 48.8 0.2747
kw BSL CFL3D 230 602 695 29.25 162.0 0.0463
S-A Fluent 856 25579 4593 1.99 51.3 0.3001
S-A CFL3D 647 20363 3132 1.51 45.2 0.3304
Baldwin Lomax CFL3D 542 18570 2835 1.39 40.8 0.3110
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Table 2. More boundary layer parameters at x = 2.6 m for RANS models in CFL3D.
Case H Zr uT (m/s) Cf  (x10-3) RA Bq
DNS 13.84 70.6 49.2 0.60 0.983 0.0389
kw SST Fluent 12.99 65.4 47.9 0.59 0.886 0.0342
kw SST CFL3D 19.23 70.7 49.0 0.62 1.039 0.0400
kw BSL Fluent 13.82 63.0 49.3 0.63 0.878 0.0349
kw BSL CFL3D 1.41 705.1 20.4 8.20 0.011 0.0002
S-A Fluent 13.81 60.0 51.1 0.67 0.891 0.0367
S-A CFL3D 17.48 69.8 49.9 0.64 1.036 0.0406
Baldwin Lomax CFL3D 18.17 75.2 47.7 0.57 1.084 0.0406
Table 3. Additional parameters at x = 2.6 m.
Case Rc/s dx/S A y+(wall) Ay+ (BL edge)
DNS -0.1504 0.1192 0.0077 0.03 3.88
kw SST Fluent -0.0133 0.1066 0.2196 0.76 18.61
kw SST CFL3D 0.0257 0.1149 0.1912 0.70 16.36
kw BSL Fluent -0.0347 0.1039 0.2140 0.95 19.55
kw BSL CFL3D 2.1352 0.0320 0.0533 0.07 3.53
S-A Fluent -0.0513 0.0987 0.2033 1.00 21.61
S-A CFL3D 0.0032 0.1149 0.1912 0.71 16.57
Baldwin Lomax CFL3D -0.0285 0.1242 0.2118 0.66 13.91
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NOZZLE X = 2.0 M
Table 4. Boundary layer parameters at x = 2.0 m for RANS models in CFL3D.
Case ReT Ree ReS2 e (mm) 8 (mm) Ch (x10-3)
DNS 556 17267 3001 1.42 36.2 0.3224
kw SST Fluent 641 22226 3949 1.76 40.7 0.2535
kw SST CFL3D 572 18684 2879 1.38 38.7 0.3323
kw BSL Fluent 674 22728 4059 1.78 41.8 0.2644
kw BSL CFL3D 94 863 878 20.17 160.3 4.0555
S-A Fluent 739 23082 4132 1.81 44.0 0.2872
S-A CFL3D 572 17919 2743 1.33 37.7 0.3453
Baldwin Lomax CFL3D 494 16682 2536 1.25 34.0 0.3295
Table 5. More boundary layer parameters at x = 2.0 m for RANS models in CFL3D.
Case H ZT uT (m/s) C f  (x10-3) RA Bq
DNS 11.24 65.0 50.5 0.67 0.962 0.0392
kw SST Fluent 11.58 63.5 47.7 0.60 0.841 0.0323
kw SST CFL3D 15.67 67.7 50.1 0.66 1.006 0.0395
kw BSL Fluent 12.08 62.0 48.5 0.62 0.847 0.0331
kw BSL CFL3D 4.47 1699.1 12.0 2.00 4.066 0.0460
S-A Fluent 12.18 59.5 49.8 0.66 0.868 0.0349
S-A CFL3D 15.39 65.9 51.0 0.69 1.000 0.0400
Baldwin Lomax CFL3D 15.52 68.9 49.2 0.65 1.020 0.0394
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Table 6. Additional parameters at x = 2.0 m.
Case Rc/s dx/S Ay+(wall) A y+(BLedge)
DNS -0.0905 0.7187 0.0090 0.07 4.36
kw SST Fluent -0.1649 0.6386 0.2562 1.46 15.35
kw SST CFL3D -0.1509 0.6762 0.2232 1.69 12.92
kw BSL Fluent -0.1649 0.6225 0.2497 2.22 15.41
kw BSL CFL3D 52.5648 0.1632 0.0539 0.07 1.43
S-A Fluent -0.1534 0.5914 0.2372 2.32 16.89
S-A CFL3D -0.1668 0.6935 0.2289 1.73 12.61
Baldwin Lomax CFL3D -0.1661 0.7642 0.2537 1.66 10.37
APPENDIX C.





























In this section, a listing of the cfl3d input files are included for each representative 
case. The entire k -  w Shear Stress Transport input file is included, as well as the changes 
made to the file to run each turbulence model. In the flat plate case, the Spalart-Allmaras 
model input file is also included. Changes between cases are documented.
MACH 8 FLAT PLATE



















mach 8 turbulent flat plate (plate from j=51- 551, prior to 51 is symmetry )
Mach alpha beta ReUe Tinf,dR ialph ihstry
7.87 0.00000 0.00000 8.0866 93.24 0 0
sref cref bref xmc ymc zmc
1.000 1.0000 1.0000 0.0000 0.0000 0.0000
dt irest iflagts fmax iunst cfl_tau
-0.20000 0 0 5.00000 0 10.00000
ngrid nplot3d nprint nwrest ichk i2d ntstep ita











































ncg iem iadvance iforce ivisc (i) ivisc (j ) ivisc(k)
1 0 0 1 0 7 7
idim j dim kdim
2 551 293
ilamlo ilamhi jlamlo jlamhi klamlo klamhi
0 0 0 0 0 0
inewg igridc is js ks ie je ke
0 0 0 0 0 0 0 0
idiag (i) idiag (j) idiag(k) iflim(i) iflim(j) iflim(k)
0 0 0 0 0 0
ifds(i) ifds(j) ifds(k) rkap0(i) rkap0(j) rkap0(k)
1 1 1 0.3333 0.3333 0.3333
grid nbci0 nbcidim nbcj0 nbcjdim nbck0 nbckdim iovrlp
1 1 1 1 1 2 1 0
i0: grid segment bctype j sta jend ksta kend ndata
1 1 1001 0 0 0 0 0
idim: grid segment bctype j sta jend ksta kend ndata
1 1 1002 0 0 0 0 0
j0: grid segment bctype ista iend ksta kend ndata
1 1 1000 0 0 0 0 0
jdim: grid segment bctype ista iend ksta kend ndata
1 1 1003 0 0 0 0 0
k 0 : grid segment bctype ista iend j sta j end ndata
1 1 1001 0 0 1 51 0
1 2 2004 0 0 51 551 2
tw/tinf cq
5.753 0.00000
kdim: grid segment bctype ista iend j sta j end ndata
1 1 1003 0 0 0 0 0
mseq mgflag iconsf mtt ngam
1 1 0 0 2
issc epsssc(1) epsssc (2) epsssc (3) issr epsssr(1) epsssr(2) epsssr (3)
0 0.3000 0.3000 0.3000 0 0.3000 0.3000 0.3000
ncyc mglevg nemgl nitfo
200000 1 0 0
mit1 mit2 mit3 mit4 mit5
i
1-1 blocking data: 
nbli 
0






















number grid ista jsta ksta iend jend kend isval isva2 




grid iptyp i sta iend iinc j sta j end j inc ksta kend kinc




grid iptyp i sta iend iinc j sta j end j inc ksta kend kinc




grid ista iend jsta jend ksta kend iwall inorm
CHANGES BETWEEN SPALART-ALLMARAS, BASELINE AND 
BALDWIN-LOMAX INPUT FILES
For the k -  m Baseline case, the file was similar to the k -  m SST case, with the 
addition of the keyword input "i_bsl 1” after line 17 of the input file. For the Baldwin- 
Lomax model, ivisc(j) and ivisc (k) were changed to 2. For the Spalart Allmaras case, 
multi-gridding was used to decrease runtime and increase accuracy, which changed several 
sections, around line 63 as shown below. Also for the Spalart-Allmaras model, the >tur10< 
turbulence quantity input from figure 3.7 is set using the keyword input between the angle 
rackets after the input/output file block, before the case description.





























































mach 8 turbulent flat plate (plate from j=51-551, prior to 51 is symmetry) using 
nitrogen and SA model with Keyes law approximation for viscosity
Mach alpha beta ReUe Tinf,dR ialph ihstry
7.87 0.00000 0.00000 8.0866 93.24 0 0
sref cref bref xmc ymc zmc
1.000 1.0000 1.0000 0.0000 0.0000 0.0000
dt irest iflagts fmax iunst cfl_tau
-3.00000 0 0 5.00000 0 10.00000
ngrid nplot3d nprint nwrest ichk i2d ntstep ita
-1 -1 -1 9999 0 1 1 1
ncg iem iadvance iforce ivisc(i) ivisc (j ) ivisc(k)
1 0 0 1 0 5 5
idim j dim kdim
2 551 293
ilamlo ilamhi jlamlo jlamhi klamlo klamhi
0 0 0 0 0 0
inewg igridc is js ks ie je ke
0 0 0 0 0 0 0 0
idiag (i) idiag (j) idiag(k) iflim(i) iflim(j) iflim(k)
0 0 0 0 0 0
ifds(i) ifds(j) ifds(k) rkap0(i) rkap0(j) rkap0(k)
1 1 1 0.3333 0.3333 0.3333
grid nbci0 nbcidim nbcj0 nbcjdim nbck0 nbckdim iovrlp
1 1 1 1 1 2 1 0
i0: grid segment bctype j sta jend ksta kend ndata











































idim: grid segment bctype j sta jend ksta kend ndata
1 1 1002 0 0 0 0 0
j0: grid segment bctype ista iend ksta kend ndata
1 1 1000 0 0 0 0 0
jdim: grid segment bctype ista iend ksta kend ndata
1 1 1003 0 0 0 0 0
k 0 : grid segment bctype ista iend j sta j end ndata
1 1 1001 0 0 1 51 0
1 2 2004 0 0 51 551 2
tw/tinf cq
5.753 0.00000
kdim: grid segment bctype ista iend j sta j end ndata
1 1 1003 0 0 0 0 0
mseq mgflag iconsf mtt ngam
2 1 0 0 2
issc epsssc(1) epsssc(2) epsssc(3) issr epsssr(1) epss sr(2) epsssr(3)
0 0.3000 0.3000 0.3000 0 0. 3000 0 . 3000 0.3000
ncyc mglevg nemgl nitfo
4000 1 0 0
12000 2 0 0






number grid ista jsta ksta iend j end kend isva1 isva2





grid iptyp i sta iend iinc jsta jend j inc !ksta kend kinc




grid iptyp i sta iend iinc jsta jend j inc !ksta kend kinc




































grid ista iend jsta jend ksta kend iwall inorm
MACH 8 NOZZLE
NOZZLE K  -  w SHEAR STRESS TRANSPORT INPUT FILE
I/O FILES



















Mach 8 Axisymmetric Nozzle case (497 x 233)
XMACH ALPHA BETA REUE , MIL TINF,DR IALPH IHSTRY
7.91 0 0 13.4 79 0 0
SREF CREF BREF XMC YMC ZMC
1 1 1 0 0 0
DT IREST IFLAGTS FMAX IUNST CFLTAU
-0. 200 0 0 5 0 5
NGRID NPLOT3D NPRINT NWREST ICHK I2D NTSTEP ITA
-1 1 1 9999 0 0 1 1











































2 0 0 1 0 7 7
IDIM JDIM KDIM
2 497 233
ILAMLO ILAMHI JLAMLO JLAMHI KLAMLO KLAMHI
0 0 0 0 0 0
INEWG IGRIDC IS JS KS IE JE KE
0 0 0 0 0 0 0 0
IDIAG(I) IDIAG(J) IDIAG(K) IFLIM(I) IFLIM(J) IFLIM(K)
1 1 1 4 4 4
IFDS(I) IFDS(J) IFDS(K) RKAP0(I) RKAP0(J) RKAP0(K)
1 1 1 0.3333 0.3333 0.3333
GRID NBCI0 NBCIDIM NBCJ0 NBCJDIM NBCK0 NBCKDIM IOVRLP
1 1 1 1 1 1 1 0
I0: GRID SEGMENT BCTYPE JSTA JEND KSTA KEND NDATA
1 1 2005 1 497 1 233 4
hgridp dthx dthy dthz
1 .00000 -1 .00000 0 . 00000 0.. 00000
IDIM: GRID SEGMENT BCTYPE JSTA JEND KSTA KEND NDATA
1 1 2005 1 497 1 233 4
hgridp dthx dthy dthz
1.00000 1.00000 0.00000 0.00000
J0: GRID SEGMENT BCTYPE ISTA IEND KSTA KEND NDATA
1 1 2010 0 0 0 0 4
Pt/Pinf Tt/Tinf Alphae Betae
10323 13. 8 0 0
JDIM: GRID SEGMENT BCTYPE ISTA IEND KSTA KEND NDATA
1 1 1002 0 0 0 0 0
K0: GRID SEGMENT BCTYPE ISTA IEND JSTA JEND NDATA
1 1 1001 0 0 0 0 0
KDIM: GRID SEGMENT BCTYPE ISTA IEND JSTA JEND NDATA
1 1 2004 0 0 0 0 2
Tw/tinf Cq
6.77 0
mseq mgflag iconsf mtt ngam
3 1 0 0 2
issc epsssc(1) epsssc(2) epsssc(3) issr epsssr(1) epsssr(2) epsssr (3)
0 0.3000 0.3000 0.3000 0 0.3000 0.3000 0.3000
ncyc mglevg nemgl nitfo
20000 1 0 0
25000 2 0 0































1-1 BLOCKING DATA: 
NBLI 
0
NUMBER GRID ISTA JSTA KSTA IEND JEND KEND ISVA1 ISVA2





GRID IPTYPE ISTART IEND IINC J START JEND JINC KSTART KEND KINC




GRID IPTYPE ISTART IEND IINC J START JEND JINC KSTART KEND KINC




GRID ISTART IEND JSTART JEND KSTART KEND IWALL INORM




1. RUNNING HYPERSONIC CASES IN CFL3D VERSION 6.7
When running a hypersonic case in CFL3D, several input parameters were used to 
reliably converge to a solution. One of the most effective changes is lowering the CFL 
number, or “dt” in the input file. For the simpler models (Spalart Allmaras and Baldwin- 
Lomax), a dt of 1.0 to 3.0 worked for the Mach 8 flat plate, but for the two-equation models 
(k -  m SST and BSL), a much lower dt of 0.2 was used. For the Mach 8 nozzle case, dt 
was limited to 0.2 for all models, with k -  m BSL requiring dt = 0.1. When decreasing the 
dt, the number of iterations, “ncyc“ should be increased to compensate. Setting the flux 
limiter “iflim(n)“ equal to 4 allowed the Mach 8 nozzle case to be run. There is more detail 
on this on the CFL3D troubleshooting page at https://cfl3d.larc.nasa.gov/.
2. ENABLING MULTI-GRID AND RESTARTING IN CFL3D FOR THE MACH 8
NOZZLE
To increase the speed of convergence, the multi-grid function of CFL3D was used, 
which converges each case on a coarser grid then refines the grid and restarts from the 
converged solution until the baseline grid is converged at full resolution.
Before the current the time of writing, CFL3D version 6.7 was not able to restart 
the Mach 8 nozzle case from an already converged case. This also prevents the use of 
the multi-grid function of CFL3D. The original error faced when trying to restart from a 
solution was :
1 ‘‘boundary conditions resulted in negative (or large) density and/or pressure
2 block 2 (grid 1) on j=1 boundary at k,i= 1 1 qj®(1),qj®(5)= 0.74679E+03
S.73563E+S4’'
After correspondence with the current maintainer of the CFL3D code, the problem 
was solved with a change to one of the CFL3D source code files, “source/cfl3d/libs/bcchk.F”. 
In the bcchk.F file, the value “epss” was changed from 1.0e+03 to 1.0e+05. It was also
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recommended that “epsz” should be changed from 1.0e-04 to 1.0e-10. After recompiling 
the CFL3D code, the multigrid and restart functionality of CFL3D was usable again. This 
change has been implemented to the github source for CFL3D as of April 2020.
APPENDIX E.
RELEVANT CFL3D BOUNDARY CONDITIONS
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CFL3D has many different boundary conditions to choose from, with each type 
denoted by a four number code in the input file for a simulation. The 1000 series of 
boundary conditions are physical boundary conditions, and require no additional data input 
other than the free stream conditions set earlier in the input file. The 2000 series of boundary 
conditions require auxiliary data, such as the wall temperature or a specified temperature 
ratio. The following table shows where to find out more information about boundary 
condition in the CFL3D Version 5 User Manual, Chapter 6, which can be found at: 
h t tp s : / /c f l3 d .la r c .n a s a .g o v /C f l3 d v 6 /c f l3 d v 6 _ v 5 m a n u a l .h tm l 
or the CFL3D Version 6 “New Features Page” at:
h t tp s : / /c f !3 d .la rc .n a sa .g o v /C fl3 d v 6 /c f l3 d v 6 _ n e w .h tm l# 2 ® ® 9
Table 1. CFL3D Boundary condition types and documentation location.
BC number BC Name Documentation Location
1000 Free Stream CFL3D V5 Manual p. 82
1001 General Symmetry Plane CFL3D V5 Manual p. 83
1002 Extrapolation CFL3D V5 Manual p. 84
1003 Inflow/Outflow CFL3D V5 Manual p. 84-85
2004 No Slip Wall CFL3D V5 Manual p. 93
2005 Periodic In Space CFL3D V5 Manual p. 95
2010 Pressure Ratio CFL3D V6 New Features Page
APPENDIX F.
CFL3D DATA PROCESSING PROCEDURE
81
There are 3 main steps of the post-processing procedure used in this document:
1. CFL3D output - the PLOT3D files are obtained from CFL3D in PLOT3D format
2. Tecplot processing - The dimensional values of the plot3d data files are are computed.
3. Wall Statistics code - The dimensional values are run through a custom wall statistics 
program to obtain wall values.
1. CFL3D OUTPUT
• CFL3D solves for cell centered values then reconstructs the values at the grid points.
• For the flat plate case,
1 plot3d output:
2 grid iptyp ista iend iinc jsta jend jinc ksta kend kinc
3 1 0 0 0 0 0 0 0 0 0 0
4
This means that CFL3D will output the data at every point in the grid (0 means that it 
outputs over the entire range in the specified direction). The data is output in a cfl3d.g 
grid file and cfl3d.q solution file.
• The plot3D variables provided are non-dimensional: X,Y, IBlank, RHO, RHO-U, 
RHO-V, and E. Where RHO is the non dimensional density, RHO = p /p m
• RHO-U and RHO-U are the momentum in the x and y direction with the velocity 
given by the Mach number
• E is the non-dimensional flow energy
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Table 1. PLOT3D solution file variables.
variable name definition
X x coordinate (m)
Y y coordinate (m)
IBlank determines if a grid point is on a wall
RHO density (dimensionless)
RHO-U x direction momentum (dimensionless)
RHO-V y direction momentum (dimensionless)
E flow energy (dimensionless)
2. TECPLOT PROCESSING
• The cfl3d.q and cfl3d.g files are opened in Tecplot.
• The following equations are applied
-  freestream values and constants are set for an ideal gas case
{rho_inf} = 0.026
2 {t_inf} = 51.8
3 {R} = 296.8
{p_inf} = {rho_inf}* {R}* {t_inf}
5 {g amma} = 1.4
6




{u} = {RHO-U}/{RHO} 
{v} = {RHO-V}/{RHO}
-  Freestream pressure is determined using the flow energy
1 {vel} = sqrt({u}*{u} + {v}*{v})
2 {p/pinf} = ({gamma}-1.0)*({E} - 0.5*{RHO}*{vel}*{vel})*{gamma}
3
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{p_dim} = {p/pinf}*{p_inf} 
{rho_dim} = {RHO}*{rho_inf} 
{t_dim} = {p_dim}/({rho_dim}*{R})





{u_dim} = {u}* sqrt({gamma}*{R}*{t_inf}) 
{v_dim} = {v}*sqrt({gamma}*{R}*{t_inf}) 
{rhoU_dim} = {rho_dim}*{u_dim}
• The computed values are exported to a tecplot ASCII .dat file
3. WALL STATISTICS PROGRAM INPUT
• The input file for the wall statistics program is configured with the following reference 
values in the input file:
1 uref, rhoref, tref zod_fs
2 1155.1 0.026 51.80 19.8
3




The following variables are needed as input to calculate wall statistics.
0 1 2 3 4 5 6 7 8 9 10
’ ’, ’x ’, ’z ’ , ’u ’, ’v ’, ’w ’,. ’p ’, ’T ’ , ’rho ’ , ’dudz’ , ’dwdx ’
4
The wall statistics program is executed using Keyes' Law for nitrogen for computing 




1. COMPARISON BETWEEN MODELS
Figure 1 shows the viscosity calculated using Sutherland’s and Keyes’ law. Near the 
lower temperatures, there is a roughly 5 percent difference, with Sutherland’s law predicting 
lower values than Keyes’ law. 2
Figure 1. Comparison of Keyes’ Law and Sutherland’s Law by plotting viscosity vs. 
temperature for nitrogen.
2. VISCOSITY CALCULATION
• CFL3D uses a three-coefficient Sutherland’s Law to calculate the viscosity of the 
working fluid using the freestream temperature and freestream viscosity as reference 
values, with an option to change the Sutherland constant for different fluids. CFL3D
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uses the following to calculate viscosity [14]:
U =
T  \ 3/2 / + S
r j  I t  + s
where is the freestream viscosity, Tm is the freestream temperature, T is the 
temperature, and S is the Sutherland constant
• The wall statistics code has four different options for calculating the viscosity of the 
fluid, with only Keyes Law being available for Nitrogen. Wall statistics uses the 
following two-coefficient method to calculate viscosity:
u = c  1 * r (1+m)/ ( r  + C2 * 10(C3/T))
This is based on a reference temperature of 273 K, reference viscosity of 1.663e-5, 
and Sutherland constant of 107. To apply the CFL3D reference temperatures to the 
this formula, C2 is the Sutherland constant (S), C3 is 0, m is 0.5, and C1 is calculated 
using the following:
C 1 = (T» + C2)T3/2
oo
Table 1. Mach 8 flat plate and Mach 8 nozzle coefficients used in Sutherland’s Law for 
CFL3D cases and Keyes’ Law used in Fluent and DNS cases.
(N  * s /m 2) T» (K) S (K) C1 C2 C3
Mach 8 Flat Plate 3.6458195E-06 51.8 107 1.5529269E-06 107 0
Mach 8 Nozzle 3.1608144E-06 44.9 107 1.5958323E-06 107 0
Keyes’ Law N/A N/A 107 1.49E-06 122.1 5
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