We extend the notion of G 1 -join or visually C 1 join between two surface patches, that is to say a continuous join with continuous tangent plane, a notion which is familiar in CAD, to the case of surfaces with minimal regularity with respect to linearly elastic shell models. We then prove the wellposedness of various shell models for surfaces defined via a collection of such patches.
Introduction
Shell models are traditionally formulated on a surface defined via a single chart from a domain ω of R 2 into R 3 , see for instance [22] , [6] , [15] . Actual shells on the other hand are often more conveniently described via several charts. Such is of course the case for submanifolds of R 3 which are defined via an atlas of overlapping charts. Of more interest for the applications are surfaces that are given via a CAD description. Such surfaces are made up of contiguous patches. Each patch is most often a polynomial mapping defined on a polygon and the joins between patches are such that the composite surface appears to be smooth.
Such join conditions are called visually-C
1 or G 1 conditions-or more generally visually-C k or G k , where the letter G stands for "geometric"-C k -and constitute a fundamental aspect of CAD.
The advantages of describing a surface through a set of patches are manifold. First of all, this is obviously a much more versatile approach than trying to fit the surface into a single global chart with a given regularity. Secondly, there are no restrictions on the global topology of the surface. And thirdly, the shells used in engineering for car bodies or aircraft actually are primarily defined by CAD software. It is therefore interesting to try and write down mechanical models of shells based on such surfaces and to carry out their mathematical analysis. This is in fact the main thrust of the present article.
The traditional mathematical analysis of such shell models as the Koiter and Naghdi shell models in terms of existence, uniqueness and numerical analysis calls for a surface defined by a single C 3 chart, see [7] for Koiter's model, [8] for Naghdi's model, [6] for the numerical aspects of shell theory and [15] for a general overview of the topic. This "unnatural" regularity assumption was lifted in a series of articles, see [10] , [11] , [12] , [13] and [14] , see also [23] for the numerical analysis of a similar formulation. More recently, a "minimal" regularity for a single chart to allow for a correct formulation of the Koiter model was identified in [3] and [4] -see also [2] for results that paved the way for the latter articles. This regularity is as follows: We considered charts that are bilipschitz with a Lipschitz normal vector. We proved that in this case, the tubular neighborhood mapping is in fact locally bilipschitz near the midsurface.
This injectivity result allowed us to deduce an infinitesimal rigid displacement lemma for the midsurface. We introduced the Kirchhoff-Love displacement associated with a displacement of the midsurface and checked that the vanishing of its change of metric and change of curvature tensors is equivalent to an algebraic condition for the 3D infinitesimal rigid displacement lemma in Lipschitz coordinates also worked out in the same article.
In the first part of the present article, we concentrate on geometric questions concerning G 1 -surfaces. We propose a new definition of such surfaces which is valid for patches with the minimal regularity described above. A noteworthy feature of this new definition is that the union of two contiguous patches with a G 1 -join retains the same regularity without reparametrization. This is the essential ingredient in proving a tubular neighborhood theorem for such surfaces in the next section and an infinitesimal rigid displacement lemma. Then, we write the Koiter shell model on such a G 1 -surface and show that it is well-posed under an additional regularity hypothesis on the edges of the patches. We next discuss Naghdi's model on a G 1 -surface, with slightly more regular patches, i.e. of class W 2,∞ as in [14] . We conclude with a word concerning the Kirchhoff-Love model.
G 1 surfaces old and new
We will mainly be concerned with G 1 , or visually-C 1 , surfaces, see [26] , [21] . Let us thus first recall a few definitions. As opposed to the two previous references, we will stress regularity issues even though these are not very significant in the geometric modeling/CAD literature.
Definition 2.1 Let ω be an open, bounded, connected and Lipschitz subset of R
2 , and k ≥ 1 be an integer or + ∞. A C k -parametrized surface is an immersion ϕ ofω into R 3 that is of class C k onω.
Recall that an immersion is a C 1 -mapping such that the rank of Dϕ is equal to 2 onω. Note that in CAD, parametrized surfaces often are polynomial, hence of class
, and there exists a change of variables ψ :
We will say that the surfaces have a locally G 1 join at the point (0,x) if the above three properties only hold in a neighborhood of (0,x).
Note that there is nothing special about the edge x 1 = 0 of both squares that is singled out here only for simplicity. More generally, it is possible to write a broader definition using domains ω i other than contiguous squares. However, the domains used in practice are often either square, triangular or more generally polygonal. There is thus no real need to introduce more complicated changes of variables.
In the following, we will refer to the domains ω i , the attached mappings ϕ i or their image S i = ϕ i (ω i ) indifferently as patches.
In the above definition 2.2, the mapping
, which is the union of both surfaces. This explains the expression visually C 1 sometimes used for such surfaces, see [21] . When visualized on a computer display, the surface defined by the two patches ϕ 1 and ϕ 2 will appear as a single smooth (C 1 ) surface. There is a geometrical criterion for two sufficiently regular patches to have a locally G 1 join. 
(ii) For all unit vectors u = (u 1 , u 2 ) T in R 2 , the angle between the vectors Dϕ 1 (0, x)u and − Dϕ 2 (0, x)u is nonzero.
Proof. First of all, if S 1 and S 2 have a G 1 join around (0,x), it is clear that they have the same tangent plane along the join. Due to condition (ii) in definition 2.2, we have
and since ψ maps ω 1 into ω 1 , it follows that
Therefore, we see that the tangent plane T x is divided into two half-planes delimited by ∂ 2 ϕ 1 (0, x) and that ∂ 1 ϕ 1 (0, x) and ∂ 1 ϕ 2 (0, x) lie in the same half-plane. Consequently, Dϕ 1 (0, x)u and − Dϕ 2 (0, x)u lie in different half-planes and they can only have a zero angle if they lie on the boundary, that is if u 1 = 0. In the latter case, however, their angle is π because of condition (i) in definition 2.2. Conversely, assume now that the patches satisfy conditions (i) and (ii) in Lemma 2.3. Let us construct an appropriate change of variable ψ. Since by (i) Dϕ 1 (0, x) and Dϕ 2 (0, x) are both isomorphisms from R 2 into T x , the linear mapping Dϕ 2 (0, x) −1 Dϕ 1 (0, x) is an isomorphism of R 2 . Let M (x) be its matrix in the canonical basis. Clearly, since ϕ 1 (0, x) = ϕ 2 (0, x), we can write
Being triangular, this matrix has eigenvalues m 11 (x) and 1, and condition (ii) implies that no eigenvalue can be negative. Therefore, m 11 (x) > 0.
As ϕ i are of class C 2 , the matrix A(x) is of class C 1 with respect to x. For x 1 ∈ R and x 2 in a neighborhood ofx, we let
.
By the above remark, ψ is of class C 1 . For x 1 ≥ 0 small enough, we have
T and det ∇ψ(0,x) = m 11 (x) > 0, so that ψ is a local diffeomorphism in a neighborhood of (0,x) by the inverse function theorem. Finally, it is immediate that Dϕ 1 (0,
Remark. It should be noted that the necessity of a condition similar to (ii) is sometimes overlooked, see [26] for instance, and only the common tangent plane is mentioned. Such a condition is nonetheless needed to ensure that the union of both patches lies "on both sides" of the join, instead of exhibiting a cusp. Consider for example the mappings
T . These two patches have a continuous join, a common tangent plane, but certainly do not qualify as G 1 , nor do they satisfy condition (ii).
Remark. Geometrically speaking, condition (ii) means that if we patch together ϕ 1 and ϕ 2 without the change of variable ψ, the image of any C 1 -curve incoming from the left on the join will in general exhibit an angle at the join, but will never double back on itself, which would indicate the presence of a cusp. Naturally, this geometrical interpretation hinges upon the fact that ω 1 and ω 2 are contiguous. If ω 1 and ω 2 are not contiguous, condition (ii) will apply after one of the domains have been rotated, translated and possibly scaled so that the join edges become contiguous.
Remark. Again due to the fact that the domains are contiguous, we can see that condition (ii) is also equivalent to the fact that the normal vectors a 3,α = (∂ 1 ϕ α ∧ ∂ 2 ϕ α )/ ∂ 1 ϕ α ∧ ∂ 2 ϕ α are continuous at the join. Indeed, since ∂ 2 ϕ 1 = ∂ 2 ϕ 2 at the join, the continuity of the normal vectors implies that ∂ 1 ϕ 1 and ∂ 1 ϕ 2 lie in the same half-plane of the tangent plane, as in the proof of Lemma 2.3, and therefore m 11 (x) > 0.
In connection with shell theory, we are interested in surfaces of low regularity. Let us now recall the regularity setting introduced in [4] based on an initial idea found in [2] . Let ω be a Lipschitz domain in R 2 and consider a surface chart ϕ :ω → R 3 . We first assume that ϕ is bilipschitz, i.e., there exist two constants 0 < α ≤ β such that
In [4] , we showed that the surface ϕ(ω)) then has a unit normal vector almost everywhere defined by
We then make the additional regularity hypothesis that
At this point, it will be convenient to introduce a notational shortcut.
Definition 2. 4 We will say that a surface patch is K-regular if it satisfies (1) and (2).
In the above definition, the letter K stands for Koiter since this regularity if particularly well suited to the formulation and resolution of the Koiter shell model, as well as other similar shell models. It should be noted that, even though K-regular patches are significantly less regular than C 1 , they still have a tangent plane almost everywhere, which is by construction normal to a Lipschitz vector-thus in a sense more regular than just C 1 as regards the variations of the tangent plane. Moreover, at points where the tangent plane may fail to exist, the Bouligand contingent cone remains normal to the same vector, see [4] . This is also a kind of visual C 1 property. Therefore, it makes sense to try and extend the definition of G 1 joins to K-regular patches. However, the direct definition is not of much use, because available inverse function theorems for Lipschitz mappings are not sufficient to obtain the same kind of results as in the C 2 case. We thus rather use Lemma 2.3 as a basis for our new definition. There is a difficulty again, since the differentials are not defined everywhere, and not necessarily well-behaved. We thus propose to modify the geometrical definition as follows. We first define what we mean more generally by two, possibly non conforming, contiguous patches.
Definition 2.5
We say that two Lipschitz polygonal domains ω 1 and ω 2 are contiguous if the interior ofω 1 ∪ω 2 is a Lipschitz polygonal domain, ω 1 ∩ ω 2 = ∅ and δ 12 = ∂ω 1 ∩ ∂ω 2 is a segment.
In this case, it is clear that ω 1 and ω 2 lie on both sides of δ 12 . Let ω denote the interior ofω 1 ∪ω 2 . The geodesic distance d ω (x, y) between two points x and y in ω is the infimum of all lengths of paths that connect the two points in ω. Since ω is Lipschitz, the geodesic distance is strongly equivalent to the standard distance in the sense that there exists a constant C ω such that ∀x, y ∈ω,
see [4] for a proof.
In the case of a polygonal domain, it is fairly clear that the geodesic distance is attained along a broken line consisting of a finite number of segments. Moreover, if x ∈ω 1 and y ∈ω 2 belong to a sufficiently small neighborhood of δ 12 , then there is a point z(x, y) ∈ δ 12 such that 
Then the angle between the vectors τ 1 and τ 2 is nonzero.
Remark. In our new definition, we have basically replaced the directional derivatives in condition (ii) in Lemma 2.3 by limit points of differential quotients in condition (iii) here. The geometrical interpretation is similar to that of the more regular case: a geodesic curve, which is thus "as straight as possible" in ω, that crosses the join is never mapped onto a curve that doubles back on itself on the surface. Note that the angle in question is well defined since τ 1 ≥ α 1 > 0 and τ 2 ≥ α 2 > 0 were α 1 and α 2 are the lower constants for ϕ 1 and ϕ 2 in estimate (1).
In the case of C 1 patches on the two contiguous squares [−1, 0] 2 and [0, 1] 2 , we have seen that condition (ii) above implies condition (ii) in Lemma 2.3. In this case, since τ 1 = Dϕ 1 (x)u and τ 2 = −Dϕ 2 (x)u for some x ∈ δ 12 and some unit vector u, we see that the present condition (iii) is redundant. However, it is not clear that it is still redundant for general K-regular patches. In applications to CAD, the patches will of course generally be C ∞ . It is thus not yet apparent why Definition 2.6 is of interest. This will hopefully become clearer later on.
We may now define a global version of the previous concepts. We do not require the patches to be contiguous, since this would impose unnecessary restrictions on the global topology of the surfaces under consideration. Definition 2.6 is easily adapted to this case via translation and rotation of couples of patches. Clearly, classical piecewise C 1 G 1 -surfaces defined following Definition 2.2 fall within this slightly more general framework. Such is also the case of any C 1 -submanifold of R 3 defined via an atlas of charts. Our main goal from now on is to establish that such surfaces can be used as midsurfaces for well-posed Koiter shell models. As in [4] , this program entails two steps of geometrical nature: first establish a version of the tubular neighborhood theorem for these surfaces, and second establish an infinitesimal rigid displacement lemma. 
It is globally injective onω × [−h, h] for h > 0 small enough. This injectivity results from the inverse function theorem for local injectivity, followed by a compactness argument for global injectivity, see for instance [19] or [15] . In the context of K-regular surfaces, the tubular neighborhood mapping is still well defined, but it is only Lipschitz. Inverse function theorems for Lipschitz functions do not seem to be powerful enough to be of use in this context. In [4] , we showed using a different argument that the tubular neighborhood mapping is indeed locally bilipschitz for h small enough for a K-regular surface, hence locally, and then globally via the usual compactness argument, invertible. More precisely, we proved the following theorem.
is the Lipschitz constant of a 3 and α is the lower constant in the Lipschitz estimate (1) . Then, the tubular neighborhood mapping Φ is locally bilipschitz onω × [−h, h].
In the case of a G 1 -surface in the sense of Definition 2.7, we have a finite number k of patchesω i , ϕ i , S i , i = 1, . . . , k, with each ϕ i K-regular with Lipschitz constants α i and β i . Let a 3,i denote the normal vector to S i and h = min 1≤i≤k (α i (2L(a 3,i ) ) −1 ). Then, each tubular neighborhood mapping
is locally bilipschitz, hence injective onω i × [−h, h] by Theorem 3.1. We want to prove that the G 1 joins between patches translate into injective patching for the tubular neighborhood mappings too, provided that the surface S does not have self-intersections. This will be achieved by appealing to Theorem 3.1 again. 
defines a K-regular patch onω 1 ∪ω 2 .
Proof. Note first of all thatω 1 ∪ω 2 is Lipschitz. Consequently, since ϕ 1 and ϕ 2 join continuously on δ 12 , the resulting mappingφ is Lipschitz onω 1 ∪ω 2 . The same is true for the normal vectors. The only point that remains to be checked is the bilipschitz character ofφ. We argue by contradiction. Assume that there exists a sequence of couples x n , y n ∈ω 1 ∪ω 2 such that
Since ϕ 1 and ϕ 2 are both bilipschitz, for n > 1/ min(α 1 , α 2 ), x n and y n must belong to different patches. Without loss of generality, we may assume that x n ∈ ω 1 and y n ∈ω 2 . We extract a subsequence such that x n and y n converge tox ∈ω 1 andȳ ∈ω 2 respectively. Passing to the limit in (6), we see that ϕ 1 (x) = ϕ 2 (ȳ). Since S 1 ∪ S 2 does not have self-intersections, this implies thatx =ȳ ∈ δ 12 .
We can therefore define z n = z(x n , y n ) for n large enough, viz. Definition 2.6. Due to the definition of z n , we have
on the one hand, and on the other hand
Combining estimates (6) and (7) with relation (8), we thus obtain
where we have set
Since, ϕ 1 and ϕ 2 are Lipschitz, it follows that t 1,n ≤ β 1 and t 2,n ≤ β 2 , where β 1 and β 2 are the Lipschitz constants in estimate (1) . Therefore, we may extract a subsequence such that t 1,n → τ 1 , t 2,n → τ 2 , λ n → λ and µ n → µ and pass to the limit in inequality (9), which yields
Now λ and µ are both positive and such that λ 2 + µ 2 = 1. Consequently the above inequality implies that the angle between τ 1 and τ 2 is zero, which contradicts the G 1 join condition (iii).
Corollary 3.3 The patched tubular neighborhood mapping
is bilipschitz for h small enough.
The above result is written for two contiguous patches. Extending it to the case of a general G 1 surface is mostly a matter of reformulation. Recall thatω i , ϕ i and S i = ϕ i (ω i ) denote a generic patch for such a surface. We will say that two patchesω i andω j touch if S i ∩ S j = ∅. In this case, the domains may be rotated and translated so as to become either contiguous or to intersect at one point on their boundaries. We then define the patched tubular neighborhood mapping as in Corollary 3.3 above. Proof. If the touching patches can be made to be contiguous, then this is just
Remark. It is not sufficient to assume that a given subdivision of the surface has G 1 -joins as can be seen from the following example.
2 with the mappings
The two joins are trivially G 1 , the surface S has no self-intersections but it does not have a tubular neighborhood for any h > 0. Here, even though both couples (ω 1 ,ω 2 ) and (ω 2 ,ω 3 ) have G 1 joins,ω 1 ∪ω 2 andω 3 do not.
The infinitesimal rigid displacement lemma for G 1 surfaces
Most existence and uniqueness proofs for linear shell models rest on an infinitesimal rigid displacement lemma for the midsurface. Such a lemma is useful in proving the ellipticity of the bilinear form of the variational formulation of the equilibrium problem, [7] , [12] , [14] . Let us briefly recall the function space for Koiter's model introduced in [2] that generalizes the function space initially proposed in [10] - [11] . This setting is adapted to a single K-regular surfaceω, ϕ, S, as it is shown in [4] . In the sequel, we will use the summation convention for Greek indices. Let a α = ∂ α ϕ and a α denote the covariant and contravariant basis vectors on the midsurface. Note that the covariant and contravariant vectors are only in L ∞ (ω; R 3 ) whereas a 3 is assumed to belong to W 1,∞ (ω; R 3 ). Let u ∈ H 1 (ω; R 3 ) be a midsurface displacement (vector-valued, but seen through the chart ϕ). The infinitesimal transverse vorticity associated with u, thus called by loose analogy with fluid mechanics, is defined as
It is a priori in L 2 (ω; R 3 ). The tangential part of the infinitesimal rotation vector is then given by
The normal part of the infinitesimal rotation vector is given by
where Ω(u) is the infinitesimal tangential vorticity
The full infinitesimal rotation vector is naturally given by
see [2] and [17] . The appropriate function space for Koiter's model only involves the infinitesimal transverse vorticity vector,
It is endowed with the natural Hilbert norm
Note that if u ∈ V , then the vector θ(u) is in
In this context, the covariant components of the change of metric tensor read
and the covariant components of the change of curvature tensor read
It can of course be checked that formulas (14) and (15) coincide with the lengthy and cumbersome classical expressions in terms of covariant components of the displacement and various covariant derivatives when ϕ is of class C 3 , see [12] , [2] . There is also a canonical correspondence between the function spaces of each formulation in this case and the solutions coincide. Moreover, in [13] , it is shown that the simpler vector-valued formalism in the W 2,∞ case arises as a natural limit of the classical C 3 case, by means of a result of continuity with respect to the midsurface.
In [4] , we proved the following infinitesimal rigid displacement lemma for a K-regular midsurface. 
Remark. It was maybe not sufficiently stressed in [4] that Theorem 4.1 is an "if and only if" statement. Indeed, if u = a + b ∧ ϕ, then clearly u is in H 1 and it is easy to check that
A key ingredient in the proof is that the tubular neighborhood mapping is bilipschitz. We need to reformulate this result in the context of a K-regular G 1 surface. Let thus S be a connected K-regular G 1 surface without self-intersections andω i , ϕ i , S i , i = 1, . . . , k a subdivision of S into patches. The geometrical elements attached to ϕ i will be denoted by a α,i , a α i , a 3,i and the like. In this notation, the subscript , i does not denote partial differentiation with respect to x i ! If two touching patchesω i andω j can be made contiguous, we let δ ij denote the common segment on their boundaries in the sense of the parts that becomes common after translation and rotation. Otherwise, we let δ ij = ∅. Now, this is a slight misuse of notation since the original patches need not be contiguous. It is however unambiguous and simple.
Similarly, given two functions defined on ω i and ω j , we will say that they are equal on δ ij if their respective traces on the boundaries agree modulo the translation and rotation that makeω i andω j contiguous.
A displacement of the surface will now consist of k mappings u i ∈ H 1 (ω i ; R 3 ) that are equal on δ ij and the same for their infinitesimal transverse vorticity vectors θ(u i ) = (∂ α u i · a 3,i )a α i . This leads to the following function space
endowed with its natural Hilbert norm
At this point, it is useful to note that even though the space V is attached to a given subdivision of the surface, it is nonetheless intrinsic to the surface itself in the following sense. Ifω 1 andω 2 are two contiguous patches, the equality of traces on δ 12 implies that the patched displacement
and patched infinitesimal transverse vorticity vector
are both in H 1 (ω; R 3 ) where ω is the interior ofω 1 ∪ω 2 . Moreover, we have seen thatω 1 ∪ω 2 equipped with the patched mappingφ defined in formula (5) of Lemma 3.2 is itself a K-regular patch. It follows that θ(ũ) = (∂ αũ ·ã 3 )ã α almost everywhere, with obvious notation. Consequently, if we are given two subdivisions of S, one of which is coarser than the other, then the displacements and infinitesimal transverse vorticity vectors of the finer subdivision will patch as in (18) and (19) to form displacements and infinitesimal transverse vorticity vectors on the coarser subdivision. Finally, if we want to compare the function spaces attached to two arbitrary subdivisions, it is enough to consider their intersection, which is finer than both, and to perform the obvious change of parametrization in the fine patches, see [2] for the case of a single patch.
The same remark applies (in L 2 ) to the covariant components of the change of metric tensor in each patch
and the covariant components of the change of curvature tensor in each patch
In particular, on two contiguous patches, we have
In other words, the notion of K-regular patch with G 1 joins makes it possible to simply patch displacements without having to do anything special. It is insensitive to the presence of the join. We can now formulate and prove the infinitesimal rigid displacement lemma for a K-regular G 1 surface. 
Proof. This is fairly clear. Apply first Theorem 4.1 in each ω i . We obtain k pairs of vectors a i and
Consider now a pair of contiguous patchesω i andω j . We apply Theorem 4.1 toũ defined as in (18) on the interior ofω i ∪ω j . This yields another pair of vectorsã andb such that
is not included in a straight line, this implies thatã = a i andb = b i . Similarly,ã = a j andb = b j . We conclude the only if part by connectedness of S. Conversely, let u i = a + b ∧ ϕ i . We already know that u i and θ(u i ) = a 3,i ∧ b are in H 1 (ω i ) and that γ αβ (u i ) = Υ αβ (u i ) = 0 in ω i . Moreover, by the G 1 join condition ϕ i = ϕ j and a 3,i = a 3,j on δ ij , so that we have u i = u j and θ(u i ) = θ(u j ) on δ ij . In other words, u ∈ V .
Remark. Again, the result is clearly independent of the chosen subdivision into patches.
The Koiter and Naghdi shell models for G 1 surfaces
Let us start with the Koiter model. Let a αβρσ i ∈ L ∞ (ω i ) be an elasticity tensor which we assume to satisfy the usual symmetries and be uniformly strictly positive in each patch, i.e., there exists a constant C > 0 such that for all symmetric tensors τ = (τ αβ ) and almost all x ∈ ω i , a 
Of course, this bilinear form is again independent of the subdivision. The shell is submitted to loadings via a force resultant density P i ∈ L 2 (ω i ; R 3 ) that enters the linear form
Concerning boundary conditions, we follow the formulations given in [12] and adapted in [2] . Specifically, we assume that the shell is clamped on a part Γ c of its edge that corresponds to parts γ 
where τ i is a unit tangent vector to γ
3 ) the applied moment density and ψ(v) t is the tangent part of the infinitesimal rotation vector, which is in H 1 and thus has a well-defined trace. 
The theorem will immediately follow from the Lax-Milgram theorem, after the next three lemmas are established. We first need to make sure that Korn's inequality is valid in the tubular neighborhood of each patch. We need to make one more assumption concerning the patches.
Hypothesis 5.2 Let
S h,i = Φ i (ω i ×]−h, h[) be a
tubular neighborhood of a patch on which the mapping Φ i defined by (4) is bilipschitz. We assume that S h,i satisfies the uniform cone condition on its lateral surface
Φ i (∂ω i × [−h, h]).
Lemma 5.3
The open set S h,i satisfies the uniform cone condition.
Proof. We must first show that the upper and lower surfaces of S h,i satisfy the uniform cone condition. If h is small enough for Φ i to be bilipschitz, then both surfaces also are K-regular. Consequently, it is enough to prove that a set bounded by a K-regular surface located on one side of the surface satisfies the uniform cone condition. Let ω, ϕ be a K-regular patch and L be the Lipschitz constant of a 3 . Let
In other words, a 3 (x) lies in the circular cone C x 0 of angle π/6 and axis a 3 (x 0 ).
The set C x 0 is an intersection of convex cones, hence it is a convex cone. Moreover, − a 3 (x 0 ) obviously belongs to the interior of C x 0 , which is thus nonempty, since
There is a ball B(x 0 , r) with r ≤ 1/L such that − a 3 (x) ∈ C x 0 in this ball, by continuity of a 3 . The cone ϕ(x) + C x 0 is convex, hence it contains all cones ϕ(x) + x 3 a 3 (x) + C x 0 with x 3 ≤ 0. To prove the uniform cone condition, it is thus sufficient to only consider boundary points.
Let thus x be as above and consider the cone ϕ(x) + C x 0 . Its elements are of the form ϕ(x) + tz with t > 0 and z ∈ C x 0 , z = 1. The tubular mapping Φ is bilipschitz in the neighborhood of ϕ(x 0 ) so that we can set
thus defining a Lipschitz mapping from B(x 0 , r) × [0, r] × (C x 0 ∩ S 2 ) into ω × R. Clearly, y(x, 0, z) = x and y 3 (x, 0, z) = 0. We will be done if we show that y 3 (x, t, z) < 0 for t > 0 small enough.
In [4] , we proved the following estimate, which is valid for a K-regular patch,
see Lemma 3.5 of the above mentioned article. Using definition (24) and estimate (25) , we see that
Now, by definition (24) again and the fact that Φ is bilipschitz, we have
Therefore,
which implies that
Choosing if necessary a smaller ball, we can assume that a 3 (y(x, t, z)) ∈ C x 0 , therefore a 3 (y(x, t, z)) · a 3 (x) ≥ 1/2 since their angle is at most π/3. Hence, we obtain that
Observing that the generic constant C only depends on the surface and on h, we obtain the uniform cone condition on the upper and lower surfaces by choosing t < 1/2C. The uniform cone condition is assumed on the lateral surface, the only region where it may still be questioned is on the edges of the shell at the intersection of the upper and lower surfaces with the lateral surface. Let us just sketch how this can be done. Let C be a cone that works on the lateral surface in a neighborhood of a point x and for all x 3 (by choosing h small enough). First of all, using arguments similar to the previous ones, we can show that C can be chosen symmetric in the sense that if u ∈ C, u − 2u · a 3 (x)a 3 (x) ∈ C. If C is a cone that works on the upper surface, it is clear from the above proof that we can choose C in such a way that its angle is arbitrarily close to π/2. Therefore, C and C intersect on the edge, which gives the cone condition there.
Remark. Hypothesis 5.2 is necessary on the lateral surface, because bilipschitz mappings can be quite irregular. For example, there exists a bilipschitz mapping from R 2 into R 2 that maps rays passing through 0 into logarithmic spirals, see [27] . If we used this bilipschitz mapping on the unit square, it would define a bona-fide K-regular patch, with a plane image, but the lateral surface of its tubular neighborhood would exhibit a logarithmic "tendril" spinning around the origin infinitely many times. Such a domain does not satisfy the uniform cone condition, and it is quite unlikely that the three-dimensional Korn inequality is valid in this case. See [20] for an example of a domain satisfying the segment condition on which Korn's inequality fails. It should however be noted that for all practical purposes, hypothesis 5.2 will be satisfied by CAD patches and unions thereof.
The second lemma is a kind of Korn inequality on a G 1 surface.
Lemma 5.4 There exists a constant
Proof. We use the Frobenius norm for matrices, A 2 = tr(A T A). It is a matrix norm in the sense that AB ≤ A B for all n × n matrices A and B. In the following, C i denotes a generic constant depending only on ω i and h.
We will prove estimate (29) in each patch and then sum over all patches. By Lemma 5.3, S h,i satisfies the cone condition. Therefore, the classical threedimensional Korn inequality is valid in S h,i , namely there exists a constant C i such that for all
where e(W i ) = (∇W i + ∇W T i )/2 and M 3 denotes the space of 3 × 3 matrices, see e.g. [25] .
Let us be given v ∈ V . To each v i , we associate a three-dimensional KirchhoffLove displacement on Ω i,h = ω i × ]−h, h[ defined as in [4] by
and then set
i , which is now defined on S h,i . By construction, V i is in H 1 , and since Φ i is bilipschitz, we deduce that W i is also in H 1 , see [24] . Therefore, we can apply Korn's inequality (30) to W i . Moreover, still because Φ i is bilipschitz, it induces an isomorphism between L 2 (Ω i,h ; R 3 ) and L 2 (S h,i ; R 3 ) on the one hand, and between H 1 (Ω i,h ; R 3 ) and H 1 (S h,i ; R 3 ) on the other hand, see [24] again. Consequently, we have the following estimates,
Moreover,
where M 32 denotes the space of 3 × 2 matrices.
We only need to look at the remaining term involving e(W i ). In [4] , we noticed that
i , and that for a Kirchhoff-Love displacement V i , we have
where
(these are the mixed components of the second fundamental form when ϕ i is regular). Therefore, by the multiplicative matrix norm inequality,
Since Φ i is bilipschitz, we naturally have ∇Φ 
hence the result for a single patch. Summing over all patches, we obtain the Lemma.
Remark. The idea of using the three-dimensional Kirchhoff-Love displacement associated with a shell displacement was used in [16] to prove the same Korntype inequality on a single patch in the C 3 case, using the language of covariant derivatives. We basically recast here the essence of this argument in the context of K-regular, G 1 -surfaces, without covariant derivatives so that we deal with simpler expressions and with a more direct approach. The same idea was also used in [1] to establish the infinitesimal rigid displacement lemma and the V -ellipticity of the Koiter bilinear form also for a surface of class C 3 .
Remark. It is interesting that we had to take h small enough to establish inequality (29), even though neither the right-hand side, nor the left-hand side depend on h, since both only depend on the surface itself. Therefore, the chosen value of h only influences the actual value of the constant, but not the validity of the inequality itself.
Thirdly, we prove that the bilinear form is V K -elliptic. Proof. We use the usual contradiction argument. Assume it is not V K -elliptic. There exists thus a sequence v n ∈ V K such that
Extracting a subsequence, we may assume that there exists v 0 i and θ
which in turn implies by Rellich's theorem that
Now, it follows from its definition that the mapping u → θ(u) is weakly continuous from
Similarly, the definitions of the strain tensors (14) and (15) clearly indicate that
The positivity of the elasticity tensor and the second part of our hypothesis together with definition (22) of the bilinear form imply for their part that
Therefore, γ(v 
Because of the assumed boundary conditions incorporated into the definition of V K , this implies that a = b = 0, hence v 0 = 0. Applying now estimate (29), we obtain that
which, together with (36) yields v n V → 0. This contradicts our premise.
Remark. Note the way the rigidity is "propagated" from the part of the boundaries of the patches that are clamped or simply supported to all the other patches via Theorem 4.2.
Remark. In the case of a single patch, we recover the existence result claimed without proof in [4] .
Let us now turn to a rapid discussion of Naghdi's shell model. We follow the presentation of [9] and [14] . The primary unknowns are displacement fields u i ∈ H 1 (ω i ; R 3 ) and transverse vorticity vectors r i ∈ H 1 (ω i ; R 3 ) such that r i · a 3,i = 0, that are independent of each other. They are assumed to agree on the joins so as to correspond to H 1 maps on coarser subdivisions, which leads to the following function space
There are three strain tensors in Naghdi's model, the change of metric tensor
the change of curvature tensor
and the tranverse shear strain tensor
In the case of an isotropic material, the bilinear form of Koiter's model is modified as follows
whereas the right-hand side assumes the form 
We have a corresponding test-function space V N = {(v, s) ∈ W satisfying the above boundary conditions}.
We first have an infinitesimal rigid displacement lemma. 
and
Proof. The third equality implies that r i · a α,i = −∂ α u i · a 3,i . Since we have r i · a 3,i = 0, it follows that r i = −θ(u i ), therefore, u ∈ V and χ αβ (u i , r i ) = −Υ αβ (u i ).
The results thus follows from Theorem 4.2.
At this point, we deviate from our previous course because there seems to be some difficulty in generalizing the above proof for Koiter to the Naghdi case. Therefore, in the following, instead of K-regular patches, we will assume that we have slightly more regular patches, namely W 2,∞ as in [14] , still with G 1 joins. This assumption naturally includes the polynomial patches used in CAD, so it is not a major drawback in terms of applications. Proof. The proof is an easy extension of that of [14] . We write it here for the reader's convenience. It is enough to prove that the quantity
is a norm on V N equivalent to the natural norm. Let us assume that there exists a sequence (v n , s n ) ∈ V N such that (v n , s n ) V N = 1 but |||(v n , s n )||| −→ 0 when n → +∞.
By extracting a subsequence, still denoted (v n , s n ), we may assume the existence of (v, s) ∈ V N such that
weakly in L 2 (ω i ). By hypothesis (41), the three tensors tend strongly to zero in L 2 (ω i ). Thanks to Theorem 5.6 and the boundary conditions, we infer that v = s = 0. Then, Rellich's lemma implies that v i,n and s i,n both tend to zero strongly in L 2 (ω i ; R 3 ). Let us introduce the two-dimensional vector (w i,n ) α = v i,n · a i,α . We have, w i,n → 0 in L 2 (ω i ; R 2 ) strongly. Let us define 2e αβ (w) = ∂ α w β + ∂ β w α . It is easy to see that e αβ (w i,n ) = γ αβ (v i,n ) + 1 2 v i,n · (∂ β a i,α + ∂ α a i,β ) −→ 0 strongly in L 2 (ω i ).
Indeed, ∂ β a i,α ∈ L ∞ (ω i ; R 3 ) (note that this is where this proof breaks for a Kregular surface). Then, by the two-dimensional Korn inequality (valid here without any extra hypothesis, ω i is Lipschitz), we deduce that w i,n −→ 0 strongly in H 1 (ω i ; R 2 ).
Next we note that
Moreover, as s i,n → 0 strongly in L 2 (ω i ; R 3 ), and ∂ ρ v i,n · a i,3 = 2δ ρ3 (v i,n , s i,n ) − s i,n · a i,α , we already know that
We deduce that
by (42) and (43) and because a i,k ∈ L ∞ (ω i ; R 3 ) and a k i ∈ L ∞ (ω i ; R 3 ). It follows that v i,n → 0 strongly in H 1 (ω i ; R 3 ).
We use a similar argument to prove that s i,n → 0 strongly in H 1 (ω i ; R 3 ). Let (w i,n ) α = s i,n · a i,α . Then we deduce that w i,n → 0 strongly in L 2 (ω i , R 2 ). On the other hand, we see that 2e αβ (w i,n ) −→ 0 strongly in L 2 (ω i ).
Indeed, 2e αβ (w i,n ) = 2χ αβ (v i,n , s i,n )−(∂ α v i,n ·∂ β a i,3 +∂ β v i,n ·∂ α a i,3 )+s i,n ·(∂ α a i,β +∂ β a i,α ).
Thus, again by the two-dimensional Korn inequality, we conclude that w i,n −→ 0 strongly in H 1 (ω i ; R 2 ).
Consequently, since s i,n = (s i,n · a i,α )a α i , it follows that s i,n → 0 strongly in H 1 (ω i ; R 3 ). Combining now the convergence of v i,n and s i,n , we see that (v n , s n ) V N → 0, which contradicts the hypothesis and proves the lemma.
To conclude, let us just briefly mention the Kirchhoff-Love model, see [18] . This model simply consists in plugging a Kirchhoff-Love displacement into the three-dimensional elasticity problem, while replacing the Lamé coefficient λ with the well-known modified coefficient λ * = 2µλ/(2µ + λ). Even though the formulation of this model is initially three-dimensional, it can be shown that the model is nonetheless two-dimensional. The two-dimensional formulation is however quite complicated, see [5] and [2] .
In view of the previous arguments, it is fairly clear that the Kirchhoff-Love model is also well-posed on a G 1 -surface with the same regularity as that we used for the Koiter model, since only the three-dimensional Korn inequality is needed.
