Strong Gröbner bases over Euclidean domains and even more general rings were first defined in the 1980s. Since that time, efficient ways to compute them, and a variety of applications, have appeared. In this note we show, via simple examples, applications to solving equations in quotient rings, Hensel lifting, Hermite normal form computations, reduction of univariate polynomial lattices, and finding small generators in quadratic number rings.
Introduction
The theory and application of Gröbner bases of polynomials over fields has been developed extensively, and proven indispensible in many areas of computational mathematics. When going from a field as base ring to a more general ring, there are options for which properties of Gröbner bases one might hope to preserve. For Euclidean domains as base rings there are both "weak" and "strong" Gröbner bases. The former have the benefit that they are easier to compute,. The cost is that reduction of polynomials modulo such a basis is now more expensive as compared to the working with strong bases. These bases are discussed in [8] , [5] section 8, [9] , [23] , [3] , [2] . These references also present various algorithms for computing either weak or strong bases. While all are based to some extent on the Buchberger algorithm over fields, there are qualifications that create substantial inefficiency as compared to the field case. An exception is [19] , which in various respects is similar to the Buchberger algorithm over fields. That said, it is more specialized to the case of weak bases and also does not fully develop the redundancy criteria of the Buchberger algorithm.
In [16] we develop an efficient computation of Gröbner bases over base rings that are effectively computable Euclidean domains. After providing the relevant definitions and theory, an algorithm is presented that is very much in the spirit of the Buchberger algorithm for working over fields. In particular it uses S-polynomials, generalized division for reduction, and has criteria for eliminating pairs that are analogous to those for the field case. Our goal in this companion work is to provide a number of examples of both general and special cases. We will show how several important, and seemingly disparate, computations may be viewed as Gröbner bases over rings, and to point to practial applications along the way.
We will begin with basic examples similar to those in [16] . These recall to the reader some uses of extra variables for purposes of computing ideal intersections or working in extension rings that are not themselves Euclidean. We next show how such bases may be used to perform Hensel lifting of univariate polynomials factored over a prime modulus. We then cover computation of matrix Hermite normal forms, as well as Popov forms for matrices of univariate polynomials over a field (the polynomials themselves are now the base ring, with new variables corresponding to matrix rows). The next application we show is to bivariate modular polynomial factorization. We finish our examples with computation of small generators of ideals in quadratic number rings.
For purposes of brevity and simplicity of exposition we will omit most formal statements and proofs of correctness for the methods we present. Such proofs would use arguments based on term ordering and integer sizes, and are generally straightforward. Instead we will indicate why they work by reminding the reader of how Gröbner bases correspond to objects under study in the various applications.
All examples are run using Mathematica 9 [29] using a 3.1 GHz processor running on the Linux operating system. One indicates that computationa are to be performed over specific Euclidean domains (integers and univariate polynomial rings) via settings of the Coef f icientDomain option. We intersperse snippets of code throughout, and place larger code blocks in an appendix. That latter, in total, stills comes to fewer than 100 lines. This may give an indication of the ease of adapting such Gröbner bases to a wide variety of applications.
Basic Examples
We begin with an example adapted from [2] . We wish to compute a Gröbner basis for an ideal in the polynomial ring Z [ √ −11] [x, y] . Our base ring is not a unique factorization domain, hence not a Euclidean domain. We finesse this issue by adding a new variable and a corresponding defining polynomial to handle the quadratic extension. In this way we can work directly over the integers. So our ring will be Z[x, y, α] /{α 2 + 11}. We want to treat the extension variable as though it were a coefficient. A well known way to achieve this end is to have the the new variable ordered lexicographically lower than all others. When finished we remove the defining polynomial for the extension. As a second example, we will find a basis for the ideal intersection {3x 2 − 2y − 4, y 2 + 5y − 3xy + 2} ∩ {16xy − 6} in Z [x, y] . This may be done as below. Note that we again use and subsequently eliminate an auxiliary variable, this time ordered lexicographically greater than the others (specifying it as the third argument tells GroebnerBasis it is to be eliminated). Another application is to do computations involving ideals defined over quotient rings that may contain zero divisors. As an example we will show a key step, the basis computation, for finding all solutions in the ring Z 5072012170009 to the system below.
GroebnerBasis
A related area of application for Gröbner bases over the integers is in computations with finitely presented groups, as discussed in chapter 10 of [24] .
Hensel Lifting of Univariate Polynomials
We now show an application that uses the special case of polynomials in one variable over the integers modulo a power n of a prime p. We begin with a simple example rigged so that the correct result is obvious. Next we wish to make the factors correct modulo a power of the prime. This correction step is referred to as Hensel lifting [27] chapter 15 and is used in most algorithms for factoring polynomials over the rationals. It is typically done by iterations of Newton's method in a p-adic setting, but Gröbner bases may instead be used to advantage. In effect we take p-adic GCDs of our polynomial along with each factor raised to the indicated power, and these GCDs are the lifted factors. For this particular example we will take the factors, square them, compute Gröbner bases over the integers of the set {poly, squaredfactor, squaredmodulus}, and extract the last elements of these bases. This will correspond to quadratic Hensel lifting, insofar as a factor that is correct modulo some value p becomes correct modulo p 2 . We will in so doing recover the original factors up to sign. This recovered the actual factors because we arranged an example for which the modular factors each corresponded to an actual factor, and moreover the factors were monic, had coefficients of the same sign, and these were all less than half the prime squared. Hence they are recovered exactly from one quadratic Hensel lift. The real question to be answered is why these Gröbner basis computations gave the quadratic Hensel lifts of the modular factors. We address this next. Note that this p-adic GCD may be computed, as above, by a Gröbner basis over the integers. Indeed it is simply a convenient shorthand for running the Euclidean algorithm under the assumption that no zero divisors are encountered along the way. One may realize that a polynomial factorization code based on this result will have a probabilistic aspect. We might inadvertently use an "unlucky" prime wherein at some step of the lifting process a GCD does not exist. This can happen if a leading coefficient in the process becomes noninvertible because it is a product of p. It is not hard to see that for a given polynomial there can only be finitely many such unlucky primes. Moreover provided one uses a random prime that is large compared to the degree of factors and degree of lifting required, the probability will be low that the prime is unlucky.
To give some indication of efficiency we now demonstrate on a more challenging example. It comes from a factorization example presented in [26] . The polynomial in question is of degree 190 and has, as its roots, all the sums of pairs of roots of a simpler polynomial, of degree 20. Code to create it is provided in the appendix.
The end goal is to factor this over the integers. While it would take us too far afield to discuss the steps that use lattice reduction, we will show the Hensel lifting phase below. To this end we first factor modulo a prime of modest size. Next we wish to make the factors correct modulo a power of the prime. The specific power is dictated by size considerations that arise in the factorization algorithm; for our example it will be 36. This lift can actually be done in one step (this can be shown similar to the proof of theorem 1 above; see also multivariate factorization in [15] ). For reasons of efficiency it is better to iterate squarings rather than try to lift to the full power in one step, as the squaring method keeps the degree relatively small during the lifting process. We must then do more basis computations, but the improved speed per computation more than compensates for this. Hence we are, as above, doing quadratic Hensel lifting. The code for this is in the appendix. [26] for this step of the algorithm using but a few lines of code to implement the Hensel lift. The rest of the factorization involves constructing and reducing a particular lattice. We remark that prior to the advent of the van Hoeij algorithm this example was essentially intractable.
Some further remarks about this method of p-adic lifting are in order. First, it is clear that dedicated code will be faster than a general purpose Gröbner basis program. We have such code in Mathematica, and for the example above it is about five times faster. Tests on more strenuous problems indicate that it is quite competitive with what seems to be the best Hensel lifting method in the literature to date, Shoup's "tree-lift" (which is a form of divide-and-conquer algorithm) [27] , chapter 15, section 5. Specifically, while it is clear that the behavior of Shoup's method is asymptotically better than that of the method presented above (it relies on computation of quotients and remainders rather than GCDs), our experience was that for practical purposes the method in this section was actually faster for the knapsack factorization examples we tried at [30] . As these typically required lifting to many digits, this is evidence of the practicality of the method above.
Computation and Use of Matrix Hermite Normal Forms
Another nice application of Gröbner bases over a Euclidean domain is in computing the Hermite normal form of a matrix with elements in that domain. We illustrate for the case of matrices of univariate polynomials.
Before we show an example we need code to generate a "random" polynomial matrix. For this example we will use a 3x5 matrix of polynomials in x of degree at most 2. The code to create a random matrix of such polynomials is in the appendix.
To set this up we need to extend Mathematica's GroebnerBasis to handle modules, using a "position over term" (POT) ordering [2] . We represent elements as vectors with respect to module basis variables. The input consists of polynomials that are linear with respect to the module variables. We then augment with relations that force all products of the module variables to be zero and find the Gröbner basis. The code, adapted from [12] , may be found in the appendix.
As the Hermite form is obtained by row operations over the base ring (that is, division is forbidden), it is equivalent to a module Gröbner basis in the case where our polynomial ring is just the base ring (that is, there are no other polynomial variables). We convert each row of the matrix to a polynomial vector representation by making each column into a new "variable". Now we use the module Gröbner basis routine described above. Since we use a POT term order, the reduction works to first find a minimal element (according to the Euclidean valuation) in the first column, then in the second, and so forth. When finished we convert the result back to matrix form. We summarize this discussion as a simple theorem.
Theorem 2. One can represent a diophantine system over a Euclidean domain (e.g. integers or univariate polynomials over a field) as a module over the domain, and via a module Gröbner basis computation one can then obtain the Hermite form of the matrix.
We mention a minor departure from the standard version of the Hermite normal form. There is an issue of normalization of nonzero entries that lie above pivots (when we regard the lattice as being generated by rows, that is, compute the row-based Hermite form). The Gröbner basis method just described will do this differently in many cases from the forms described in the literature. This is both easily remedied after the fact if so desired, and also is of no consequence in terms of practical usage. We ignore the distinction and work with the result proved by the Gröbner basis.
As an example now we obtain our module basis over Z 8933 [x] for the matrix above. We work over a prime field in order to restrict the size of the coefficients. What we do above is by no means the only way to obtain the Hermite form of a matrix of polynomials. Several tactics for obtaining good computational efficiency are discussed in [25] . At the expense of more code one could adapt some of them to work within this Gröbner basis method. We also point out that method shown above for computing a matrix Hermite decomposition can readily be extended to compute a Smith decomposition, and in practice it seems to be fairly efficient.
We now adapt the technology in the previous example to solve linear polynomial diophantine systems. To solve such a system we transpose the matrix, prepend the right hand side vector, augment on the right with an identity matrix, and take the Hermite normal form. We find the row corresponding to the right hand side, check that it was multiplied, if at all, by a unit. When this is the case the solution vector can be taken from the rest of that row (which corresponds to multiples of columns of the original matrix that were needed to zero the right hand side) multiplied by the negative reciprocal of that unit. Null vectors come from later rows in the Hermite normal form and we return those as well. This method of diophantine solving may be found e.g. in [4] . A more efficient variant is presented in [20] . Note that this is readily adapted to handle a system of modular congruences. We simply treat the modulus in each congruence as something to be multiplied by a new variable, hence each gets a new row.
The tactic of augmenting with an identity matrix, well known e.g. for matrix inversion, is a form of "tag variable" manipulation in Gröbner basis technology. It can be used, for example, to record syzygies or conversion matrices using nothing beyond a standard GroebnerBasis function. The method appears in [6] and was also discussed in [13] (the relevant conferences were indeed but days apart).
For this example we use a 4 × 6 matrix of polynomials in x of degree at most 3. Again we will work modulo 8933. We first set up a random polynomial system. SeedRandom 
We compute a particular solution as well as a basis for the null vectors (solutions to the homogeneous system). We now show an example from [7] for the analogous case of an integer system. We have six modular congruences in six variables that we wish to satisfy, with coefficient matrix, right hand side, and moduli as below. In this case our Euclidean domain is of course the integers. The code in the appendix is sufficiently generic as to handle this base ring as well. We check that the solution indeed satisfies the congruences, and that matrix times null vectors gives zero vectors modulo the congruence moduli. In addition to being faster (though slow in comparison to what one can do with specialized Hermite normal form algorithm over the integers as in [25] ), the Hermite form method we use has the advantage that it gives a smaller solution, with components of 5 digits as compared to 12 in [7] . Moreover it provides the null vectors, and we can proceed to add multiples of them to the solution in order to obtain a solution that is smaller still. To this end, we will digress briefly from the topic of Gröbner bases over Euclidean rings, in order to describe how to find small integer solutions to a linear diophantine system. While this is an important computation in its own right (e.g. for integer linear programming, see [1] , [14] ), we also show later how the corresponding polynomial case might be handled using Gröbner bases.
To find a small solution to an integer linear equation we form a matrix comprised of the solution and null vectors. We augment by prepending one column containing zeroes in the null vector rows and a suitably chosen integer to act as an "anchor" in the row containing the original solution vector. We then apply lattice reduction [10] . The purpose of the anchor is to prevent the solution vector from being multiplied by anything other than a unit, and we check after reduction whether this succeeded. If so, the new solution is obtained from the remaining entries in the row containing the anchor (there may be more than one such, in which case the first will be smallest). Code in the appendix does this, returning the original solution if it fails in the attempt to find something smaller.
Using this we now obtain our new solution for the above example. A related method for finding a small solution is presented in [17] . It also uses Hermite normal form computation to obtain a solution vector as part of the transformation matrix, but attempts to enforce small size in that matrix via an implementation based on lattice reduction. A simpler form of what we showed above (with anchor set to 1) has been referred to as the "embedding" technique in [22] . It is not clear where it originated (the code in the appendix dates to 1995) and it seems to have been independently discovered a few times. We also remark that the method used above can be strengthened in some cases to obtain still smaller solutions. Specifically, one can iterate, reducing the size of the weight as the solution vectors get progressively smaller, and this sometimes gives further size reductions.
Reduction of Polynomial Lattices
We now provide a univariate polynomial analog to the lattice reduction method for obtaining "small" generators. Reduction here is in the sense of [11] , wherein one minimizes the largest degree of polynomials appearing in the matrix. This gives what is also called the weak Popov form of the matrix [21] . The idea is to compute a degree-based basis for the module, now using a "term over position" (TOP) order for the module Gröbner basis computation. This enforces that highest degree polynomials, regardless of column, will be higher in the term order than ones of lower degree, and hence will force degrees to be minimal. We again summarize this informal discussion as a theorem. As one might expect from the description of this method, the actual implementation (see appendix) is virtually identical to that for computing the Hermite form, differing primarily in the module term ordering. There is also a slight difference in that we actually compute our Gröbner basis over the base field of the polynomial ring, now treating the polynomial variable as a bona fide variable rather than a coefficient. This is necessitated by our requirement of a TOP term order, wherein we must rank the module variables lower than the ring variable.
As an example we will again generate a random matrix, this time with all entries of fixed degree. 
We begin by computing the Hermite form, as this is in some sense as "far" as possible from "reduced" (as measured by orthogonality defect from [11] It should be noted that, as was shown with the integer case above, this lattice reduction might be put to use to find "small" (that is, low degree) solutions to diophantine polynomial systems with nontrivial null spaces. We will not pursue that here.
Bivariate Modular Polynomial Factorization
We now put together techniques from the preceding sections for the purpose of factoring a bivariate polynomial modulo a prime. For an example we will generate a pair of random polynomials such that there are terms of highest total degree in each variable separately; this brings no actual loss of generality, as one can always attain this for one variable by a linear change of coordinates. We make a few other useful choices so as not to run afoul of necessary conditions e.g. degree changing on substitution of a value for one variable. Again, these are all conveniences insofar as one can work in an extension field in one variable, in essence performing a substitution of an algebraic element outside the base field. The purpose of this section is not to derive a bulletproof algorithm but rather to illustrate the method on a relatively simple, yet nontrivial, example.
We first generate a pair of pseudorandom bivariate polynomials and take their product. We will evaluate at x = 11 and factor, removing the constant term. This produces all univariate factors of the evaluated polynomial. As in the Hensel lifting section we will use a simple Gröbner basis computation to lift a factor modulo a power of the ideal (x − 11) that is sufficient to reclaim factors of degree 3 in x. A proof that this method gives the correct Hensel lifting could be constructed along the lines of that for the case when the base field is the complex numbers; see [15] . subst = (x − val); subst = (x − val); subst = (x − val); pow = 24; pow = 24; pow = 24; substpower = subst See [11] for bounds on how high one must lift in order to be guaranteed of finding a correct factor. We used degree of 24 which is sufficient for the example at hand. As in that reference we now set up a lattice of univariate polynomials in x, using shifts of both the lifted polynomial and the power of the prime ideal over which we initially factored. The minimal lattice row will provide a factor [11] . It might be a nontrivial multiple of the correct factor so we use a GCD extraction to get that factor. The theoretical underpinnings to this approach are given, along with efficiency improvements, in [15] . One advantage, as might be noted above, is that often the lifting degree requirement is smaller.
Computing Small Generators of Ideals in Quadratic Number Rings
A ring of integers extended by a square root is an important object in number theory.
where D is a squarefree integer. Two elements of the quadratic integer ring Z[d], say x = r + sd and y = u + vd, comprise the basis of an ideal. We will compute small generators for that ideal. We can moreover recover Bezout relations. That is, we find a pair of multipliers {m, n} ∈ Z[d] such that mx + ny = g for each such generator g.
Here we use code from previous sections to provide multipliers for the Bezout relations. We compute a module basis with first column comprised of our given x and y, and a 2×2 identity matrix to the right of that column. We furthermore have a 3×3 matrix beneath this, comprised of the reducing quadratic on the diagonal and zero elsewhere. The Hermite form of this matrix, computed via groebnerHNF , will have as first row the greatest common divisor and the Bezout relation multipliers. For full generality, we handle the case where d 2 ≡ 4 1 by instead using the defining polynomial ((2d − 1) 2 − D)/ 4; this allows us the full range of elements in the corresponding quadratic ring. The division by 4, which would be superfluous were our coefficient domain a field, is necessary for attaining a monic defining polynomial.
There is an added wrinkle. The Bezout relation multipliers computed as above can be quite large. But we can find a smaller set, exactly as we found small integer solutions to diophantine systems. We simply treat the quadratic integers as integer pairs, flatten our vectors of these, and invoke smallSolution. Then we translate consecutive pairs of the resulting integer vector back to quadratic integers. Code for all this may be found in the appendix.
We show a quick example. We'll work over We now generate and work with a significantly larger example. n = 50; n = 50; n = 50; randsqrt = RandomInteger [10 n 
{0.013998, Null}
In the special case where the ideal is {1}, (e.g. {x, y} generates the entire ring), then we actually have obtained an extended GCD. More generally it is easy to show that when there is a GCD and it is a rational integer, or else there is no rational integer in the ideal, then the above code finds that GCD and the corresponding Bezout relation. In other cases one would need to do further work to either recover a GCD or else (in the case where the class number of the quadratic ring is not 1) show that no GCD exists. See [28] , [18] We have reduced the ideal sum to one generated by 1 + √ 53719, 6 . There is in fact a GCD, though, because the ring Z √ 53719 is a principal ideal domain (this follows from the fact that √ 53719 has class number of 1). Checking norms shows that any common factor of 6 and 1 + √ 53719 will have a norm of 6 or -6. Thus we have a Pell type of equation to solve: find integers {a, b} such that (6a + b) 2 − 53719b 2 = ±6. Well known facts about such equations tell us that any solution will have (6a + b)/b as a convergent to the continued fraction expansion of √ 53719. We remark that for this method to work, we require that the right hand side, ±6 in this case, have absolute value less than √ 53719. We confirm that the norm is indeed -6. Expand gcd * gcd /.
Summary
We have presented several applications of Gröbner bases over Euclidean domains. The first ones showed how to work over quotient rings of Euclidean rings. Next we provided an algorithm, using Gröbner bases over Euclidean domains, to perform Hensel lifting of polynomial factors modulo powers of a prime ideal. We proceeded to compute matrix Hermite and weak Popov normal forms, and showed an application of these to multivariate modular factorization. We finished with an example showing nontrivial computations in quadratic number rings.
While many of these applications are specialized, in the sense that good methods are available that do not require Gröbner bases, it is all the same nice to have the methods given herein. One reason is that the code is simple and also flexible should modifications be desired. Another is that the methods presented here perform reasonably well on many problems that are of nontrivial size. Perhaps most interesting is that several fundamental computations in computer algebra, such as Hensel lifting, matrix canonical forms, and polynomial lattice reduction, as well as interplay between these, may be cast as either Gröbner bases computations over Euclidean domains or close relatives thereof.
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Code Appendix
Here we create the polynomial of degree 190 that we use in section 3. Here is code for generating a pseudorandom bivariate polynomial of a given total degree with coefficients in a given prime field. With modest preprocessing we can use smallSolution to obtain "small" elements in quadratic rings. 
