Abstract. In this paper we study symbolic dynamics over alphabets which are modules over a principal ideal domain, considering topological shifts which are also submodules. Our main result is the classification, up to algebraic and topological conjugacy, of the torsion-free, transitive, finite memory shifts.
Introduction and statement of the result
Introduction. Most familiar systems in symbolic dynamics are topological shifts over finite alphabets. Recently, however, there has been some interest in considering also more general infinite alphabets. This type of generalization is a natural one to make and it comes up in various fields such as differentiable dynamics [4] , nonuniqueness of equilibrium states in statistical mechanics [11] , formal languages and automata [1, 2] , and also in more applicative contexts, such as coding for magnetic resonances [17] . In the mentioned papers Markovian shifts over countable alphabets are considered and questions like recurrence, topological entropy, ergodic measures are addressed. Further results of this fashion can be found in [18] .
On the other hand, there has also been growing interest in considering topological shifts endowed with group structure [9, 10, 5, 6] . In this case we usually consider alphabets with a group structure and we then study shifts over such alphabets which are in addition subgroups of the infinite product group: they are called group shifts. The group structure in general gives strong limitations on the type of dynamical properties that the shift can possess, so that such dynamical systems are, in some cases, particularly simple to study. However, the group structure also leads to new questions such as classification from an algebraic-topological point of view and the related problems of finding new invariants. In this context, most of the interest has been until now focused on the case when the alphabet is a finite or compact group, especially for the important role that such systems play in the general theory of automorphisms of compact groups [16, 10, 19] . Compactness permits one to elaborate a quite elegant and unified theory: a striking result is that every group shift over a compact group is of finite type. Non-compact groups have been considered in [6] .
Shifts over groups have also recently appeared in coding theory [7] , since they seem a promising generalization of convolutional codes over finite fields. On the 1994 FABIO FAGNANI AND SANDRO ZAMPIERI other hand, shifts endowed with richer algebraic structure, such as that of a module over a ring, have important connections with control theory [20, 21, 22, 3] .
In this paper we study symbolic dynamics over alphabets which are finitely generated modules over a principal ideal domain. In the case when the ring is Z we are indeed considering group shifts over finitely generated Abelian groups, and so our results are of interest in the general framework of symbolic dynamics over infinite (non-compact) groups. On the other hand, the fact of working with general principal ideal domains does not require much more effort, and permits us to achieve results which are more general and of potential use also in such other fields as systems and control theory: indeed, when the ring is R[x], our results can be suitably interpreted in the context of linear control systems with a parameter.
R-shifts, memory and limit rank. In the sequel R will always denote a principal ideal domain with identity (PID) and all the finitely generated R-modules will be assumed to be equipped with the discrete topology. Let V be such an R-module and consider the product R-module V Z equipped with the product topology on which the shift σ acts: ((σv)(t) :
For the sake of simplicity, whenever this does not cause confusion, the restriction sign in σ will be dropped. Also, we will refer to S itself as to the R-shift (S, σ).
If I ⊆ Z, denote by S |I the R-module of restrictions to I of the bi-infinite sequences in S. S is said to have memory n ∈ N if
S is said to have finite memory (or to be of finite type), if it has memory n for some n ∈ N. If V is Artinian, every R-shift over V automatically has finite memory [22] . Non-finite memory shifts over modules do exist: see [6] for an example with V = R = Z.
Every finitely generated R-module V can be decomposed as V = F ⊕ T where
Consider the mapping n → rk R (S | [1,n] ). We can easily see that it is subadditive. It is then a standard fact that there exists
which will be called the limit rank of S. Clearly, we always have that L(S) ≤ rk R V . It can be shown ( [6] , Proposition 3.2) that L(S) is a non-negative integer if S has finite memory.
R-morphisms.
Consider two R-shifts S 1 and S 2 . A morphism of dynamical systems ψ : S 1 → S 2 (i.e. ψ is continuous and ψ • σ = σ • ψ) is called an R-morphism if in addition it is an R-homomorphism. If, moreover, ψ is invertible, namely a conjugacy, ψ is called an R-conjugacy. In this last case, S 1 and S 2 are said to be R-conjugated, and we write S 1 R S 2 .
We have the following simple result. 
Proof. Straightforward. φ in (3) is said to have memory k and anticipation h. In the case h = k = 0, we will also use the notation φ = ζ ∞ .
Remark. It follows from Proposition 1, using the same ideas as in [6] (see Propositions 1.2 and 1.8), that finite memory and limit rank are invariant under Rconjugacies.
Main results.
The following is one of the main results of this paper.
Theorem 2. Let S 1 and S 2 be two R-shifts which are transitive, finite memory and R-torsion free. Then,
In particular, if S is an R-shift which is transitive, finite memory and R-torsion free, then
Remark. In case R is a field, Theorem 2 was essentially proven in [21] .
In case torsion is present it is obvious that the limit rank is no longer sufficient to separate R-conjugacy classes of transitive, finite memory R-shifts. Actually, it is shown in [9, 5] that there exist transitive, finite memory Z-shifts which are not Z-conjugated to full Z-shifts. A related simpler question which can be posed in this more general setting is which are the conditions, beside transitivity and finite memory, which characterize the R-shifts which are R-conjugated to a full R-shift. This question has been answered in [5] for R = Z and V a torsion R-module. Theorem 11 generalizes this result to the case when R is any PID and V is still a torsion R-module: it provides necessary and sufficient conditions for an R-shift S to be R-conjugated to a full R-shift in terms of the transitivity of certain R-subshifts of S. Corollary 15 is a further generalization of Theorem 11 to the case when V is any finitely generated R-module, and is our more general result on this issue. The proof of Corollary 15 is based on Theorem 14, which yields a nice torsion-free splitting for R-shifts.
Finally, notice the following implication of Theorem 2: since R l and R are homeomorphic when equipped with the discrete topology, it follows that every R-shift S which is transitive, finite memory and R-torsion free, is topologically conjugated to the full shift R Z . Actually, using the techniques of [9, 10] , it is not difficult to prove that every transitive finite memory R-shift is topologically conjugated to a full shift.
Outline of the contents. This paper is structured as follows. In Section 2 we establish certain results for R-morphisms between full R-shifts over free modules. These results, beside their intrinsic interest, are used to prove Theorem 10 in Section 3, which immediately yields Theorem 2 in the case when the alphabets of the Rshifts are given by free R-modules. After that, we pass to consider R-shifts over torsion modules and we prove Theorem 11. Finally we pass to consider the case when the alphabet contains both a torsion and a free part. After a series of auxiliary results, we prove Corollary 15 which is the more general result of this paper, and it yields Theorem 2. Finally, we establish, in Corollary 17, certain interesting equivalences among various dynamical notions for R-shifts.
Shift operators
R-morphisms between full R-shifts. Let R be a PID. R[u, u −1 ] denotes the ring of Laurent polynomials with coefficients in R. Let V be a finitely generated R-module. It is clear that σ induces a natural structure of R[u, u
The morphisms defined in this way are called shift operators. A straightforward consequence of Proposition 1 is that all the R-morphisms between full R-shifts are given by shift operators.
If
. In this case, corresponding shift operators are also called matrix shift operators.
We now need to introduce some more notation. Let A be a unique factorization domain (UFD). A * denotes the multiplicative group of the units of A. A multiplicatively closed subset S ⊆ A (0 ∈ S, 1 ∈ S) is said to be saturated if for all a, b ∈ A we have that ab ∈ S ⇔ a, b ∈ S. Let S ⊆ A be a saturated multiplicatively closed set. DefineS
It is easy to see thatS is also a saturated multiplicatively closed set in A. An example of a saturated multiplicatively closed subset is A 0 := A \ {0}.
Scalar shift operators. Let
* (the ring of units of R), we say that p is bimonic. Denote by S b the saturated multiplicatively closed subset of all the bimonic polynomials in R[u, u −1 ]. We start with a simple preliminary result.
Lemma 3. Let S ⊆ R
Z be an R-shift which is finitely generated as an R-module.
Proof. Choose R-generators w 1 , . . . , w n of S and let A ∈ R n×n be such that
Let p be the characteristic polynomial of the matrix A. Since A is invertible,
is injective if and only if p ∈S b
Proof. Suppose that p ∈S b . Then, there exists a nontrivial bimonic polynomial q such that q|p. It is clear that
Suppose, conversely, that p ∈S b . Since p = 0 it is easy to see that the R-shift S = ker p(σ, σ −1 ) is finitely generated over R. By Lemma 3 there exists a bimonic polynomial g such that S ⊆ ker g(σ, σ −1 ). It is clear that g and p must be coprime polynomials, and so there exist h, k ∈ R[u, u
−1 ] such that a = hp + kg ∈ R 0 . Since aS = 0, we now have that S = 0.
The following gives a characterization of the closure of the image of a shift operator.
Fix n ∈ N and consider the (2n + 1)
It is clear that Im (P :
. Elementary considerations of linear algebra over R based on the Smith form [8] show that, since p 0 , . . . , p N are coprime, P is surjective, and so (Im p (σ, σ
Hence, Im p (σ, σ −1 ) = R Z , which yields the result.
Prime polynomial matrices. We here establish certain primeness results for polynomial matrices which have appeared in a slightly less general form in [12, 14] . We will make use of standard techniques of linear algebra over a PID, essentially based on the so-called Smith form for which the reader is referred to [8, 21, 12, 14] . Let A be a UFD. The rank of M ∈ A l×q is defined as the usual rank with respect to the field of fractions of A. M ∈ A l×q is said to have full column (resp. row) rank if its rank is equal to q (resp. l).
E ij ∈ A l×q denotes the matrix with all 0's except a 1 at the entry (i, j). E(q, A) ⊆ GL(q, A) is the subgroup generated by the following elementary matrices:
Λ ij (λ) := I + λE ij , i = j, λ ∈ R. (15) Let S ⊆ A be a multiplicatively closed subset. M ∈ A l×q is said to be right S-factor prime if it has full column rank and if M = M F with M ∈ A l×q and F ∈ A q×q yields det F ∈ S. A matrix M is said to be left S-factor prime if M T is right S-factor prime.
Let R be a PID and let p ∈ R be a prime. Consider the quotient field 
where
We conclude by induction.
Theorem 7. Let S ⊆ R[u, u −1 ] be a saturated multiplicatively closed set such that
l×q have full column rank. Then, the following facts are equivalent:
1. M is right S-factor prime.
Every common factor of the q × q minors of M is in S.
3. There exist X ∈ R[u, u −1 ] q×l and a ∈ S such that 
Matrix shift operators.
l×q . Then, the following facts are equivalent : We now give a characterization of the closure of the image of a shift operator. 
Proof. (3⇒2) is a consequence of Theorem 7, considering the fact that, since
On the other hand,
where the last equality follows from Proposition 5 applied to det M 2 .
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Transitive finite memory R-shifts
Controllable and weakly controllable R-shifts. We now introduce a concept which is in general stronger than topological transitivity. It comes from the behavioral approach to systems theory [21] and has already been used in symbolic dynamics in [6] . As always, let R be a PID and V a finitely generated R-module. Let S ⊆ V Z be an R-shift. S is said to be controllable if for all v 1 , v 2 ∈ S, there exist n ∈ N and v ∈ S with
Let S be an R-shift and let S f be the R[u, u −1 ]-submodule of S consisting of finite support sequences in S. S is called weakly controllable if S f = S. It is easy to see that controllability implies weak controllability, which in turn implies transitivity. Moreover, since V is Noetherian, every controllable S over V satisfies a stronger notion of controllability [22] in the sense that the number n ∈ N in (28) can be chosen a priori for all pairs v 1 , v 2 ∈ S: from this it follows that controllability also implies topological mixing. On the other hand, it is easy to see that if we have finite memory, the four properties coincide: in particular transitive finite memory R-shifts are controllable. It is easy to see, using the techniques of [6] , that also controllability and weak controllability are preserved by R-conjugacies.
The free case. We now apply the results of Section 2 to characterize weakly controllable R-shifts over finitely generated free R-modules.
Theorem 10. Let R be a PID and let
Proof. Since S f is a finitely generated R[u, u −1 ]-module, there exist q ∈ N and
. Using techniques similar to [13] (Chapter IV), it can be shown that A is a PID. Using standard Smith forms techniques on the PID A, we can find
now has full column rank. By Proposition 9, there exists a right
is injective by Theorem 8, and it follows from Theorem 7 that the inverse of M (σ, σ −1 ) on the image S is continuous. Therefore, M (σ, σ −1 ) is an R-conjugacy between (R q ) Z and S.
Remark. Since transitive finite memory R-shifts are weakly controllable, Theorem 10 yields Theorem 2 in the case when the alphabet V is a free R-module.
Remark. Note that Theorem 10 yields the surprising fact that a weakly controllable R-shift S ⊆ (R l ) Z automatically has finite memory and is controllable. This will be generalized in the sequel.
The torsion case. We now study transitive R-shifts over finitely generated torsion R-modules, generalizing certain results which appeared in [5] in the case R = Z. Note first that since finitely generated torsion R-modules are Artinian, such R-shifts always have finite memory [22] . As a consequence, transitivity, mixing, controllability, and weak controllability coincide in this context.
If E is any R-module and a ∈ R, define the R-module
Moreover, define τ (E) = {a ∈ R | aE = 0} and let t(E) be a generator of τ (E).
Let V be a finitely generated R-module.
k (the p i ∈ R are distinct primes, and r i ∈ N), and we have that
It is easy to see that S is transitive if and only if each S (p r i i ) is transitive. If p ∈ R is a prime and n ∈ N, then A := R/p n R is a complete local Artinian ring with maximal ideal m = pR/p n R and residue field k = R/pR. Notice moreover that the m-adic topology on A coincides with the discrete topology. Let V be a finitely generated A-module with the discrete topology. Since V is also Artinian, it follows that V is linearly compact [23] . This implies that also the product space V Z is linearly compact. Hence every A-shift S ⊆ V Z is linearly compact. A useful tool in this context is the duality theory over complete local rings, for which we refer the reader to [15] . In this case, duality theory is particularly simple since A itself is the injective envelope of k. If E is a linearly topologized A-module (i.e. a topological A-module for which there exists a basis of neighborhoods of 0 consisting of open submodules), denote by E * := Hom A (E, A) the A-module of continuous A-homomorphisms from E to A topologized with the usual compact-open topology. As it happens for the Pontrjagin duality, E → E * then yields an exact contravariant functorial correspondence between the category of linearly compact A-modules and the category of discrete A-modules. Theorem 11. Let R be a PID and let V be a finitely generated torsion R-module.
k (the p i ∈ R are distinct primes, and r i ∈ N). The following conditions are equivalent:
1. There exists a finitely generated torsion R-module H such that S R H Z . 2. S (r) is transitive for all r ∈ R. (4⇒1) By virtue of previous considerations (36) it is sufficient to prove it in the case k = 1. In this case we can also assume that V is a module over A = R/p r R. We can therefore apply the duality theory and repeat the same proof as in the case R = Z presented in [5] .
S (p
The general case. We now want to combine Theorems 10 and 11 to get a more general result. We first need to establish a few preliminary results.
Let V be a finitely generated R-module. Factor V = F ⊕ T , where F is a free R-module and T = T (V ) is the torsion submodule of V . Let S ⊆ V Z be an R-shift. The R-torsion submodule of S, T (S) = S ∩ T Z , is clearly an R-shift. Define S F to be the projection of S on F Z . We start with the following.
Proof. ⊇ in (37) is evident. Fix k ∈ N and notice that as m varies,
It is easy to see that there exists a sequence
Now letṽ i ∈ S be such thatṽ i|[−i,i] = v i for all i ≥ k. Clearly,ṽ i →ṽ for somẽ v ∈ T (S). We have thatṽ |[−k,k] = v, and this completes the proof.
We can now prove the following.
Proposition 13. S F is an R-shift.
Proof. We only need to show that S F is closed. Let f n ∈ S F be such that f n → f ∈ F Z . To prove that f ∈ S F it is clearly not restrictive to assume that f n|[−n,n] = f |[−n,n] . We claim that there exists a sequence g n ∈ T Z such that f n + g n ∈ S for all n ∈ N and
where n k is defined as in Lemma 12 and in such a way that n k+1 ≥ n k for all k. Indeed, fix g n0 arbitrarily such that f n0 + g n0 ∈ S. By induction, suppose we have constructed g n with the desired properties for n ≤ n h + s < n h+1 . Choose g ∈ T Z such that f n h +s+1 + g ∈ S. Notice that . Define g n h +s+1 := g − g . It is easy to verify that the sequence g n defined in this way satisfies the required properties. It is also clear that g n → g ∈ T Z . Hence f ∈ S F .
Finally, we have the following key fact.
Theorem 14. If T (S) R H Z for some R-torsion module H, then S R S F ⊕ T (S). (43)
Proof. Let φ : T (S) → H Z be an R-conjugacy with memory 0. Since T (S) has finite memory and φ has the structure described in Proposition 1, by taking a suitable block extension [9] T := (T Z )
[n] ⊆ (T n ) Z , we have that T (S) The block extension on T Z induces an obvious R-conjugacy from
Therefore, it is not restrictive to assume that S ⊆ F Z ⊕T , whereT ⊆ T Z is an R-shift, and that there exist an R-submodule T ⊆ T and an R-homomorphism ζ as in (44) such that T (S) = T Z ∩T and
is an R-conjugacy. Let K = ker ζ and consider the quotient projection p : T → T /K. Notice thatT 
