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ABSTRACT
R. Wróbel-Rotter. Modern structural modelling, part II: inference in estimated general equilibrium models. 
Folia Oeconomica Cracoviensia 2012, 53: 85-106.
The paper presents m ethods of estim ation and  evaluation of general equilibrium models, h igh ­
lights problematic fields and  challenges. After definition of preferences, technology and 
structural shocks m odel's equations, derived by solving microeconomic optim ization problems, 
are loglinearised and  the rational expectation solution is found. The next im portant step is the 
connection of theoretical variables w ith  the observed counterparts tha t allows to construct the 
likelihood. Estimation, verification and num erical convergence plays crucial role in the overall 
goodness of the model. A general equilibrium m odel can also be used to construct hybrid vector 
autoregression tha t allows to test degree of its misspecification.
STRESZCZENIE
W pracy om ów iono podstaw ow e zagadnienia związane z rozwiązywaniem , estymacją, weryfika­
cją i stabilnością num eryczną em pirycznych modeli rów now agi ogólnej. Zasygnalizowano możli­
wość ich wykorzystania do budow y hybrydow ych m odeli wektorowej autoregresji, które um oż­
liwiają ocenę stopnia popraw ności i potw ierdzenia przez obserwacje założeń ekonom icznych 
przyjętych w  części teoretycznej modelu. Estym owany m odel rów now agi ogólnej jest zbiorem 
w arunków  pierwszego rzędu, zagadnień optymalizacyjnych podm iotów  zdefiniowanych w  części 
teoretycznej i w arunków  równowagi, zapisywanych w  postaci jednej funkcji wektorowej, w aru n ­
kowej w zględem  param etrów  strukturalnych, która tw orzy nieliniowy, dynam iczny system racjo­
nalnych oczekiwań, podlegający loglinearyzacji i rozwiązaniu. Stabilność rozwiązania liniowego 
implikuje liczne, trudne do określenia restrykcje w  przestrzeni param etrów  strukturalnych, które 
mogą stanowić przyczynę problem ów  num erycznych w  czasie estymacji. Estymacja param etrów  
strukturalnych w ym aga połączenia danych, pochodzących z m akroekonom icznych szeregów 
czasowych, ze zm iennym i endogenicznym i, zdefiniowanym i w  konstrukcji teoretycznej m odelu,
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poprzez rów nanie obserwacji, stanowiące podstaw ę konstrukcji funkcji wiarygodności. Liniowe 
rozwiązanie m odelu zapisuje się w  formie reprezentacji w  przestrzeni stanów, na podstawie której 
m ożliwe jest skonstruow anie funkcji wiarygodności, wykorzystując filtr Kalmana, ze w zględu na 
nieobserw owalny charakter niektórych zm iennych stanu.
Estymacja param etrów  strukturalnych jest najczęściej dokonyw ana poprzez techniki w n io ­
skowania bayesowskiego, które w ykorzystują kom pletny system w arunków  pierwszego rzędu, 
ograniczeń zasobowych i reguł decyzyjnych. M etody bayesowskie pozwalają na skonstruowanie 
jednej m iary określającej stopień dopasow ania m odelu do danych empirycznych, w  postaci brze­
gowej gęstości obserwacji, umożliwiające formalne porów nyw ania modeli w  obrębie danej klasy 
bądź też z uw zględnieniem  wektorowej autoregresji. Możliwe jest rów nież połączenie w iedzy 
z różnych specyfikacji. Kluczową rolę w  ocenie jakości m odelu pełni jego weryfikacja, na którą 
składa się ocena popraw ności funkcjonowania algorytm ów  num erycznych, w  szczególności p ro ­
cedury  M etropolisa i Hastingsa, oraz analiza wrażliwości pozwalająca na uzyskanie pew nego 
w glądu w  zależności m iedzy param etram i w  konstrukcji teoretycznej. Sposób rozw iązyw ania 
i liniowej aproksymacji m odeli rów now agi ogólnej nie umożliwia określenia bezpośredniego p o ­
w iązania param etrów  postaci strukturalnej z param etram i postaci zredukow anej, które determ i­
nują wnioski ekonomiczne uzyskiwane na podstawie modelu. Powoduje to, że charakterystyka ta ­
kiego związku w ym aga zastosowania dodatkow ych m etod, w  szczególności technik stosowanych 
w  analizie wrażliwości.
O ddzielnym  zagadnieniem  jest stopień popraw ności specyfikacji m odelu, w  szczególności 
popraw nego określenia relacji strukturalnych w  gospodarce, przyjęcia odpow iednich założeń 
funkcyjnych dla preferencji konsum entów  i technologii, nieujęcia zależności nieliniowych, czy też 
popraw ności specyfikacji procesów stochastycznych. Estym owany m odel rów now agi ogólnej jest 
konstrukcją teoretyczną łączącą w  jednym  systemie teorię m akroekonom ii i m ikroekonomii, co 
pow oduje że wszelkie wielkości opisujące gospodarkę i prognozy są wynikiem założonej w  m o ­
delu teorii i struktury  procesów stochastycznych. Z tego w zględu m etody badania stopnia zgod­
ności przyjętych założeń z danym i em pirycznym i stanowią szerokie pole badawcze. Jednym  ze 
sposobów jej testowania jest budow a hybrydow ych modeli wektorowej autoregresji, w  których 
m odel rów now agi ogólnej jest przyjm ow any do generow ania rozkładu a priori dla wektorowej 
autoregresji szacowanej dla danych obserwowanych. Stopień niezgodności przyjętych założeń 
ekonomicznych z danym i em pirycznym i ujawnia się poprzez określone wartości param etru w ago ­
wego. Pracę podsum ow uje wskazanie obszarów, w  których potencjalnie m ogą wystąpić problemy 
w  trakcie w ykorzystywania estym ow anych modeli rów now agi ogólnej w  praktyce.
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1. W ST ĘP
Estymowane modele równowagi ogólnej są złożoną konstrukcją teoretyczną, uj­
m ującą szereg konkurencyjnych założeń ekonomicznych, które mogą zostać pod­
dane formalnemu testowaniu na gruncie empirycznym. Stosowanie modelu do 
analiz ekonomicznych wymaga jego oszacowania i pełnej weryfikacji, które mają
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określić jak  dobrze model odzwierciedla relacje zachodzące w realnej gospodarce. 
Celem niniejszej pracy jest kontynuacja omówienia zagadnień metodologicznych 
związanych z estymowanymi modelami równowagi ogólnej, ze szczególnym 
uwzględnieniem aspektów ekonometrycznych: estymacji, weryfikacji, stabilności 
numerycznej i analizy wrażliwości. Całość pracy podsumowuje prezentacja moż­
liwości budowy modeli hybrydowych, będących propozycją połączenia modeli 
strukturalnych z giętkością wektorowej autoregresji. Rozważania w tekście mają 
charakter ogólny i stanowią próbę podsumowania i zebrania najważniejszych za­
gadnień metodologicznych. Artykuł niniejszy stano wi kontynuację opracowania: 
„Wybrane zagadnienia współczesnego modelowania strukturalnego, część I: esty- 
m owane m odele rów nowagi ogólnej w zarysie", poprzedniego w tym torme.
2. M E T O D Y  RO ZW IĄ ZYW A N IA  M O D E L I ST R U K TU R A LN YCH
Estym ow any m odel równ owag io g ó ln ej j est zbiorem w arunków pierwszego 
rzędu, zagadraigó  optym alizacyjnych podmiotów zdeóim ow anych w części Unoreo 
tycznej, i w aaunZów rywo owa n , mapo w a n ych n  jpostrci jednaj ia nkcj1 w elcto- 
rowej, w eruntetw ej n e g ó dem pęzam ótrów sttnktuealnyale n, kdOTa Iceorce m r h  
niowy, óónamlczny system racjonalnych oczckiwań:
E t[ f (y (+2,y ̂ y ^ ,  #t ;#)] = 0 ,
gctnie (  j edt w etóorem m n ywazji ow ^ zenyeh z ptoceerm i ntoehastycwnymi opi- 
ncjncym0 kzzCaftowanće sie pjt̂ icioję̂eE!! î.c:z;:in.;o'rc:in aoktócpai leeow nch w pontaci rCroPtu- 
rajnej, o kaóręm zaCdadamy: EÓ£g) = ó ó E (at t't) = t j ŷ, ^ zrscirra wreostkia 
metry lundam entkln o ^ i  Cy, parameg y  wyrtconijąoz w poarstgłycO śOwnaneach] 
w ty m  ó., ozee param etcy opit ujące pruesso stoehastyenne zdefimewens w r o ś c i  
taanetycznej caiodleiu, tlo l̂zCćur̂ cO n clePą m.in . C2, t t  t bUp zycratoj: E;(.d ĉ a;n^c:jz;̂  
w ortość oazeSewaną, wae cnkową względzae zHoru infozrracji w imomend e r, nsr 
tomiast y () oznacza wrrrktor wszysikicHc zmiennoch ondogaeicenych, określa 
ftoclalbcLtSir jO'"1 zzzvinrającn cesuenne wyctnpując= ze;- posteei i th w rrto1. 1 oczekiwać 
rnyzo w momencie (Z + 2#, nazyw anych zngt n njt i“n:i ontysypacejnymn w j3łe;rjAżresaj 
pabkiej jezacy o cakrzsu esSym owsnnd c m odeh scawnow ogi ogc jnej , Gtabek, Kłos 
i UCzig -eenarczyk y0007). W ek.or t-n  grupuje zmienne endogeniczne występu­
jące w formie opóźnień rzędu jeden; zakłada się że liczba równań strukturalnych 
jest równa liczbie zmiennych endogenicznych.
Rozwiązanie otrzymanego systemu racjonalnych oczekiwań polega na aprok­
symacji funkcji przejścia (reguły decyzyjnej), (ang. transition, policy function, de­
cision rules):
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r !  = g ^ b i i U , ; ? ) ,
opisy jjco j koztałtow -m c się bieżących w artości zmiennych en dogewicznych 
w zależn ości od w ektorc stazoy nc któoy bkdaZaią s i .  cmio cn c ą n l o-
genic::̂ :in«e yO" i łcicżocb owiennc egzoyeniozne, orao zo0(0cznik lotow c Oą cozpo- 
trywanej w arunkoh o  względem w eWtora parameOów ć z co ;je:;̂ t do]iej pomija n e 
w notacji. Funkcjn decyay jnb g(.- je r1 w ^ n aczcna r  wr k oezystónidm 
m ecji zzeregirm Taytoza fu.zilcc:j- h i  wokół netermiciotyczn zgo etana  stabilnego 
m udclo, ckrośCon oco ]kezoz w edtor (e’C') , £=, następające w anienki:
#) = 0, d () = ,?G"("̂ (, !̂) i ]?t̂ (i>-̂  je;:rt otcey diy w an r ; o  roz-
wiącanin t ialiniow ego, wieiowymiaeowegą układu rhw nśó  śdrrZturalnyeh m oe 
Zclu. O zn acza en dnnomiconą zówn t wagę nobkOin, jest tolten̂ eli ŝri ôj prz e t w ąrtości 
zrmec nydli  j (  t = yO  =c 8 ( \  oraz dja zakłóceń ltDSio^ y clki,, ystatonych e a j o ziomie 
bezwarunkowez w rrtorci oearkłwan ej: ht = ] r  = 0 . Uwzględnienie zależności 
otcl = g ]+)On ')" +i) i (t(e  = g (“)tn i 1),u 8 ,  g c + c  g (+)cc i g ^ O  oznaczają zależ­
ności ograniczone do zmiennych odpowiednio: występujących w formie ocze­
kiwań wartości nrzyszłych i w postaci opóźnień zm iennych endogenicznych, 
umożliwia zapisanie modelu równowagi ogólnej w formie:
E  [ / ( ^ ( g ^ O Ł Ś  , e, U ^ g C n H  , u  1 , 8 ' , 8  )] = 0,
^tcura nie; posiada rozwiązania analityczn ego, co powoduje konieczność stosowa­
nia m etod num enycznych do przybliżenie g C ^ z , !  )• O br cnir często etosow oną 
jesit m etoda prsturbacji, polegającc n a eozwinięciu /(•) w, czareg Tpylora i aproksy- 
m aejć pierwszego rzędu funkcji decyzyjnej przez:
g (y g l  £t ) = y  + gy+t:! +
gdzie y (t— = jglj1 - y t_), =  = £t -  £ , nieznane macierze gy i gf  są obliczane na pod­
stawie warunku zerowania się odpowiednich układów równań macierzowych 
i spełnienia warunków stabilności, w sensie Blancharda i Kahna, rozwiązania 
modelu racjonalnych oczekiwań: Blanchard i Kahn (1980). Szczegóły zawierają 
m.in. prace: Collard i Juillard (2001a, 2001b), Juillard (2002) i Villemot (2011).
Elementy macierzy gy i gf , prowadzących do rozwiązania modelu równowagi 
ogólnej, będące nieliniowymi funkcjami 0, są obliczane dla ustalonego wektora 
parametrów strukturalnych 0. W  procesie estymacji równań modelu, za pomocą 
metod symulacyjnych, rozwiązanie takie, spełniające warunki stabilności, jest ob­
liczane dla każdej wylosowanej wartości 0, co w praktyce oznacza nałożenie na 
przestrzeń parametrów strukturalnych szeregu restrykcji, których charakter jest 
trudny do określenia. M etody analizy wrażliwości pozwalają na uzyskanie pew­
nego wglądu w charakter zależności między 0  a macierzami równania przejścia 
gy i ge-
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Estymacja parametrów strukturalnych 6  modelu równowagi ogólnej wymaga 
połączenia danych, pochodzący c h z mo^ oekononuczn^ h  szeregów coosow yshi 
ze zmienoynci cn dogem( ;̂^icye î ,e d ^oihiyî ^nyn:̂ i î c ô n trc l̂ (̂̂ j i n pcetyczeiej m o­
delu, pazywzogmi sm ^ nnym i nonosy tualoym i w p eac^ G r a b e ^ K łht i Ute.g- 
ipcnarc z y k i20ą7i . 0ołączenie t akie je s - odefiniowan e p r z ee ró w n an ieofoerw aci  
-pomi aru), (aisg . m ezeurem ent equation), dtóre iąazą  - mienne stonu z -c h o d g c>- 
wiednikareu w asodnnych ofo etw ow ofriycli:
Yt = h( y £ L  vt y
gdzie Yt jest wektorem (nX 1) obserwowanych zmiennych endogenicznych, za- 
kfócania losow e; w cewnaniu rd serw acj0 ^ , nieznleżn e nd zakłóceń losowych e t 
w p optari sfrukecroln c j ,m oża ^ ć interpretowr n e błąd pomiaru danych,
bodź j ak o m iara stopnta p otee c jalnir n irp oprcwy ej spncyfikacji modelu teore- 
tyczncgo , Ioibi e i Scaoźrheide a 20Ca>i . Opr ó c z op óźb)onoch zmiennych endoge- 
dinonycy y -~_e i innowacji £t, równanie przejścia może obejmować kształtowanie 
się dodatkowych zmiennych z konstrukcji teoretycznej, dla których dostępne są 
dane empiryczne. Część zmiennych endogenicznych w modelu może nie mieć 
odpowiedników w zmiennych obserwowalnych, co powoduje że niektóre zależ­
ności mogą zostać pominięte w czasie konstrukcji równania obserwacji i, w kon­
sekwencji, parametry strukturalne występujące jedynie w tych równaniach 
są kalibrowane. Liniowa postać funkcji g(.) w równaniu przejścia i funkcji h(.) 
w równaniu obserwacji powoduje, że otrzymany układ równań można trakto­
wać jako liniowy system przestrzeni stanów, bezpośrednio wykorzystywany do 
konstrukcji funkcji wiarygodności. Najczęściej w praktyce przyjmuje się liniową 
postać równania obserwacji i zakłada się rozkłady normalne dla zakłóceń loso­
wych e t i Ot, co skutkuje obniżeniem stopnia num erycznego skomplikowania 
aplikacji. M etody rozwiązywania i estymacji modelu w przypadkach ogólnych 
opracowali Fernandez-Villaverde i Rubio-Ramfrez (2003, 2005), Arulampalam, 
M askell, Gordon i Clap p (2002) oraz Amisano i Tristani (2007).
3. K O N STRU K CJA  FU N K C JI W IA R Y G O D N O ŚC I
Zm ienne obserwowalne są połączone ze zmiennymi zdefiniowanymi w kon- 
klru k c jiteoretycz s ej m odelu w aposób a rzyOliżony, doauazczając y istnienie od- 
ca ylenir d )
Yt = Cy? + v
gdzie C pełni rolę macierzy selekcjonującej i odzwierciedla założenia dotyczące 
wyboru poszczególnych zmiennych stanu do konstrukcji równania obserwacji,
90
związan e z  dostępnością i definicją danych empirycznych . Wykorzystując zależ­
n ość yO  = y  + y g , Z  jusj odchyleniem zmitn n ych endogenicsnydh y k
od. ichi wartości w stanie seabilncdn oraz u a k ł c c - ó niową pnstać równania 
przejścia:
y ?  = y  + ^ - 1  +
otrzymuj om y następujący układ równeń:
Y  - «  + « . « + v, 
y•<’ -  £ , i t ' i '+ i = A
w którym m aci er ze gy i j ,  zaleś ą ad wenOzce Z o taz caCZancmy  E ] , ) ^  
C E(vtvt) = 2 v. Układ ten, liniowy wzê O-dem c misnndrh endogenicznych, tw oc 
rzy reprezentaoję m odelu zy w now n e  ogóln nj w przeeldnem otan tw , na podste- 
w!e Otórego m e l̂iiere jest rkonstotuow ynie funkcj1 wmoynodyzćci, wykmzystując 
fittr Ki l may o  he wzglę=u oa nioklsseiwowalny ahaordtec m ekoóryth  zmlcenhnh 
stanu. Dl a wektoea eek n o ró  lom wycło w równ anrn «crzdjśd i  aa, ^ i oy rów nc-
nio oCterw csji gę zuH acHs ń  hśsoatea w , Montyc i n e roz0iedy nioir^^^ne;, o war­
tościach occ ekiw anycłi eówoneh zeoo i m acioezycą  kow arćtncji odjpowi edm o 
Q oraz V: rę ~ śidN (0, Q) i v, ~ UdNt0, V).
Łpecny zozWaO obsekwacji O, ]fo ohodoącej a teonetycznej cad njrkoi pozo-
stającis] y  rów n ow aWza «-.ŵĉiiÊimic:ńn<̂ ja jeet j joezsaem w ocunSowwcO rnckład ćw 
w ektorów Yw, w zg^ d em  juâz ŝzłycd wartości Y t_o- p(Y t \ Y- lyd ) , przy ustalonych 
parametrach 6  i rozkładzie stanu początkowego Y0:
P ( Y \ !  =  P Y  l Y ^ e p p f & M p Y , ! ^  \ Y 0 , d ) p { Y 0  \ d ) .
gdzie Y i est m ad etzą (T X n)  obserwacji n a Łmiennyrh endogr niconyoh .F ą nkcja 
wirrygodi âCie: ^ ^ aonctro owano reOurency jnie; Hamilton r i99r) , Cern add=z- 
Viiiewerde l Rubto-Ramirez (2005, 2007):
!% |7) = J # ^ ) -”72 d e t # |(_1) -1/2 ex p [-0 .5 (7 y -  Y ^ )  'Z - U Y  -  " ,„ " ) ] ,
gdzie _1yr  wymiarach (nX  n), jest w arunOową, względem zb ior) in formacji
at m om encie (t , l), macierzą kowariancji wektora Y t, zawierającego obserwacje do 
m om entu t  Yt ,̂_l w artościąoczekiw a n ą Y ; ,  w arunkow ą w z g rędem zbtoru infor- 
m a c jiw m om tn cie (O-20:
rAt "1 = Y  + 0 + ,
! =C P C '+V
! t \t - 1 C  r t\ t- 1 C  ,
n atomiaat predykcja wektora stanu i j ngo macierzy kowariancji PZ+ij* zacho­
dzi w edług nastopu jących formuł:
$ 1 i|t = g y y = L  + K tvt >
P t+ lt =  S y  ( P gt-1 + P t \ t - lC  ! ^ - 1 C  P t|t-1 +  2
gdzir K  = ,?i;î |p_ C oznacza poprawkę Kalmana. Stan początkowy układu
ustala się w praktyce na poziomie odpowiadającym deterministycznemu sta­
nowi stabilnemu modelu. Opisana procedura jest zaimplementowana w pa­
kiecie Dynare, stanowiącym obecnie podstawowe narzędzie estymacji i symu­
lacji estymowanych modeli równowagi ogólnej, dlatego została tutaj w skrócie 
przedstawiona, Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto i Villemot 
(2011). Funkcja wiarygodności może bezpośrednio służyć do estymacji parame­
trów strukturalnych modelu, m.in. Linde (2005). Najczęściej jednak wykorzy­
stuje się metody wnioskowania bayesowskiego, pozwalające na uwzględnienie 
dodatkowej informacji spoza próby i uniknięcie znacznych trudności numerycz­
nych, ze względu na zastosowanie metod M onte Carlo. Opracowane zostały 
również techniki konstrukcji funkcji wiarygodności i estymacji modeli, w któ­
rych występują niestacjonarne zmienne losowe; Durbin i Koopman (2001), zob. 
implementacja: Adjemian, Bastani, Juillard, Mihoubi, Perendia, Ratto i Villemot
(2011). Linearyzacja równań strukturalnych nie jest konieczna w przypadku za­
stosowania innych metod konstrukcji funkcji wiarygodności, wykorzystujących 
filtry M onte Carlo; Arulampalam, Maskell, Gordon i Clapp (2002), Fernandez- 
-Villaverde i Rubio-Ramfrez (2003), An i Schorfheide (2007a), Amisano i Tristani 
(2007) oraz Fair i Taylor (1983).
4. ESTYM A CJA  BAYESO W SKA
Analiza bayesowska dostarcza narzędzia wnioskowania o parametrach struktu­
ralnych estymowanych modeli równowagi ogólnej, oceny niepewności związanej 
z ich estymacją i metody określania błędu popełnianego przy szacowaniu intere­
sujących badacza charakterystyk teoretycznej gospodarki. Możliwość konstrukcji 
rozkładu prawdopodobieństwa wybranej funkcji parametrów fundamentalnych 
modelu, procesów stochastycznych i pozostałych, wielkości odzwierciedlają­
cych m echanizmy gospodarcze, ma kluczowe znaczenie w ocenie stopnia wia­
rygodności rezultatów badań. Bayesowskie podejście do estymacji wykorzystuje 
kompletny system warunków pierwszego rzędu, ograniczeń zasobowych i reguł
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decyzyjnych, który jest następnie szacowany na podstawie danych pochodzą­
cych ze zagregowanych szeregów czasowych, pozwalając równocześnie na skon­
struowanie jednej miary określającej stopień dopasowania modelu do danych 
empirycznych, w postaci brzegowej gęstości obserwacji. Jednoczesna estymacja 
kompletnego systemu dynamicznego pozwala na rozwiązanie problemów endo- 
geniczności regresorów, występu ącego w regule decyzyjnej banku centralnego, 
który wymaga stosowania szeregu dodatkowych zmiennych instrumentalnych 
podczas estymacji pojedynczych równań uogólnioną metodą momentów, Lubik 
i Schorfheide 02006). Z innych prac poświęconych bayesowskiej estymacji m odeli 
rów nowagi ooólnej m ożna w;^]^is!;nifh: Schzefh oide (201 e), Fernsn dso-\eilaverda 
(ZOOO), Milani ii R liriee Ruge-M uaaia (200F), i. RuRiio -Ram laeo
(F000a( 2005bl, Oem Zedcz-Vilłaveśde i Robi2 -R amisez -C004), D ejony, Ingram 
i W hiiem an 020002, Otrok (2001) îLitoigl o;1to^ (1980).
Aioolize booesowoka pezw clir  n o jcołączoni i  w prooeoie wniorOow ania o w ok- 
Oorze zaram rgrów raauktvralnyde Oanogo m odelu M  subiekaywn ej wsl - pnej oî e  ̂
ś .op icd so z ś  o m o^ iwach w aetościocio oriJLori^miJlirOw, aiozm ułow an oj w n:ool<:łcicLjzi:L«5 
a /ewon, o inform acją orw arltą w fuoOcji wiKrygodwoćci. Łdczn0 rozOdad 
oOoecw aM Y ^ Y/^.r Y e )  i w eUloaa paśam oorów srra O0u8alnyt h 0ł# don egc m o)- 
dślu,, oJkreślan0  pr&ek ilaczyn goktodci: ]f:>jf^0>]?;:o'V'ie!̂j piY I i . M -  i a pazooi' p>(0i I jyÔJI, 
josi naoowank sto/yslyctnym  ^ jDcL«2lt2i-i t a j  eoows0am j o 0 j ócegr  n a poitOcwie 
wooru oayoea, o-raym oiem p aozCmd. a orsdoozori w ed(ora pzrr m elrów, worun- 
Mowg w aąlądRm z--e2 Fpccyfiodcj- °o('gś& I Y -0^ ):
fa lką: po ( ]fei^ ;̂i = pf(7| "  M M P "  OteflOO  Zennee <j >siewd ski (l^^l, 20010
ejach, li śooważamy funkcjs  wiarygydn cści oostaci: t(d L | Y jM iy = R(r| di №  '2).
Gęstość rozkładu a posteriori jest proporcjonalna do iloczynu funkcji wiarygodno­
ść- aglj I ¥,0/0)) - rozFłodc e jK,ri 5̂r '̂ aO l̂ O ,̂-):
Łączny rozkład a posteriori parametrów i innych zm iennych w modelu za­
wiera wszystkie dostępne o nich informacje, pozwalając na wnioskowanie o oce-( 
nach punktowych i niepewności związanej z wybranymi funkcjami parametrów, 
poprzez odpowiednie rozkłady brzegowe. Estymacja bayesowska modeli rów no­
wagi ogólnej prowadzi do elastycznego uwzględnienia informacji o funkcjono-
gdzie p (  Y ^ i ) oonacza brzRgową gęsto=1 ol srewacji w i-ty m  m odelu ( w asroFon0
i O 'H ooan (̂ l̂ ?04). --’o zaobseawowaniu d m y ch Yo -patosa w ektora obsoowac]i 
p Y  0  № , 0  c o ipaisujoeny j oko fnnOcję pao e o e trów gc .c z y  uotalonysh oozerwas
p !  \Y ,M i) cc ! ( !  I Y ,M  ,)p (6 x M ).
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waniu gospodarki uzyskanej z badań mikroekonomicznych. Znajomość przecięt­
nego czasu trwania kontraktów płacowych, preferencji konsumentów w zakresie 
podaży pracy, czy też prawdopodobnego przedziału zmienności innych wielko­
ści, pozwala na ich uwzględnienie poprzez rozkład a priori, którego rozprosze­
nie można interpretować jako odzwierciedlenie stopnia wiarygodności wiedzy 
wstępnej. Subiektywne przekonania badacza dotyczące zachowań grup podmio­
tów gospodarczych w modelu, wyrażone w rozkładzie a priori, są zawsze modyfi­
kowane przez funkcję wiarygodności, co pozwala interpretować różnice między 
wnioskowaniem a priori i a posteriori również w kategoriach rozbieżności między 
danymi mikroekonomicznymi i danymi z szeregów makroekonomicznych. Nikła 
wstępna wiedza o kształtowaniu się parametrów strukturalnych modelu, bądź 
jej całkowity brak, oznacza w praktyce przyjęcie dla nich nieinformacyjnych roz­
kładów a priori powodujących, że wnioskowanie a posteriori opiera się głównie 
na inform acjach zawartych w funkcji wiarygodności. Alternatywnie do podejścia 
bayesowskiego, w niewielkich modelach równowagi ogólnej, zarówno liniowych 
jak  i nieliniowych, stosowano do estymacji metodę największej wiarygodności, 
której własności omawiają m.in. Fernandez-Villaverde i Rubio-Ramfrez (2005, 
2007), Gali, Gertler i López-Sa0do (2005),L in d e  (2005), Fern andez-Villaverde, 
Rubio-Ramfrez i Santos (2006) or a z Ruge-MurciF (2007).
M etody wnioskowania b ayeoowskiego dost-rczają  ioomalnego n arzędzia 
służąceg o p orównywaniu konkuren cy jay c h m ę deli, w ty m m odeli równowagi 
ogólnej i wektorowej autoca^ -oji- popraea ich p eaw d o ^ ^ t ó e ń stwa a posteriori. 
W  zbiorze alternatywnych róctystyacnych m odei  bcyorowskiah, M  = M m},
dla danych obserwacji Y , możemy określić prawdopodobieństwo ia posteriori 
i-tego modelu, korzystając ze wzoru Bayesa:
gdzie P (M ) jest prawdopodobieństwem a priori danej specyfikacji, opisującym 
subiektywne przekonania badacza co do możliwości opisu obserwacji przez ten 
model. Jeśli rozkład a priori jest scentrowany w obszarach przestrzeni parame­
trów, dla których funkcja wiarygodności przyjmuje niskie wartości, to model taki 
będzie mniej prawdopodobny a posteriori niż ta sama specyfikacja z bardziej roz­
proszonym rozkładem a priori, przy ezałożeniu jednakow ych szans a priori każ­
dego z nich. Zgodność informacji wstępnej z funkcją wiarygodności prowadzi do 
najwyższego prawdopodobieństwa a posteriori. Bayesowskie porównywanie m o­
deli umożliwia również eliminację wpływu prawdopodobieństw P (M )  poprzez 
rozważenie ilorazu szans a posteriori par modeli, zdefiniowanego przez iloczyn 
czynnika Bayesa i ilorazu szans a priori:
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P(MS \Y) = P(Y\MS) P(MJ 
P(Mq \Y) p(Y\Mq) XP(Mq) ^
gdzże czynnik Bayesa 0 ° , okreriony przez iloraz brzegow ych gęstości wektora 
obserwacji p(Y \M s) / , m cerey eesatywno m o c wyj aem ającą m odeh A/̂s 
i M ą oraz  u jm uje inform r cj e, cc j s ldm  scopiniu obcerwaeje potwierdzają m ode1 
M s w pcrowneniu z  m odeirm O d  BSy > 1 oonecoe wrlkdganie przcz obsorw ecj 9, 
że m odel M s jccy b aedzio( adekwatnc  dce ich opisu; Jaffeej is (W en  Kors i R nftey 
(И ПЗ).
Metocf;u wnioskow eoia 0 r ycoc(:jssirê ej9e mog^ nównarż zoetać ;ra t̂cs!i^^^ne clo 
dezpośroKm eao łąyrcrno wieOs)? r  oonknarncy ja ych m oOsH as ksc^ it-w a nm ;ei  ̂
wybranei пт к ф  porametrów strukiusz^ ych i proocców sóochaotyoznych, oprnu- 
j noKoy iinteresa jąc0 bedoeto wk Ik rsu m c k roeaum omizzną Д, n°>. w oyyźnik mflscji 
w procy> eactbson i Kar;sso d i20e4i : R m k - a  gęstości uśrednionego rozl̂ Sżdn o po­
steriori k  j esS śżoOaią weżr  e ą ^ stości a posteriori A w każdym z modeli:
m
p ( " \ ^  Y ,M  i)P (M |Y),
gdz(o wagi P (M L %Y) są prawdopodobieństwami a posteriori modeli.
Schemat estymacji bayesowskiej w praktyce można sprowadzić do czterech 
zasadniczych części:
1. Określenie rozkładu a priori dla parametrów estymowanych i kalibracja para­
metrów nie podlegających estymacji; umożliwia to uwzględnienie w modelu 
wiedzy wstępnej.
2. Wyznaczenie, poprzez numeryczną aproksymację modalnej rozkładu a poste­
riori, przybliżonych ocen parametrów strukturalnych i macierzy kowariancji, 
które są niezbędne do zapoczątkowania łańcucha Markowa.
3. Numeryczna realizacja estymacji bayesowskiej poprzez metody Monte Carlo 
oparte na łańcuchach Markowa (w szczególności za pomocą algorytmu Me- 
tropolisa i Hastingsa) oraz empiryczna ocena ich zbieżności.
4. Aproksymacja brzegowych rozkładów a posteriori parametrów oraz innych 
charakterystyk modelu na podstawie uzyskanego łańcucha Markowa.
5. IN N E ZA GA D N IEN IA  M E T O D O L O G IC Z N E
Ogół zagadnień metodologicznych związanych z estymowanymi modelami rów­
nowagi ogólnej jest niezwykle obszerny a ich dokładne omówienie wymagałoby 
szeregu opracowań; obszerny przegląd tematów można znaleźć m.in. w pracy: 
Wróbel-Rotter (2012f). Wybrane zagadnienia metodologiczne stanowiły cel analiz 
we wcześniejszych pracach autorki: wprowadzenie w tematykę: Wróbel-Rotter
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(2007b, 2007c), szczegóły wyprowadzenia równań strukturalnych przykładowego 
modelu: Wróbel-Rotter (2011a, 2011c, 2012e), omówienie zagadnień estymacji 
i metod numerycznych: Wróbel-Rotter (2007a, 2008, 2012b), prezentacja technik 
oceny stabilności rozwiązania i zależności między parametrami postaci struktu­
ralnej i zredukowanej: Wróbel-Rotter (2011b, 2012c) oraz metoda budowy i zasto­
sowanie hybrydowego modelu wektorowej autoregresji: Wróbel-Rotter (2012a, 
2012d). Oprócz poruszonych w artykule tematów, w literaturze obecnych jest 
wiele zagadnień dodatkowych, z których zasadniczy dotyczy prognozowania 
na podstawie estymowanych modeli równowagi ogólnej, analizy charakterystyk 
ekonomicznych gospodarki, w szczególności funkcji odpowiedzi impulsowych, 
i innych zagadnień dotyczących własności modeli, m.in. warunków identyfi- 
kowalności parametrów. Szeroko traktowane są również aspekty numeryczne 
estymacji bayesowskiej, pełniące kluczową rolę w procesie znajdywania osza­
cowań parametrów. Zagadnienia te w większości nie są szczegółowo omawiane 
w pracy, ze względu na ich obszerność; problemy specyfikacji i identyfikowalno- 
ści zostały w skrócie przedstawione poniżej. M etody prognozowania na podsta­
wie estymowanych modeli równowagi ogólnej m ożna znaleźć m.in. w pracach: 
Del Negro i Schorfheide (2003), Smets i Wouters (2004), Adolfson, Linde i Villani 
(2005), Rubaszek i Skrzypczyński (2008), Schorfheide, Sill i Krysko (2010), Edge, 
Kiley i Laforte (2009), Herbst i Schorfheide (2011) oraz Del Negro i Schorfheide
(2012). M etody prognozowania bayesowskeigo omawia m.in. Geweke i W hite­
man (2006).
6. AN ALIZA W R A Ż LIW O ŚC I
Analiza wrażliwości jest pojęciem  ogólnym i może się odnosić do badania 
wpływu na interesującą charakterystykę modelu zmiany jego założeń, zastoso­
wania innej metody estymacji, przyjęcia alternatywnych metod testowania hipo­
tez, czy też sposobu predykcji zmiennych, Poirier (1995). W  zależności od zakresu 
zmiany danych parametrów bądź ich funkcji wokół wielkości referencyjnych, 
można rozpatrywać analizę wrażliwości w sensie lokalnym, rozważając elastycz­
ności czy też efekty krańcowe, bądź globalnym (ang. global sensitivity analysis, 
GSA), związanym ze znacznymi zakresami wartości zm iennych niezależnych 
w systemie dynamicznym, jakie pozwalają przeanalizować prezentow ane m e­
tody. Na gruncie wnioskowania bayesowskiego analiza wrażliwości najczęściej 
dotyczy wpływu zmiany parametrów rozkładów a priori na ich oceny uzyskane 
a posteriori. W  estymowanych modelach równowagi ogólnej często też sprawdza 
się uzyskane rezultaty estymacji w zależności od różnych ustawień parametrów 
metod num erycznych i przyjętych kryteriów oceny ich zbieżności. Oddzielnym 
zagadnieniem jest zastosowanie metod analizy wrażliwości w ocenie zależności 
występujących w konstrukcji teoretycznej modelu równowagi ogólnej.
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Sposób rozwiązywania i liniowej aproksymacji modeli równowagi ogólnej 
nie umożliwia określenia bezpośredniego powiązania parametrów postaci zredu­
kowanej z parametrami strukturalnymi. Powoduje to, że charakterystyka takiego 
związku wymaga zastosowania dodatkowych metod, w szczególności technik 
stosowanych w analizie wrażliwości, które pozwalają na określenie wybranych 
cech modelu dynamicznego i kluczowych czynników determ inujących jego 
własności. Analiza wrażliwości określa w jakim  stopniu niepewność związana 
z wnioskowaniem o danej charakterystyce teoretycznej gospodarki, uzyskanej 
z postaci zredukowanej modelu, jest przypisywana do źródeł niepewności zwią­
zanych z poszczególnymi parametrami strukturalnymi. Pojęciem zbliżonym do 
analizy wrażliwości jest analiza niepewności, która ogranicza się do czynników 
wyjściowych w modelu; Saltelli, Ratto, Andres, Campolongo, Cariboni, Gatelli, 
Saisana i Tarantola (2008). Parametry występujące w postaci strukturalnej modelu 
są traktowane jako wielkości wpływające na kształtowanie się najważniejszych 
jego własności, dotyczących m.in. warunków stabilności, współczynników po­
staci zredukowanej i charakterystyk ekonomicznych gospodarki. Kluczowe pro­
cesy w systemie ekonomicznym, oznaczającym w tym przypadku estymowany 
model równowagi ogólnej, są utożsamiane z zależnościami między parametrami 
strukturalnymi a parametrami postaci zredukowanej, określonymi przez nieli­
niowe funkcje parametrów strukturalnych w reprezentacji modelu w przestrzeni 
stanów. Własności tych zależności są identyfikowane przez analizę wrażliwości 
odpowiednich parametrów strukturalnych w modelu.
Estymowane modele równowagi ogólnej wymagają spełnienia przez para­
metry strukturalne szeregu warunków zapewniających stabilność ich rozwiąza­
nia. Analityczne wyznaczenie pełnego obszaru stabilności parametrów struktu­
ralnych jest najczęściej niemożliwe i, w praktyce, zagadnienie to jest pomijane 
lub ograniczane do sprawdzenia warunków stabilności dla wartości oczekiwa­
nych rozkładów a priori, natomiast warunki zapewniające jego spełnienie są na­
kładane dopiero na etapie estymacji bądź kalibracji parametrów strukturalnych. 
M etody analizy globalnej wrażliwości umożliwiają ocenę, które obszary prze­
strzeni parametrów w rozkładzie a priori nie spełniają warunków stabilności 
rozwiązania modelu i mogą być pomocne w określeniu wartości początkowych 
w procedurach numerycznych; zob. Ratto (2008), Berliant i Dakhlia (1997) oraz 
Salteli (2002). Pozwalają one również na wykrycie potencjalnych konfliktów mię­
dzy wartościami poszczególnych parametrów m ających kluczowe znaczenie w 
dopasowaniu modelu do wybranych szeregów makroekonomicznych. Analiza 
wrażliwości może być również zastosowana do badania obszarów stabilności 
rozwiązania, oceny dopasowania do danych oraz techniki przybliżania związku 
między parametrami postaci zredukowanej i strukturalnej modelu z zastosowa­
niem filtrowania M onte Carlo i dekompozycji funkcji; zob. Saltelli, Ratto, Andres, 
Campolongo, Cariboni, Gatelli, Saisana i Tarantola (2008), Saltelli, Tarantola, Cam­
polongo i Ratto (2004), Ratto (2008), Berliant i Dakhlia (1997) oraz Salteli (2002).
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Pełną analizę wrażliwości dla estymowanego modelu równowagi ogólnej przed­
stawili m.in. Ratto, Röger, in 't Veld i Girardi (2005).
7. SPECYFIKACJA I IDENTYFIKACJA M O D E L I
Estymowany m odel równowagi ogólnej jest konstrukcją teoretyczną łączącą 
w jednym  systemie teorię makroekonomii i mikroekonomii, co pow oduje że 
wszelkie wielkości opisujące gospodarkę i prognozy są wynikiem założonej 
w modelu teorii oraz struktury procesów stochastycznych kształtującej je j dyna­
mikę. Ogólny charakter wskazuje na kilka potencjalnych źródeł jego nieodpo­
wiedniej konstrukcji, mogących mieć swoje przyczyny w niepoprawnym okre­
śleniu relacji strukturalnych gospodarki, preferencji konsumentów i technologii, 
pominięciu zależności nieliniowych, nieprawidłowej specyfikacji procesów sto­
chastycznych oraz symetrycznym traktowaniu podmiotów w modelach dla go­
spodarek otwartych; Lubik i Schorfheide (2006). Poprawna specyfikacja modelu 
jest tutaj rozumiana jako uznanie danego modelu za właściwy proces generu­
jący obserwacje. Zmniejszenie stopnia niepoprawnej specyfikacji estymowanych 
modeli równowagi ogólnej jest możliwe poprzez zwiększenie liczby zmiennych 
losowych modelujących zakłócenia strukturalne w modelu zapisanym w po­
staci systemu racjonalnych oczekiwań, m.in. Smets i Wouters (2003) oraz Lubik 
i Schorfheide (2006). Alternatywnie, możliwe jest wprowadzenie stochastycznych 
zakłóceń do równania obserwacji, bez nadawania im interpretacji ekonomicznej; 
Sargent (1989). O cena poprawności modeli strukturalnych jest najczęściej doko­
nywana po ich zapisaniu w formie wektorowej regresji, z odpowiednimi para­
metrycznymi restrykcjami i analizie ich zgodności z danymi empirycznymi i m o­
delem referencyjnym; Schorfheide (2000), An i Schorfheide (2007b). Omówienie 
zagadnień polityki pieniężnej w przypadku modeli z pewnym stopniem nieod­
powiedniej specyfikacji można znaleźć m.in. w pracy: Del Negro i Schorfheide 
(2005, 2009).
Oprócz zagadnienia poprawności specyfikacji estymowanych modeli rów no­
wagi ogólnej, często pojawiającym się w czasie ich konstrukcji, problemem jest 
identyfikacja parametrów strukturalnych. Model ekonometryczny nie jest iden- 
tyfikowalny, jeśli konkurencyjne jego parametryzacje, mające różną interpretację 
ekonomiczną, prowadzą do tego samego rozkładu prawdopodobieństwa obser­
wacji, tzn. są obserwacyjnie równoważne; Lubik i Schorfheide (2006). Określe­
nie warunków identyfikowalności modeli równowagi ogólnej jest trudniejsze 
niż w przypadku wektorowej autoregresji, czy też liniowych modeli o równa­
niach współzależnych, ze względu na nieliniowość związku między param e­
trami strukturalnymi a reprezentacją modelu w przestrzeni stanów, która określa 
łączny rozkład prawdopodobieństwa obserwacji. Modele te są identyfikowalne 
przy założeniu odpowiednich rozkładów a priori i struktury procesów egzoge-
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nicznych; Lubik i Schorfheide (2004) oraz Beyer i Farmer (2004). M etody estyma­
cji wykorzystujące podejścia z niepełną informacją, takie jak  uogólniona metoda 
m omentów czy też metoda znajdywania ocen parametrów poprzez porównywa­
nie funkcji odpowiedzi impulsowych, mogą powodować występowanie ukry­
tych problemów identyfikacyjnych, ze względu na pominięcie podczas estyma­
cji części założeń dotyczących pozostałych równań i procesów stochastycznych 
modelu. Specyfikacja pełnego układu założeń, konstrukcja funkcji wiarygodno­
ści, uwzględnienie dodatkowej informacji poprzez rozkład a priori i jednoczesna 
estymacja systemu równań pozwalają na zapewnienie identyfikowalności m o­
delu i zapewniają istnienie rozkładu a posteriori. Zagadnienia identyfikacji m o­
delu i jego parametrów strukturalnych nie będą szerzej omawiane w pracy, a je ­
dynie zasygnalizowane dla zapewnienia kompleksowego podejścia do tematyki 
estymowanych modeli równowagi ogólnej.
8. M O D E L E  H Y B R Y D O W E  I PO PR A W N O ŚĆ  SPECYFIKACJI
Stopień niezgodności restrykcji, wynikających z m ikroekonomicznych zagad­
nień optymalizacyjnych i reguł decyzyjnych, z danymi makroekonomicznymi 
może być analizowany w kontekście rozkładu a priori i a posteriori na gruncie 
wnioskowania bayesowskiego. Rozkład a priori, generowany z modelu rów no­
wagi ogólnej, może być przyjmowany dla wektorowej autoregresji, umożliwiając 
w ten sposób sprawdzenie zgodności teorii ekonomicznej z danymi empirycz­
nymi; Del Negro i Schorfheide (2004). Metodologia pozwalająca na połączenie 
wnioskowania na podstawie estymowanych modeli równowagi ogólnej z m o­
delami wektorowej autoregresji została zaproponowana w pracy Del Negro 
i Schorfheide (2004) i następnie rozwinięta przez Del Negro, Schorfheide, Smets 
i Wouters (2007). Określa ona klasę modeli hybrydowych, znanych w literaturze 
pod pojęciem DSGE-VAR (ang. Dynamic Stochastic General Equilibrium Vector 
AutoRegression), które powstały w wyniku poszukiwania metod uwzględniania 
w modelach wektorowej autoregresji informacji wstępnych, mających za zada­
nie ich powiązanie z teorią ekonomii i poprawienie ich własności. Pierwotnie 
prace te koncentrowały się na zastosowaniu modeli strukturalnych, podbudowa­
nych teorią ekonomii, do konstrukcji rozkładów a priori dla wektorowej autore­
gresji; Ingram i W hiteman (1994), bądź do porównań własności statystycznych 
makroekonomicznych szeregów czasowych; DeJong, Ingram i W hiteman (1996). 
Modele teoretyczne dostarczały porównywalnego rozkładu a priori, ocenianego 
w kategoriach zdolności prognostycznej uzyskanej postaci hybrydowej, jak  me­
todologia, w której zmienne wektorowej autoregresji są traktowane a priori jako 
grupa niezależnych procesów błądzenia losowego, zaproponowana w pracy 
Doan, Litterman i Sims (1984) oraz Litterman (1986). Pierwszy model hybry­
dowy, estymowany metodą największej wiarygodności, powstał po zdefiniowa­
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niu procesu autoregresyjnego dla wektora zakłóceń losowych w równaniu ob­
serwacji reprezentacji modelu równowagi ogólnej w przestrzeni stanów i został 
zaproponowany w pracy Ireland (2004). Dalszy rozwój metodologii polegał na 
konstrukcji rozkładów prawdopodobieństwa, które w sposób formalny łączyły 
wnioskowanie na podstawie wektorowej autoregresji z modelami posiadającymi 
uzasadnienie w teorii ekonomii. Techniki te pozwoliły na opracowane metod for­
malnego wnioskowania o parametrach modelu równowagi ogólnej na podsta­
wie wektorowej autoregresji w modelach hybrydowych; Del Negro i Schorfheide 
(2004) oraz Del Negro, Schorfheide, Smets i Wouters (2007) i dyskusję ich własno­
ści; Christiano (2007). Z obecnie opracowanych zastosowań modeli hybrydowych 
można wymienić prace m.in. Lee, M atheson i Smith (2007), Liu i Gupta (2008), 
Watanabe (2007), Chow i McNelis (2010), Adolfson, Laseen, Linde i Villani (2008), 
Kolasa, Rubaszek i Skrzypczyński (2012) oraz Brzoza-Brzezina i Kolasa (2012).
Łączne wnioskowanie na podstawie obydwu podejść jest możliwe poprzez 
budowę modelu hybrydowego, czyli hybrydowego modelu wektorowej auto- 
regresji. Składa się on z pomocniczego modelu wektorowej autoregresji, służą­
cego aproksymacji rozwiązania zlinearyzowanego modelu równowagi ogólnej 
i konstrukcji rozkładu a priori, oraz zasadniczego modelu wektorowej autore- 
gresji, szacowanego na danych rzeczywistych. Model hybrydowy można inter­
pretować jako identyfikowalny model wektorowej autoregresji (ang. identified 
VAR), nie zaś jako formę zredukowaną modelu strukturalnego, An i Schorfheide 
(2007b). Waga X modelu równowagi ogólnej w modelu hybrydowym może zo­
stać ustalona arbitralnie, bądź na podstawie formalnego kryterium, opartego na 
brzegowej gęstości obserwacji. Model hybrydowy dostarcza narzędzia służącego 
odpowiedzi na pytanie, w jakim  stopniu dane empiryczne potwierdzają hipo­
tezy wnoszone przez model równowagi ogólnej, a w jakim  są te hipotezy lepiej 
potwierdzane przez model wektorowej autoregresji bez ograniczeń. Stosowanie 
modelu strukturalnego jako punktu odniesienia dla procesów wektorowej au­
toregresji zakłada, że teoria ekonomiczna, ujęta poprzez stylizowane zależności 
zdefiniowane w modelowej gospodarce, nadaje się do jej uwzględnienia w m o­
delu połączonym. Model hybrydowy można postrzegać jako sposób na popra­
wienie własności wektorowej autoregresji, poprzez uwzględnienie inform acji 
wstępnej, wynikającej z teorii ekonomii, bądź też jako technikę umożliwiającą 
złagodzenie restrykcji obecnych w modelu równowagi ogólnej i ocenę popraw­
ności jego specyfikacji.
Budowa modelu hybrydowego jest procesem hierarchicznym, zaczynającym 
się od specyfikacji rozkładu a priori dla wektora parametrów modelu równowagi 
ogólnej, warunkowo względem którego definiuje się rozkład a priori dla współ­
czynników wektorowej autoregresji. Umożliwia to, po uwzględnieniu funkcji 
wiarygodności, wnioskowanie a posteriori zarówno o parametrach modelu struk­
turalnego jak  i współczynnikach wektorowej autoregresji. Rozkład a priori jest 
konstruowany w oparciu o próbkę danych symulacyjnych z modelu struktural­
nego, które następnie służą estymacji modelu pomocniczego pozwalającego na 
przekazanie inform acji wstępnej do modelu hybrydow ego; podejście takie stoso­
wali m.in . Sim-  i Zh a (1P98). M ś ono śównież sw ojo ueasada ienif  w ploniersOicO 
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rozkład parametrów m odelu strukturalnego i parametru wagowogo p (6 ,A \Y ), 
jest przybliżany numerycznie, z zastosowaniem algorytmu Metropolisa i Ha- 
stingsa; Adjemian, DarracqParies i M oyen (2008). Hybrydowy model wektorowej 
autoregresji proponuje również metodę identyfikacji zakłóceń strukturalnych na 
podstawie innowacji występujących w postaci zredukowanej; Del Negro i Schor­
fheide (2004, 2006, 2008), Del Negro, Schorfheide, Smets i Wouters (2007).
9. UW AGI K O Ń C O W E
Estymowany model równowagi ogólnej jest konstrukcją, która jest silnie zako­
rzeniona w teorii ekonomii. Otrzymane w wyniku rozwiązania mikroekonomicz­
nych zagadnień optymalizacyjnych podmiotów równania strukturalne, mające 
formę nieliniowego systemu racjonalnych oczekiwań, należy sprowadzić do ta­
kiej postaci, aby ich parametry mogły zostać oszacowane na podstawie danych 
empirycznych, w szczególności aby można było zapisać funkcję wiarygodności. 
Oznacza to, że model poddaje się szeregowi przekształceń i aproksymacji, które 
prowadzą do jego operacjonalizacji. Główne obszary na które należy zwrócić 
uwagę to:
1. Układ założeń teoretycznych: postać funkcji chwilowej użyteczności i je j ar­
gumenty, struktura sektora produkcyjnego, która ma ścisły związek z mecha­
nizmami agregującymi, w szczególności sposób indeksowania cen wpływa­
jący na postać krzywej Phillipsa.
2. Struktura procesów losowych w postaci strukturalnej, które determ inują dy­
namikę zmiennych stanu w modelu.
3. Linearyzacja rów nań strukturalnych, najczęściej stosowana w praktyce 
w celu uproszenia modelu. Modele w postaci nieliniowej są bardziej skompli­
kowane do opracowania od strony numerycznej.
4. Rozwiązanie zlinearyzowanego modelu równowagi ogólnej, powodujące 
nałożenie na przestrzeń parametrów skomplikowanych restrykcji, wynikają­
cych z konieczności zapewnienia jego stabilności.
5. Sposób połączenia zmiennych endogenicznych, występujących w rozwiąza­
niu zlinearyzowanego modelu, ze zmiennymi obserwowanymi, które należy 
oczyścić z trendu i sezonowości oraz sprowadzić do stacjonarności.
6. Przyjętą metodę estymacji, w szczególności czy jest to metoda z pełną infor­
macją, jak  podejście bayesowskie, czy też taka, w której równania szacuje się 
oddzielnie, jak  np. uogólniona metoda momentów.
7. Stronę numeryczną, w której potencjalne problemy mogą wynikać z postaci 
funkcji wiarygodności, w konsekwencji nałożenia na przestrzeń parametrów 
licznych, skomplikowanych restrykcji, wynikających z konieczności zapew­
nienia stabilności rozwiązania modelu.
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8. Funkcjonowanie algorytmu Metropolisa i Hastingsa, w szczególności dobór 
punktów startowych za pomocą przybliżonych metod numerycznych, moni­
torowanie jego zbieżności i analiza wrażliwości na zmianę wartości początko­
wych. Stabilność średnich ergodycznych.
9. Analizę obszarów wartości parametrów strukturalnych prowadzących do 
stabilności rozwiązania, wpływu w praktyce ich niewielkiej liczby na współ­
czynniki postaci zredukowanej odpowiedzialne za charakterystyki ekono­
miczne modelu.
10. W  modelach hybrydowych: jakość aproksymacji zlinearyzowanego modelu 
równowagi ogólnej przez wektorową autoregresję, zazwyczaj niskiego rzędu. 
Wrażliwość ocen brzegowej gęstości obserwacji na zmianę wartości parame­
tru wagowego.
Wymienione aspekty modelowania za pomocą estymowanych modeli rów­
nowagi ogólnej nie wyczerpują wszystkich obszarów, na które należy zwrócić
szczególną uwagę w badaniach empirycznych. M ają one jedynie zasygnalizować
możliwość wystąpienia problemów przy stosowaniu modeli w praktyce.
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