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Abstract
We obtain a parametrization of the isospectral set of matrix-valued potentials for the vector-valued
Sturm–Liouville problem on a finite interval.
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1. Introduction and main results
Consider the inverse problems for the self-adjoint operator H in L2(0,1)N , given by
Hψ = −ψ ′′ + V (x)ψ = λψ, ψ(0) = ψ(1) = 0, (1.1)
where V = V ∗ ∈ L1(0,1) is some N × N matrix-valued potential and ψ is a vector-valued
function. Let
λ1 < λ2 < · · · < λα < · · ·
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of eigenfunctions corresponding to the eigenvalue λα .
In the scalar case this problem is well known, including the complete characterization of the
set of spectral data (eigenvalues and norming constants) that correspond to various classes of
potentials (see [10,12,13]). On the contrary, in the matrix case only some particular results are
known. Thus, it is known that the matrix-valued Weyl–Titchmarsh function (see (1.5)) uniquely
determines the potential V (see [11] or [16], where this Borg-type uniqueness theorem was
proved in two different ways). Jodeit and Levitan [8] and Chern [4] have constructed some
isospectral sets of potentials, which not only have the same spectrum as V but also the same
initial data (boundary values) of eigenfunctions. Some other results about the inverse spectral
problem for the vector-valued Schrödinger equation were obtained in [2,3,5,6,9,14,15].
We denote by ϕ(x,λ) the N ×N matrix-valued solution of the equation −ϕ′′ +V ϕ = λϕ such
that ϕ(0, λ) = 0 and ϕ′(0, λ) = I , where I = IN is the identity matrix. Introduce the matrices
Sα =
1∫
0
(ϕ∗ϕ)(t, λα) dt = S∗α > 0, α  1.
Definition 1.1 (Spectral data). For each eigenvalue λα , α  1, we define the subspace
Eα = Kerϕ(1, λα) =
{
h ∈ CN : ϕ(1, λα)h = 0
}⊂ CN, dimEα = kα, (1.2)
the orthogonal projector Pα :CN → Eα and the positive self-adjoint operator gα :Eα → Eα given
by
gα = Gα
∣∣Eα , where Gα = PαSαPα.
Remark. Each solution of the equation −ψ ′′ + Vψ = λψ under the condition ψ(0) = 0 has
the form ϕ(x,λ)h for some h ∈ CN . Then, each eigenfunction ψα such that Hψα = λψα has
the form ψα(x) = ϕ(x,λα)h for some h ∈ Eα . In particular, we get dimEα = kα . Moreover, the
following identity is fulfilled:
1∫
0
∥∥ϕ(x,λα)h∥∥2 dx = 〈h,gαh〉, h ∈ Eα,
where 〈u,v〉 = u∗v is the scalar product of two vectors and ‖u‖2 = 〈u,u〉.
Below we will sometimes write ϕ(x,λ,V ),λα(V ), . . . , instead of ϕ(x,λ), λα, . . . , when sev-
eral potentials are being dealt with.
Let λ˜α = λα(V˜ ), ϕ˜(x, λ) = ϕ(x,λ, V˜ ) and so on. For V = V ∗ ∈ L1(0,1) we introduce the
isospectral set of potentials by
Iso(V ) = {V˜ = V˜ ∗ ∈ L1(0,1): λ˜α = λα, k˜α = kα for all α  1}. (1.3)
Our goal is to show that the spectral data {(Eα, gα)}α1 give the “proper” parametrization
of the set Iso(V ). For the sake of the reader, we start with the simple result that the parame-
ters {(λα,Eα, gα)}α1 determine the potential uniquely (see Theorem 1.2). In fact, these data
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main result is Theorem 1.3 which shows that {(Eα, gα)}α1 are free parameters. Namely, we
prove that each Eα and gα can be changed in an almost arbitrary way, when all other parameters
{(Eβ, gβ)}β 
=α and the spectrum are fixed.
Theorem 1.2 (Uniqueness). Let V˜ ∈ Iso(V ) for some V = V ∗ ∈ L1(0,1) and let E˜α = Eα and
g˜α = gα for all α  1. Then V˜ = V .
Introduce the “forbidden subspace”
Fα = CN 
(
Sα(Eα)
)
, α  1, (1.4)
where CN S = {v ∈ CN : 〈v,u〉 = 0 for all u ∈ S} is the orthogonal subspace to S ⊂ CN . Note
that dimFα = N − kα , since dimEα = kα and Sα > 0. We formulate our main result.
Theorem 1.3. Let V = V ∗ ∈ L1(0,1) and α  1. Then the mapping Φα : V˜ → (E˜α, g˜α) is a
bijection between the set of potentials{
V˜ ∈ Iso(V ): E˜β = Eβ, g˜β = gβ for all β 
= α
}
and the following set of pairs
{
(E, g): g = g∗ > 0 is an operator in some subspace E ⊂ CN
with dimE = kα such that E ∩Fα = {0}
}
.
Remark. (i) Substituting V˜ = V , we obtain Eα ∩Fα = {0}.
(ii) If E˜α = Eα , then there are no restrictions on the changing of the “norming matrix” gα . This
case is similar to the scalar case and [4,8].
(iii) If we change E˜α , then there exists only one restriction E˜α ∩ Fα = {0}. Such an effect is
absent in the scalar case. As far as the authors know, this is the first result in this direction. The
similar restrictions arise in the spectral theory of finite Jacobi operators (the finite tridiagonal
p × p matrices, whose elements are m × m matrices). We discuss this problem (including the
complete characterization of spectral data) in [1].
(iv) Note that we use an explicit procedure (see Theorem 3.4), which is based on the so-called
Darboux transform. Therefore, the result of any finite number of such changes can be expressed
explicitly in terms of the initial potential.
The next proposition shows that each “forbidden subspace” Fα , α  1, does not depend on
the “norming matrices” {gβ}β1. Namely, it is uniquely determined by the spectrum and all
subspaces {Eβ}β 
=α .
Proposition 1.4. Let V˜ ∈ Iso(V ) for some V = V ∗ ∈ L1(0,1). Fix some α  1 and let E˜β = Eβ
for all β 
= α. Then F˜α =Fα and E˜α ∩Fα = {0}.
In order to illustrate the “forbidden subspaces,” we give the following simple example.
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kα = 2 for all α  3. Then E1 ∩ E2 = {0}, F1 = E2 and F2 = E1.
Finally, we give the connection between our spectral data and the matrix-valued Weyl–
Titchmarsh function m(λ) given by
m(λ) = (χ ′χ−1)(0, λ), λ ∈ C, (1.5)
where χ(x,λ) is the matrix-valued solution of the equation −χ ′′ +Vχ = λχ such that χ(1, λ) =
0 and χ ′(1, λ) = I .
Proposition 1.6. Let V = V ∗ ∈ L1(0,1). Then the function m is analytic in C \⋃α1{λα} and
satisfies the identity m(λ) = m∗(λ¯). Moreover, each point λα , α  1, is a simple pole of m and
res
λ=λα
m(λ)
∣∣Eα = −g−1α , resλ=λα m(λ)∣∣CNEα = 0, α  1.
We describe the plan of the paper. In Section 2 we prove some preliminary lemmas, Theo-
rem 1.2 and Proposition 1.6. In Section 3 we prove Theorem 1.3 and Propositions 1.4, 1.5.
2. Preliminaries
Repeating the standard arguments (see [13, pp. 13–15]), we obtain the following asymptotics:
ϕ
(
x, z2
)= sin zx
z
· I − cos zx
2z2
x∫
0
V (t) dt + o
(
e| Im z|x
|z|2
)
, (2.1)
ϕ′
(
x, z2
)= cos zx · I + sin zx
2z
x∫
0
V (t) dt + o
(
e| Im z|x
|z|
)
(2.2)
as |z| → ∞ for all x ∈ [0,1] and V ∈ L1(0,1). Also, note that
χ(x,λ,V ) = −ϕ(1 − x,λ,V 	), where V 	(t) = V (1 − t), t ∈ [0,1]. (2.3)
Lemma 2.1. Let V = V ∗ ∈ L1(0,1). Then
(i) for each (x,λ) ∈ [0,1] × C the following identities are fulfilled:
ϕ∗(x, λ¯)ϕ′(x,λ) = (ϕ′)∗(x, λ¯)ϕ(x,λ), χ∗(x, λ¯)χ ′(x,λ) = (χ ′)∗(x, λ¯)χ(x,λ), (2.4)
χ∗(0, λ¯) = χ∗(x, λ¯)ϕ′(x,λ) − (χ ′)∗(x, λ¯)ϕ(x,λ) = −ϕ(1, λ); (2.5)
(ii) for each α  1 the following identity is fulfilled:
Gα = Pα[ϕ˙∗ϕ′](1, λα)Pα. (2.6)
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η′(x) = χ∗(x, λ¯)((V (x) − λI)− (V ∗(x) − λ¯I)∗)ϕ(x,λ) = 0, x ∈ [0,1].
Due to η(0) = χ∗(0, λ¯) and η(1) = −ϕ(1, λ), we obtain (2.5). The proof of (2.4) is similar.
(ii) Note that −ϕ˙′′ = (λI − V )ϕ˙ + ϕ. This gives[
ϕ˙∗ϕ′ − (ϕ˙′)∗ϕ]′(x,λα) = [ϕ∗ϕ](x,λα),
since λα ∈ R. Therefore,
Gα = Pα
[
ϕ˙∗ϕ′ − (ϕ˙′)∗ϕ](1, λα)Pα = Pα[ϕ˙∗ϕ′](1, λα)Pα,
where we have used ϕ(1, λα)Pα = 0. 
Introduce the matrices
Zα = ϕ˙(1, λα)Pα + ϕ(1, λα)P⊥α , where P⊥α = I − Pα, α  1. (2.7)
Lemma 2.2. Let V = V ∗ ∈ L1(0,1). Then
(i) detZα 
= 0 for all α  1.
(ii) Each λα , α  1, is a root of the entire function detϕ(1, λ) of the multiplicity kα . The function
detϕ(1, λ) has no other roots. Moreover, the following asymptotics hold:
ϕ−1(1, λ) = ((λ − λα)−1Pα + P⊥α )(Z−1α + O(λ − λα)) as λ → λα. (2.8)
(iii) Let ξ(λ), λ ∈ C, be an entire N × N matrix-valued function such that ξ(λα)Pα = 0 for all
α  1. Then, ξ(λ)ϕ−1(1, λ) is the entire matrix-valued function.
Proof. (i) Suppose that ϕ˙(1, λα)Pαh + ϕ(1, λα)P⊥α h = 0 for some vector h ∈ CN . Using (2.6)
and (2.4), we obtain
〈Pαh,gαPαh〉 = h∗PαSαPαh = h∗Pα[ϕ˙∗ϕ′](1, λα)Pαh
= −h∗P⊥α [ϕ∗ϕ′](1, λα)Pαh = −h∗P⊥α
[
(ϕ′)∗ϕ
]
(1, λα)Pαh = 0,
since ϕ(1, λα)Pα = 0. Therefore, Pαh = 0 and ϕ(1, λα)P⊥α h = 0, i.e. P⊥α h ∈ Eα and h = 0.
(ii) Note that detϕ(1, λ) = 0 if and only if ϕ(1, λ)h = 0 for some h ∈ CN , h 
= 0, i.e. if and
only if λ is an eigenvalue of the operator H . Let λ − λα = μ. Due to ϕ(1, λα)Pα = 0, we have
ϕ(1, λ) = (μϕ˙(1, λα) + O(μ2))Pα + (ϕ(1, λα) + O(μ))P⊥α = (Zα + O(μ))(μPα + P⊥α )
as μ → 0. This implies (2.8), since detZα 
= 0. Moreover,
detϕ(1, λ) = det(Zα + O(μ))det(μPα + P⊥α )= (detZα + O(μ))μkα as μ → 0,
i.e. the multiplicity of the root λα is equal to kα .
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ξ(λα)Pα = 0, we have μ−1ξ(λ)Pα = O(1) as μ → 0. It follows from (2.8) that ξ(λ)ϕ−1(1, λ) is
bounded near λα for each α  1. Therefore, ξ(λ)ϕ−1(1, λ) is entire. 
Recall that we use the notations ϕ˜(x, λ) = ϕ(x,λ, V˜ ), E˜α = Eα(V˜ ) and so on.
Proposition 2.3.
(i) Let V˜ ∈ Iso(V ) for some V = V ∗ ∈ L1(0,1) and let E˜α = Eα for all α  1. Then
ϕ˜(1, λ) = ϕ(1, λ) for all λ ∈ C.
(ii) Let, in addition, g˜α = gα for all α  1. Then[
ϕ˜′ϕ˜−1
]
(1, λ) = [ϕ′ϕ−1](1, λ) for all λ ∈ C.
Proof. (i) Due to P˜α = Pα and Lemma 2.2(iii), the function [ϕ˜ϕ−1](1, λ) is entire. Moreover,
asymptotics (2.1) gives [ϕ˜ϕ−1](1, z2) = I + O(|z|−1) as |z| = π(n + 12 ) → ∞. Using Liouville
theorem, we obtain [ϕ˜ϕ−1](1, λ) = I for all λ ∈ C.
(ii) Put
f (λ) = [(ϕ˜′ϕ˜−1)− (ϕ′ϕ−1)](1, λ) = [(ϕ˜′ − ϕ′)ϕ−1](1, λ).
Firstly, we prove that the function f (λ) is entire. Due to Lemma 2.2(iii), it is sufficient to
check that [ϕ˜′ − ϕ′](1, λα)Pα = 0 for all α  1. Recall that Zα = ϕ˙(1, λα)Pα + ϕ(1, λα)P⊥α
and detZα 
= 0. Using (2.6) and (2.4), we get
Z∗α[ϕ˜′ − ϕ′](1, λα)Pα = G˜α − Gα + P⊥α
[
(ϕ˜′ − ϕ′)∗ϕ](1, λα)Pα = 0,
since G˜α = Gα and ϕ(1, λα)Pα = 0. This gives [ϕ˜′ − ϕ′](1, λα)Pα = 0 for all α  1.
Secondly, note that asymptotics (2.1), (2.2) yield f (z2) = O(1) as |z| = π(n + 12 ) → ∞, and
f (z2) → 0 as z → i∞. Using Liouville theorem, we obtain f (λ) = 0, λ ∈ C. 
Proof of Theorem 1.2. Recall that χ(x,λ) is the solution of the equation −χ ′′ + V χ = λχ
under the conditions χ(1, λ) = 0 and χ ′(1, λ) = I . Introduce the 2N × 2N matrix
K(x,λ) =
(
ϕ˜ χ˜
ϕ˜′ χ˜ ′
)
(x,λ)
(
ϕ χ
ϕ′ χ ′
)−1
(x,λ), x ∈ [0,1], λ ∈ C. (2.9)
Using identities (2.4), (2.5), we obtain(
ϕ χ
ϕ′ χ ′
)−1
(x,λ) =
(
ϕ−1(1, λ) 0
0 (ϕ−1)∗(1, λ¯)
)(
(χ ′)∗ −χ∗
−(ϕ′)∗ ϕ∗
)
(x, λ¯). (2.10)
Therefore, K(x,λ) satisfies the differential equation
K ′(x,λ) =
(
0 I
V˜ (x) − λ 0
)
· K(x,λ) − K(x,λ) ·
(
0 I
V (x) − λ 0
)
, x ∈ [0,1]. (2.11)
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K(1, λ) =
(
ϕ˜(1, λ) 0
ϕ˜′(1, λ) I
)(
ϕ−1(1, λ) 0
−[ϕ′ϕ−1](1, λ) I
)
=
(
I 0
0 I
)
.
Thus, each function K(x, ·), x ∈ [0,1], is entire as the solution of Eq. (2.11).
Fix some x ∈ [0,1]. Substituting asymptotics (2.1), (2.2) into (2.9), (2.10), we obtain
K
(
x, z2
)= ( I + O(|z|−1) O(|z|−2)
O(1) I + O(|z|−1)
)
as |z| = π
(
n + 1
2
)
→ ∞
and K(x, z2) → I2N as z → i∞. Hence, K(x,λ) = I2N for each (x,λ) ∈ [0,1]×C. In particular,
this gives ϕ˜(x, λ) = ϕ(x,λ) for all (x,λ) ∈ [0,1] × C, i.e. V˜ = V . 
Introduce the subspaces
E	α = Kerϕ∗(1, λα,V ), α  1, (2.12)
and let P 	α :CN → E	α be the orthogonal projector. Using (2.5) and (2.3), we obtain E	α(V ) =
Eα(V 	), P 	α(V ) = Pα(V 	) for all α  1, where V 	(t) = V (1 − t), t ∈ [0,1].
Lemma 2.4. Let V = V ∗ ∈ L1(0,1) and α  1. The following identities are fulfilled:
P 	αϕ
′(1, λα)Pα = ϕ′(1, λα)Pα, χ ′(0, λα)ϕ′(1, λα)Pα = Pα, (2.13)
res
λ=λα
χ−1(0, λ) · χ˙ (0, λα)P 	α = P 	α. (2.14)
Proof. Due to (2.4), we have [ϕ∗ϕ′](1, λα)Pα = [(ϕ′)∗ϕ](1, λα)Pα = 0. This yields the first
identity in (2.13). Let η(x) = χ(x,λα)ϕ′(1, λα)Pα − ϕ(x,λα)Pα . Then function η satisfies the
equation −η′′ + V η = λαη and
η(1) = −ϕ(1, λα)Pα = 0, η′(1) = ϕ′(1, λα)Pα − ϕ′(1, λα)Pα = 0.
Therefore, η(x) = 0 for all x ∈ [0,1]. Using η′(0) = 0, we obtain the second identity in (2.13).
Furthermore, (2.8) yields
res
λ=λα
ϕ−1(1, λ) · ϕ˙(1, λα)Pα = PαZ−1α · ϕ˙(1, λα)Pα = PαZ−1α · ZαPα = Pα,
since Zα = ϕ˙(1, λα)Pα + ϕ(1, λα)P⊥α . Applying this formula with the potential V 	 instead of V
and using (2.3) and Pα(V 	) =P	α(V ), we obtain (2.14). 
Proof of Proposition 1.6. Identity (2.4) gives m(λ) = m∗(λ¯). This implies
Bα = − res m(λ) = B∗α
λ=λα
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point λ = λα . Therefore, the function m(λ) has a simple pole at λ = λα and
Bα = χ ′(0, λα) · res
λ=λα
(ϕ∗)−1(1, λ¯) = χ ′(0, λα)
(
Z∗α
)−1
Pα.
This yields Bα|CNEα = 0. Recall that Gα = PαSαPα = Pα[ϕ˙∗ϕ′](1, λα)Pα (see (2.6)). Hence,
BαGα = Bα[ϕ˙∗ϕ′](1, λα)Pα = χ ′(0, λα) · res
λ=λα
χ−1(0, λ) · χ˙ (0, λα)ϕ′(1, λα)Pα,
where we have used the identity ϕ˙∗(1, λα) = −χ˙ (0, λα). Applying Lemma 2.4, we obtain
BαGα = χ ′(0, λα) · res
λ=λα
χ−1(0, λ) · χ˙ (0, λα)P 	αϕ′(1, λα)Pα = χ ′(0, λα)P 	αϕ′(1, λα)Pα
= χ ′(0, λα)ϕ′(1, λα)Pα = Pα, α  1.
Therefore, Bα|Eα = g−1α for all α  1. 
3. Isospectral transforms
Let V = V ∗ ∈ L1(0,1) and α  1. We will use the notations
ϕα(x) = ϕ(x,λα), Sα(x) =
x∫
0
[
ϕ∗αϕα
]
(t) dt, Sα = Sα(1).
Recall that the residues of the Weyl–Titchmarsh function are given by
Bα = − res
λ=λα
m(λ,V ) = B∗α, Bα
∣∣Eα = g−1α , Bα∣∣CNEα = 0 (3.1)
(see Proposition 1.6). Note that Bα  0 and the matrix Bα is uniquely determined by the pair
{Eα, gα} and vice versa. In particular, Eα = CN  KerBα .
Lemma 3.1. Let V = V ∗ ∈ L1(0,1), α  1 and let eα be a kα × N matrix whose columns form
the basis of the subspace Eα . Then
Bα = eα
[
e∗αSαeα
]−1
e∗α. (3.2)
Proof. If the columns of eα form the orthonormal basis in Eα , then (3.1) and (3.2) are equivalent.
Let e′α be another kα ×N matrix whose columns form the basis of Eα . Then, eα = e′αU for some
kα × kα matrix U such that detU 
= 0. A simple calculation shows that
Bα(V ) = e′αU
[
U∗
(
e′α
)∗
Sα(1)e′αU
]−1
U∗
(
e′α
)∗ = e′α[(e′α)∗Sα(1)e′α]−1(e′α)∗.
Hence, (3.2) does not depend on the choice of eα . 
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Dα = S−1α − Bα, α  1.
Lemma 3.2. Let V = V ∗ ∈ L1(0,1), α  1 and the subspace Fα ⊂ CN be given by (1.4). Then
Dα = D∗α  0, Fα = CN  KerDα and dimFα = N − kα . Moreover, Fα ∩ Eα = {0}.
Proof. Without loss of generality, we can assume that
eα =
(
Ikα
0
)
, Sα =
(
s p
p∗ q
)
, Bα = eα
(
e∗αSαeα
)−1
e∗α =
(
s−1 0
0 0
)
,
where s = s∗ is a kα × kα matrix, p is (N − kα) × kα and q = q∗ is (N − kα) × (N − kα). Note
that Sα > 0 yields s > 0 and q > 0. Due to the Frobenius formula for the inverse matrix (see [7,
Chapter 2.5]), we have
S−1α =
(
(s − pq−1p∗)−1 −s−1p(q − p∗s−1p)−1
−q−1p∗(s − pq−1p∗)−1 (q − p∗s−1p)−1
)
.
Note that q−1p∗(s − pq−1p∗)−1 = (q − p∗s−1p)−1p∗s−1, since S−1α = (S−1α )∗. Together with
the identity (s − pq−1p∗)−1 − s−1 = s−1pq−1p∗(s − pq−1p∗)−1, this yields
Dα = S−1α − Bα =
(
s−1pq−1p∗(s − pq−1p∗)−1 −s−1p(q − p∗s−1p)−1
−q−1p∗(s − pq−1p∗)−1 (q − p∗s−1p)−1
)
=
(−s−1p
IN−kα
)(
q − p∗s−1p)−1(−p∗s−1 IN−kα ).
This implies Dα  0, rankDα = N − kα and dim KerDα = kα . Moreover, the identity
(−p∗s−1 IN−kα )( sp∗
)
= 0
yields Sα(Eα) ⊂ KerDα . Recall that Sα = S∗α > 0. Using dimEα = kα = dim KerDα , we
deduce that Sα(Eα) = KerDα and so Fα = CN  KerDα . Since Dα + Bα > 0, we have
KerDα ∩ KerBα = (CN  Fα) ∩ (CN  Eα) = {0}. Together with dimFα + dimEα = N , this
implies Fα ∩ Eα = {0}. 
Corollary 3.3. Let V = V ∗ ∈ L1(0,1). Then Fα = CN  [ϕ˙∗(1, λα)](E	α) for all α  1, where
the subspace E	α ⊂ CN is given by (2.12).
Proof. Recall that Fα = CN  Sα(Eα) and
Sα =
1∫
[ϕ∗ϕ](t, λα) dt =
[
ϕ˙∗ϕ′ − (ϕ˙′)∗ϕ](1, λα).0
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Sα(Eα) =
[
ϕ˙∗(1, λα)ϕ′(1, λα)
]
(Eα).
Using (2.13), we deduce that [ϕ′(1, λα)](Eα) = E	α . Hence, Sα(Eα) = [ϕ˙∗(1, λα)](S	α). 
The following theorem gives the explicit formula for the isospectral transform of the poten-
tial V , changing only the matrix Bα(V ).
Theorem 3.4. Let the potential V = V ∗ ∈ L1(0,1) and the matrix B = B∗ be such that
B  0, rankB = kα and E (B) ∩Fα = {0}, where E (B) = CN  KerB, (3.3)
for some α  1. Denote
V˜ (x) = V (x) − 2[ϕαKϕ∗α]′(x) = V˜ ∗(x), x ∈ [0,1], (3.4)
where
K(x) = A(I + Sα(x)A)−1 = K∗(x) and A = B − Bα. (3.5)
Then (V˜ − V )′ ∈ L1(0,1), B˜ = Bβ for all β 
= α, and
B˜α = B, E˜α = E (B), F˜α =Fα.
In order to prove Theorem 3.4, we need two preliminary lemmas.
Lemma 3.5. Let V = V ∗ ∈ L1(0,1), α  1 and B = B∗ be such that (3.3) hold true. Then
(i) det(I + Sα(x)A) 
= 0 for all x ∈ [0,1], where A = B − Bα .
(ii) The identity [ϕαKϕ∗α](1) = 0 is fulfilled, where K is given by (3.5).
Proof. (i) Note that I + Sα(x)A = Sα(x)(S−1α (x) + A). For all x ∈ [0,1] we have
S−1α (x) + A S−1α (1) + A =
(
S−1α (1) − Bα
)+ (Bα + A) = Dα + B  0,
since Dα  0 and B  0. Lemma 3.2 and (3.3) give rankDα = N − kα , rankB = kα and (CN 
KerDα) ∩ (CN  KerB) = {0}. Hence, KerDα ∩ KerB = {0} and Dα + B > 0.
(ii) Let the columns of the matrix eα form some orthonormal basis in Eα . Without loss of
generality, we can assume that
eα =
(
Ikα
0
)
, Sα(1) =
(
s p
p∗ q
)
, B =
(
b c
c∗ d
)
,
where s = s∗ and b = b∗ are kα × kα matrices, p and c are (N − kα) × kα matrices, q = q∗ and
d = d∗ are (N − kα) × (N − kα) matrices. Then,
Bα = eα
(
e∗αSα(1)eα
)−1
e∗α =
(
s−1 0
0 0
)
, A =
(
b − s−1 c
c∗ d
)
.
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I + Sα(1)A =
(
sb + pc∗ sc + pd
p∗(b − s−1) + qc∗ IN−kα + p∗c + qd
)
and
(I + Sα(1)A)
(−b−1c
IN−kα
)
=
(
0
IN−kα + p∗s−1b−1c
)
.
Hence, the matrix IN−kα + p∗s−1b−1c is invertible. However, we have K(1)(I + Sα(1)A) = A
and, multiplying this identity on the right by
(−b−1c
IN−kα
)
, one gets
K(1) ·
(
0
IN−kα + p∗s−1b−1c
)
= A ·
(−b−1c
IN−kα
)
=
(
s−1b−1c
0
)
.
Thus, the matrix K(1) has the form
K(1) =
( · · · · · ·
· · · 0
)
.
Recall that ϕα(1)eα = 0. Hence,
ϕα(1) =
(
0 · · ·
0 · · ·
)
.
This yields [ϕ∗αKϕα](1) = 0.
Secondly, let detb = 0. Since K(1) is a continuous function of B , we deduce that it has the
same form as before and [ϕ∗αKϕα](1) = 0. 
Introduce the matrices
S(x,λ) =
x∫
0
[ϕ∗ϕ](t, λ) dt, S˜(x, λ) =
x∫
0
[ϕ˜∗ϕ˜](t, λ) dt.
Lemma 3.6. Let the potential V = V ∗ ∈ L1(0,1), the number α  1 and the matrix B = B∗ be
such that conditions (3.3) are fulfilled. Then
ϕ˜(x, λ) = ϕ(x,λ) − [ϕαKT ](x,λ) and S˜(x, λ) = S(x,λ) − [T ∗KT ](x,λ),
where
T (x,λ) =
x∫
0
ϕ∗α(t)ϕ(t, λ) dt
and the potential V˜ is given by (3.4).
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we obtain (KT )′ = Kϕ∗αη. Therefore,
η′ = ϕ′ − ϕ′αKT − ϕαKϕ∗αη,
η′′ = ϕ′′ − ϕ′′αKT − ϕ′αKϕ∗αη −
(
ϕαKϕ
∗
α
)′
η − ϕαKϕ∗α
(
ϕ′ − ϕ′αKT − ϕαKϕ∗αη
)
.
Recall that ϕ∗αϕ′α = (ϕ′α)∗ϕα (see (2.4)). Hence,
η′′ = ϕ′′ − ϕ′′αKT − 2
(
ϕαKϕ
∗
α
)′
η + ϕαK
((
ϕ′α
)∗
ϕ − ϕ∗αϕ′
)
.
Note that ϕ′′ = (V − λ)ϕ, ϕ′′α = (V − λα)ϕα and (ϕ′α)∗ϕ − ϕ∗αϕ′ = (λ − λα)T . This gives
η′′ = (V − λ)η − 2(ϕαKϕ∗α)′η = (V˜ − λ)η.
Since η(0) = 0 and η′(0) = ϕ′(0) = I , we deduce η = ϕ˜. Furthermore,
η∗η = ϕ∗ϕ − ϕ∗ϕαKT + T ∗Kϕ∗αϕαKT − T ∗Kϕ∗αϕ = ϕ∗ϕ − [T ∗KT ]′.
This yields S˜ = S − T ∗KT . 
Proof of Theorem 3.4. Note that (ϕαKϕ∗α)′′ ∈ L1(0,1), since ϕ′′α,K ′′ ∈ L1(0,1). Fix some
β 
= α. Let ϕβ(x) = ϕ(x,λβ,V ), ϕ˜β(x) = ϕ(x,λβ, V˜ ) and so on. Using Lemma 3.6 and the
identity
Tβ(1) =
1∫
0
[
ϕ∗αϕβ
]
(t) dt = [ϕ
∗
αϕ
′
β − (ϕ′α)∗ϕβ ](1)
λα − λβ , (3.6)
we obtain
ϕ˜β(1) = ϕβ(1) −
[ϕαK(ϕ∗αϕ′β − (ϕ′α)∗ϕβ)](1)
λα − λβ =
(
I + [ϕαK(ϕ
′
α)
∗](1)
λα − λβ
)
ϕβ(1), (3.7)
where we have used [ϕαKϕ∗α](1) = 0 (see Lemma 3.5(ii)). Therefore, λβ is a root of the (scalar)
entire function w˜(λ) = det ϕ˜(1, λ) of the multiplicity at least kβ . Furthermore,
ϕ˜α(1) = ϕα(1) − [ϕαKSα](1) = ϕα(1)
(
I − [KSα](1)
)
. (3.8)
Hence, λα is a root of w˜(λ) of the multiplicity at least kα . Using Lemma 2.2(ii), we deduce that
[w˜w−1](λ) is an entire function, where w(λ) = detϕ(1, λ). Note that
[
w˜w−1
](
z2
)= 1 + O(|z|−1) as |z| = π2(n + 1
2
)2
→ ∞
(see (2.1)). Hence, w˜(λ) = w(λ), λ ∈ C. In other words, each λβ , β  1, is an eigenvalue of the
operator H˜ψ = −ψ ′′ + V˜ ψ of the multiplicity kβ and there are no other eigenvalues.
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= α. Identity (3.7) gives E˜β ⊃ Eβ . Since dim E˜β = kβ = dimEβ , we obtain E˜β = Eβ .
Let eβ be some kβ × N matrix whose columns form the basis of Eβ . Recall that B˜β =
eβ(e
∗
βS˜βeβ)
−1e∗β . Using Lemma 3.6 and (3.6), we obtain
S˜β = Sβ −
[((ϕ′β)∗ϕα − ϕ∗βϕ′α)K(ϕ∗αϕ′β − (ϕ′α)∗ϕβ)](1)
(λα − λβ)2 .
Note that ϕβ(1)eβ = 0, since the columns of eβ belong to Eβ = Kerϕβ(1). Due to Lemma 3.5,
[ϕ∗αKϕα](1) = 0. Therefore, e∗βS˜βeβ = e∗βSβeβ and
B˜β = eβ
(
e∗βS˜βeβ
)−1
e∗β = eβ
(
e∗βSβeβ
)−1
e∗β = Bβ, β 
= α.
We will show that B˜α = B . Let the columns of the matrix eα form some orthonormal basis
in Eα . Without loss of generality, we can assume that
eα =
(
Ikα
0
)
, Sα =
(
s p
p∗ q
)
, B =
(
b c
c∗ d
)
,
where s = s∗ and b = b∗ are kα × kα matrices, p and c are (N − kα) × kα matrices, q = q∗ and
d = d∗ are (N − kα) × (N − kα) matrices. Note that
Bα = eα
(
e∗αSeα
)−1
e∗α =
(
s−1 0
0 0
)
, A =
(
b − s−1 c
c∗ d
)
.
Firstly, let b > 0. In this case, rankB = kα implies d = c∗b−1c. It follows from identity (3.8)
that the columns of the matrix
e˜α = (I − KSα)−1eα =
(
I − A(S−1α + A)−1)−1eα = (I + ASα)eα
form a basis in E˜α (recall that det(I +ASα) = det(I + SαA) 
= 0 due to Lemma 3.5(i)). We have
e˜α =
(
Ikα + (b − s−1)s + cp∗
c∗s + dp∗
)
=
(
bs + cp∗
c∗s + c∗b−1cp∗
)
=
(
Ikα
c∗b−1
)
(bs + cp∗).
Furthermore, Lemma 3.6 gives
S˜α = Sα − S∗αKSα = Sα(I − KSα) = Sα(I + ASα)−1.
Hence,
e˜∗αS˜αe˜α = e˜∗αSαeα = (sb + pc∗)
(
Ikα b
−1c
)( s
p∗
)
= (sb + pc∗)b−1(bs + cp∗).
We obtain
B˜α = e˜α
(
e˜∗αS˜αe˜α
)−1
e˜∗α =
(
Ikα
c∗b−1
)
· b · (Ikα b−1c)= ( b cc∗ c∗b−1c
)
= B.
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due to the arguments given above and the continuity of B˜α as a function of B . Since B˜α = B , we
obtain E˜α = CN  KerB = E (B). Note that
S˜−1α =
(
Sα(I + ASα)−1
)−1 = S−1α + A.
This implies
D˜α = S˜−1α − B˜α = S−1α + A − B = S−1α − Bα = Dα.
In particular, we have F˜α = CN  Ker D˜α = CN  KerDα =Fα . 
Proof of Theorem 1.3. Due to Theorem 1.2, the mapping Φα is one-to-one. We prove that Φα
is onto. Let the subspace E ⊂ CN be such that dimE = kα , E ∩Fα = {0} and let g = g∗ > 0 be
the operator in E . We define the matrix B = B∗  0 by
B
∣∣E = g−1, B∣∣CNE = 0.
Since E (B) = CN  KerB = E , conditions (3.3) are fulfilled. Let V˜ be given by formula (3.4).
It follows from Theorem 3.4 that V˜ ∈ Iso(V ), B˜β = Bβ for all β 
= α and B˜α = B . In view of
definition (3.1), this yields E˜β = Eβ , g˜β = gβ for all β 
= α and E˜α = E , g˜α = g. 
Proof of Proposition 1.4. Since dimFα = dim F˜α = N − kα , we can fix some matrix
B = B∗  0 such that rankB = kα , E (B) ∩ Fα = {0} and E (B) ∩ F˜α = {0}, where E (B) =
C
N  KerB . Using Theorem 3.4, we construct potentials VB, V˜B ∈ Iso(V ) such that
Bβ(VB) = Bβ, Bβ(V˜B) = B˜β, β 
= α, Bα(VB) = B = Bα(V˜B).
Note that Fα(VB) =Fα and Fα(V˜B) = F˜α . It is clear that
Eβ(VB) = Eβ = E˜β = Eβ(V˜B), β 
= α, and Eα(VB) = E (B) = Eα(V˜B).
Due to Proposition 2.3(i), we have ϕ(1, λ,VB) = ϕ(1, λ, V˜B) for all λ ∈ C. In particular,
ϕ˙∗(1, λα,VB) = ϕ˙∗(1, λα, V˜B) and E	α(VB) = Kerϕ∗(1, λα,VB) = Kerϕ∗(1, λα, V˜B) = E	α(V˜B).
Corollary 3.3 implies Fα(VB) = Fα(V˜B). Therefore, Fα = F˜α . Together with Lemma 3.2 this
gives E˜α ∩Fα = E˜α ∩ F˜α = {0}. 
Proof of Proposition 1.5. Let E1 ∩ E2 
= {0}. Due to dimE1 = dimE2 = 1, this is equivalent to
E1 = E2. Fix some vector h ∈ E1 = E2 such that ‖h‖ = 1. Let
w(λ) = detϕ(1, λ), u(λ) = [h∗ϕ(1, λ)h]2, λ ∈ C.
It follows from (2.1) that both functions w, u have the same asymptotics
w
(
z2
)
, u
(
z2
)= sin2 z2 · (1 + O(|z|−1)) as |z| = π(n + 1)→ ∞.z 2
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multiplicity in the disc {|λ| < π2(N + 12 )2}, if N is sufficiently large. Due to Lemma 2.2(ii),
w(λ) has simple roots at the points λ1, λ2 and w(λ) has double roots at the points λα , α  3.
Moreover, w(λ) has no other roots. On the other hand, each point λα , α  1, is a double root
of u(λ). This is a contradiction. Hence, E1 ∩ E2 = {0}.
Suppose that F1 
= E2, i.e. F1 ∩ E2 = {0}. Then, using Theorem 1.3, we can construct the po-
tential V˜ ∈ Iso(V ) such that E˜1 = E2 = E˜2. Due to the arguments given above, this is impossible.
Therefore, F1 = E2. The proof of F2 = E1 is similar. 
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