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Abstract
The main objective of this paper is the calculation and the comparative study of two general measures
of multivariate kurtosis, namely Mardia’s measure 2,p and Song’s measure S(f ). In this context, general
formulas for the said measures are derived for the broad family of the elliptically contoured symmetric
distributions and also for speciﬁc members of this family, like the multivariate t-distribution, the multivariate
Pearson type II, the multivariate Pearson typeVII, the multivariate symmetric Kotz type distribution and the
uniform distribution in the unit sphere. Analytic expressions for computing Shannon and Rényi entropies
are obtained under the elliptic family. The behaviour of Mardia’s and Song’s measures, their similarities
and differences, possible interpretations and uses in practice are investigated by comparing them in speciﬁc
members of the elliptic family of multivariate distributions. An empirical estimator of Song’s measure is
moreover proposed and its asymptotic distribution is investigated under the elliptic family of multivariate
distributions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Kurtosis comes, as it is claimed by Seier and Bonett [20], from the Greek word kyrtosis and
it is, according to Balanda and MacGillivray [1], a measure of “the location—and scale—free
movement of probability mass from the shoulders of a distribution into its center and tails’’.
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In the light of this deﬁnition, kurtosis is composed from the peakedness and tail weight of a
distribution “since any movement from the shoulders into the tails must be accompanied by
a movement of mass into the center if the scale is to be left unchanged’’. In the context of
this general deﬁnition, a measure of kurtosis has to formulate and quantify this movement of a
probability mass from the shoulders into the centre and the tails of the distribution. Since kurtosis
involves both peakedness and tails, evenwhen both are related, more than onemeasure of kurtosis,
according to Seier and Bonett [20], could provide useful information, for example, one measure
that is more sensitive to the centre of the distribution. Motivated by the fact that kurtosis can be
measured in more than one way, our aim in this paper is to derive and study the behaviour of two
measures of kurtosis deﬁned in the literature, namely, Mardia’s and Song’s measures of kurtosis.
The underlined probabilistic model for the evaluation and the comparison of the above-mentioned
measures will be the elliptic family of multivariate distributions. The elliptic family is a broad
family of multivariate distributions which shares common properties with the multivariate normal
model and it moreover provides with a variety of models which are used in practice in cases
where the multivariate normal fails to signiﬁcantly formulate. Elliptic distributions are suitable
for the comparison of the two measures of kurtosis because they are symmetric and therefore the
measures of location used are not affect the kurtosis, as all of them coincide with the centre of
symmetry.
There are several ways for the deﬁnition of descriptive measures of kurtosis of multivariate dis-
tributions (cf., for instance, Schwager, [19]). The most common and used measure of multivariate
kurtosis is probably the measure introduced and studied by Mardia [15]. IfX = (X1, . . . , Xp)T is
a p-dimensional random vector with mean vector  = E(X) and nonsingular covariance matrix
 = E(X − )(X − )T , then the measure of kurtosis which has been introduced by Mardia is
deﬁned by
2,p = E[(X − )T−1(X − )]2. (1)
The measure 2,p is a general measure of kurtosis which can be used for every multivariate
distribution. It is also invariant under nonsingular transformations (cf. Mardia [15]).
Recently, Song [22] has deﬁned a generalmeasure of the shape of a distribution.Thismeasure—
which we shall refer to as Song’s measure—is based on Rényi’s entropy of order , introduced
by Rényi [18]. It is deﬁned by
JR() = JR(, f ) = 11 −  logG() (2)
(for  > 0 and  = 1), where
G() =
∫
f  dx, (3)
and f denotes a univariate or multivariate density function. Shannon entropy, introduced by Shan-
non [21],
HSh(f ) = −
∫
f (x) log f (x) dx, (4)
is obtained from (2) for  → 1.
Based on JR(), Song’s measure S(f ) is deﬁned by
S(f ) = −2 d
d
JR(1) = Var[log(f (X))], (5)
860 K. Zografos / Journal of Multivariate Analysis 99 (2008) 858–879
and it is location and scale invariant, in the sense that
S(f ) = S(g) when f (x) = −1g[(x − )/].
According to Song [22], S(f ) plays a similar role as the kurtosis measure in comparing the shapes
of various, univariate or multivariate, densities and measuring heaviness of tails.
The focus of this paper is to derive general formulas of 2,p and S(f ) for the elliptic family of
multivariate distributions.As an application,Mardia’s and Song’smeasures of particular members
of the elliptic family will be also derived and compared. The elliptic family of multivariate
distributions has received considerable attention in the statistical literature. The monographs by
Fang and Zhang [6], Fang et al. [5] and Gupta andVarga [9] are the main references on the theory
of the elliptic family of multivariate distributions. Since then, an examination of journal articles
shows that such developments are continuing in an increasing way. A p-dimensional random
vector X = (X1, . . . , Xp)T is said to have an elliptic distribution if its joint density function is
given by
f (x) = Cp |V |−1/2 g[(x − )T V −1(x − )], (6)
where  ∈ Rp is the location vector, V is the positive deﬁnite scale matrix, Cp is the normalizing
constant and g is a non-negative, non-increasing real valued function such that
∫∞
0 
((p/2)−1)g ()
d < ∞. In this case we shall write X ∼ ECp(, V , g) and call g the p.d.f. generator of the
elliptic model. The characteristic function of the elliptic family is deﬁned as follows:
(t) = exp(itT )(tT V t), t ∈ Rp (7)
for some real valued function . The matrix V in (6) and (7) is proportional to the covariance
matrix of X. In particular
 = Cov(X) = −2′(0)V , (8)
with the function  from (7). The kurtosis parameter 	 of an elliptical distribution ECp(, V , g)
is deﬁned (cf. Fang et al. [5, p. 44]) by
	 = 
′′(0)(
′(0)
)2 − 1, (9)
where ′′(0) and ′(0) are the second and ﬁrst derivatives of  evaluated at zero. According to
Berkane and Bentler [3] or Fang et al. [5, p. 45], the kurtosis parameter 	 of the elliptic model is
related to the Mardia’s general measure of kurtosis (1) 2,p by
	 = 2,p
p(p + 2) − 1. (10)
As it has been already mentioned, the focus of this paper is to derive the formulas of 2,p, S(f )
and 	 for the elliptic family of multivariate distributions. A comparative study of these measures
will be also presented by means of speciﬁc members of the elliptic family and an interpretation
of each measure will be proposed. In this context, the paper is organized as follows: In Section
2 we give general formulas for Mardia’s measure of kurtosis 2,p and the kurtosis parameter
	 for the elliptic family of multivariate distributions and for particular members of this broad
family, like the multivariate t-distribution, the multivariate Pearson typeVII, multivariate Pearson
type II, and the multivariate symmetric Kotz type distribution. In Section 3, we derive general
K. Zografos / Journal of Multivariate Analysis 99 (2008) 858–879 861
formulas for Rényi and Shannon entropies and Song measure for the elliptic model (6) and for
the particular multivariate distributions mentioned above. Section 4 discusses some comparisons
on the measures 2,p, S(f ) and 	 when they are applied on the above members of the elliptic
distribution (6). It seems that S(f ) is more sensitive on the tails of a distribution while 2,p is
more sensitive in the centre. The asymptotic distribution of an empirical estimator of S(f ) will
be the subject of Section 5, under the elliptic family of multivariate distributions. Henze [10]
has derived the asymptotic distribution of the sample estimator of 2,p in the same framework.
Finally, Section 6 ends with some conclusions. The appendix of this paper provides some details
of the calculations for Mardia and Song kurtosis measures of the elliptic distributions.
2. Mardia’s measure 2,p in the elliptic distribution
Let a p-dimensional random vector X = (X1, . . . , Xp)T which is described by the elliptic
distribution ECp(, V , g), with joint density given by (6). Mardia’s measure of kurtosis is deﬁned
by (1) where  is the covariance matrix of X. Taking into account that  is proportional to the
scale matrix V of the elliptic model (cf. Eq. (8)), Mardia’s measure of kurtosis is equivalently
formulated, in the elliptic family of multivariate distributions, as follows:
2,p =
1(−2′(0))2 E[(X − )T V −1(X − )]2. (11)
From this deﬁnition of 2,p and following Wang and Serﬂing [23], 2,p measures the dispersion
of the squared Mahalanobis distance of X from  about its mean d, or equivalently shows the
dispersion of X about the points of the ellipsoid (x − )T−1(x − ) = d, which surface thus
comprises the shoulders of the distribution.
We will derive in the sequel the formula of 2,p above for the elliptic family ECp(, V , g). In
this direction, it is immediate to see that if we use the transformation y = V −1/2(x − ), then
2,p =
Cp(−2′(0))2
∫
Rp
(
yT y
)2
g
(
yT y
)
dy.
Consider now the generalized spherical coordinate transformation
y1 = 

p−1∏
k=1
sin k,
yj = 

⎛⎝p−j∏
k=1
sin k
⎞⎠ cos p−j+1, 2jp − 1,
yp = 
 cos 1 (12)
for 0 < 
 < ∞, 0 < i, i = 1, . . . , p−2 and 0 < p−12. Clearly, yT y = y21 +· · ·+y2p =

2 and the Jacobian of the transformation from y to 
, 1, . . . , p−1 is rp−1 sinp−2 1 sinp−3 2 · · ·
sin p−2 [16, p. 37]. Taking into account the equality∫ 
0
· · ·
∫ 
0
∫ 2
0
sinp−2 1 sinp−3 2 · · · sin p−2 d1 · · · dp−2 dp−1 = 2
p/2
(p/2)
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[16, p. 37], we have
2,p =
2p/2Cp
(p/2)
(−2′(0))2
∫ ∞
0
(

2
)(p+3)/2
g
(

2
)
d
.
Transforming further to  = 
2, the last integral gives
2,p =
p/2Cp
(p/2)
(−2′(0))2
∫ ∞
0
((p/2)+1)g () d, (13)
and it is a general formula of Mardia’s measure of kurtosis for the elliptic family of multivariate
distributions.
If, in addition, the p.d.f. generator function g of (6) does not depend on the dimension p, then
2,p can be simpliﬁed further as indicated below. In the elliptic model it is true that∫ ∞
0
((p/2)−1)g () d = (p/2)
p/2Cp
. (14)
Indeed, from Johnson [11, p. 108], 
p/2Cp
(p/2)
((p/2)−1)g (),  > 0, is the density of the quadratic
form (X − )T V −1(X − ) and integrates therefore to 1. This leads to (14).
Based now on Eq. (14) and under the assumption that g does not depend on the dimension p,
it is immediate to see that∫ ∞
0
((p/2)+1)g () d = ((p/2) + 2)
(p+4)/2Cp+4
.
This last integral and Eq. (13) above yield
2,p =
((p/2) + 2)Cp
2(p/2)
(−2′(0))2 Cp+4 .
Taking into account that (z)(z−2) = (z − 1)(z − 2), we have that ((p/2)+2)(p/2) = p(p+2)4 . Therefore
2,p =
p(p + 2)Cp
42
(−2′(0))2 Cp+4 ,
and the next proposition has been proved.
Proposition 1. Let X = (X1, . . . , Xp)T be a p-dimensional random vector with elliptic distri-
bution (6).
(a) Mardia’s measure of kurtosis for ECp(, V , g) is given by
2,p =
p/2Cp
(p/2)
(−2′(0))2
∫ ∞
0
((p/2)+1)g () d.
(b) If, in addition, the p.d.f. generator g of ECp(, V , g) does not depend on the dimension p,
then
2,p =
p(p + 2)Cp
42
(−2′(0))2 Cp+4 ,
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where Cp is the normalizing constant of the elliptic model and  is the function related to the
characteristic function (7) of the elliptic model.
The above proposition can be also used in order to obtain the kurtosis parameter 	 of the elliptic
distribution, which has been deﬁned previously by Eqs. (9) and (10).
The above proposition will be used in the sequel in order to derive explicit expressions for
Mardia’s kurtosis measure and the kurtosis parameter 	 of speciﬁc members of the elliptic fam-
ily and in particular for the multivariate t, multivariate Cauchy, multivariate Pearson type VII,
multivariate Pearson type II, and multivariate Kotz type symmetric distributions.
Multivariate t-distribution: The joint p.d.f. (cf. Fang et al. [5, p. 86] is given by
f (x) = Cp|V |−1/2
[
1 + 1

(x − )T V −1(x − )
]−(+p)/2
, (15)
with x ∈ Rp and the normalizing constant Cp = ()−p/2[(+ p)/2]/(/2). In this case the
p.d.f. generator function g is given by g() = (1 + 1)−(+p)/2, while −2′(0) = −2 ,  > 2(cf. Muirhead [16, p. 48]). Observe, that for this distribution the p.d.f. generator g depends on p.
Hence, a direct application of part (a) of the previous proposition gives, under the transformation
t = /,∫ ∞
0
((p/2)+1)g () d = (p+4)/2
∫ ∞
0
t ((p+4)/2)−1(1 + t)−(((p+4)/2)+(−4)/2) dt.
For  > 4, the last integral is related to the beta function B(m, n) = (m)(n)(m+n) , m, n > 0. Hence,
after some elementary algebra and using the identity (z)(z−2) = (z − 1)(z − 2), the Mardia’s
kurtosis measure of the multivariate t-distribution is given by
2,p =
p(p + 2)(− 2)
− 4 ,  > 4. (16)
A direct application of (10) and (16) leads to the kurtosis parameter 	 of the multivariate t-
distribution with  degrees of freedom, which is given by
	 = 2
− 4 ,  > 4, (17)
a formula which also appeared in Muirhead [16, p. 49]. When  → ∞, that is in the multivariate
normal case it is immediate to see that 2,p = p(p + 2) and 	 = 0.
For  = 1, the multivariate t-distribution is reduced to the multivariate Cauchy distribution.
Taking into account that 2,p and 	 above have been derived for  > 4, we conclude that the
kurtosis parameters 2,p and 	 do not exist for the multivariate Cauchy distribution. We note
that the classic Pearson univariate measure of kurtosis does not exist for the univariate Cauchy
distribution.
Multivariate Pearson type VII distribution has the joint p.d.f. [11, p. 117]
f (x) = Cp|V |−1/2
{
1 + (x − )T V −1(x − )
}−m
, (18)
with x ∈ Rp, m > p/2 and the normalizing constant Cp = −p/2(m)/(m − (p/2)). In this
case the p.d.f. generator function g is given by g() = (1 + )−m, while −2′(0) = 12m−p−2
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(cf. Johnson [11, p. 119]). This distribution is related to the multivariate t by the transformation
X = {Y − (1 − √)}/√, where Y is assumed to have the joint p.d.f. (15) with  = 2m − p.
Because the p.d.f. generator function g does not depend on p, a direct application of the part (b)
of the previous proposition leads, after some elementary algebra, to
2,p =
p(p + 2)(2m − p − 2)
2m − p − 4 , m >
p
2
+ 2, (19)
while the kurtosis parameter 	 of Eq. (10) is
	 = 2
2m − p − 4 , m >
p
2
+ 2. (20)
Multivariate Pearson type II distribution has the joint p.d.f. (cf. Fang et al. [5, p. 89] or Johnson
[11, p. 111])
f (x) = Cp|V |−1/2
{
1 − (x − )T V −1(x − )
}m
(21)
with m > −1, x ∈ S = {x ∈ Rp : (x − )T V −1(x − )1}, and the normalizing constant
Cp = −p/2((p/2) + m + 1)/(m + 1). In this case the p.d.f. generator function g is given
by g() = (1 − )m, 0 <  < 1, while −2′(0) = 12m+p+2 (cf. Johnson [11, p. 111]). Using
again the spherical coordinate transformation (12), with the variable 
 restricted in the interval
(0, 1), we can obtain similar results, as in the Proposition 1 above, for elliptic distributions with
support S = {x ∈ Rp : (x − )T V −1(x − )1}, like the Pearson type II distribution. In this
case, if the p.d.f. generator g depends on p, then Mardia’s measure 2,p is given by the part (a) of
Proposition 1, where the integral is restricted in the interval (0, 1). If the p.d.f. generator g does
not depend on p, then Mardia’s measure 2,p is given by the part (b), of Proposition 1. This is the
case for the Pearson type II distribution. Hence, a direct application of the part (b) of Proposition
1 yields that for the Pearson type II distribution,
2,p =
p(p + 2)(2m + p + 2)
2m + p + 4 , m > −1, (22)
taking into account again the identity (z)(z−2) = (z − 1)(z − 2).
A direct application of (10) and (22) leads to the kurtosis parameter 	 of the Pearson type II
distribution which is given by
	 = − 2
2m + p + 4 , m > −1. (23)
Symmetric Kotz type multivariate distribution has the joint p.d.f. of the form (cf. Fang et al.,
[5, p. 76] or Nadarajah [17])
f (x) = Cp |V |−1/2
[
(x − )T V −1(x − )
]m−1
exp
{
−r
[
(x − )T V −1(x − )
]s}
(24)
for x ∈ Rp, r > 0, s > 0, 2m + p > 2 and the normalizing constant Cp is given by
Cp = s(p/2)r
(2m+p−2)/2s
p/2 ((2m + p − 2)/2s) .
The p.d.f. generator function g is g() = m−1 exp(−rs), while −2′(0) = ((2m+p)/2s)r−1/s
p((2m+p−2)/2s)
(cf. Fang et al. [5, p. 77]). When m = 1, s = 1 and r = 1/2, (24) reduces to the p-variate normal
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density. When s = 1, (24) is the original Kotz distribution introduced in Kotz [14]. Another
special case of (24) is the power exponential family of distributions (cf. Gómez et al. [8]), which
is obtained from (24) for m = 1 and r = 1/2. For this general family of Kotz type symmetric
multivariate distributions we observe that the generator function g does not depend on p. Hence
an application of part (b) of Proposition 1 yields that
2,p =
p2[(2m + p + 2)/2s][(2m + p − 2)/2s]
2[(2m + p)/2s] , 2m + p > 2. (25)
Similar formula has been derived in Proposition 3.2 (v) of Gómez et al. [8], in the case of the power
exponential family of distributions. For m = 1, s = 1 and r = 1/2, that is in the multivariate
normal case it can be easily shown, by means of the identity (z)(z−2) = (z − 1)(z − 2), that
2,p = p(p + 2), a formula which has been also given in Baringhaus and Henze [2, p. 1895].
A direct application of (10) and (25) leads to the kurtosis parameter 	 of the symmetric Kotz
type multivariate distribution, which is given by
	 = p
2
p(p + 2)
[(2m + p + 2)/2s][(2m + p − 2)/2s]
2[(2m + p)/2s] − 1, 2m + p > 2. (26)
In the multivariate normal case (m = 1, s = 1 and r = 1/2) it can be shown that 	 = 0.
The same formulas for 2,p of the above elliptic distributions, namely the multivariate t, mul-
tivariate Pearson type II, multivariate Pearson type VII and multivariate Kotz type symmetric
distributions, have been derived by Baringhaus and Henze [2] in a different framework.
3. Song’s measure S(f ) in the elliptic distribution
In this section we will derive formulas for Song’s measure S(f ) when f is the joint density of
the elliptic distributionwhich is deﬁned by (6). Observe that Song’smeasure (5) depends on Rényi
entropy of order which has been deﬁned by (2) and (3). Hence, in order to obtain Song’s measure
in a closed form, it is necessary to obtain Rényi’s entropy for the elliptic family of multivariate
distributions. In this context, based on (3) and (6),
G() = Cp |V |−/2
∫
Rp
g[(x − )T V −1(x − )] dx.
Under the transformation y = V −1/2(x − ) the above integral reduces to
G() = Cp |V |(1−)/2
∫
Rp
g(yT y) dy.
If we apply the generalized spherical coordinate transformation (12) the last integral leads to
G() = 2
p/2
(p/2)
Cp |V |(1−)/2
∫ ∞
0

p−1g(
2) d
.
Using, moreover, the transformation  = 
2,
G() = 
p/2
(p/2)
Cp |V |(1−)/2
∫ ∞
0
(p/2)−1g() d,  > 0,  = 1. (27)
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Eqs. (2) and (27) lead to the Rényi entropy of the elliptic distribution which is given by
JR() = 11 −  log
p/2
(p/2)
+ 
1 −  logCp +
1
2
log |V |
+ 1
1 −  log
∫ ∞
0
(p/2)−1g() d (28)
for  > 0,  = 1. Shannon entropy HSh(f ) is obtained from JR() for  → 1. In this context,
using (28) the Shannon entropy of the elliptic distribution is given by
HSh(f ) = − logCp + 12 log |V | −
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g() log g() d. (29)
The above general expressions of Shannon andRényi entropies of the elliptic family ofmultivariate
distributions are summarized in the next proposition.
Proposition 2. Let X = (X1, . . . , Xp)T be a p-dimensional random vector with elliptic distri-
bution (6). Then, the Rényi and Shannon entropies for ECp(, V , g) are given, respectively, by
JR() = 11 −  log
p/2
(p/2)
+ 
1 −  logCp +
1
2
log |V |
+ 1
1 −  log
∫ ∞
0
(p/2)−1g() d,
and
HSh(f ) = − logCp + 12 log |V | −
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g() log g() d.
Eqs. (28) and (29) can be also used in order to derive analytic formulas for Shannon and Rényi
entropies of speciﬁc members of the elliptic family, like multivariate t-distribution etc., which
have been considered in the previous section. Formulas for Shannon and Rényi entropies of the
speciﬁc elliptic models have been obtained in the recent paper by Zografos and Nadarajah [24]
and it is not necessary to reproduce them here.
Eq. (28) can be also directly used in order to derive a general formula for Song’s measure of
the elliptic family of multivariate distributions. Based on Eq. (28)
d
d
JR(1) = −12
⎧⎨⎩
∫∞
0 
(p/2)−1g() (log g())2 d∫∞
0 
(p/2)−1g() d
−
(∫∞
0 
(p/2)−1g() log g() d∫∞
0 
(p/2)−1g() d
)2⎫⎬⎭ .
Then, the next proposition has been proved, taking into account that S(f ) = −2 d
dJR(1) and
that in the elliptic family of multivariate distributions (6) the equation∫ ∞
0
(p/2)−1g() d = (p/2)
p/2Cp
,
is valid (cf. (14)).
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Proposition 3. Let X = (X1, . . . , Xp)T be a p-dimensional random vector with elliptic
distribution (6). Then, Song’s measure for ECp(, V , g) is given by
S(f ) = 
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g() (log g())2 d
−
(
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g() log g() d
)2
.
The previous proposition can be used in order to obtain formulas for speciﬁc models of the
elliptic family of distributions, considered in the previous section. Some details of the calculations
are given in the appendix. We denote by (·) and ′(·) the digamma and trigamma functions,
respectively, deﬁned by (z) = (d/dz) log(z) and ′(z) = (d2/dz2) log(z).
Multivariate t-distribution: The joint p.d.f. is given by (15). Calculations using Lemma 5 in
the appendix show that
S(f ) = (+ p)
2
4
{
′
( 
2
)
−′
(
+ p
2
)}
. (30)
For the special case  = 1, the above result reduces to Song’s measure of the multivariate Cauchy
distribution. Observe that Song’s measure exists for the multivariate Cauchy distribution while
Mardia’s measure of kurtosis does not exist. The above formula for S(f ) has been also derived
by Song [22].
Multivariate Pearson type VII distribution: The joint p.d.f. is given by (18). Calculations using
Lemma 6 in the appendix show that
S(f ) = m2
{
′
(
m − p
2
)
−′ (m)
}
, m >
p
2
. (31)
Multivariate Pearson type II distribution has the joint p.d.f. given by (21). Using Lemma 7 in
the appendix, Song’s measure for the multivariate Perason type II distribution is given by
S(f ) = m2
{
′ (m + 1) −′
(p
2
+ m + 1
)}
, m > −1. (32)
Symmetric Kotz type multivariate distribution has the joint p.d.f. given by (24). Calculations
using Lemma 9 in the appendix show that
S(f ) = (m − 1)
2
s
′
(
2m + p − 2
2s
)
+ 2m + p − 2
2s
− 2(m − 1),
s > 0, 2m + p > 2. (33)
When m = 1, s = 1 and r = 1/2, that is in the multivariate normal case, it is immediate to see
that S(f ) = p/2, a formula obtained also by Song [22]. For m = 1 and r = 1/2, S(f ) = p/2s
and it is the formula for Song’s measure of the power exponential family of distributions.
4. Comparison of 2,p and S(f )
Based on the above examples for Mardia’s and Song’s measures of speciﬁc members of the
elliptic family of multivariate distributions, it is possible to state some comparisons on these
measures. The said measures are location and scale invariant, a desirable property for measures of
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Table 1
Values of Mardia, Song and 	 measures for the p-variate t-distribution
S(t) S(No) 2,p(t) 2,p(No) 	(t)
p = 3
 = 3 4.85881 1.5 – 15 –
 = 5 3.30456 45 2
 = 10 2.32537 20 0.33333
 = 20 1.89378 16.875 0.125
 = 30 1.75834 16.1538 0.0769231
 = 50 1.653 15.6522 0.0434783
 = 100 1.57575 15.3125 0.0208333
p = 8
 = 3 22.2477 4 – 80 –
 = 5 13.6921 240 2
 = 10 8.40869 106.667 0.33333
 = 20 6.10071 90 0.125
 = 30 5.37793 86.1538 0.0769231
 = 50 4.81602 83.4783 0.0434783
 = 100 4.404 81.6667 0.0208333
p = 15
 = 3 66.2005 7.5 – 255 –
 = 5 38.5191 765 2
 = 10 21.5684 340 0.33333
 = 20 14.1977 286.875 0.125
 = 30 11.8926 274.615 0.0769231
 = 50 10.1011 266.087 0.0434783
 = 100 8.78776 260.313 0.0208333
kurtosis (cf. Balanda and MacGillivray [1, p. 117]). First we observe that Mardia’s measure 2,p
does not always exist. As an example it can be considered the multivariate Cauchy distribution
which is obtained from the multivariate t-distribution with  = 1 degrees of freedom. Contrary
to this, Song’s measure exists for the multivariate Cauchy distribution and it is expressed as a
function of the trigamma function. We also observe that Song’s measure exists for the values of
the parameters for which the speciﬁc elliptic model is deﬁned. For instance, in the case of the
multivariate Pearson type VII distribution, Song’s measure exists for m > p/2, that is for values
of the parameter m for which the respective distribution is deﬁned. For the same distribution,
Mardia’s measure exists for values of m > (p/2) + 2.
Table 1 presents some values of Song’s (S(t)) and Mardia’s (2,p(t)) measures for several
degrees of freedom () and dimension (p) of the p-variate t-distribution. It is also given the
kurtosis parameter 	, 	(t), for the same values of the parameters  and p. The values of these
measures for the multivariate normal model (S(No) = p/2 and 2,p(No) = p(p + 2)) are also
included in this table.
First we observe, fromTable 1, that 2,p(t) and 	(t) do not exist when 4.Also, observe that
the threemeasures decrease as the degrees of freedom  increase, whichmakes sense since the tails
become lighter when  increases. Moreover, 2,p(t) and S(t) increase when the dimension p of
the elliptic model increases. Mardia’s measure always is appeared greater than Song’s measure.
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Table 2
Values of Mardia, Song and 	 measures for the p-variate Kotz distribution
m = 1 r = 1/2 S(Kz) S(No) 2,p(Kz) 2,p(No) 	(Kz)
p = 2 s = 0.25 4 1 37.7143 8 3.71429
s = 0.5 2 13.3333 0.666667
s = 1 1 1 8 8 0
s = 2 0.5 6.28319 −0.214602
s = 4 0.25 5.65685 −0.292893
s = 6 0.166667 5.49892 −0.312635
s = 8 0.125 5.43436 −0.320705
s = 10 0.1 5.4015 −0.324812
s = 12 0.0833333 5.38247 −0.327191
p = 8 s = 0.25 16 4 146.213 80 0.827657
s = 0.5 8 97.7778 0.222222
s = 1 4 4 80 80 0
s = 2 2 72.4332 −0.0945852
s = 4 1 69.0371 −0.137036
s = 6 0.666667 68.0162 −0.149797
s = 8 0.5 67.5501 −0.155623
s = 10 0.4 67.2936 −0.15883
s = 12 0.333333 67.136 −0.1608
p = 15 s = 0.25 30 7.5 363.151 255 0.42412
s = 0.5 15 286.875 0.125
s = 1 7.5 7.5 255 255 0
s = 2 3.75 240.465 −0.0570009
s = 4 1.875 233.599 −0.083925
s = 6 1.25 231.422 −0.0924613
s = 8 0.9375 230.383 −0.0965366
s = 10 0.75 229.789 −0.0988681
s = 12 0.625 229.411 −0.100349
Table 2 shows values of Song’s (S(Kz)) and Mardia’s (2,p(Kz)) measures for some values of
the parameter s and the dimensions p of the p-variate Kotz type symmetric distribution. Values
of the kurtosis parameter 	(Kz) are also included, for the same values of the parameters s and p.
The values of these measures for the multivariate normal model (S(No) = p/2 and 2,p(No) =
p(p + 2)) are also given in this table.
Table 2 presents values of the measures S(Kz), 2,p(Kz) and 	(Kz) for the power exponential
family of distributions which is a particular case of the symmetric Kotz type multivariate distribu-
tion (24) when m = 1 and r = 1/2. It is known for this distribution (cf. Gómez et al. [8, p. 595]),
that the parameter s is related to the kurtosis and in this way it indicates the non-normality of the
distribution. The same authors also conclude that, in the case of the bivariate power exponential
family of distributions, when the parameter s increases the sharpness of the graph diminishes.Also
from the ﬁgures of Gómez et al. [8], the density of the bivariate power exponential family appears
more cylindrical and with lighter tail regions as the parameter s gets larger. It seems in Table 2 that
when the parameter s increases the values of the measures S(Kz) and 2,p(Kz) decrease and to be
precise the value of the measure S(Kz) tends to zero. Taking into account that S(Kz) diminishes
and the tails become lighter when s increases we may conclude that S(Kz) is mainly concerned
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to the tails of a distribution. Motivated by this last conclusion we will consider in the sequel the
uniform distribution in the unit sphere which is a spherically symmetric distribution. Our aim is
to investigate, in this example, further the behaviour of the measures S and 2,p in the tails and
in the centre of this distribution. The uniform distribution in the unit sphere is cylindrical and
without tail regions and it is therefore suitable for this comparison.
Example. Consider the p-variate uniform distribution in the unit sphere with density (cf. Fang
et al. [5, p. 74]),
f (x) = p(p/2)
2p/2
, x ∈ S = {x ∈ Rp : xT x1}. (34)
This distribution is a member of the elliptic family (6) with  = 0, V = Ip the identity matrix of
order p,Cp = p(p/2)2p/2 , the p.d.f. generator is g() = 1, for ∈ (0, 1], and−2′(0) = 1/(p+2).
Because of g does not depend on the dimension p, an application of Proposition 1(b) gives that
Mardia’s measure is
2,p =
p(p + 2)3p(p/2)
4(p + 4)((p + 4)/2) .
Using the identity (z)(z−2) = (z− 1)(z− 2), (p/2)((p+4)/2) = 4p(p+2) and therefore Mardia’s measure
of the uniform distribution in the unit sphere is
2,p =
p(p + 2)2
p + 4 .
In order to obtain Song’s measure, simple algebra gives that Rényi entropy of the uniform distri-
bution is JR() = − log p(p/2)2p/2 and therefore Song’s measure of the uniform distribution in the
unit sphere is S(f ) = 0 . This example supports the assertion that S(f ) is more sensitive on the
tails of a distribution while 2,p is more sensitive in the centre.
The p-variate uniform distribution in the unit sphere is also obtained from the Pearson type II
distribution for m = 0. Indeed, taking into account that (z) = (z − 1)(z − 1), we have that
[(p/2) + 1] = (p/2)(p/2) and immediately the density (21) is reduced to the density (34) of
the p-variate uniform distribution in the unit sphere. Hence, the same results about Mardia and
Song measures of the uniform distribution can be obtained by a direct application of (22) and (32)
for m = 0.
The above example motivates to compare the behaviour of the measures of kurtosis for the
Pearson type II distribution with density (21). The impact of the parameter m on the bivariate
Pearson type II distribution, with density (21) for p = 2, is illustrated in Figures 6.1 to 6.7
of Johnson [11, pp. 111–117]. Based on them, the bivariate Pearson type II distribution looks
like a volcano crater for negative values of the parameter m and the distribution appears more
cylindrical as the parameterm increases. Form = 0, the density is cylindrical, without tail regions,
and coincides with the bivariate uniform distribution in the unit sphere. When the parameter m
is positive, the approach of the bivariate Pearson type II distribution to bivariate normality is
particularly striking with increasing m, according to Johnson [11, p. 112]. If we will concentrate
to the bivariate case, p = 2, then Fig. 1 describes the behaviour of 2,p, S(f ) and 	, when they
are considered as functions of the parameter m, m > −1, of Pearson’s type II distribution.
According to this ﬁgure Mardia’s measure 2,p and the kurtosis parameter 	 are increasing
functions of the parameter m. Mardia’s measure is positive while the kurtosis parameter 	 is
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Fig. 1. Mardia (boxes), Song (solid line) and 	 (cycles) measures for the 2-variate Pearson type II distribution.
negative. On the other hand, Song’s measure is decreasing in m, for −1 < m < 0, and increasing
in m, for m > 0. For m = 0, that is the case without tail regions, the value of Song’s measure is
0, which is a desirable property according to Property 3, p. 451 of Wang and Serﬂing [23]. Based
on Pearson type II distribution, Song’s measure appears to deal with the tails of the distribution
while Mardia’s measure seems to be concerned with the centre of the distribution.
5. Asymptotic distribution of S(f )
In order to provide a complete framework on Mardia’s and Song’s descriptive measures of
kurtosis in elliptical distributions the asymptotic distribution of themeasures2,p andS(f ) should
be investigated. On the condition that Henze [10] has derived the asymptotic distribution of the
sample estimator of 2,p under the elliptic family of multivariate distributions, the investigation
of the asymptotic distribution of an empirical estimator of the measure S(f ) will be the subject
of this section.
In order to produce an empirical estimator of the measure S(f ) we proceed as follows. Propo-
sition 3 states a general formula of Song’s measure for the elliptic family of multivariate distribu-
tions.An equivalent formula can be derived by means of the representation theorem of the elliptic
distribution. Based on Johnson [11, p. 110] or Fang et al. [5, p. 42]), the p-dimensional random
vector X = (X1, . . . , Xp)T ∼ ECp(, V , g) if and only if X d= + R1/2BU(p), where U(p) is a
random vector which is uniformly distributed on the unit hypersphere, R1/2 is a positive random
variable independent of U(p) and B is a p ×p matrix such that BBT = V . The symbol d= is used
to denote that the random quantity on the left has the same distribution as the random quantity on
the right. Moreover,
R
d=(X − )T V −1(X − ), (35)
and the density of R is given, according to Johnson [11, p. 108], by
g∗(r) = 
p/2Cp
(p/2)
r(p/2)−1g(r), r > 0, (36)
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with g the p.d.f. generator of the elliptic distribution ECp(, V , g). It can be easily shown by
means of Proposition 3 and Eq. (36) that
S(f ) =
∫ ∞
0
g∗() (log g())2 d−
(∫ ∞
0
g∗() log g() d
)2
,
and therefore
S(f ) = VarR {log g(R)} , (37)
with R the quadratic form deﬁned by (35).
This last formula for S(f ) can be used in order to construct a sample version of the Song’s
kurtosis. In this context consider a random sample X1, . . . , Xn, of size n, from the elliptic distri-
bution ECp(, V , g), where Xi = (Xi1, . . . , Xip)T ∼ ECp(, V , g), i = 1, . . . , n. Then, based
on (35) and (36), we conclude that R1, . . . , Rn, with
Ri = (Xi − ̂)T V̂ −1(Xi − ̂), i = 1, . . . , n,
can be considered as a random sample of size n from the density g∗ given by (36) above, where
̂ = X = 1
n
n∑
i=1
Xi and V̂ = max(g)
n∑
i=1
(
Xi − X
) (
Xi − X
)T
,
with max(g) = argmax{−np/2g(p/)}, are the maximum likelihood estimators of the location
and scale parameters  and V , respectively (cf. Fang and Zhang [6, p. 129]).
Based on R1, . . . , Rn, introduced above, an empirical estimator of S(f ) = VarR {log g(R)} is
then deﬁned by
Ŝ(f ) = 1
n
n∑
i=1
{
log g (Ri) −
(
1
n
n∑
i=1
log g (Ri)
)}2
. (38)
The next proposition investigates the asymptotic distribution of Ŝ(f ).
Proposition 4. Let X ∼ ECp(, V , g) with stochastic representation X d= +R1/2BU(p). Con-
sider the random variable Y = log g (R), where R is the random variable with density given
by (36). If 2Y denotes the variance of Y and (4)Y = E
(
Y 4
)
, then
√
n
(Ŝ(f ) − 2Y ) converges in
distribution to the normal distribution N
(
0, (4)Y − 2Y
)
, as n → ∞, provided that 2Y and (4)Y
are ﬁnite.
The proof of the proposition can be immediately obtained by following the steps of a similar
proof in Ferguson [7, p. 46].
General formulas for the mean of an arbitrary function of R have been derived by Cacoullos
and Koutras [4]. These formulas can be utilized in order to derive 2Y and 
(4)
Y of the previous
proposition.
Remark 1. The distribution of the random variable R of the representation X d= +R1/2BU(p),
or of the quadratic form R = (X−)T V −1(X−), is known for speciﬁc members of the elliptic
family. More speciﬁcally we have:
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(I) Consider the elliptic random vector X with a multivariate t-distribution with  degrees
of freedom and density (15). Then following Fang et al. [5, p. 82], the density of R = (X −
)T V −1(X − ) is
g∗(r) = 1
B(p/2, /2)
−p/2r(p/2)−1
(
1 + r

)−(p+)/2
, r > 0,
i.e., R/ has a beta type II distribution with parameters p/2 and /2. Therefore a random sample
R1, . . . , Rn, can be generated from this beta distribution.
(II) If X has a Pearson type VII distribution with density (18), then the distribution of R =
(X − )T V −1(X − ), is the univariate Pearson type VI with density
g∗(r) = (m)
(p/2)(m − p/2) r
(p/2)−1(1 + r)−m, r > 0.
Following Johnson [11, p. 120], variates having this density can be generated as R = W/(1−W)
where W is Beta(p/2,m − p/2).
(III) In the case of the Pearson type II distributionwith density (21), it is known (cf. Johnson [11,
p. 116]) that R ∼ Beta(p/2,m + 1). Therefore a random sample R1, . . . , Rn, can be generated
from a beta distribution with parameters p/2 and m + 1.
(IV) Let the elliptic random vector X have a symmetric Kotz type multivariate distribution
with joint density given by (24). In this case based on Fang et al. [5, p. 77], the density of
R = (X − )T V −1(X − ), in the representation X d= + R1/2BU(p), is given by
g∗(u) = sr
(2m+p−2)/2s
((2m + p − 2)/2s)u
m+(p/2)−2 exp(−rus), u > 0.
This is the generalized gamma distribution (cf. Johnson et al. [12, p. 388]). Cacoullos and
Koutras [4] pointed out that for special values of the parameterswe are led to algorithms generating
variates of the well-known gamma, chi-square, circular normal, spherical normal and Rayleigh
densities.
Remark 2. The knowledge of the distribution of R, as it is described in the previous remark,
can be also utilized in order to derive formulas for S(f ) by means of (37). In a similar manner,
Mardia’s measure can be also formulated by means of the positive random variable R as follows.
Based on (11),
2,p =
1(−2′(0))2 E[(X − )T V −1(X − )]2
and therefore, taking into account (35),
2,p =
1(−2′(0))2 ER
(
R2
)
. (39)
This last formula (39) and the knowledge of the distribution of R for speciﬁc elliptic models,
mentioned in the previous remark, can be also used in order to derive formulas for 2,p.
6. Conclusions
The aim of this paper was twofold. On the one hand to derive formulas for two descriptive
measures of multivariate kurtosis, namely Mardia’s measure 2,p and Song’s measure S(f ).
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Explicit expressions for 2,p and S(f ) have been derived for the broad family of the elliptically
contoured symmetric distributions and also for speciﬁcmembers of this family, like themultivarite
t-distribution, the multivariate Cauchy, the multivariate Pearson type II and VII, the multivariate
symmetric Kotz type distribution and the uniform distribution in the unit sphere. General ex-
pressions for Shannon and Rényi entropies of the elliptically contoured distributions have been
also derived. The second objective of this paper was to study the behaviour of these measures,
to point out similarities and differences and possible interpretations and uses of the measures
by comparing them in the above-mentioned speciﬁc members of the family of the multivariate
elliptic distributions.
It was mentioned in the introduction earlier that kurtosis involves both peakedness and tails. In
Section 4, it was shown that S(f ) is more sensitive on the tails of a distribution while 2,p is more
sensitive in the centre. Hence, taking into account that kurtosis can be measured in more than one
way we conclude that both measures give useful information about the kurtosis of a multivariate
distribution and they have to be used complementary the one to the other, in practise. Song’s mea-
sure S(f ) should be used mainly to describe the movement of the probability mass from the
shoulders into the tails and Mardia’s measure 2,p to describe the similar movement from
the shoulders into the centre of the distribution. Moreover, Eq. (37) implies that the heaviness
of the tails of the elliptically contoured distribution of a random vector X is adjusted from the
positive variable R1/2 or R of its stochastic representation X d= + R1/2BU(p).
Appendix
In this appendixwe provide details of the derivation of Song’smeasureS(f ) for themultivariate
t (Lemma 5), the multivariate Pearson type VII (Lemma 6), the multivariate Pearson type II
(Lemma 7), and the multivariate symmetric Kotz type distributions (Lemmas 8 and 9).
Lemma 5. For the multivariate t-distribution with the joint p.d.f. given by (15)
S(f ) = (+ p)
2
4
{
′
( 
2
)
−′
(
+ p
2
)}
.
Proof. We will use in the proof the following formulas from Kapur [13, p. 66]:∫ ∞
0
xm−1(1 + x)−(m+n) log x dx = B(m, n)((m) −(n)), (40)
∫ ∞
0
xm−1(1 + x)−(m+n) log(1 + x) dx = B(m, n)((m + n) −(n)), (41)
with B(m, n) = (m)(n)(m+n) , (m > 0, n > 0) the beta function. If we will take derivatives of both
sides of (41) with respect to n, after elementary algebra, we obtain∫ ∞
0
xm−1(1 + x)−(m+n) (log(1 + x))2 dx
= B(m, n)
{
((m + n) −(n))2 − (′(m + n) −′(n))
}
. (42)
In order to obtain Song’s measure for the multivariate t-distribution by using Proposition 3,
for g() = (1 + 1)−(+p)/2 and using moreover the transformation t = /, and Eq. (42)
K. Zografos / Journal of Multivariate Analysis 99 (2008) 858–879 875
we obtain∫ ∞
0
(p/2)−1g() (log g())2 d
=
(
+ p
2
)2
p/2B
(p
2
,

2
)
×
{(

(
+ p
2
)
−
( 
2
))2
−
(
′
(
+ p
2
)
−′
( 
2
))}
. (43)
In a similar manner, if we will use the same transformation as above and Eq. (40), we obtain that∫ ∞
0
(p/2)−1g() log g() d = −+ p
2
p/2B
(p
2
,

2
)(

(
+ p
2
)
−
( 
2
))
.
(44)
If we will use Proposition 3 with the above two equations (43) and (44) and the fact that for the
multivariate t-distributionCp = ()−p/2[(+p)/2]/(/2), we obtain the desired result. 
Lemma 6. For the multivariate Pearson type VII distribution with the joint p.d.f. given
by (18)
S(f ) = m2
{
′
(
m − p
2
)
−′ (m)
}
, m >
p
2
.
Proof. In this case g() = (1 + )−m, m > p/2, and Cp = −p/2(m)/(m − (p/2)). Using
Eqs. (42) and (41), it is easy to see that∫ ∞
0
(p/2)−1g() (log g())2 d
= m2B
(p
2
,m − p
2
)
×
{(
(m) −
(
m − p
2
))2 − (′(m) −′ (m − p
2
))}
(45)
and ∫ ∞
0
(p/2)−1g() log g() d = −mB
(p
2
,m − p
2
) (
(m) −
(
m − p
2
))
. (46)
The use of Proposition 3, Eqs. (45) and (46) and the fact that Cp = −p/2(m)/(m − (p/2))
complete the proof of Song’s measure for the multivariate Pearson type VII distribution. 
Lemma 7. For the multivariate Pearson type II distribution with the joint p.d.f. given by (21)
S(f ) = m2
{
′ (m + 1) −′
(p
2
+ m + 1
)}
, m > −1.
Proof. The support of the multivariate Pearson type II distribution is the set S = {x ∈ Rp :
(x−)T V −1(x−)1}, and the normalizing constantCp = −p/2((p/2)+m+1)/(m+1). In
this case the p.d.f. generator function g is given by g() = (1 − )m, m > −1 and 0 <  < 1.
Using again the spherical coordinate transformation (12), with the variable 
 restricted in the
interval (0, 1), we can obtain, by following exactly the same steps, the Proposition 3 above for
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the elliptic distributions with support S = {x ∈ Rp : (x − )T V −1(x − )1}, like the support
of Pearson type II distribution. In this case, Song’s measure is given by Proposition 3 where the
integral is restricted in the interval (0, 1). In this context Song’s measure is given by
S(f ) = 
p/2Cp
(p/2)
m2
∫ 1
0
(p/2)−1 (1 − )m (log (1 − ))2 d
−
(
p/2Cp
(p/2)
m
∫ 1
0
(p/2)−1 (1 − )m (log (1 − )) d
)2
, (47)
taking into account that g() = (1 − )m, m > −1 and 0 <  < 1.
Following Kapur [13, p. 66] we have∫ 1
0
xn−1 (1 − x)−1 log x dx = B(n, )((n) −()). (48)
If we will differentiate the two sides of the equation
∫ 1
0 x
n−1 (1 − x)−1 dx = B(n, ), with
respect to ,∫ 1
0
xn−1 (1 − x)−1 log(1 − x) dx = B(n, )(() −(n + )). (49)
In a similar manner,∫ 1
0
xn−1 (1 − x)−1 (log(1 − x))2 dx
= B(n, )
{
(() −(n + ))2 + (′() −′(n + ))
}
. (50)
The desired result follows, after some algebra, by using Eqs. (47)–(51) and the fact that Cp =
−p/2((p/2) + m + 1)/(m + 1). 
Lemma 8. Let the Kotz type symmetric distribution with density (24), p.d.f. generator g() =
m−1 exp(−rs), and normalizing constant Cp given by Cp = s(p/2)r(2m+p−2)/2sp/2((2m+p−2)/2s) , for
r > 0, s > 0, 2m + p > 2. For this distribution,
(a) ∫ ∞
0
(p/2)−1g() log d = (p/2)
p/2Cp
{

(
2m + p − 2
2s
)
− log r
s
}
,
(b) ∫ ∞
0
(p/2)−1g()(log)2 d= (p/2)
p/2Cp
{
2
(
2m + p − 2
2s
)
+ 1
s
′
(
2m + p − 2
2s
)}
+(p/2)
p/2Cp
log r
s
{
log r
s
− 2
(
2m + p − 2
2s
)}
.
Proof. (a) For the elliptic family of multivariate distributions it is true (cf. Eq. (14)) that∫ ∞
0
(p/2)−1g() d = (p/2)
p/2Cp
.
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Because the p.d.f. generator g of the Kotz distribution is independent of p, the above equation
yields ∫ ∞
0

−1g() d = (
)

C2

. (51)
The normalizing constant is
C2
 = s(
)r
(m+
−1)/s

 ((m + 
− 1)/s) . (52)
Therefore, based on (52),
(
)

C2

=  ((m + 
− 1)/s)
sr(m+
−1)/s
and
p/2Cp
(p/2)
= sr
(2m+p−2)/2s
 ((2m + p − 2)/2s) . (53)
Taking the ﬁrst derivative of (51) with respect to 
 and using (53) we obtain∫ ∞
0

−1g() log d = d
d

(
)

C2

= (
)

C2

{

(
m + 
− 1
s
)
− log r
s
}
, (54)
and for 
 = p/2, we obtain the desired result.
(b) For the proof of the part (b), taking derivatives of (54) with respect to 
, we obtain by using
the second part of (54) that∫ ∞
0

−1g()(log)2 d = d
2
d
2
(
)

C2

= (
)

C2

{
2
(
m + 
− 1
s
)
+ 1
s
′
(
m + 
− 1
s
)}
+ (
)

C2

log r
s
{
log r
s
− 2
(
m + 
− 1
s
)}
, (55)
and the result follows if we will substitute on (55) 
 by p/2. 
Lemma 9. For the multivariate Kotz type symmetric distribution with the joint p.d.f. given
by (24),
S(f ) = (m − 1)
2
s
′
(
2m + p − 2
2s
)
+ 2m + p − 2
2s
− 2(m − 1),
s > 0, 2m + p > 2.
Proof. An application of Proposition 3 for the p.d.f. generator g of the Kotz type symmetric
distribution leads to∫ ∞
0
(p/2)−1g() log g() d = (m − 1)
∫ ∞
0
(p/2)−1g() log d
−r
∫ ∞
0
(p/2)+s−1g() d.
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An application of Lemma 8(a) and Eq. (51) give
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g() log g() d= (m − 1)
{

(
2m + p − 2
2s
)
− log r
s
}
−r 
p/2Cp
(p/2)
((p + 2s)/2)
Cp+2s(p+2s)/2
. (56)
In a similar manner, by using (55), after some algebra we obtain
p/2Cp
(p/2)
∫ ∞
0
(p/2)−1g()(log g())2 d
= (m − 1)2
{

(
2m + p − 2
2s
)
− log r
s
}2
+ (m − 1)
2
s
′
(
2m + p − 2
2s
)
−2r(m − 1)
p/2Cp
(p/2)
((p + 2s)/2)
Cp+2s(p+2s)/2

(
2m + p − 2
2s
+ 1
)
+2r(m − 1)
p/2Cp
(p/2)
((p + 2s)/2)
Cp+2s(p+2s)/2
log r
s
+ r2 
p/2Cp
(p/2)
((p + 4s)/2)
Cp+4s(p+4s)/2
. (57)
Using the identity (z + 1) −(z) = 1/z, we obtain

(
2m + p − 2
2s
+ 1
)
−
(
2m + p − 2
2s
)
= 2s
2m + p − 2 . (58)
Using moreover (53), (58) and the identities (z)(z−1) = z − 1 and (z)(z−2) = (z − 1)(z − 2), after
heavy manipulations, an application of Proposition 3 and (56), (57), complete the proof of the
lemma. 
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