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Abstract
We present a collision potential for the Vlasov–Poisson–Boltzmann system near vacuum in plasma
physics case. This potential measures the future possible collisions between charged particles with different
velocities and satisfies a time-decay estimate. We use this time-decay property of the functional to show
that the dynamics of the Vlasov–Poisson–Boltzmann is time-asymptotically equivalent to that of the corre-
sponding linear Vlasov equation, when initial datum is small and decays fast enough in phase space as in
[Y. Guo, The Vlasov–Poisson–Boltzmann system near vacuum, Comm. Math. Phys. 218 (2001) 293–313].
© 2006 Elsevier Inc. All rights reserved.
Keywords: Vlasov–Poisson–Boltzmann system; Collision potential; Large-time behavior
1. Introduction
The Vlasov–Poisson–Boltzmann (VPB) system in plasma physical case reads as
⎧⎨⎩ ∂tf + v · ∇xf + ∇xφ · ∇vf = Q(f,f ) in R
3
x ×R3v ×R+t ,
φ = 4πρ (= 4π ∫
R3 f dv),
f (x, v,0) = f0(x, v),
(1.1)
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space position (x, v) for time t , and φ is the self-consistent electric potential. The short range
interactions between particles are measured by the collision operator Q(f,f ):
Q(f,f )(v) ≡
∫
R3×S2+
B
(|v − v∗|, θ)(f (v′)f (v′∗)− f (v)f (v∗))dv∗ dω,
where we assumed the Knudsen number to be unity, and v′ and v′∗ denote velocities after a
collision of particles with velocities v, v∗ before collision:
v′ = v − (|v − v∗| cos θ)ω, v′∗ = v∗ + (|v − v∗| cos θ)ω, cos θ = (v − v∗) ·ω|v − v∗| ∈ S2+.
Moreover, we used simplified notations:
f (v) ≡ f (x, v, t), f (v∗) ≡ f (x, v∗, t), f (v′) ≡ f (x, v′, t) and
f
(
v′∗
)≡ f (x, v′∗, t).
We set u ≡ v − v∗, so that
v′ = v − (u ·ω)ω = v − u||, v′∗ = v −
(
u− (u ·ω)ω)= v − u⊥.
There have been much done on the global existence theory for (1.1) with two separate regimes
(near Maxwellian and near vacuum). In [3,5,6,9,10], the global existence and time-asymptotic
behavior of solutions have been studied in the regime of near Maxwellian. In contrast, there has
been a few result available near the vacuum [7] for the soft and Maxwellian potentials in the
frame work of Bardos and Degond [1]. See [4,8] for the corresponding results to the Boltzmann
equation.
The purpose of this paper is to study the large-time behavior of the VPB system via the robust
Lyapunov functional D(f ) measuring possible future collisions between particles:
(1) D(f (t)) satisfies a Lyapunov estimate:
D(f (t))+C0 t∫
0
Λ
(
f (s)
)
ds D(f0), t  0,
where Λ(f (s)) is a nonnegative instantaneous collision production rate, and C0 is a positive
constant independent of t .
(2) Λ(f (t)) controls the space–time integral of the collision operator:
t∫
0
∫
R6
∣∣Q(f,f )(x, v, s)∣∣dv dx ds  ∣∣O(1)∣∣ t∫
0
Λ
(
f (s)
)
ds, t  0,
where O(1) is a bounded function independent of t .
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followed easily (see Section 3). In the sequel, we denote by C a universal positive constant
independent of time t and we adopt the same framework of Guo [7]. We set∣∣f0(x, v)∣∣α,k ≡ sup
x,v
∣∣eα|v|2(1 + |x|2)kf0(x, v)∣∣+ sup
x,v
∣∣eα|v|2(1 + |x|2)k∇x,vf0(x, v)∣∣,
where ∇x,v denotes either ∇x or ∇v . Below we list main assumptions A employed in this paper.
(A1) The collision kernel B satisfies inverse power law potential and angular cutoff assumption:
B
(|v − v∗|,ω) C|v − v∗|γ , −2 < γ  0.
(A2) Initial data are small and decay at infinity in phase space:∣∣f0(x, v)∣∣α,k ≡ sup
x,v
∣∣eα|v|2(1 + |x|2)kf0(x, v)∣∣+ sup
x,v
∣∣eα|v|2(1 + |x|2)k∇x,vf0(x, v)∣∣ δ0,
where α > 0, k > 3/2, δ0  1.
We next consider the solution operator of the linear Vlasov equation associated with the given
external field ∇xφ, where φ is the potential of VPB system (1.1), assigned to C1-initial datum g0:{
∂tg + v · ∇xg + ∇xφ · ∇vg = 0,
g(x, v,0) = g0(x, v). (1.2)
For a fixed point (x, v) ∈R3 ×R3 at time t , we denote [X(s; t, x, v),V (s; t, x, v)] by the particle
trajectory passing through (x, v) at time t , i.e.,
d
ds
X(s; t, x, v) = V (s; t, x, v) and d
ds
V (s; t, x, v) = ∇xφ
(
X(s; t, x, v), s) (1.3)
subject to
X(t; t, x, v) = x and V (t; t, x, v) = v.
Then the solution operator S(t) of (1.2) with initial datum g0 is defined as[
S(t)g0
]
(x, v) ≡ g0
(
X(0; t, x, v),V (0; t, x, v)), t  0. (1.4)
The main result of this paper is as follows.
Theorem 1.1. Suppose main hypothesis (A) hold, and let f be a C1-classical solutions to (1.1)
with initial datum f0. Then there exists the unique time-asymptotic state f∞ satisfying
lim
t→∞
∥∥f (t) − S(t)f∞∥∥L1 = 0.
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L1 ≡
∥∥f (·, ·, t)∥∥
L1(R3×R3).
Remark 1.1. Recently T. Yang and his collaborators [11] announced the extension of Guo’s
result [7] to the more general case:
γ ∈ (−2,1] in (A1).
Since the proof of Theorem 1.1 mainly depends on the time-integrability of the collision operator
Q±(f,f ) =O((1 + t)−(γ+3)), γ > −2 along the particle trajectories, the above theorem can be
applied to their framework as well.
The rest of this paper is organized in the following manner. In Section 2, we study basic
estimates for the VPB system. Finally, in Section 3, we construct a generalized collision potential
and establish the time-asymptotic equivalence between VPB system and linear Vlasov system.
2. Basic estimates
In this part, we present some estimates needed in Section 3 without proofs. The details can be
found in [7]. We first recall Guo’s existence theorem for C1-solutions. We set∣∣∣∣∣∣h(x, v, t)∣∣∣∣∣∣
φ
≡
∑
0i+j1
sup
∣∣(1 + t)−j eα|V (0)|2[1 + ∣∣X(0)∣∣2]k∇ ix∇jv h(x, v, t)∣∣,
where X(0) ≡ X(0; t, x, v) and V (0) ≡ V (0; t, x, v).
Theorem 2.1. [7] Suppose that the main assumptions (A) hold. If 0  f0 ∈ C1(R3 × R3) and
|f0|α,k  δ0, for α > 0 and k > 3/2, then there is the unique classical solution [f,φ] with f  0
to the Vlasov–Poisson–Boltzmann system. Moreover, we have
|||f |||φ O(1)|f0|α,k,
(1 + t)∥∥φ(t)∥∥
L∞ + (1 + t)2
∥∥∇x,tφ(t)∥∥L∞ + (1 + t)5/2∥∥∇2xφ(t)∥∥L∞ O(1)|f0|α,k.
We quote following three lemmas from [7].
Lemma 2.1. [7] Suppose that (A) hold. Then for δ0 small enough, we have∣∣V (t) − V (s)∣∣ πδ0, ∣∣∣∣V (t)∣∣2 − ∣∣V (s)∣∣2∣∣ (π + 2)δ0, 0 s  t.
Furthermore, X(0; s,X(s),V (s) + v) is C1 in v, and for any s  0,
∂X
∂v
(
0;x,X(s),V (s) + v)+ sI = sO(δ0),
X
(
0; s,X(s),V (s) + v)= X(0) − s[I +O(δ0)]v,
where I denotes a 3 × 3 identity matrix.
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R3
|v − v∗|λ1
(
1 + |v∗|2
)λ2dv∗ O(1)(1 + |v|)λ1 .
We set
Q+(f,f )
(
X(s),V (s), s
)
≡
∫
R3×S2+
B
(|u|, θ)f (X(s),V (s) − u‖, s)f (X(s),V (s) − u⊥, s)dudω,
Q−(f,f )
(
X(s),V (s), s
)≡ f (X(s),V (s), s) ∫
R3×S2+
B
(|u|, θ)f (X(s),V (s) − u, s)dudω.
Lemma 2.3. [7] Assume −3 < γ  0. Then gain and loss operators satisfy the pointwise esti-
mates:
Q±(f,f )
(
X̂(s), V̂ (s), s
)
O(1)δ20
(1 + |x|2)−ke−α|v|2
(1 + s)γ+3 ,
where we denote X̂(s) ≡ X(s;0, x, v), V̂ (s) ≡ V (s;0, x, v).
Remark 2.1. Note that if γ > −2, the collision integral Q±(f,f ) is integrable in time.
3. Generalized collision potential
In this section, we present L1-convergence of C1-solutions to (1.1) toward time-asymptotic
states by generalizing the collision potential introduced in [2]. Let t  0 be given and (x, v) be
the phase space position of a given test particle at time s = 0. We denote [X̂(s), V̂ (s)] by the
trajectory of the test particles associated with the VPB system (1.1), i.e.,
d
dt
X̂ = V̂ and d
dt
V̂ = ∇xφ, X̂(0) = x and V̂ (0) = v.
Let t, τ  0 be given, and for v∗ (= V̂ (t + τ)), we set
X(t, τ ) ≡ X(t; t + τ, X̂(t + τ), v∗), V (t, τ ) ≡ V (t; t + τ, X̂(t + τ), v∗),
x˜ ≡ X(0; t + τ, X̂(t + τ), v∗), v˜ ≡ V (0; t + τ, X̂(t + τ), v∗).
(See Fig. 1.)
Then we have
X(t, τ ) = X̂(t + τ) − τv∗ +
t+τ∫
t
t+τ∫
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1 dθ2, (3.1)θ2
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V (t, τ ) = v∗ −
t+τ∫
t
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1. (3.2)
We next define the collision potential and its production functional: for t  0,
D(f (t))≡ ∫
R6
f
(
X̂(t), V̂ (t), t
)[ ∞∫
0
∫
R3
∣∣V̂ (t + τ) − v∗∣∣γ f (X(t, τ ),V (t, τ ), t)dv∗ dτ]dv dx,
Λ
(
f (t)
)≡ ∫
R9
|v − v∗|γ f (x, v, t)f (x, v∗, t) dv∗ dv dx. (3.3)
The functional D(f (t)) measures all possible future collisions between charged particles with
different velocities after time s = t , hence by construction we have
D(f (t))D(f0), t  0.
Unlike to [2], we introduced a collision weight |V̂ (t + τ) − v∗|γ to take care of the collision
integral later. For notational simplicity, we set
If (x, v, t) ≡
∞∫
0
∫
R3
∣∣V̂ (t + τ) − v∗∣∣γ f (X(t, τ ),V (t, τ ), t)dv∗ dτ.
Then the following lemma implies that D(f0) is finite, hence D(f (t)) is well defined for all t .
Lemma 3.1. Suppose main assumptions (A) in Section 1 hold. Let f be a C1-solutions given by
Theorem 2.1. Then If satisfies a priori estimate
sup
x,v,t
If (x, v, t)O(δ0).
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∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ f0(X(0, τ ),V (0, τ ))dv∗ dτ

∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ(f (X̂(τ ), v∗, τ)+ τ∫
0
Q−(f,f )
(
X(s),V (s), s
)
ds
)
dv∗ dτ
≡ I1(x, v, t) + I2(x, v, t).
We proceed almost the same as in the proof of Lemma 5 in [7], while the current situation is
simpler since only loss term is involved in.
Case 1. We estimate I1 as follows:
I1(x, v, t) δ0
∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ e−α|V (0;τ,X̂(τ ),v∗)|2(1 + ∣∣X(0; τ, X̂(τ ), v∗)∣∣2)−k dv∗
︸ ︷︷ ︸
K
dτ. (3.4)
We split the τ integration (3.4) into two parts: I small1 for 0 τ  1 and I large1 for 1 τ < ∞.
Case 1.1 (small time).
Ismall1  δ0
1∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ e−α|V (0;τ,X̂(τ ),v∗)|2 dv∗ dτ
O(δ0)
1∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ e−α|v∗|2 dv∗ dτ O(δ0),
where we used ∣∣V (0; τ, X̂(τ ), v∗)∣∣2 = |v∗|2 +O(δ0).
Case 1.2 (large time). We proceed a change of variable
V̂ (τ ) − v∗ = u and u′ = τu
so that
K O(1)
∫
R3
τ−(3+γ )|u′|γ
(
1 +
∣∣∣∣X(0; τ, X̂(τ ), V̂ (τ ) − u′τ
)∣∣∣∣2)−k du′
=O(1)τ−(3+γ )
{ ∫
′
+
∫
′
}
≡O(1)τ−(3+γ ){K1 +K2}.|u |1 |u |1
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K1 
∫
|u′|1
|u′|γ du′ O(1).
To treat K2, we make a further change of variable and use Lemma 2.1:
−u¯ = X
(
0; τ, X̂(τ ), V̂ (τ ) − u
′
τ
)
− X(0) and
∣∣∣∣ du¯du′
∣∣∣∣= 1 +O(1)δ0.
Since k > 3/2, we have
K2 O(1)
∫
R3
(
1 + ∣∣X(0) − u¯∣∣2)−k du¯O(1).
Hence I large1 O(δ0) if γ > −2.
Case 2. We next estimate I2. It follows from the pointwise estimate of Q−(f,f ) in Lemma 2.3
and γ > −2 that we have
I2(x, v, t) δ0
∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ τ∫
0
(1 + s)−(γ+3)(1 + ∣∣X(0; τ, X̂(τ ), v∗)∣∣2)−k
× e−α|V (0;τ,X̂(τ ),v∗)|2 ds dv∗ dτ
 δ0
γ + 2
∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ (1 + ∣∣X(0; τ, X̂(τ ), v∗)∣∣2)−k
× e−α|V (0;τ,X̂(τ ),v∗)|2(1 − (1 + τ)−(γ+2))dv∗ dτ
O(δ0)
∞∫
0
∫
R3
∣∣V̂ (τ ) − v∗∣∣γ (1 + ∣∣X(0; τ, X̂(τ ), v∗)∣∣2)−ke−α|V (0;τ,X̂(τ ),v∗)|2 dv∗ dτ.
Hence the integral I2 is bounded by Ismall1 and I large1 . 
Next we study the time-evolution of the functional D(f ) along smooth C1-solutions to (1.1).
We first estimate difference between ∂t and ∂τ derivatives of X(t, τ ) and V (t, τ ), respectively.
Lemma 3.2. For any fixed (x, v, t) ∈R3 ×R3 ×R+, let [X(t, τ ),V (t, τ )] be given by (3.1) and
(3.2). Then we have
∂tX(t, τ ) − V (t, τ ) = ∂τX(t, τ ) and ∂tV (t, τ ) − E
(
X(t, τ ), t
)= ∂τV (t, τ ).
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X(t, τ ) = X̂(t + τ) − τv∗ +
t+τ∫
t
t+τ∫
θ2
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1 dθ2.
We take ∂t and ∂τ to the above identity to see
∂tX(t, τ ) = V̂ (t + τ) + τE
(
X̂(t + τ), t + τ)− t+τ∫
t
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1
+
t+τ∫
t
t+τ∫
θ2
∂t
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))
dθ1 dθ2,
∂τX(t, τ ) = V̂ (t + τ) − v∗ + τE
(
X̂(t + τ), t + τ)
+
t+τ∫
t
t+τ∫
θ2
∂τ
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))
dθ1 dθ2
= V̂ (t + τ) −
(
V (t, τ ) +
t+τ∫
t
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1
)
+ τE(X̂(t + τ), t + τ)+ t+τ∫
t
t+τ∫
θ2
∂τ
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))
dθ1 dθ2.
Note that
∂t
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))= ∂τ (E(X(θ1; t + τ, X̂(t + τ), v∗), θ1))
to see
∂tX(t, τ ) − V (t, τ ) = ∂τX(t, τ ).
Again we use the relation
V (t, τ ) = v∗ −
t+τ∫
t
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
)
dθ1
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∂tV (t, τ ) = E
(
X(t, τ ), t
)−E(X̂(t + τ), t + τ)
−
t+τ∫
t
∂t
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))
dθ1,
∂τV (t, τ ) = −E
(
X̂(t + τ), t + τ)− t+τ∫
t
∂t
(
E
(
X
(
θ1; t + τ, X̂(t + τ), v∗
)
, θ1
))
dθ1.
The above relations yield
∂tV (t, τ ) = ∂τV (t, τ ) +E
(
X(t, τ ), t
)
. 
Lemma 3.3. The integrand of the collision potential satisfies
∂t
(∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t))
= ∂τ
(∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t))
+∣∣V̂ (t + τ) − v∗∣∣γQ(f,f )(X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t)
+ ∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t).
Proof. Note that the ∂t and ∂τ -derivatives of the collision weight are equivalent:
∂t
(∣∣V̂ (t + τ) − v∗∣∣γ )= ∂τ (∣∣V̂ (t + τ) − v∗∣∣γ ) (3.5)
and since
d
dt
f
(
X̂(t), V̂ (t), t
)= Q(f,f )(X̂(t), V̂ (t), t),
d
dt
f
(
X(t, τ ),V (t, τ ), t
)= Q(f,f )(X(t, τ ),V (t, τ ), t),
∂τ
(
f
(
X(t, τ ),V (t, τ ), t
))= ∇yf · ∂τX(t, τ ) + ∂v∗f · ∂τV (t, τ ),
where ∇yf and ∇v∗f are evaluated at (X(t, τ ),V (t, τ ), t), we find
∂t
(
f
(
X̂(t), V̂ (t), t
)
f
(
X(t, τ ),V (t, τ ), t
))
= ∂t
(
f
(
X̂(t), V̂ (t), t
))
f
(
X(t, τ ),V (t, τ ), t
)
+ f (X̂(t), V̂ (t), t)(∂tf + ∇yf · ∂tX(t, τ ) + ∇v∗f · ∂tV (t, τ ))
= Q(f,f )(X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t)
+ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t)
+ f (X̂(t), V̂ (t), t)[∇yf · ∂τX(t, τ ) + ∇v∗f · ∂τV (t, τ )]
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+ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t)
+ f (X̂(t), V̂ (t), t)∂τ (f (X(t, τ ),V (t, τ ), t))
= Q(f,f )(X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t)
+ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t)
+ ∂τ
(
f
(
X̂(t), V̂ (t), t
)
f
(
X(t, τ ),V (t, τ ), t
))
, (3.6)
where we used Lemma 3.2. This gives the assertion. 
Finally, the above lemma yields the time-decay of D(f (t)) as follows.
Proposition 3.1. Collision potential D(f (t)) satisfies a Lyapunov estimate:
D(f (t))+ C0 t∫
0
Λ
(
f (s)
)
ds D(f0), t  0.
Proof. It follows from Lemma 3.3 that
d
dt
D(f (t))
=
∫
R6
∞∫
0
∫
R3
∂t
(∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t))dv∗ dτ dv dx
=
∫
R6
∞∫
0
∫
R3
∂τ
(∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t))dv∗ dτ dv dx
+
∫
R6
∞∫
0
∫
R3
∣∣V̂ (t + τ) − v∗∣∣γQ(f,f )(X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t)dτ dv∗ dv dx
+
∫
R6
∞∫
0
∫
R3
∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t)dτ dv∗ dv dx
= −
∫
R9
∣∣V̂ (t) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X̂(t), v∗, t)dv∗ dv dx
+
∫
6
∞∫ ∫
3
∣∣V̂ (t + τ) − v∗∣∣γQ(f,f )(X̂(t), V̂ (t), t)f (X(t, τ ),V (t, τ ), t)dτ dv∗ dv dx
R 0 R
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∫
R6
∞∫
0
∫
R3
∣∣V̂ (t + τ) − v∗∣∣γ f (X̂(t), V̂ (t), t)Q(f,f )(X(t, τ ),V (t, τ ), t)dτ dv∗ dv dx
≡ −Λ(f (t))+J1 +J2.
Case 1 (J1). It follows from Lemma 3.1 that
J1  sup
x,v,t
If (x, v, t)
( ∫
R6
∣∣Q(f,f )∣∣(X̂(t), V̂ (t), t)dv dx)
O(δ0)
∫
R6
∣∣Q(f,f )∣∣(X̂(t), V̂ (t), t)dv dx.
Below we claim: ∣∣∣∣ ∫
R6
Q(f,f )
(
X̂(t), V̂ (t), t
)
dv dx
∣∣∣∣=O(1)Λ(f (t)).
Subcase 1.1 (Q−(f,f )). It follows from the assumption (A1) that∫
R6
Q−(f,f )
(
X̂(t), V̂ (t), t
)
dv dx =O(1)Λ(f (t)).
Subcase 1.2 (Q+(f,f )). We use |V̂ (t)− v∗| = |V̂ ′(t)− v′∗| and dv dx = dV̂ (t) dX̂(t) to see∫
R6
Q+(f,f )
(
X̂(t), V̂ (t), t
)
dv dx
O(1)
∫
R6
∣∣V̂ ′(t) − v′∗∣∣γ f (X̂(t), V̂ (t)′, t)f (X̂(t), v′∗, t)dv∗ dV̂ (t) dX̂(t)
=O(1)
∫
R6
∣∣V̂ ′(t) − v′∗∣∣γ f (X̂(t), V̂ (t)′, t)f (X̂(t), v′∗, t)dv′∗ dV̂ (t)′ dX̂(t)
=O(1)
∫
R6
∣∣V̂ (t) − v∗∣∣γ f (X̂(t), V̂ (t), t)f (X̂(t), v∗, t)dv∗ dV̂ (t) dX̂(t)
=O(1)Λ(f (t)),
where we used the isometry (V (t), v∗) ↔ (V ′(t), v′∗). Hence we have
J1 O(1)δ0Λ
(
f (t)
)
.
M. Chae et al. / J. Differential Equations 230 (2006) 71–85 83Case 2 (J2). It suffices to show that J2 = J1. We extend the curve (X(t, τ ),V (t, τ ) backward
(see Fig. 1) and define (x˜, v˜) by
x˜ ≡ X(0, t + τ), v˜ ≡ V (0, t + τ),
and denote [X˜(s), V˜ (s)] by the trajectory passing (x˜, v˜), i.e., X˜(0) = x˜ and V˜ (0) = v˜. Then we
have
X(t, τ ) = X˜(t), V (t, τ ) = V˜ (t).
Note that with this notation
v∗ = V˜ (t + τ), X̂(t + τ) = X˜(t + τ). (3.7)
On the other hand if we set the curve (X̂(t, τ ), V̂ (t, τ )) by
X̂(t, τ ) ≡ X(t; t + τ, X̂(t + τ), V̂ (t + τ)) and V̂ (t, τ ) ≡ V (t; t + τ, X̂(t + τ), V̂ (t + τ)),
then we can rewrite
X̂(t) = X̂(t, τ ) and V̂ (t) = V̂ (t, τ ).
In this way, we interchange the roles played by [X(t, τ ),V (t, τ )] and [X̂(t), V̂ (t)] in J2. With
this notations
J2 =
∫
R9
∞∫
0
∣∣V̂ (t + τ) − V˜ (t + τ)∣∣γ f (X̂(t, τ ), V̂ (t, τ ), t)Q(f,f )(X˜(t), V˜ (t), t)dτ dv∗ dv dx.
Using the measure preserving property of characteristic curve, dv dx = dV̂ (t +τ) dX̂(t +τ) and
dV˜ (t + τ) dX˜(t + τ) = dv˜ dx˜ and (3.7), we have
dv∗ dv dx = dv∗ dV̂ (t + τ) dX̂(t + τ)
= dV˜ (t + τ) dV̂ (t + τ) dX˜(t + τ) = dv˜ dV̂ (t + τ) dx˜,
then we find
J2 =
∫
R9
∞∫
0
∣∣V̂ (t + τ) − V˜ (t + τ)∣∣γ
× f (X̂(t, τ ), V̂ (t, τ ), t)Q(f,f )(X˜(t), V˜ (t), t)dτ dv˜ dV̂ (t + τ) dx˜
=
∫
R9
∞∫
0
∣∣v∗ − V˜ (t + τ)∣∣γ f (X̂(t, τ ), V̂ (t, τ ), t)Q(f,f )(X˜(t), V˜ (t), t)dτ dv˜ dv∗ dx˜ = J1
by changing variable V̂ (t + τ) → v∗. 
84 M. Chae et al. / J. Differential Equations 230 (2006) 71–85Proof of Theorem 1.1. Let f be a C1-solution to (1.1). Then f satisfies
f (x, v, t) = f0
(
X(0),V (0)
)+ t∫
0
Q(f,f )
(
X(s),V (s), s
)
ds. (3.8)
Here we used a simplified notation for the trajectory passing through (x, v) ∈R3 ×R3 at time t .
X(s) = X(s; t, x, v) and V (s) = V (s; t, x, v).
We now define the time-asymptotic state f∞ as
(
S(t)f∞
)
(x, v) ≡ f0
(
X(0),V (0)
)+ ∞∫
0
Q(f,f )
(
X(s),V (s), s
)
ds, i.e., (3.9)
f∞(x, v) = f0(x, v) +
∞∫
0
Q(f,f )
(
X(s;0, x, v),V (s;0, x, v), s)ds (3.10)
where S(t) is the solution operator defined by (1.4) for the corresponding linear Vlasov equation.
Then it follows from (3.8) and (3.9) that
f (x, v, t) − (S(t)f∞)(x, v) = − ∞∫
t
Q(f,f )
(
X(s),V (s), s
)
ds. (3.11)
We integrate (3.11) to obtain
∥∥f (t) − S(t)f∞∥∥L1 
∞∫
t
∫
R6
∣∣Q(f,f )∣∣(X(s),V (s), s)dv dx ds

∣∣O(1)∣∣ ∞∫
t
Λ
(
f (s)
)
ds → 0 as t → ∞. (3.12)
This completes the proof. 
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