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Abstract
For an integer m ≥ 2, let Pm be the partition of the unit interval
I into m equal subintervals, and let Fm be the class of piecewise
linear maps on I with constant slope ±m on each element of Pm. We
investigate the effect on mixing properties when f ∈ Fm is composed
with the interval exchange map given by a permutation σ ∈ SN
interchanging the N subintervals of PN . This extends the work in
a previous paper [N.P. Byott, M. Holland and Y. Zhang, DCDS, 33,
(2013) 3365–3390], where we considered only the “stretch-and-fold”
map fsf(x) = mx mod 1.
1 Introduction and statement of results
A natural question about a dynamical system is how fast it mixes measurable
subsets of its domain. In the setting of discrete time piecewise smooth one-
dimensional expanding maps, the rate of decay of correlations for functions of
bounded variation gives a quantitative interpretation of the speed of mixing,
and is governed by the isolated spectrum of the transfer operator on the space
of such functions (see [3, 6] and the references therein). As there is no general
approach to determine this isolated spectrum explicitly, detailed studies of
specific families of maps, as for example in [9] and [10], are an important
step towards a better understanding of quantitative mixing phenomena.
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For simplicity, we focus our discussion on piecewise linear Markov maps.
A nice property of such maps is that the corresponding transfer operator has a
finite matrix representation. It is perhaps surprising that, even in this special
situation, the precise determination of the mixing rate is already a non-trivial
task [21, 22]. On the other hand, using a Ulam-like construction [4, 23], every
expanding (non-linear) Markov map can be approximated by a sequence of
piecewise linear maps. In many circumstances, we can use the mixing rate
of high order piecewise linear maps to bound or approximate the mixing
rate of the original non-linear maps [8, 21, 22]. (This is extended in [14, 15]
to the settings of multi-dimensional expanding maps and of Anosov maps.)
Historically, on the basis of explicit calculations for some topologically mixing
piecewise linear Markov maps (namely the skew doubling maps and skew tent
maps), Badii et al. [2] conjectured that, for every topologically mixing and
expanding Markov map, the mixing rate can be universally bounded from
above in terms of a (generalized) Lyapunov exponent. A counterexample was
soon obtained [8] by making a non-linear perturbation to these maps. Indeed,
as observed in [10, 17, 21, 22], the Lyapunov exponent and the topological
entropy only provide a bound from below for the mixing rate via bounded
variation observations.
In a continuous time setting, a novel aspect of mixing was considered in
[1]. The domain of a one-dimensional diffusion process was divided into equal
subintervals, and the underlying function was composed with an interval
exchange map corresponding to a permutation of these. This typically results
in faster mixing than the diffusion alone.
In view of these results, it is of interest to investigate the analogous effect
of composition with a permutation for amenable examples of piecewise linear
Markov maps. Such an investigation began in our previous paper [7]. In
particular, we considered the “stretch-and-fold” map fsf(x) = mx mod 1 for
an integer m ≥ 2 on I = [0, 1]. (When m = 2, this is the well-known
“doubling map”). When I is divided into N ≥ m equal subintervals, and
f is composed with a permutation σ of these, the Lyapunov exponent and
topological entropy are unchanged, but, in contrast to the results of [1],
mixing typically becomes slower. Indeed, there may be permutations σ
such that the new map σ ◦ fsf fails to be topologically mixing. Under the
hypothesis gcd(m,N) = 1, we showed that σ ◦ fsf is topologically mixing for
all permutations σ, and we determined explicitly the worst mixing attained
as σ varies. In fact, the mixing can be made arbitrarily slow by allowing N
to increase. This not only shows a striking contrast between the effect of
composing with a permutation in the continuous and discrete time settings,
but also adds to the collection of piecewise expanding interval maps where
mixing rates can be explicitly determined. Indeed, these maps provide an
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alternative counterexample to the conjecture of Badii et al., in which no
non-linear perturbations are required: the Markov structure is changed in an
essentially combinatorial manner, and only piecewise linear maps are used.
Moreover, since we consider Markov partitions with equal subintervals, this
has the advantage that the mixing rate can be calculated exactly rather than
approximated numerically.
In the present paper, we continue this investigation by regarding fsf as
the simplest member of a family Fm of interval maps with piecewise constant
integer slope ±m. More precisely, for fixed m ≥ 2, and for any sequence
ǫ1, . . . , ǫm ∈ {−1, 1}
m, we take fǫ1,...,ǫm to be the interval map with slope mǫj
on the interval ((j − 1)/m, j/m). Explicitly,
fǫ1,...,ǫm(x) =
{
mx− j + 1 if j − 1 ≤ mx < j with ǫj = 1;
j −mx if j − 1 ≤ mx < j with ǫj = −1.
We consider the family of 2m maps Fm = {fǫ1,...,ǫm : ǫj = ±1}. Taking
ǫj = 1 for all j gives the stretch-and-fold map fsf with piecewise constant
slope m. At the other extreme, taking ǫj = (−1)
j−1 gives a map with m− 1
changes of slope. We shall refer to this as the m-fold zigzag map, writing
fzz for f1,−1,1,.... (In the case m = 2, the zigzag map f1,−1 is just the familiar
“tent map” ftent.) We could equally well take the inverted zigzag map with
ǫj = (−1)
j , and we write fizz for f−1,+1,−1,....
Let PN be the partition of I into N ≥ m equal subintervals. We write SN
for the symmetric group, consisting of all N ! permutations σ of {1, 2, . . . , N}.
Abusing notation, we also write σ for the interval exchange map given by
the corresponding permutation of the subintervals of PN :
σ(x) = x+ (σ(j)− j)/N if (j − 1)/N ≤ x < j/N.
For each f ∈ Fm and each σ ∈ SN , the map g = σ ◦ f has piecewise
constant slope ±m. It follows that g has topological entropy logm, and that
the Lyapunov exponent of g is also logm; these quantities are therefore
unaffected by composition with σ and hence independent of N . The
purpose of this paper is to investigate how the mixing rate is affected by
the combinatorial operation of composition with σ. In particular, we shall
determine to what extent the mixing properties of f are neutralised by
composition with an appropriate choice of σ.
Before describing in detail the results of this paper, we explain the notion
of mixing rate we shall use. We quantify the speed of mixing in terms of the
decay of correlations for observables of bounded variation. The context is
briefly summarised below, and we refer the readers to [6] for more detailed
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information. Let g : I −→ R be a piecewise expanding map and suppose
for the moment that g is topologically mixing. Then g admits a unique
absolutely continuous invariant probability measure µ. Let BV denote the
Banach space of functions of bounded variation on I (modulo the Lebesgue
measure) under the bounded variation norm. For φ, ψ ∈ BV and for n ≥ 1,
we consider the correlation function
Cφ,ψ(n) :=
∫
I
φ(gn(x))ψ(x)dµ(x)−
∫
I
φ(x)dµ(x)
∫
I
ψ(x)dµ(x).
Definition 1.1 Let g be any piecewise expanding map on I. The mixing
rate τ(g) of g is given by
τ(g) := inf{τ ≥ 0 : Cφ,ψ(n) := O(τ
n) as n→∞ for all φ, ψ ∈ BV }.
If g is topologically mixing then τ(g) < 1 by [24, Corollary 3.10]. Conversely,
if g is not topologically mixing then τ(g) = 1, as can be seen be taking φ, ψ
to be the characteristic functions on suitable subsets of I.
We now restrict attention to maps of the form g = σ ◦ f with f ∈ Fm
and σ ∈ SN . In this situation, the absolutely continuous invariant probability
measure µ is always the Lebesuge measure. We will consider the worst mixing
rate attained by the maps σ ◦ f as σ varies.
Definition 1.2 Given f ∈ Fm and N ≥ m, we set
τ (N)(f) := max{τ(σ ◦ f) : σ ∈ SN}.
The main results of this paper will be expressed in terms of τ (N)(f). Our
first result characterizes those f such that σ ◦ f is topologically mixing for
all σ ∈ SN .
Theorem 1 Let f ∈ Fm. Then τ
(N)(f) = 1 if and only if either
(i) m | N , or
(ii) m | 2N and f = fzz or fizz.
In particular, if m ∤ 2N then σ ◦ f is topologically mixing for all f ∈ Fm and
all σ ∈ SN .
Although the family Fm contains 2
m maps, we will see in Lemma 2.8 below
that τ (N)(fǫ1,...,ǫm) is unchanged both by reversing the sequence ǫ1, . . . , ǫm and
by replacing ǫj by −ǫj for all j. In particular τ
(N)(fizz) = τ
(N)(fzz). Up to
4
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Figure 1: The family of maps F3 = {fsf , f1,1,−1, fzz}.
these symmetries, F2 contains just two maps (namely, the doubling map fsf
and the tent map fzz = ftent), F3 contains three maps as illustrated in Figure
1, F4 contains four maps, and F5 contains 10 maps.
The maps fsf and fzz are extremal elements of Fm in that they have
respectively the smallest and largest number of changes of slope. Our next
result shows that, in a certain sense, no f ∈ Fm can have worse asymptotic
mixing behavior than fzz.
Theorem 2 For each odd m ≥ 3 there is a constant c(m) > 0 such that the
following holds. For any sequence of integers Ni > m such that Ni → ∞ as
i→∞ and gcd(m,Ni) = 1 for each i, and for any f ∈ Fm, we have
lim inf
i→∞
1− τ (Ni)(f)
1− τ (Ni)(fzz)
≥ c(m). (1)
Explicitly, we may take c(m) = 12/(m4 −m2).
In the case m = 3, we have the more precise statement:
τ (N)(f) ≤ τ (N)(fzz) for all f ∈ F3 and for all N with gcd(3, N) = 1. (2)
Note that, by Theorem 1, the condition gcd(m,Ni) = 1, with m odd, ensures
τ (Ni)(f), τ (Ni)(fzz) < 1 for all i.
The proof of Theorem 2 has two main ingredients. One of these is a result
of Fiedler [11] which bounds the subleading eigenvalue of a doubly stochastic
matrix away from 1. It is well-known that there is a strong connection
between mixing and spectral gaps for the transfer operator, but we are not
aware of any previous work where a general bound on the eigenvalues of a
stochastic matrix has been used to obtain explicitly quantitative information
on the limiting behavior of mixing rates. The other ingredient is the following
exact result on the zigzag map.
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Theorem 3 Let N ≥ m ≥ 2, and let d = gcd(m, 2N). Then
τ (N)(fzz) =
d sin(mπ/2N)
m sin(dπ/2N)
. (3)
In particular, if gcd(m, 2N) = 1 then
τ (N)(fzz) =
sin(mπ/2N)
m sin(π/2N)
. (4)
The techniques used to prove Theorem 3 are extensions of those used
for the stretch-and-fold map in [7], and also allow us to give the following
improvement of [7, Theorem 2.2(ii)] (where m and N were assumed coprime).
Theorem 4 Let N ≥ m ≥ 2 and let d = gcd(m,N). Then
τ (N)(fsf) =
d sin(mπ/N)
m sin(dπ/N)
,
A case of particular interest is fzz for m = 2, which is the much-studied
tent map. As gcd(2, 2N) = 2, Theorem 3 merely tells us that τ (N)(ftent) = 1
for all N : there are some permutations σ ∈ SN such that σ ◦ f is not
topologically mixing. Note, however, that iterates of ftent do not share this
property; the second iterate f 2tent of ftent is just the zigzag map for m = 4,
for which Theorem 3 gives τ (N)(fzz) < 1 for all odd N ≥ 5.
In the cases where τ (N)(f) = 1, it is natural to exclude those permutations
σ where σ◦f is not topologically mixing. We therefore give a modified version
of Definition 1.2:
Definition 1.3
τ
(N)
mix (f) := max{τ(σ ◦ f) : σ ∈ SN with σ ◦ f topologically mixing }.
When σ ◦ f fails to be topologically mixing for some σ, we have τ
(N)
mix (f) <
τ (N)(f) = 1 and τ
(N)
mix (f) is obtained by maximising over a proper subset
of SN . Although we have no general method for approaching maximisation
problems of this type, we are able to give a partial result in the case of the
tent map ftent = fzz for m = 2. We give a lower bound for the worst mixing
rate τ
(N)
mix (ftent). As explained in §2, the mixing rate of g = σ ◦ f can be
obtained as the subleading eigenvalue of the transfer operator Lg of g. We
are able to obtain some geometric restrictions on the location in the complex
plane of the nonleading eigenvalues of Lg for g = σ ◦ ftent.
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Theorem 5 Let m = 2 and N > 2 be odd. Then τ
(N)
mix (ftent) ≥ cos(π/N).
Moreover, if g = σ ◦ ftent for some σ ∈ SN , and g is topologically mixing,
then any nonleading eigenvalue λ of Lg lies in the compact convex region of
C given by the two inequalities
− cos2
( π
2N
)
≤ Re(λ) ≤ cos
( π
N
)
, (5)
and
Re(λ) + |Im(λ)| tan
( π
N
)
≤ 1. (6)
Some examples of the regions given in Theorem 5 are illustrated by Figure
2.
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Figure 2: Location in the complex plane of the nonleading eigenvalues λ of
Lσ◦ftent for N = 5, 7, 9. Each such λ is located in the convex subset which
is bounded by the line segments AB, CD, DE, EF and the arcs BC
⌢
, FA
⌢
.
The line segments CD, DE, EF are tangent to the disc centred at the origin
with radius cos( π
N
).
Numerical calculations suggest that the lower bound on τ
(N)
mix (ftent) in
Theorem 5 is sharp, so that in fact τ
(N)
mix (ftent) = cos(π/N).
Outline of the paper:
In §2, we show how τ (N)(f) can be calculated in terms of Markov matrices
for f ∈ Fm. We then turn in §3 to the exact values of τ
(N)(f) for the
special cases f = fzz and fsf , giving the proofs of Theorems 3 and 4. We
also prove the characterization of those f with τ (N)(f) = 1 in Theorem 1.
Finally, Theorems 2 and 5 are proved in §4. We shall need a number of
auxiliary results which involve only linear algebra. To clarify the exposition,
we postpone their proofs to the Appendix §5.
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2 Mixing rates and Markov matrices
In this section, we explain how mixing rates are related to the transfer
operator and can be calculated from certain matrices. We restrict our
discussion to maps of the form g = σ ◦ f with f ∈ Fm, σ ∈ SN and N ≥ m,
since these are the only maps considered in this paper.
The transfer operator Lg : BV → BV for g is defined by
{Lgφ}(x) :=
∑
g(y)=x
φ(y)
|g′|(y)
, ∀φ ∈ BV. (7)
The essential spectral radius of Lg is
ress(g) := inf{r ≥ 0 : λ ∈ Spec(Lg), |λ| > r =⇒ λ is isolated},
where the spectrum is taken on the space BV . As g has piecewise constant
slope ±m, Keller’s formula [18, Theorem 1] gives ress(g) = 1/m. The isolated
eigenvalues λ with |λ| > ress(g) are of finite multiplicity and satisfy |λ| ≤ 1.
The eigenvalue 1 always occurs. Moreover, g is topologically mixing if and
only if the eigenspace for the eigenvalue 1 has dimension 1 and there are no
other eigenvalues λ with |λ| = 1. In this case, sup {|λ| : λ ∈ Spec(Lg)\{1}} =
τ(g) < 1, so the transfer operator has a spectral gap.
For k ≥ 1, let Pk denote the partition of the unit interval into the k
equal subintervals Ij = [(j − 1)/k, j/k] for 1 ≤ j ≤ k. Each of our maps
g = σ ◦ f is a Markov map with respect to PNm with constant slope ±m on
each subinterval. Let B(g,N) = (bij) be the usual {0, 1} Markov transition
matrix for g on PNm, so bij = 1 if and only if I
◦
j ⊂ g(Ii). We note that
bi (h−1)m+k = bi (j−1)m+1 for 1 ≤ i ≤ Nm, 1 ≤ j ≤ N, 1 ≤ k ≤ m, (8)
since each subinterval of the partition PNm is mapped by g onto m
consecutive subintervals. The doubly stochastic matrix m−1B(g,N) can
be interpreted as the probability transition matrix associated with g. This
matrix is the Fredholm matrix for g, as discussed in [7, §4.1], from where we
have the following result.
Lemma 2.1 (i) The dynamical system given by g is ergodic if and only if
B(g,N) is irreducible, and is topologically mixing if and only if B(g,N)
is primitive.
(ii) If λ ∈ C and |λ| > ress(g) then λ ∈ Spec(Lg) if and only if λ is an
eigenvalue of m−1B(g,N).
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We recall that a nonnegative matrix M is said to be irreducible
(respectively, primitive) if, for all i, j, there is some k ≥ 1 with m
(k)
ij > 0
(respectively, there is some k ≥ 1 with m
(k)
ij > 0 for all i, j), where
Mk = (m
(k)
ij ) for k ≥ 1.
Let M be any nonnegative matrix with constant row and column sums
c > 0. By the Frobenius-Perron theorem, every eigenvalue λ of M satisfies
|λ| ≤ c. The leading eigenvalue of M is the eigenvalue λ = c, corresponding
to the eigenvector (1, . . . , 1)T . Moreover, the (N − 1)-dimensional space
CN0 = {(x1, . . . , xN )
T ∈ CN :
∑
j xj = 0} is stable under M . We shall
refer to eigenvalues of M in CN0 as nonleading eigenvalues. Note that for a
nonleading eigenvalue λ we may have λ = c (if c is an eigenvalue of M of
algebraic multiplicity > 1), and we may have |λ| = c 6= λ. It is well-known
that every nonleading eigenvalue λ of a stochastic matrix M satisfies λ 6= 1
(respectively, |λ| < 1) if and only ifM is irreducible (respectively, primitive).
It will be convenient to define an analogue of the mixing rate τ(g) for
matrices.
Definition 2.2 Let M be a nonnegative N × N matrix with constant row
and column sums. If N ≥ 2, we define
τ(M) = max{|λ| : λ is a nonleading eigenvalue of M},
that is, τ(M) is the modulus of the subleading eigenvalue of M .
In the degenerate case N = 1, we define τ(M) = 0.
We now explain how τ(g) can be obtained from an N×N matrix in place
of the Nm × Nm matrix B(g,N). Note that f is, by definition, a Markov
map on the partition Pm, but not in general on the partition PN . Thus
f , and hence also g, may change slope (from m to −m or vice versa) on a
subinterval of PN .
Definition 2.3 The reduced Markov matrix A(g,N) is the N × N matrix
(aij) given by
aij =
m∑
h=1
b(i−1)m+h (j−1)m+1 ∈ {0, 1, 2}.
Lemma 2.4 Let g = σ ◦ f with f ∈ Fm and σ ∈ SN . Then
τ(B(g,N)) = τ(A(g,N)).
The proof of Lemma 2.4 is given in the Appendix.
Since τ(g) ≥ ress(g) = 1/m, the following result is then immediate from
Definition 1.1, Lemma 2.1 and Lemma 2.4:
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Corollary 2.5
τ(g) =
1
m
max {1, τ(A(g,N))} .
The mixing rates for the maps f ∈ Fm themselves (with no permutation)
are easily determined. In this case, f is a Markov map with respect
to the partition Pm since each subinterval of length 1/m is mapped
homeomorphically to the whole of [0, 1] (with either positive or negative
orientation). We may therefore apply Lemma 2.1 to the Fredholm matrix
F for this partition (effectively taking N = 1). But all the entries of this
m×m matrix are 1/m, so its only nonleading eigenvalue is 0, occurring with
multiplicity m− 1. Thus τ(F ) = 0, and we have
τ(f) = 1/m for each f ∈ Fm. (9)
We next make explicit the relationship between the matrices A(g,N) and
A(f,N) (respectively, B(g,N) and B(f,N)) where g = σ ◦ f with σ ∈ SN .
Let P (σ) = (pij) be the N ×N permutation matrix for σ:
pij =
{
1 if j = σ(i),
0 otherwise,
(10)
and let Q(σ) be the Nm × Nm permutation matrix obtained by replacing
each entry 1 (respectively, 0) in P (σ) by an m × m identity (respectively,
zero) matrix. Then
A(g,N) = A(f,N)P (σ), B(g,N) = B(f,N)Q(σ). (11)
It will be convenient to define an analogue for matrices of the quantity
τ (N)(f) in Definition 1.2.
Definition 2.6 Let M be a nonnegative N × N matrix with constant row
and column sums. Then
τperm(M) = max{τ(MP (σ)) : σ ∈ SN}.
For any σ ∈ SN , we have
τperm(MP (σ)) = τperm(M) = τperm(P (σ)M); (12)
the first inequality is immediate from the definition of τperm, and the second
holds since CN0 is stable under P (σ) and the conjugate matrices MP (σ) and
P (σ)M have the same eigenvalues.
It then follows from Definition 1.2, Corollary 2.5 and (11) that
τ (N)(f) =
1
m
max {1, τperm(A(f,N))} for all f ∈ Fm. (13)
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Lemma 2.7 Let A be a nonnegative matrix with constant row and column
sums. Then τ(AAT ) = τ(ATA) ≥ τperm(A)
2. If A is symmetric then
τperm(A) = τ(A).
The proof of Lemma 2.7 is given in the Appendix. The second assertion
is essentially [7, Lemma 4.3].
We end this section by justifying the claim made in §1 that τ (N)(f) is
unchanged by certain symmetries on Fm.
Lemma 2.8 Let (ǫ1, . . . , ǫm) ∈ {±1}
m, and let
f = fǫ1,...,ǫm, f1 = f−ǫ1,...,−ǫm, f2 = fǫm,...,ǫ1.
Then τ (N)(f1) = τ
(N)(f2) = τ
(N)(f).
Proof: The matrixA(f1, N) is obtained by reversing the order of the columns
of A(f,N), since each subinterval of length 1/N is traversed in the opposite
direction. Thus A(f1, N) = A(f1, N)P (τ), where τ ∈ SN is the permutation
given by τ(j) = N+1−j for 1 ≤ j ≤ N . Similarly, A(f2, N) = P (τ)A(f,N).
Hence by (12),
τperm(A(f1, N)) = τperm(A(f2, N)) = τperm(A(f,N)).
and the result follows from (13). 
3 Exact results
In this section, we prove Theorems 3, 4 and 1.
3.1 Preliminary results
3.1.1 Eigenvectors of block matrices
Let n ≥ 1 be a factor of N , say N = dn. We will relate n × n matrices to
certain N ×N matrices, partitioned into d× d blocks.
Definition 3.1 Let A = (aij) be an n × n matrix. Then A
↑ denotes the
dn× dn matrix obtained by replacing each entry aij of A by a d× d matrix,
each of whose entries is aij.
Lemma 3.2 Let A be a nonnegative d × d matrix with constant row and
column sums. Then τ(A↑) = dτ(A).
The proof of Lemma 3.2 is given in the Appendix.
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3.1.2 Matrices with a double symmetry property
Let J = JN denote the “backwards identity” matrix (δi,N+1−j)1≤i,j≤N , where
δij is the Kronecker delta. Then JM (respectively MJ) is the matrix
obtained from an N × N matrix M by reversing the order of its rows
(respectively, columns). We also write J˜ for the 2N × 2N matrix J2N of
the same form.
We will require the following result, whose (easy) proof we leave to the
reader.
Lemma 3.3 Let A˜ be a 2N × 2N matrix with constant column sums such
that J˜A˜ = A˜ = A˜J˜ . Then
A˜ =
(
A AJ
JA JAJ
)
(14)
for some N ×N matrix A with constant column sums. Moreover,
τ(A˜) = 2τ(A).
3.1.3 Circulant matrices
Let m, N be natural numbers such that 1 ≤ m ≤ N and gcd(m,N) = 1. We
define
δ =
{
(1−m)/2 if m is odd;
(1−m+N)/2 if m is even;
and set C = C(m,N) = (cij)1≤i,j≤N with
cij =
{
1 if j ≡ i+ δ + r mod N with 0 ≤ r < m;
0 otherwise.
Then C is a symmetric circulant matrix. By [7, (24) and Proposition 6], we
have
τ(C) =
sin(mπ/N)
sin(π/N)
. (15)
Proposition 3.4 Let D = C + CJN . Then
τ(D) =
2 sin(mπ/N)
sin(π/N)
.
The proof of Proposition 3.4 is given in the Appendix.
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3.2 Worst mixing rate for fsf and fzz
In this subsection, we prove Theorems 3 and 4, giving the worst mixing rate
in the special cases of the zigzag map fzz and the stretch-and-fold map fsf .
We begin with the easier case fsf .
Proof of Theorem 4: Let d = gcd(m,N), and write h = m/d and
n = N/d. Let A = A(fsf , N). Then A contains n distinct rows, each
occurring d times. Let C0 denote the symmetric circulant matrix C(h, n)
as in §3.1.3, which is defined since gcd(h, n) = 1, and let C = C↑0 be the
corresponding N × N block matrix as given by Definition 3.1. Then A and
C have the same rows, so C = P (σ)A for some permutation σ ∈ SN . Hence
τperm(A) = τperm(C). Since C is symmetric, τperm(C) = τ(C) by Lemma 2.7.
But by Lemma 3.2 and (15), we have
τ(C) = dτ(C0) =
d sin(hπ/n)
sin(π/n)
=
d sin(mπ/N)
sin(dπ/N)
.
Then (13) gives
τ (N)(fsf) =
1
m
τperm(A) =
d sin(mπ/N)
m sin(dπ/N)
.

We now turn to the m-fold zigzag map fzz.
Proof of Theorem 3: We will relate the matrices A = A(fzz, N) and
A˜ = A(fsf , 2N). Explicitly, we have A˜ = (a˜ij)1≤i,j≤2N , where
a˜ij =
{
1 if j ≡ mi− r mod 2N with 0 ≤ r < m;
0 otherwise.
Let J = JN and J˜ = J2N as before. It is routine to verify that A˜ commutes
with J˜ . Write E = A˜ + A˜J˜ . We have J˜E = E = EJ˜ . The upper left-
hand quarter of the 2N × 2N matrix E is precisely the N × N matrix
A(fzz, N). (This reflects the fact that we may regard f as giving either a
dynamical system with states 1, . . . , N corresponding the subintervals of the
partition PN , or a system with states 1
+, . . . N+, N−, . . . , 1−; the states j+,
j− correspond to the subinterval Ij with an orientation depending on the
slope of f . The construction of E recombines states j+, j− into the single
state j.) By Lemma 3.3, we then have
E =
(
A AJ
JA JAJ
)
. (16)
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Now consider the effect of replacing fzz by g = σ ◦ fzz for some
σ ∈ SN . This replaces A by AP (σ), where P (σ) is the permutation matrix
corresponding to σ, and so replaces A˜ by A˜P˜ (σ), where P˜ (σ) is the 2N×2N
permutation matrix
P˜ (σ) =
(
P (σ) 0
0 JP (σ)J
)
. (17)
Thus E is replaced by the matrix(
AP (σ) AP (σ)J
JAP (σ) JAP (σ)J
)
= EP˜ (σ).
Using Lemma 3.3 again, we have
2τ(AP (σ)) = τ(EP˜ (σ)).
Next, let d = gcd(m, 2N), and write h = m/d and n = 2N/d. Let
C0 = C(h, n), and let C = C
↑
0 . Then C = P̂ (π)A(fsf , 2N) where P̂ (π) is the
2N ×2N permutation matrix for some π ∈ S2N , as in (10). Set D = C+CJ˜
and D0 = C0 + C0Jn, so that D = D
↑
0, and let P˜ (φ) be defined as in (17)
with φ ∈ SN given by
φ(i) =
{
π(i) if π(i) ≤ N ;
2N + 1− π(i) if π(i) > N,
Then we have
P̂ (π) + P̂ (π)J˜ = P˜ (φ) + P˜ (φ)J˜ .
Since A˜ commutes with J˜ , it follows that D = P˜ (φ)E. For each σ ∈ SN , we
therefore have
2τ(AP (σ)) = τ(P˜ (φ)−1DP˜ (σ)) = τ(DP˜ (σφ)).
Each matrix P˜ (σφ) is a permutation matrix P̂ (π) for some π ∈ S2N , but not
every π ∈ S2N can occur. Taking the maximum over σ ∈ SN , we have
2τperm(A) = max
σ∈SN
τ(DP˜ (σφ)) ≤ max
π∈S2N
τ(DP̂ (π)) = τperm(D).
On the other hand, taking σ = φ−1, we have
2τperm(A) ≥ τ(D).
But D is a real symmetric matrix, so τperm(D) = τ(D) by Lemma 2.7. Hence
we have 2τperm(A) = τ(D).
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We now calculate τ(D). Since D = D↑0, we have τ(D) = dτ(D0) by
Lemma 3.2. Since D0 = C(h, n) + C(h, n)Jn, Proposition 3.4 tells us that
τ(D0) =
2 sin(hπ/n)
sin(π/n)
=
2 sin(mπ/2N)
sin(dπ/2N)
,
so that
τ(D) =
2d sin(mπ/2N)
sin(dπ/2N)
.
Finally, from (13), we have
τ (N)(fzz) =
1
m
τperm(A) =
1
2m
τ(D) =
d sin(mπ/2N)
m sin(dπ/2N)
.
This completes the proof of Theorem 3. 
3.3 When the mixing rate is 1
In this subsection, we prove Theorem 1. To do so, we will use the facts that
τ (N)(fsf) = 1 if m | N and that τ
(N)(fzz) = 1 if m | 2N . These follow from
Theorem 4 (or [7, Theorem 2.1(ii)]) and from Theorem 3 respectively, but
could easily be verified directly.
Let A = (aij) be any nonnegative matrix with constant row and column
sums m > 0. We introduce a corresponding “row relation” R on the indexing
set I = {1, . . . , N} by writing i R j if and only if there is some h ∈ I with
ahiahj 6= 0. Thus i R j if and only if there is some state h from which both i
and j can be reached in one step. The relation R is reflexive and symmetric,
but not necessarily transitive. We write ≈ for the transitive closure of R.
Then ≈ is an equivalence relation on I. Since both the row and column sums
of A are constant, it follows that if ahi 6= 0, then there is a path from i back
to h. Thus if i R j then i and j are in the same irreducible component of
I for A. (The converse need not to be true; for example, when m = 2 the
matrix A(fzz, 3) has 2 equivalence classes under ≈ but only one irreducible
component.)
We now apply this to our reduced Markov matrices A(f,N).
Lemma 3.5 Let f ∈ Fm and N ≥ m, and suppose that neither of the
conditions
(i) m | N , or
(ii) m | 2N and f = fzz or fizz.
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from Theorem 1 hold. Then A(f,N) is irreducible, and A(f,N)TA(f,N) is
primitive.
Proof: Let f = fǫ1,...,ǫm with ǫ1, . . . , ǫm = ±1, let A = (aij) be the matrix
A(f,N), and let ≈ be the equivalence relation corresponding to A as above.
To show that A is irreducible, we will verify that I consists of a single
equivalence class under ≈.
We suppose that ǫ1 = +1, the case ǫ1 = −1 being similar.
As (i) does not hold, we may write N = qm+ r with 0 < r < m. Now f
has slope +m on (0, 1/m), so we have ai,im−m+1 = ai,im−m+2 = · · · = ai,im = 1
for 1 ≤ i ≤ q, and aq+1,qm+1, . . . , aq+1,N > 0. Thus the first q rows of A yield
im−m+ 1 ≈ im−m+ 2 ≈ · · · ≈ im for 1 ≤ i ≤ q, (18)
and the next row yields
qm+ 1 ≈ qm+ 2 ≈ . . . ≈ N. (19)
This shows that there are at most q + 1 equivalence classes under ≈.
Now since neither (i) nor (ii) holds, some row of A starts with a block
of 0’s of length < m. Thus, for some j, we have ajmaj m+1 6= 0. Then, for
2 ≤ i ≤ m, we have ak imak−1 im+1 > 0 with k = j + i− 1 or j − i+1. Hence
im ≈ im + 1 for 1 ≤ i ≤ m. Together with (18) and (19), this shows that
there is a single equivalence class under ≈. Hence A is irreducible.
We now consider the matrix B = ATA, which has constant row and
column sums m2. Let us write RA, RB for the row relations R corresponding
to A, B respectively, and similarly for ≈A, ≈B. If i RA j then there is some
h with ahi, ahj > 0. As the column sums of A
T are m > 0, there is some
g ∈ I such that aTgh > 0. We then have bgi, bgj > 0, so i ≈B j. As there is
a single equivalence class under ≈A, the same must be true for ≈B. Thus B
is irreducible. This means that every nonleading eigenvalue λ of B satisfies
λ 6= m2. But B is positive semidefinite symmetric matrix, so its eigenvalues
are real and nonnegative. Hence |λ| 6= m2, showing that B is primitive. 
Proof of Theorem 1: If τ (N)(f) = 1 then by (13) there is some
σ ∈ SN such that the matrix A(σ ◦ f,N) = A(f,N)P (σ) is not irreducible.
Then A(σ ◦ f,N) has subleading eigenvalue λ with |λ| = m, so that
A(σ ◦ f,N)TA(σ ◦ f,N) = P (σ)−1A(f,N)TA(f,N)P (σ) has subleading
eigenvalue m2, and hence so does its conjugate A(f,N)TA(f,N). Thus
A(f,N)TA(f,N) is not primitive, and by Lemma 3.5, either (i) or (ii) must
hold. This proves the “only if” direction of Theorem 1.
We now prove the converse. First, suppose that (i) holds, say N = qm.
Then τ (N)(fsf) = 1 by Theorem 4. Now for any f ∈ Fm, the the first q rows
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of A(f,N) are the same as the corresponding rows in A(fsf , N) (possibly in
reverse order), and each subsequent block of q rows simply repeats the first
block (possibly in reverse order). Thus A(f,N) is obtained from A(fsf , N) by
some permutation of the rows, so that τ (N)(f) = τ (N)(fsf). Hence τ
(N)(f) = 1
for all f ∈ Fm. Finally, suppose that (ii) holds. Then τ
(N)(fzz) = 1 by
Theorem 3, and τ (N)(fizz) = τ
(N)(fzz) by Lemma 2.8. 
4 Asymptotic results
In this section we prove Theorems 2 and 5.
4.1 Eigenvalues of stochastic matrices
There is a considerable literature on the eigenvalues of stochastic matrices,
see for instance [11, 12, 13, 16, 19, 20]. We review those results on this topic
which we will use.
We begin with Fiedler’s bound [11]. LetM = (mij) be a doubly stochastic
N ×N matrix. Fiedler defined the index of irreducibility of M to be
µ(M) = min
S
{ ∑
i∈S,j 6∈S
mij
}
,
where the minimum is over sets ∅ ( S ( {1, . . . , N}. Note that 0 ≤ µ(M) ≤
1, with µ(M) = 0 if and only if M is reducible.
Lemma 4.1 [11, Theorem 3.4] Let λ be any nonleading eigenvalue of the
doubly stochastic N ×N matrix M . Then |1− λ| ≥ 2
(
1− cos(π/N)
)
µ(M).
A related result of Fiedler and Ptak bounds the eigenvalues away from
−1 in the case that N is odd:
Lemma 4.2 [13, Theorem 3.4] Let M be a doubly stochastic N ×N matrix
with N odd. Then any eigenvalue λ of M satisfies |1 + λ| ≥
(
1 −
cos(π/N)
)
µ(M).
We next mention a result of Kellogg and Stephens which bounds the
eigenvalues of a nonnegative matrix in terms of the associated directed
graph. More precisely, given a nonnegative matrix G = (gij) of order N ,
the directed graph G of G has vertices {1, · · ·N} and a directed edge (i, j)
if gij > 0. A sequence i1, i2, · · · , ik of distinct vertices is a closed circuit of
G if G contains the edges (i1, i2), (i2, i3), . . . , (ik, i1). Therefore, the distinct
vertices i1, i2, . . . , ik form a circuit if and only if the product gi1i2 · · · gik,i1 6= 0.
The length of this circuit is k.
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Lemma 4.3 [19, Theorem 1] Let G be a nonnegative matrix with directed
graph G and spectral radius ρ. Let κ be the length of the longest circuit of G.
If κ = 2, all the eigenvalues of G are real. If κ > 2, each eigenvalue λ of G
satisfies
Re(λ) + |Im(λ)| tan
(π
κ
)
≤ ρ.
We will also need the following standard result.
Lemma 4.4 (Weyl’s inequalities) [5, Theorem III.2.1] Let A, B be two
real symmetric N × N matrices with eigenvalues α1 ≥ . . . ≥ αN and
β1 ≥ . . . ≥ βN . Let γ1 ≥ . . . ≥ γN be the eigenvectors of A+B. Then
γj ≤ αi + βj−i+1 for i ≤ j, γj ≥ αi + βj−i+N for i ≥ j.
4.2 The extremal property of fzz
In this subsection, we prove Theorem 2, using Theorem 3 and Fiedler’s
bound, Lemma 4.1. We first prove (1).
Fix i and let A = A(f,Ni). We consider the doubly stochastic matrix
m−2ATA. As gcd(m,Ni) = 1 and m is odd, it follows from Lemma 3.5 that
this matrix is primitive, and hence irreducible. As its entries lie in m−2Z, we
have µ(m−2ATA) ≥ m−2. Moreover, m−2ATA is symmetric and positive
semidefinite, so its eigenvalues are real and nonnegative. Thus, writing
θi = π/2Ni, Lemma 4.1 gives
1− τ(m−2ATA) ≥ 2m−2
(
1− cos(2θi)
)
= 4m−2 sin2 θi.
But τ(m−2ATA) ≥ m−2τperm(A)
2 by Lemma 2.7. Hence
1−m−1τperm(A) =
1−m−2τperm(A)
2
1 +m−1τperm(A)
≥
1
2
(
1− τ(m−2ATA)
)
≥ 2m−2 sin2 θi.
From (13), we have either τ (Ni)(f) = m−1τperm(A) or τ
(Ni)(f) = m−1. If
τ (Ni)(f) = m−1τperm(A), we therefore have
1− τ (Ni)(f) ≥ 2m−2 sin2 θi.
As m ≥ 3, this also holds if τ (Ni)(f) = m−1.
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On the other hand, from Theorem 3 we have
1− τ (Ni)(fzz) =
m sin θi − sin(mθi)
m sin θi
.
Thus
lim inf
i→∞
1− τ (Ni)(f)
1− τ (Ni)(fzz)
≥ lim
θ→0
2m−1 sin3 θ
m sin θ − sin(mθ)
=
12
m4 −m2
.
This completes the proof of inequality (1).
We now turn to the proof of (2). Thus we take m = 3 and suppose
that gcd(3, N) = 1. By Lemma 2.8, there are only three maps f ∈ F3
to consider, namely fsf , fzz and f1,1,−1. By Theorems 3 and 4, we have
τ (N)(fsf) < τ
(N)(fzz), and it remains to show that τ
(N)(f) ≤ τ (N)(fzz) for
f = f1,1,−1.
The N × N matrix A(f,N) has constant row and column sums 3, its
entries being 0 or 1 apart from one occurrence of 2 in the final column.
We define two related symmetric {0, 1} matrices G = (gij)1≤i,j≤N and
P = (pij)1≤i,j≤N as follows:
gij =

1 if i+ j = N − 1 or N ;
1 if (i, j) = (N − 1, N) or (N,N − 1) or (N,N);
0 otherwise;
and, writing N = 3k + r with r ∈ {1, 2},
pij =

1 if ⌈i/3⌉+ ⌈j/3⌉ = k + 1 and i+ j ≡ r + 1 mod 3,
1 if i = j > 3k;
0 otherwise.
Then the matrix T = G+P is the unique symmetric matrix T which can be
obtained by permuting the rows of A(f,N). To estimate τ (N)(f), however,
it is not sufficient to bound the eigenvalues of T away from 1 using Lemma
4.1, since T is not in general positive semidefinite. Instead, we use Weyl’s
inequalities (Lemma 4.4).
Let α1 ≥ . . . ≥ αN and β1 ≥ . . . ≥ βN be the eigenvalues of the
nonnegative real symmetric matrices G, P respectively. The rows of the
anticirculant matrix G can be permuted to give a symmetric circulant matrix
C, in which each row has two consecutive entries 1 and all other entries 0.
We have τ(C) = 2 cos(π/N). (This follows from (15) when N is odd, but
is easily verified for all N .) Thus, by Lemma 2.7, τperm(G) ≤ 2 cos(π/N).
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Hence α1 = 2 and −2 cos(π/N) ≤ αN ≤ α2 ≤ 2 cos(π/N). On the other
hand, −1 ≤ βN ≤ . . . ≤ β1 ≤ 1 since the only eigenvalues of the symmetric
permutation matrix P are ±1. Now let λ1 = 3 ≥ λ2 ≥ . . . ≥ λN be the
eigenvalues of T . For j ≥ 2, Lemma 4.4 gives
λj ≤ α2 + βj−1 ≤ 2 cos(π/N) + 1 and λj ≥ αN + βj ≥ −2 cos(π/N)− 1.
Hence
τperm(T ) ≤ 1 + 2 cos(π/N) = 3− 4 sin
2(π/2N)
so that
τ (N)(f) ≤
1
3
(
3− 4 sin2(π/2N)
)
.
On the other hand, by Theorem 3,
τ (N)(fzz) =
sin(3π/2N)
3 sin(π/2N)
=
1
3
(
3− 4 sin2(π/2N)
)
.
So we have τ (N)(f) ≤ τ (N)(fzz), as required.
4.3 The tent map
In this subsection, we prove our final theorem, which concerns the tent map
ftent for odd N .
Proof of Theorem 5: Let m = 2 and let N = 2s + 1. We first show
that τ
(N)
mix (ftent) ≥ τ
(N)(fsf). From Theorem 4, we have
τ (N)(fsf) =
sin(2π/N)
2 sin(π/N)
= cos(π/N).
Let A = A(ftent, N) = (aij); explicitly
aij =

1 if i = h or N + 1− h and j = 2h− 1 or 2h for 1 ≤ h ≤ s;
2 if i = s+ 1, j = N ;
0 otherwise.
We can permute the rows of A to get the matrix D = (dij) such that
dij =

1 if i = 1 or 3 and j = 1 or 2;
1 if i = 2h− 2 or 2h+ 1 and j = 2h− 1 or 2h for 2 ≤ h ≤ s;
2 if i = N − 1, j = N ;
0 otherwise.
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Then D is irreducible since the associated directed graph contains a circuit
of length N given by the sequence of edges
(1, 2), (2, 4), (4, 6), · · · , (N−3, N−1), (N−1, N), (N,N−2), · · · , (5, 3), (3, 1).
Thus τ
(N)
mix (ftent) ≥
1
2
τ(D).
The matrix D has eigenvalue 0 with multiplicity s and (leading)
eigenvalue 2 with multiplicity 1. We claim that the remaining s nonleading
eigenvalues are λr = 2 cos(2πr/N) for 1 ≤ r ≤ s. We will then have
τ
(N)
mix (ftent) ≥
1
m
τ(D) = 1
2
maxr |λr| = cos(π/N), as required.
To prove the claim, we observe that a row vector of the form
(αs, αs, αs−1, αs−1, . . . , α1, α1, α0)
is an eigenvector of D with eigenvalue λ if and only if
αs + αs−1 = λαs, αh+1 + αh−1 = λαh for 1 ≤ h ≤ s− 1, 2α1 = λ0.
Fix r with 1 ≤ r ≤ s, let ζ = e2πir/N , and set αj = ζ
j + ζ−j. Then the
above equations hold with λ = λr; this follows easily on noting that α0 = 2,
αh+1 + αh−1 = α1αh and αs = αs+1. Thus λr is indeed an eigenvalue of D,
as claimed.
Next we prove (5) and (6). Let σ ∈ SN be a permutation such that
σ ◦ ftent is topologically mixing, and let Uσ = (uij) =
1
2
A(σ ◦ ftent, N) be the
corresponding N ×N primitive, doubly stochastic matrix. Then µ(Uσ) ≥
1
2
.
Moreover, for each ∅ ( S ( {1, · · · , N}, we have
0 <
∑
i∈S, j /∈S
uij =
∑
i/∈S, j∈S
uij = ♯S −
∑
i∈S, j∈S
uij. (20)
Now let Vσ =
1
2
(Uσ +U
T
σ ). Then Vσ is symmetric and doubly stochastic, and
it follows from (20) that µ(Vσ) = µ(Uσ). In particular, Vσ is irreducible.
Let the eigenvalues of the real symmetric stochastic matrix Vσ be 1 =
η1 > η2 ≥ η3 ≥ · · · ≥ ηN > −1. Let y be a unit eigenvector for a nonleading
eigenvalue λ of Uσ. Then, writing (·, ·) for the usual complex inner product
on CN , we have (Uσy,y) = λ(y,y) and (U
T
σ y,y) = (y, Uσy) = λ¯(y,y).
Hence,
Re(λ) = (Vσy,y) ≥ ηN .
Furthermore, since N is odd, it follows from Lemma 4.2 that
Re(λ) ≥ −1 + µ(Vσ)
(
1− cos
( π
N
))
≥ − cos
( π
2N
)2
,
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giving the first inequality of (5).
On the other hand, if λ is a nonleading eigenvalue of Uσ corresponding
to the unit eigenvector y, then
η2 = max
||x||=1,x∈CN
0
(Vσx,x) ≥ (Vσy,y) = Re(λ).
Applying Fiedler’s bound Lemma 4.1, we have
1− η2 ≥ 2
(
1− cos
( π
N
))
µ(Vσ) ≥ 1− cos
( π
N
)
,
that is,
Re(λ) ≤ η2 ≤ cos
( π
N
)
.
This completes the proof of (5).
Finally, we prove the inequality (6). Let κ be the length of the longest
circuit in the graph associated to Uσ. As Uσ is irreducible, we have κ > 1.
Thus 2 ≤ κ ≤ N , and, as Uσ has spectral radius ρ = 1, the Kellogg-Stephens
bound Lemma 4.3 gives
Re(λ) + |Im(λ)| tan
( π
N
)
≤ Re(λ) + |Im(λ)| tan
(π
κ
)
≤ 1
as required.
The bound κ = N in the last part of the preceding proof is attained by
the matrix D in the first part of the proof, since, as noted above, this matrix
contains a circuit of length N . 
5 Appendix: Proofs of linear algebra results
We conclude by proving a few lemmas about linear algebra, which are used
in §2 and §3.
5.1 Proof of Lemma 2.7
Let A be a real N ×N matrix with eigenvalues λ1, . . . , λN , numbered so that
|λ1| ≥ |λ2| ≥ . . . ≥ |λN |. The singular values of A are the real numbers
s1 ≥ s2 ≥ . . . ≥ sN ≥ 0 such that s
2
1, . . . , s
2
N are the eigenvalues of each of
the symmetric, positive semidefinite matrices AAT and ATA [5, §I.2]. For
1 ≤ k ≤ N , followed by [5, (II.24)], we have
k∏
i=1
|λi| ≤
k∏
i=1
si; (21)
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Now let A also be nonnegative and have constant row and column sums
m. We may assume m 6= 0. Then λ1 = s1 = m, |λ2| = τ(A) and
s22 = τ(AA
T ) = τ(ATA). By (21) with k = 2, we have mτ(A) ≤ m
√
τ(ATA),
so that τ(A)2 ≤ τ(AAT ). Replacing A by AP (σ) for σ ∈ SN , we have
τ(AP (σ))2 ≤ τ(AP (σ)P (σ)TAT ) = τ(AAT ). As this holds for all σ, it
follows that τperm(A)
2 ≤ τ(AAT ), giving the first assertion of Lemma 2.7.
Suppose further that A is symmetric. Then the eigenvalues λj are real
and the corresponding eigenvalues ej can be chosen to form an orthogonal
basis of CN with respect to the usual complex inner product (·, ·). Then
(ATAei, ej) = (Aei, Aej) = (λiei, λjej) = λiλj(ei, ej) = λ
2
i δij .
Thus the eigenvalues of ATA are the λ2j , so that τ(A
TA) = λ22 = τ(A)
2. As
τperm(A) ≥ τ(A) ≥ 0 by definition, and we have shown τ(A)
2 = τ(ATA) ≥
τperm(A)
2, it follows that τperm(A) = τ(A).
5.2 Collapsing block matrices
In this subsection, we prove Lemmas 2.4 and 3.2. To do so, we need to
“collapse” certain N ×N matrices (viewed as n×n matrices of d× d blocks,
where N = nd), to obtain n × n matrices. For 1 ≤ p ≤ N , we write
p = (i − 1)d + r with 1 ≤ i ≤ n and 1 ≤ r ≤ d. Thus a subscript p relates
to the rth position in the ith block. To emphasize this indexing by pairs
(i, r), we will write the entries bpq of an N ×N matrix B as b
(rs)
ij in place of
b(i−1)d+r (j−1)d+s.
We will say that B has the column block property for d if the d columns
in each block are identical:
b
(rs)
ij = b
(r1)
ij for 1 ≤ i, j ≤ n and 1 ≤ r, s ≤ d.
We then define B↓ = (b↓ij) to be the n×n matrix obtained by replacing each
block in B by the sum of any of its columns:
b↓ij =
d∑
r=1
b
(rs)
ij .
(This sum is independent of s because of the column block property).
The next result is a slightly modified version of [7, Lemma 4.2].
Lemma 5.1 Let B be an N×N matrix with constant row and column sums,
and with the column block property for d. Then
τ(B↓) = τ(B).
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Proof: For 1 ≤ j ≤ n and 1 ≤ s ≤ d, let v
(s)
j ∈ C
N be the vector whose
component in position (i− 1)d+ r is as follows: if s = 1 then
v
(sr)
ji =
{
1 if r = 1, i = j,
0 otherwise,
and if s 6= 1 then
v
(sr)
ji =

−1 if r = 1, i = j,
1 if r = s, i = j,
0 otherwise.
As B has the column block property, we have Bv
(s)
j = 0 if s 6= 1. Thus the
linear endomorphism θ of CN given by B vanishes on the n(d−1)-dimensional
subspace W spanned by the v
(s)
j with s 6= 1. It follows that θ induces an
endomorphism θ of the quotient space CN/W . The n cosets v
(1)
j +W form
a basis for this quotient space, and the matrix for θ with respect to this
basis is given by replacing each d × d block in B by the sum of one of its
(identical) columns. This matrix is precisely B↓. The eigenvalues of θ are
those of θ, with the same multiplicities, together with the eigenvalue 0 with
a (further) multiplicity n(d − 1). Thus, if n ≥ 2, we have τ(B↓) = τ(B).
In the degenerate case n = 1, we have τ(B) = 0 since the only nonleading
eigenvalue of B is 0 (with multiplicity d − 1), and by definition τ(B↓) = 0.

Proof Lemma 2.4: Let g = σ ◦ f with σ ∈ SN . Then the Nm × Nm
matrix B(f,N) has the column block property with d = m by (8), and hence
so does B(g,N) since this property is preserved under multiplying on the
right by the block permutation matrix Q(σ). Indeed, if we partition B(g,N)
into m × m blocks, and collapse each block to the sum of any one of its
columns, the resulting N × N matrix B(g,N)↓ is precisely A(g,N), since
each block of m consecutive rows corresponds to a single interval of length
1/N . Thus τ(A(g,N)) = τ(B(g,N)) by Lemma 5.1. 
Proof of Lemma 3.2: Let A be a nonnegative d×dmatrix with constant
row and columns sums, and let B = A↑ be the corresponding N ×N matrix
as in Definition 3.1. Then B has the column block property, and B↓ = dA.
Thus, using Lemma 5.1, τ(A↑) = τ(B) = τ(B↓) = dτ(A). 
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5.3 Proof of Proposition 3.4
Let C = C(m,N) with gcd(m,N) = 1 be the symmetric circulant matrix
defined in §3.1.3. Let η = eπi/N , let ωj = η
2j for all j ∈ Z, and set
vj = (1, ωj, ω
2
j , . . . , ω
N−1
j )
T ∈ CN .
A routine calculation (cf. [7, p. 3394]) then shows that Cvj = λjvj where
λj =
m if N | j,(−1)(m−1)j sin(mjπ/N)
sin(jπ/N)
otherwise.
Now set wj = η
jvj . Then Jwj = w−j = w2N−j = −wN−j . For 1 ≤ j < N/2,
define
fj = wj +w−j = wj −wN−j and gj = wj −w−j = wj +wN−j.
These vectors, together with w0 and (in the case that N is even) wN/2
clearly form a basis of CN . We will show that they are all eigenvectors
for D = D(m,N). Certainly Dw0 = 2mw0, giving the leading eigenvalue
2m. Now we calculate
Dfj = (Cwj + CJwj − Cwn−j − CJwn−j)
= (Cwj − Cwn−j − Cwn−j + Cwj)
= 2 (λjwj − λn−jwn−j)
= 2λjfj .
Thus fj is an eigenvector of D with eigenvalue 2λj. Similar calculations show
that Dgj = 0 and (if n is even) Dwn/2 = 0. Hence the nonzero nonleading
eigenvalues of D are 2λj for 1 ≤ j < n/2. The result now follows from (15).
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