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In this paper, we study the commutativity of Toeplitz operators with continuous symbols
on the Dirichlet space. First, under a mild condition concerning absolute continuity we
characterize (semi-)commuting Toeplitz operators. This is a generalization of the case
of harmonic symbols. Also, if one of the symbol is radial or analytic, we get another
characterization, which is different from the case on the Bergman space.
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1. Introduction
Let D be the open unit disk in the complex plane C and dA be the normalized area measure on D. Let L2,1 denote the
space of functions u :D → C, whose norm is deﬁned by
‖u‖ 1
2
=
(∣∣∣∣∫
D
u dA
∣∣∣∣2 + ∫
D
(∣∣∣∣∂u∂z
∣∣∣∣2 + ∣∣∣∣∂u∂ z¯
∣∣∣∣2)dA)
1
2
< ∞.
Then L2,1 is a Hilbert space with the inner product
〈u, v〉 1
2
=
∫
D
u dA
∫
D
v¯ dA +
〈
∂u
∂z
,
∂v
∂z
〉
+
〈
∂u
∂ z¯
,
∂v
∂ z¯
〉
,
where the symbol 〈·,·〉 denotes the inner product in the Hilbert space L2(D,dA). The Dirichlet space D is the closed
subspace of all holomorphic functions f ∈ L2,1 with f (0) = 0. Let P be the orthogonal projection from L2,1 onto D. To be
precisely, P is an integral operator represented by
P (u)(w) = 〈u, Kw〉 1
2
=
∫
D
∂u
∂z
∂Kw(z)
∂z
dA(z), u ∈ L2,1,
where Kw(z) = − log(1− zw¯) =∑∞k=1 zk w¯kk . Given a function ϕ in L2,1, the Toeplitz operator Tϕ with symbol ϕ is densely
deﬁned on D by
Tϕ f = P (ϕ f ).
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L∞,1 =
{
ϕ ∈ L2,1: ϕ, ∂ϕ
∂z
,
∂ϕ
∂ z¯
∈ L∞(D)
}
.
It is well known that if ϕ ∈ L∞,1, then the Toeplitz operator Tϕ is bounded on D (see [4]).
In the last few decades, many mathematicians have paid much attention to Toeplitz operators on the classical Hardy
space and Bergman space. Toeplitz operators on the Dirichlet space have also been studied a lot (see [4,5,8,9,12,13]). G.F. Cao
studied the Fredholm properties of Toeplitz operators with C1(D) symbols in [4] and the compactness of Toeplitz operators
with L∞,1 symbols in [5]. Y.J. Lee in [8,9] studied the commutativity of two Toeplitz operators with bounded harmonic sym-
bols in L∞,1. However, for general symbols, many problems are still open. In this paper, we investigate the commutativity
of two Toeplitz operators on the Dirichlet space with continuous symbols f ∈ L∞,1 and f (reiθ ) is absolutely continuous
on θ ∈ [0,2π ] for almost every r ∈ [0,1).
First we need some notations. A function f is called quasihomogeneous of degree k if f (reiθ ) = eikθϕ(r), where ϕ is a
radial function, i.e. ϕ(z) = ϕ(|z|), z ∈ D [10]. Every function f in L2(D,dA) has the following polar decomposition [6]
f
(
reiθ
)=∑
k∈Z
eikθ fk(r)
for almost every r ∈ [0,1), where fk(r) = 12π
∫ 2π
0 f (re
iθ )e−ikθ dθ . Then
‖ f ‖2 = 2
∑
k∈Z
1∫
0
∣∣ fk(r)∣∣2r dr < ∞,
where ‖·‖ is the L2(D,dA)-norm. In Section 2 we will show that if f is a continuous function in L∞,1, then ∑|k|N eikθ fk(r)
converges to f in L2,1 as N tends to inﬁnity if and only if f (reiθ ) is absolutely continuous on θ ∈ [0,2π ] for almost every
r ∈ [0,1).
Throughout this paper (except for the lemmas in Section 2)we only consider Toeplitz operators T f whose symbols f are continuous
on D and for which the function f (reiθ ) is absolutely continuous on θ ∈ [0,2π ] for almost every r ∈ [0,1).
Set
Ω = { f ∈ L∞,1: fk is absolutely continuous on [0,1), k ∈ Z},
Ω+ =
{
f ∈ Ω: fk(1) = 0, k ∈ Z−
}
, Ω− =
{
f ∈ Ω: fk(1) = 0, k ∈ Z+
}
.
It is easy to see that C1(D)∩ L∞,1 ⊂ Ω . In Section 2 we will show that f ∈ Ω if and only if f (reiθ ) is absolutely continuous
on r ∈ [0,1) for almost every θ ∈ [0,2π ].
It was shown in [3] that two Toeplitz operators with bounded symbols on the Hardy space commute if and only if either
both symbols are holomorphic, or both symbols are antiholomorphic, or a nontrivial linear combination of their symbols
is constant. On the Bergman space [1] and the Dirichlet space [9], it is the same for commuting Toeplitz operators with
bounded harmonic symbols. In general, we have the following:
Theorem 1.1. Let f , g ∈ Ω . Then
(1) T f T g = T g T f onD if and only if one of the following conditions holds:
(i) f , g ∈ Ω+;
(ii) f , g ∈ Ω−;
(iii) A nontrivial linear combination of f , g is in Ω+ ∩ Ω− .
(2) T f T g = T f g onD if and only if f ∈ Ω− or g ∈ Ω+ .
It is well known that if two Toeplitz operators on the Bergman space commute and the symbol of one of them is radial
and nonconstant, then the other one is also radial [6,10], and if two Toeplitz operators on the Bergman space commute and
the symbol of one of them is analytic and nonconstant, then the other one is also analytic [2]. However, the situation is
quite different for the Dirichlet space.
Theorem 1.2. Let f ∈ L∞,1 and ϕ,ϕ′ be bounded radial functions.
(1) If ϕ is not absolutely continuous, then T f Tϕ = TϕT f if and only if f = g + h, where g ∈ Ω+ ∩ Ω− and h is a radial function;
(2) If ϕ is absolutely continuous and ϕ(1) = 0, p ∈ Z+ , then T f Teipθ ϕ = Teipθ ϕT f if and only if f ∈ Ω+ .
Note that Theorem 1.2(2) shows that for a ﬁxed positive integer p, T f Tzp = Tzp T f if and only if f ∈ Ω+ . We conjecture
that if two Toeplitz operators on the Dirichlet space commute and the symbol of one of them is in Ω+ but not radial
216 Y. Chen / J. Math. Anal. Appl. 357 (2009) 214–224absolutely continuous, then the other one is also in Ω+ . The following result provides some support for this conjecture.
Recall that an analytic function f (z) = ∑∞j=0 a j z j on D belongs to Hardy space H2 if and only if ∑∞j=0 |a j|2 < ∞, and
f ∈ H2 is called an outer function if the closure of f H2 equals H2.
Theorem 1.3. Let f ∈ L∞,1 and g(reiθ ) =∑k∈Z eikθ gk(r) ∈ Ω+ with∑∞k=0 gk+1(1)zk an outer function in H2 . Then T f T g = T g T f
if and only if f ∈ Ω+ .
For example, suppose g is in H2 ∩ L∞,1 such that g(0) = 0 and g(z)z is an outer function. If f ∈ L∞,1, then T f T g = T g T f
if and only if f ∈ Ω+ .
2. Preliminaries
In this section, we give some preliminary facts. First we give the following lemma (see [11, Theorem 15.26]) which will
be used frequently:
Lemma 2.1 (Muntz–Szasz Theorem). Let ϕ be an integrable function on [0,1]. If there exists a sequence of positive integers
{nk: k ∈ Z+} such that
∑
k∈Z+
1
nk
= ∞ and
1∫
0
ϕ(r)rnk dr = 0, k ∈ Z+,
then ϕ = 0.
For quasihomogeneous Toeplitz operator on D, we have a similar lemma as in [7,10]:
Lemma 2.2. Let p ∈ Z, ϕ and ϕ′ be bounded radial functions. Deﬁne ϕˆ on {Re z > 0} by
ϕˆ(z) =
1∫
0
[
ϕ(r) +
1∫
r
ϕ′(t)dt
]
rz−1 dr.
Then for all n ∈ Z+ ,
Teipθ ϕ
(
zn
)= {0 if n <max(1− p,1),
(2n + p)ϕˆ(2n + p)zn+p if nmax(1− p,1)
and
T ∗eipθ ϕ
(
zn
)= {0 if n <max(1+ p,1),n
n−p (2n − p)ϕˆ(2n − p)zn−p if nmax(1+ p,1).
Proof. Note that ∂
∂z = 12 e−iθ ( ∂∂r − ir ∂∂θ ), and then
∂
∂z
(
eipθϕzn
)= 1
2
ei(n+p−1)θ
[
ϕ′rn + (2n + p)ϕrn−1].
Thus for all n ∈ Z+ and n + p  1, we have
Teipθ ϕ
(
zn
)= P(eipθϕzn)= ∑
k∈Z+
1
k
〈
∂(eipθϕzn)
∂z
,
∂zk
∂z
〉
zk
=
∑
k∈Z+
zk
1∫
0
2π∫
0
[
ϕ′rn+k + (2n + p)ϕrn+k−1]ei(n+p−k)θ dθ
2π
dr
= (2n + p)ϕˆ(2n + p)zn+p .
The fourth equality follows from integration by parts. For n ∈ Z+ and n + p < 1, it is easy to see that Teipθ ϕ(zn) = 0. The
remaining is an easy exercise using the relation 〈T ∗
eipθ ϕ
zn, zm〉 1
2
= 〈zn, Teipθ ϕ zm〉 1
2
. The proof is complete. 
Note that if ϕ in the above lemma is absolutely continuous on [0,1), then (2n + p)ϕˆ(2n + p) = ϕ(1), where ϕ(1)
denotes ϕ(1−).
For polar decomposition of f ∈ L∞,1, we have the following:
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|k|N
eikθ fk
∥∥∥∥ 1
2
→ 0, N → ∞ (2.1)
if and only if f (reiθ ) is absolutely continuous on θ ∈ [0,2π ] for almost every r ∈ [0,1).
Proof. Note that (2.1) is equivalent to∥∥∥∥∂ f∂z − ∑|k|N
∂
∂z
(
eikθ fk
)∥∥∥∥→ 0 (N → ∞) (2.2)
and ∥∥∥∥∂ f∂ z¯ − ∑|k|N
∂
∂ z¯
(
eikθ fk
)∥∥∥∥→ 0 (N → ∞). (2.3)
We consider only (2.2); the argument for (2.3) is similar. Since ∂ f
∂z ∈ L∞(D), we can take polar decomposition of ∂ f∂z and get
that
∂ f
∂z
−
∑
|k|N
∂
∂z
(
eikθ fk
)=∑
k∈Z
ei(k−1)θ 1
2π
2π∫
0
∂ f
∂z
(
reiθ
)
e−i(k−1)θ dθ
−
∑
|k|N
1
2
ei(k−1)θ
(
f ′k +
k
r
fk
)
.
First we prove the “only if ” part. Set h(r, θ) = f (reiθ ) − ∫ θ0 ∂ f∂θ ′ (reiθ ′ )dθ ′ . We will show that for almost every r ∈ [0,1),
h(reiθ ) equals constant for almost every θ ∈ [0,2π ], and this will immediately imply that for almost every r ∈ [0,1), f (reiθ )
is absolutely continuous on θ ∈ [0,2π ] because f is continuous.
Since ∂ f
∂z = 12 e−iθ ( ∂ f∂r − ir ∂ f∂θ ) and f ′k = 12π
∫ 2π
0
∂ f
∂r e
−ikθ dθ , integrating by parts, we get
∂ f
∂z
−
∑
|k|N
∂
∂z
(
eikθ fk
)= ∑
|k|>N
ei(k−1)θ
(
∂ f
∂z
)
k−1
(r) −
∑
|k|N
1
2
ei(k−1)θ
[
khk(r) + iϕ(r)
]
r−1,
where(
∂ f
∂z
)
k−1
(r) = 1
2π
2π∫
0
∂ f
∂z
(
reiθ
)
e−i(k−1)θ dθ
and
hk(r) = 12π
2π∫
0
h(r, θ)e−ikθ dθ, ϕ(r) = 1
2π
2π∫
0
∂ f
∂θ ′
(
reiθ
′)
dθ ′.
Thus we have
∥∥∥∥∂ f∂z − ∑|k|N
∂
∂z
(
eikθ fk
)∥∥∥∥2 = 2 ∑
|k|>N
1∫
0
∣∣∣∣(∂ f∂z
)
k−1
∣∣∣∣2r dr + 2 ∑
|k|N
1
4
1∫
0
|khk + iϕ|2r−1 dr.
Noticing the ﬁrst term of the right hand side converges to zero as N tends to inﬁnity, by (2.1) we get that
∑
k∈Z
1
4
1∫
0
|khk + iϕ|2r−1 dr = 0.
So there is a null set E , such that |khk + iϕ| = 0 holds for every k ∈ Z outside E . In particular, we have ϕ(r) = 0, and hence
hk(r) = − ikϕ(r) = 0 (k ∈ Z − {0}) on EC , forcing h(r, θ) = h0(r), r /∈ E . Therefore f has the desired property.
The “if ” part is easy to see from the proof of the “only if ” part. The proof is complete. 
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T f
(
zn
)= ∑
k1−n
(2n + k) fˆk(2n + k)zn+k
=
∑
k∈Z+
(n + k) fˆk−n(n + k)zk, (2.4)
where each fˆk (k ∈ Z) is deﬁned in a similar way as ϕˆ in Lemma 2.2.
Let en(z) = zn√n (n ∈ Z+), then the sequence {en: n ∈ Z+} forms an orthonormal basis for D. By (2.4), every Toeplitz
operator T f on D has, with respect to this orthonormal basis, a matrix representation whose matrix coeﬃcients are given
by
〈T f en, em〉 1
2
=
√
m
n
(n +m) fˆm−n(n +m), n,m ∈ Z+, (2.5)
thus the matrix is given by C−1M f C , where C is a diagonal matrix whose diagonal coeﬃcients are given by {1/√n: n ∈ Z+}
and M f is a matrix whose (m,n) element is (n +m) fˆm−n(n +m), i.e.,
M f =
⎛⎜⎜⎜⎜⎜⎝
2 fˆ0(2) 3 fˆ−1(3) 4 fˆ−2(4) 5 fˆ−3(5) · · ·
3 fˆ1(3) 4 fˆ0(4) 5 fˆ−1(5) 6 fˆ−2(6) · · ·
4 fˆ2(4) 5 fˆ1(5) 6 fˆ0(6) 7 fˆ−1(7) · · ·
5 fˆ3(5) 6 fˆ2(6) 7 fˆ1(7) 8 fˆ0(8) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎟⎟⎠ . (2.6)
Note that each fk (k ∈ Z) in the polar decomposition of f ∈ L∞,1 is continuous because f is continuous. If each fk
(k ∈ Z) is absolutely continuous on [0,1), then we see that (2n + k) fˆk(2n + k) = fk(1). Hence (2.4) and (2.5) turn out to
have simple forms:
T f
(
zn
)= ∑
k1−n
fk(1)z
n+k, 〈T f en, em〉 1
2
=
√
m
n
fm−n(1), n,m ∈ Z+.
In this case, M f becomes a Toeplitz matrix:
M f =
⎛⎜⎜⎜⎜⎝
f0(1) f−1(1) f−2(1) f−3(1) · · ·
f1(1) f0(1) f−1(1) f−2(1) · · ·
f2(1) f1(1) f0(1) f−1(1) · · ·
f3(1) f2(1) f1(1) f0(1) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
. . .
⎞⎟⎟⎟⎟⎠ . (2.7)
Proposition 2.1. Let f ∈ L∞,1 , then the following statements are equivalent:
(1) M f is a Toeplitz matrix;
(2) f ∈ Ω;
(3) f (reiθ ) is absolutely continuous on r ∈ [0,1) for almost every θ ∈ [0,2π ].
Proof. We have shown (2) ⇒ (1) above.
(1) ⇒ (2). If M f is a Toeplitz matrix, then for each k ∈ Z, (2n+ k) fˆk(2n+ k) = ck for n ∈ Z+ and n 1− k, where ck is a
constant. So
(2n + k)
1∫
0
[
fk(r) − ck +
1∫
r
f ′k(t)dt
]
r2n+k−1 dr = 0.
Applying Lemma 2.1 gives fk(r)− ck +
∫ 1
r f
′
k(t)dt = 0. That is, fk(r) = ck −
∫ 1
r f
′
k(t)dt , which implies fk is absolutely contin-
uous on [0,1).
(1) ⇒ (3). By direct calculation as done in Lemma 2.2, we get that for all n ∈ Z+ ,
T f
(
zn
)= ∑
k∈Z+
1
π
[ 1∫
0
2π∫
0
∂ f
∂z
(
reiθ
)
rn+kei(n−k+1)θ dr dθ + n
1∫
0
2π∫
0
f
(
reiθ
)
rn+k−1ei(n−k)θ dr dθ
]
zk.
Then for all m,n ∈ Z+ ,
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2
= 1
π
√
m
n
[ 1∫
0
2π∫
0
∂ f
∂z
(
reiθ
)
rn+mei(n−m+1)θ dr dθ + n
1∫
0
2π∫
0
f
(
reiθ
)
rn+m−1ei(n−m)θ dr dθ
]
.
Since ∂ f
∂z = 12 e−iθ ( ∂ f∂r − ir ∂ f∂θ ) and f (reiθ ) is absolutely continuous on θ ∈ [0,2π ] for almost every r ∈ [0,1), then by integra-
tion by parts and Fubini’s theorem, we get
〈T f en, em〉 1
2
= 1
2π
√
m
n
[ 1∫
0
2π∫
0
∂ f
∂r
(
reiθ
)
rn+mei(n−m)θ dr dθ + (n +m)
1∫
0
2π∫
0
f
(
reiθ
)
rn+m−1ei(n−m)θ dr dθ
]
= 1
2π
√
m
n
(n +m)
1∫
0
rn+m−1 dr
2π∫
0
h(r, θ)ei(n−m)θ dθ,
where
h(r, θ) = f (reiθ )+ 1∫
r
∂ f
∂r′
(
r′eiθ
)
dr′, (2.8)
which is well deﬁned except for θ in a null set, say E1. For every ﬁxed k ∈ Z, put m = n + k. Then for all n ∈ Z+ and
2n + k > 0, we have
〈T f en, en+k〉 1
2
= 1
2π
√
n + k
n
(2n + k)
1∫
0
r2n+k−1dr
2π∫
0
h(r, θ)e−ikθ dθ.
By (1), there exists {ck: k ∈ Z} such that for all n ∈ Z+ and 2n + k > 0,
1
2π
(2n + k)
1∫
0
r2n+k−1 dr
2π∫
0
h(r, θ)e−ikθ dθ = ck.
Thus for each ﬁxed k ∈ Z, applying Lemma 2.1 shows that there is a null subset E2 of [0,1) such that for each k ∈ Z,
1
2π
2π∫
0
h(r, θ)e−ikθ dθ = ck, r ∈ [0,1) − E2.
Hence for any r′ and r′′ in [0,1)− E2, we have h(r′, θ) = h(r′′, θ), a.e. θ . Choose a countable dense subset {rn} in [0,1)− E2,
and then it is easy to see that there is a null subset E3 of [0,2π ] (E3 ⊇ E1) satisfying
h(r1, θ) = h(rn, θ), n ∈ Z+, θ ∈ [0,2π ] − E3. (2.9)
Since for θ ∈ [0,2π ]− E3, h(r, θ) is well deﬁned and continuous in r, by (2.9) h(r, θ) is constant in r for each θ ∈ [0,2π ]− E3.
Then by (2.8), we see that f (reiθ ) is absolutely continuous on r ∈ [0,1) for almost every θ ∈ [0,2π ].
(3) ⇒ (1). In this case, the identity (2.8) becomes for almost every ﬁxed θ ∈ [0,2π ], h(r, θ) = f (eiθ ) a.e., the radial
boundary values of f . Then applying the dominated convergence theorem gives that
〈T f en, em〉 1
2
=
√
m
n
1
2π
2π∫
0
f
(
eiθ
)
ei(n−m)θ dθ =
√
m
n
fm−n(1)
for all m,n ∈ Z+ . The proof is complete. 
For the Hardy or Bergman space it is well known that T f = 0 if and only if f = 0. But this is not the case for the
Dirichlet space. With the same argument as Proposition 2.1, we have the following:
Proposition 2.2. Let f (reiθ ) =∑k∈Z eikθ fk(r) ∈ L∞,1 . Then the following statements are equivalent:
(1) T f = 0;
(2) f ∈ Ω and fk(1) = 0 (k ∈ Z);
(3) f (reiθ ) is absolutely continuous on r ∈ [0,1) for almost every θ ∈ [0,2π ] and f |∂D = 0 a.e., where f |∂D denotes the radial
boundary values of f .
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1− |z|2, then it is not diﬃcult to check T f = 0. In fact it is an unbounded operator on D [4].
Example 2.2. T f may be non-zero if f is not absolutely continuous in θ ∈ [0,2π ] for almost all r ∈ [0,1). For instance, let
f (reiθ ) = ϕ(r)eiψ(θ) , where ϕ is absolutely continuous on [0,1] and ϕ(1) = 0, ψ is continuous but not absolutely continuous
with ψ ′ = 0 a.e. on [0,2π ]. Consider T f (z), then it is easy to see that T f = 0 if and only if ϕ = 0 by Lemma 2.1, i.e. f = 0.
Example 2.3. By Proposition 2.2 we can easily construct an f which induces non-zero compact operator T f . For instance, let
f (reiθ ) = ϕ(r)(1 − rp)eikθ , where p ∈ Z+,k ∈ Z and ϕ is not absolutely continuous with ϕ′ = 0 a.e. on [0,1]. Then T f = 0
by Proposition 2.2 and it is not diﬃcult to see that T f is a compact operator on D.
The following proposition is a simple application of the above propositions which generalizes the results in [4,5]
for C1(D¯) symbols and [9] for bounded harmonic symbols:
Proposition 2.3. Let f ∈ L∞,1 and absolutely continuous on r ∈ [0,1). Then T f is compact if and only if T f = 0 if and only if f |∂D = 0
a.e.
Proof. By assumption and Proposition 2.1, f (reiθ ) =∑k∈Z eikθ fk(r) ∈ Ω . For every ﬁxed k ∈ Z,∣∣∣∣
√
n + k
n
(2n + k) fˆk(2n + k)
∣∣∣∣= ∣∣〈T f en, en+k〉 12 ∣∣ ‖T f en‖ 12 .
If T f is compact, then ‖T f en‖ 1
2
→ 0 as n → ∞. Hence limn→∞(2n+k) fˆk(2n+k) = 0. Now for f ∈ Ω , (2n+k) fˆk(2n+k) =
fk(1), hence fk(1) = 0 for each k ∈ Z. By Proposition 2.2, f |∂D = 0 a.e. The proof is complete. 
It is well known that T ∗f = T f¯ is not true for general symbol f (Lemma 2.2 is an example). Here we can easily give
conditions for this equality to hold:
Proposition 2.4. Let f ∈ L∞,1 . Then T ∗f = T f¯ if and only if f = g + h, where g ∈ Ω+ ∩ Ω− and h is a radial function.
Proof. For the suﬃciency part, by Proposition 2.2 and the polar decomposition of g , we have T f = T g0+h , where g0(r) =
1
2π
∫ 2π
0 g(re
iθ )dθ is a radial function on r ∈ [0,1). Hence the suﬃciency holds by Lemma 2.2. To prove the necessity, we
consider T f¯ and T
∗
f . The same argument as in (2.4) gives that for all n ∈ Z+ ,
T f¯
(
zn
)= ∑
k1−n
(2n + k)(̂ f¯ )k(2n + k)zn+k =
∑
k∈Z+
(n + k)(̂ f¯ )k−n(n + k)zk
and
T ∗f
(
zn
)= ∑
kn−1
n
n − k (2n − k) fˆk(2n − k)z
n−k =
∑
k∈Z+
n
k
(n + k) fˆn−k(n + k)zk.
Set p = k − n. Then T ∗f = T f¯ implies that for all n ∈ Z+ and p  1− n,
(̂ f¯ )p(2n + p) =
n
n + p fˆ−p(2n + p) =
n
n + p (̂ f¯ )p(2n + p).
It follows that for every ﬁxed p ∈ Z − {0}, (̂ f¯ )p(2n + p) = 0 for all nmax(1− p,1), which implies that ( f¯ )p is absolutely
continuous and ( f¯ )p(1) = 0 for p ∈ Z−{0} by Lemma 2.1. Thus f = g+h, where g =∑k∈Z−{0} eikθ fk ∈ Ω+ ∩Ω− and h = f0
is a radial function, which completes the proof. 
3. Commutativity of Toeplitz operators
In this section we will prove Theorems 1.1–1.3. Using matrix techniques we can prove (semi-)commutativity of two
Toeplitz operators as in [3,9]. However, we directly use the result on bounded harmonic symbols in [9]:
Lemma 3.1. Let f , g ∈ L∞,1 be harmonic functions. Then
(1) T f T g = T g T f onD if and only if one of the following statements holds:
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(ii) f¯ , g¯ are both analytic;
(iii) A nontrivial linear combination of f , g is constant on D.
(2) T f T g = T f g onD if and only if f¯ or g is analytic on D.
Proof of Theorem 1.1. Let f (reiθ ) =∑k∈Z eikθ fk(r) ∈ Ω and F (z) =∑k∈Z fk(1)zk . It is easy to see that T f = T F by Proposi-
tion 2.2. Noting that the product of two absolutely continuous functions is also absolutely continuous, applying Lemma 3.1
we complete the proof. 
For the commutativity of Toeplitz operators with general symbols, the problem becomes more complicated and diﬃcult.
So we only consider a natural problem: if two Toeplitz operators on the Dirichlet space commute and the symbol of one
of them is quasihomogeneous, then how about the other one? Theorem 1.2(1) is similar to the case of radial symbol which
is a corollary in [6,10] on the Bergman space. Theorem 1.2(2) tells us that Toeplitz operator only with symbols in Ω+ can
commute with Toeplitz operator with symbol zp , where p ∈ Z+ , and this is different from the case on the Bergman space.
Proof of Theorem 1.2. It suﬃces to prove the necessity of (1) and (2).
(1) Denote the matrix coeﬃcients of T f Tϕ by cm,n , and those of TϕT f by dm,n . Since cm,n = dm,n for all m,n ∈ Z+ , and
the matrix of Tϕ is a diagonal matrix, it follows from direct computation that for all m,n ∈ Z+ ,[
2mϕˆ(2m)
][√m
n
(n +m) fˆm−n(n +m)
]
= [2nϕˆ(2n)][√m
n
(n +m) fˆm−n(n +m)
]
.
Set k =m − n. Then n =m − k 1− k and for any ﬁxed k ∈ Z,[
(2n + 2k)ϕˆ(2n + 2k)][(2n + k) fˆk(2n + k)]= [2nϕˆ(2n)][(2n + k) fˆk(2n + k)]
for all n 1− k.
For any ﬁxed k ∈ Z, let Ek = {n ∈ Z+: n 1− k, fˆk(2n + k) = 0}. Then we have the following.
Claim.
∑
n∈Ek
1
n = ∞, k ∈ Z − {0}.
If the claim holds, then applying Lemma 2.1 gives that fk is absolutely continuous and fk(1) = 0 for k ∈ Z − {0}. Thus
f = g + h, where g =∑k∈Z−{0} eikθ fk ∈ Ω+ ∩ Ω− and h = f0 is a radial function.
Now we prove the claim. If the claim is false, there is a k ∈ Z−{0} such that ∑n∈ECk 1n = ∞, where ECk is the complement
of Ek in Z+ . So we have
(2n + 2k)ϕˆ(2n + 2k) = 2nϕˆ(2n) for all n ∈ ECk . (3.1)
We ﬁrst consider the case k ∈ Z+ . Deﬁne
H(z) = ϕˆ(z + 2k) − z
z + 2k ϕˆ(z).
Since ϕˆ(z) (deﬁned in Lemma 2.2) is a bounded analytic function on the right half-plane {Re z > 0}, the same is true
for H(z). Eq. (3.1) shows that H(z) has zeros at the integers in ECk . Hence it is easy to see that H(z) = 0 on the right
half-plane. So we get
(z + 2k)ϕˆ(z + 2k) = zϕˆ(z) for all z ∈ {Re z > 0}.
For any integer n0 ∈ Z+ , the last equation gives that
(n0 + 2pk)ϕˆ(n0 + 2pk) = n0ϕˆ(n0) for all p ∈ Z+.
So by Lemma 2.1 we obtain that ϕ is absolutely continuous, which contradicts the assumption. The case k ∈ Z− is similar.
(2) Denote the matrix coeﬃcients of T f Teipθ ϕ by cm,n , and those of Teipθ ϕT f by dm,n . Noting that ϕ is absolutely contin-
uous, by simple computation we get
cm,n =
√
m
n
ϕ(1)
[
(m + n + p) fˆm−n−p(m + n + p)
]
for m,n ∈ Z+
and
dm,n =
{
0 for 1m p, n ∈ Z+,√
m
n ϕ(1)[(m + n − p) fˆm−n−p(m + n − p)] for m p + 1, n ∈ Z+.
It follows from cm,n = dm,n that for 1m p, n ∈ Z+ ,
(m + n + p) fˆm−n−p(m + n + p) = 0 (3.2)
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(m + n + p) fˆm−n−p(m + n + p) = (m + n − p) fˆm−n−p(m + n − p). (3.3)
Set k =m − n − p in (3.3). Then Eq. (3.3) gives that for any ﬁxed k ∈ Z,
(2m − k) fˆk(2m − k) = (2m − 2p − k) fˆk(2m − 2p − k) (3.4)
for all m max(p + k + 1,1). As in the proof of (1), it follows from Eq. (3.4) that fk (k ∈ Z) is absolutely continuous, i.e.,
f ∈ Ω .
Set m = p in (3.2) to obtain (2p + n) fˆ−n(2p + n) = 0 for all n ∈ Z+ . Since f ∈ Ω+ , then we have f−n(1) = (2p +
n) fˆ−n(2p + n) = 0. Therefore, f ∈ Ω+ . The proof is complete. 
From the above conclusion we conjecture that if two Toeplitz operators on the Dirichlet space commute and the symbol
of one of them is in Ω+ but not radial absolutely continuous, then the other one is also in Ω+ . Theorem 1.3 seems to
provide weak support to it. In order to prove Theorem 1.3, we need the following lemma:
Lemma 3.2. Let {a j: j ∈ Z+} and {b j: j ∈ Z+} be two sequences in l2 . If∑∞j=0 a j+1z j is an outer function in H2 and
∞∑
j=1
a jb j+k−1 = 0 for all k ∈ Z+,
then b j = 0 for all j ∈ Z+ .
Proof. It is obvious that l2 is the closure of
span
{
(a1,a2,a3, . . .), (0,a1,a2,a3, . . .), (0,0,a1,a2,a3, . . .), . . .
}
since
∑∞
j=0 a j+1z j is an outer function. The assumption implies that (b1,b2,b3, . . .) is orthogonal to this span, so the result
holds. The proof is complete. 
Proof of Theorem 1.3. The “if ” part is obvious from Theorem 1.1(1). To prove the “only if ” part, we ﬁrst note that g1(1) = 0
since
∑∞
k=0 gk+1(1)zk is an outer function in H2. Next we note that for f , f¯ ∈ L∞,1, it follows from (2.4) and easy compu-
tations that∑
k1−n
(n + k)∣∣(2n + k) fˆk(2n + k)∣∣2 < ∞, ∑
k1−n
(n + k)∣∣(2n + k) fˆ−k(2n + k)∣∣2 < ∞.
Hence we conclude that for ﬁxed n ∈ Z+ ,{
(2n + k) fˆk(2n + k)
}
k1−n,
{
(2n + k) fˆ−k(2n + k)
}
k1−n
are both in l2.
Denote the matrix coeﬃcients of T f T g by cm,n , and those of T g T f by dm,n . Noting that T g is a lower triangular matrix,
direct computation gives
cm,n =
√
m
n
∞∑
k=0
gk(1)
[
(m + n + k) fˆm−n−k(m + n + k)
]
and
dm,n =
√
m
n
m−1∑
k=0
gk(1)
[
(m + n − k) fˆm−n−k(m + n − k)
]
.
It follows from cm,n = dm,n that for all m,n ∈ Z+ ,
m−1∑
k=1
gk(1)
[
(m + n + k) fˆm−n−k(m + n + k) − (m + n − k) fˆm−n−k(m + n − k)
]
+
∞∑
k=m
gk(1)
[
(m + n + k) fˆm−n−k(m + n + k)
]= 0. (3.5)
We will show f ∈ Ω+ by induction. When m = 1, Eq. (3.5) gives that for all n ∈ Z+ ,
∞∑
gk(1)
[
(1+ n + k) fˆ1−n−k(1+ n + k)
]= 0.
k=1
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(2+ n) fˆ−n(2+ n) = 0 for all n ∈ Z+. (3.6)
When m = 2, Eq. (3.5) gives that for all n ∈ Z+ ,
g1(1)
[
(3+ n) fˆ1−n(3+ n) − (1+ n) fˆ1−n(1+ n)
]+ ∞∑
k=2
gk(1)
[
(2+ n + k) fˆ2−n−k(2+ n + k)
]= 0.
Applying Eq. (3.6), the above equality becomes: for n = 1,
g1(1)
[
4 fˆ0(4) − 2 fˆ0(2)
]+ ∞∑
k=2
gk(1)
[
(3+ k) fˆ1−k(3+ k)
]= 0, (3.7)
and for all n 2,
∞∑
k=1
gk(1)
[
(2+ n + k) fˆ2−n−k(2+ n + k)
]= 0. (3.8)
Applying Lemma 3.2, we obtain from (3.8) that
(4+ n) fˆ−n(4+ n) = 0 for all n ∈ Z+. (3.9)
Applying Eqs. (3.7) and (3.9), and noticing that g1(1) = 0, we get
4 fˆ0(4) = 2 fˆ0(2). (3.10)
When m = 3, Eq. (3.5) gives that for all n ∈ Z+ ,
g1(1)
[
(4+ n) fˆ2−n(4+ n) − (2+ n) fˆ2−n(2+ n)
]+ g2(1)[(5+ n) fˆ1−n(5+ n) − (1+ n) fˆ1−n(1+ n)]
+
∞∑
k=3
gk(1)
[
(3+ n + k) fˆ3−n−k(3+ n + k)
]= 0.
Applying Eqs. (3.6) and (3.9), the above equality becomes: for n = 1,
g1(1)
[
5 fˆ1(5) − 3 fˆ1(3)
]+ g2(1)[6 fˆ0(6) − 2 fˆ0(2)]+ ∞∑
k=3
gk(1)
[
(4+ k) fˆ2−k(4+ k)
]= 0, (3.11)
for n = 2,
g1(1)
[
6 fˆ0(6) − 4 fˆ0(4)
]+ ∞∑
k=2
gk(1)
[
(5+ k) fˆ1−k(5+ k)
]= 0, (3.12)
and for all n 3,
∞∑
k=1
gk(1)
[
(3+ n + k) fˆ3−n−k(3+ n + k)
]= 0. (3.13)
Applying Lemma 3.2, we obtained from (3.13) that
(6+ n) fˆ−n(6+ n) = 0 for all n ∈ Z+. (3.14)
Applying Eqs. (3.10), (3.12) and (3.14), and noticing that g1(1) = 0, we get
6 fˆ0(6) = 4 fˆ0(4) = 2 fˆ0(2). (3.15)
Applying Eqs. (3.11), (3.14) and (3.15), and noticing that g1(1) = 0, we have
5 fˆ1(5) = 3 fˆ1(3). (3.16)
Thus for the case 1  m  3 we have established that (3.6), (3.9), (3.14), (3.15) and (3.16) hold. Suppose for the case
1m N (N  2), we have
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(4+ n) fˆ−n(4+ n) = 0 for all n ∈ Z+,
(6+ n) fˆ−n(6+ n) = 0 for all n ∈ Z+,
.
.
.
(2N + n) fˆ−n(2N + n) = 0 for all n ∈ Z+;
2 fˆ0(2) = 4 fˆ0(4) = 6 fˆ0(6) = · · · = 2N fˆ0(2N),
3 fˆ1(3) = 5 fˆ1(5) = 7 fˆ1(7) = · · · = (2N − 1) fˆ1(2N − 1),
4 fˆ2(4) = 6 fˆ2(6) = 8 fˆ2(8) = · · · = (2N − 2) fˆ2(2N − 2),
.
.
.
N fˆN−2(N) = (N + 2) fˆ N−2(N + 2).
Then when m = N + 1 in Eq. (3.5), applying the same arguments as in the case 1 m  3, we obtain that for the case
1m N + 1,
(2+ n) fˆ−n(2+ n) = 0 for all n ∈ Z+,
(4+ n) fˆ−n(4+ n) = 0 for all n ∈ Z+,
(6+ n) fˆ−n(6+ n) = 0 for all n ∈ Z+,
.
.
.
(2N + n) fˆ−n(2N + n) = 0 for all n ∈ Z+,
(2N + 2+ n) fˆ−n(2N + 2+ n) = 0 for all n ∈ Z+;
2 fˆ0(2) = 4 fˆ0(4) = 6 fˆ0(6) = · · · = 2N fˆ0(2N) = (2N + 2) fˆ0(2N + 2),
3 fˆ1(3) = 5 fˆ1(5) = 7 fˆ1(7) = · · · = (2N − 1) fˆ1(2N − 1) = (2N + 1) fˆ1(2N + 1),
4 fˆ2(4) = 6 fˆ2(6) = 8 fˆ2(8) = · · · = (2N − 2) fˆ2(2N − 2) = 2N fˆ2(2N),
.
.
.
N fˆN−2(N) = (N + 2) fˆ N−2(N + 2) = (N + 4) fˆ N−2(N + 2),
(N + 1) fˆ N−1(N + 1) = (N + 3) fˆ N−1(N + 3).
Thus by induction, we conclude that f ∈ Ω+ by Proposition 2.1 and by relating to the matrix M f of T f as in (2.6) and (2.7).
The proof is complete. 
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