A coupled map lattice ͑CML͒ with self-learning features is developed to model flow over freely vibrating cables and stationary cylinders at low Reynolds numbers. Coupled map lattices that combine a series of low-dimensional circle maps with a diffusion model have been used previously to predict qualitative features of these flows. However, the simple nature of these CML models implies that there will be unmodeled wake features if a detailed, quantitative comparison is made with laboratory or simulated wake flows. Motivated by a desire to develop an improved CML model, we incorporate self-learning features into a new CML that is first trained to precisely estimate wake patterns from a target numerical simulation. A new convective-diffusive map that includes additional wake dynamics is developed. The new self-learning CML uses an adaptive estimation scheme ͑multivariable least-squares algorithm͒. Studies of this approach are conducted using wake patterns from a Navier-Stokes solution ͑spectral element-based NEKTAR simulation͒ of freely vibrating cable wakes at Reynolds numbers Reϭ100. It is shown that the self-learning model accurately and efficiently estimates the simulated wake patterns. The self-learning scheme is then successfully applied to vortex shedding patterns obtained from experiments on stationary cylinders. This constitutes a first step toward the use of the self-learning CML as a wake model in flow control studies of laboratory wake flows. © 2004 American Institute of Physics. ͓DOI: 10.1063/1.1669091͔ When a fluid flows past a flexible structure, the interaction between the fluid flow and structure can cause the structure to vibrate under certain flow conditions. In particular, flows past circular cylinders or cables yield large vibration amplitudes due to periodic fluctuations "vortex shedding… in the flow. The coupled flow-cable system is a two-oscillator system, making it amenable to description by low-order dynamical systems such as circle maps. Coupled map lattices, which combine an ensemble of dynamical systems, are often used as efficient models of the salient physics of various phenomena. Coupled map lattice models have been previously developed for the vibrating cable system by applying local diffusive coupling to a series of circle maps along the cable span. Since coupled map lattices can show a wide range of rich behavior, they have proved successful in modeling certain features of this flow. However, the previous models also suffer from limitations since they are restricted to simple dynamics. In the current article, we study the incorporation of self-learning features into the coupled map lattice model in order to overcome these limitations. The new model adaptively learns from both wake flow simulations and experiments in order to refine its predictions. Models of this type should prove useful in the future to control large amplitude vibrations in cable systems.
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I. INTRODUCTION
The wake of a circular cylinder at low Reynolds number exhibits a vortex street in which vortices are alternately shed from each side of the cylinder surface, resulting in periodically fluctuating lift and drag forces and cylinder vibration. Vortex shedding in the wake of circular cylinders has been well studied for over a century. However, many fundamental questions concerning vortex shedding still remain unanswered, including whether simple models can be developed to predict the salient features of the vortex formation process. A recent focus intended to address this question, the socalled dynamical systems approach, has used low-order dynamical systems to model cylinder wakes. For example, it has been shown that iterative maps such as the circle map can predict certain features of the wake of a rigid oscillating cylinder. [1] [2] [3] Circle maps will be discussed in more detail later in the paper.
The study of vortex shedding behind vibrating flexible cables oscillating in a standing wave mode shape ͑see Fig. 1͒ has recently been given increased attention. This threedimensional wake flow can exhibit complex wake structures including vortex dislocations, lace-like patterns, and frequency cells. These structures have been observed in experiments and numerical simulations. For example, Newman and Karniadakis 4,5 utilized a parallel spectral element-Fourier method ͑hereafter referred to as the NEKTAR code͒, developed by Henderson and Karniadakis 6 and Warburton 7 to solve the Navier-Stokes equations for flow over a flexible cable. This work quantified and compared the coupled cable-flow response for both forced and flow-induced cable vibrations. Newman and Karniadakis also identified two distinct vortex shedding responses; a ''lace-like'' structure for a standing wave cable shape, and an oblique shedding structure for traveling waves along the cylinder span.
A one-dimensional CML model 8 consisting of a series of coupled circle map oscillators placed along the cylinder span has been used to predict the qualitative features of wake patterns behind a vibrating flexible cable at low Reynolds number. This coupled map lattice ͑CML͒ model has predicted the lace-like structures and traveling waves described above. The key steps in development of a coupled map lattice include: ͑1͒ identifying the relevant field variables and physical processes in the flow; ͑2͒ modeling the spatial dynamics of each physical process by the simplest possible dynamics on the lattice; and ͑3͒ numerically iterating the resultant CML in time.
In our CML models, a circle map is used to describe the interaction between the cable vibration and the near-wake vortex shedding, justified by the earlier success of the circle map in predicting wake dynamics. 2 The circle map serves as a universal model 1 describing the dynamics of any system with two nonlinearly coupled oscillators. In our case, the cable motion and vortex shedding constitute the two oscillators. The use of circle maps to model wake dynamics could be viewed as an ad hoc approach; however, we should also point out that earlier work 9 showed that a circle map could be developed using a Landau-Stuart equation 10, 11 as a starting point. The Landau-Stuart equation can be deduced from the Navier-Stokes equations, and is known to describe the wake evolution near the critical Reynolds number for vortex shedding. 12, 13 Spatially coupled circle maps have been studied in other contexts aside from wake flow dynamics. 14, 15 Coupled map lattices have also been used to model certain aspects of fluidthermal systems including turbulence, 16 ,17 boundary layers, 18 boiling, 19 and open fluid flows. [20] [21] [22] Several investigators have studied the ability of coupled map lattices to adapt and learn using adaptive control techniques, 23 reinforcement learning, 24 and learning rules. 25 Diffusively coupled models for wake flows, based on Ginzburg-Landau and van der Pol oscillators instead of circle maps, have also been recently studied. 26 -28 At first sight, it appears surprising that low-order CML models should be successful in predicting features of a threedimensional flow as complex as a vibrating cable wake. This success is usually attributed to an important property of dissipative systems such as a viscous fluid flow. Viscous dissipation stabilizes phase-space instabilities, contracts the phase space, stabilizes orbital instabilities, and thereby allows some high-dimensional systems, under certain circumstances, to assume low-dimensional characteristics. 29 For example, it has been shown that near the critical Reynolds number (Re Ϸ50) for vortex shedding the wake undergoes a Hopf bifurcation and takes on these low-dimensional characteristics. 12, 13 An earlier CML model 8 combined a circle map with a diffusion map ͑derived from a vorticity transport equation͒
͑2͒
where Eq. ͑1͒ is the diffusion model, Eq. ͑2͒ is the modified circle map, and k and n denote the lattice site along the cable span, and discrete time, respectively ͑see Fig. 1͒ . This discrete map models the wake and cable dynamics on Poincaré sections at times separated by the period of cable oscillation. The parameter X n k represents the phase of the vortex shedding process, and is a diffusion coefficient. The unforced frequency ratio is defined by ⍀ϭ f o / f e , where f o is the natural shedding frequency and f e is the cable oscillation frequency. The parameter K k is analogous to the cable oscillation amplitude ͑in the y -z plane͒ at any position k along the cable span. The forcing frequency and amplitude are external inputs into model. The parameter k accounts for the phase angle between the vortex shedding event and the cable motion at location k. The diffusion model is derived from a simple explicit finite-difference technique applied to a diffusive partial differential equation. Appropriate periodic boundary conditions at the cable ends are established.
The primary output from the CML is vortex shedding patterns. The phase of the vortex shedding X n k can be converted to a downstream vortex core location through a simple transformation to determine these patterns. A value of X n k ϭ0 corresponds to incipient vortex formation ͑the start of the vortex formation process͒, while a value of X n k ϭ1 corresponds to the vortex shedding event ͑the start of the next shedding cycle͒. The phase of shedding X n k is then transformed into a downstream vortex core location (x/D) n k at every lattice point through Fig. 2 . The wake pattern is assumed to develop in the near wake, and convect downstream without any further evolution. Only a brief description of the CML model has been given here. Further details can be found in Ref. 8 . This simple CML model has been successful in predicting important qualitative features of wake patterns behind vibrating flexible cables. Some limitations of this model have been previously discussed; 8 however, here we focus on deficiencies in the model's ability to accurately predict detailed features of vortex shedding wake patterns. The CML model in Eqs. ͑1͒ and ͑2͒ includes a limited number of free parameters ͑⍀ and K k ) that can be altered to affect the resultant wake pattern predicted by the model. For example, in Fig. 2 the parameter
is varied with all other map parameters held constant. The parameter K k in Eq. ͑4͒ describes the cylinder oscillation amplitude with the cosine function modeling a standing wave mode shape along the cable, k wave sets the wavelength of the standing wave, and k t allows for modeling of a traveling wave along the cable. In Fig. 2 the resultant wake patterns due to K o variation are compared to a wake pattern ͑phase of vortex shedding event͒ determined from a direct numerical simulation of the Navier-Stokes equations using the NEKTAR simulation. For convenience, comparison is made here to a simulated flow; however, the same comparison could be made to wake patterns extracted from experiments. Modeling of vortex shedding patterns from experiments will be addressed in a later section. Figures 2͑a͒ and 2͑b͒ show vortex shedding patterns for one shear layer viewed by an observer looking in the transverse (y direction͒ observing the x -z plane ͑see Fig. 1͒ . The cable and flow direction ͑left to right͒ are included to orient the reader. The methods used to determine the NEKTAR simulation wake pattern shown here will be detailed later in the paper.
It can be clearly seen that specification of the free parameters in the CML model ͓Eqs. ͑1͒, ͑2͔͒ cannot yield wake patterns which precisely match the NEKTAR simulation patterns. The simple nature of our previous CML model means that there will be unmodeled wake features if a detailed comparison is made between an actual wake flow and the CML wake patterns. Our goal in the present study is to extend our CML model to overcome this limitation by incorporating self-learning features in the model. Motivated by a desire to develop an improved CML model, the new CML model is trained to precisely estimate wake patterns from a numerical simulations and laboratory wake experiments.
It is routine practice in system identification theory to try a model with learning terms. Adaptive estimation techniques are used to adaptively vary the learning terms in order to progressively reduce the difference between the modeled and observed data. Once the model is validated with the actual data, the mathematical ͑estimation͒ model of the physical system can be used to design feedback control systems based on modern control theory. It is in the framework of a larger goal of laboratory wake flow control that the current work has been completed.
The basic features of the self-learning, adaptive CML are shown in Fig. 3 . A self-learning scheme ͓Fig. 3͑b͔͒ is required to enable the CML model to precisely match the NEKTAR wake patterns in Fig. 3͑a͒ , which are repeated from Fig. 2 . These NEKTAR wake patterns serve as target states, X n k , for the self-learning scheme. The self-learning model attempts to determine estimated wake patterns, X n k , that precisely match the target NEKTAR patterns in order to overcome the previously described limitation of the simple CML model. This desired result is shown in Fig. 3͑c͒ . The self-learning model uses adaptive estimation techniques, to be further detailed in later sections, to drive the state error between the target and estimated wake patterns, X n k ϪX n k , to zero.
We recognize that efficient, low-order models are often developed as an alternative to solving full equations of motion, such as the Navier-Stokes equations, and that the approach described in the last paragraph requires a NavierStokes solution as a target state. The Navier-Stokes equations, of course, capture all of the relevant wake physics in the present application, but are computationally inefficient A self-learning coupled map lattice to solve. When applied to data from numerical simulations, the new model seeks to combine the efficiency of CML models with the accuracy of Navier-Stokes solutions in a proofof-concept study. Also, in later sections, the NEKTAR simulations are eliminated from the outlined approach, with the CML model then learning directly from a laboratory wake flow. The selflearning CML is run in parallel with a laboratory experiment in which time traces of streamwise velocities are measured ͑with hot film probes͒ in the near wake of a stationary cylinder at low Reynolds number. The velocity data are converted into vortex shedding phase angles ͑or wake patterns͒ via correlation techniques described in Sec. IV. These patterns serve as the target states for the developed selflearning, adaptive estimation scheme. This estimation of vortex shedding patterns from experiments is conducted in an off-line mode where the wake data are measured and stored prior to application of the self-learning scheme. A similar self-learning scheme that adaptively estimates experimental wake patterns, in real time, could serve as the wake model in a feedback control system designed to produce desired wake patterns. The present study does not yet address these control issues, such as the method of control actuation for wake forcing, but instead focuses solely on the development of the adaptive estimation scheme. The paper is organized as follows. In Sec. II a new convective-diffusive CML model that includes an added convective term in the vorticity transport equation is developed. Differences in predictions between our previous CML 8 and this new model are explored. More importantly, this convective-diffusive CML model forms the foundation of the self-learning schemes that are described in detail in Sec. III. The self-learning model's ability to mimic wake patterns from the NEKTAR simulations and wake experiments is studied in Sec. IV. Correlation methods used to convert NEKTAR data to a form applicable to the CML model are also developed. Discussion and conclusions follow in Sec. V.
II. CONVECTIVE-DIFFUSIVE CML
In this section we describe an extension to our previous CML model that will serve as the foundation for development of the self-learning CML scheme. The previous CML model is extended by including additional physics in the vorticity transport equation used to derive the diffusion map. This allows for modeling of spanwise variations (z direction͒ of both spanwise velocity w and vorticity z . This also serves the purpose of introducing a new free parameter, w, which can be adaptively estimated in the developed selflearning scheme.
The convective-diffusive CML is obtained by coupling the modified circle map of Eq. ͑2͒ with a discrete diffusion map derived from a vorticity transport equation
where uϭ(u,v,w) and ϭ( x , y , z ) are the fluid velocity and vorticity, respectively. The first ͑convection of vorticity͒ and second ͑vortex stretching͒ terms on the right side of Eq. ͑5͒ constitute the added terms not considered in Ref. 8 . To develop the new diffusion map, the following assumptions are first made: where the spanwise distribution of spanwise velocity w and diffusion of vorticity are accounted for in the last two terms, respectively. Next, we define Xϭ z , thus establishing a correlation between vorticity intensity and the phase of the vortex shedding ͑see Ref. 8͒, and ⌬tϭ1/f e . Specifying ⌬t in this way implies that we will study the wake dynamics on Poincaré sections separated by the period of cable oscillation. We next apply a simple explicit finite difference scheme ͑forward in time, centered in space͒ to Eq. ͑6͒ to yield
can be rewritten as
where w k ϭw k /U ϱ , and Eq. ͑8͒ can be written in nondimensional form as
The coupling between the above finite-difference equation and the circle map requires f n k ϭX n k , so that
and, again the modified circle map
repeated from Eq. ͑2͒ is used. Equation ͑10͒ is written in matrix form as
where A͑͒, G(X n ), F(X n ) are given, for a k*ϭ6 oscillator system, by
A self-learning coupled map lattice A sinusoidal variation in the spanwise velocity distribution, ␥ k ϭw k ⌬t/⌬x, with a maximum amplitude of 0.001, is assumed in this section to qualitatively match the NEKTAR simulation prediction for this quantity. For the self-learning CML in Sec. III, however, this velocity distribution will be adaptively estimated. Typical wake patterns from the diffusive CML of Eqs. ͑1͒ and ͑2͒ and the convective-diffusive CML ͓Eqs. ͑10͒ and ͑11͔͒ are compared in Fig. 4 . It is observed that the convective-diffusive CML predicts a more complex wake structure compared to the diffusive CML due to the additional physics modeled in the vorticity equation. However, the convective-diffusive CML still cannot accurately predict the complex NEKTAR wake patterns.
III. SELF-LEARNING CML
We next discuss the development of the self-learning CML. The self-learning CML mimics the dynamics of the convective-diffusive CML in Eq. ͑6͒. The diffusion and convection processes are uncoupled in the convective-diffusive CML, and also in the self-learning CML. It is assumed that the characteristics of diffusion are available to the selflearning CML, and the only unknown term to be predicted is ␥ n k , the spanwise variation of the spanwise velocity. As opposed to the previous result in Fig. 4 , in the self-learning CML, ␥ n k is not specified a priori, but is adaptively varied by the estimator model starting from an initial random distribution.
In Eq. ͑12͒, A͑͒ and ⌫ represent the diffusion and convective terms, respectively. Our earlier diffusive CML models ͓Eqs. ͑1͒ and ͑2͔͒ do not include certain dynamics found in the full convective-diffusive map. In the current stage of model development, these unmodeled dynamics are assumed to be of Burger's type ͓as in Eqs. ͑10͒ and ͑12͔͒ arising due to convection of the streamwise vorticity.
The estimator model is introduced by first defining X as the estimate for the state variable X. The dynamics of the estimator are modeled as
where ⌫ n is the on-line estimate of the spanwise velocity, ⌫, at time n. For each time iteration the state estimate X n k will be used to generate the model's flow patterns that can then be compared to NEKTAR simulation flow patterns in this proof of concept study. The dynamics of the state error e are obtained by subtracting Eq. ͑12͒ from ͑13͒ so that e nϩ1 ϭX nϩ1 ϪX nϩ1 ϭŶ nϩ1 ϪY nϩ1 , ͑14͒
⌫ n ϭ⌫ n Ϫ⌫, ͑15͒ e nϩ1 ϭG͑X n ͒⌫ n ϭG͑X n ͒⌫ n ϪY nϩ1 . ͑16͒
Our goal is to drive the state error e n to zero in the shortest possible time. We use a multivariable least-squares algorithm 30 to minimize the state error after each time step. The following equations illustrate the steps in the derivation of the adaptation scheme for the state error. The parameters can be estimated by minimizing the cost function
where the first term is the cost associated with parameter estimation, and the second term is the cost associated with state estimation. The parameters P 0 Ϫ1 and R Ϫ1 are input weighting matrices that can be varied to achieve optimal parameter estimation. When the cost function J n is minimized with respect to the dummy variable ⌫ through
then the parameter ⌫ 0 may be chosen as some finite-valued vector. Equation ͑18͒ provides the solution ⌫ nϩ1 . Next, define
The parameter adaptation law is then given by
where P Ϫ1 ϭP 0 is a known input weighting matrix for the state error e. The self-learning CML is then comprised of Eqs. ͑20͒, ͑21͒ and Eq. ͑13͒, repeated here for convenience The initial conditions for the model include P 0 ϭ0.001 I, R ϭI, and X 0 k , ⌫ 0 are randomly distributed on the intervals ͓0, 1͔ and ͓0, 0.01͔, respectively.
IV. RESULTS

A. NEKTAR simulations and correlation techniques
In Fig. 5 the spanwise vorticity, z , in the x -z plane from the NEKTAR simulation at a specific time instant is presented. As discussed previously, wake patterns from this simulation will serve as target states for the adaptive estimation scheme. For the NEKTAR simulation run, Reϭ100, ARϭaspect ratioϭspanwise domain length/cylinder diameterϭ4, cable oscillation amplitude at antinode A/D ϭ0.68. The cable is forced to a prescribed standing wave mode shape for this case. The NEKTAR simulations were conducted on Cray T3E and IBM SP supercomputers with 16 nodes.
A lace-like structure ͑initially observed by Newman and Karniadakis 4, 5 ͒ is clearly observed in the near wake of the cable for x/Dр2 ͑see Fig. 5͒ . Further downstream (2 рx/Dр6) complex vortex structures with decreased spanwise wavelengths evolve. In order to quantify these more complex wake patterns, the vortex shedding phase angle, X n k , is determined as a function of distance along the cable span from a NEKTAR simulation run using a crosscorrelation procedure. The variable X n k is used to denote the vortex shedding phase angles for both the NEKTAR simulation and CML maps consistent with Sec. II, Sec. III, and Fig.  3 .
Time histories of the streamwise velocity, u(t), in the near wake (x/Dϭ5,y/dϭ1) are sampled at k*ϭ26 equispaced locations along the cable span, with representative traces shown in Fig. 6͑a͒ . A cross-power spectrum technique is used to determine X n k , with the phase angle (X n k ϭ0) at the spanwise boundary (z/Dϭ0) of the numerical domain serving as a reference point. The cross-power spectrum is calculated using
where U 1 ( f ) and U 2 ( f ) are the Fourier transforms of the individual time traces, u 1 (t) and u 2 (t), respectively. The cross-power spectrum is interpreted in polar form ͑magni-tude, angle͒ to determine the phase difference, X n k , between the two time histories within each shedding cycle. A typical phase angle distribution resulting from these correlation methods at one time instance is shown in Fig. 6͑b͒ . The distribution has a decreased spanwise wavelength consistent with the vorticity flow visualization of Fig. 5 . The complex wake structure near x/Dϭ5 in Fig. 5 is reflected in the phase angle distribution if a correspondence is established between the positive signed vorticity ͑medium gray regions͒ and X n k Х0.5, and the negative signed vorticity ͑black regions͒ and X n k Х0.
B. Self-learning CML and NEKTAR simulations
In this section we study the effectiveness of the described self-learning scheme in estimating vortex shedding wake patterns from the NEKTAR simulations. In Fig. 7 , wake patterns are shown for the self-learning CML and the NEKTAR simulation. Equation ͑3͒ was used to transform phase angle distributions X n k from both into wake patterns. A random wake pattern ͑phase angle distribution͒ is used as the A self-learning coupled map lattice initial condition for the self-learning CML. We see that the wake patterns from the self-learning scheme quickly evolve from the random distribution, and successfully estimate the NEKTAR wake patterns within a single shedding cycle. The developed self-learning model efficiently estimates target wake patterns. In Fig. 8 various measures of the state error are presented in order to further quantify the efficiency of the selflearning scheme. Figure 8͑a͒ presents the root-mean-square of the state error
as a function of the number of vortex shedding cycles. Within several shedding cycles eЈ reaches values on the order of O(0.1). This error is due to deviations between the wake patterns, particularly in the cable midspan region ͑see Fig. 7͒ . In Fig. 8͑b͒ the evolution of the local state error e n as a function of time and spanwise location is presented. Figure  8͑c͒ highlights the local state error for the initial (nϭ1) and final (nϭ10) vortex shedding cycles. Focusing on the n ϭ10 case, it is observed that the local state error remains larger at certain z/D locations near the cable midspan. This suggests that anticipated studies to determine the optimal placement of the spanwise oscillators ͑and corresponding wake measurement locations͒ will prove fruitful. We expect to find that self-learning maps with higher resolution of spanwise oscillators near the cable mid-span will yield increased accuracy and efficiency. An optimization study has been conducted to determine optimal values of the positive definite weight matrices P 0 ϭ P 0 I and RϭRI, where P 0 and R are scalars. The rms value of the state error for the final shedding cycle, e 10 Ј , is found to depend on the ratio P 0 /R, not independently on P 0 or R, with optimum runs found for all P 0 /RϽ10 Ϫ3 . Figure 9 presents spatial distributions of the spanwise velocity ␥ n k from the self-learning CML for various target wake patterns for a nonoptimum P 0 /Rϭ1. The target wake patterns for Figs. 9͑a͒ and 9͑b͒ are for our standing wave case ͑Fig. 5͒ at x/Dϭ5 and x/Dϭ0.5, respectively. The tar-
Comparison of the vortex shedding patterns ͑phase distributions͒ between the self-learning CML and the NEKTAR simulation. An initial random phase distribution is used for the self-learning CML. Reϭ100, k* ϭ26, P 0 /RϽ10 Ϫ3 , ⍀ϭ1, K 0 ϭ0.01.
FIG. 8. ͑a͒
Time evolution of the root-mean-square of the state error, eЈ, for the self-learning CML. ͑b͒ Local state error vs spanwise location vs time. ͑c͒ Local state error vs spanwise location for the initial (nϭ1) and final (n ϭ10) shedding cycles. Fig. 9͑c͒ is from an additional NEKTAR run, where a sheared freestream flow ͑matching Ref. 5͒ is studied resulting in a mixed standing wave/traveling wave pattern in the wake. 31 The local freestream Reynolds number varies from 75 to 100 in a sinusoidal fashion for this case. The results in Fig. 9 show the adaptive estimation of the spanwise velocity from a random initial distribution. The estimated spanwise velocity distributions (␥ n k or ⌫ n ) converge to an almost time independent function during time periods when the wake pattern is time-independent ͑periodic͒. Our adaptive estimation techniques can be easily extended to timedependent wake patterns provided that the variation in time is slow ͑e.g., the difference in successive wake patterns is bounded in some sense͒. More advanced techniques of estimation would be required for more rapid variations of the spanwise velocity.
The ␥ n k distributions, in two of the three cases, show spatial oscillations from positive to negative values near cable antinodes (z/Dϭ2), where the spanwise velocity becomes precisely zero. In Fig. 9͑b͒ the same effect is instead observed near the cable nodes. The opposite signed ␥ n k values correspond physically to a reversal in direction of spanwise velocity in the near wake as one moves along the cable span. The zero spanwise velocity implies that no fluid crosses the cable antinodes ͓or nodes in Fig. 9͑b͔͒ . Spanwise flow reversals and stagnation points such as these have also been observed in the simulations of Ref. 5 , and in experiments on oscillating tapered cylinders at low Reynolds numbers, 32 a flow with many of the characteristics of oscillating cable flows. Reference 5 studies spanwise velocity distributions for standing and traveling wave cases at a wake location x/Dϭ10, similar to our Fig. 9͑a͒ . Reference 5 does not study spanwise velocity distribution in the near wake (x/Dϭ0.5) comparable to our Fig. 9͑b͒ .
It is also observed that the spatial wavelength of the spanwise velocity oscillations is approximately 1 to 2 cable diameters in the first five cases, but increases to approximately five diameters ͑primary oscillation͒ in the mixed standing wave/traveling wave case. Reference 5 observes spatial wavelengths of approximately 10 cable diameters for both standing and traveling wave cases, while Ref. 32 observes wavelengths of approximately 1 diameter. We have also found that the amplitude of the estimated spanwise velocities is of the same order of magnitude as the NEKTAR data. In the tapered cylinder experiments of Ref. 32, the spanwise variations are associated with concentrations of transverse vorticity, y . Since y is considered negligible in our model, any correlations between the present results and these experiments must be considered speculative.
In Fig. 10 we study the self-learning map's ability to estimate a wider variety of wake patterns. The wake patterns are derived from the NEKTAR simulation of Fig. 5 by applying the cross-correlation methods to wake velocity time traces at various x/D locations. In Fig. 10͑a͒ the previously estimated wake structure (x/Dϭ5) is again presented. The lace-like structure in the near wake of Fig. 5 (x/Dϭ0.5) is estimated in Fig. 10͑b͒ , and a wake pattern from downstream location x/Dϭ10 is studied in Fig. 10͑c͒ . The self-learning map accurately estimates the wake patterns with some degradation for the x/Dϭ10 case in Fig. 10͑c͒ . The sudden shifts in phase angles in Fig. 10͑c͒ are attributed to vortex dislocations in the wake. The self-learning CML shows the correct qualitative pattern at x/Dϭ10, but there is a consistent bias shift in the phase angles for the estimated wake pattern. We believe a future adaptive estimation scheme based on neural networks can reduce this degradation.
For this work the coupled map lattice is effectively moved to the streamwise wake location under study, as opposed to residing in the near wake as in the previous results. This constitutes a preliminary step towards an anticipated extension of the map, where a series of k* oscillators would be placed simultaneously at the various streamwise locations A self-learning coupled map lattice in order to model the downstream evolution of the wake structure. While the wake patterns in Fig. 10 are derived from a single NEKTAR simulation, these results show that the self-learning CML can estimate a wide range of patterns. Present limitations in applying the self-learning map to a wider range of simulated flow conditions will be discussed in the next section.
C. Self-learning CML and wake experiments
In this section, we apply the self-learning CML to adaptively estimate wake patterns obtained from laboratory experiments. Off-line estimation is pursued where the wake data are measured and stored prior to application of the selflearning scheme. This study is a first step towards development of a real-time estimation scheme that could eventually serve as a wake model in a feedback control system designed to manipulate wake patterns to a desired state.
The experiments were conducted in an open circuit, Eiffel-type wind tunnel with a 16:1 contraction ratio and test section of 30ϫ30 cm cross section and 112 cm length. The turbulence level in the test section was found to be approximately 1%. A rigid steel cylinder of 0.32 cm diameter and 30 cm length was placed horizontally along the test section centerline. In some experiments, thin circular endplates of 6.35 cm diameter were used to affect the cylinder end conditions. Previous investigators 33 have shown that changing the angle of these endplates with respect to the cylinder axis can have a dramatic effect on vortex shedding wake patterns. By using these endplates, we sought to induce parallel, oblique, or more complex wake patterns. These endplates were placed 8 cylinder diameters from the test section walls, yielding a nominal cylinder aspect ratio of ARϭ80. For one flow situation, the periodic-oblique case, the aspect ratio was adjusted to a value of ARϭ88 by repositioning the endplates.
A hot-wire rake with eight individual hot-wire probes was used to measure streamwise velocity traces. The eight hot-wire probes were equally spaced at locations 2.7 cm ͑8.5 cylinder diameters͒ apart along the cylinder span. The probes were placed in the near wake at x/Dϭ1.9 and y/Dϭ1.2. The probe supports passed through the test section top wall, and were angled 45 deg downward from the freestream direction in order to minimize disturbance to the flow. A constant temperature anemometry system ͑TSI IFA 300͒ and TSI THER-MALPRO© software was used for data acquisition.
The tunnel freestream velocity was set to U ϱ ϭ75 cm/s to establish a Reynolds number of Reϭ160. Vortex shedding frequencies of 44 -46 Hz were measured, resulting in a Strouhal number of Stϭ0.184. Three different wake patterns were studied by altering the cylinder end conditions. For the periodic case, no cylinder endplates were used. For the oblique case, the cylinder endplates ͑disks͒ were angled at 14 deg with respect to the cylinder axis ͑see Fig. 12͒ . For the periodic-oblique case, this same endplate angle of 14 deg was maintained; however, the aspect ratio was changed as discussed earlier.
Streamwise velocities vs time for the periodic case are shown in Fig. 11 . The velocity traces show the periodic response of the wake across the entire cylinder span. The intermittent decrease in wake velocity amplitudes is associated with the appearance of vortex dislocations. These velocity traces are measured and stored for later off-line estimation using the self-learning CML scheme. The first probe (z/D ϭ14) is used as the reference state when extracting vortex shedding phase angles from these data using the same crosscorrelation techniques described earlier for the NEKTAR data. Figure 12 compares measured wake patterns with the estimated patterns from the self-learning CML. As in the NEKTAR data estimation, a random initial vortex phase angle distribution is applied. The wake patterns in Fig. 12͑a͒ are extracted from velocity data in the time period 0.65Ͻt Ͻ0.8 s (31ϽnϽ38) in Fig. 11 . The same time period was used for the other two cases. For all three cases, the CML is able to accurately estimate the measured wake patterns within several shedding cycles. Balasubramanian 34 has also shown that the self-learning scheme can effectively estimate transient vortex shedding patterns associated with the appearance of vortex dislocations ͑not shown here͒ for nϽ31.
The evolution of the state error as a function of spanwise location is presented for the periodic-oblique case in Fig. 13 . This quantitative summary of the accuracy of the selflearning model shows a single spike in the state error near nϭ41. Otherwise, the state error magnitude quickly reduces to order 0.01.
V. SUMMARY AND CONCLUSIONS
A new coupled map lattice model with self-learning features has been developed to estimate wake patterns behind vibrating flexible cables and stationary cylinders. We have applied the self-learning model to Navier-Stokes simulations and wake experiments in a proof of concept study. The scheme derives from a new convective-diffusive CML that incorporates additional wake dynamics into the model. The estimator scheme uses a multivariable least-squares algorithm to adaptively vary the spanwise velocity distribution in order to minimize the difference between the modeled and target wake patterns. The self-learning scheme is first applied to wake patterns from a spectral element NEKTAR simulation. The self-learning scheme is shown to accurately estimate the simulated wake patterns within several shedding cycles. Studies to determine optimum map input parameters for most efficient estimation have also been conducted.
The self-learning scheme is then applied to wake experiments. Off-line estimation of vortex shedding patterns extracted from these experiments shows that the scheme can also efficiently estimate these patterns. This study is a first step towards development of a real-time estimation scheme FIG. 12 . Estimation of vortex shedding patterns from wake experiments at Reϭ160 using the self-learning CML. ͑a͒ Periodic shedding, ARϭ96. ͑b͒ Oblique shedding, ARϭ80, ϭ14°. ͑c͒ Periodic-oblique shedding, AR ϭ88, ϭ14°. A self-learning coupled map lattice that could serve as a wake model in a feedback control system. The goal of this control system would be to alter the wake to achieve a desired vortex shedding pattern. Flow control algorithms of this type require a highly efficient wake model. Navier-Stokes solvers, as noted above, are too inefficient to serve as a wake model, at the current state of development. Accordingly, it is important to highlight the efficiency of the self-learning CML. The scheme is approximately four orders of magnitude faster than a typical Navier-Stokes solver applied to wake flows. The developed CML requires 10 Ϫ1 wall clock seconds per shedding cycle to run on a Pentium PC when estimating the NEKTAR wake patterns (k*ϭ26), and 10 Ϫ2 seconds per shedding cycle when estimating the laboratory data (k*ϭ8). This implies that the CML could estimate a laboratory wake flow in real time if the shedding frequency is on the order of 10-100 Hz. Since the vortex shedding frequency for the experiments in this study was approximately 50 Hz, real-time estimation will be achievable. We anticipate extending the experiments to incorporate real-time estimation in the near future. The use of neural networks as an improved adaptive estimation scheme is also under study.
