This paper introduces Hōpara, a new search engine that aims to make Wikipedia easier to explore. It works on top of the encyclopedia's existing link structure, abstracting away from document content and allowing users to navigate the resource at a higher level. It utilizes semantic relatedness measures to emphasize articles and connections that are most likely to be of interest, visualization to expose the structure of how the available information is organized, and lightweight information extraction to explain itself.
INTRODUCTION
Anyone who has browsed Wikipedia has likely experienced the feeling of being happily lost, browsing from one interesting topic to the next and encountering information that they would never have searched for explicitly. Wikipedia's articles are interlaced by a gigantic network of internal links. Anywhere you go, there are attractive-even seductive-options to go elsewhere. Are Wikipedia's links too much of a good thing? Hypertext has long been championed as a way to facilitate navigation in large document collections. However, it is also well known that users of hypertext environments often become "lost in hyperspace" [8] . Wikipedia, whose English edition alone contains some 3M articles and 70M links, is an extreme example of large-scale hypertext. It is, for example, an order of magnitude larger than the ACM Digital Library [1] . We consider it to be a rich and challenging platform for investigating navigation and disorientation in large interconnected information spaces.
Hōpara is a new search engine that aims to make Wikipedia and its underlying link structure easier to explore. Before describing the details of the system, we first survey the related work that surrounds it. This includes information visualization, and specifically visualization of Wikipedia. Section 3 describes Hōpara's interface and the algorithms behind it. Section 4 discusses the implications and limitations of the experiment, and sketches out our plan for the near future.
RELATED WORK
Over the course of human evolution, our perceptions have been gradually honed and attuned to deal with the spatial-visual arrangement of objects. We have specialized in using vision to navigate the world. It follows that retrieval systems should allow us to apply our visual skills to navigate virtual spaces.
Unfortunately, attempts to apply information visualization to information retrieval have met with limited success [6] . Chen and Yu [3] conducted a meta-analysis of 35 information visualization studies published between 1991 and 2000. At the time they were only able to locate six studies that satisfied the criteria for analysis and direct comparison-e.g., task type, use of spatial-visual interfaces, comparison to control. Broadly, their conclusions based on the six studies were:  The cognitive abilities of participants had a greater effect than the choice of interface (visual vs. control).  Simple, lightweight visualizations were more effective than complex ones.  The combined effect of visualization was not statistically significant (due in part to the small sample size).
This does not mean that information visualization is not useful. It has been applied very successfully to information analysis, to expose and communicate general trends, patterns and outliers in data [4] . The point is that its applications for retrieval are less obvious. Searching is typically a short-term, secondary activityone searches for something in order to do something else. There is little room for deep, complex interaction unless one supports broader information seeking and exploration, which is inherently complex and difficult to cater for. Additionally, the data involved is almost exclusively text, which does not lend itself well to visualization unless coupled with something else-dates, quantities, faces and places-or has some quantitative property-significance, popularity, similarity-that can be conveyed spatially. Thus effective visualization techniques for general, open-domain text retrieval remain elusive.
Wikipedia has received a considerable amount of interest from visualization researchers. This is not surprising; it is large, easily accessible, and has many interesting properties to visualize. However, most visualizations-for example [9] and [10]-support Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. analysis: they help researchers and editors understand broad trends in the content and development of Wikipedia. Mirroring the imbalance of the field in general described previously, visualization of Wikipedia for the purposes of retrieval has been much less fruitful. To our knowledge there are only two relevant studies. The first, by Biuk-Aghai [2] , experiments with various layouts for visualizing articles and the connections between them as 3D graphs. Unfortunately the resulting system-WikiVis-received no evaluation. Anecdotally, its visualizations ( Figure 2 is a typical example) are illegible at first glance, and their utility for searching is questionable.
The second relevant system, developed by Hirsch et al [6] , is ThinkPedia. Figure 3 shows the visual component of this system. Not shown is a search box (in which the user has entered Tacoma Narrows Bridge), a list of closely related queries (e.g. Tacoma Narrows Bridge Collapse), and a frame containing the entirety of the relevant Wikipedia article. The interface uses the professional visualization toolkit ThinkMap, 1 and is consequently much cleaner and more legible than WikiVis. Nodes and relations are clearly labeled and can be readily identified. Relations are grouped so that similar topics (e.g. the companies Puget Sound Bank and Duluth News Tribune) are collocated spatially.
There has not been a formal evaluation to investigate ThinkPedia. In anecdotal studies, users found the tool to be "beautiful" and "fun", but also "disordered" and "frustrating" to search with [6] . The developers have had more success in constructing similar interfaces to more structured resources, such as the semantic database Freebase and the corporate wiki Confluence [7] .
HŌPARA
The Māori who traversed the Pacific Ocean to discover New Zealand were skilled navigators, and hōpara is their word for exploration. The Hōpara system, shown in Figure 4 , is a new search
The upper area is a classic search box where the user has entered Tacoma Narrows Bridge. Below and to the left of the search box is a visualization of the related topics: the engineers involved, other similar bridges, and some of the engineering concepts connected to its demise. To the right is an extract from the relevant article.
The query is ambiguous: Wikipedia contains an article about the bridge that famously collapsed in 1940, and another about its replacement. When queries have multiple interpretations, the system selects one sense automatically but makes the remaining senses available with the link entitled or did you mean. The system also allows for synonymy: e.g. the query galloping gertie (the bridge's nickname) takes the user to the same result.
The visualization on the left of the interface displays the user's query in the center, and four categories or groupings of suggestions surrounding it. Within each grouping is a small graph whose nodes are topics and edges are semantic relations between them. Larger topics, such as Leon Moisseif (the project's lead engineer) are more strongly related to the query. An edge between two topics indicates that they are semantically related to each other; thicker edges indicate stronger relations.
Only four groupings of topics can be shown at a time. Moving clockwise from the top left corner of Figure 4 , the first three represent the categories containing the strongest, most relevant suggestions. Their size represents their expected value to the searcher. The fourth grouping, indicated with a dotted outline, shows the best topics that did not belong to the top categories. If this is clicked, the visualization smoothly rotates to reveal the remaining, less relevant categories. Thus the system can scale to show many categories of topics, without panning or zooming.
Similarly, only the four best topics are shown within each grouping. If more are available, then scalability is achieved by allowing categories to be expanded. If the user clicks Suspension Bridges in Figure 4 , for example, then system smoothly transitions to the 2 http://www.nzdl.org/hopara Figure 5 . Animation is used carefully to minimize disorientation: the desired category slickly expands and the others shrink and move out of the way. More nodes are added to the graph, which is smoothly but quickly rearranged using a force-directed layout that encourages related topics to be clustered together spatially, and others (such as the general topic Suspension Bridge, or Millennium Bridge-the only one not located in the U.S.) to be separated.
Mousing over any topic link reveals a tooltip containing the first sentence of the article in question, as shown for Suspension Bridge in Figure 5 . The user can click on any topic to open a box on the right side of the interface, as shown for Tacoma Narrows Bridge (1940) in Figure 4 and Bronx-Whitestone Bridge in Figure 5 . The box contains the first paragraph and an image extracted from the article, and a link to Wikipedia. It also contains sentence snippets to explain how the topic relates to the original query. In Figure 5 this reveals that the Bronx-Whitestone Bridge and the Deer Isle Bridge suffered similar design problems as Galloping Gertie, which explains why Hōpara emphasizes them over the other bridges.
On the top right corner of the Bronx-Whitestone Bridge topic box in Figure 5 is a set of three buttons that control how it can be investigated further. The first explores it as a new query. The second adds it to the current query, to explore things that relate to or connect both bridges. The third button removes it from the queryit is disabled in Figure 5 because Bronx-Whitestone Bridge is not part of the current search.
Multi-topic queries can also be built directly in the search box. For example, the query bridge failure is automatically recognized as two distinct topics: Bridge and Structural failure. The interaction is much the same as for the mono-topic query in Figures 4 and 5 , except that the visualization on the left is narrowed to contain only suggestions that relate to (or connect) both query topics (e.g. Catastrophic failure, Structural design), and multiple connection snippets are shown within each topic box (because there are multiple query topics to connect to).
Care has been taken to minimize the negatives introduced by the system's technical requirements. Most of the interface is built using standard HTML elements under the AJAX framework. The visualization itself is implemented using the Prefuse Flare toolkit,
DISCUSSION AND CONCLUSIONS
This paper has introduced Hōpara, a new search engine that harnesses and visualizes the links within Wikipedia to make the resource easier to explore. The system offers several advances over previous visualizations of Wikipedia. It directly uses the links and categories that have been handcrafted into the resource to support navigation, as they were originally intended. It ranks the suggestions it provides to emphasize those that are most likely to be of interest, and explains their relevance in plain English. It illustrates how the available information is organized, using spatial and visual cues that cannot easily be replicated without the use of visualization. It scales gracefully when the number of suggestions available would otherwise be overwhelming and disorientating.
Hōpara has been evaluated in a pilot user study involving 12 participants and 3 systems: the incumbent Wikipedia interface (wiki), Hōpara (vis), and a similar system that provides the same functionality without visualization (tag). Space does not permit a detailed description of the experiment, but Figure 6 provides a summary by mapping out participants' responses to two questions: which system made tasks easiest to complete, and which system they preferred overall. Within these triangles, users were asked to compare the three systems by plotting a point closest to the best performing system, and furthest from the worst. Responses to both questions are clearly biased towards Hōpara. Participants felt strongly that it was an improvement over the incumbent interface to Wikipedia, and that its visualization component offered concrete advantages over the more traditional, simpler alternative.
Hōpara's evaluation is, unfortunately, not yet fully convincing. We were unable to provide conclusive, objective proof of the system's utility; only of users' subjective feelings about it. In future we plan to conduct longer-term ethnographic studies, where participants are not given artificial tasks but instead have their own reasons to use the system. This should provide deeper insights into how information gathering is performed with the systems, and yield more evidence of their relative strengths and weaknesses. 
