Abstract. In this paper we discuss Alpha Galois lattices (Alpha lattices for short) and the corresponding association rules. An alpha lattice is coarser than the related concept lattice and so contains fewer nodes, so fewer closed patterns, and a smaller basis of association rules. Coarseness depends on a a priori classification, i.e. a cover C of the powerset of the instance set I, and on a granularity parameter α. In this paper, we define and experiment a Merge operator that when applied to two Alpha lattices G(C1, α) and G(C2, α) generates the Alpha lattice G(C1∪C2, α), so leading to a class-incremental construction of Alpha lattices. We then briefly discuss the implementation of the incremental process and describe the min-max bases of association rules extracted from Alpha lattices.
Introduction
Galois lattices (or concept lattices) explicitly represent all subsets of a set I of instances that are distinguishable according to a given language L, whose elements will be called terms or patterns. A node of a concept lattice is composed of a set of instances (the extent) and a term (the intent). The intent is the most specific term which recognizes the instances of the extent, and the extent is the greatest set of instances so recognized. This means that a fraction of the language (the set of intents) represents all the distinguishable subsets of instances. Such an intent is also denoted as a closed term, and as a frequent closed term when only closed terms, whose extents are large enough according to a bound minsupp * |I|, are considered [8] . In Data Mining the problem of finding frequent itemsets, an essential part of the process of extracting association rules, is therefore reduced to finding closed frequent itemsets. Many research efforts are currently spent in finding efficient algorithms for that purpose [12] . More recently, in order to deal with semi-structured data, more expressive patterns than itemsets have been heavily investigated [7, 5] . Again closure operators have been used to efficiently extract closed patterns, as for instance attribute trees [1, 11] . Still the number of closed patterns is often too high when dealing with realworld data, and some way to select them has to be found [6] . Recently, Alpha Galois lattices (Alpha lattices for short) have been defined [16] . Each node of an Alpha lattice corresponds to an Alpha closed term i.e. a closed term that satisfies a local frequency constraint, therefore allowing a better control on the selection of closed terms. The definition of Alpha lattices relies on the assumption that there exists an a priori categorization of the data in such a way that the set of instances I is covered with a set C of subsets of I here denoted as classes, and each denoting some type or category. We then susbtitute α-extents for extents: an α-extent is obtained as the aggregation of large enough (with respect to a bound α) parts of classes. As a consequence, two closed terms that have different extents may share the same α-extent (the converse is false) thus resulting in only one α-closed term. The value of the α parameter (ranging in [0, 1]) denotes a degree of coarseness or granularity in our perception of the data. Note that, as association rules represent (approximate) inclusion of extents, by changing the notion of extent we obtain α-association rules with respect to α-extensions, at various levels of granularity. α-closed terms w.r.t. such a cover C form a subset of the closed terms w.r.t. I, generalize frequent closed terms and are structured in an Alpha lattice.
Our main contribution in this paper concerns the flexibility in data exploration allowed by an incremental construction of Alpha lattices. More precisely we define here class incrementality as the opportunity to update an Alpha lattice when classes are added to the current ones, and so to extend the set of α-closed terms by extending the cover C (and so extending the set of instances to consider).
For that purpose we have to extend the subposition operator of Formal Concept Analysis (FCA, [4] ) previously used in [14] to efficiently build the concept lattice related to the instance set I 1 ∪ I 2 from the concept lattices respectively related to I 1 and to I 2 . This leads to a class-incremental construction of the Alpha lattice G C α performed by iteratively merging the various frequent lattices G {Ci} α corresponding to each class C i of C. The paper is organized as follows. In section 2 we present preliminaries and previous work. Section 2.1 and 2.2 briefly present Galois lattices and Alpha lattices. In section 2.3 we discuss α-association rules extracted from a reduced Alpha lattice to which has been applied a further global frequency constraint. Section 3 describes the incremental construction of Alpha lattices. In section 3.1 we present the extensional merging of Galois lattices and in section 3.2 we apply the Merge operator to Alpha lattices and describe their class-incremental construction. Section 4 discusess implementation issues on the incremental process together with the construction of a min-max basis of α-association rules. The last section summarizes the paper and concludes.
Preliminaries and previous work

Galois lattices
Detailed definitions, results and proofs regarding Galois connections and lattices may be found in [2, 3] , and in the field of Formal Concept Analysis in [4] . In the rest of the paper we denote as Galois lattice the formal structure that we define below. We recall that a mapping w from an ordered set M to M is called a closure operator iff for any pair (x, y) of elements of M we have a) x ≤ w(x) (extensity), b) if x ≤ y then w(x) ≤ w(y) (monotonicity), and c) w(x) = w(w(x)) (idempotency). An element of M such that x = w(x) is called a closed element of M w.r.t. w. The formal definition of Galois connection and Galois lattice are given below:
Definition 1 (Galois connection and Galois lattice) Let int : E → L and ext : L → E be maps between two lattices (E, ≤ E ) and (L, ≤ L ). Such a pair of maps form a Galois connection if for all e, e 1 , e 2 in E and for all t, t 1 , t 2 in L:
and t = int(e)} and let ≤ be defined by:
In what follows, L is a lattice of terms expressing some statement on instances and ≤ L is a less-specific-than relation. E is a lattice extracted from P(I) where I is a set of instances and ≤ E is defined as ≤ E =⊆. ext(t) will be the greatest element of E whose elements satisfy t and int(e) will be the most specific term t satisfied by all the elements of e. As a particular case, let us consider E = P(I) and L = P(A) where A is a set of binary attributes (or items) defined on L, and so t 1 ≤ L t 2 ⇐⇒ t 1 ⊆ t 2 . Then int(e) is the set of attributes common to all the instances in e and ext(t) is the set of instances which have all the attributes of t. The corresponding Galois lattice is known as a concept lattice [4] . In this paper we are mainly concerned with variations on E and so we consider, with no loss of generality, that L = P(A). As a consequence we will use ⊆ as ≤ L , ∩ as the lower bound operator and ∪ as the upper bound operator.
The following example will be used throughout the paper.
Example 1. We consider animal species divided in three classes: mammals (C 1 ), insects(C 2 ) and birds(C 3 ). A set of properties allows to describe each species. Table 2 .1 describes the data. Amongst these animals some are, to some extent, exceptional to their class: they lack properties common to their class or do possess properties seldom found in their class. Regarding mammals, the petauristini (known as flying squirrel) flies 3 , the platypus is not viviparous and the bat both flies and has wings. Also most birds fly, but the ostrich does not.
Alpha Galois lattices
In what follows here, we start from the concept lattice G = (P(I), int, L, ext) In [5] the authors use projections as a way to obtain smaller lattices by reducing the 3 More precisely a Petauristini glides, but here we consider it as a flying mammal. 
Coarseness and projections are defined hereunder together with a theorem [9] presenting projected Galois lattices:
Definition 2 (Coarseness) Let ≡ 1 and ≡ 2 be two equivalence relations defined on L, then ≡ 2 is said to be coarser than ≡ 1 iff for any pair (t, t ) of elements of
Definition 3 (Projection) p : E → E is a projection on an ordered set (E, ≤ E ) iff for any pair (x, y) of elements of E:
Projections on P(I) are denoted as extensional projections. We further consider as a lattice E any extensional projection p(P(I)) (including P(I) itself).
Theorem 1 (Extensional order on Galois connections) Let (int, ext) be a Galois connection on L and E, proj be a projection on E, E 1 = proj(E) and ext 1 = proj • ext. Then: (int, ext 1 ) define a Galois connection on L and E 1 , and therefore a Galois lattice
G 1 is said to be coarser than G. We further denote G 1 as a projected lattice and write G 1 = proj(G). Each node (t, e) of G has a projection proj(t, e) = (int(proj(e)), proj(e)) in G 1 .
Starting from E = P(I), we hereunder define Alpha Lattices by defining a projection that relies on the association of one (possibly several) type to each individual of I. The corresponding groups of instances are denoted as classes and a set of classes is denoted as a cover. Note that a cover may be partial, meaning that there may be instances of I that do not belong to any class.
Definition 4 (Alpha extent) Let I be a set of instances, C be a cover of P(I), t a term of L and α ∈ [0, 1], then: proj C α (e) = {i ∈ e | ∃C ∈ C, with i ∈ C and | e ∩ C |≥ |C|.α}, and ext C α (t) = proj 
Frequent α-closed terms and alpha association rules
In Alpha Galois lattices we apply a local frequency constraint in such a way that intents frequent in at least one class appear in the lattice. However, a side effect is that an Alpha Galois lattice may still be very large, especially when using small values of alpha. Fortunately it is possible to add a global constraint: we will only consider nodes whose α-extent is large enough, eliminating nodes that represent few instances. For any real number f with 0 ≤ f ≤ 1, we consider the projection proj f on E α such that proj f (e) = e whenever |e| |I| ≥ f and proj f (e) = ∅ otherwise.
The result of such a filter is again a Galois lattice G f α that corresponds to the topmost part of G α and denoted as an Iceberg Alpha lattice.
The partial order induced on terms by the Galois connection can be related to a set of implication rules. More precisely ext I (t 1 ) ⊆ ext I (t 2 ) means that the implication t 1 → t 2 holds for all instances of I. Now, in Alpha Galois lattices, whenever ext α (t 1 ) ⊆ ext α (t 2 ) we will say that the α-implication t 1 → α t 2 holds on the pair (I, C). Hereunder we adapt the definitions of support and confidence for association rules to Alpha association rules by changing extents to α-extents:
Definition 5 An α-association rule is a pair of terms t 1 and t 2 , denoted as
The support and confidence of an α-association rule r= t 1 → α t 2 are defined as α-supp(r) = The α-association rule r= t 1 → α t 2 holds on the pair (I, C) whenever α-supp(r) ≥ minsupp and α-conf (r) ≥ minconf .
Incremental construction of Alpha lattices
We will see here that an Alpha lattice may be computed by merging frequent lattices through an extensional merging operator. First, however we present some formal results leading to the extensional merging operator.
Extensional merging of Galois lattices
Proposition 1 Let G = (E, int, L, ext) be a Galois lattice, proj 1 and proj 2 be two extensional projections on E, and ext 1 = proj 1 • ext, ext 2 = proj 2 • ext. If proj 1 and proj 2 are such that for any e ∈ E, we have e = proj 1 (e) ∪ proj 2 (e), then:
1. For any node (t, e) of G, let t 1 = int(ext 1 (t)) and t 2 = int(ext 2 (t)) be closed terms of G 1 and G 2 , then t = t 1 ∩ t 2 and e = ext 1 (t 1 ) ∪ ext 2 (t 2 ). 2. For any nodes (t 1 , e 1 ) from G 1 and (t 2 , e 2 ) from G 2 , let t = t 1 ∩ t 2 then (t, ext(t)) is a node of G and ext 1 (t 1 ) ∪ ext 2 (t 2 ) ⊆ ext(t).
Proof: a) First we show that a term t1 closed w.r.t int • ext1, is also closed w.r.t int • ext. We have ext1(t1) = proj1 • ext(t1) ⊆ ext(t1) because proj1 is a projection. As a consequence of condition 2 defining Galois connections, we have then int(ext(t1)) ≤L int(ext1(t1)) = t1. As int • ext is a closure operator we have also t1 ≤L int(ext(t1)). So t1 = int(ext(t1)) is closed w.r.t int • ext. In the same way a term t2 closed w.r.t. int • ext2 is also closed w.r.t. int • ext. We conclude that t1 ∩ t2 is closed w.r.t. int • ext.
For any term t, by considering e = ext(t) and applying the first condition of the proposition, we have ext(t) = ext1(t)∪ext2(t). Now from the properties of the Galois connection we have ext1(t) = ext1(int • ext1(t)) = ext1(t1) and ext2(t) = ext2(int • ext2(t)) = ext2(t2). So ext(t) = ext1(t1) ∪ ext2(t2). b) Let t = t1 ∩ t2, we have seen before that t is closed w.r.t. int • ext. We also have t ≤L t1 and as a consequence ext1(t1) ⊆ ext1(t) and so ext1(t1) ⊆ ext(t). In the same way we obtain that ext2(t2) ⊆ ext(t). As a consequence ext1(t1) ∪ ext2(t2) ⊆ ext(t).
A consequence of this proposition is that the nodes (t, e) of the Galois lattice G = (E, int, L, ext) are obtained by intersecting the intents of the nodes (t 1 , e 1 ) of the projected Galois lattice proj 1 (G) = (E 1 , int, L, ext 1 ) with the nodes (t 2 , e 2 ) of proj 2 (G) = (E 2 , int, L, ext 2 ), and keeping as the extent, when two resulting intents are identical, the greatest union of original extents e 1 and e 2 . This defines the M erge E operator. From an algorithmic point of view, Proposition 1 leads to a generic algorithm in the spirit of the Merge algorithm for subposition detailed in [14] :
Definition 6 (Extensional merging operator) Let G = (L, ext, E, int) be a Galois lattice. Let proj 1 and proj 2 be two projections on E such that for any e ∈ E, we have e = proj 1 (e) ∪ proj 2 (e). Then the extensional merging operator M erge E defined above following Prop. 1 is such that :
Class incrementality of Alpha lattices
In what follows we use the alpha lattices associated to the covers C 1 and C 2 to build the alpha lattice associated to the cover C 1 ∪ C 2 .
Let us denote as G C α the Alpha lattice associated to the cover C. Let proj 1 and proj 2 defined as follows, for any e ∈ E C α = proj C α P(I): proj 1 (e) = {i ∈ e | ∃C ∈ C 1 , such that i ∈ C}, and proj 2 (e) = {i ∈ e | ∃C ∈ C 2 , such that i ∈ C} Then, proj 1 and proj 2 are projections on E C α , and we have
. Furthermore we clearly have for any e ∈ E C α , e = proj 1 (e) ∪ proj 2 (e) and we obtain therefore the following proposition:
So we can compute an Alpha Galois lattice stepwise by first computing, the Frequent lattices G {C1} α , ..., G {Cn} α associated to each class C 1 , .., C n and then repetitively using M erge. The main advantage of such a scheme is class-incrementality, i.e., the ability to update an Alpha lattice associated to the set C when a new class C is added to C.
To implement the Merge operator we started from the subposition algorithm for concept lattices described in [13] . Our implementation of Merge operator is an adaptation of the implementation of this subposition operator, as found in the software Galicia 4 , in which we substitute α-extents for extents. In practice, the main difficulty concerns the dual of the procedure Update-Order, as described in [14] , that performs extents intersections and relies on distributivity of P(I). As projections do not preserve distributivity, we had to modify this procedure. Figure 3 shows the Alpha lattice associated to the cover {Insects, Birds} obtained by merging G Implication rules, together with association rules, are often built using closed frequent itemsets [17] . The basic idea is that a node in the concept lattice corresponds to an equivalence class of terms, all sharing the same extent. In particular, the intent of the node, i.e., the unique greatest term, has the same extent as all the smallest terms (also called generators). We obtain then for each node several implication rules whose left part are these generators, and whose right part is the intent of the node. For instance, let us consider the node 26 of Figure 1 , the two generators of the corresponding equivalence class are HasHairs and HasT eats. We obtain then the two implication rules HasHairs → {HasHairs, HasTeats} and {HasTeats} → {HasHairs, HasTeats} that are rewritten as {HasHairs} → {HasTeats} and {HasTeats} → {HasHairs}. This set is further extended to association rules, whose confidences are smaller than 1 and whose right part are intents of more specific nodes [8] . The resulting set produces the so called minmax basis of association rules. In order to compute the min-max basis of Alpha association rules, starting from the Iceberg Alpha lattice (or equivalently from the set of Alpha closed terms), we have straightforwardly adapted the method proposed in [10] . All these features are implemented in the software AlphabetaGalicia 5 
Conclusion
In Alpha lattices the extent of a term is restricted according to constraints depending on a a priori categorization of instances in classes, and on a degree α, so resulting in a smaller lattice [16] .
In the present paper we have investigated the construction of Alpha lattices when new classes are added incrementally. We have first proposed a general method allowing to merge two Galois lattices that are extensional projections of an original Galois lattice and then described its application to the incremental construction of Alpha lattices. The discussion of a general strategy to maintain Alpha lattices whenever both new classes and new instances added to current classes are provided is outside the scope of the paper. However we can give here the general line of such a strategy: whenever new instances have to be added to a current class C, the Alpha lattice is projected in order to discard the contribution of the class C, the frequent lattice of C is updated as proposed in [15] and finally the two lattices are merged as Alpha lattices. We have also discussed some implementation issues of the software AlphabetaGalicia that allows to incrementally build Alpha lattices and to extract Alpha association rules.
