1I n t r o d u c t i o n
Profit models play an important role when we assess the determinants of firm profitability or when we benchmark firms' success at maximizing profits. When estimating profit models, we employ (semi-)flexible functional forms like the translog. This is problematic if firms incur losses in our sample, since the logarithm of non-positive numbers is not defined. Hence, we face an important inconsistency between our theoretical model and our empirical specification.
In this paper, we compare standard methods used to handle theses losses with an o v e lm e t h o d . 3 We compare both methods by estimating stochastic profit frontiers, where we can compare profitefficiency (PE). When we study profit efficiency scores, we are concerned both with the ability of specifications to discriminate between profit making and loss incurring firms, as well as their capability of achieving rank stability. Our paper is structured as follows. First, we explain the two most frequently used specifications to handle negative profits as well as our suggested alternative. Then, we introduce our data. Next, we test whether our specification improves the discriminatory power and rank stability of our model. Finally, we conclude.
Methodology
Theoretically, firms maximize profits by choosing in-and output quantities at prevailing prices subject to a production technology constraint. Most banking studies employ a modifiedmodelb yHumphreyandPulley(1997),thatallo ws for price setting power in output markets.
4 To implement either of the two models empirically, most studies follow Hasenkamp's (1976) early suggestion and use sufficiently flexible functional forms with regard to curvature. The translog functional form proved particularly suited for bank efficiency studies to facilitate convergence when maximizing the likelihood function (Berger and Mester, 1997) .
We use a true fixed-effect model with time-variant efficiency to estimate the following specification of an alternative profitm od e l :
Here m consists of outputs y, input prices w, a control variable z (equity), and a time trend t that captures technological change. 6 We assume that ε kt consists of a noise component ν kt ,a n da ni n e fficiency component u kt ,w h e r e ε kt = ν kt − u kt .H e r e ,ν kt is normally distributed, i.i.d. with ν kt ∼ N(0,σ 2 ν ). The inefficiency term u kt is drawn from a non-negative half-normal distribution and i.i.d. with u kt ∼ |N(0,σ 2 u )|. Point estimates of PE are obtained as the expected value of u kt given ε kt (Jondrow et. al, 1982) .
The problem that we address in this paper arises because we assume in our theoretical model that π R, whereas in our empirical specification ln π is not defined if π R − ,w h e r eπ =[0, −∞i. In the literature, we find two solutions listed as (i) and (ii) in Table 1 .
First, we can truncate π and estimate our model only for those firms where π R * + ,s i n c eπ is then (0, ∞i.I no u rv i e w ,t h i sa p p r o a c hs u ffers from two shortcomings: it prohibits us from obtaining efficiency scores for loss incurring firms, and not adjusting for truncation leads to biased results (for ordinary least squares (OLS) estimators, see Greene, 2003 (chapter 20) ). Second, we can rescale π, to ensure that π R * + for all firms, for example by adding the maximum loss observed in the sample plus a small number (usually one) to each π. This appears to be the most popular solution in the literature (cf. Berger and Mester, 1997 , Vander Vennet, 2002 , Maudos et. al, 2002 ).
However, we cannot control for the effect that this manipulation may have on our error term structure. This is particularly problematic in stochastic frontier analysis, where we are interested in the composition of total error, rather than coefficient estimates or marginal effects. 
Summing up, these approaches either (i) result in a loss of crucial observations, or (ii) they neglect the available information about the truncated part of the distribution of the dependent variable ln π. We therefore propose an alternative solution, that is in fact similar to censoring and attempts to make use of the available information on the censored part of π. We also left-censor π, but assign a value of one to those banks with π R − . We aim to include all information available on the censored part of π and to this end specify an additional independent variable NPI (for N egative P rofit Indicator). Consequently, we define NPI to be equal to one for observations where π R * + and equal to the absolute value of π for a loss incurring bank.
7 Table 1 summarizes the resulting three specifications, including our "Indicator" approach.
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3D a t a
To estimate our alternative profit frontier, we use balance sheet and profit and loss account data for all German banks that reported to the Deutsche Bundesbank between 1993 and 2004.
We follow the intermediation approach and report our descriptive statistics for profits, input prices, output quantities, and equity in Table 2 . In our sample, 7 We expect and find a negative coefficient for this variable. 8 As a caveat we point out that we do not aim to combine ML functions derived for (OLS) limited dependent regressions with ML functions derived for SFA with a composed error term. In our view, this would certainly be the econometrically most correct way to tackle the problem of losses in PE research. To our knowledge no such efforts have been undertaken in the econometric literature and we deem the issue out of the scope of our paper. around 2% of observations (658) exhibit losses.
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4R e s u l t s
We start by comparing the efficiency distributions from all specifications. Figure 1 shows kernel density plots. We observe that the rescaled specification yields a distribution of PE scores that exhibits the lowest standard deviation and is located the closest to full efficiency. Since the maximum loss in the sample equals 989 million Euros, the impact of rescaling the dependent variable for all banks (averaging 10.2 million Euros) appears to be substantial.
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However, it is important to note that we have no baseline, 'correct' specification. Put differently, we have to accept the fact that PE scores cannot be validated when comparing our specifications and drawing conclusions. In our comparisons, we build on two premises which we expect to hold in a 'good' specification:
(a) We expect the efficiency levels of firms with positive profits to be on average higher than those of firms with negative profits. (b) We expect the relative efficiency ranking for firms with positive profits to be insensitive to the inclusion of firms with negative profits.
In sum, we aim at a specification that can both discriminate between firms making a profita n dfirms incurring a loss and has stable efficiency ranks. Clearly, specification (i) is of little direct use to us, as it has no information on loss incurring firms. Table 3 therefore lists our comparative statistics for specifications (ii) and (iii). First we observe that mean PE scores are always higher for profitmakingfirms than for loss incurring firms. These differences are statistically significant, both with (IST 1 )a n dw i t h o u t( IST 2 ) assuming equal variances. Hence both specifications appear to have sufficient discriminatory power.
Our second requirement concerns the ability of specifications to rank profit making firms' efficiency in a stable manner. As several studies have shown, the ability of stochastic frontier models to yield stable ranks is very important (e.g. Bauer et. al, 1998) . From t h ep l o t si nT a b l e3 ,w eo b s e r v et h a t ranks change significantly with the rescaled specification. 11 Many banks are 11 We calculate ranks for banks with π R + only as our prime interest is the stability of ranks across specifications. Note that the scatterplots are for a comparison vis-à-vis the truncated specification. Also, note that applying truncation to our Indicator approach results in the truncated specification. ranked markedly different by the truncated and rescaled specification, respectively. In contrast, our indicator specification ranks much more consistently. The Spearman rank order correlation ρ with the truncated specification is 9717 and significantly different from zero. Finally, we also perform Kruskall Wallis rank tests, which confirm that profit-making and loss-incurring banks are ranked significantly different from each other. Note, that our indicator specification exhibits substantially higher chi-squared values compared to the rescaled specification.
In addition to testing whether estimated efficiency distributions are identical, we also conduct a bootstrap analysis along the lines of Atkinson and Wilson (1995) to obtain standard errors of mean efficiency estimates (cf. Koetter (2006) 2) Average mean efficiency after bootstrapping; 3) Standard errors; 4) Lower bound; 5) Upper bound.
In Table 4 we report bootstrapped standard errors and according confidence intervals at the five percent level for all profit models, respectively. 14 Bootstrapped standard errors are largest for the rescaled model. In contrast, the precision of efficiency estimates obtained from our indicator approach closely resembles that obtained for the case when loss-making banks are excluded from the sample. Hence, with our approach we gain discriminatory power without a loss of preciseness.
5C o n c l u s i o n
In this paper, we compare a novel approach to handling losses in translog profit models with specifications that rely on truncation (i) or rescaling (ii) of the dependent variable. We study the effect on stochastic frontier profite fficiency scores. The latter specifications either do not yield any efficiency scores for loss incurring firms (i), or yield efficiency scores which are discriminatory but not stable (ii). Censoring is shown to greatly improve the rank stability of efficiency scores. In addition, our indicator specification improves the discriminatory power of our translog profit model. Finally, bootstrapped standard errors show that the preciseness of the indicator approach is substantially higher than for the certainty of efficiency estimates obtained after scaling up all data.
13 d SE = { 1 J−1 P J j=1 (PE * j − PE * ) 2 } 1/2 ,w h e r ePE * = 1 J P J j=1 CE * j . 14 Confidence intervals are [PE obs − t 1−α/2,k−1 d SE, PE obs + t 1−α/2,k−1 d SE], where t 1−α/2,k−1 is the (1 − α/2) th quantile of the t-distribution with k − 1 degrees of freedom.
