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Mottó: "Ha nem tudjuk működőképessé tenni a konkurrens programo'
kát ellenőrző olvasás vagy tesztelés segítségével, akkor egyetlen 
más hatásos módszert látok: hogy valamennyi konkurrens programot 
egy olyan programnyelven Írjuk, amely lenetővé teszi, hogy ponto­
san specifikáljuk a közös adatokhoz való hozzáférés feltételeit, 
és amely rendelkezik egy olyan fordítóval, amelyik ellenőrzi is 
ezeket a feltételezéseket".
(Per Brinch Hansen - The architecture of concurrent programs 1977)
'
7BEVEZETÉS
Tiz-tizenöt évvel ezelőtt, a megszakítással rendelkező 
számitógépek megjelenése előtt, a számitógép programok va­
lamennyien szekvenciálisak voltak, a gép a program utasítá­
sait a programozó által előirt sorrendben hajtotta végre. 
Ebben az időben nagy valószinüséggel lehetett számítani ar­
ra, hogy egy program azonos bemenet mellett többszöri fut­
tatás esetén is ugyanúgy működik (hacsak nem tartalmaz a tár­
tartalomtól függő hibát). A megszakítás megjelenése után a 
programok egy részét már nem lehetett egyetlen szekvenciá­
lis műveletsornak tekinteni, hanem annak egyes részei egy- 
időben, vagy időben átlapolódva, kerültek végrehajtásra.
Az addigi szekvenciális programozás mellett kialakult a mul­
tiprogramozás is [Wir77d]. Ha egy multiprogram olyan része­
ket (processzeket - ld. később) is tartalmaz, amelyeknek fu­
tási idejére valamilyen korlátozó feltételnek is teljesül­
nie kell (azon túlmenően, hogy pozitiv), akkor a feladat 
már a valós idejű (real-time) programozás körébe tartozik, 
[Wir77d]. A multi- és a valós idejű programok közös tulaj­
donsága, hogy azonos bemenet esetén is különböző módon mű­
ködhetnek, és a lehetséges működések egy része helyes, a 
másik része hibás. Az ilyen programok működése általában 
nem determinisztikus. Tartalmazhatnak olyan hibákat, ame­
lyek nem reprodukálhatók, és igy szinte lehetetlen megta­
lálni őket. Ezért a multi- és a valós idejű programok ké­
szítésénél még óvatosabbnak kell lennünk, mint a szekven­
ciális esetben, meg kell kísérelni a lehetetlent: hogy hi­
bátlan programot Írjunk.
8Ebben a törekvésben kétféle segítséget is kaphatunk. 
Egyrészt a programozási elméletektől elvi, másrészt a prog­
ramnyelvektől gyakorlati segítséget. A dolgozat célja, hogy 
bemutassa egyrészt a helyes programozás elveinek egy részét, 
másrészt pedig néhány újabb programozási nyelv szolgáltatá­
sait, mindkét esetben különös tekintettel a multiprogramo­
zásra. (A multiprogramozás helyett azonos értelemben hasz­
nálom a párhuzamos, parallel programozás kifejezéseket, az 
ilyen programok által leirt rendszerekre pedig a multi-task, 
párhuzamos, parallel, konkurrens rendszer elnevezéseket.)
A helyes programok Írásának kérdése már a szekvenicá- 
lis programozás kapcsán fölmerült, és létrehívta a struk­
turált programozás elméletet. Ennek alapvető kérdéseivel 
foglalkozik [Dij68c, Dah78, Wir78], A strukturált progra­
mozással külön nem foglalkozom a továbbiakban, de hatása 
a később tárgyalt összes programnyelvben jelen van.
A helyes programozás elősegítésére kialakult a prog­
ramok axiomatikus tárgyalása, a programbizonyitás elméle­
te is. Ez állításokat tesz egy programi rész) tulajdonsága­
ira, amelyek helyességét matematikai módszerekkel bizo­
nyítja. Ennek a kérdéskörnek átfogó tárgyalása található 
[Bar79]-ben. A multiprogramok bizonyítása elsősorban Hoare 
axiomatikus rendszerén alapul [Hoa69, Hoa72, Hab74, OwG76]. 
Programbizonyitással a továbbiakban nem foglalkozom, de ha­
tása a később tárgyalt összes programnyelvben jelen van.
Az elmúlt évtizedben a párhuzamos rendszerek tervezé­
se önálló tudományággá fejlődött. Ez a folyamat, úgy tűnik, 
a hardware oldaláról indult, a megszakitásos gépek megjele­
nése vetett fel először olyan kérdéseket a software terve­
9zésben amelyekre mintegy válaszképpen született meg a párhu­
zamos programozás elmélete. Az utóbbi években a multi-mikro­
processzoros rendszerek megjelenése hasonló kihivást jelen­
tett, és már megszülettek az első válaszok is. Érdekes min­
denesetre megfigyelni, hogy a párhuzamos tervezés elmélete 
a számitógép technikai lehetőségeinek bővüléséből ered, no­
ha maga a kérdéskör ennél sokkal nagyobb hatósugarú. Ma már 
a párhuzamos tervezés többet jelent, mint a megszakitások 
megfelelő lekezelését, és számos olyan feladatot is érde­
mes párhuzamosság bevonásával megfogalmazni, amelynek sem­
mi köze a számitógép architektúrájához.
A párhuzamos rendszerek elméletének kialakulása, a 
strukturált programozás elméletével karöltve, lehetővé tet­
te, hogy olyan magasszintü nyelvek készüljenek, amelyek az 
elméletek által előirt szabályokat figyelembe veszik, a 
programozót támogatják, szinte kényszeritik a helyes terve­
zői és programozói stilusra. Az Assembly szintű nyelveket 
minden fronton támadás érte, ma már léteznek olyan magas­
szintü nyelvek, amelyekkel a hardware közvetlen vezérlése 
is elegáns módon lehetséges. A magasszintü nyelvek haté­
konysága, a generált kód minősége helyenként még indokolt­
tá teheti Assembly szintű nyelvek használatát, de ez nem 
utolsósorban annak a következménye, hogy a számitógép 
architektúrák eleve az Assembly programozók támogatására 
készültek. Például a magasszintü nyelvi forditók támoga­
tására épült "Lilith" gépre a MODULA-2 nyelv fordítója 
több mint háromszor olyan tömör kódot generál, mint a ha­
gyományos architektúrájú PDP/ll-re [Wir81].
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A magasszintü nyelvek alkalmazásának előnyei közül az 
első helyen a megbizhatóság növekedését emlitem. Rögtön 
hozzá kell tenni, hogy ez nem érvényes minden magasszintü 
nyelvre, csak azokra, amelyeket a helyes programozás elmé­
letének ismeretében készitettek. Ezek viszont lehetővé te­
szik azt, hogy a hibák jelentős részét már fordítási idő­
ben kiszűrjük, valamint, hogy az egyszer már hibátlannak 
Ítélt modulokat később már ne lehessen elrontani (informá­
ció elrejtés). A következő előny, hogy a program elkészü- 
lési ideje egy nagyságrenddel csökken, olvashatósága, kar­
bantarthatósága jelentősen nő. Számos nyelv erősen támogat­
ja, hogy egy feladatot több részre osszunk, és a részfela­
datok közötti interface-eket egyértelműen definiáljuk. Vé­
gül, de nem utolsósorban egy jól tervezett magasszintü nyel­
ven dolgozni kellemes, és a programozó megbízhat a saját 
programj ában.
A dolgozatot 4 fejezetre osztottam. Az 1. fejezet a 
párhuzamos rendszerek alapfogalmaival foglalkozik. A máso­
dik az újabb keletű javaslatokkal. A 3. fejezetben 7 mo­
dern magasszintü nyelvről adok áttekintést a modularitás 
és a párhuzamosság szempontjából. Az utolsó fejezet egy 
esettanulmányt tartalmaz, amelynek során egy számitógép 
hálózati szint implementációját készítettem el MODULA-2 
nyelven.
A dolgozatban a feladat jellegéből következően sokfé­
le jelölést kell használnom, amelyeket nem mindenhol ma­
gyarázok meg teljes részletességgel, számítva arra, hogy 
önmaguktól érthetők. A példaprogramok azonosítói részint 
magyar, részint angol eredetűek, utóbbiak esetenkénti 
használatát az indokolja, hogy a programnyelvek amúgy is 
az angol nyelvre épülnek, és emiatt az angol azonosítók 
használata világszerte elterjedt.
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1. ALAPFOGALMAK
1-1 A PROCESSZ
Ha egy folyamat (processz) műveletei időben egymás vi­
tán, előre megadott sorrendben játszódnak le, akkor a folya­
matot szekvenciálisnak nevezzük. A "művelet" jelentését to­
vább nem definiáljuk, annyit tételezünk fel, hogy a művelet 
maga is szekvenciális és véges időn belül befejeződik. Az 
"egymás után" történő lejátszódást úgy is fogalmazhatjuk, 
hogy egy művelet akkor és csak akkor kerül végrehajtásra, 
ha egyértelműen definiált elődje már befejeződött [Wir77c]. 
Ha a folyamat műveletei részben egyidejűleg (parallel) vagy 
egymás után, de előre meg nem adható sorrendben (kvázi-pa- 
rallel) játszódnak le, akkor a folyamat nem szekvenciális.
Az ilyen folyamatok leirása önmagában nagyon bonyolult (in­
kább reménytelen) lenne. Ezért az ilyen folyamatokat egy­
mással versenyző (konkurrens) szekvenciális folyamatok 
(processzek) formájában ábrázoljuk. Valószinü, hogy léte­
zik olyan nem szekvenciális folyamat, amely nem képezhető 
le együttműködő konkurrens szekvenciális processzekre, de 
az ilyen folyamatokkal a továbbiakban nem foglalkozom. Az 
egyszerűség kedvéért és az irodalmi gyakorlatnak megfelelő­
en a továbbiakban a processz mindig a szekvenciális pro- 
cesszt jelenti [BrH73, Dij68a, Dij68b, stb.].
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1.2 A PROCESSZOR
A processzor az az aktiv egység, amely a processz mű­
veleteit végrehajtja [Lal76, Hop78]. A processzor lehet 
egy tényleges központi egység (CPU), egy periféria vezérlő 
egység (például csatorna), vagy egy magasabb szintű, soft­
ware által megvalósított gép. Az ilyen magasabb szintű gép 
maga is állhat a processzek halmazából, amelyek processzo­
rad) ismét a fenti definíciónak felel(nek) meg. Egy hier­
archikusan felépített rendszerben igy processzek és pro­
cesszorok tetszőleges szinjeit állíthatjuk elő [Dij68b, 
Dij7l], Ahol szükséges hangsúlyozni, hogy a processzort 
külön hardware egység valósítja meg, ott a fizikai pro­
cesszor elnevezést alkalmazom.
1.3 DETERMINISZTIKUS VISELKEDÉS
Egy folyamatot determinisztikusnak nevezhetünk, ha kez­
deti állapota egyértelműen meghatározza a folyamat lefutá­
sát és eredményét. Ha ez a feltétel nem áll fenn, akkor a 
folyamat nem determinisztikus. A párhuzamos folyamatok ele­
ve magukban hordják a nem determinisztikus viselkedés lehe­
tőségét, és a helyes párhuzamos programozás célját úgy is 
megfogalmazhatjuk, hogy az nem más, mint a nem determinisz­
tikus folyamatok determinisztikussá tétele. Egy algoritmus 
megfogalmazásakor kivánatos lehet, hogy annak egyes része­
it, mint nem determinisztikus műveleteket fogalmazzuk meg, 
tehát, hogy az indeterminizmust az algoritmus részévé te­
gyük. Ezzel a kérdéssel később még részletesebben foglalko­
zom (a 2. fejezetben).
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1.4 PROCESSZ KOMMUNIKÁCIÓ
A konkurrens processzek alapvetően egymástól térben 
és időben függetlenül működnek (különböző processzorokban 
futhatnak, különböző időben). Ha működésűk funkcionálisan 
nem független, akkor esetenként térbeli és időbeli működé­
sűket is össze kell hangolniuk, szinkronizálniuk kell. A 
szinkronizáció állhat egyetlen jelzésből is, de jelent­
heti adatok cseréjét is.
Ha a kommunikáló processzek adatokat akarnak cserélni, 
akkor biztosítani kell az adatok konzisztenciáját. Ez azt 
jelenti, hogy az adatoknak a processzek szempontjából min­
dig jól definiált értékkel kell rendelkezniük. Az adatok 
megváltoztatásának ezért a processzek felé atomi, osztha­
tatlan műveleteknek kell lenniök. Ennek a biztosítása a 
processz kommunikáció sarkalatos kérdése. A megoldás erő­
sen különböző lehet attól függően, hogy a processzek egy 
közös elérésű adatterületen keresztül kommunikálnak-e, 
vagy olyan különálló processzorokban futnak, amelyek csak 
valamilyen input/output műveletek révén kommunikálhatnak.
(A processzor és az input/output nem feltétlenül fizikai 
berendezésre vonatkozik.)
Ha a processzek közös elérésű adatterületen keresztül 
kommunikálnak, akkor úgy biztosíthatják az adatok konzisz­
tenciáját, ha a közös adatokon való műveletek ideje alatt 
megtiltják a többi processznek, hogy a kritikus időszakban 
az adatokhoz hozzáférjenek. Ezt úgy is mondhatjuk, hogy a 
processzek kritikus szakaszokban kölcsönösen kizárják egy­
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mást. A kölcsönös kizárás a konkurrens tervezés egyik leg­
alapvetőbb fogalma. A kölcsönös kizárás megvalósitása a 
processzek valamilyen szinkronizációját igényli. Ez egy­
szersmind azt is jelenti, hogy a szinkronizáció általáno­
sabb fogalom, mint a kölcsönös kizárás.
1.5 PROCESSZEK SZÍNKRONIZÁCIÓJA
A konkurrens tervezés elméletének kialakulásában dön­
tő szerepe volt a szinkronizációs alapműveletek (primiti- 
vek) megjelenésének. A kezdő lépést mindenképpen Dijkstra 
adta meg a szemafor fogalmának bevezetésével [Dij68a], A 
szinkronizációs alapműveletek fejlődéséről összefoglalást 
találhatunk [Bri73]-ban, [Hop78]-ban és Sten Andler-nél 
[And79]. A következő áttekintésben elsősorban Sten Andler 
csoportositása szerint haladok.
1.5.1 A SZEMAFOR ELŐTT
A szemafor megjelenése előtt a kölcsönös kizárás meg­
valósitása erősen magán viselte a probléma eredeti jelent­
kezésének helyét: a megszakítások megjelenését. A feladat 
úgy jelentkezett, hogy valahogy "el kell bánni" a megsza­
kításokkal [Dij72], A megszakítással való elbánás legegy­
szerűbb módja a megszakítások maszkolása egy kritikus idő­
szakra. Ez az eljárás máig is nélkülözhetetlen egy operá­
ciós rendszer legalsó hierarchikus szintjén, de igen 
rossz megoldás mint általános szinkronizációs művelet. 
(Jellemző a "maszkolásos korszak" szemléletére az, hogy 
sok tervező megszakítás engedélyezési szakaszokat iktatott
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programjaiba, azokat a helyeket kereste, ahol a megszakí­
tást be lehet engedni, és nem azt, ahol ki kell zárni. A 
maszkolások ilyenfajta használata teljesen áttekinthetet­
lenné tette a programokat, amelyekben nem rövid kritikus, 
hanem rövid "nem kritikus" szakaszok voltak.)
Az egyik első szinkronizációs alapművelet a LOCK-bit. 
Ha egy processz be akar lépni a kritikus szakaszba, akkor 
a LOCK művelettel lefoglalja azt és kilépéskor az UNLOCK 
művelettel feloldja. A LOCK-bit műveletei nem tartalmaznak 
implicit sorkezelést, igy a várakozás a LOCK-bit állandó 
lekérdezésével valósul meg, és a kritikus szakaszba való 
belépés sorrendje független az igény felmerülésének sor­
rendjétől (tehát egy "balszerencsés" processz örökre ki­
szorulhat). Az érdekesség kedvéért nézzük meg a LOCK-bit 
egy lehetséges implementációját Modula-2 jelölésben és 
föltéve, hogy a processzor rendelkezik egy EXCHANGE(x,y) 
nevű atomi (oszthatatlan) művelettel, amely x és y érté­
két megcseréli:
MODULE LOCKbit»
EXPORT lock»unlock»
TYPE locking = <locked»unlocked)»
OAR 1Ы locking »
PROCEDURE lock»
UAR x* locking»BEGIN x J = locked»
WHILE x = locked DO EXCHANGE<x» lb) END> <£WHILE#)
END lock»
PROCEDURE unlock»
BEGIN lb:= unlocked 
END unlock»
BEGIN lb:= unlocked
END LOCKbit.
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1.5.2 A SZEMAFOR
A szemafort E.W. Dijkstra vezette be [Dij68a,Dij71 ] .
A szemafor egy adattipus, amelyen két művelet értelmezett, 
a P és a V művelet. (A műveletek elnevezése a holland 
Passeresn illetve Vrjigeven, elfoglalni, illetve felsza­
badítani szavakból ered). A műveletek jelentése a követ­
kező :
P(s): s:= s-1 (s > 0)
A P művelet 1-gyel csökkenti az s szemafor tipusu 
változó értékét, ha értéke 0-nál nagyobb. Ellenkező eset­
ben a P műveletet végrehajtó processz "elalszik", várako­
zó állapotba megy. A szemafor lekérdezése és csökkentése 
oszthatatlan művelet.
V(s): s:= s+1
A V művelet 1-gyel növeli s értékét, egyszersmind 
az s-re váró processzek közül (ha van ilyen) egyet "fel­
ébreszt". A V művelet nem irja elő, hogy melyik legyen ez 
a processz, csak azt köti ki, hogy egy processz sem várakoz­
hat végtelen sokáig. Egy lehetséges implementáció a "first- 
in/first-out" stratégia, amely az érkezési sorrendben 
szolgálja ki a processzeket. A szemafor növelése osztha­
tatlan művelet.
A szemafor számos szinkronizációs feladat helyes és 
elegáns megoldását lehetővé teszi. A kölcsönös kizárást 
például egyszerűen úgy valósíthatjuk meg, hogy a kritikus
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szakaszt egy összetartozó P-V pár közé fogjuk:
VAR mutex* sema »"ho re » 
mutex* = 1 »LOOP
P(mutex)»kritikus szakasz műveletei»
V(mutex)»tetszőleges eSuébt nem kritikus műveletek»
END» (*LOOP*>
A mutex (mutual exclusion - kölcsönös kizárás) nevű 
szemafor kezdeti értéke 1. Ez azt jelenti, hogy a P(mutex) 
művelet csak egy processzt enged be a kritikus szakaszba 
egyszerre. A V(mutex) hatására az esetleg várakozó procesz- 
szek, közül belép az egyik (mondjuk a sorrendben következő).
Az 1 kezdeti értékű szemafort szokás bináris szemafornak is 
nevezni.
A szemaforok alkalmazására tekintsünk egy, az iroda­
lomban sokszor felhasznált példát, a véges körpuffer példá­
ját. Adott egy véges méretű körpuffer, amelyen egy termelő 
és egy fogyasztó processz dolgozik. A feladat egy olyan al­
goritmus készitése, amely biztosítja, hogy a körpufferhez egy­
szerre csak egy processz férhet hozzá, és egyszersmind a 
fogyasztó és termelő közötti esetleges sebesség-különbsé­
get is kiegyensúlyozza. A fenti leírásból érezhető, hogy 
itt kétféle szinkronizációra is szükség van. Egyrészt biz­
tosítani kell a puffer hozzáféréshez a kölcsönös kizárást.
(Ez általában rövid ideig tartó művelet, ezért a hozzátar­
tozó szinkronizációs algoritmust rövidtávú ütemezésnek is 
szokták nevezni [BrH73].) Másrészt biztosítani kell, hogy 
ha a puffer üres, illetve tele van, akkor a fogyasztó, il-
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letve a termelő megvárhassa a másikat. (Ezt nevezhetjük kö­
zéptávú ütemezésnek [BrH73].) Az alkalmazott jelölés 
Dijkstrá-tól ered. A szemafor változók neve magyarázza je­
lentésüket. A cobegin és coend utasítások azt jelentik, 
hogy a közöttük megadott utasítások (producer és consumer) 
egymással párhuzamosan, vagyis processzként működnek.
BEGIN
medtőltött-elemek-nríömsí nem гг-hőre (0)1 ( £kezdetben 0*) 
ures-helyek-szama{ semaphore<n) ? <«kezdetben n*) 
puffer-ho2Z3ferc>5 Î semaphore < 1 ) » ( ükével et ben 1.1 )
COBEGIN
producer (*terffielcoíO ÎREPEAT
BEGIN
következő elem előállításai 
P(üres-helyek--r>zaite) í- 
F-(puffer-hozzaféren) » 
puffer elem betöltései 
V(puff er-hozzaférés)í 
V(medtöltött-eleniek nzárna) ?
ENJ1Î
consumer <*f odwasztő#) !
REPEAT
BEGIN
P(meätöltött-elemek száma> v 
P < p и f f e r - h о z z a f é ré n ) » 
puffer elem kivételei 
V(puff er-hozzáférés >»
V<üres-elemek-száma)i 
a kivett elem feldoláozasaî 
END i COEND 
END
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A példában jól látszik a szemaforok kétféle felhaszná­
lása a kétféle ütemezésre. A puffer-hozzáférés nevű bináris 
szemafor azt biztositja, hogy egy adott pillanatban csak az 
egyik processz férhet hozzá a pufferhez. A másik két szema­
for a középtávú ütemezést végzi, lehetővé teszik, hogy a 
két processz bevárja egymást. Nagyon lényeges a P műveletek 
sorrendje a processzekben. Ha a P(puffer-hozzáférés) művelet 
állna elől, akkor előfordulhatna, hogy mondjuk a fogyasztó 
tuljut rajta, s ekkor a puffert éppen üresnek találja, te­
hát a P(megtöltött-elemek-száma) műveletben várakozó hely­
zetbe kerül. A termelő azonban a P(puffer-hozzáférés) műve­
leten nem tud túljutni, hiszen a fogyasztó még "benne van", 
nem adta ki a megfelelő V-t. Ebből a helyzetből többé nincs 
kiút, a két processz "örökre" várakozó állapotban marad, ez 
egy úgynevezett patt-helyzet. Az utóbbi megfontolások arra 
is rámutatnak, hogy a szemfor ugyan eszközt ad a szinkroni- 
záció helyes megoldására, de biztosítékot nem ad a hibátlan- 
ságra. A későbbiekben látni fogjuk, hogyan alakultak ki o- 
lyan uj nyelvi elemek, amelyek a szinkronizáció biztonsá­
gát és a kifejezés kényelmességét növelik.
1.5.3 A KRITIKUS RÉGIÓ
A kritikus régió fogalmát C.A.R. Hoare és P. Brinch- 
Hansen vezette be [Hoa72,BrH73]. A kritikus régió a rövid­
távú ütemezés biztonságos megoldására szolgál. A kritikus 
régió egy adott változóra vonatkozik (egy közös-shared vál­
tozóra) és biztositja a kölcsönös kizárást. Legyen a buf­
fer nevű változó közös, akkor a rajta végzett műveletek
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csak a hozzátartozó kritikus régiókban fordulhatnak elő, a- 
melyek biztosítják, hogy bennük egyszerre legfeljebb 1 pro- 
cessz tartózkodhat.
VAR buffer SHARED ... egyéb tipus megadások ... ;
REGION buffer DO műveletek a buffer nevű változón OD
1.5.4 FELTÉTELES KRITIKUS RÉGIÓ
A kritikus régió igen jól megoldja a kölcsönös kizá­
rást, a rövidtávú ütemezést. A kommunikáló processzek se­
bességkülönbségét kiegyensúlyozó középtávú ütemezést azon­
ban továbbra is minden egyes programban szemaforok segít­
ségével kell biztosítani, ami könnyen eltéveszthető. Ezt 
a problémát oldja meg a feltételes kritikus régió [Hoa72, 
BrH7 3 ] :
REGION V WHEN b DO sl;s2; ... sn OD
Itt V egy közös (shared) változó, amelyre fenn kell 
állnia a kölcsönös kizárásnak, b pedig az a feltétel, a- 
melynek teljesülnie kell, mielőtt a kritikus régió utasí­
tásai végrehajtásra kerülnek. (Ilyen feltétel például a fo­
gyasztó számára, hogy a puffer nem üres, illetve a terme­
lő számára, hogy nincs tele). Ha a b feltétel nem teljesül, 
akkor a hivó processz azonnal kilép a kritikus régióból és 
egy várakozó sorba kerül. Valahányszor egy processz elhagy­
ja a feltételes kritikus régiót, a b feltételt mindig újra 
ki kell értékelni. Ezt úgy lehet például megvalósítani, hogy 
a közös várósorból valamennyi processz ismét belép a saját 
kritikus régiójába. Ez azt jelenti, hogy egyes processzek 
esetleg többször is kiértékelik a megfelelő b feltételt, 
mielőtt a kritikus utasításokat végrehajtják. A feltételes
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kritikus régiók egy fizikai processzoron ezért nem a leg­
jobb hatásfokkal implementálhatok. (Később látjuk majd, 
hogy az EDISON nyelv mégis használja ezt a nyelvi konst­
rukciót, föltételezve, hogy minden processz külön fizikai 
processzoron fut.) A feltételes kritikus régió segítségé­
vel nagyon elegánsan oldhatjuk meg a már látott véges kör- 
puffer példát:
OAR puffer SHAREDRECORD infoî informées.«- ti pus î telet inteder END?
REGION puffer WHEN tele < maximum DO
puf fer -elem betevese ? 
t.c-let- tele I 1 
0П
REGION puffer WHEN tele > 0 DO
puffer-elem-kivétele ? 
telet- tele • 1 
OD
A feltételes kritikus régiók bonyolultabb ütemezési 
feladatok esetén válnak különösen vonzóvá. Példákat talál­
hatunk [BrH73]-ban, amelyek jól mutatják, hogy bizonyos bo­
nyolultság felett a szemaforok alkalmazása körülményessé 
válhat. Különösen elegáns és hires Hoare feltételes kriti­
kus régiót alkalmazó megoldása az étkező filozófusok prob­
lémájára. A feladat Dijkstra-tól származik, és a követke­
zőképpen szól: Él valahol 5 filozófus, akik állandóan gon­
dolkodnak, amig csak meg nem éheznek. Ha éhségüket eloltot­
ták, ismét gondolkodni kezdenek. Egy gazdag filozófiapárto­
ló ezért a rendelkezésükre bocsátott egy csodálatos tálat, 
amelyből sose fogy ki a spagetti. Ezt elhelyezte az asztal 
közepén, köré 5 tányért, 5 villát, és az áztál köré 5 szé­
ket, minden filozófusnak egy saját széket.
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Az étkező filozófusok
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Sajnos kiderült, hogy a spagetti olyan különös természetű, 
hogy még a legügyesebb filozófus is csak 2 villával tudja 
megenni. Ebből viszont az következik, hogy az egymás mel­
lett ülő filozófusok egyszerre nem ehetnek. A feladat olyan 
algoritmus készitése, hogy valamennyi filozófus véges időn 
belül ehessen, lehetőleg megéhezési sorrendben. Az evés, 
illetve a gondolkodás idejére semmilyen más kikötést nem 
tehetünk, mint hogy véges. Az első veszély, amelyet el kell 
kerülnünk az, hogy, ha valamennyi filozófus egyszerre éhe­
zik meg, egyszerre ragadja meg mondjuk a baloldali villáját 
akkor egyikük sem talál szabad villát, egyikük sem tud en­
ni, s igy patt-helyzet áll elő. Ezt kiküszöbölhetjük példá­
ul úgy, hogy az 5. filozófus mindig a jobboldali villához 
nyúl először. Még igy is fennáll az a veszély, hogy két vál 
takozva evő filozófus kiéheztetheti a közöttük ülőt. Hoare 
megoldása a következő:
INTEGER ARRAY vil lak ГОМИ»
<*A villák tömb i-dik eleme? az i-dik filozófus* szamaira 
rendelkezésre álló villák szarna» ez kezdetben 2 ЯО
( #Az i-dik filozófus működésiét, leíró rrocessrí &)
LOOP
Gondolkodik»
REGION villák WHEN villákul 2 Ю0
v i  11 ákL < i -1 ) MO» « 3 : *  v i l l á k l  í i  1 )  MOH fkl-J. í 
v i l l á k !  ( i  + 1 > МОЮ fi i : - -  v i l l á k r a  m  МОЮ 5 3 - 1
on feszik »
REGION villák ПО
v i l i á k c a - n  мою s:i:=-~ v i l l á k r a  i> мою s: i+i?  
v i l l á k r a  n >  мою o :i í ~ v i i i á k r a -м > мою o:i+i
0Ю r
END <*LOOP*>
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1.5.5 A MONITOR
A monitor előzetes ihletője egyrészt a SIMULA/67 nyelv 
[Dah78] osztály koncepciója, másrészt a Dijkstra által beve­
zetett titkár [Dij7l]. A monitor végső megformálójának ál­
talában Brinch Hansen-t és Hoare-t tartják [Hoa73].
A monitor egy absztrakt adatstruktúrát valósit meg 
[Dah78] a SIMULA osztályoz hasonlóan. Ez azt jelenti, hogy 
egyetlen szintaktikai egységbe foglal bizonyos adatstruktú­
rákat, a hozzájuk tartozó műveletekkel együtt. A szintakti­
kai egység környzete elől elrejti az adatstruktúra és a mű­
veletek részleteit és csak egy jól definiált interface-t 
tesz láthatóvá. Ezzel egyrészt mentesiti a környezetet a 
belső műveletek részletes ismeretétől, másrészt és ez a fon­
tosabb, lehetetlenné teszi, hogy belső változóit a környe­
zet szétrombolja. A monitor ezen túlmenően még azt is biz­
tosítja, hogy az általa definiált és a környezet számára 
elérhetővé tett eljárásokra teljesüljön a kölcsönös kizá­
rás. Ez azt jelenti, hogy ha egy processz meghiv egy moni­
tor eljárást, akkor a többi processz addig nem léphet be 
(várakozni kényszerül), amig az első processz a monitort 
(végleg vagy ideiglenesen) el nem hagyja. A monitor a köl­
csönös kizárás mellett eszközt ad a középtávú ütemezésre 
is, egy uj adattipus, a feltétel (CONDITION vagy SIGNAL 
[Wir77a]) bevezetésével. A feltétel tipusu változókon két­
féle művelet értelmezett. A WAIT (vagy DELAY) művelet egy­
részt feloldja a kölcsönös kizárást (a WAIT utasitást vég­
rehajtó processz ideiglenesen elhagyja a monitort), más­
részt lehetővé teszi, hogy egy processz egy későbbi jelzés­
re várakozzék. A SIGNAL (vagy CONTINUE) utasitás reaktivi­
zálja az adott feltételre legrégebben várakozó processzt.
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Ha a feltételre senki sem vár, akkor SIGNAL hatástalan. A 
SIGNAL művelet Hoare eredeti definíciója szerint [Hoa73] 
azonnal elindítja a reaktivizált processzt, nehogy közben 
egy másik processz beléphessen és a felszabadult erőforrást 
"elorozhassa". (Később látjuk majd, hogy az eredeti koncep­
ciót egyes nyelvek érdekes módon megváltoztatták, igy a 
MESA a fenti feltételt törölte, a MODULA pedig ezt megtar­
totta, de a SIGNAL műveletre is kiterjesztette a kölcsönös 
kizárás feloldását.)
A monitor alkalmazására először nézzük meg, hogyan 
implementálhatjuk segítségével a bináris szemafort:
szemafor« MONITOR BEGIN foglalt.: BOOLEAN?
szabadi CONDITION?
PROCEDURE P?
BEGIN IF foslait THEN szabad.WAIT? 
foälalt♦” TRUEEND P?
PROCEDURE 0?BEGIN foSlalt:= FALSE? szabad.SIGNAL 
END 0?
foslalt:= FAI.SE <#kezdeti érték*)
END szemafor.
A P és V műveletek a monitoron kivülről a szemafor.P 
és szemafor.V formában hivhatók. A példa jól mutatja, hogy 
a feltétel tipus egyszerűbb a szemafornál, úgy tekinthető, 
mint egy dinamikus jelzés, amelyhez semmilyen statikus, 
tárolt információ nem tartozik. A feltétel tipus igy a 
szemafornál nagyobb szabadságot ad, de önmagában, valami­
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lyen tartalmilag kapcsolt tárolt információ nélkül használ­
ni nem szabad [Wir77b]!
A monitor alkalmazásának további szemléltetésére old­
juk meg ismét a véges körpuffer feladatot, ezúttal teljes 
részletességgel :
körpuffer: MONITOR
BEGIN puffer? ARRAY 0««rv-l of pufferelem ? 
mutatóÎ О..п-lî 
elemszamí 0,,0 * 
neműre* »nemtele î CONDITION i
PROCEDURE beteszixî pufferelern) »BEGIN IE elemszctm ~ n THEN nemtele,WAIT» pufferCmutstónl~ x t mutató«= (mutató -f 1) MOD n» 
elemszámú eJemszám I 1 i neműres.SIGNAL
END betesz»
PROCEDURF. кivesz(VAR xl puffere 1 em) »
BEGIN IF elemszám « 0 THEN nemüres« WAÏ'I î 
x î = puffert(mutató • elemszám) MOD пЭ» 
elemszamî= elemszám • 1. > 
nemtele.SIGNAL 
END kivesz»
elemszsm«- 0» m u t a t ó 0» (^kezdeti értékek#) 
END körpuffer
A monitor koncepció nem igényli a logikai feltételek 
többszöri kiértékelését, mint a feltételes kritikus régió, 
viszont a monitor készitője felelős a logikai feltételek 
helyes állításáért és a jelzés elküldéséért.
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A monitor és általában az eddig tárgyalt szinkronizá- 
ciós kérdések jobb megértéséhez nézzük meg, hogy hogyan va­
lósíthatjuk meg a monitort szemaforok segítségével [Hoa73], 
(A fordítottját már láttuk.) A kölcsönös kizárás biztosítá­
sára bevezetjük a mutex nevű bináris szemafort. Erre minden 
monitor eljáráshívásakor ki kell adni a P(mutex), befeje­
zésekor pedig a V (mutex) műveletet. Annak biztosítására, 
hogy a SIGNAL műveletet kiadó processz megvárhassa, amig 
az általa reaktivizált processz őt továbbengedi, bevezet­
jük a sürgős nevű, 0 kezdeti értékű szemafort. A monitor 
elhagyása előtt mindig meg kell vizsgálni, hogy várakozik-e 
valaki sürgős-re, mert ebben az esetben azt kell továbben­
gedni a V(sürgős) utasítással. A sürgős-re várakozó procesz- 
szek számát a sürgősszám nevű INTEGER tipusu változóban 
(kezdeti értéke 0) tároljuk. A monitor eljárásokból való 
kilépés igy:
IF surgósszám > 0 THEN V(sürgös) ELSE V(mutex)
A monitor minden egyes lokális feltétel tipusu válto­
zóját egy-egy szemaforral és számlálóval ábrázoljuk, ezek 
neve legyen condsem és condszám(kezdeti értékük 0). Ekkor 
a rajtuk végezhető műveletek a következőképpen fejezhetők 
ki :
w a i t:condszám:- condszám -I 1 » MIF sürsősszám > 0 THEN Vír.ürdos) HI.fik V<mutex> END;
P<condsem)»
condszámî= condszám - 1?
sig nal:surdösszám:= süráosszam 11»
IF condszám > 0 TKEN V<condsem)» PísCir.dos) F.NJj»
süráőssz3m:= sürslósszom lí
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Ez a megoldás nagyon általános, és lehet olyan értel­
mes megszorításokat tenni, ami a valóságban sokkal egysze­
rűbb megoldást tesz lehetővé. Ha egy eljárás nem tartalmaz, 
se WAIT se SIGNAL műveletet, akkor az eljárások befejezése 
egyszerűen V(mutex). További egyszerüsitések érhetők el, 
ha a SIGNAL és a WAIT műveletek mindig az eljárások végén 
állnak [Hoa73].
1.5.6 UTKIFEJEZÉSEK
Az utkifejezések egy szélesebb család, a reguláris 
kifejezéseken alapuló nyelvek körébe tartoznak. Ezeket az 
utóbbi időkig elsősorban specifikációs célra használták, 
újabban léteznek implementációk is. A nyelvcsalád széles 
körű áttekintése található [Sha79]-ben. A reguláris kife­
jezések önmagukban nem alkalmasak párhuzamosság kifejezé­
sére, ennek érdekében különböző kibővítéseket tettek (ЕЕ - 
event expression, FE - flow expression, PE - path expres­
sion). A kérdéskör sokkal bonyolultabb annál, semhogy rész­
letekbe bocsátkozhatnék, szinronizációs szempontból talán 
a leglényegesebb közös tulajdonság az, hogy a programozó­
nak nem kell explicite megadnia a szinkronizáció végrehaj­
tását, hanem csak korlátozó követelményeket kell megfogal­
maznia. Hogy ezt érthetővé tegyük, nézzünk meg egy egysze­
rű példát, az utkifejezések alkalmazására. Legyen a fela­
dat egy 1 elemű puffer realizálása, amelyen egy termelő és 
egy fogyasztó dolgozhat:
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TYPE puffer»
f! message» (^message n cseréli információ Típus»#) 
PATH Put Get END »
OPERATIONS
PROCEDURE Put<x? message)» («beteszi)
BEGIN fí= X END»
PROCEDURE Get( x Î message)» (#ki ve<>z$ )
BEGIN Xî — f END»
END TYPE
A PATH után megadott utkifejezés az OPERATIONS után 
szereplő eljárások hivására tesz korlátozást, mégpedig 
azt, hogy először mindig egy Put, azután egy Get utasitást 
kell kiadni. Látható, hogy ennek a korlátozásnak a betarta­
tása nem terheli tovább a programozót. Az utkifejezések 
további vonzereje hogy kapcsolatba hozhatók a Petri hálók­
kal, és az ottani elméleti eredmények (például a program 
patt-helyzet mentességének igazolása) alkalmazhatók. Még 
egyszer hangsúlyozni kivánom, hogy a reguláris kifejezése­
ken alapuló nyelvek, sőt maguk az utkifejezések témája is 
már külön tudomány, és itt éppen csak megemlítettem.
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2. A CSP ÉS A DP NYELV
Az előző fejezetben láttuk a szinkronizációs alapmű­
veletek és a velük kapcsolatos nyelvi alapelemek (feltéte­
les kritikus régió, monitor, processz stb.) kialakulását 
és alkalmazását. Ebben a fejezetben rátérünk néhány újabb 
és összetettebb javaslatra a párhuzamos nyelvekre vonatko­
zólag. Ezek a javaslatok nem teljes nyelv definíciók, de 
mint később látni fogjuk, erősen befolyásolták a konkrét 
nyelvek (mindenek előtt az ADA nyelv tervezőit). Az újabb 
javaslatokon érezhető, hogy kialakulásukra a hardware és 
a software fejlődése egyaránt hatott. A hardware főleg 
annyiban, hogy olcsó, sok processzoros, esetleg közös tár 
nélküli berendezések elterjedése várható, mégpedig olyan 
alacsony áron, hogy a kihasználtság másodlagossá válhat 
a megbízhatósághoz képest. A software pedig annyiban, hogy 
a jelenlegi javaslatok figyelembe vehették az elméleti ku­
tatások eddigi eredményeit.
2.1 A CSP JAVASLAT
A CSP (Communicating Seguential Processes) nyelvet 
Hoare javasolta [Hoa78], A javaslatnak talán legfontosabb 
gondolata az, hogy csökkenteni kivánja a felhasznált fo­
galmak számát. így a következő alapvető elemek alkotják a 
CSP fogalmi készletét:
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1. A szekvenciális vezérlési struktúrák megadására a
Dijkstra féle őrzött parancs (guarded command [Dij75]) 
szolgál, némi szintaktikai módositással. Az őrzött pa­
rancsok adják az egyetlen eszközt a nem-determiniszti­
kus viselkedések leirására. Pontos definíciójuk 
[Dij75]-ben és [Hoa78]-ban található. Működésük lénye­
ge a következő: az őrzött parancs őrök és őrzött alpa- 
rancsok sorozatából áll. Először mindig az őrök kerül­
nek végrehajtásra. Az őr Dijkstra eredeti definíciójá­
ban logikai (Boolean) kifejezés, a CSP-ben logikai ki­
fejezések sorozata is megadható. Ha valamennyi őr vég­
rehajtása sikertelen, akkor az egész őrzött parancs 
végrehajtása sikertelen. Ciklikus parancs esetén ez a 
ciklusból való kilépést, feltételes parancs esetén hi­
bát jelent. Ha egyetlen őr végrehajtása sikeres, akkor 
a hozzátartozó őrzött alparancs, ha több is sikeres, 
akkor ezek közül egy tetszőlegeshez tartozó alparancs 
kerül végrehajtásra. Tekintsünk két példát, Hoare je­
lölésének megfelelően:
C -> in i i- y -> m Î — w Г1
Ez egy feltételes őrzött parancs. A -> jel előtt 
található az őr, mögötte az őrzött alparancsok. A * 
jel az alternatívákat választja el. Ha x>y, akkor m 
értéke X, ha y>x, akkor m értéke у lesz. Ha mindkét őr 
végrehajtása sikeres (x=y), akkor a kettő közül bárme­
lyikhez tartozó őrzött alparancs hajtódik végre, a pél­
dában ez mindegy, m értéke mindenképpen ugyanaz lesz.
i l-0 f * Г i < h a t á r  ít a r t ó l o m (i ) <> n - > ií==i-U:i
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Ez egy ciklikus parancs, megkeresi a tartalom ne­
vű tömbnek azt az elemét, amely n-nel egyenlő. A ciklust 
a * jelzi, a ciklusból való kilépésnek két feltétele 
van; ha i elér egy adott határt, vagy ha sikerült meg­
találni a keresett elemet.
2. A párhuzamosságot parallel parancsokkal lehet kifejez­
ni, ezek hasonló konstrukciók, mind Dijkstra COBEGIN 
és COEND utasításai [Dij68a]. A parallel parancs szek­
venciális elemei (processzek) "egyszerre" indulnak és 
egymással versenyezve futnak. Például:
CxíJutl i! y:Jut2 ii zt!ut3.'l
Az X y és z nevű processzek egymással versenyez­
ve hajtják végre szekvenciális utasitás-sorozataikat.
A I jel a processzeket választja el.
3. A processzek egymás közötti kommunikációjának céljára 
egyszerű input/output jellegű parancsok állnak rendel­
kezésre. Közös, globális adatokhoz való hozzáférés 
nincs! Az input/output processzek (és nem processzorok) 
között értelmezett művelet. Ha egy rendszerben minden 
egyes processzhez külön fizikai processzor tartozik, 
akkor ez a kettő lényegében egybeesik. Példa:
kártyaolvasó?kártyakép
nyomtató ! sor
A ? jel az inputot, a ! jel az outputot jelenti.
A példában az első utasitás a kártyaolvasó nevű pro-
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cessztől olvas be egy értéket a kártyakép nevű változó­
ba, a második pedig a nyomtató nevű processznek adja 
át a sor változó értékét.
4. A processzek közötti kommunikáció akkor és csak akkor 
jön létre, ha a partnerek kölcsönösen megfelelő utasí­
tást adtak ki, tehát pl processz olvasni kiván p2-től 
és p2 adni kiván pl-nek. A művelet végrehajtása abból 
áll, hogy az adóban megadott érték átmásolódik a vevő­
ben megadott változóba, pontosan úgy, mint egy értéka­
dó utasításnál. Nincs automatikus pufferelés, az a 
processz, amelyik input/ouput utasítást ad ki, várakozó 
helyzetbe kerül addig, amig a megfelelő "ellen"-utasi- 
tást egy másik processz ki nem adja, Az input/output 
tehát úgy játszódik le, mint egy (esetleg megkéslelte­
tett) értékadó utasitás.
5. Input utasítások az őrben is előfordulhatnak. (Újabb 
javaslatok szerint output utasítások is.) Ha az őrben 
megadott input utasitás párját még nem adták ki, akkor 
ez nem jelent sikertelenséget, hanem várakozást okoz, 
ha nincs egyéb sikeres őr. Ha egyszerre több input uta­
sítást tartalmazó őr is rendelkezik adáskész partner­
rel, akkor az őrzött parancsok elveinek megfelelően, 
ezek közül egy tetszőleges választható ki. (Egy lehet­
séges ésszerű implementáció, ha az érkezési sorrend 
szerint választódik a megfelelő rész.) Egy input (out­
put) utasítást tartalmazó őr csak akkor tekinthető si­
kertelennek, ha az a processz, amelyre partnerként hi­
vatkozik, már befejeződött. Ha egy ciklikus parancs 
őrei ebben az értelemben sikertelenek, akkor ez a cik­
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lusból való kilépést okoz. (Ennek az a következménye, 
hogy egy ciklus utasitás után csak a tisztán logikai fel­
tételeket tartalmazó őrökre vonatkozólag tudhatjuk biz­
tosan, hogy a logikai feltételek hamissá váltak, ahol e- 
zek inputtal keverve fordulnak elő, ott nem tudhatjuk a 
kilépési feltétel igazi okát.)
6. Az értékadásnál bizonyos tipus egyezéseknek kell telje- 
sülinök, ellenkező esetben az sikertelen. Egyszerű és 
strukturált változók egyaránt léteznek a CSP-ben. Egy 
komponens nélküli strukturált változó egy input/output 
utasitásban egy jelzés szerepét töltheti be a feltétel­
hez (CONDITION vagy SIGNAL) hasonló módon.
A CSP nyelv megértéséhez és szemléltetéséhez vegyünk néhány
példát :
1. írjunk egy másoló processzt, amely egy forrás processz 
által kibocsátott karaktereket egy nyelő processznek ad 
át :
másolóit *Г. c Î СМЛКЛС I F.Fv * forrósTc -> nyelőid
A c karakter tipus változó a másoló processz lokális 
változója. A másoló processznek akkor van vége, ha a for­
rás nevű processz befejeződik. Ekkor a forrás?c őr végre­
hajtása sikertelenné válik, a ciklus befejeződik és ezál­
tal a másoló is befejeződik. Következésképpen a nyelő 
processznek a másolóra vonatkozó további input utasitásai 
sikertelenek. A másoló processz egy 1 karakteres puftér­
ként működik a forrás és a nyelő között.
2. Implementáljunk egy monitort CSP-ben. A monitor itt 
nyilván egy processz, amely több felhasználó procesz- 
szel kommunikál. Egy ilyen feladat megoldásánál zava­
ró valamelyest, hogy a monitoron keresztül egymással 
kommunikáló processzeknek mind különböző névvel
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kell rendelkezniük. Ez a kikötés azonban nem olyan sú­
lyos, mert a CSP-ben lehetőség van processz-tömbök meg­
adására is. Ebben az esetben a processz tömb elemeire 
indexelten lehet hivatkozni. A monitort megvalósitó 
processz programja igy:
*C(i i1♦•100 > к(i > ? < bepaг) ->
x< i > ! < kiéin' ) 1
Az i változó értéke az 1-100 tartományban mozoghat 
és egyértelműen azonosítja, hogy melyik processznek me­
lyik kimenő paramétert kell átadni. Ha a monitor hivás 
elfogadására valamilyen megkötést akarunk tenni, akkor 
az őrt egyszerűen kibővithetjük egy logikai feltétellel 
Tegyük fel például, hogy ugyanattól a processztől nem 
fogadunk el hivást kétszer egymás után:
J : -0 ; *n(ií 1 . ♦100)i<>J»:di)î<b(!f'3r) -•>
* * * t J í = i 3
Az ioj (i nem egyenlő j ) őr csak akkor sikeres, 
ha nem az utoljára kiszolgált processz akar belépni.
3. Készítsünk egy általános szemafort 100 felhasználó pro­
cessz kiszolgálására:
szem i J sz! INTF.GH.R? r>zi=OÍ
*C(i î14 ♦ 100>к(i)?V() -> szJ-sz+l 
#< i î i 4 4 100>sz>0г x(i)?P() -> r»?.:-sz-13
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A felhasználó processzek a szem!P illetve szem!V 
utasításokkal hajtják végre a szemafor műveleteket. Ha 
szemlP kiadásakor a szemafor számlálója (sz) nem na­
gyobb mint 0, akkor a szem!P-t kiadó processz várakoz 
állapotba kerül, hiszen a megfelelő x(i)?P utasításra 
addig nem kerül sor, amig az előtte lévő logikai kife­
jezés igazzá nem válik.
4. Implementáljunk egy véges körpuffert CSP-ben:
Xii pufféri♦(0.«9) puffereleBi 
ki »bei INTEGER» beî~0*»ki i ==0»
#Cbe<ki410rtermelo?puffer(be MOD 10) ~> bei-be-M. 
#ki<ber foiiuanztoTmesf ( ) ->
fogyasztó ! puffer(ki MOD 10)Í kiî-kiill
A termelő az X!p (p pufferelem tipusu) utasitás-
isal adja át az adatait, a fogyasztó az X!meg() és 
X?(p) sorozattal veszi át. A fogyasztó ilyen megol­
dásának előnye, hogy a fogyasztó külön jelzést kap 
arról, hogy adat áll rendelkezésére, és ekkor az adat 
kiolvasásával párhuzamosan még továbbdolgozhat. Ha a 
be<ki+lO feltétel nem teljesül, akkor a termelő, ha a 
ki<be feltétel nem teljesül, akkor a fogyasztó várako­
zik .
5. [Hoa78]-ban számos példa található arra, hogy az ed­
dig ismertetett fogalmak igen sok ismert nyelvi elem 
megvalósitására alkalmasak, vezérlési- és adatstruktú­
rákra egyaránt. Ezek közül a példák közül tekintsünk 
egyet, amely a halmaz tipust és két rajta végzett müve 
letet valósit meg (halmazba való felvétel és annak le­
kérdezése, hogy egy adott elem tagja-e a halmaznak).
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Hit 13 rta ] OIH < 0 ♦. 99 ) ï NïfLGKR ? ntê re t JI NI F. G K R ? 
méret i =0 ?
♦ CniINTEGER ?X?eleme<n> -> keress î X !( Kméret )
♦niINTEGER?XTveddfe](n) -> keress?
I :i < № è r e i - > SKI F ‘
♦ ismeret ? méret<100 ->
tartalom<méret> î=n? méret i •-méret I1
3 3
A keress utasitás az alábbiak rövidítése: 
i:INTEGER; i:=0;
* [ icmeret ; tartalom( j ) O n - *  i:=i+l]
Vagyis keress addig fut, amig meg nem találja a kivánt 
értéket(n), vagy i értéke a méret fölé nem fut. A fel­
használó X processz a Hlveddfel(n) utasítással veteti 
fel az n-nek megfelelő elemet a halmazba. A lekérdezést 
a Hleleme(n) és H?b sorozattal végzi el, ahol b egy lo­
gikai változó, amelynek értéke igazzá válik, ha a kér­
déses n már eleme a halmaznak. A H!eleme(n) hivással a 
hivó processz csak átadja azt az értéket, amelyet keres­
ni kell, a tényleges keresés mind a két műveletnél a 
hivóval párhuzamosan fut.
A CSP nyelv alapján készült egy javaslat egy operá­
ciós rendszer lehetséges felépítésére, amely a kommunikáló 
processzek elvén alapul [HoK77]. A cikk egyszersmind szép 
példa a lépésenkénti finomítás [Wir7l] és a hierarchikus 
felépítés [Dij68a,Dij68b] elveinek alkalmazására is.
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2.2 A DP JAVASLAT
A DP (Distributed Processes) nyelvet Brich Hansen ja­
vasolta [BrH78]. A DP nyelv igen sok tekintetben hasonlit 
a CSP-re. Mindenekelőtt abban, hogy szintén drasztikusan 
csökkenti a nyelvi elemek és fogalmak számát. A nem-deter­
minisztikus viselkedés kifejezésére a DP is a Dijkstra fé­
le őrzött parancsokat alkalmazza, az eredetihez valamivel 
közelebb álló szintaxissal. Az őrzött parancsok mellett 
őrzött régiók is léteznek, utóbbiak elhalaszthatnak egy 
processzt, de az előbbiek nem. A párhuzamosságot itt is 
egymással versenyző szekvenciális processzek reprezentál­
ják. A processzek közötti kommunikáció eszköze az úgyne­
vezett közös eljárások hivása. Közös, globális adatok hasz­
nálata a DP-ben sem lehetséges !
A processz felépítése a következő:
PROCESS név 
saját változók 
közös eljárások 
kezdeti utasitás
A processz csak a saját változóit érheti el. Minden 
processz hivhat közös eljárásokat, a sajátjait és máséit 
egyaránt. Egy másik processztól érkező hivást külső hívás­
nak nevezünk. A külső hivás formája:
CALL processznév.eljárásnév
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Egy processz a külső hivások és a kezdeti utasitás 
végrehajtását átlapolva végezheti. Először mindig a kezde­
ti utasitást hajtja végre. Ezt végzi, amig az be nem feje­
ződik, vagy el nem kezd várakozni egy feltételre. Ekkor 
lehetséges egy külső hivás teljesítésének végrehajtása.
Ez ismét addig fut, amig be nem fejeződik, vagy várakoz­
ni nem kezd. A kezdeti utasitás és a külső hivások átla- 
polása örökké folyhat. Ha a kezdeti utasitás befejeződik 
(nem végtelen ciklus jellegű), a processz továbbra is ké­
pes külső hívásokat végrehajtani. Egy processz örökké vég­
zi műveleteit, kivéve, ha valamennyi lehetséges művelete 
egy őrzött régióban vár, vagy ha a processz egy külső hi- 
vást adott ki. Az első esetben a processz addig vár, amig 
egy külső hivás ki nem mozditja várakozó helyzetéből, a má­
sodik esetben pedig addig, amig a másik (a hivott) processz 
végre nem hajtotta a kérést. (Ez lényeges különbség a CSP- 
vel szemben, mert itt ki kell várni a kért művelet befeje­
ződését, mig a CSP-ben az input/output "találkozása" után 
a két processz már ismét párhuzamosan futhat [Wel79].) Mi­
vel a DP szintaktikus jelölései közelebb állnak a közismert 
programnyelvek jelöléseihez, a továbbiakban csak az őrzött 
parancsokat és régiókat ismertetem, ezután a konkrét pél­
dák már könnyen érthetőek lesznek.
A feltételes parancsok formája:
♦ ♦ ♦IFr blíSl !b2JS2 ! DO bl$Slib2:S2 S ♦ ♦ * ENDEND
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На а Ы,Ь2... logikai feltételek (örök) közül valameny- 
nyi hamis, akkor az IF (feltételes) utasitás hibás (a hiba 
kezelésének módját a nyelv nem specifikálja), a DO (ciklus) 
utasitás pedig befejeződik (ciklusból való kilépés). Ha e- 
gyetlen feltétel igaz, akkor a hozzátartozó utasitás (Si), 
ha több mint egy feltétel igaz, akkor ezek közül egy tet­
szőlegeshez tartozó utasitás kerül végrehajtásra.
A kritikus régiók általános formája:
WHEN blíSl!b2íS2i EN»
CYCLE bi:Sl!b2ÎS2: EN»
A WHEN utasitás addig vár, amig a b feltételek közül 
legalább az egyik igazzá nem válik. Ha több ilyen is van, 
akkor egy tetszőlegeshez tartozó utasitást hajt végre, A 
CYCLE utasitás a WHEN utasitás végtelen ismétlése. Tekint­
sünk néhány példát:
1. A szemafor implementálása DP-ben:
PROCESS szemafor г sí INT ?
PROC P WHEN s>0: s:=*s~l EN»
PROC U sí=s+iSí =0
A szemafor nevű processz egy saját változóval (s) 
rendelkezik. A P és V műveleteket egy-egy közös eljárás 
hajtja végre. P hivásakor ellenőrzi, hogy a hivó belép- 
het-e. Ha nem (s<=0), akkor várakozik, és ebből az ál­
lapotból csak a V eljárás viheti tovább. A processz kez­
deti utasitása nem végtelen ciklus (s:=0), ezért a sze­
mafor processz valójában pontosan olyan, mint egy moni­
tor. A külső hivások formája: CALL szemafor.P és CALL 
szemafor.V.
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2. A véges körpuffer:
PROCESS pufferî eJSUCTnl CHAR
PROC betesz(г * CHAR > WHEN NOT г.РмП! e.eut(o) END 
PROC kivesz(IvJCHAR> WHEN NOÍ p«empty* p«det-(v) END p|=C3
A megoldásnál feltételeztük, hogy létezik egy SEQ 
nevű előredefiniált tipus [BrH77], amely szekvenciális 
sorozatot jelöl. A SEQ tipuson értelmezett a get és put 
művelet (a soronkövetkező elem kivétele, illetve a so­
rozat végére való beirás), valamint az empty és a full 
logikai függvények, amelyek igaz értéket adnak, ha a 
sorozat üres, illetve megtelt. A puffer nevű processz 
kezdeti utasitása nem ciklikus (a p sorozatot üres kez­
deti értékkel látja el), igy ez is monitorként működik. 
A két közös eljárás a megfelelő feltételvizsgálat ered­
ményétől függően várakozást irhát elő. (A =#= jel a kime­
nő paramétert jelzi.)
3. Készitsünk egy "ébresztőórát", amely lehetővé teszi a 
felhasználók számára, hogy egy időre elaltassák, majd 
ébresztessék magukat:
PROCESS ébresztőr idő:INT 
PROC alvás(ennyit: INI) 
eddiá!INT
BEGIN eddis:~i dől ennyit
WHEN idő = eddihí SKIP END 
END
PROC óraűtésí dő-M
idő :=0
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Az idő nevű INTEGER változó az ébresztő processz, 
az eddig nevű az alvás eljárás tulajdona. A SKIP utasí­
tás üres utasitást jelent. Az alvás nevű eljárás beál­
lítja eddig-be azt az időpontot, amikor ébreszteni kell. 
Ha ez nem egyenlő az aktuális idővel, akkor az őrben 
megadott feltétel hamis, tehát várakozni kell. A WHEN 
utasitás akkor fejeződik be, amikor a kért idő (ennyit) 
letelt. A hivó processz ekkor folytathatja működését.
A DP nyelv alkalmazására számos további példa található 
[BrH78]-ban. A DP processz koncepciója (a CSP-hez hasonló­
an) igen sokféle adat- és vezérlési struktúra kiváltására 
alkalmazható. Ez itt is különösen akkor előnyös, ha a pár­
huzamosság igazi, tehát a különböző processzeket különbö­
ző fizikai processzorok hajtják végre. [BrH78]-ban példát 
találhatunk arra, hogy hogyan lehet DP-ben kifejezni az a- 
lábbi elemeket :
- eljárás (procedure);
- korútin;
- osztály (class);
- monitor;
- processz;
- szemafor;
- üzenet—puffer ;
- utkifejezés (path expression);
- input/output.
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2.3 A CSP ÉS A DP ÖSSZEHASONLÍTÁSA
Kiváló és nagyon tanulságos összevetés található 
[Wel79]-ben. Mielőtt a főbb különbségeket áttekintenénk, 
érdemes megnézni a hasonlóságokat. A CSP és DP javasla­
tok külön érdekessége, hogy szerzőik egyben a monitor 
koncepció fő megalkotói, éppen azé a koncepcióé, amely e 
javaslatokban háttérbe szorul, és csak mint az általános 
processz kommunikáció speciális esete fordul elő. A moni­
tor koncepció háttérbe szorulásának úgy tűnik elsősorban 
nem elvi, hanem gyakorlati okai vannak. A monitor imple­
mentációja közös tárral nem rendelkező processzorokra e- 
lég körülményes. O.J. Dahl Budapesten tartott előadása 
arra is fényt vetett, hogy a CSP verifikációval szemben 
mutatott képességei is jobbak, mint a monitoréi. A pro­
cessz kommunikáció visszavezetése (késleltetett) értékadó 
utasításra minden bizonnyal nagyszerű gondolat, még akkor 
is, ha implementációja 1 fizikai processzoros esetben rossz 
hatékonyságú lehet.
A CSP és DP közötti legföltünőbb különbség, hogy a 
CSP-ben a kommunikáló processzek kölcsönösen megnevezik egy­
mást, a DP-ben csak a hivónak kell tudnia a hivott nevet.
Ez első látásra komoly érv a DP mellett, hiszen egy prog­
ramkönyvtár létrehozásakor ez nagy előny. Valójában a hely­
zet nem ilyen egyértelmű. Egyrészt példán is láttuk, hogy 
a CSP-ben is elég könnyű olyan processzt Írni, amelyre kí­
vülről egy processz tömb tetszőleges tagja hivatkozhat. 
Másrészt a DP-ben is az implementációnak nyilván szüksége 
van a processzek valamilyen megnevezésére, vagy legalább 
sorszámozására [BrH78]. Bizonyos alkalmazásoknál a procesz- 
szeknek az alkalmazás jellegéből következően kell azonosí­
taniuk egymást (például egy "job" ütemező esetén [Hoa78,
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BrH78]), és ekkor a DP-ben a felhasználóra hárul az azono­
sítás feladata, mégpedig nemcsak redundáns, de esetleg az 
implementáció azonosítási mechanizmusának ellentmondó mó­
don. Könnyű észrevenni, hogy a CSP input/output műveletei 
alacsonyabb absztrakciós szinten állnak, mint a DP közös 
eljárás hivásai. Ebből következne, hogy a CSP rugalmasabb, 
a DP viszont kényelmesebb és biztonságosabb. A következő 
példa azt mutatja, hogy ez nincs mindig igy, a párhuzamosság 
kifejezésében a CSP ebben a tekintetben is fölülmúlhatja a 
DP-t. A CSP-re adott 5. példánk a halmaz tipus és rajta vé­
gezhető két művelet megvalósitása volt. Ugyanez a feladat 
DP-ben a következő módon oldható meg:
PROCESS H
tartalom: ARRAY Г1001 INT* mérete: INT * 
felvételkérés: BOOLEAN* fölveendő: INT*
PROC keress(n:INT)
BEGIN i : = 1 ? D0 (iOneret) & (tartalom!i1 <> n>:
i í=i+lEND END
PROC elemein:INT »választBOOLEAN)
BEGIN CALL H.keress(n)* válasz :~i <=méret
END
PROC veddfeKn: INT)BEGIN felvétel kérés: ••■TRUE* föl veendő : -n 
END
BEGIN méret:=0* felvételkérésÎ~ FALSE 
CYCLE felvételkérés:
CALL H» keress(fölveendő)*IF i<=meret! SKIP !<i>méret> S (méretClOO)«1 4  4 »• Mme ret : -meret+l * tartalom! ineret Г1 : = fol veendő
END*
fel vételkérés : = FALSE END 
END
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A DP-ben a hivó processz addig várakozó állapotban 
van, amig a hivott közös eljárás vissza nem tér. Az eleme 
eljárás hívásakor tehát a hivó processz a keresési műve­
letet végigvárja. (Ez elfogadhatónak tűnik, mert ilyenkor 
valószinüleg úgyse tud mit csinálni a hivó.) A felvétel i- 
dejére azonban mindenképpen kívánatos, hogy az időigényes 
keress eljárás és a halmazba való fölvétel a hivóval pár­
huzamosan fusson. A CSP rendkívül elegáns megoldásával 
szemben, a DP-ben ehhez két uj változót kellett bevezetni 
(felvételkérés és fölveendő), és a program egész struktú­
rája jóval bonyolultabbá vált. Annyira, hogy a közölt meg­
oldás nem is hibátlan, mert nincs biztosítva, hogy egy hi- 
vás után a kezdeti utasításként megadott ciklus előbb le­
fut, mint egy következő hivás meg nem érkezik. Ezért a kö­
zös eljárások bemenetét explicite védeni kell egy 
WHEN NOT felvételkérés:
őrrel. Ezt a könnyen elkövethető hibát az okozta, hogy a 
DP-ben a nem determinisztikus viselkedések leirása közel 
sem olyan egyértelmű, mint a CSP-ben. A CSP-ben az őrzött 
parancsok jelentik az egyetlen nem determinisztikus műve­
letet. A DP-ben ez csak látszólag van igy. A processz 
(ciklikus) kezdeti utasítása és a hivások közötti oszcil­
láció ugyanis még egy nem determinisztikus viselkedést 
visz a processz viselkedésébe. A kezdeti utasításnak ráa­
dásul "felemás" prioritása van, mert ha egyszer megszerez­
te a vezérlést, akkor addig nem engedi érvényre jutni a 
külső hívásokat, amig van futásképes alternatívája, de ha 
egy külső hivás érvényre jut, akkor annak befejezése vagy 
felfüggesztése után nincs prioritása a hívásokkal szemben. 
Mind a CSP mind a DP nem determinisztikus vezérlési struk­
túrákat ad a determinisztikus feltételes és ciklikus müve-
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letek kifejezésére is. A CSP esetében azonban egy formális 
bővítéssel bevehető lenne determinisztikus IF vagy WHILE 
utasitás. A DP-ben ez elvi probléma, az előbb emlitett okok 
miatt. [Wel79]-ben a két javaslat további igen alapos elem­
zése, kvalitatív és kvantitatív összevetése található. A 
szerzők kimutatják, hogy bár a DP processz koncepciója 
magában foglalja a monitort, a CSP-nek a monitor funkció­
ját (és nem formalizmusát) megvalósító egyetlen koncepció­
ja sokkal világosabb. A végső következtetés az, hogy a CSP 
jobban választotta meg az absztrakciós szintet, mint a DP; 
kevesebbet markolt, de többet fogott.
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3. NÉHÁNY ИA6ASSZINTO NYELV
A dolgozat egyik fő célja, hogy bemutassa, hogy az u- 
jabb keletű programozási nyelvek mennyiben alkalmasak bo­
nyolult és párhuzamosságot is tartalmazó rendszerek terve­
zésére és megvalósitására. A bonyolultság leküzdésének fo 
eszköze a dekompozició, vagyis a feladat részfeladatokra 
való bontása. A párhuzamosság kezelésének eszközeit elv­
ben már áttekintettük.
A most bemutatásra kerülő programnyelveket elsősorban 
ebből a két szempontból vizsgálom meg és hasonlítom össze. 
Egy programnyelv jóságának megítélése ennél persze össze­
tettebb feladat, már csak azért is, mert végső soron csak 
a gyakorlati alkalmazások során alakulhat ki meggyőző kép. 
Egy gyakorlati, és a triviálisnál bonyolultabb feladat meg 
oldása található a következő fejezetben.
Az ismertetett programnyelvek mindegyike mutat némi 
rokonságot az Algol/60 nyelvvel [Loc67]. Ezen kivül minde­
gyik ismertetett programnyelvben megjelenik valamilyen for 
mában a tipus koncepció. A tipus koncepció az Algol/68 ter 
vezésekor merült fel, és a PASCAL nyelv révén terjedt el 
széles körben [JeW74]. A modularités kifejezésére kinált 
megoldások közös őse minden bizonnyal a Simula/67 [Dah78] 
osztály koncepciója. A tipus és osztály részletes és elmé­
lyült tárgyalása található [Dah78]-ban.
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3.1 KONKURRENS PASCAL
A Konkurrens Pascal [BrH77] volt az első olyan nyelv, 
amely komoly eredményt ért el abban, hogy a programozót se­
gítse megbízható konkurrens programok Írásában. A Konkur­
rens Pascal-t a hetvenes évek elején tervezték, a forditó 
már 1974-ben rendelkezésre állt, egyetlen ember irta (A. 
Hartmann) hét hónap alatt, PASCAL-ban. A Konkurrens Pascal 
a PASCAL nyelvre [JeW74] épül, kiegészíti azt mindenekelőtt 
a szekvenciális processz és a monitor fogalmával. A fordi­
tó képes biztosítani, hogy egy processz saját adatait más 
processz nem érheti el. A processzek közötti kommunikáció 
csak monitorokon keresztül lehetséges. A Konkurrens Pascal 
nyelv tehát nemcsak eszközt ad a párhuzamosságok kifejezé­
sére (mint mondjuk a PL/1), hanem ellenőrzi is bizonyos mér 
tékig azok helyes használatát. Ez döntő jelentőségű lépés a 
párhuzamos rendszerek tervezésében, mert az ilyen és az azó 
ta keletkezett hasonló nyelvek teszik lehetővé, hogy a pár­
huzamosságra vonatkozó szabályok betartásában a programozó 
segítséget kapjon egy fordítótól, és igy esélye legyen ar­
ra, hogy a futási időben ne kelljen megmagyarázhatatlan, 
szórványosan fellépő hibákra vadásznia.
A Konkurrens Pascal bevezette a rendszer típus fogal­
mát. Ide tartozik az osztály, a monitor és a processz. E- 
zek közös tulajdonsága, hogy környezetükkel való kapcsola­
taikat, elérési jogaikat úgynevezett paraméterek formájá­
ban adják meg. Rendelkezhetnek saját objektumokkal; konstan 
sokkal, típusokkal, változókkal, eljárásokkal. Definiálhat­
nak a környezet számára elérhető eljárásokat (bemeneteket),
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és olvasási célra láthatóvá tehetik változóikat (ENTRY ru­
tinok és változók). A rendszer tipusu változókat egy inicia­
lizáló utasítással kell elindítani, ezután a rendszer tipu­
su változó saját változói és paraméterei örökre léteznek 
(permanensek). Az eljárások belső változói az eljárás befe­
jeződésekor megszűnnek (mint például az Algol/60-ban). Te­
kintsük át a rendszer típusokat, és a Konkurrens Pascal-nak 
a PASCAL—tói eltérő egyéb sajátságait:
3.1.1 AZ OSZTÁLY
Az osztály a modularitás kifejezésének egyik eszköze, 
koncepciója a Simula/67 [Dah78] osztály fogalmára épül. Az 
osztály absztrakt adatstruktúrák [Dah78] definiálására 
szolgál. Az osztályok tetszőleges mélységig egymásba skatu­
lyázhatok, de a nyelv szintaktikus szabályai biztosítják, 
hogy egy osztály(lánc) csak egyetlen processzhez tartozhat 
(egy osztályt egy rendszer tipuson belül kell deklarálni, 
és csak további osztályoknak lehet permanens paraméterként 
átadni). Az osztály tehát arra szolgál, hogy egyetlen pro- 
cessz teendőit egymás mellé- és alárendelt absztrakt adat­
struktúrák halmazával Írhassuk le. Egy osztály bemenetéit 
csak egyetlen rendszer tipusu változó hívhatja.
3.1.2 A MONITOR
A monitor az osztályhoz teljesen hasonlóan absztrakt 
adatstruktúrák definiálását teszi lehetővé. Ezen tulmanő- 
en, biztosítja a saját bemenetelre a kölcsönös kizárást. Egy 
monitor bemenetelt több rendszer tipusu változó is hívhatja, 
de amig egy processz aktivan (nem várakozva) a monitor egyik
50
bemenetét hajtja végre, addig a többi processz nem léphet 
be a monitorba. A nyelv szintaktikus szabályai azt is biz­
tosítják, hogy a processzek csak monitor eljárásokon keresz­
tül tudnak kommunikálni (processznek csak konstans, vagy 
monitor lehet permanens paramétere).
3.1.3 A PROCESSZ
A processz egy szekvenciális program, amely tartalmaz­
hat végtelen ciklust is. Egy processz bemenetét csak egy, 
az ugyanahhoz a processz tipushoz tartozó processz által 
végrehajtott szekvenciális program hivhatja.
3.1.4 A QUEUE TÍPUS
A QUEUE tipus a monitor-elv általános tárgyalásánál 
leirt CONDITION tipus alapján áll. A rajta végezhető műve­
letek: EMPTY(q) (logikai függvény, értéke igaz, ha a q 
QUEUE tipusu változóra nem vár senki), DELAY(q) (a hivó 
processz várakozni kiván) és CONTINUE(q) (a hivó kilép a 
monitor rutinból és egyszersmind azonnali hatállyal tovább­
indítja a q-ra várakozó processzt, ha van ilyen). A QUEUE 
tipus sajátsága, hogy csak egyetlen processz várakozhat 
benne, tehát két egymást követő DELAY között egy CONTINUE-t 
is ki kell adni. QUEUE tipusu változót csak monitorban le­
het deklarálni. Ez a szabály biztosítja, hogy a középtávú 
ütemezés monitorokra korlátozódjék.
Izelitőül a már jól ismert véges körpuffert vegyük 
példaképpen (a Konkurrens Pascal és a párhuzamosság, vala­
mint a dekompozició egészen magasszintü példáját találhat­
juk [Joa77]-ben, ahol egy nyilvános hálózatra való csatla­
kozást biztositó programrendszert ismertet a szerző):
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TYPE buffer = MONITOR
VAR content* line? full* BOOLEAN» 
sender »receiver : QUEUE»
PROCEDURE ENTRY receiveiVAR text: line)» 
BEGINIF NOT full THEN DELAY(receiver)» 
text*= content» full*- FALSEf 
CONTINUE(sender)»
END»
PROCEDURE ENTRY send(text: line)»
BEGIN
IF full THEN DELAY(sender)» 
content:= text» full«9 TRUE»
CONTINUE(receiver)»
END»
BEGIN fuli:= FALSE END»
Figyeljük meg ezen a példán is, hogy a CONDITION jel­
legű szinkronizációs műveleteket önmagában nem használjuk, 
ezt mindig célszerű összekötni valamilyen statikus informá 
cióval (a példában ez a full). Ennek az oka világos; ha e- 
löbb adjuk ki a CONTINUE-t mint a DELAY-t, akkor az hatás­
talan, tehát egy feltételhez nem kötött DELAY utasitás 
patt-helyzethez vezethet. A példában definiált buffer ti- 
pust tetszőleges számú változó definiálására használhatjuk 
például :
VAR bufl,buf2: buffer
Ezeket a változókat az inicializáló utasítással "indíthat­
juk el":
INIT buf1,buf2
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Ettől a pillanattól kezdve két buffer tipusu változó léte­
zik, mindegyik külön permanens változókkal. A pufferekre 
ezután
buf1.send(text) 
buf1.receive(text )
alakú utasításokkal lehet hivatkozni.
3.2 a  MODULA ÉS A MODULA-2
A MODULA nyelvet [Wir77a-c] és utódját a MODULA-2 nyelvet 
[Wir80] N. Wirth definiálta. A továbbiakban alapvetően a 
MODULA-2 nyelvet ismertetem, de hivatkozásokat teszek a 
MODULA-ra is. Helyenként tanulságos látni, hogy a MODULA 
egyes sajátosságai hogyan fejlődtek tovább.
A MODULA nyelv fő célja az volt, hogy olyan eszközt 
adjon a programozó kezébe, amely egyrészt megfelel a struk­
turált programozás követelményeinek és jó minőségű, jól ol­
vasható programok Írását teszi lehetővé, másrészt "hadat 
üzen" a gépi, Assembly szintű nyelveknek. Ez azt jelenti, 
hogy a nyelvnek hozzáférést kell biztosítania a számitó­
gép fizikai erőforrásaihoz, anélkül, hogy a program struk­
turált felépítésében törés keletkezne. Egyszersmind arra 
is törekedni kell, hogy a fordító által generált kód haté­
konysága elfogadható legyen. Amint ezt Wirth [Wir8l]-ben 
kimutatta, ez utóbbi kérdés erősen függ a számitógép archi­
tektúrájától. A számítógépek tervezői mindmáig az Assembly 
szintű programozót tartják szem előtt, ezzel rendkívüli mó­
don megnehezítve a fordító irók dolgát. Számos jel van azon 
ban arra, hogy a közeljövőben a piacon is megjelennek olyan 
architektúrájú gépek, amelyek már meglévő kísérleti rendsze
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rekhez hasonlóan [Wir8l,Lam8l,LaP8l] a magasszintü nyelvek 
igényeinek figyelembevételével készülnek. A Palo Altoban é- 
pitett Alto gép csaknem teljes software rendszerétMESA nyel­
ven [Mit79] Írták, a Zürichben tervezett Lilith géphez 
[Wir8l] pedig nem is készült Assembly szintű fordító (a kez­
deti tesztelést leszámítva), a teljes rendszer M0DULA-2-ben 
készült, illetve készül a jövőben is.
3.2.1 MODULARITÁS
A MODULA és MODULA-2 nyelvekben a modularités és infor­
máció elrejtés eszköze a modul. A modul egy szintaktikus fa­
lat emel a modul belseje és környezete közé, amelyen keresz­
tül csak az export/import szabályok betartásával lehet át­
jutni. A modul kifejezetten csak a fordítási időben befolyá­
solja a hozzáférési szabályokat; egy lefordított programban 
nem lehetne megtalálni a modulok helyét. A modul általános 
formája konstansok, típusok, változók és eljárások deklará­
ciójából, valamint egy kezdeti utasításból áll. A kezdeti 
utasítás akkor kerül végrehajtásra, amikor a modult tartal­
mazó eljárás (az indító rendszer is egy pszeudo eljárásnak 
számíthat) aktívvá válik. Ezután a modul saját változói (a- 
melyek lokálisak a modulra, de nem lokálisak a modul eljá­
rásaira nézve) mindaddig léteznek, amig a modult tartalmazó 
eljárás aktiv. A modul egyes eljárásainak is lehetnek saját 
(lokális) változói, és ezekre a például az Algol/60-ban 
vagy a PASCAL-ban meglévő szabály érvényes: ha az eljárás 
befejeződik, akkor az eljárás lokális változói megszűn­
nek, uj híváskor újra keletkeznek, előző értéküket el­
vesztve. A modul változókra azonban nem ez a szabály ér­
vényes, ezek megmaradnak azután is, ha a modul valamelyik 
eljárása befejeződött. A modul maga nem adható meg típus­
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ként, és nincs rá mód, hogy egy modul lokális adatait megsok­
szorozzuk, anélkül, hogy a teljes modult (program-kóddal 
együtt) meg ne sokszoroznánk. Ezért az ilyen jellegű fela­
datok megoldására kerülő megoldást kell keresni. Ebben se- 
githet bizonyos esetekben az eljárás(PROCEDURE) tipus léte, 
amelynek segítségével a szóbanforgó absztrakt adatstruktú­
rát nem mint modult, hanem mint RECORD-ot Írjuk le, és a 
benne definiált eljárás tipusu mezők dinamikusan változtat­
ják értéküket. Egy másik megoldás, ha a modul változóit egy 
dimenzióval megnöveljük, amely a modul sokszorozási infor­
mációt hordozza (erre láthatunk később példát a TTYS modul­
ban). Ennek az elvnek egy elegáns továbbfejlesztése, hogy 
a modul változóit egyetlen rekordba főjük össze, és a sok­
szorozási információt egy POINTER-tömb hordozza. Ebben az 
esetben a hivatkozási helyeken a WITH utasitást alkalmaz­
hatjuk, és igy ott ezután már nincs különbség az egy- és a 
több-példányos modulok kezelése között. A modul objektuma­
it általában csak a modulban definiált eljárások érhetik 
el. Ez alól a szabály alól kivételt képez az az eset, ami­
kor egy modul valamilyen objektumot (konstanst, típust, 
változót, eljárást) exportál, a külvilág számára látható­
vá tesz. Az ilyen objektumok elérhetővé válnak mindazon mo­
dulok számára, amelyek őket importálják. A MODULA-2 az ed­
dig leirt általános modul koncepciót a definíciós/implemen­
tációs modul fogalmával egésziti ki. Ez azt jelenti, hogy 
egy modult két részre oszthatunk: az egyik rész, a definí­
ciós modul, tartalmazza azokat a konstansokat, típusokat, 
változókat és azoknak az eljárásoknak a fejét, amelyeket 
exportálni kívánunk. A definíciós modul igy a modulnak a 
környezet felé mutatott interface-ét tartalmazza. Az expor­
tált eljárások (és bizonyos esetekben típusok) kifejtését 
az implementációs modul tartalmazza. A definíció és imple­
mentáció ilyenfajta szétválasztása lehetőséget teremtett
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arra, hogy a M0DULA-2-ben a modulok különforditását teljes 
elvi tisztasággal lehessen megvalósítani [Gei79]. A külön 
forditás egysége a modul. A fenti elv lehetővé teszi, egy­
részt, hogy a forditó könnyen elvégezhesse a külön fordított 
modulok között is a tipusellenorzést (pontosan úgy, mintha 
együtt fordultak volna), másrészt, hogy bármelyik modul imp­
lementációs részét bármikor ujráfordíthassuk, a többi modul 
ujraforditása nélkül. A modulok használatára tekintsünk 
most egy példát. Készítsünk egy olyan modult, amely érkezé­
si sorrend szerinti sorbaállitást végez (FIFO QUEUE):
DEFINITION MODULE FIFOQ»
FROM SYSTEM IMPORT WORD»
EXPORT QUALIFIED QUEUE » CREATED » EMPTYG » FULI.fi »
GETQ»PUTQ»
TYPE QUEUE»
PROCEDURE CREATEQ(VAR Qt QUEUE » LENGIH: INTEGER ) »
(♦CREATES A NEW QUEUE HEAD*)
PROCEDURE EMPTYGÍQ: QUEUE): BOOLF.ANv 
(♦GIVES TRUE IF THE R IS EMPTY*)
PROCEDURE FULLQ(Q: QUEUE): BOOLEAN»
(♦GIVES TRUE IF THF: Q IS FULL*)
PROCEDURE GETQ(VAR Q: QUEUE » VAR THIS: WORD)»
(♦TAKES THF NEXT WORD FROM Q IF POSSIBLE*)
PROCEDURF PUTQ(VAR Q: QUEUE» THIS: WORD)»
(♦PUTS WORD IN Q IF POSSIBLE*)
END Fl'FOQ
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A modulban először egy import lista található, ezen a 
modul a SYSTEM nevű modulból [Wir80] importálja a WORD ti- 
pust. A WORD tipusnak az a különös sajátsága van, hogy ha 
egy eljárás formális paraméterének ilyen a tipusa, akkor 
a hivó helyen tetszőleges 1 szó hosszú aktuális paraméter 
állhat. A FIFOQ modul igy tetszőleges tipusu 1 szó hosszú­
ságú elemek sorkezelésére alkalmas. Ezután következik az 
exportált objektumok felsorolása. A QUALIFIED minősités 
lehetővé teszi, hogy a külső hivó a modulnévvel kapcsolja 
össze az importált objektumok nevét, és igy a névütközést 
kizárja. A definíciós modul exportálja a QUEUE tipust, és 
a rajta végezhető műveleteket: CREATQ (tetszőleges maximá­
lis hosszúságú sor létrehozása), FULLQ (logikai függvény, 
igaz értéket ad, ha a sor megtelt), EMPTYQ (logikai függ­
vény, igaz értéket ad, ha a sor üres) GETQ (kivesz a sor­
ból egy elemet), és végül PUTQ (betesz a sorba egy elemet) 
A tipus listán (TYPE) a QUEUE tipusnak csak a neve szere­
pel. Ez egy úgynevezett rejtett tipus, felépítése a felhas 
nálók számára rejtve marad. A QUEUE tipuson értelmezett mü 
veletek definíciója következik ezután, ebből a hivás sza­
bályai pontosan kiolvashatók. A fenti definícióhoz tarto­
zó implementáció a következő:
IMPLEMENTATION MODULE FII OG»
FROM Storage IMPORT ALLOCATE»DEALLOCATE »OetModc?»FROM SYSTEM IMPORT WORD»
TYPE QUEUE = POINTER TO GHEAD»
OP = POINTER 10 OPARTî GHEAD = RECORD
firstelem: o p »
FREEPL.ACE» RJLL.PL ACE? INTEGER» 
e n d ; («record*)OPART - RECORD
nextelem: op » 
inf o: word»
END» («RECORD*)
PROCEDURE CREATEG(VAR 0: QUEUE » LENGTH: INTEGER)»(«CREATES A NEW QUEUE HEAD*)BEGIN NEW(Q> »
WITH G~ DO
firstelem:= n i l » ful.l p l a c e :^  о »
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IF LENGTH > 0 THEN FREEPLACE:= LENG IM 
ELSE FRFFPLACE « * 0 END»END » (*IF*>
END» <*WITH*>
END CREATEQ »
PROCEDURE EMPTYCKQ: QUEUE).* BOOLEAN »
(♦DIVES TRUE IF THE Q IS EMPTY#)BEGIN RETURN Q"«FULLPLACE - О 
END EMPTYQ»
PROCEDURE FULLR(QJ QUEUE): BOOLEAN»
(♦GIVES TRUC IS THE R IS FULL*)
BEGIN RETURN Q”♦FREEPLACE * О END FULLQÍ
PROCEDURE GETR(VAR Ql QUEUE» VAR THIS: WORD)»(♦TAKES THE NEXT WORD FROM Q IF POSSIBLE*)
var fir st: QP»
BEGIN WITH Q” DO
IF FULLPLACE <= О THEN RETURN END» (♦CANNOT GET OU IS)
DEC(FULLPLACE)» INC(FREEPLACE> »
FIRSTÎ* FIRSTELEM» F 1RSTELEMS- FIRST". NFXTELF.hr 
TH1S:= FIRST”.INFO» DISPOSE(FIRSf>Î 
END» (♦WITH*)
END GETQ»
PROCEDURE PUTQÍVAR Q: QUEUE» THIS: WORD)»
(♦PUTS WORD IN Q IF POSSIBLE*) 
var l a s t: QP »
BEGIN WITH Q” DO
IF FREEPLACE <= О THEN RETURN END» (♦CANNOT PUT IN#)
DEC(FREEPLACE > » INC(FULLPLACE)»
IF FIRSTELEM = NIL THEN NEW(FIRSTELEM) » LASTS* FIRST El. EH 
ELSE LAST:= FIRSTELEM»WHILE LAST”.NEXTELEM * NIL DO LAST:- LAST”♦NEXTELEM END» 
NEW(LAST”.NEXTELEM) » LASTS* I.AST”.NEXTELEM»
END» (#IF# >
LAST”.NEXTELEM:= NIL» LAST".INFOS* THIS»
END» (#WITH#)
END PUTQ»
END FIFOQ
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Az implementációs modul importálja a Storage modul 
[Wir80] tárfoglaló műveleteit. A programban előforduló 
NEW(p) alakú utasítások ALLOCATE(p,TSIZE(T)), a DISPOSE(p) 
alakúak pedig DEALLOCATE(p,TSIZE(T)) utasítássá fordulnak, 
ahol p egy a T tipusra mutató POINTER változó és a TSIZE 
standard függvény a T tipus méretét adja. NEW és DISPOSE 
igy dinamikus tár foglalásra, illetve felszabadításra 
használható. Az implementációs modul pontosanspecifikálja 
a QUEUE típust, amely, mint látható, egy sorfejre (QHEAD) 
mutató pointer. Maga a sorfej három elemből áll, a sor első 
elemére mutató FIRSTELEM nevű pointerből, és két számláló­
ból, amelyek az üres, illetve telehelyek számát mutatják. 
Egy sorelem (QPART) két részből áll; a következő elemre mu­
tató pointerből (NEXTELEM) és magából a besorolni kívánt 
információból (INFO). A CREATQ eljárás tárterületet foglal 
a sorfej számára, és beállítja a sorfej elemeit. A 
FIRSTELEM NIL értéket kap, ami azt jelenti, hogy "sehova 
se" mutat. [JeW74], Az EMPTYQ és FULLQ függvények működése 
azonnal látható. GETQ először ellenőrzi, hogy van-e kiso­
rolható elem a sorban. Ha nincs, akkor visszatér, a THIS 
kimenő paraméter értéke ilyenkor definiálatlan, ez tehát 
a hivó felelőssége, hogy ilyen hívás ne forduljon elő.
GETQ ezután kisorolja az első elemet és a felszabadult tár­
területet visszaadja a dinamikus tárkezelőnek. Ez megbocsát 
hatóvá teszi a különben meglehetősen tárigényes adatábrázo­
lást. PUTQ GETQ-hoz teljesen hasonlóan működik, a besorolan 
dó uj elemnek tárat foglal (ha a sor hossza megengedi). A 
FIFOQ modul nem tartalmaz a sorfej törlésére vonatkozó szol 
gáltatást, de ezzel bármikor kiegészíthető. A modulon kívül 
azonban lehetetlen kitörölni egy sort, mert a QUEUE típuson 
semmilyen más műveletet nem lehet végezni, mint amelyeket a
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FIFOQ modul exportál. Ez a példa is jól mutatja az informá­
ció elrejtés hallatlan előnyét: ha egyszer a FIFOQ modult 
önmagában hibátlannak Ítélhetjük, akkor biztos, hogy kívül­
ről már nem lehet az adatstruktúráját elrontani.
3.2.2 PÁRHUZAMOSSÁG
A párhuzamosság kezelésében a MODULA [Wir77a-c] és a 
MODULA-2 [Wir80] erősen eltér egymástól. A MODULA-ban al­
kalmazott megoldás meglehetősen hagyományos, rokon a Kon- 
kurrens Pascal [BrH77] vagy a MESA [Mit79] párhuzamos tu­
lajdonságaival .
A MODULA-ban a párhuzamosság alapvető egysége a pro- 
cessz. A processz formálisan igen hasonlít egy eljárásra 
(mint majd látjuk, a MODULA-2-ben a processz és az eljárás 
szintaktikusán már nem tér el). Egy processz több példány­
ban is elindítható, ezek algoritmusa azonos, de dinamikus 
működése természetesen egyedi (minden processz-példány sa­
ját adatterülettel rendelkezik). A kölcsönös kizárás (a 
rövidtávú ütemezés) biztosítására a MODULA-ban az interfa­
ce modul áll rendelkezésre. Az interface modul biztosítja, 
hogy amig egy processz aktivan benne tartózkodik (vagyis 
valamelyik eljárását hajtja végre), addig más processz o- 
da belépni nem tud. A következő processz akkor léphet be, 
ha az előző befejezte az interface modul eljárást, vagy 
ideiglenesen elhagyta az interface modult (WAIT vagy SEND 
révén). Látható, hogy az interface modul eddigi definíciója 
megfelel a monitornak [Hoa73], A processzek középtávú üte­
mezésére, szinronizálására a SIGNAL típus és a rajta végez­
hető SEND, WAIT és AWAITED műveletek állnak rendelkezésre.
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A WAIT(s) alakú utasitás révén egy processz az s SIGNAL-ra 
várhat. A SEND(s) alakú utasitás azonnal elindítja az s-re 
várakozó processzek közül az elsőt (a legrégebben várako­
zót). Ha egyáltalán nincs s-re váró processz, akkor SEND(s) 
hatástalan. Az AWAITED(s) logikai függvény, amely igaz ér­
téket ad, ha az s SIGNAL-ra egy vagy több processz vár. A 
WAIT és a SEND ezen felül szinguláris pontot jelent az in­
terface modulban a kölcsönös kizárás szempontjából, vagyis 
ha egy processz WAIT-et vagy SEND-et hajt végre, akkor le­
hetővé válik, hogy egy következő processz belépjen az in­
terface modulba. A monitor Hoare féle definciójában [Hoa73] 
csak a WAIT jelent a fenti értelemben vett szinguláris pon­
tot, a SEND-nek megfelelő művelet nem. Ennek az a háttere, 
hogy Hoare egy olyan implementációt javasol, amelyben a 
SEND-et végrehajtó processzt az első lehetséges alkalommal 
tovább kell folytatni. (Egy 1 fizikai processzorra épülő 
implementációban a SEND implicit várakozást jelent, bár a 
SEND-et kiadó processz aktiv állapotban marad.) Wirth ezzel 
szemben olyan implementációt alkalmazott a MODULA-ban 
[Wir77c], amelyben a SEND-et kiadó és igy aktiv állapotban 
maradó, de mégis ideiglenesen várakozó processzt (egy-pro- 
cesszoros implementáció) nem inditja újra az első lehetsé­
ges alkalommal. Ezért nyugotan meg lehet engedni, hogy a 
SEND is feloldja a kölcsönös kizárást. Annál is inkább, 
mert az irodalomban idézett példákban mindig, és a gyakor­
latban is általában a SEND az utolsó utasitás az interface 
modul (monitor) eljárásban, ami úgyis feloldja a kölcsönös 
kizárást. Ez a választás drasztikusan egyszerűsítette az in­
terface modul implementációját, rejtett processz-átkapcso- 
lás nincs, csak a jól definiált WAIT és SEND pontokon van 
processz-átkapcsolás. A kölcsönös kizárás biztosítása is
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triviális egy 1 fizikai processzoros egységen, hiszen a 
WAIT és SEND jelenti az egyetlen lehetőséget a processz-át- 
kapcsolásra, amely amúgy is feloldja a kölcsönös kizárást.
A megszakitásoktól természetesen eltekintettünk a fenti meg­
fontolásokban, ezeket a MODULA az input/outputtal kapcsolat­
ban kezeli le. Az input/output kezelésére a MODULA nyelv fő­
leg implementáció függő tulajdonságok bevezetésével ad mó­
dot. Lehetővé teszi, hogy a készülék vezérlő processzekben 
(driverekben) a MODULA programozó közvetlenül hozzáférjen 
az input/output regiszterekhez. A készülék vezérlő procesz- 
szek különleges interface modulokban az úgynevezett device 
modulokban helyezkedhetnek el. A készülék vezérlő processzek 
a készüléknek megfelelő prioritással futnak, az alacsonyabb 
szintű megszakitásokat kizárva. Az általuk kiadott SEND kü­
lönlegesen működik, nem inditja azonnal a SIGNAL-ra váró 
processzt, hanem tovább fut, amig csak várakozási műveletet 
nem kezdeményez. A készülék vezérlő processz kétféle vára­
kozást tartalmazhat, a már ismertetett WAIT utasitást és az 
input/output művelet befejeződését kiváró DOIO utasitást. A 
DOIO-t az input/output kezdeményezése után adja ki, és a 
DOIO akkor fejeződik be, amikor az adott készülék megszakí­
tással jelezte az input/output végét. A DOIO tehát egy kü­
lönleges WAIT utasításnak számit, amely a készülékhez tar­
tozó megszakításra vár mint SIGNAL-ra. Mielőtt példát ven­
nénk a MODULA párhuzamos lehetőségeinek használatára, átte­
kintjük a MODULA-2 hasonló sajátságait. Látni fogjuk, hogy 
a MODULA koncepciói kifejezhetőek M0DULA-2-ben, s igy a ket­
tőre együtt vehető példa.
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A MODULA-2 a párhuzamosság támogatására alapvető vál­
toztatásokat eszközölt, jelentősen csökkentette az absztrak 
ció szintjét. A párhuzamosság alapvető egysége továbbra is 
a processz, de ez valójában korutin értelemben [Dah78, 
Wir80], A korutin abban különbözik a processztől, hogy a 
korutinok között nem tételezünk fel teljes párhuzamosságot, 
a korutinok közötti vezérlésátadás csak explicit kérésre 
történik. A MODULA-ra tett megfontolásokból már érezhető 
volt, hogy a MODULA törekedett egy olyan megfogalmazásra, 
amely kihasználhatja azt a körülményt, hogy a nyelvet előre 
láthatóan 1 fizikai processzorra implementálják. Ezt a bur­
kolt feltételezést a MODULA-2 nyiltan vállalja. A MODULA-2- 
ben a hardware-prioritást nem a készülék meghajtó processz- 
hez, hanem az azt tartalmazó modulhoz kell hozzárendelni. A 
processzek korutinként való kezelése maga után vonja, hogy 
a kölcsönös kizárás megvalósitása az azonos hardware szin­
ten definiált modulokra nézve triviális. A különböző hard­
ware szinten definiált modulokra nézve a hardware által 
nyújtott lehetőségek - maszkolás, processzorprioritás - 
biztosíthatják a kölcsönös kizárást, az egyetlen szabály, 
hogy egy magasabb szintű modulból egy alacsonyabb priori­
tási szintű modul eljárásait közvetlenül meghivni nem sza­
bad! A MODULA-2—bői kimaradt az interface és a device mo­
dul; bármelyik modul annak tekinthető. A processzek szintak 
tikusan azonosak az eljárásokkal, egy eljárásból külön uta­
sítással lehet processzt létrehozni. (Csak paraméter nélkü­
li, globális eljárásokból lehet processzt létrehozni.) Egy 
eljárásból a következő utasítással lehet processzt létre­
hozni :
NEWPROCESS(p: PROC; adr: ADDRESS;
n: CARDINAL; var st: PROCESS)
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A p eljárás-tipusu(PROC) paraméter a processzként (ko- 
rutinként) létrehozandó eljárás, adr a processz rendelkezé­
sére álló munkaterület cime, n a hossza. Az ilyen módon lét­
rehozott processz hozzárendelődik az st nevű változóhoz (st 
a processz adat-stackjére mutat, amely NEWPROCESS hatására 
megfelelően inicializálódik is), de nem indul el. A procesz- 
szek közötti átkapcsolás céljára a következő utasitás hasz­
nálható :
TRANSFERCVAR old,new: PROCESS)
A TRANSFER eljárás felfüggeszti az éppen futó processzt 
és old-hoz rendeli (stack-jébe lementi a regisztereket), 
majd a new által kijelölt processzt elinditja (a stack te­
tejéről betölti a regisztereket). A programozó felelőssége 
hogy new-t már egy előző NEWPROCESS vagy TRANSFER hozzáren­
delje egy processzhez. (Old és new kijelölheti ugyanazt a 
processzt is.) Az input/output kezelésére egyrészt tovább­
ra is megvan az input/output regiszterekhez való hozzáfé­
rés lehetősége (implementáicó függő módon), valamint az
IOTRANSFERCVAR pl,p2; va: CARDINAL)
utasitás. Az IOTRANSFER a TRANSFER-rel analóg módon visel­
kedik (tehát az éppen futó processz futását felfüggeszti és 
pl-hez rendeli, a p2-vel kijelölt processzt pedig elindit­
ja), de ezen túlmenően a megszakítás bekövetkezése után a 
megszakított processzt p2-höz rendeli és továbbfolytatja 
pl-et, vagyis a készülék vezérlőt. A va (interrupt vector 
address) azt a cimet adja meg, ahová a megszakítás számára 
szükséges információkat (program-státusz és program-számlá­
ló) le kell menteni. A megszakítás után tehát a vezérlés
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az IOTRANSFER utáni pontra adódik. A NEWPROCESS, TRANSFER 
és IOTRANSFER eljárásokat, valamint a PROCESS tipust a 
SYSTEM nevű (peszudo) modulból kell importálni. Az eljárá­
sok könnyen megvalósithatók mikroprogram segítségével is 
[Wir8l].
Az ismertetett MODULA-2 alapműveletek közvetlenül is 
használhatók input/output és processz-átkapcsolás végzésé­
re, erre példa található [Wir80]-ban. Igazi jelentőségük 
azonban abban van, hogy eszközt adnak arra, hogy tetszőle­
ges bonyolultságú ütemezőt készíthessünk. A M0DULA-2-nek 
az ütemezésre vonatkozó alapvetően uj koncepciója tehát 
az, hogy a magasszintü nyelv ne tartalmazzon semmilyen be­
épített ütemezőt, de adjon eszközt annak megírására. Ezzel 
együttjár az is, hogy a M0DULA-2-ben nagyobb a programozó 
szabadsága, de ezért cserébe kisebb a biztonsága. A MODULA- 
ban lehetőség volt rá, hogy a forditó ellenőrizze, hogy a 
szinkronizációs műveletek kiadása az interface modulokra 
korlátozódjék. M0DULA-2-ben ez már csak ajánlott programo­
zói szabály, amelynek betartását lehetetlen ellenőrizni. Ü- 
temezőre találhatunk példát [Hop80]-ban, ahol egy üzenet 
orientált implementáció látható. Egy ütemező megírására be­
mutatjuk a MODULA beépített ütemezőjének funkcióit megvaló­
sító MODULA-2 program [Wir80] teljes, ténylegesen használható 
változatát :
DEFINITION MODULE PROCESSSCHEDIJLERÍ
<*N.W.» Ch.J.f S « E « К « f HH«N« » L.D. 30-Jan-81 *>
FROM SYSTEM IMPORT ADDRESS»
EXPORT QUALIFIED SIGNAL» STARTPROOEGG» SENDг 
SENDDOWN*AWAITEDг 
WAIT* D0J0» PAUSE.» INIÍSIGNAL»
TYPE SIGNAL»
<* SIGNAL' s must be initialised Ьы INITSIGNAL *>
PROCEDURE STARTPROCESS(Pî PROC» AJ ADDRESS» ni CARDINAL)» 
<* start P with workspace A of length n *>
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PROCEDURE AWAITED(St SIGNAL): BOOLEAN?
PROCEDURE SEND(VAR st SIGNAL) »
<* resume first process weitins for s *>
PROCEDURE SENDDOWNíVAR r»î SIGNAL)í
(# merk first process weitins for s es reedy #)
PROCEDURE WAIKVAR si SIGNAL) »
PROCEDURE DOICKvs: CARDINAL) »
PROCEDURE PAUSEtn: CARDINAL)»
PROCEDURE INITSIGNAL<VAR s? SIGNAL)»
(* Initialisation of a SIGNAI. #)
END PROCESSSCHEDULER «
Az ütemező (process-scheduler) definíciós része expor­
tálja a SIGNAL tipust (rejtett tipus, kifejtése az imple­
mentációban található), és a rajta értelmezett műveleteket. 
Ezek közül a SEND, WAIT, AWAITED és a DOIO műveletekről már 
volt szó. A SENDDOWN művelet a készülék vezérlő processzek 
különleges SEND-jét valósítja meg, nem hajt végre tényle­
ges processz-átkapcsolást, csak futáskésznek jelöli meg a 
megadott SIGNAL-ra várakozó első processzt. A STARTPROCESS 
eljárás egy processz létrehozására és azonnali elindításá­
ra szolgál, az INITSIGNAL kezdeti értékkel lát el egy SIGNAL 
tipusu változót (ez kötelezően az első utasitás minden 
SIGNAL-ra!). A PAUSE nevű eljárás lehetővé teszi egy pro­
cessz számára, hogy megadott időegységnyit várakozzék.
IMPLEMENTATION MODULE PROCESSSCHEDULER ГбИ»
<*$T- NW» CJ» SEK» HHN» ID 30-Jan 01 *)
<* additional procedure INITSIGNAL CJ dec-79 *)
<* elimination of import of storage handler CJ dec-79 *) 
FROM SYSTEM IMPORT WORD» PROCESS» ADDRESS»
NEWPROCESS» TRANSFER » IOTRANSFER» LISTEN» SYSRESKT?
TYPE SIGNAL = POINTER TO ProcessDescriptor»
ProcessDescriptor =
RECORD P P Î  PROCESS»
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postponement « CARD INAI.»
<* postponment=0 nesns that, the procesr» is reedy 
postponihent>0 means that the process is waiting 
for a signal.
postponements is used for PAUSE only *) 
nexti SIGNAI.» (# ties the descriptors in the ring #) 
Queue* SIGNAL? <* ties the descriptors waitins for
the same signal #>
interrupted* SIGNAL? <* pointer to descriptor of
interrupted process #)
END ?
VAR c p* SIGNAL? <* current process *) 
tick: SIGNAL?
<* heed of the Queue of the PAUSing processes#) 
intbyclock» elk: PROCESS?
w s p: array no..tool or w o r d?
(* work space for clock process #>
LCS С177546ВЭ: CARDINAL?(# line clock status register #> 
StoraseForCP* ProcesnDescriptor?
idlesignal: s i g n a l?
IDLEWSPÎ ARRAY Г0..100! OF WORD?
PROCEDURE STARTPROCESSIP: PROC? a : ADDRESS? n: CARDINAL)? 
(* start P with workspace A of length n #>
VAR ti SIGNAL?
BEGIN t := cp? <*NEW(c p>*) ce :== A?
WITH cp” DO
next := t”.next? postponement : == 0? 
interrupted := NIL? 
t”.next : =  c p ?
NEWPROCESS < P» A+TS1ZE<ProcesnDescriptor)»
n--TSIZE<ProcessDescriPt-or) »p p) ?
TRANSFER <t” .pp»pp> ?
END?
END STARTPROCESS?
PROCEDURE AWAITE'D(S: SIGNAL): BOOLEAN? 
BEGIN RETURN S # NIL 
END AWAITED?
PROCEDURE SEND(VAR si SIGNAL)?
(# resume first process waiting for s *) 
VAR t: SIGNAL?
BEGIN
IF s # NIL THEN 
t : = cp? cp := s?
cp”. postponement- :~ 0? « l~- cp".Queue? 
TRANSFER(t”♦pp » cp”.p p >
END
END SEND?
PROCEDURE SENDDOWNI VAR s: SIGNAL.)?
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<* mark fi ret- process waiting for s ar> ready *)
BEGIN
IF s # NIL THEN
s " . P O s t P o n » e n t  i~ 0» s î= s".Queue 
END
END SENDDOWN»
PROCEDURE nextready»
<# activate next ready process *)
VAR this» strt: SIGNAL»
BEGIN this := c p  »
WITH this" DO
IF interrupted # NIL I HEN
c p  *= interrupted» interrupted ♦= NIL»
ELSE
LOOP strt { = c p  »
REPEAT c p  := c p " . n e x t
UNTIL <cp".posteor»«ent“0) OR (cp=strt)»
IF c p " . postponment = 0 THEN EXIf ELSE LISTEN END 
END»
END »
TRANSFER < p p » c p " .p p )»
END»
END nextready»
PROCEDURF WAIT(VAR sí SIGNAL)»
VAR t h i s »  nexti SIGNAL»
BEGIN <* insert current process at end of Queue r> # )
IF s = NIL THEN s J=- c p  
ELSE
this 5= s»
LOOP next î= this".Queue»
IF next - NIL THEN EXIT END » 
this : = next 
END t
t h i s " . Q u e u e  i =  c p  
END i
c p " .postponment ♦= 1» cp".«ueue *:= NIL» 
nextready »
END WAIT?
PROCEDURE DOTH<vaÎ CARDINAL)»
VAR this» strt: SIGNALt pJ PROCESS»
BEGIN c p " .postponment .=1» 
this := c p  »
WITH this" DO
IF interrupted # NIL THEN
c p  := interrupted? interrupted :~ NIL» 
ELSE
LOOP strt :== c p  »
RFPEAT c p  := cp".next
UNTIL <cp".»>ostpon»ent-0> OR <cp=strt)» 
IF c p " ♦P o s t P o n » e n t  “ 0 THEN EXIf
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ELSE SEJNDDOWN! IDLESIGNAL) END»‘
END »
END »
p  *= c p ~ « p p » I O T R A N S F E R < p p » »>» va>»* c p "  . p p  ♦ -  p »  
interrupted c p » c p  i= this?
END»
END DO10»
PROCEDURE PAUSE(n* CARDINAL)»
OAR this! SIGNAL»
BEGIN
IF n > 0 THEN
c p ” . Q u e u e  ♦= tick» tick t ~  c p »
END»
c p ~ «postponment := n» 
nextreedy »
END PAUSE»
PROCEDURE INITSIGNAL(VAR sí SIGNAL)»*
(* Initialisation of a SIGNAL #)
BEGIN
s := NIL»
END INITSIGNALî
PROCEDURE IDLE»
BEGIN INITSIGNAL!IDLES]GNAL)»
LOOP WAIT(IHLESIGNAL> » LISTEN» END» (SLOOP*)
END idle;
PROCEDURE C1ock »
(* this procedure acts an a clock» 
ticking 50 times per sec #)
OAR this» lasti SIGNAI.»
BEGIN LCS := 100B»
LOOP
intbyclock:= c p " » p p î  
IOTRANSFER(c]к » intbyclock» ÎOODIÎ 
c p " . p p ! =  intbyclock» 
this := tick» last I« NIL»*
WHILE this # NIL DO 
WITH this” DO
DEC(postponment > »
IF postponment = 0 THEN
IF last = NIL THEN tick :== nueue
ELSE lant"'» Q u e u e  »= g u p u g
END»
ELSE last thin»
END»
this ♦= oueue»
END »
END*»
END
END Clock?
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PROCEDURE INITSCHK.DUL ER r 
BEGIN SYSRESETr
< *NEW ( cp ) * ) cp J = ADDRESS < ADR ( Stora.4el: or CP > > î 
WITH cp" DO
postponnient i~ Oî next ♦ - c p » 
interrupted ♦ - NILî 
ENDr
tick. 1= NIL î
NEWPROCESS(Clockt ADR(WSP)r SIZE<WSP>, clk)î 
TRANSFER<cp”.pp »clk)î 
END INITSCHEDIIL ER î
BEGIN INITSCHEDUL ER ?
STARTPROCESS ( IDLE » ADR (I DI.EWSP > r SIZE ( IDLEWSP ) ) 
END PROCESSSCHEDULER«
Az implementációs modul első sorában látható a pro­
cesszor-prioritás megadása ([6]). Ez gépfüggő tulajdonság, 
megadása azt jelenti, hogy a modul összes eljárása ezen a 
processzor-prioritási szinten fut. Jelen esetben ez a leg­
magasabb engedélyezett szint, vagyis az ütemező és az óra­
vezérlő szintje fölött már nem futhat processz. A közönsé­
ges (nem input/outputtal kapcsolatos) modulok prioritása 
általában 0. Az implementációs modulban látható, hogy a 
SIGNAL tipus egy processz leiróra (ProcessDescriptor) mu­
tató POINTER. A processz leiró első eleme(pp) a processz 
adatterületére (stack-jére) mutat. A postponment nevű elem 
a processz futási állapotát irja le, értéke 0, ha a processz 
futáskész, 0-nál nagyobb, ha vár. Értéke 1-nél csak akkor 
lehet nagyobb, ha a processz az órasorban áll (PAUSE révén), 
postponment értéke ilyenkor a kért időegység száma. A next 
nevű, SIGNAL tipusu mező arra szolgál, hogy ezen keresztül 
a processzek egy gyűrűre fűződjenek fel (ld. STARTPROCESS).
A processzek gyűrűje már a MODULA implementációban is meg­
volt [Wir77c], a különbség csak annyi, hogy ott a készülék
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vezérlő processzek nem fűződtek fel a gyűrűre. A queue ne­
vű mező arra a célra szolgál, hogy egy processz fölfüződ- 
hessen egy tetszőleges SIGNAL-ra. Az INTERRUPTED nevű SIGNAL 
azt a célt szolgálja, hogy előnyben lehessen részesíteni a 
megszakított processzeket. A várakozó jellegű műveletek 
(WAIT és D0I0) először mindig azt nézik meg, hogy van-e meg­
szakított processz, és csak ha nincs, akkor veszik a gyűrű­
ről a következő futáskész processzt (Id. nextready). A 
PROCESS SCHEDULER modul cp nevű változója az éppen futó pro- 
cesszre (current process) mutat. A modul további változói 
részint az órakezelést segitik, részint az úgynevezett 
IDLE-processzt támogatják. Az IDLE-processz semmi mást nem 
csinál, mint hogy vár egy jelre (IDLESIGNAL), és ha azt ak­
tivizáljuk (Id. DO10), akkor a LISTEN nevű SYSTEM-eljárás 
segítségével a processzor prioritását leszállítja, vagyis 
lehetővé teszi, hogy a megszakítások érvényre jussanak. Ab­
ban a reményben, hogy az ütemező eljárásainak működése a 
programszövegből megállapítható, rátérünk egy következő 
példára, amely már azt mutatja, hogy hogyan lehet a most 
ismertetett ütemezőt használni, mégpedig egy tty (teletype) 
berendezés meghajtó moduljában. A modul lehetővé teszi, 
hogy egyszerre több azonos tipusu berendezés is működjön, 
egymástól függetlenül.
DEFINITION MODULE TTYS»
EXPORT QUALIFIED CHOUT»CHIN » TELETYPES г
TYPE TELETYPES ~ (TTOrTTJ. гТТЯ) î
PROCEDURE CHOUT(CH: CHAR» TTYl TELETYPES)?(»PRINTS A CHARACTER ON TTY* >
PROCEDURE CHIN (VAR CHÎ CHAR? TTYJ TELETYPES)»
(»READS A CHARACTER FROM TTY♦ CUTS THE El CÍM DIT#)
END «
71
A definíciós modul exportálja a TELETYPES nevű fel­
soroló tipust, amelynek lehetséges értékei a modul által 
fizikailag kezelhető berendezéseket adja meg. A CHOUT el­
járás egy karakter kiírására, a CHIN pedig beolvasására 
szolgál
IMPLEMENTATION MODULE TTYS »
IMPORT SYSTEM»
IMPORT PROCESSSCHEDULER»
TYPE EXISTENCE “ SET OF TELETYPES»
VAR e x i s t i n g: EXISTENCE?
MODULE TYPEWRITE C41 »
IMPORT EXISTING» EXISTENCE » TELETYPES »
FROM SYSTEM IMPORT WORD»
FROM PROCESSSCHEDULER IMPORT SIGNAL »WAX'( .
SENDDOWN » INITSIGNAL» SEND » STAR!PROCESS » PAUSE » DO10г 
EXPORT CHOUTÎ
CONST BUFL=32»
VAR T: TELETYPES» (»TELETYPE AND PROCESS IDENTIFIER*) 
NE : ARRAY TELETYPES OF INTEGER.
INX » OUTX : ARRAY TELETYPES OF Г. 1 ♦ .BUFL3 »
BUF : ARRAY TELETYPES»С1. .BÜFÉT OF CHAR»
w s p: array teletypes. i:o . .1001 of wo r d»
NONFULL »NONEMPTY: ARRAY TELETYPES 01- SIGNAL.
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PROCEDURF CHOUTíCHJ CHAR» TTYJ TELETYPES) î 
<»PRINTS OUT A CHARACTER ON TTY*)
BEGIN
IF NOT (TTY IN EXISTING) THEN RETURN END» (*]F*>
IF NFCTTYT = BUFL THEN WAIT ( NONFUl.LCTTYT ) END» (*1F*) 
BUFCTTY » INXCTTY.'I T J“ CHr
inxcttytj= inxcttyt mob bufl + и
INC(NFCTTYT)»
SEND(NONEMPTYCTTYT)»
END CHOUTÎ
PROCEDURE DRIVER»
VAR TTYJ TELETYPES»
TWSOC177544BT * CARDINAL»
TWS1C17561 4DT t CARDINAL»
TWS2C175624ВЭ J CARDINAL»
TWB0C177366BTJ CHAR»
TWB1C175616BTJ CHAR»
TWB2C17562ÓBTJ CHAR.
BEGIN TTYJ = T »
LOOP
IF NFCTTYT = О THEN WAIT(NONEMPTYCTTYI> END » (*IF#> 
CASE TTY OF
TTO J TWBO J =BUFi:TTY » OUTXLTTYTT »
TWSOJ= 100В» D0I0Í64B)» TWSOJ" Or 
! TT1J TWBl J =BUFCTTY»OUTXL'1 TYT1 »
TWS1J= lOODf D0X0Í304B)» TWS1J= 0»
! TT2 J TWB2 J =BUFCTTY » OUTXL'T T YTT >
TWS2J = 100В» D0I0(314B) » TWS2J= 0)
END» (»CASE*)
OUTXCTTYT J = OUTXCTTY:! MOD BUFL + 1»
DEC(NFCTTYT ) »
SENDDOWN ( NONFLJU.n ÏYT > »
END (»LOOP»)
END DRIVER»
BEGIN
EXISTING J = FXISTFNCF-CTT0»TT2>»
FOR TJ= TTO TO TT2 DO 
IF T IN EXISTING THEN 
INXCTT J = 1» OUTXCTTJ^lr NFCTTJ=0»
INITSIGNAL ( NONFUI..LCTT ) » INITSKÎNAL(NONEMPTYCT T ) r 
STARTPROCESS ( DRIVER » ADR (WSPCTT ) »SIZE(WOPCI T) ) J 
END» (»IF* >
END» (»FOR»)
END TYPEWRITE»
MODULE KEYBOARD C4T »
IMPORT EXISTING»EXISTENCE»TELETYPES»
FROM PROCESSSCHEDULER IMPORT SIGNAL.WAITr
SENDDOWN » INITSIGNAL r SENDr S IARTPROCESS » PAUSE » DO10 ?
EXPORT CHIN»
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CONST BUFL=32?
VAR Ti TELETYPES» («TELETYPE AND PROCESS IDENTIFIER*)
NFÎ ARRAY TELETYPES OF INTEGER*
INX»OUTX Î ARRAY TELETYPES OI: Г1» «BUFL.D?
BUF Î ARRAY TELETYPES»C1♦«BUFLD OF CHAR»
WSPÎ ARRAY TELETYPES»CO..1003 OF WORD?
NONFULL»NONEMPTY? ARRAY TELETYPES OK SIGNAL »
PROCEDURE CHIN(VAR CHi CHAR» TTYi TELETYPES)»
(«READS A CHARACTER FROM THE KEYBOARD*)
BEGIN
IF NOT (TTY IN EXISTING) THEN CHÎ* 00* RETURN END» («IF«) 
IF NFCTTYD = 0 THEN WAIT(NONEMPTYETTY.T ) END» (*1Г*>
CHJ= BUFCTTY»0U7XCTTYDD ?
OUTXCTTYD * * OUTXCTTYD MOD BUFL. + 1»
IF INTEGER(CH) >= 200B
THEN CHJ= CHAR(INTEGER(CH)-200B>
END» («IF*)
DEC(NFCTTYD)»
SEND(NONFULLCTTYD)?
END CHIN»
PROCEDURE DRIVER» 
VAR TTYi TELETYPES? 
KBSOC177560BD i 
KBS1C17561OB.T : 
KBS2C175620BD i 
KBBOC177562BD i 
KBB1C175612BD i 
KBB2C175622BD Í
CARDINAL?
CARDINAL?
CARDINAL?
CHAR ?
CHAR?
CHAR*
BEGIN TTY i = T?
LOOP
IF NFCTTYD = BUFL THEN WAIT(NŐNKULLCTTYD) 
CASE TTY OF 
TTOÎ
KBSOi= 100B? D0I0Í60B)? KBSOi== 0? 
BUFCTT Y» INXL'TTYŰT î- KDBO?
ÎTT1Î
KBSli= 100B? 0010(300»)» KBSIi= 0?
BUFCTTY »INXCTTYDD i = KBB1?
' TT2 :
KBS2i = 100B? D0I0(310B)? KBS2i= 0? 
BUF C TTY »INXCTTYDD{“ KDB2?
END? («CASE«)
inxcttydî = inxcttyd mod DUEL. + 1?
INC(NFCTTYD)?
SENDDOWN(NONEMPTY C TTYD)?
END («LOOP«)
END DRIVER?
END? («IF*)
BEGIN
EXISTING Î = EXISTENCE*TTO » TT2> ?
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FOR т:= TTO ТО TT2 DO 
IF T IN EXISTING THEN
iNxm:= 1» oiJTXCTi:=1 » nfit:}î=o »
INITSIGNAL(NONFULLCT3 ) » INITSIGNAt. ( NONEMPTYm > » 
STARTPROCESS<DRIVER.ADR(WSFTT1)»SIZE(WSFTTI)>» 
END» <*IF*>
END» <*FOR*>
END KEYBOARD»
END TTYS.
Az implementációs modul az EXISTING nevű változót ar­
ra használja, hogy kijelölje a ténylegesen létező tty-tipu- 
su készülékek halmazát, a TYPEWRITE nevűt a karakterek ki­
írására és KEYBOARD-ot a beolvasásra. A modulok és a ben­
nük elhelyezkedő készülék meghajtók (DRIVER processzek) e- 
zen a szinten teljesen függetlenek, teljes duplex működést 
engedélyeznek. A két modul működése teljesen hasonló, mind­
kettő a már jól ismert fogyasztó/termelő elven dolgozó vé­
ges körpuffert valósit meg. A TYPEWRITE modulban a DRIVER 
a fogyasztó és a CHOUT eljárást kivülről hivó processz a 
termelő, a KEYBOARD esetében a DRIVER a termelő és a CHIN- 
t hivó processz a fogyasztó. A DRIVER nevű eljárásokat a 
modulok kezdeti utasításai inditják el, STARTPROCESS se­
gítségével (feltéve, hogy az adott tty-berendezés szerepel 
az EXISTING halmazban). A fenti példa fényt vet arra a saj­
nálatos körülményre is, hogy a modul sokszorozás hiánya mi­
att, a több, azonos tipusu berendezés kezelésére irt modul 
jóval bonyolultabb, mintha csak egyetlen berendezés kezelé­
sére Írunk modult; az összes modul-változónak eggyel több 
dimenziója van (a TELETYPES indexszel). A helyzetet itt 
még külön súlyosbítja, hogy a készülék regisztereket kije­
lölő különleges cimmegadások (például TWSO[177564B]) nem 
lehetnek változók, és ezért a DRIVER-ekben az egyes konkrét 
készülékekre való hivatkozásnál még az indexelés sem se­
gít, hanem CASE utasítást kell alkalmazni. Ez a példa igy
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különös módon egyszerre mutatja be a MODULA-2 egyik legna­
gyobb előnyét, hogy magasszintü nyelven, világos megfogal­
mazásban lehet input/output kezelő modulokat Írni, és ta­
lán egyetlen komoly hátrányát, a modul sokszorozás hiányát.
3.3 AZ ADA
Az ADA nyelv [Ada80] sokéves nemzetközi munka eredmé­
nyeképpen jött létre, azzal a céllal, hogy rendszerprogra­
mozói és általános felhasználói jellegű programok egyaránt 
megfogalmazhatók legyenek benne. Az ADA nyelv tükrözi a 
software-technológia aktuális helyzetét, figyelembe veszi 
a strukturált programozás elméletének eredményeit is. Bi­
zonyos kérdésekben - úgy tűnik - az ADA tervezői meghajol­
tak olyan konvencionális szempontok előtt, amelyek nem 
váltak a nyelv előnyére. Az ADA összességében felülmúlni 
látszik valamennyi eddigi nyelvet, és miután hathatós ad­
minisztratív támogatásra is számíthat, bizonyára hamarosan 
világszerte elterjed.
3.3.1 MODULARITÁS
Az ADA a moduláritást és információ elrejtést messze­
menően támogatja. A modularités egysége az úgynevezett 
package (csomag). A package általában két részre oszlik, 
egy specifikációs részre és egy törzsre. Ez lényegében 
megfelel a MODULA-2 vagy a MESA definíciós/implementációs 
moduljának. A specifikációs rész fő célja (a definíciós 
modulhoz hasonlóan), hogy a package megadja a környezet
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felé láthatóvá tett objektumait, a környezet felé mutatott 
interface-ét. A specifikációs rész tartalmazhat olyan ele­
meket is (PRIVATE), amelyek csak belső használatra valók. 
Lehetőség van arra, hogy egy tipusnak csak a nevét tegyük 
láthatóvá, struktúráját azonban elrejtsük. Ezen belül is 
szabályozható még, hogy a rejtett tipuson az értékadást 
és egyenlőségre való összehasonlítást értelmezettnek te- 
kintsük-e, vagy kizárólag a package által definiált műve­
leteket engedjük meg. A package törzse (az implementációs 
modulhoz hasonlóan) a specifikációs részben megadott ele­
mek kifejtését tartalmazza. Tartalmazhat saját deklaráció­
kat is, ezek kivülről hozzáférhetetlenek. Az ADA lehetővé 
teszi, hogy egy package-ből több példányt is létrehozzunk 
(generic), amelyek mind külön adattérrel, de közös program­
kóddal rendelkeznek. Ez a lehetőség hasonló ahhoz, ahogy a 
Konkurrens Pascal vagy a PORTAL megengedi osztályok, illet­
ve modulok típusként való definiálását. Szemléltetésül 
tekintsük egy veremtár (stack) megvalósitását ADA-ban:
GENERIC
sízel natural»TYPE elem IS PRIVATE»PACKAGE stack IS PROCEDURE Kjsh(e} IN elem)*PROCEDURF P o M e J  0 Ш  elem)» overflow »underflow! EXCEPT ION »
END stack»
PACKAGE BODY stack. IS
space! ARRAY <l,.size) OF elem» index! integer RANGE 0 ♦ . si ,re i =0 »
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PROCEDURE pushtet IN elem) IG 
BEGIN
IF index = size THEN 
RAISE overflow»
END IF»
index♦= index+1» 
space<index)»= e»
END push»
PROCEDURE POP(e: OUT elem) IS 
BEGIN
IF index = 0 THEN 
RAISE underflow»
END IF»
e?= space(index)» 
index»= index-1»
END p o p »
END stack »
A veremtár tényleges példányait létrehozó utasítások 
péládul:
PACKAGE steck..int IS NEW stack(size->200 » elem->intcrter)» 
PACKAGE stack-bool IS NEW stack(100»Boolean)»
Egy maximum 200, integer tipusu, és egy maximum 100, 
Boolean tipusu elem befogadására képes veremtárat defini­
áltunk. Az egyes müveiteket 
stack_int.push(625) ; 
stack_bool.pop(b);
alakú utasításokkal lehet igénybevenni.
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3.3.2 PÁRHUZAMOSSÁG
Az ADA nyelv igen komolyan és koncepciózusán támogatja 
a párhuzamosságot. A párhuzamosság alapegysége a task. A 
task szintaktikusán nagyon hasonlit a package-re, működése 
pedig a CSP [Hoa78] és a DP [BrH78] processzeivel mutat e- 
rős rokonságot. A task, a package-hez hasonlóan két részre 
oszlik, egy specifikációs részre és egy törzsre. A speci­
fikációs rész itt is elsősorban a látható objektumok mega­
dására szolgál, a törzs pedig azok realizációjára. A task 
a specifikációs részben csak úgynevezett bemeneteket (ENTRY) 
tehet láthatóvá, másfajta objektumokat nem. Ez érdekes vál­
tozás az ADA első definíciójához képest [Ich79a], amely még 
megengedte például közönséges eljárások láthatóvá tételét 
is. Ez bizonyos esetekben káros következményekkel járt, 
amint ezt [WeL8l]-ben a szerzők kimutatták. A taskok közöt­
ti kommunikáció fő eszköze a bementek és az ACCEPT utasítá­
sok között létrejövő "randevú". A randevú igen közel áll a 
CSP összeillő input/output párjaihoz. A tl,t2 task között 
akkor jön létre randevú, ha mondjuk ti meghivta t2 valame­
lyik bemenetét és t2 ugyanerre a bemenetre kiadott egy 
ACCEPT utasítást. Ha egy task kiad egy hivást egy másik task 
bemenetére, és az még nem adott ki arra ACCEPT-et, illetve 
ha egy task valamelyik saját bemenetére kiad egy ACCEPT-et 
(ACCEPT-et csak saját bemenetre lehet kiadni), de arra ki- 
vülrőlmég nem jött hivás, akkor a task várakozó állapotba 
kerül. Innen akkor lép ki, amikor a megfelelő utasitás-párt 
is kiadták. Ekkor létrejön a randevú és a hivó felfüggesz­
tett állapotban marad addig, amig a másik task az ACCEPT 
utasítást végre nam hajtja. Ezután a két task ismét párhu­
zamosan futhat tovább. A nem determinisztikus tulajdonságok 
ábrázolására az ADA a SELECT utasítást vezette be, amely e- 
rős rokonságot mutat a CSP és a DP őrzött parancsaival. Az
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őröket a WHEN kulcsszó után lehet megadni, az alternatívá­
kat OR választja el, illetve az utolsó alternatívát ELSE 
vezetheti be. Az 6r után állhat ACCEPT, DELAY vagy 
TERMINATE.Maga az or tetszőleges logikai kifejezést tar­
talmazhat. Ha egy őr kiértékelése sikeres és után ACCEPT 
áll, akkor létrejön egy randevú (ha ilyenmódon több ran­
devú is létrejöhetne, akkor ezek közül egy tetszőleges jön 
létre). Ha nincs sikeres őrrel rendelkező ACCEPT, akkor a 
sikeres őr utáni DELAY vagy TERMINATE kerülhet végrehajtás­
ra (utóbbi csak akkor, ha a task befejeződése egyéb felté­
telei biztosítva vannak), vagy az ELSE utáni utasítások. 
Szemléltetésül tekintsük ismét a véges körpuffer problémá­
ját :
TASK buffer IS
ENTRY read(cí OUT character)?
ENTRY write(cJ IN character)?
END?
TASK BODY buffer IS
pool_size* CONSTANT i nterfer i --100 ? 
pool ! ARRAY ( 1 . « pool _si ze ) OF character?
count « integer RANGE 0. « pool-.size ♦ -0 ?
in»out ! inteáer RANGE 1 ♦ « poo l-.size ♦ ?
BEGIN 
L OOF- 
SELECT
WHEN count < pool._size -•>
ACCEF’T writeicî IN character) DO 
pool(in)*= c?
END?
in* = in MOD pool_size + I? 
count i= count+1?
OR WHEN count > 0 ->
ACCEPT read(cî OUT character) DO 
ci= pool(out)?
8 0
END»
outî= out МОП pool..sise + 1 » 
count«= count-í»
OR TERMINATE 
END SELECT »
END LOOP?
END buffer»
A fogyasztó és termelő taskok 
buffer.write(ch) 
buffer.read(ch)
alakú utasításokkal hívhatják a buffer task szolgáltatásait 
Figyelemreméltó, hogy a hivó taskoknak csak azt kell kivár­
niuk, amig a buffer a pool-on végzett műveletet végrehajt­
ja, az ACCEPT záró END-je után a két task már ismét párhu­
zamosan futhat.
3.3.3 AZ ADA PÁRHUZAMOS TULAJDONSÁGAINAK ELEMZÉSE
Az ADA-ról kiváló elemzés található [WeL80]-ban, ahol 
a szerzők az ADA tulajdonságait összevetik a CSP-vel és a 
DP-vel, amelyek, mint az már eddig is látható volt, erősen 
hatottak az ADA párhuzamos tulajdonságaira. A cikk alapjá­
ul az ADA első változata szolgál [Ich79a,Ich79b], azóta né­
hány kedvező változás következett be a párhuzamos tulajdon­
ságok vonatkozásában (például eljárást nem lehet láthatóvá 
tenni taskból). A CSP és a DP processz kommunikációja kö­
zötti legszembeötlőbb különbség az, hogy a CSP-ben a megne­
vezés szimmetrikus (mindkét processz megnevezi partnerét), 
a DP-ben pedig asszimetrikus. Ez utóbbi megoldás nyilván e- 
lőnyös, ha olyan könyvtárakat akarunk létrehozni, amelyek 
nem ismerik előre felhasználóikat. Hátrányos azonban akkor, 
ha a felhasználók valamiféle azonosítása szükséges. Tekint­
sünk erre egy igen egyszerű példát, egy olyan erőforrás ü- 
temezőt egy bináris(szemafort), amely mondjuk száz felhasz
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náló processzt (taskot) tud kiszolgálni. A megoldás CSP-ben: 
resource : :
*[(i: 1..n)user(i)?request() - user(i)Prelease()]
Ez a megoldás nemcsak azt biztosítja, hogy amig valame­
lyik felhasználó processz éppen használja az erőforrást (ki­
adta a resource ! request() utasítást), addig más processz nem 
férhet hozzá, de azt, is, hogy az erőforrás felszabaditása 
(resource ! release() ) is csak ettől a processztől jöhet. Ha 
most ettől az utóbbi követelménytől eltekintünk, akkor egy 
igen egyszerű ADA megoldáshoz juthatunk [Ich79a]:
TASK resource IS 
ENTRY reouest î 
ENTRY release»
END?
TASK BODY resource IS BEGIN 
LOOP
ACCEPT request ? ACCEPT release» 
END LOOD »
END resource»
Ez a megoldás is biztosítja, hogy egyszerre csak egy 
processz használhassa az erőforrást, vagyis a hivókra rá- 
kényszeriti a resource.request, resource.release hivási 
sorrendet. Addig nem fogad el release-t, amig request nem 
volt, és addig nem fogad el második request-et, amig re­
lease nem volt. Azt viszont nem ellenőrzi, hogy ki adta ki 
a release-t, tehát hibás felszabaditást is megenged. Ha 
ezt is ellenőrizni kivánjuk, akkor bevezethetünk egy azo­
nosító ellenőrzést:
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TYPE user_id IS NEW i nt-рйег RANGE 1< .nv TASK resource IS
ENTRY reauestiid« IN us er.-i d) » --ENTRY paraméterrel 
ENTRY relesse ( user..id ' FIRST .♦ user._:i d ' LAST ) » --FNTRY caalad END »
TASK BODY resource IS user! user-id»
BEGIN
LOOP
ACCEPT reouesKid! IN user...id) DO user!^ id»
END»
ACCEPT release<user)»END LOOP»
END resource»
Ez a megoldás már kifogástalanul működik abban az eset­
ben, ha a felhasználó processzek helyesen azonosítják önma­
gukat, és nem orozzák el egy másik task azonosságát (amit 
ADA-ban megtehetnek, CSP-ben nem). Ha ezt az utóbbi hiba­
lehetőséget is ki akarjuk zárni, akkor olyan azonosítási 
mechanizmust kell alkalmaznunk, amellyel nem lehet kivülről 
visszaélni. Ezt rejtett tipus alkalmazásával könnyen megte­
hetjük. Ebben az esetben egy védőkulcsot alkalmazhatunk, a- 
melynek tipusát és a rajta végezhető műveleteket a hivók e- 
lől teljesen elrejtjük. A hivó request és release hívásakor 
köteles egy ilyen tipusu paramétert átadni a resource task- 
nak. A resource task a request-en bekövetkezett randevú so­
rán a védőkulcs tipusu paramétert beállítja valamilyen ér­
tékre, és ezt visszaadja a hivónak. A hivó ezt az értéket 
megváltoztatni nem tudja, mert a tipus teljesen rejtett 
(PRIVATE LIMITED). Első közelítésben egy közönséges logikai 
változó is megfelelne kulcsnak, amelyet request első hívó­
jánál TRUE-ra állitunk (kezdeti értéke FALSE), és ezután 
csak TRUE értékű kulccsal lehet release-t hivni, ilyet vi­
szont a hivó task előállítani nem tud. Ez a megoldás sajnos 
még mindig nem hibátlan. Ennek az az oka, hogy az ADA elő-
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Írása szerint egy ENTRY hívásakor az aktuális paraméterek 
kiértékelése még azelőtt megtörténik, hogy a hivó megkezdi 
várakozását az ACCEPT-re, illetve létrejön a randevú. Vagy­
is a paraméterek értékelése még a kölcsönös kizáráson kí­
vül játszódik le. Megengedett viszont, hogy taskok közös 
globális (shared) adatokkal rendelkezzenek. Ez azt jelen­
ti, hogy ha a release paraméterének átadása hivatkozás sze­
rinti, akkor a leirt megoldás helyes, de ha érték szerinti 
akkor nem. Az ADA definitive hibásnak tekinti az olyan prog­
ramokat, amelyek függnek a paraméterátadás módjától; az is­
mertetett megoldási séma tehát definitive hibás - a kérdés 
csak az, hogy van-e olyan fordító, amelyik egy ilyen hibát 
kijelez. Ez az utóbbi nehézség nem merült volna fel, ha a 
bemenetek paramétereinek értékelése már a randevúban tör­
ténne, vagy ha legalább kizárt lenne, hogy a taskok közös, 
globális adatokkal rendelkezzenek. Ez utóbbit azzal az in­
dokkal vezették be a nyelvbe, hogy "ennek kizárása bizo­
nyos kritikus esetekben nem lenne bölcs" [Ich79b], Teljes 
joggal válaszolják erre [WeL81] szerzői, hogy más esetek­
ben a megengedésük "nem bölcs". Az azonosítást tehát csak 
úgy valósíthatjuk meg, ha a resource task minden egyes 
request híváskor egyedi védőkulcsot generál (ehhez elvileg 
végtelen tartományra lenne szükség). Még ekkor is marad 
egy szépséghibája a megoldásnak, az, hogy egy hibás relea­
se nemcsak a hibásan hivó taskot, de magát a resource tas- 
kot is hibahelyzetbe (EXCEPTION) hozza.
[WeL8l]-ben a szerzők a task azonosítás ismertetett 
nehézségei után vizsgálat alá veszik a szinkronizációs és 
nem determinisztikus sajátságokat. A főbb következtetések 
a következők :
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1. Az ADA párhuzamos tulajdonságai közelebb állnak a CSP- 
hez, mint a DP-hez. A task (processz) azonosításában a 
DP-hez közelebb álló asszimetrikus megoldást választot­
ták, de a DP-tol eltérően, nem kötötték ezt össze nem 
kívánatos, másodlagos indeterminizmusok bevezetésével.
Az asszimetrikus megoldásnak - nyilvánvaló előnyei mel­
lett - még igy is vannak hátrányai. Ezeket felerősíti
a bemenetekre definiált paramétereátadási szabály és a 
közös (shared) változók lehetősége.
2. A nem determinisztikus tulajdonságok lekezelésére az ADA 
az őrzött parancsoknak megfelelő konstrukciót használ, 
de a CSP-ben megengedett tisztán logikai (Boolean) tí­
pusú őrök helyett egy ELSE esetet vezet be. Ez bizonyos 
esetekben ciklikus várakozást idézhet elő (busy waiting), 
amely azonban megfelelő körültekintéssel elkerülhető, és 
a keletkező program sem szükséges, hogy bonyolultabb le­
gyen, mint CSP megfelelője.
3. A CSP nagyon elegáns eszközt ad arra, hogy egy processz 
bizonyos feltételtől függően a partner processzeknek 
csak egy részhalmazára várakozzon. Az ADA-ban ilyen fel­
adat csak nagyon nehézkesen oldható meg.
Végül is elmondható, hogy amig a DP fő hátránya a CSP- 
vel szemben, hogy annál fokozottabb indeterminizmust enged 
meg, az ADA a CSP-hez képest valamelyest csökkentette az 
indeterminizmus mértékét, ami szintén némi hátránnyal jár.
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3.4 MESA
A MESA nyelv [Mit79] egy igen sokrétű software és hard­
ware fejlesztés részeként jött létre a Xerox cég Palo Alto-i 
kutató részlegében. Az ismertetett nyelvek közül talán a leg­
többet használt és az egyik legrégebbi. Mivel a Xerox cég 
alapvetően saját használatra fejlesztette ki, széles kör­
ben nem lett ismertté, annál inkább hatott a nyelv- és for­
dító- tervezők körében.
A MESA-nak is elsősorban moduláris és parallel tulaj­
donságait vesszük szemügyre, de a nyelv minden részletében 
figyelmet érdemel.
3.4.1 MODULARITÁS
A feladat dekompoziciót a MESA messzemenően támogat­
ja, annak egysége a modul. Alapvetően kétféle modult kü­
lönböztethetünk meg; a definíciós modult, amely a külvi­
lággal való interface-t Írja le és az úgynevezett program 
modult, amely a tényleges viselkedést implementálja. Ez a 
koncepció erősen befolyásolta a MODULA-2 definíciós/imple­
mentációs modul fogalmát. A kétféle modul a MESA-ban is a 
különforditás elvileg tiszta és ellenőrzött(!) alapjául 
szolgál. A külön fordított modulokat egy szerkesztő műve­
lettel fűzhetjük össze egyeteln programmá. Külön érdekes 
megemlíteni, hogy a szerkesztés maga is a MESA egy erősen 
szűkített részhalmazában történik, és igy teljes jogú ré­
sze a rendszernek, nem utólag, ad-hoc jelleggel készült.
A modulok között export/import révén lehetséges kapcsolat,
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az ebben részt nem vevő objektumok rejtve maradnak a modul 
környezete elöl. A MESA explicit támogatást nyújt könyvtá­
rak létrehozásához, ahol az egyes modulokat közhasználatú­
vá (PUBLIC) vagy csak egy adott felhasználói csoport közös 
használatára alkalmasnak (PRIVATE) lehet deklarálni. A mo­
dul sokszorozás és inicializálás dinamikusan, futás során 
történhet, teljesen analóg módon azzal, mint ahogy a PASCAL- 
ban vagy a M0DULA-2-ben egy POINTER-rel azonositott RECORD 
tipusu változó uj értéket kap a NEW utasítással. A szemlél­
tetés kedvéért tekintsünk egy igen egyszerű példát, egy i- 
rógép kezelő modul definícióit és egy modult, amelyik ennek 
szolgáltatásait felhasználva visszaírja az Írógépre (képer­
nyőre) a begépelt karaktereket. Ha egy sor elején áll,
akkor a másoló fejezze be működését:
lodefsî DEFINITIONS =
BEGIN
Interface definíciók 
ResdCharÎ PROOFDURE RETURNSTCHARACTERSî
ReadLineî PROCEDURECi neuf Î STRINGS ?  A приt-Ьа olvas
U r i t e C h a г : PROCEDURE. Emi t pu t : f ;K A R A C T E RS ?
WriteLineî PROCEDUREEouteutî STRINGS?
IOPkSÎ PROGRAM ? j î-- Nem interface definíciók
cri CHARACTEFc = 1 UC î --kocsi vissza 
END ♦
Az implementáció vázlatos telepi tese;
DIRECTORY ,lodefsî FROM "lodefs" lodefs fi le- nevete hivatkozik
lOPkáJ PROGRAM EXPORTS lodefs - 
BEGIN
TerminalStateî -Eof f t oruhun=í> <•• off? ---kezdeti »llapot off 
ResdChar Î PUBLIC PROCEDURE RETURNSECHARACTERS =- DEGIN . « « END ? 
ReadLineî PUBLIC PROCEDURE E i nput Î STRINGS - DECIN * . « END ? 
WriteCharî PUBLIC PROCEDUREEoutputÎ CHARACTERS -•
BEGIN.,« END?WriteLineî PUBLIC PROCEDURE!.' output î ST RINGS « BEGIN.,.END? 
END.
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A felhasználó modul ezekután a következőképpen nézhet
ki :
DIRECTORYIodefsî FORM "lociefs"?
Copier: PROGRAM IMPORTS lodefs = (
BEGIN OPEN Iodefs - minősítés nélküli hivatkozást ended 
input: STRING <- Г2561î .256 hosszú strinG
DOReadLineC input]г IF inputС03 = THEN EXITî 
UriteLineCinput]î ENDLOOP i 
WriteChsrCcrD î 
END.
3.4.2 PÁRHUZAMOSSÁG
A MESA a párhuzamosság támogatására számos eszközt ad. 
Érdekes, hogy támogatja a kvázi-parallelitást is, korutinok 
formájában. A korutint, (Id. a MODULA-2 leírásánál is) fel­
foghatjuk mint olyan processzt, amely partnereivel csak 
explicite megadott kérés formájában kommunikál. Amikor egy 
korutin visszaadja a vezérlést egy másik korutinnak, akkor 
nem szűnik meg létezni (mint egy eljárás), de nem is fut 
tovább (mint egy processz). Amikor legközelebb ismét meg­
hívják, akkor ott folytatja, ahol abbahagyta nem az ele­
jén, mint egy eljárás . A korutinok inditása nehéz feladat, 
az elsőnek inditott korutin hivatkozást tehet a másodikra, 
mielőtt az elindult volna. Ezt a nehézséget küszöböli ki a 
MESA korutin inditó mechanizmusa, amely lehetővé teszi az 
inditási tranziensek helyes kezelését. A korutinok kommu­
nikációja úgynevezett PORT-okon keresztül történik. Példa­
képpen tekintsünk két modult, amelyek file másolást végez­
nek :
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DIRECTORYFileDefs} FROM 'filedefs* USINGENUI-fFileHendle»
Fi leAccess » OpenF'i le » FseadChsr » F ndof F i le » ClosF i lei »•
ReadFilei PROGRAMCname5 STRING] IMPORTS FileDefs ~
BEGIN OPEN FileDefs»Out: PORTHeh: CHARACTER]» input: FileHandle»»input <- OpenFi let'nsne! name » access Î FileAceessFRead]]» 
STOP»UNTIL EndofFileCinput]DO OutEReadChart-i nput.l] » --PORT hivasduild eáu karaktert) 
ENDLOOP»CloseFileCiriPut] » t , , ,OutCNUL]» — NUL. küldésévé! Jelzi a file ves'et 
END.
DIRECTORY
FileDefs: FROM "filedefs" US INGE NUL » Fi lelland] e »
F i leAccess » OpenF i 1 e » Fv'eadChar » F ndof F i le »Cl os F' i 1 e ] »
WriteFile! PROGRAM L name : STRING] IMPORTS FileDefs =• BEGIN OPEN FileDefs»
Ini PORT RETURNSFchi CHARACTER]» 
chari CHARACTER» output: Fil©Handle»
output <- OpenF i 1 еГname i name » access i Fi leAccessГ.New]] » 
STOP»
DO -- amis In edy NUL-t nem küld
char <- Inf.]» - -kap In tói ейу karaktert 
IF char = NUL THEN EXI I »
WriteChar[output»char]» --kiírja a file-ha 
ENDLOOP »
ClosFiletoutput]»
END.
89
A ReadFile program először megnyitja az input file-t 
(Read hozzáféréssel), majd STOP utasítást ad ki. Amikor új­
raindítják, akkor egy ciklusba kerül, ahol addig olvas be 
és küld Out-nak karaktereket, amig az UNTIL-ban megadott 
feltétel (file vége) föl nem lép. Ekkor még küld egy NUL 
karaktert, és ha meg továbbra is újraindítják, akkor azon­
nal visszatér. WriteFile New hozzáféréssel nyitja meg az 
output file-t, és ezután ad ki STOP-ot. Újraindítás után 
addig vesz el karaktereket In-től és küldi ki az output 
file-ra, amig csak NUL-t nem kap. A két program tehát el­
vileg képes korutinként dolgozni, most nézzük meg, hogyan 
kell ehhez elindítani. A teljes inditó modul helyett néz­
zük csak az inditó utasításokat:
♦ ♦ ♦START readertinput1î 
START wr iterCoutput,Hí CONNECT writer,In TO reader,Outî 
CONNECT reader,Out TO writer,In?
RESTART wr i ter Г ! Trar-Hef s, Port Feul t -> CONTINUE!!?
RESTART reader C ! TRarTief r>. PortFauI t ~> ERRORЭ r END.
A két START utasitás elindítja a két korutint, amelyek, 
mint láttuk egy inicializáló művelet után STOP-pal megáll­
nak. A két CONNECT utasitás ezután összerendeli a megfele­
lő PORT-okat (ez csak START után lehetséges), majd újrain­
dítja a korutinokat, amelyek a STOP utáni ponton folytatód­
nak. Ha az elsőnek inditott writer azt észleli, hogy part­
nere nem a vele kapcsolatos PORT-hiváson áll (és indulás­
kor ez lesz a helyzet), akkor hiba (trap) keletkezik, ame­
lyet azonban CONTINUE megadásával egyszerűen ignorálunk.
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A valódi párhuzamosság alapeszköze a processz. A pro- 
cesszek létrehozására és szinkronizálására több lehetőség 
is van. A legegyszerűbb a FORK/JOIN mechanizmus, A FORK u- 
tasitással egy tetszőleges eljárást processzként indítha­
tunk el. A JOIN utasitás egy randevú igényt jelent be, a- 
mi akkor teljesül, ha a processzkéntinditott eljárás be­
fejezte működését. A randevú során az eljárás eredménye­
it átadja indítójának, és egyszersmind megszűnik processz­
ként tovább létezni. A FORK/JOIN mechanizmust tehát arra 
lehet használni, hogy egy processz egyes részfeladatai 
végrehajtásához egy önmagával párhuzamosan futó al-pro- 
cesszt hozzon létre. Tekintsük meg ennek a mechanizmusnak 
a működését egy egyszerű példán. Tegyük fel, hogy van egy 
eljárásunk, amely egy sort olvas be a ReadChar eljárás fel- 
használásával. A sort a CR (kocsi vissza) karakter zárja:
ReadLineí PROCEDURES Î STIRNGT RETURNS Г CAR» IN AI. 3 «
BEGIN
cl CHARACTERi 
s « length <-■ О)
DO
с <- ReadCtiзтГЛг
IF Con t г о i С; h з г а с i е г Г. о \ THEN BoActionLc: Л 
ELSE AppendChsrГs»cl y 
IE c = CR THEN RETURNEs.lenSthJÎ 
ENDLOOP»
END»
Ezt az eljárást közönségesen úgy hívhatjuk, ha n 
CARDINAL tipusu, és buffer STRING tipusu: 
n ■*- ReadLine[buffer];
Ha a hivó ReadLine végrehajtását a hivóval párhuzamosan fu­
tó processzként akarja végrehajtani, akkor definiálnia kell 
egy PROCESS tipusu változót: 
p: PROCESS [ RETURNS CARDINAL];
Ezután a hivás formája:
p - FORK ReadLine[ buffer ] ;
... ReadLine-nal parallel végezhető műveletek... 
n *- JOIN p;
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A FORK ponton ReadLine a hivótól független életre kell 
JOIN-nal átadja eredményét és megszűnik processzként létez­
ni .
A FORK/JOIN müveletpár egy jellegzetes processz család 
kezelésére alkalmas, amelynek tagjai dinamikusan keletkez­
nek és szűnnek meg. A processzek egy másik családjába tar­
toznak azok, amelyek keletkezésük után "örökké" élnek. Az 
ilyen processzek indítására nem áll rendelkezésre külön 
nyelvi eszköz, hanem egy rendszer eljárás (ehhez hasonló 
megoldást alkalmaztak a MODULA-2-ben).
A processzek egymás közti kommunikációjára a MESA 
nyelv a FORK/JOIN páron kivül lehetővé teszi monitorok és 
CONDITION tipusu változók használatát. A monitorok a jól 
ismert elv [Hoa73] alapján a kölcsönös kizárás, a rövidtá­
vú ütemezés célját szolgálják, a CONDITION tipus és a raj­
ta végezhető műveletek pedig a középtávú ütemezést. A mo­
nitorokon a kölcsönös kizárás az előre definiált 
MONITORLOCK:TYPE = PRIVATE 
RECORD[locked : BOOLEAN,queue : QUEUE]; 
tipus segítségével kerül megvalósitásra. A PRIVATE megadás 
biztosítja, hogy a MESA programozó sohasem érheti el egy 
MONITORLOCK tipusu változó mezőit. Módja van viszont arra, 
hogy definiáljon ilyen változót, és ezzel a kölcsönös ki­
zárást bizonyos mértékig irányítsa. Ez akkor lehet előnyös, 
ha egy monitor túlságosan nagy méretűvé válhatna, és célsze 
rübb több kisebb modulra szétvágni. A külön modulok eljárá­
saira egy programozó által definiált közös (az egyik modul 
deklarálja, a többi importálja) MONITORLOCK tipusu változó 
segítségével lehet a kölcsönös kizárást biztosítani. A mo-
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nitorok ENTRY eljárások révén nyújtanak szolgáltatást kife­
lé. A monitorok sokszorozására többféle lehetőség is van, 
hatékonysági szempontoktól függően. A CONDITION tipuson há­
rom művelet értelmezett: WAIT, NOTIFY és BROADCAST. A WAIT 
a szokásnak megfelelően egy jelre való várakozást és egy­
szersmind a kölcsönös kizárás feloldását jelenti. A NOTIFY 
egy jel küldésére szolgál a jelre várakozó processzek közül 
az elsőnek. Ha egyáltalán nincs a jelre (CONDITION-ra) váró 
processz, akkor NOTIFY hatástalan. NOTIFY nem oldja fel a 
kölcsönös kizárást (mint a SEND a MODULA-ban), és nem biz­
tosit ja, hogy a várakozó processz azonnal továbbinduljon.
Ez utóbbi azt jelenti, hogy az a logikai feltétel, amely­
nek teljesülését NOTIFY jelzi, csak valószinüleg, de nem 
biztosan áll fenn a WAIT utasitást követő pillanatban. Eb­
ből következik, hogy a WAIT utasitás teljesülése után a 
hozzátartozó logikai feltételt újra le kell kérdezni, vagy­
is a WAIT-et egy IF jellegű utasitás helyett egy WHILE ti- 
pusu utasításban kell mindig kiadni. (A Konkurrens Pascal 
vagy a MODULA biztosítja, hogy a WAIT után a jelzett felté­
tel fennáll. A MESA NOTIFY úgy működik, mintha a MODULA-2- 
ben ismertetett MODULA-processz-ütemezőt használva a SEND 
helyett mindenütt SENDDOWN-t alkalmaznánk.) Ez a megoldás 
nyilván kedvezőtlen abban az esetben, ha az ismételt fel­
tétel vizsgálat nagyon munkaigényes. A BROADCAST utasitás 
a jelre váró összes processzt elindítja. Ki lehet mutatni, 
hogy BROADCAST használata mindig helyes, bár nem mindig a 
legjobb hatékonyságú. Ez nyilván nem lenne igaz, ha nem 
lenne amúgy is kötelező a ciklikus feltételvizsgálat WAIT 
körül. Az a körülmény azonban, hogy BROADCAST igy helyessé- 
gi szempontból ekvivalens NOTIFY-jal, komoly érv NOTIFY-nak 
a szokásostól eltérő megoldása mellett. A MESA monitor műkö­
désének szemléltetésére nézzünk meg egy monitort, amely me­
mória allokációt végez kötött méretű memória egységekből:
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StoraäeAllocator î MONITOR »BEGIN
StoraSeAvailabié î CONDITION»
FreeList Í POINTER »
Allocate? ENTRY PROCEDURE RETURNSI> îPOINTERT - 
BEGIN
WHILE FreeList = NIL DO 
WAIT StoraseAvailable 
ENDLOOP »
p <- FreeList» FreeList <•• "^.riextf 
END»
Free: ENTRY PROCEDURECr-î POINTERT =BEGINp.next <- FreeList» FreeList <••• p »
NOTIFY StoraseAvailabié END»
END,
A FreeList nevü POINTER a szabad memória egységek lán­
cára mutat, ha értéke NIL, akkor nincs szabad memória; vár­
ni kell. Ezt a feladatot könnyen átfogalmazhatjuk úgy, hogy 
a monitor változó hosszúságú memóriadarabok felszabaditását, 
illetve lefoglalását engedje meg. Ebben az esetben csak a- 
zok a processzek kénytelenek várakozni, amelyek igénye a 
meglévő mennyiségnél nagyobb. Amikor valamelyik processz 
memóriát szabadit fel (Free), akkor az eljárás a memória 
visszavétele után BROADCAST-tál jelez NOTIFY helyett. Ek­
kor a WAIT-en várakozó valamennyi processz újraindul, a cik­
likus ellenőrzés révén ismét megkísérli lefoglalni a szüksé­
ges memóriát. Ha ez megint nem sikerül, akkor visszatér a 
WAIT-re:
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StorsáeAllocate ♦ MONITOR =BEGIN
StoräseAvsi1sbleî CONDI7 ION?
♦ ♦ «
Allocate? ENTRY PROCEDURECsi ze t CARD INAL3RET URNSTPOINTER! 
BEGIN
UNTIL <mesfelelo memória ál'i rendel keze s re> ПО WAIT SorзЗеAval 3 able 
ENDLOOP *
p <- <s megfelelő memóriadsrab cime>î END î
Freeî ENTRY PTOCEDURECp : POINTER ? ai ze Í GARB INAI.. 1 =■•BEGIN
. ♦ ♦<visszsf űzi a szabad mentor j at> «« *
BROADCAST StoraâeAvailab]e
end;
END.
3.5 PORTÁL
A PORTAL nyelv [Nag79] a Modula-val párhuzamosan ké­
szült egy svájci magáncég számára, ipari célokra. A PORTAL 
és a MODULA közötti különbség érdekesen mutatja, hogy a 
célkitűzés hogyan befolyásolja egy nyelv felépítését. A 
PORTAL ipari célokra készült, ennek egyik következménye, 
hogy a biztonság kétszeresen is fontos követelmény, egy­
részt az alkalmazások várható "komolysága" miatt, másrészt 
mert programozási szempontból tapasztalatlan felhasználók­
ra is számítani lehet. A MODULA nyelvek egyetemi felhasz­
nálók számára készültek, ahol az alkalmazások általában 
kevésbé "élesek", és magasszintü programozói tudásra lehet 
számítani. A biztonság növelésére vonatkozó törekvések a 
PORTAL szekvenciális tulajdonságaiban is megnyilvánulnak. 
(Például nem engedi meg a VARIANT RECORD-ok használatánál 
a TAG-mező elhagyását. Ezzel egyrészt védekezni tud futá­
si időben hibás hozzárendelések ellen, másrészt mindig
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teljesen szimbolikus post-mortem dumpot tud késziteni.) A 
párhuzamos tulajdonságokra vonatkozóan a PORTAL a monitor 
koncepciónak MODULA-ban alkalmazott változatát valósítja 
meg. A PORTAL-ban igy a forditó ellenőrizni tudja, hogy 
egy SIGNAL tipusu változót csak egy monitorban szabad dek 
larálni. A MODULA modul fogalmának megalkotásánál érezhe­
tő, hogy a nyelv végső soron egy személyes számitógép 
[Wir8l] nyelvének készült. Ebben kereshető annak az oka, 
hogy a modul sokszorozásra a nyelv semmilyen különleges 
támogatást nem ad. A PORTAL-ban a modulok és monitorok ti 
pusként is megadhatók, és ezután tetszőleges számú válto­
zót deklarálhatunk az adott tipusból, teljesen hasonlóan, 
mint például a Konkurens Pascal-ban [BrH77]. Szemlélteté­
sül vegyük ismét a véges körpuffer példáját:
TYPE cirebuff = MÜNlTORCní INTEGER» TYPE info)* 
DEFINES áet,put»
TYPE bufftype = ARRAY l..n OF info, 
buffind = INDEX OF bufftype?
VAR inp »outi buffind? count* 0♦.n ?
buff« bufftype»
SIGNAL nonfull» nonempty »
PROCEDURE put ( x : .i r.f о ) »
USES VAR buf f » .i np » count »
USES nonful1 » nonempty »
CODE
IF count = n THEN nonfull.WAIT END IF» 
buffEinpD*= к»INCR(inp)»
IF NOT INRANGE (ir.p> THEN inpJ= 1 END IF» 
INCR(count)»
IF count = 1 THEN nonempty « SEND END IF»
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F.K’D F ut »
PROCEDURE Set<RESULT xî info)»
USES VAR out»countгUSES buff»nonfull»nonemptw»
CODE
IF count ~ 0 THEN non&ffiF'tv. WAIT END IF» 
xî* buffCoutD»I NCR(out >»IF NOT INRANGE (out) THEN out:- 1. END IF» 
DECR<count)»IF count = n-1 THEN nonf-ill .SEND END IF» 
END Set »
CODE
count:= о» inpj- 1» out:- 1»
END ci rebuffer»
Ezt a tipust felhasználhatjuk példányok definiálására, 
például :
MONITOR integerbuff: circbuf(n==100,info==integer);
DEFINES get,put;
END integerbuf;
Ez a példány egy maximum 100, integer tipusu elem be­
fogadására képes. Felhasználói az integerbuff.get(i), il­
letve integerbuff.put(625) alakú utasításokkal hívhatják 
a szolgáltatásait. A
TYPE complex = RECORD re,im: REAL END RECORD;
MONITOR complexbuff: circbuff(n==50,info==complex);
DEFINES get,put;
END complexbuff;
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deklarációkkal egy maximum 50, complex tipusu elem befogadá­
sára képes körpuffert definiáltunk. A példából jól látszik 
a PORTAL nyelv még további jónéhány kellemes tulajdonsága, 
például, hogy tipust is lehet átadni paraméterként.
A PORTAL a multiprogramozás igényein túlmenően, célul 
tűzte ki, hogy valós idejű (real-time) alkalmazások prog­
ramozására is kényelmesen használható legyen. A multiprog­
ramozás egyik alapelve, hogy a processzek sebességére sem­
milyen kikötést nem tesz azon kivül, hogy az pozitiv. A 
real-time programozás kikötést tehet egy processz lefutá­
sának abszolút idejére (adott időn belül le kell kezelni 
bizonyos jelzéseket), és processzek egymáshoz képesti re­
lativ idejére is (bizonyos műveleteknek mindig elsőbbsé­
get kell biztositan). A real-time programozás támogatására 
a PORTAL lehetővé teszi, hogy a processzeket prioritással 
lássuk el. Azt a követelményt, hogy egy adott programegy­
ség adott időn belül lefusson, a PORTAL nyelv közvetlenül 
nem támogatja (a forditót képessé lehet tenni arra, hogy 
egy adott programszakasz várakozáson kivüli futási idejét 
kiszámítsa)j de támogatja azt, hogy a programozó kényelme­
sen készülhessen fel arra az esetre, ha valamilyen esemény 
adott időn belül nem következik be. (Ez a művelet, egy ti- 
me-out megadása, egyébként egyáltalán nemcsak a real-time 
programozásban fordulhat elő, és a legtöbb programnyelv 
eléggé "mostohán" bánik vele.)
Az input/output kezelésére a PORTAL a MODULA-hoz na­
gyon hasonló lehetőségeket biztosit, az eddigi többletek­
kel együtt persze.
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Érdemes megemlíteni, hogy a PORTAL definiálása és for­
dítójának elkészítése során igen komoly erőfeszítéseket 
tettek egy magas fokú hordozhatóság (protabilitás - innen 
ered a nyelv neve is) elérésére. A forditót lényegében két 
részre osztották, egy gépfüggetlen és egy gépfüggő menetre. 
A gépfüggő menetet minden újabb célgépre újra kell Írni, a 
gépfüggetlen menetet természetesen nem. Ez igen érdekes kö­
zelítése a hordozhatóságnak, amely számos nehéz kérdést vet 
fel [Nag78].
3.6 EDISON
Az EDISON az egyik legújabban közzétett nyelv [BrH8la-c].
Az EDISON elsősorban real-time alkalmazások számára, és ki­
fejezetten multi-mikroprocesszoros környezetre készült. Ki­
induló feltételezés, hogy minden processz külön processzo­
ron fut (hatékony implementáció esetén külön fizikai pro­
cesszoron). Az EDISON leglényegesebb vonása, hogy extrém 
módon törekedett a leegyszerűsítésre, gyanítható módon a- 
zért is, mert elsősorban ipari programozóknak készült. Az 
EDISON nagymértékben támaszkodik korábbi nyelvekre, a 
PASCAL-ra [JeW74], a Konkurrens Pascal-ra [BrH77] és a MODULA- 
ra [Wir77a], de ezenkívül "felmelegit" néhány egészen régi 
fogalmat is, minta feltételes kritikus régiót és a Dijkstra 
féle párhuzamos utasítást [Dij68a].
A modularités tekintetében az EDISON nagyjából a MODULA 
modul fogalmát használja. Abban a vonatkozásban is, hogy az 
EDISON sem ad eszközt a modul sokszorozásra. Éppen csak a
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szemléltetés kedvéért nézzük meg egy veremtár (stack) imple­
mentációját EDISON-ban:
MODULE
CONST max = 10ARRAY stack!15 maxi (int)OAR lifol stack? size* int
#PR0C push(xîint)BEGIN size * = size-Hr lifoTsizeDi- x END
♦PROC p o p (OAR x5 int)BEGIN x5 = 1 ifoCsizell * size*- size-1 END
*PR0C empty? Boo]
BEGIN empty 5= <size=0) END
BEGIN size * =0 END
A * az eljárások előtt azt jelzi, hogy ezeket a mo­
dul exportálja. A programból kiolvasható, hogy az EDISON 
megváltoztatta a tipus megadásnak a PASCAL-ban bevezetett 
és azóta igen elterjedt jelölését (a stack tipus megadása 
PASCAL jelölésben TYPE stack = ARRAY 1..max of integer 
lenne). Ez szerencsés módosításnak tűnik, mert elejét ve­
szi a tipus azonosságok körüli vitáknak, amelyek a külön­
böző PASCAL implementációk során zajlottak.
A párhuzamosság alapegysége a processz. A processzek 
egy párhuzamos utasításon belül helyezkednek el, és a pár­
huzamos utasitás végrehajtása azt jelenti, hogy a procesz- 
szek egymással párhuzamosan futnak. Az utasitás általános 
ismertetése helyett álljon itt egy példa:
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COBEGIN 1 DO buffer END
ALSO 2 DO producer
ALSO 3 DO consumer END
A DO előtt álló számok úgynevezett processz-konstansok
jelentésük gépfüggő, jelenthetik például a végrehajtásra ki 
jelölt processzor számát. A buffer, producer és consumer 
egy-egy processzt jelöl. A processzek hozzáférhetnek közös 
adatokhoz. A közös adatokon való műveletek szinkronizálásá­
ra szolgál a WHEN utasitás. A WHEN utasításban a WHEN és 
END kulcsszavak között tetszőleges számú feltételes utasi­
tás lista található. A feltételes utasitás lista formálisan 
teljesen azonos a feltételes utasitás (IF), a ciklus utasi­
tás (WHILE) és a szinkronizációs utasitás (WHEN) esetében. 
(Ez a formális egyezés szép példa az EDISON frappáns egy­
szerűsítéseire. ) A WHEN utasitás végrehajtása két fázisban 
történik :
1. Szinkronizációs fázis: a WHEN utasítást kiadó processz 
felfüggesztésre kerül addig, amig egyetlen más processz 
sem tartózkodik egy WHEN utasitás kritikus fázisában.
2. Kritikus fázis: a szinkronizációs utasitás végrehajtás­
ra kerül, teljesen úgy, mint egy feltételes (IF) utasi­
tás. Ha valamennyi feltétel hamis, akkor a processz 
visszakerül a szinkronizációs fázisba, ha nem, akkor a 
sorrendben első teljesülő feltételhez tartozó utasítá­
sok végrehajtása után a WHEN utasitás befejeződik. Egy 
processz csak véges ideig tartózkodik a szinkronizációs 
fázisban, feltéve, hogy valamennyi processz véges idő a- 
latt befejezi kritikus fázisát.
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A WHEN utasitás szemmelláthatóan a feltételes kritikus 
régió elvére épül. Példaként tekintsük ismét a fogyasztó/ 
/termelő elven dolgozó puffert:
MODULE ’buffer"VAR slot: char » full: Bool
#F'R0C put(c:char)BEGIN
WHEN NOT full DOslot:= e» fuli:= TRUE 
END 
END
*F'R0C Set(VAR cî char)
BEGIN
WHEN full DO
e:= slot» full:» FALGE 
END END
BEGIN fuli:= F ALSE END
A megoldás kétségtelenül szebb, mint azok, amelyek a 
monitoron és explicit WAIT, SEND műveleteken alapulnak 
(MODULA, Konkurrens Pascal). A feltételes kritikus régió 
szép koncepciója azért merült sokáig feledésbe, mert a fel­
tételek többszöri kiértékelése miatt rossz volt a hatásfo­
kuk. Egy multi-mikroprocesszoros rendszerben azonban, ahol 
minden processz külön fizikai processzoron futhat, ez a 
körülmény nem zavaró többé, hiszen csak az a processzor 
hajt végre többszörös kiértékelést, amelyiknek amúgy sincs 
más tennivalója. [BrH8lc]-ben egy kis gyűjtemény található 
(meglehetősen egyszerű) EDISON programokból.
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3.7 ÖSSZEGZÉS
A bemutatott hét programnyelv közös vonása a párhuzamos­
ság és a modularités támogatása. Valamennyi alkalmas rend­
szerprogramozási feladatok megoldására. Az egyes nyelvek 
pontos alkalmazhatósági területei függenek az itt nem tár­
gyalt, egyéb tulajdonságoktól. A PORTAL-t és az EDISON-t 
ipari környezetben használják számos célra, egyebek közt 
folyamatirányítási, real-time rendszerek készítésére. A 
MESA, személyes számitógép nyelveként, igen széles körű 
felhasználásra talál egy olyan kutatóközpontban, ahol kb.
1000 db személyes számitógép kapcsolódik egy lokális háló­
zatba. A Konkurrens Pascal és a MODULA nyelvek eddig első­
sorban egyetemeken találtak alkalmazást, utóbbi elsősorban, 
mint egy személyi számitógép kizárólagos programnyelve. Az 
ADA forditói általában még csak előkészületbenvannak, a 
nyelv talán a legnagyobb horderejű valamennyi közül, és 
igy bizonyára a legszélesebb körben is alkalmazható lesz, 
a hagyományos adatfeldolgozási feladatokat is beleértve.
Ez az általánosság viszont elzárhatja a kisebb gépkategó­
riáktól, ahol a szerényebb nyelvek (EDISON, MODULA-2) köny- 
nyebben terjedhetnek.
Az áttekinthetőség kedvéért tekintsük át összegzésül 
egy táblázatban a tárgyalt nyelveket, a multiprogramozási 
sajátságaik szempontjából. (Egy teljes összehasonlítás, a 
hagyományosabb programnyelveket is bevonva, külön tanul­
mányt érdemelne.) A táblázat tartalmazza a CSP és DP ja­
vaslatokat is:
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párhuzamosság
alapegysége
közös adatokhoz 
való hozzáférés
szinkronizáció
Konkurrens
PASCAL processz monitor
QUEUE
DELAY
CONTINUE
MODULA procèssz interface modul
SIGNAL
WAIT
SEND
MODULA-2 korutin modul
korutin-
transzfer
ADA task nem javasolt randevú
MESA processz
korutin
monitor
CONDITION 
WAIT, NOTIFY 
FORK/JOIN 
korutin-trans z f er
PORTAL processz monitor
SIGNAL
WAIT
SEND
EDISON processz feltételes kri­
tikus régió
feltételes kri­
tikus régió
CSP processz nincs input/output
DP processz nincs külső
eljáráshivás
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/4. A VIRTUÁLIS TERMINÁL MODELL
A multi-task rendszerek magasszintü nyelven történő 
tervezésére egy konkrét példát mutat be ez a fejezet. Az 
MTA-SzTAKI-ban az elmúlt év végén elkészítettük az Akadé­
miai Hálózat virtuális terminál protokolljának modelljét 
MODULA-2 nyelven. Erről a munkáról már külön cikkben be­
számoltam [Bos8l], de a továbbiakban részletesen ismerte­
tem a modellt is, és a virtuális terminálra vonatkozó fel­
ismeréseinket is.
A számitógéphálózatok tervezésében teljesen elfoga­
dottá vált a réteges tervezés [Dij68b,Dij71]. A réteges 
tervezés lényege, hogy rendszerünket hierarchikusan egy­
másra épülő rétegek, szintek formájában tervezzük. Minden 
szint csak a közvetlenül alatta lévő szint szolgáltatása­
it használja, és újabb szolgáltatásokat nyújt a fölötte 
lévő rétegnek. A szintek kapcsolódási felületét a szintek 
közötti interface-nek is nevezzük. A legalsó szint minden 
esetben nyilván maga a hardware - a hardware is gyakran 
felfogható egy hierarchikus rendszernek. Az e fölött lévő 
szint lehet például az operációs rendszer, amely ismét 
rétegekre bomlik. Egy operációs rendszer réteges felépí­
tésére találunk példát [Dij68b]-ben. Egy alkalmas felosz­
tás található [Hop78]-ban. A szerző a legalsó szinten he­
lyezi el az úgynevezett nucleust, amely a legalapvetőbb ü- 
temezési feladatokat látja el. Az e fölötti szinten helyez­
kednek el a készülékeket meghajtó processzek (a driverek), 
e fölött a file kezelők, majd a felhasználói programok.
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A számitógéphálózatok terén a szintek megfelelő megvá­
lasztására sok éve folyik nemzetközi eröfeszités. A viszony­
lag kis földrajzi területen egy üzemen belül elhelyezke­
dő hálózatok esetén meglehetősen heterogén a kép, bár van 
néhány olyan rendszer, mint például a DCS gyűrű hálózat 
[FaM77,Far78], vagy az ETHERNET [MeB76,WeD78], amelyek igen 
sok egyéb rendszert alapvetően befolyásoltak. A nagyobb tá­
volságokat átfogó hálózatok esetén a posták és szabványügyi 
hivatalok számára nagyon fontos, hogy nemzetközi szabványok 
és ajánlások álljanak rendelkezésre. Ezért ezen a területen 
a legutóbbi időkben meglehetősen kikristályosodott, hogy 
milyen szinteket kell megkülönböztetni egy úgynevezett 
nyilt hálózatban. Az IS0-0SI [IS079] 7 szintes modellje o- 
lyan közismert már, hogy csak egészen röviden ismertetem 
az egyes szintek jelentését:
1. A legalsó szinten a fizikai szint helyezkedik el (példá­
ul a V.24 vagy az X.21 postai ajánlásnak megfelelően 
[CCI78] ).
2. A következő a vonali szint (például HDLC vagy LAP-B).
3. A harmadik szint az úgynevezett hálózati szint (például 
datagram vagy X.25).
4. Az átviteli, vagy transzport szint. Ez a szint minden át­
viteli részletkérdéstől tehermentesiti a fölötte lévő 
szinteket, hálózat független interface-t mutat.
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5. Kapcsolat felépítési (session) szint, a kommunikáció 
módját irja elő, például azt, hogy melyik félnek mikor 
van joga adni.
6. Adatábrázolási (virtuális terminál) szint. A kommuni­
káció szintaktikai szabályait irja elő.
7. Felhasználói szint. A kommunikáció szemantikáját, tar­
talmát irja le.
A számitógéphálózat technikában is megtartották a szintek 
kapcsolódási felületére az interface elnevezést. A szintek 
belső működése itt egészen különleges lehet. Ha egy háló­
zatban két processz nem a szintekre bontott architektúrán 
keresztül kommunikál, akkor ezeket lokális, egy helyen lé­
vő processzeknek tekintjük. Kommunikációjuk nem a hálóza­
ton keresztül történik, noha működésűk szoros kapcsolatban 
lehet azzal (szerviz processzek például). Ha két processz 
úgy kommunikál, hogy ehhez a hálózati architektúrában a- 
latta lévő (azonos) szint szolgáltatásait veszik igénybe, 
akkor ezeket távoliaknak mondjuk, kommunikációjuk a háló­
zaton keresztül történik. (Semmi akadálya annak, hogy két, 
ugyanazon a processzoron futó processz egymással ne mint 
lokális, hanem mint távoli partnerrel kommunikáljon.) A tá­
voli processzek kommunikációjának szabályait a hálózati i- 
rodalomban általában protokollnak nevezik.
Érdemes megjegyezni, hogy az utóbbi időkben történtek 
kísérletek arra, hogy a fenti értelemben vett lokális és 
távoli processzek kommunikációját egységesen kezeljék. Eb-
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ben az irányban történtek egyrészt elméleti törekvések (ide 
sorolható a CSP és a DP is), és olyan gyakorlatiak is, mint 
az elosztott közös változó [Her77,Bos79c] és a távoli eljá­
rás. Utóbbit Buttler Lampson ismertette az elmúlt évben egy 
előadáson (Atomic transactions) néhány más, egészen uj elv­
vel együtt. Bevezette a stabil tár, stabil processz és sta­
bil monitor fogalmát, amelyek közös jellemzője, hogy álla­
potuk mindig definiált. A távoli eljárás lényege, hogy az 
egyik processzor felhivhat egy másik processzorban lévő el­
járást, amely "újraindítható": vagy teljesen lefut, vagy o- 
lyan, mintha el se indult volna. A távoli eljárás implemen­
tációja megtalálható az előadás kéziratában, MESA nyelven.
4.1 A VIRTUÁLIS TERMINÁL MODELL CÉLJA
1. A Virtuális Terminál Protokoll szöveges definíciójának 
megértése. Ilyen szöveges definíció található például 
[DuS77a, Her77, INW78, Zim73]-ban és még sok egyéb he­
lyen. A protokoll definíciók ilyen nagy száma is mutat­
ja, hogy ez a terület még eléggé mozgásban van.
2. A szöveges definíció formális megfogalmazása, és ezzel 
egyértelművé tétele.
3. A protokoll definícióban elvileg sem eldönthető imple­
mentációs kérdések fölvetése és a helyi igények szerin­
ti, egyértelmű megoldása.
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4. Vitaalapanyag szolgáltatása a virtuális terminál megva­
lósítóinak .
5. Egy kísérleti eszköz készítése, amivel bármilyen hiba­
állapot előállítható.
Az EIN hálózat VTP-jének megvalósításához egy sokban ha­
sonló, formális leirást készítettek [DuS77b] PASCAL nyel­
ven. A PASCAL nem ad eszközt párhuzamosságok kifejezésére, 
és (gyanithatóan ezért) ez a modell a virtuális terminált 
egyetlen processzként Írja le. A MODULA-2 lehetővé tette, 
hogy a virtuális terminált 4 együttműködő processz formá­
jában fejezzük ki, ami végülis a struktúra nagymértékű 
egyszerűsödését jelentette.
A modell tervezésében és struktúrájának kialakításá­
ban különösen értékes segítséget nyújtottak G.Bochmann és 
T. Joachim munkái [BoJ78, Joa77]. A szerzők az X.25 pos­
tai ajánlás [CCI78] 2. és 3. szintjét implementálták Kon- 
kurrens Pascal nyelven. Ennél valójában még sokkal többet 
is tettek, kidolgozták egy ilyen jellegű feladat tervezé­
si és megvalósítási módszertanát. A feladatot hierarchi­
kusan kapcsolódó lazán és szorosan kapcsolt egységek for­
májában fejezik ki, amelyeket világos módon képeznek le a 
Konkurrens Pascal osztály, monitor és processz fogalmaira. 
Az alkalmazott módszert egy korábbi tanulmányban részlete­
sen ismertettem [Bos79c].
A virtuális terminál modell elkészülése után alapot 
szolgáltatott a különböző implementációk készítői közötti 
megbeszélésekhez. Ezen túlmenően, az R-10 csomóponti gép 
virtuális termináljának készítésében ténylegesen, mint 
formális specifikáció szerepelt. Ezzel meggyorsította az
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R-10 implementációt, egyszersmind megkönnyitette olyan hibák 
kikerülését, amelyek más esetben ebben a fázisban talán még 
fel sem merülnek. Az R-10 operációs rendszere [Erc79a-b, 
Bos79a-b] különbözik valamelyest a M0DULA-2-ben megvalósí­
tott rendszertől, például jóval intelligensebb processz ü- 
temezővel rendelkezik. Az általános elvek mégis könnyen át­
vihetők voltak, és a tapasztalat azt mutatja, hogy a magas- 
szintű nyelven történt tervezés pozitivan befolyásolta az 
Assembly programozói stilust is.
4.2 a MODELL FELÉPÍTÉSE
A virtuális terminál modellhez az [lNW78]-ban találha­
tó virtuális terminál protokoll szolgált alapul. Ez a pro­
tokoll leirás még egy régebbi virtuális terminál koncepció 
szerint készült, olyan funkciókat is ellát, amelyeket az 
ISO modell újabban a kapcsolat felépítési szintbe helyez. 
Miután ez a protokoll az ISO elképzeléshez képest úgy tű­
nik csak többletet tartalmaz, az általunk készitett modell 
egy ISO virtuális terminál elkészítéséhez is jó alap. A virtu­
ális terminál mindenképpen a felhasználói szint alatt he­
lyezkedik el, annak nyújt szolgáltatásokat. A virtuális 
terminál alatti szintről modellünkben annyit tételeztünk 
fel, hogy képes egy maximális méret alatti blokkokat (le­
veleket) teljes duplex módon, sorrendtartással, hibátla­
nul továbbítani, valamint, hogy képes egészen rövid üzene­
teket, (megszakítás, telegram) ettől az információáramtól 
függetlenül, nem feltétlenül hibátlanul és sorrendtartóan, 
de lehetőleg gyorsítva továbbítani.
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felhasználói program
A VT szint helye a hierarchiában
- Ill -
Ennek megfelelően a virtuális terminál modell a következő
fő alapelemekből áll:
1. VT (Virtuális Terminál) modul, amely a protokoll által e- 
lőirt módon tud kommunikálni egy távoli VT-vel.
2. A USERIF (User Interface) modul, amely a felhasználóval 
való interface-t Írja le és valósítja meg.
3. A TSIF (Transport Interface) modul, amely az imént is­
mertetett átviteli tulajdonságokkal rendelkező szint­
tel való interface-t Írja le. A modell ennek az inter- 
face-nek az implementációját egy intelligens kiiró/be- 
olvasó egységgel helyettesíti, amely lehetővé teszi, 
hogy láthatóvá és szimulálhatóvá tegyük a hálózaton át­
haladó információkat.
à. A modell processzei, amelyek összekötik a VT modult az 
interface modulokkal.
5. A CMDINT (Command Interpreter) modul, amely a szövege­
sen begépelt parancsok értelmezését és átalakítását 
végzi.
6. Segédmodulok. Ütemezés, tárkezelés, pufferkezlés, vé­
letlenszám generátor , sorkezelés stb.
f e l h a s z n á l ó
/fh hálóozat
A VT modell felépítése
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4.3 SOROK ÉS SZINKRONIZÁLÁS
A virtuális terminál modell sorait, és a modul procesz- 
szeinek szinkronizálását egyetlen modulba (a VTQ modul) kon­
centráltuk .
A virtuális terminál modell a bejövő információkat a- 
zonnal feldolgozza, a kimenetén pedig sorokat képez. Mindkét 
interface felé van kimenet (TS és USER), mégpedig mindkét i- 
rányba két sor, az egyik a sürgős (URGENT), a másik a normál 
(NORMAL) üzenetek számára. A VTQ modul lehetővé teszi, hogy 
ezekbe a sorokba be, illetve onnan ki lehessen sorolni. Ha 
valamelyik műveletet nem lehet végrehajtani (a sor tele van, 
illetve üres), akkor a hivó processzt várakozó állapotba he­
lyezi a megfelelő feltétel teljesüléséig. Ez azt jelenti, 
hogy a VTQ be- és kisoroló műveletei mindig befejeződnek 
(feltéve, hogy az interface-ek az előirás szerint mükdönek), 
legfeljebb egy véges késleltetéssel, amelyből azonban a hi­
vó processz semmit sem vesz észre. A VTQ modul ezenkívül le­
hetővé teszi a sorok állapotának lekérdezését, és 1 szónál 
hosszabb sorelemek megadását. A modul definciós része a kö­
vetkező :
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DEFINITION MODULE VTQ»
FROM SYSTEM IMPORT WORD»FROM FIFOQ IMPORT QUEUE »
EXPORT QUAL IFI ED F.K'Q » DFQ » RK IND » MOO INQ » MSOOUTQ »
QDIRECTION » EXHAUST F D Q» F F. D l J P R f
TYPE QKIND = < URGENT »NORMAL.» ANY ) »QDIRECTIÜN =- < USERG » TSG ) »
ORANGE = ГURGENT.♦NORMAL!»
PROCEDURE ENCHDIR: QDIRECT JON? G Î GRANGE » THIS Î WORD)»
(DENGUES THIS IF POSSIBLE. IF NOT» IT WAITS*)
PROCEDURE DEO<DIR: GD1RECI10N» VAR GJ GRIND» VAR THIS:
WORD)»
(»DEQUEUES THE NEXT ELEM IF POSSIBLE. IF NOT» IT WAITS*)
PROCEDURE EXHAUSTF.DGíDIR: «DIRECTION» G« GRANGE).* BOOLEAN t 
(»GIVES TRUE IF THE CORRESPONDING GUEUE IS EMPTY»)
PROCEDURE FEDUPQ(DIR: «DIRECTION» G Î GRANGE ) Î BOOLEAN» 
(»GIVES TRUE IF THF CORRESPONDING GUEUE IS FUL.L* )
PROCEDURE MSGING(DIRÎ «DIRECTION» G: GRANGEf
THIS»N: WORD)»(»CREATES A MESSAGE-HEAD RECORD AND ENQUEUES IT*)
PROCEDURE MSGOUTGdUR: «DIRECTION» VAR GÎ GRIND»
VAR THIS»NÎ WORD)»
(»DEQUEUES A MESSAGE-HEAD RECORD AND FREES ITS SAPCE#)
END VTQ.
A modul a már korábban ismertetett FIFOQ modul szol­
gáltatásait importálja, amely érkezési sorrend szerinti 
sorbaállitást végez. Exportál két tipust; QDIRECTION-t, a- 
mely azt mutatja, hogy a modultól igényelt szolgáltatás 
melyik irányba történjék (USERQ,TSQ), és QKIND-ot, amely 
azt mutatja, hogy a normál sorra, a sürgős sorra, vagy a
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kettő bármelyikére vonatkozik-e a kért szolgáltatás (URGENT, 
NORMAL,ANY). A QRANGE tipus QKIND részintervalluma, és a 
teljesen meghatározott sorfajta megadására szolgál (ANY ki­
zárva). Az ENQ eljárás egy adott sorba való besorolást vé­
gez, ha ez az adott pillanatban nem lehetséges, akkor kivár­
ja, amig az adott sorban van hely. A DEQ eljárás a Q - QKIND 
tipusu - paramétertől függően, vagy egy meghatározott sor­
ból, vagy egy adott irány bármelyik sorából végez kisoro­
lást. Utóbbi esetben prioritást ad az URGENT sornak. A 
MSGINQ és MSGOUTQ eljárások ENO-val és DEQ-val teljesen a- 
nalóg műveletet hajtanak végre, csak a sorelemen bizonyos 
műveleteket is végrehajtanak (ld. az implementációnál). 
EXHAUSTEDQ logikai függvény, értéke igaz, ha a sor üres ; 
FEDUPQ igaz, ha a sor tele van. Az implementáció:
IMPLEMENTATION MODULF VTQy 
FROM SYSTEM IMPORT WORDíFROM PROCES S S C H F. D U L F R IMPORT INIT SIGNAI. y S1GN AL » WA IT f SEND î
FROM Storsâe IMPORT ALLOCATE * DEALLOCATE y Set Mode î
FROM FIFOG I MPORT GREATER v F'ULI.Q f F.KPTYG y G ET R y PUTR y QUEUE y
TYPE MSG = POINTER TO MSGKEADîMSGHEAD = RECORD NOTICE y TEXT î WORD y END î («WORD«)
CONST QLENGTH = 3y («ALL QUEUES HAUE THE SAME LENGTH«)
UAR Iî ORANGE y J î GDIRECTïON y
UTQUEUES î ARRAY GDIRECTÏONyGRANGt 0Г QUEUE y
non full: array qdi recti on у grangi- oi: signal î 
nonempt y: ARRAY GDIRECTÏON OF SIGNAL У
PROCEDURE ENG(DIR î GDIRECTI ON у Rt QRANGE î THIS: WORD)y 
(«ENGUES THIS IF POSSIBLE. IF NOT y IT WAITS« )
BEGIN
IF FULLG < UTQUFUESFDIR г Q3 ) THEN WAIT (NONFULLLDIRrQZJ ) ENDy 
PUTQ(UTGUEUESrDIRyQlyTHÏS)у SEND< NONEMPTYÍDIRD)у 
END ENG у
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procedure: deg cdir: qdjrectïqn» var »: g к ï nu ? var t h i s:
WORD)»(♦DEQUEUES THE HEXT ELEM IF POSSIBLE. IF NOT» IT WAITS*) 
BEGIN 
LOOPIF (<Q = ANY) OR ( » « URGENT))
S NOT EMPTYR(VTRUEUESCDTR» URGENTH) THEN 
Qî= URGENT» GETG<VTGUEUESnDlR*G:bTHTS) » EXIT 
ELSIF ((Q = ANY) OR <R = NORMAL))
S NOT EMPTYR ( V F GUEUEiSF DIR » NORMÁI. I ) THEN 
RI = NORMAL» GETR( VTRUEUESr.DIR» » J »THIS) » EXIT 
ELSE WAIT(NONEMPTYD:iIRD)END» (*IF*)
END» (*LOOP* >
SEND(NONFLJLLCDIR»Q3 ) »END DER»
PROCEDURE EXHAUSTED»(DIRÍ »DIRECTION» RÎ GRANGE)J BOOLEAN» 
(»GIVES TRUE IF THE CORRESPONDING RULUE IS EMPTY*)
BEGIN RETURN EMPTYR(VTQUEUL'SCDIR»RT )
END EXHAUSTEDR »
PROCEDURE FEDUPR(DIRî »DIRECTION» RÎ GRANGE): BOOLEAN»
PROCEDURE FEDUPR(DIR: »DIRECTION» Qi GRANGE): BOOLEAN» (♦GIVES TRUE IF THE CORRESPONDING QUEUE IS FULL*)BEGIN RETURN FULL»( VTRUEUESF.DIR » OH )
END FEDUPR»
PROCEDURE MSGIN»(DIR: »DIRECTION» »: GRANGE*
THIS»N: WORD)»(♦CREATES A MESSAGE-HEAD RECORD AND ENQUEUES IT*)
VAR m : MSG »
BEGIN NEW < M)»
WITH M DO
notice :^  n » text:= t h i s»END» (*WITH*)
ENQ(DIR» » » M)»
END MSGINO»
PROCEDURE MSGOUTQdURi »DIRECTION» VAR »: »KIND»
VAR THISfNJ WORD)»(«DEQUEUES A MESSEAG-HEAD » AND FREES THF: STORAGE*)
VAR m : MSG »
BEGINDER(DIR » Q » M ) »
WITH M DO
n := n o t i c e» thi s:= t e x t»END»* (*WITH*)
DISPOSE(M)»
END MSGOUTO »
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BEGIN
FOR j;= USERQ TO TSQ DO 
INITSIGNAL < NGNEMPTYCJT ) »
FOR i:= URGENT TO NORMAL DO 
INITSIGNALiNONFULLCJ»II)Î 
CREATEQ ( VTQUEUESCJ rllf RI.ENGT H > Î 
END» <*FOR I*)
e n d; <*for j*)
END VTQ.
Az implementációs modul definiálja a VT modul sorait 
tartalmazó tömböt (VTQUEUES, elemei QUEUE tipusuak). A 
NONFULL tömb SIGNAL tipusu elemeinek jelentése, hogy egy 
adott sorból kisoroltak egy elemet, a NONEMPTY elemeinek 
jelentése, hogy egy adott irány valamelyik sorába betet­
tek egy elemet. A NONEMTY tömb ennek megfelelően nem ren­
delkezik a QRANGE dimenzióval, az elemei "több" jelentést 
hordoznak, mint a NONFULL tömb elemei. A VTQ modul a már 
többször tárgyalt termelö/fogyasztó elven dolgozik, a ter­
melők azok a processzek, akik éppen besorolnak (ENQ), a 
fogyasztók, akik kisorolnak (DEQ). Az ENQ eljárás Q para­
méterének tipusa QRANGE, ez biztosítja, hogy besorolni 
csak pontosan specifikált sorba lehet. DEQ-ban Q tipusa 
QKIND, vagyis DEQ-t föl lehet hivni egyrészt URGENT vagy 
NORMAL értékkel, amely esetben csak az adott sorból pró­
bál kisorolni, másrészt ANY-vel, aminek hatására a két sor 
bármelyikéből kisorolhat. Ebben az esetben először mindig 
a sürgős sort nézi meg, igy biztosítva annak prioritást. A 
két logikai függvény működése a listából könnyen kiolvasha­
tó. MSGINQ és MSGOUTQ némi elő-, illetve utófeldolgozást 
végez a sorelemeken, és meghivja ENQ-t, illetve DEQ-t.
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4.4 processzek és indítás
A virtuális terminál processzeit egyetlen modulba kon­
centráltuk. A virtuális terminál teljes duplex módon tart 
kapcsolatot mindkét interface-ével (felhasználó és hálózat), 
ez összesen 4 adatáramot jelent. Az egyes adatáramokat egy- 
egy processz "hajtja", igy a modell 4 processzből áll. Ezek 
többé-kevésbé függetlenek, a kapcsolódási pontok a VTQ mo­
dulban vannak (ld. Sorok, szinkronizálás). A felhasználó 
oldali két processz: USERTOVT (input) és VTTOUSER (output), 
a hálózati oldaliak: TSTOVT (input) és VTTOTS (output). A 
definiciós modul igen egyszerű, egyetlen eljárást exportál 
az indításhoz :
DEFINITION MODULE OTPRCSr 
EXPORT QUALIFIED STARTOT? 
PROCEDURE STARTOT?
END ОТPROS.
1 . ' I lAz implementáció tartalmazza a eroeesszkent indított 
elJsToSokst» és masat az indító eljárást?
IMPLEMENTATION MODULE О I PROS?OkOIRTUAI. TERMINAL PROCESSES* >
FROM Storage IMPORT ALLOUATE,DEALLOCATE ?
FROM SYSTEM IMPORT WORD>ADDRESS ?FROM PROCESSSCHF.DULER IMPORT STARTPROCESS?
FROM BUFFER IMPORT RUFHEAD rFREEBUF ?FROM OTQ IMPORT GRIND?
IMPORT ОТ?
IMPORT USERIF?
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IMPORT TSIF»
TYPE WSP = ARRAY СО. . 2501 OH WORD»PDINTWSP = POINTER TO WSP»
VAR WORKSPACE J POINTWSP»
PROCEDURE (»PROCESS*) USERTOVT»
oar м; bufhead» mso k: u s e rtf.m s g kind»
BEGIN
LOOP
USERIF.MSGIN(M»MSGK)rIF MSGK = USER IF ♦ KILLF-DLINE THEN
FREEBUF(M) (»THROWS AWAY KILLED LINES»)
ELSE VT.FROMUSER(M» MSGK)»END » (*IF *)
END» (»LOOP»)END USERTOVT»
PROCEDURE (»PROCESS») VTTOLISER »VAR MJ BUFHEAD»
BEGIN
LOOP
VT.TÜUSER(h)»
USERIF♦MSGOUT(M)»
END» (»LOOP»)
END VTTOUSER»
PROCEDURE (»PROCESS») TGT0V1»VAR L.Î BUFHEAD»
BEGIN
LOOP
TSIF. LETTER IN (l. ) î 
VT♦FRQMTS(L)»
END» (»LOOP»)
END TSTÜVT»
PROCEDURE (»PROCESS») VTTOISf VAR LJ BUFHEAD» QK J QKIND»
BEGIN
LOOP
VT.TOTS(L » QK)»
IF QK = URGENT THEN TSIF.ITOUT(L)
ELSE TSIF. I..ETTEROUT ( L )END» (*IF*)
END» (»LOOP»)
END VTTOTS»
PROCEDURE STARTVT »
BEGINNEW(WORKSPACE> »
STARTPROCESS(USERTOVT rADDRESS(WORKSPACE)» TSIZE(WSP)) 
NEW(WORKSPACE)»
1 2 0
STARTPRDCESS ( VTTOUSER*ADDRESS ( WORKSPACE ) » TSIZK' ( WSP > ) r 
NEW(WORKSPACE) tSTARTPROCESS ( TSTOVT »ADDRESS(WORKSPACE) v'f SIZEÍ WGP) ) »
NEW(WORKSPACE)ÎSTARTPROCESS (VTTOTS»ADDRESS(WORKSPACE)rTSIZK(WSP))»
END STARTVT i
END VTPRC8«
Látható, hogy törekedtünk a processzeket a lehető leg­
egyszerűbbre Írni. A hálózati oldali processzekből kiolvas­
ható, hogy a feltételezett interface (TSIF) befelé nem kü­
lönbözteti meg a megszakítást a többi üzenettől (minden a 
LETTERIN eljáráson át jön be), de kifelé igen (LETTEROUT 
és ITOUT). A STARVT eljárás processzként indítja el a fel­
sorolt eljárásokat, az adatterületet (stack-et) a dinamikus 
tárterületen foglalja le.
Az egész rendszer indítását a START modul végzi:
MODULE STAFs'T r 
IMPORT VTPRCS i
FROM PROCESSSCHEDULER IMPORT PAUSE * 
SIGNAL >INITSIGNAL fWAIT г SENDDOWN î 
VAR Iölesig: SIGNAL t 
PROCEDURE IDLE ?
BEGIN INI! SIGNAL. ( IDLESIG ) Î 
WAIT(IDLESJG)Î 
END IDLE i
BEGIN
VTPRCS,STARTVTÍ 
IDLE iEND START.
Az IDLE eljárásra azért van szükség, mert a STARTVT el 
járás a processzek elindítása után visszatér, és ezen a pon 
ton a vezérlés visszakerülne az indító rendszerbe. Ezt aka­
dályozza meg IDLE indítása, amely igy a processzként is fel 
fogható indító rendszert "örökre" várakozó állapotba teszi.
1 2 1
4.5 A VT PROTOKOLL
A virtuális terminál protokollt (VTP) a VT modul való­
sítja meg. A VTP leirása [INW78]-ban található, szöveges 
definíció formájában. A virtuális terminál modell egyik-fő 
célja, hogy a leírásnak egyértelmű értelmezését adja. Nem 
állitom, hogy az itt következő értelmezés a legjobb, még 
azt sem, hogy hibátlan, de azt igen, hogy egyértelmű, és a 
listából viszonylag könnyen kiolvasható. Azok kedvéért, a- 
kik nem kivánnak teljes részletességgel foglalkozni a VTP 
implementációjával, külön felsorolom azokat a megjegyzése­
ket, amelyeket a modell készítése és a SzTAKI munkatársai­
val való konzultációk során a VTP jobb megértéséhez tettünk
1. Terminál paraméterek. Az implementáció az Írógép jelle­
gű terminál osztályt valósítja meg (CLASS=SCROLL). A 
terminálhoz tartozó adatstruktúra 1 dimenziós, sor ori­
entált. A sorhossz (XSIZE) jelentése a következő: ha ér­
téke 0, akkor a sorhossz definiálatlan, mindkét irány­
ban tetszőleges hosszúságú szövegeket lehet küldeni (e- 
setleg több blokkban). A virtuális terminál ebben az e- 
setben köteles a sor végén automatikusan sort emelni.
Ha XSIZE értéke nem 0 (0 < XSIZE < 256), akkor ennél 
hosszabb szöveget továbbítani nem szabad. A felhasználó 
a felelős azért, hogy a sor végére elhelyezze a soreme­
lési parancsot. Ez az utóbbi üzemmód főleg gép-terminál 
kapcsolat esetén javasolt, amikor lehetővé teszi, hogy 
a terminálkezelő egy sor adott pozíciója fölötti karak­
terek küldését letiltsa. Üzenetváltási szempontból a 
terminál kétféle üzemmóddal rendelkezhet: vagy mindkét
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partner szabadon adhat-vehet bármikor (FREE), vagy pe­
dig egyszerre az egyik terminál csak ad, a másik vesz 
(ALTERNATE). Utóbbi esetben a terminál aktuális paramé­
terei közül MODE = MYTURN, ha a terminálnak adási joga 
van, MODE = YOURTURN, ha nincs. Menetközben MODE vagy 
mindkét partnernél FREE, vagy az egyiknél MYTURN, a má­
siknál YOURTURN. Nem szabad olyan pillanatnak lennie, 
amikor MODE a két partnernél megegyezik, de nem FREE!
A többi paraméter jelentése a leírásban [INW78] egyét- 
telmü.
2. Paramétercsere. A terminálok induláskor valamennyi para­
méterre alapértelmezést tesznek, ami úgy is felfogható, 
mintha már lezajlott volna köztük egy cseretárgyalás 
(negotiation). Menet közben bármikor lehet cseretárgya­
lást kezdeményezni (SET) segítségével. A SET ütközésére 
a leírásban megadott véletlenszámos mechanizmust kell 
alkalmazni, ha a véletlenszámok megegyeznének, akkor 
SET-et mindkét oldalon el kell dobni. Az osztályra vonat 
kozólag a legkisebb közös értéket kell elfogadni. Az 
overprint/replacement paraméter közül általában csak az 
egyiket tudja egy terminál elfogadni (képernyőre repla­
cement, Írógépre overprint). Az XSIZE=0 értéket mindig 
el kell fogadni, egyéb értékre tett javaslat közül a leg 
kisebb közös határértéket kell elfogadni. Az irányváltás 
ra vonatkozó javaslatot mindig el kell fogadni, ez a nor 
mális (blokkfejen keresztül vezérelt) irányváltás felül­
bírálását jelenti, ezért nagy óvatossággal kezelendő! A 
másodlagos készülékekre vonatkozó javaslatot akkor sza­
bad elfogadni, ha a terminál rendelkezik az adott peri­
fériával (perifériákkal). A SET parancs ilyenkor azt is
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jelenti, hogy a következő SET parancsig az input/output 
erre (ezekre) a perifériáik)ra vonatkozik.
3. Megszakitáskezelés. A VTP kétféle megszakítást definiál. 
Az aszinkron megszakítás egyetlen byte mindenféle elle­
nőrzés nélküli átvitelét jelenti. Az aszinkron megszakí­
tást át kell adni a felhasználónak, a VTP semmilyen au­
tomatikus intézkedést nem tesz. így például a PLEASE 
megszakítással egy felhasználó az adási jog átadását 
kérheti a másik felhasználótól (de nem a másik VT-től!).
A szinkron megszakítás a leírásban megadott szabályok 
szerint történik, először megszakitásváltás a rendkívüli 
csatornán, és utána MARK jelek váltása a normál csator­
nán. A felhasználónak értesitést kell küldeni a megsza­
kítás és a MARK bejöveteléről, de a leírásban nincs u- 
talás arra, hogy lehetőséget kell-e adni MARK vezérlé­
sére. Az itt közölt implementáció automatikusan küldi 
vissza MARK-ot. A leirás külön definiálja a PURGE szink­
ron megszakítást. A PURGE küldésével vagy vételével a 
VTP a PURGE fázisba lép, és ebben fázisban marad MARK 
vételéig. Ebben a fázisban a bejövő szöveg jellegű té­
teleket el kell dobni, de a vezérlő információkat fel 
kell dolgozni, a blokkfejben érkezőket is, amelyek pél­
dául az adásirányt is vezérelhetik. A leirás szerint a 
PRUGE fázisban nem szabad szöveget küldeni. Ebből nem 
derül ki egyértelműen, hogy az ez idő alatt a felhaszná­
lótól bejövő szöveget tárolni kell-e, vagy eldobni. Imp- 
mentációnk az utóbbi megoldást választotta. PURGE értel­
me a leirásból nem derül ki egyértelműen, annál is kevés­
bé, mert függ a felhasználó tevékenységétől is. Egy ér­
telmes felhasználói tevékenység lehet például, hogy a 
PURGE hatására az éppen kiküldendő egység (mondjuk file) 
végére megy, és MARK beérkezésére vár.
124
A VT modul definíciós része:
DEFINITION MODULE VT»
FROM BUFFER IMPORT BUPHEAD»
FROM VTQ IMPORT RK IND » QDТРЕСТ TON »FROM USERIF IMPORT MSGKIND»EXPORT QUALIFIED PART YPES » ACTF’AR v PARTOSÉT » SETSENT » 
CODEOVERPRINT? CODEREPL. АСЕ»
CODEPURGE » CODERESUME »CODEPI.EASE » XSIZILDEEAUET »
C0 DE F RE E » CODEMYÏURN » C 0DF Y 0UR T UR N »
NOT I СЕК IND » SD NO T » SENDNOT I CE » SEND! T » SYNC I TREE! » SENDSET » 
SHOWPARS » FROMUSER» TOUSER» TOTS » FROM I SÍ
CONST CODEPLEASE == 360B» CODERESUME -• 361В »
CODEPURGE 3U1B» CODEMARK = 30OB »
CODEOVERPRINT = 1» CODEREPLACE = 0»CODEMYTURN « 2» CODEYOURTURN * 3»
CODEEREE * 0» XSIZEDEFAULT « 0?
TYPE
P A R T Y P ES = ( C L A S S » A U X D E V » M 0 D E » О V E R P R ] N T » X S J Z F > » 
PARAMETERS = ARRAY PARTYPFS OF INTEGER»NOTIСЕКIND =< NORMÁI.TEXT » TEXTTURN » CMDNOTFOUND » CMDUNDERSE’EC » GOODCMD »IT P R 0 C E S S IN G » S E T P R 0 C E S S IN 0 rITREC » AGREEEEC г DIGAGREEREC » MARKREC »AGREESENT » PISAGREESENT »AC TP ARAMS » MYLIMITS » PARTNERS!. 1И ITS ) »
VAR ACTRAR » PARTOSÉTÎ PARAMETERS »SETSENTÎ BOOLEAN»
PROCEDURE SDNQT < NOTICE Î NOT ICE'KIND ) »(«SENDS A NOTICE TO THE USER*)
PROCEDURE SËNPNOTICE(NOTICE! NOTICE KIND» PARAMJ CHAR)» 
<«SENDS A NOTICE AND A PARAMETER TO THE USER*)
PROCEDURE SHOWPARS(VAR P: PARAMETERS» VAR BJ BUEHEAD)» 
(«PUTS P--S COMPONENTS INTO В IN A READABLE FORM*)
PROCEDURE SENDIT(ITCODE í INT EGER)?
(«SENDS AN INTERRUPT TO THE TS*>
PROCEDURE SYNCITREQdTCODEÎ INTEGER)»
(«THE USER REQUESTS A SYNCHRONOUS IT TO SEND*)
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PROCEDURE SENDSEIî(♦SENDS A SET-ITEM IN A SINGLE BLOCK*)
PROCEDURE FROMUSER< VAR MÎ BUEHEAD ? MSGK î MSGKIND)?(♦READS A MESSAGE FROM THE USER*)
PROCEDURE TOUSERÍVAR MJ BUI HEAD)?
(*WRITES A MESSAGE TO THE USER « GIVES PRIORITY FOR MSGR*)
PROCEDURE TOTS(VAR LETTERÎ BUEHEAD? VAR П1С ПКIND)? 
(♦GIVES A LETTER TO THE TS*>
PROCEDURE PROMTS(VAR LEITER: BUEHEAD)?
(♦READS A LETTER FROM THE TS*)
END VT,
A definíciós modul 4 eljárást exportál az interface- 
ekkel való kapcsolatteremtés számára: FROMUSER, TOUSER, 
FROMTS, TOTS. A többi exportált eljárás a parancsértelme­
zővel való kapcsolatot biztosítja. A modul exportálja né­
hány változóját is. Ez valójában nem helyes, mert ezzel 
lehetőséget teremt a külső modulok számára, hogy ezeket 
megváltoztassák (a régi MODULA vagy a Konkurrens Pascal 
nyelvek az exportált változókra csak kiolvasást engedé­
lyeztek). Mivel a modellt egyedül készítettem, igy szá­
míthattam arra, hogy ilyenfajta visszaélés nem történik. 
Ennek ellenére hangsúlyozni kell, hogy változók exportá­
lása megengedett ugyan de kerülendő! Az exportált válto­
zók jelentését az implementációs modul ismertetése után 
a többi változóval együtt tárgyalom. A VT modul exportál 
még néhány olyan konstanst is, amelyek csak a TS inter­
face helyén működő intelligens megjelenítőt segiti, egy 
reális rendszerben ezeket nem kellene exportálni. Kons­
tansok exportálása azonban semmiképpen nem okozhat hibát. 
Az implementációs modul :
126
IMPLEMENTATION MODULE VT »(»VIRTUAL TERMINAL MAIN MODULE*)
ERŐM SYSTEM IMPORT WORD »FROM CMDlNT IMPORT CMDINTERPRET»
FROM GENRANDOM IMPORT RANDOM » INITRANDOM?
FROM BUFFER IMPORT BUFHEAD» BUFI..ENGTFI» GETCUAR»
PUTCHAR » PUTTEXT » FIN1 » INITBUF » F REEDUFг 
REMEИ ВЕ R » FОRGE T »S TRMAX B y RE S E T BUE »
FROM TSIF IMPORT MAXBLOCKL »FROM USER IF IMPORT NI.» STRTL » MSGKIND » BREAK г 
F Fc ОМ Con ve г s i on в 1MPORT Convert I nterfe r » Con ve г t Hex »
FROM VTQ IMPORT ENQ»DFG » QKIND» QDIRECT ION » MSG .TNG » MSGOUTG
CONST
ITCTEXT - 300B» ITCNEWL * 301.BÎ IICSTRTL ~ 302В» 
ITCREGUEST -• 3 4 0 F< » ITC IND I CATE “ 34.1. B Î 
ITCSET = 342B » ITC AGREE - 343DÍ I Г CD IS AGREE = 344BÎ 
В H ТЕ XT = OB » BI-IEOH " 2D» (»WITH ALARM*)
BHEOMYRT = 22B » (»WITH ALARM*)BHCONTROL - 41В» BHÍMF..00 = 101В »
В FITS IT = IB» ( »PSEUDO BL OCK-HEAD* )
CODESCROLL ~ 1» CODEPAGE « 2»
MAXIТЕМЕ = 255» (»MAXIMAL ITEM LENGTH*)
PSEUDOIT = O»
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TYPE
STATES = ( DATA» WAIT XTREPL.Y »WAITMARKREPLY » 
MARKRECEIVED» WA П MARK)*
PARAMSET = SET 0Г PARTYPES?
PARINDEX = CO..41»
VAR
s t a t e : s t a t e s ?
INXrOUTX: INTEGER? <«COUNTERS FOR FOLDING*>
NEWP AR r PARTNER » I. IMI T J PAR AM El ERG ?
<*ACTPAR : ACTUAL PARAMETERS
(DEFINED IN THE DEFINITION MODULE)
NEUPAR : RECOMMENDED BY SEI
p a r t o s é t : r e c o m m e n d e d by the user
(DEFINED IN THE DEEINITON MODULE)
PARTNER : PARTNER'S LIMITS? RECEIVED BY INDICATE 
LIMIT : OWN LIMITS*)
F‘INDEX Î ARRAY PARINDEX OE PARTYPEB? («TYPE CONVERSION*)
p u r g s t a t e : b o o l e a n ?
s e n t r a n d o m : c a r d i n a l ? (#THE RANDOM NUMBER SEN! BY SET*)
p r o c e d u r e , seti. i m i t s;
BEGIN
LIMITCCLASSU:- CODESCROL.I. ?
L. IMITC AUXDEVI : ~ IS? ( *ALL ARE ALLOWED* )
L IMITCMODE3 Î -• CODEYOURTURN? (*NO LIMIT#)
L. IMITCOVERF’Fv’INTl Î ~ 0? («UNDEFINED : NOT Cl IAGLABI J. * )
l i m i t c x s i z e d := ?s s ?
PARTNERJ= LIMIT? (*AT SI ART*)
END SETLÏMITS?
PROCEDURE SETPINDEX ?
v ar p : p a r t y p e s ? i : i n t e g e r ?
BEGIN I : --• 0?
FOR p := class to xsize do 
FMNDEXC I □ Î — P? INC ( I ) ?
END? («FOR* )
END SETPINDEX?
PROCEDURE SEIDEFAULI ?
BEGIN
ACTPARCCLASS3:= CODESCROU. ?
ACTPAR L" AUX DE VI : = 0 ?
AC TF’ARI MUDE3 î = CODEFREE?
ACTPAR LOVERPRINT 7 î = CODEREPI. ACE ?
ACTPARCXSIZE Э î - 0?
PARTOSÉT:= ACTPAR?
END SETDEFAULT?
PROCEDURE SHOWPARS(VAR p: PARAMETERS? VAR B: BUEKEADK 
VAR s t r : STRMAXB?
BEGIN
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PUTTEXT < 'XSIZE = ',FOí
ConvertInteäeг<PCXSIZEJr4rSTR) » STRl 43 Jя ОСi
PUTTEXT<STR, FO î 
PUTTEXT(' CLASS = '»F.Oî
IF F’CCLASS3 = CODESCROI.L ТHF.N PUTTEXT (' SCROLL ' г В) 
ELSE PUTTEXT('PAGE' , Ю г  
END» OUF# )
PUTTEXT ( ' MODE « M.OÎ
IF FCMODE3 = С O D EF FC EE THEN PUTTEXT <' FREE '» FO 
EL.SIF PC MODE 3 = CODEMYTURN THEN PUTTEXT ( ' MYTURN ' » В ) 
ELSE F’UTTEXT ( 'YOURTURN' » В ) »
END» <*IF*>
IF PCQVERPRINT3 = CODEREPLACE 
THEN F'UTTEXT ( ' REPLACEMENT ' »■ FO 
ELSE PUTTEXT<' OVERPRINT' » В > »
END» <*IF*>
PUT TEXT (' ' t i n i  
IF PLAUXDEV3 = О 
IF PCAUXDEV3 MOD 
IF F‘tAUXDEV3 MOD 
IF PCAUXDEV3 MOD 
IF PCAUXDEV3 MOD 
END» <*IF*> 
PUTCHAR(NL » В )» 
END SHOWPARS»
THEN PUTTEXT ( 'NOAUXDEV' » В ) ELSE 
2 * О THEN PUTTEXT(' HARD COPY'» B ) END»
4 t О THEN PUTTEXT( ' PAPER TAPE' »1.0 END» 8 £ 0 THEN PUTTEXT(' OASETTE'»D> END»
1 6 I 0 THEN PUTTEXT<' FLOPPY'f») END »
PROCEDURE SENDITdTCODE: INTEGER)»
VAR L 5 BUFHEAD»BEGIN
INITBUF ( L ) » PUTCHAR ( CHAR < ITCODE > »I. ) î 
RESETBUF(L)»
ENG < TSQ » URGENT » L )»
END SENDIT »
PROCEDURE SYNC I TRF.Q ( I TCODE J INTEGER > »
< #THE USER REQUESTS A SYNCHRONOUS IT TO SEND#)
BEGIN
IF STATE! -• DATA THEN 
STATE J = WAIT JTREF’L Y »
IF ITCODE = CODEPURGE THEN PURGSTATEÎ-- TRUE END» <*JF* ) 
SENDIT <ITCODE)»
ELSE SDNОТ(ITPROCESSING)
END » <*IF*)
END SYNCITREQ»
PROCEDURE SENDMARK»
VAR Mi BUFHEAD»
BEGIN
INITBUF <M)»
PUTCHAR ( CHAR < BHCONTRÜL ) » M > »
PUTCHAR(CHAR(CODEMARK)» M )»
RESETPUF < M ) »
ENQ(TSQ» NORMAL,M) »
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END SENDMARK ?
PROCEDURE SENDNOTICE(NJ N04ICEKIND? PARAMî CHAR)г 
OAR Mi BUFHEAD?
BEGIN
INIТВОЕ< И > г 
PUTCHAR< PARAMtМ)?
RESETBUF(M)î
MSGINQ(USERQ> URGENT tMrN)?
END SENDNOTICE?
PROCEDURE USERNOT(NÎ NOTICEKIND)?
OAR Mi BUFHEAD?
BEGIN
INITBUF(M)?
MSG INÖ ( USERQ » NORMÁI.. » M г N ) »
END USERNOT?
PROCEDURE SDNOT(N : NOTICEKIND)?
OAR Mi BUFHEAD9
BEGIN
INITBUF(M)i
MSGINQ(USERQ » URGENT » MtN)9 
END SDNOT ?
PROCEDURE FROMUSERCOAR Mi BUFHEAD > MSRKî MSGKIND)?
OAR CHI»CH2 J CHAR î ILJ INTEGER i (»COUNTER FOR ITEM LENGTH») 
LETTER»SAOEt BUFHEADi 
BEGIN
GETCHARÍCH1rM)?
IF CHI = 3C THEN HAI..T END? (»IF»)
(»ONLY FOR TEST TIME!!!!!*)
IF CHI = BREAK
THEN CMDINTERPRET(M)i FREEBUE( M ) ? RETURN? END? < »IF#) 
INITBUF(LETTER >?
CASE MSGK OF
PARTIAL J CH2 î" CHAR(BHТЕXT> ?
: WITHEÜM : см2 : - char ( bheom ) ?
!WITHEOMYRTî CH2 5 * CHAR(BHEOMYRT)9 
END? (»CASE*)
PUTCHAR(CH2 » LETTER)? (»BLOCK-HEAD*)
IF NOT PURGSTATE THEN 
LOOP
IF BUFLENGTH<LETTER) >~ <MAXBLÜCKL-2 ) THEN 
RFSETBUFÍLETTER)?
REMEMBER(LETTER »SAOE)?
PUTCHAR(CHAR(BHTEXT)» SAOE)?
FORGET(SAOE)?
ENQ ( TSQ» NORMAL » I. El TFR ) ?
INITBUF(LFTTER)?
PUTCHAR < CH2 » LETTER)?
END? (*IF *)
CASE CHI OF
1 3 0
STRTLJ putchar ( char ( itcstrtl ы.гл ter > »
putchar(ос»lette r> » («strtl jte:m*)
INX:= 1 » («RESET FOLDING*)
GETCHARÍCH3»M)»
:NL : PUTCHAR(CHAR(ITCNEWL)» LETT ER)»
PUT CHAR (ОС »LET TER) » (*NEUL. ITEM*)
INXÎ* 1» («RESET FOLDING*)
GETCHAR(CH3»M)»
! fini * e x i t » («e x h a u s t e d «)
ELSE PUTCHAR<CHAR(ITCTEXT)» LETTER)»
REMEMBER(LEITER » SAVE)?
PUTCHAR (Of; »LETTER) »
(«ONE PLACE FOR ITEM LENGTH*)
il:= о»WHILE (CHI * STRTL) X (CHI * NL) 3’«
(CHI * FINI) t (IL < MAXII EMI. ) 
l (BUFLENGTH(LETTER) О  MAXBL.OCKL > DO 
IF (ACTPARCXSIZE3 - 0) OR (INX <« ACTPARCXSJZE3 ) 
THEN
PUTCHAR(CHI»LETTER)» INC(IL)» INC(INX)»
END» (*IF*>
GETCHAR(CHI »M)»
END» («WHILE*)
PUTCHAR ( CHAR ( II. ) » SAVE ) » FORGET ( SAVE ) »
END» («CASE«)
END» («LOOP«)
END» («IF NOT PURGSTATE.
if ye: s» the text m u s t BE IGNORED*)
IF BUFLENGTHÍLEITER) - 1 THEN(«A MESSAGE WITH BLOCK HEAD ONLY*)
PUTCHAR(CHAR(ITCTEXT)»LETTER)» PU I CHAR(OC » LE I TER)»
END» < *IF *)IF ( INTEGER (CH2) = BHEOMYRT ) ?, (АСТР ARI MODE] ~ CODEMY I URN) 
THEN («THE USER WANTS TU GIVE HIS TURN#)
ACTPARCMODE 3 5 - CODEYOURTURN »
PARTOSÉT CMODE 3 Î~ ACTPARCMODE3 »
ELSIF PURGSTATE THEN FREEBUF(LETTER)t RETURN 
END» («IF*)
FREEBUF(M)»
RESETBUF(LETTER)» («PREPARES LEITER FOR PROCESSING*)
ENQ ( TSQ » NORMÁI.. » LETTER ) »
(«ENQUEUES LETTER EOR TRANSPORT SERVICE OUTPUT*)
END FROMUSER»
PROCEDURE TOUSER(VAR MÎ BUFHEAD)»
VAR N 1 WORD» OK: GRIND»
BEGIN
IF STATE = MARKRF.CEIVFD ( «SUSPEND* > THEN 
QK Í- URGENT
else q k : = ANY
END» («IF*)
MS60UTQ(USERG» QK » M» N)»
IF QK = URGENT THEN MSGTOUSER(M»N)f RETURN END г (#IF*>
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CASE NOTIСЕКIND(N) OFAGREEREC? ACTPAR ? = PARTOSÉT » SETSENT ?“ FALSE »
F'UTTEXT ( ' NEW AGREED PARAMETERS ? ' » M > »PUTCHAR ( N1. » M ) ?
SHOWPARS(ACTPAR»M)» 
î DISAGREEREC 5 SETSENT? = FALSE »
PUT TEXT ( ' WE CANNOT AGREE ! ' » M ) » PUTCHAR ( Nt. » M ) ? 
PUTTEXT <"ACT♦ PAR'S} '»M>» SHOWPARS < ACTPAR » M > î 
PUTTEXT < * REGU. PAR'S? *»M>» SHOWPARS(PARTOSÉTfM)»
: tex ttur n: if actparcmode:i - codeyourturn then
ACTPARTMÜDEJ ? - CODEMYTURN »
PARTOSÉT Г MODE! ? =- ACT PAR Г MODE! »END» (*IF*)
ELSE (♦NOTHING TO DO#)END» (»CASE*)
END TOUSER »
PROCEDURE MSGTOUSER ( OAR IT ? DIJFHEAD » NOTICE: WORD)»
MAR c h: CHAR»
s t r: strmaxd» c a r d: cardinal»
BEGIN
GETCHAR(CH»M> »
FREEBUF ( M ) » < #01. D CONTENT IN CH*) INI TRUE ( M ) »
CASE NOTICEKIND(NOTICE) OF 
ACTPARAMS î F'UTTEXT('ACTUAL PARAMETERS?'» M)»
PUTCHAR ( N1. »M) »SHOWPARS(ACTPAR » M)»
! MYLIMITS: F'UTTEXT ( ' MY LIMITS?'»M)»
PUT CHAR (NI.rM) »SHOWPARS(L1MIT» M)»
iPARTNERSLIMITS? PUTTEXT( "PARTENER ' S I. IMITS? - »IT) »
PUTCHAR <NI.»M) »SHOWPARS(PARTNER » M)»
IGOODCMD? PUTTE XT('Cl - OK'» M)»
!CMDNOTFOUND? PUTTEXK'COMMAND NOT DEFINED'»M)»
PUTCHAFC ( NL » M ) »
! CMDUNDERSPEC ? F'UTTEXT ( 'COMMAND UNDERSPECIFIED' » M ) »
PUT CHAR(NL » M)»!AGREESENTÎ
F'UTTEXT ( ' NEW AGREED PARAMETERS ? ' » M ) »
PUTCHAR(NL»M)»SHOWPARS(ACTPAR»M)»
!DISAGREESENT ?
PUTT EXT( ' I CANNOT ACCEPT THE RECEIVED PARAMETERS?'»M)» 
PUTCHAR ( N1. » M ) »SHOWPARS ( NF.WPAR » M ) »
i ITRROCESSING? PUTTEXK ' IT PROCESSING' »M) » PUTCHAR (NL»M) Î 
!SETPROCESSING J PUTTEXK'SETPROCESSING'» M)» PUT CHAR(NL»M)» 
!MARKREC ? PUTTEXT('MARK ARRIVED'»M)» PUTCHAR(NL»M)?: ITREC? F'UTTEXT ( 'INTERRUPT ARRIVED: ' » M > »CARD?= CARDINAL(CM)»
ConvertHex(CARD » 4 » STR)» STREET К  ОС»
F'UTTEXT ( STR » M > » PUTTEXT (' HEX'»M)» PUT CHAR ( NL »M ) »
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END » (»CASE»)
RESETBUF(M)?
END MSGTOUSER»
PROCEDURE TOTS (VAR LETTER ♦ BUFHEAD» VAR QKÎ OK IND ) » 
var d h : CHAR»
BEGIN
LOOP
IF STATE = MARKRECF.JVED <»SUSPEND* > THEN QK« = URGENT
else q k : = ANY
END» <*IF*>
DEQ(TSQ» OK » LETTER> »
GETCHAR(BH»LETTER)»
IF ( BUFLENGTH( LETTER ) =• I) ?, ( INTEGER < DID =• PSEUDO IT ) 
THEN FREEBUF(LETTER)
ELSE RESETBUF(LETTER)» EXIT 
END» (*IF * )
END» (*LOÜP*>
END TOTS»
PROCEDURE ITFROMTS(VAR 1Tî BUFHEAD)»
VAR ITCÜDEÎ CHAR »
BEGIN GETCHAR(ITCODE» IT)»
CASE STATE OF
DATA» SENDNOTICF.( ITREC»ITCODE) »
IF SYNC(ITCODE) THEN 
STATE *.= WAITMARKÎ 
IF INTEGER (ITCODE) CODEPURGE 
THEN PURGSTATEÎ== TRUE END»
SENDIT (INTEGER(ITCODE > ) »
END» (»J.F») 
i WAIT I ‘(REPLY J
SENDNOTICE(ITREC»ITCODE)»
IF SYNC(ITCODE) THEN 
STATE »* = WAITMARKREPLY »•
SENDHARK »
END» (»IE»)
!WAITMARKREPLY i (»ERROR « IGNORE»)
! MARK R E C EIV E D Î
SENDNOTICE(ITREC»•I I CODE)»
PURGSTATEÎ ~ FALSE»
s t a t e :--- d a t a »
SEND IT ( F'SEUDOI T ) »
SENDMARK»
! WAI I MARK. Î ( »ERROR î IGNORE» )
END» (»CASE»)
FREEBUF(IT)»
END ITFROMTS»
PROCEDURE PROMTS(VAR LETTER: BUFHEAD)» 
VAR BHJ CHAR»
BEGIN
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IF BUFLEN6TH ( L.FTTER > = 1 THEN 
ITFROMTS <LETTER)
ELSE
GETCHAR ( BH t LETTER ) ?
CASE INTEGER(BH) OF 
BHNEGOÍ NEGORECEIVED!LETTER)?
!BHCONTROL! CONTROLRECEI VEDO.ETTER)?
ELSE TEXTRECEIVED(LETTER » BH ) ?
END ? (*CASE*)
END ? (*IF*>
END FRONTS ?
PROCEDURE CONTROLRECEIVED(DAR LJ BUFHEAD)?
UAR CH: CHAR ?
BEGIN
GETCHAR <CH » L. > »
IF INTEGER(CH) # CODEKARK
THEN (*NOT DEFINED*) RETURN END г О Ш *  )
CASE STATE OF
d a t a: (*errorj ignore*)
:waititreply: s t a t e d  markrece)v e d? <*suspend*>
SDNOT(MARKRF.C)?
!waitmarkreply: purgstate :^  f a l s e?
state :” DATA?
SDNOT(MARKREC)?
imarkreceived: («e r r o r: ignore*)
î WAITMARKÎ PURGSTATEJ* FALSE?
STATE:= DATA?
SDNOT(MARKREC)?
SENDMARK?
END? (*CABE*)
FREEBUF(L)?
END C O N TROLRECEIVED?
PROCEDURE SYNC(ITCODE Î CHAR)♦ BOOLEAN?
BEGIN RETURN INTEGER! I TCODE > -- CODEPURGE 
END SYNC?
PROCEDURE TEXTRECEIVI: D<VAR I.: BUFHEAD? BHJ CHAR)?
VAR CHrITC: CHAR? I » 1TL Î INTEGER? hi BUI-HEAD?
n o t i c e: noticekind?
BEGIN INITBUF< M)?
IF NOT PURGSTATE THEN 
LOOP
GETCHAR!ITC»L> ?
IF ITC = FINI THEN EXIT END? (*IF*)
GETCHAR ( СН , 1. > ? ITL Í * I NT EGER ! СИ > ?
CASE INTEGER!ITC) OF
itctext:
FOR I := О TO ITL-1 do 
GETCHAR!CH»L)?
IF (АСТРАRCXSIZE3 « 0) GR (OUTX O  ACTPARCXSIZE3 ) 
THEN F'UTCHAR(CHfM) ? INC (OUTX)?
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END r (*IF*>
END ? (*FOR*>
! ITCNF.WL î F'UTCHAR(NLrM) r OUTX5 - 1Î («RESET FOLDING*)
iitcstrtl: piitohar(s t r t l»m )î dut x:« i ; <*rf.set folding*) 
else exi t;
e n d; <*casf.*> 
e n d; (*loop*> 
e n d; (*if not purge*)
RESETBUF(M);
IF INTEGER(BH) = BHEOMYRT THEN NOTICE Î- TEXT!URN 
ELSE NOTICE Î = NORMALTEXT;
e n d; (*IF*>
F REE DIJF ( L. ) î
MSG I NO ( USER'R » NORMÁI. » M » NOT I CE ) ;
END textreceiufd;
PROCEDURE SENDSEi;
VAR L ? SAVE i BUI-HEAD; Pi PARTYPES; DNOFPARSÎ INTEGER;
BEGIN
IF 8ETSENT THEN RETURN END; (*IF*)
iNiTBUF(L); î î -  o; nof pars:= o ;
PUT CHAR(CHAR(BHNEGOЫ. ) ;
PUTCHAR(CHAR(ITCSET)»L) ;
REMEMBER(L rSAVE); PUT CHAR(ОСП );
SENT RANDOM i = RANDOM ( ) ; PUTCHAR ( CHAR ( SENT RANDOM ) » L. ) ;
FOR PJ = CLASS TO XSIZE DO
if act PARTE1 :i * partosett:p :i then
PUTCHAR(CHAR(I> rL);
PUTCHAR' ( CHAR ( PARTOSÉT Г PT ) ri.) ;
INC(NOPPARS) î
e n d; <*if*>
î NC < î > ;
e n d; <*for*>
IF NOE PARS = О THEN FREEBUFd.)
ELSE
I î = N O F F' A R S * 2 + l i < * O N E ET A С E FOI ï R A N D O M N U M D E R * ) 
PUTCHAR ( CHAR (Dr SAVE > ;
SETSENTI - TRUE;
RE St: T BUE ( L ) ;
ENQ(TSOrNORMAI.rL) ;
e n d; (*if*>
FORGET(SAVE)r
end sendset;
PROCEDURE NEGORECEIVED(VAR LETTER 5 BUEHEAD);
VAR ITC » CH î CHAR; PrïTLrli integer;
ptî par-t y p e s; a g r: boolean; m : b u f h e a d; 
recommended: riiset ; r c d: parjndfx;
BEGIN
INITBUF(M); PUTCHAR(CHAR(BHNEGO)r M)?
LOOP
GETCHAEv ( I TC r LET TER) r
IF ITC * FINI THEN EXIT END? (*IF*)
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GETCHAR(CH» LETTER) » ITI.:=- INTEGER ( CK ) ?
CASE INTEGER(ITC) OF 
itcrequest:
F'UTCHAR ( CHAR< ITC! NDICATE ) » И ) г («OUTGOING ITEM CODE«)
F'UTCHAR ( CHAR ( ITL. ) »M) v («OUTGOING ITEM LENGTH«)
FOR P:= О TO ITl.-l RY 2 DO
GETCHAR(СН»LETTER) f F'UTCHAR ( Cl I» M ) »
(«PARAMETER INDEX«)
i:= INTEGER ( CH ) » СИ!- СНАГ< ( LI MIT ГР INDEXE I I 3 ) » 
F'UTCHAR(CHfM) » («APPROPRIATE PARAMETER«)
GETCHAR(CH»LETT ER)» («IGNORING«)
END » («F OR«)! ITCINDICATE«
FOR F- J = О TO ITL -1. DY 2 DOGETCHAR ( CH » I..ET I ER ) î IÎ « I NTEGER ( СИ ) »
GETCHAR(CHfLETTER)î F'ARTNERFF'INDEXt ТИП Í = INTEGER (CH) »
END » («FOR«)SDNOT(PARTNERSl.IMITS> »
iitcset: recommended: - o i
GETCHAR (CH»l.ET TER ) »
(«RANDOM NUMBER FOR CONTENTION CHECK«)
IF SETSENT Я (CH <- CHAR(SENT RANDOM)) THEN («IGNORE«) 
ELSE
NEWPAR:- ACTPARr FOR P t = О TO ITL.-2 BY 2 DO 
GETCHAR ( CH »I ETTER) ?•RCD:= INTEGER(CH)» («PARAMETER INDEX«)
РТ:= PINDEXTRCD!)»INCL(RECOMMENDED» RCD)»
GETCHAR(CHrLETTER)»
NEWPARCF'TD Î = INTEGER< CH) ?
END» («FOR«)
p t := c l a s s» r c d:= o ; a g r:- t r u e»
LOOP
IF RCD IN RECOMMENDED THEN 
CASE F'T OF
CLASS » OVERPRINT » XSIZE Î
IE NEWPARCF'T.T > L I MI T Г F'T T THEN AGFC “ FALSE END»
:auxdev:
IF BITSET (NEWPART F'TT ) - BIT SE T ( LI МП ГРТ T ) í U  
THEN AGRÎ- FALSE END» («IE «)
ÍMODEÍ
IF (ACTPARCF'TD * CODEFREE)
S (NEWPART F'T IJ * COriEFREE)
% (ACTPARÏPT.T - NEWPARCF'T Л ) THEN
a g r:= falseELSIF NEWPART F'T3 - CODEMYTURN 
THEN NEWPARTPT.T : ~ CODEYOURTURN 
ELSIE NEWPARCPT3 = CODEYOURTURN 
THEN NEWPART PT 1 ♦ ~ CODEMYTURN 
END; («IF«)
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END ? (»CASE»)?END? (»IF RFCOHMENDED*)
IF NOÍ AGR OR (F’T == XSIZE) THEN EXIT END» (НГ*)
INC(F'T ) ? INC(RCD) ?END ? ( *LOOF‘* )
IF AGR THEN PUTCHAR(CHAR(ITCAGREE)>M)? PUTCHAR(OC»M)Î
actpar:=newpar?<»ACCEPTS THE RECOMMENDED PARAMETERS*)
SDNQT < A8REESENT)?
ELSE PUTCHAR(CHAR(ITCDJSAGREE)»M) ? PUTCHAR(ОС »M)? 
PUTCHAR<CHARIJTCREGUEST)fM) ? (»REQUEST») 
i:= 0* FOR PTÎ» CLASS TO XSIZE DO INC(I»2) END» 
PUTCHAR ( CHAR ( I ) г M ) f (»ITEM l.ENGHT * ) IJ= 0 ?
FOR PT! = CLASS TO XSIZE DOPUTCHAR(CHAR(I)*M>î PUTCHAR(ОСrM)? 1NC(1)?
END? (*FQR*)
NEWPARÍ- ACTPAR ?SDNOT(DISAGREFSENT)?
END? ( * IF * )
SETSENT i ~ FALSE?
END? (»DIG IF»)
î ÏTCAGREE Î IF SETSENT THEN USERNOT(AGREEREC) END?
:itcdisagree: if sf.tsent then u s e rnoi(d i s a g r e e r e o end?
ELSE EXIT? (»ERRORÎ IGNORE*)
END? (»CASE IIC*)
END? (»DIG LOOP*)
FREEBUF(LETTER)?
IF BIJFLENGTH(M) “• 1
THEN FREEBUF(M) (»NO INFORMATION IN PUF*)
ELSE RESETDUE(M)? ENQ(TSQ t NORMAL » M)?
END? (»IF* >
END NEGORECEIUED?
BEGIN SETLIMITS? SETDEFAUL.T ?SETSENT J= FALSE? POROST ATE Î = FALSE?
STATEÎ = DATA? INXÎ^ 1? OUTXJ= 1?
SETPINDEX?
END VT
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A modell összes változóját itt tárgyalom, azokat is, 
amelyeket a definíciós modulban deklaráltam. A virtuális 
terminál aktuális paramétereit az ACTPAR nevű tömb tartal­
mazza. A partnertől SET parancsban vett uj javaslatokat 
NEWPAR, a felhasználótól a parancs értelmezőn át vett ja­
vaslatokat PARTOSÉT tartalmazza. A VT paraméter határérté­
kei a LIMIT nevű tömbben, a partner (INDICATE által vett) 
határértékei PARTNER-ben vannak. STATE és PURGSTATE a 
szinkron megszakítás kezelésének állapotváltozói,
SENTRANDOM a SET ütközés elkerülésére utoljára kiküldött 
véletlenszám.
A VT modul a modellnek messze legnagyobb modulja, és 
talán célszerű lett volna több kisebb modulra felosztani. 
Külön modulba lehetett volna tenni például a megszakítás 
kezelését, Mivel ezek az egységek mind hivatkoznak néhány 
közös változóra, a VT protokollgép egységeit az egyszerű­
ség kedvéért külön modulok helyett, külön eljárások for­
májában valósítottam meg. Az eljárások viszonylag rövidek.
A felhasználótól a FROMUSER eljárás veszi el az üze­
neteket. Az eljárás a begépelt üzenetből a VTP leírásnak 
megfelelő tételeket állit elő, amelyeket blokkokba fog ösz- 
sze. Ha egy blokk hossza eléri a TS interface által defi­
niált maximális blokk hosszát (MAXBLOKCKL), akkor a blok­
kot kiküldi BHTEXT blokkfejjel, ami azt jelzi, hogy az ü- 
zenetnek még nincs vége. A blokkfejet egyébként a felhasz­
náló által beadott zárókarakter szerint állitja. Az eljá­
rásból könnyen kiolvasható, hogy csak akkor teszi be a szö­
veget, ha XSIZE megengedi, és nincs PURGSTATE.
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A felhasználónak a TOUSER eljárás adja át az üzeneteket. 
Ha felfüggesztett állapot van egy szinkron megszakítás fel­
dolgozása közben, akkor csak sürgős üzenetre vár, ha nincs 
felfüggesztett állapot, akkor bármelyik sorból elfogad kimé 
no üzenetet. A felfüggesztett állapotból biztosan ki tud 
lépni, mert a várt megszakítás bejövetele sürgős üzenet ge­
nerálását jelenti. Az üzenet kisorolása után (MSGOUTQ) a 
sürgőseket (amelyek mindig szerviz jellegűek) átadja az 
MSGTOUSER eljárásnak. A normál sorban is jön két szerviz 
jellegű üzenet, ezek azt jelzik, hogy a kiküldött SET-re 
a partner milyen választ küldött. Ezek azért kerülnek a 
normál sorba, mert nem szabad megelőzniük a normál adatá­
ramot. Ennek megfelelően a paramétercserére vonatkozó ál­
lapotátmenet is itt kerül végrehajtásra!
A hálózat felől bejövő blokkokat a FROMTS eljárás ve­
szi át. Ha a blokk hossza 1, akkor megszakításnak tekinti, 
és átadja az ITFROMTS eljárásnak. Ellenkező esetben a blokk 
fejtől függően adja át NEGORECEIVED, CONTROLRECEIVED vagy 
TEXTRECEIVED valamelyikének. Az ITRFOMTS eljárás szinkron 
megszakítás esetén végrehajtja a megfelelő állapotátmene­
teket, aszinkron esetben egyszerűen értesiti a felhaszná­
lót. CONTROLRECEIVED a jelenleg egyedüli definiált MARK 
vezérlőjel hatására a megfelelő állapotátmeneteket való­
sítja meg. NEGORECEIVED a bejövő negotiation tételeket dol­
gozza fel. TEXTRECEIVED feltördeli a bejövő tétel struktú­
rát a felhasználói interface-en definiált üzenetformátum­
má (Id. USERIF ) .
A hálózat felé kimenő blokkokat TOTS adja át. Ha fel­
függesztett állapot van, akkor csak a sürgős üzeneteket 
engedi át. Miután az állapot megszűnése után nem biztos,
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hogy jön sürgős üzenet, ezért az állapot megszűnését összekap­
csoljuk egy pszeudo megszakítás küldésével, ami kimozdíthat­
ja TOTS-t a várakozó állapotból. Ez a megoldás nem túl szép, 
azért van rá szükség, mert az ütemezést összekötöttem a sor­
kezeléssel, tehát csak sorolási műveleten keresztül lehet 
SIGNAL-t küldeni. Egy másik lehetséges megoldás lett volna, 
bevezetni egy külön SIGNAL-t a VT modulban a felfüggesztett 
állapot megszűnésének jelzésére. Ekkor viszont a VT modult 
WAIT és SEND közvetlen kiadásával kellett volna terhelni, 
ami még kevésbé szép. Ennél a megoldásnál lényegesen jobbat 
csak egy intelligensebb processz ütemező segítségével lehet­
ne adni. (A MODULA-2 nyelv lehetővé teszi, hogy ilyet ké­
szítsünk . )
4.6 AZ INTERFACE-EK
A virtuális terminál modell nemcsak a protokollt megvalósí­
tó modult (VT) tartalmazza, hanem a virtuális terminál ré­
teg interface-eit is. Ez igen lényeges pont, mert a VTP de­
finíciók ezt a kérdést teljes egészében az implementációk­
ra hagyják. Ez elvileg helyes is, egy tényleges hálózatban 
azonban különös jelentősége van annak, hogy a felhasználók 
felé mutatott -interface a lehetőségek határain belül azonos 
legyen. Ez utóbbinál is különösen a manuális felhasználó 
(terminál operátor) felé mutatott interface jelentősége 
nagy, mert joggal elvárható, hogy egy hálózati operátor a 
hálózat bármelyik terminálját többé-kevésbé azonosan kezel­
hesse. Fizikailag különböző terminálok esetén ez nyilván 
csak részben lehetséges, de nem szabad a kezelésének függ-
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nie attól, hogy a terminál fizikailag hova kapcsolódik! Ezért 
a felhasználói interface-nek az egész hálózatra kiterjedő egy 
értelmű definiálása a hálózat vonzereje szempontjából döntő je 
lentőségü.
A modellben a felhasználói interface-t igyekeztünk úgy 
megfogalmazni, hogy az független legyen attól, hogy a felhasz 
náló program, vagy manuális kezelő-e. A VT a felhasználóval 
üzeneteken (message-eken) keresztül kommunikál. Az üzenet 
tetszőleges grafikus karakterek sorozata. Az üzenettel kisé­
rő információként jár az üzenet minősitő MSGKIND , amelynek 
értéke lehet PARITAL (részleges, folytatás jön), WITHEOM (be­
fejezett , WITHEOMYRT befejezett, és egyszersmind átadja az 
adási jogot a partnernek) és KILLENDLINE (hibás, törlendő).
Az üzenetben vezérlő szerepe van néhány nem grafikus karak­
ternek: NL (uj sor elejére), STRTL az adott sor elejére és 
BREAK (parancs sor kezdetét jelzi). Ezeknek a kódja nyilván 
függhet az implementációtól, ezt a USERIF modul exportálja:
DEFINITION MODULE USERIF?
FROM BUFFER IMPORT ВИГ HEAD?
EXPORT QUALIFIED MSG IN r MSGOUT > MSGKIND >■ N1. r STRTL » BREAK r 
BACKSPACE fKILI INE?
CONST NL = 1ÓC? STRTL - 230? BREAK = 330? <«ENTRE В*) 
BACKSPACE = IOC? OLEINE “ 13C? (*CNTRE K«)
TYPE MSGKIND = < PARTIAL rW C TMEÜM»WITHEOMYRT» KILLEDLINE)?
PROCEDURE MSG IN ( VAR M5 BUFF! LAD ? VAR MSGK Î MSGKIND)?
<«READS A MESSAGE FROM THE USER*)
PROCEDURE MSGOUT(VAR Mî BUFHEAD)?
(«GIVES A MESSSAGE TO THE USER*)
END USERIF♦
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Az implementáció manuális felhasználót szolgál ki. Tar­
talmaz néhány kellemes, lokális, a partner számára láthatat­
lan szolgáltatást. Törekszik arra, hogy többé-kevésbé füg­
getlen legyen a fizikai termináltól:
IMPLEMENTATION MODULE USERIF?
FROM ОТ IMPORT ACTPAR » F’ARTYPES > CODEYOURTURN ?
FROM OTQ IMPORT OKI ND » GDI REGT I ON r EXHAUOÏ EDO » FEDUPG î 
FROM PROCESSSCHEDUI. ER IMPORT SIGNAL t INITSIGNAI.. r AWAI TED v 
WAIT » SEND »FROM RESOURCE IMPORT SEMAPHORE»INITSEM.REQUEST,RELEASE?
FROM TTYS IMPORT CHINrCHOlJT »TELETYPES»*
FROM DUFFER IMPORT BUFHEAD» INITBLIF »RESETBUF »FREEBUF » S I RMAXDv MAXB » GETCHAR »PUT CHAR»PUTTEXT »BUFLENGTM» FINI »
CONST MAXPHYS = 80 ? CR ■-- 1 SC ? I F ~ 12C?
ESC = 33C? PFLL " ?C?
EOM =CR ? EOMYRT = LF ?
RESET = 22C » (»CNTRL R*>
LINFSEP « 1 4C r ( »CNTRL L»)
ECHOSWITCH я 5C? (»CNTRL E*>
HOLDSWITCH - 100? (»CNTRL H*)
FOL.DSWITCH - 6C ? (»CNTRL F»)
DISCARDSW1TOH - AC ? (»CNTRL D»)MAXMSGSIZE я 25*г
OAR XPHYSÎ El*« MAXPHYS+11 ? (»LINE INDEX*)
PRESDEOÎ SEMAPHORE ? (»PRESENTATION DEOICE*)
ECHO * HOLD »F OLD » DISCARDÎ BOOLEAN?
resume: signal» <*for holding#) 
t t y: teletypes? (»actual deoice*)
PROCEDURE NEWL(anyway: BOOLEAN)?
(»PRINTS NEW LINE IE ANYWAY IS TRUE г OR ECHO IS TRUE»)BEGIN
IF ANYWAY OR ECHO THEN
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CHOUT ( CR » TTY ) » CHOUT(LF»TTY>» CHOUT<ОС »TTY>»
END» (*IF*>
x p h y s:= 1»
END NEWL»
PROCEDURE STARTL(ANYWAY: BOOLEAN)»
BEGIN
IF ANYWAY OR ECHO THENCHOUT(CR»TTY)» CHOUT<OC»TTY)»
END» <*IF*)
x p h y s:= 1»
END STARTL »
PROCEDURE GRAPHICAI-(CH: CHAR): BOOLEAN»BEGIN RETURN CH >= 40C»END GRAPHICAL»
PROCEDURE INCLP(ANYWAY: BOOLEAN)»
< * INCREMENTS LINE POINTERS AND PRINTS NEW LINE IF FOLDING IS 
REQUIRED*)
BEGIN
IF XPHYS < MAXPHYS I HEN INC(XPHYS)
ELSIE FOLD THEN NEWL(ANYWAY)
ELSE XPHYS Î ~ J »
END» (*IF*)
END INCLP»
PROCEDURE DOBACK(ANYWAYJ BOOLEAN)»
BEGINIF ANYWAY OR ECHO THEN
if xphys > .1 thf:nCHOUT(BACKSPACE»TI Y)» CHOUT(' '»TTY)» 
CHOUT(BACKSPACE » T IY)»DEC(XPHYS)
ELSE CHOUT(BELL » TT Y)»END» (*IF* )
END» (*IF*)
END DOBACK»
PROCEDURE PRINTOUT(CH: CHAR» ANYWAY: BOOLEAN)»
(♦PRINTS OUT A CHARACTER IF ANYWAY IS TRUE» OR IF ECHO IS 
TRUE ♦IT INCREMENTS XPHYS FOR GRAPHICAL SYMBOLS*)
BEGINIF ANYWAY OR ECHO THEN CHOUT(CH» TTY) END» <#1F#)
IF GRAPHICAL < CH > THEN INCLP(ANYWAY) END» (*IF*)
END PRINTOUT»
PROCEDURE DEFAULTÍ 
BEGIN£c h o:= t r u e» fol d :^  t r u e» hoi.d := f a l s e» discard:- fal se»
END DEFAULT»
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PROCEDURE MSGIN(VAR MJ BUFHEAD» VAR HSGK$ MSGKIND)»
VAR CHJ CHAR»BEGIN
LOOP CHIN(CH » TT Y)»(♦LOOKS FOR THE FIRST NON FUNCTIONAL CHARACTER*>
CASE CH OF
b r e a k: EXIT» (♦COMMANDS may be READ ALWAYS*)
!ECHOSUITCH: fc h o:= NOT e c h o»
! res e t: default»
idiscardswitch: discard:» not discard»
!FOLDSWITCH Î FOLD?* NOT FOLD »
iholdswitch: hold:-- not h o l d» 
if not hold thfn
WHILE AWAITED(RESUME) DO SEND(RESUME) END» (WHILE*) 
END» (*IF*)ELSE (♦CASE*)
IF (ACTPARCMODEU * CODEYOURTURN)
& NOT FEDUPRiUSERG»NORMAL) THEN (♦THIS STATEMENT ENSURES»
THAT COMMANDS MAY BE READ ALWAYS*)EXIT» («STARTS TO PROCESS NON “ГUNCI IONAL. CHAR*)
END» (*IF*)
END» (*CASE*)
END» (*LOOP*)
REQUEST(PRESDEV)»
INITBUF(M)»
IF CH = BREAK THEN PUTCHAR(CH » M)»
IF XPHYS * 1 THEN NEWL(TRUE) END f (*IF*) 
PRINTOUT('>'» TRUE)» PRINTOUT( ' '» TRUE)? 
CHIN(CH»TTY> »
END» (*IF*)LOOP
CASE CH OF
killine: putchar(c h »m )» msgk:= killedline»
IF XPHYS * 1 THEN NEWL(FALSE) END» (*IF*) 
EXIT»
(*iBACKSPACE: DOBACK(FALSE)» STEPBACKWARD(M*1)>*)
I EOM : PUTCHAR ( N1. » M ) »(♦INSERTS AN ADDITIONAL NEW LINE*)
(*PUTCHAR(CH »M) » * ) MSCK:== WÏTHEOM» 
NEWL(FALSE)» EXIT»
ÎEOMYRT : («PUTCHAR(CHrM)»*) MSGK:= WITHEOMYRTf
:nl : putchar ( ch » м ) » nf.w l( f a l s e)»!STRTL : PUTCHAR(CH»M)» STARTL(FALSE)» ilinesep: NEWL(FALSE)»
ELSE PUTCHAR(CH » M)» PRINT OUT(CH» FALSE)»
END» (*CASE*)IF BUFLENGTH(M) = MAXMSGSIZE THEN
m s g k:= PARTIAL» EXIT» («PARTIAL MESSAGE*) END» (*IF*)
CHIN(CH » TTY)» («READ NEXT CHAR*)
END» (*LOOP*)
EXIT»
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RESETBUF( M ) » («PREPARES IT FOR PROCESSING*) 
RELEASE(PRESDEV ) »END MSGIN»
PROCEDURE MSGOUT(VAR MJ BUFHEAD)» VAR CHÎ CHAR »BEGIN
REQUEST(PRESDEV)»RESETBUF(M)»
LOOP
IF DISCARD THEN EXIT ENDr (*IF*> 
IF HOLD THEN
RELEASE<PRESDEV)»
(♦FREES IT FOR THE TIME IT IS SUSPENDED*) WAIT(RESUME)»
REQUEST<PRESDEV>» («OCCUPIES IT AGAIN*) 
END » (*IF *)GETCHAR(CH » M ) »
(*
CASE CH OF
FINI : PRINT OUT ( DELI. » TRUE ) »EXIT »
:eom : printout < fjei.i. » true ) » e x i t?
! EOMYRT : PRINTOUT ( * 5 M  F(UE > » PRINTOUT ( BELL » TRUE ) î IF XPHYS * 1 THEN NLWL ( TRUE ) END î (*IF*)
!NL
iSTRTL
ELSE
EXIT » *)
Nf.'WL(TRUE ) »
STARTL(TRUE)» 
PRINTOUT<CH»TRUE)»
END» (*CASE*) END» < *L.OOF‘* )
FREEBUF(M ) »
RELEASE(PRESDEV)» END MSGOUT»
BEGIN INITSEM(PRESDEV»1)» INITSIGNAL(RESUME)» XPHYSt^l» 
TTY î = TTO » DEFAULT»END USERIF «
145
Az XPHYIS nevű változó a soron belüli poziciót tartal­
mazza. A PRESDEV nevű szemafor a kiirómü lefoglalására 
szolgál egy üzenet kiírásának vagy beolvasásának tartamá­
ra. Az ECHO, HOLD, FOLD és DISCARD logikai változók helyi 
funkciókat vezérelnek. ECHO igaz, ha a legépelt karakte­
reket vissza kell Írni, hamis, ha nem. Ha HOLD igaz, ak­
kor a kiirandó üzenetek várnak (a RESUME SIGNAL-on), ha 
hamissá válik, akkor folytatódik a kiirás. Ha FOLD igaz, 
akkor a kiirómü fizikai végének elérésekor soremelést 
kell csinálni, ha hamis, akkor nem. Ha DISCARD igaz, akkor 
a kiirandó üzeneteket el kell dobni, amig újra hamissá 
nem válik. Az ECHO és FOLD kapcsolók a fizikai terminál­
tól való függetlenséget szolgálják (az automatikusan echó- 
zó és sort emelő terminálokon ezeket nyilván hamis érték­
kel kell ellátni). Az MSGIN eljárásban látható, hogy a 
kiirómüvet csak az első karakter beolvasása után foglal­
ja le (REQUEST-tel). Ez lehetővé teszi, hogy a helyi ve­
zérlő funkciókat kiirás közben is lehessen igényelni. Ez 
annál is indokoltabb, mert ezek többsége a kiírást vezér­
li.
A hálózati interface-ről tett feltételezéseket már 
ismertettük. Ezek megfogalmazása M0DULA-2-ben:
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DEFINITION MODULE TSIFÎ 
FROM BUFFER IMPORT BUFHEAD?EXPORT QUALIFIED LEITERIN » LF.ITTEROUT r ITOUT »MAXBLOCKL?
CONST MAXBLOCKL = 255?
PROCEDURE LETTERIN<VAR L.î BUFHEAD) ?
(»READS A LETTER FROM THE TS»)
PROCEDURE LETTEROUT(VAR I-♦ BUFHEAD)?
(»GIVES A LETTER TO THE TS»)
PROCEDURE ITOUKVAR IT Î BUFHEAD)?(»GIVES AN INTERRUPT TO THE TS»)
END TSIF «
Lényeges pont, hogy a MAXBLOCKL nevű konstans a TS 
interface tulajdona, a VT ezt innen köteles importálni.
A TS interface implementációját a modellben egy kiiró/be- 
olvasó helyettesíti, amely lehetővé teszi, hogy a hálózat 
belsejében áthaladó információkat megjelenítsük, és tet­
szőleges (helyes vagy hibás) bemeneteket állítsunk elő.
A modell igy szemléltető és tesztelési eszköz. A TSIF mo­
dul implementációs része bármikor lecserélhető egy igazi 
átviteli modulra.
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KÖVETKEZTETÉSEK
A párhuzamos rendszerek és különösen az operációs rend­
szerek programozását ma még mindig általában Assembly szin­
tű nyelven végzik. A dolgozat bemutatta, hogy ma már nagy 
mennyiségben léteznek olyan jól definiált magasszintü nyel­
vek, amelyekkel az ilyen jellegű feladatok is megoldhatók.
A 3. fejezetben példát láthattunk egy processz ütemező és 
a fizikai input/output programozására MODULA-2-ben. A 4. 
fejezet arra mutatott példát, hogy egy magasszintü nyelv 
a párhuzamosságot és a dekompoziciót nemcsak támogatja, 
szinte kényszeríti is. A Virtuális Terminál Modell struk­
túrája valószinüleg nem lett volna ilyen, ha nem MODULA-2- 
ben, hanem mondjuk Assembler-ben készült volna. Hogy pon­
tosabbak legyünk, a modell el sem készült volna Assembler 
nyelven, mert egyszerűen nem lett volna rá idő. így vi­
szont kevesebb, mint 3 hónap alatt egyedül elkészítettem 
a modellt, az összes segédfunkcióval együtt.
A párhuzamos rendszerek tervezésében az átlagosnál 
jóval óvatosabbnak kell lennünk. Ennek az az oka, hogy e- 
zek néha reprodukálhatatlan hibákat tartalmaznak, amelyek­
nek felderítése szinte reménytelen. Egy kolléga szellemes 
hasonlata szerint ez a munka hasonlit a detektivéhez, itt 
a hulla, de sehol semmi nyom, és az esetet megismételni 
nem lehet (és nem is tanácsos). Ebből a helyzetből egyet­
len kézenfekvő kiút van: olyan programokat kell irni, a- 
melyekben nincs ilyen hiba. Ez utópisztikusnak tűnik, és 
talán nem is oldható meg teljesen. Hogy erre mégis egyál­
talán esélyünk legyen, nem nélkülözhetjük a magasszintü 
nyelvek által nyújtott kényelmet és biztonságot.
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A helyes programok Írása morális kérdés is, kétféle 
értelemben is. Morális kérdés egyrészt, mert a hibás prog­
ramok a legváltozatosabb károkat okozhatják. C.A.R. Hoare 
a Turing dij átvétele alkalmából irt cikkében (CACM 1980 
október) néhány ijesztő példát hoz erre. (Néhány évvel ez­
előtt elveszett az űrben egy Venus rakéta, mint később ki­
derült annak köszönhetően, hogy a vezérlő FORTRAN program­
ban egy hibás azonosító keletkezett az automatikus dekla­
ráció jóvoltából.) De morális kérdés a helyes programozás 
azért is, mert a rossz és a jó, a csúnya és a szép tevésé­
nek kérdése mindig az. E.W. Dijkstra 1978-ban Zürichben 
tartott előadásán azt mondta erről, hogy mindenki, akinek 
egészséges keze van, felelős azért, ha csúnyán ir. Minden­
ki, akinek egészséges értelme van, felelős azért, ha rossz 
programokat ir.
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