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In this paper, we propose a novel proportional-differential-type feedback controller called Novel-PD as
new active queue management (AQM) to regulate the queue length with small oscillation. It measures
the current queue length and uses the current queue length and differential error signals to adjust packet
drop probability dynamically. We provide control theoretic analysis of system stability and develop
guidelines to select control gain parameters of Novel-PD. The design of Novel-PD for TCP/AQM system
is given in details. NS2 is used for conducting extensive simulation. The proposed controller is compared
with random early detection (RED), random exponential marking (REM), proportional integrator (PI) and
proportional derivative (PD) controller. Result shows that, Novel-PD is stable and achieves faster
response in dynamic environments where number of TCP connections, bottleneck capacity, round trip
time (RTT) keeps changing. The proposed controller outperforms other AQM schemes.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Due to the tremendous growth of the Internet, traffic manage-
ment has been an important factor in the network. In the last
two decades the researchers pay more attention to find efficient
means to control congestion for network with TCP/IP protocol. In
recent years, active queue management (AQM) has been developed
as router-based technique to mitigate ‘TCP synchronization’ prob-
lem [1] and to avoid congestion in the network. The objective of
AQM is to signal congestion early before the buffer is full. It gener-
ates congestion signals as dual variable where a congestion mea-
sure is based on either packet loss or delay. Based on the
received signal, the TCP can adopt source rate as primal variable.
Due to this active behavior, the combined TCP/AQM system effi-
ciently reduces congestion and overcome the synchronization
problem with the proper selection of packet dropping/marking at
every instant of congestion. The primary goal of AQM includes
low queuing delay, high link utilization with lower packet loss.
The other goals of AQM are to make the system stable and robust
under different system parameters. AQM can be deployed at router
to achieve high link utilization and low buffer occupancy. The high
buffer occupancy may unnecessarily increase the queuing delay of
packet and cause the timeout to occur frequently and leads toundesired retransmission. The undesired transmission further
can cause low link utilization. For efficient queue utilization, the
queue should avoid both underflow and overflow situation. One
of the important functions of AQM is to measure incoming traffic
rate and control the queue length where the nature of the traffic
is bursty. Author in [2] proposed an AQM technique to predict
change in packet arrival rate and uses the predicted value to define
packet drop probability.
The motivation of this work is to design a new active queue
management technique as a simple feedback controller to improve
the performance of a network by stabilizing the queue length with
small oscillation.
The rest of the paper is organized as follows. Section 2 provides
related work and background details. Section 3 describes the
dynamic model and section 4 presents the proposed algorithm.
Section 5 provides the simulation setup to evaluate the perfor-
mance of proposed controller and comparison with other existing
scheme. Section 6 presents the simulation results.
2. Related work
AQM controllers can be classified into various categories such as
queue-based, rate-based and both rate and queue-based [3].
Random early detection (RED) [4], Proportional Integral (PI) [5],
Proportional Derivative (PD) [6] and Proportional Integral
Derivative (PID) [7] are queue-based AQM controllers. Adaptive
virtual queue (AVQ) [8], BLUE [9] and GREEN [10] are rate-based
AQM controllers. Random Exponential Marking (REM) [11], RaQ/dx.doi.
Fig. 1. Bottleneck Scenario.
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and queue-based controllers. The heuristic approaches such as RED
and its variants Adaptive RED (ARED) [15], Refined Adaptive RED
(Re-ARED) [16], Nonlinear RED (NL-RED) [17], Stabilized RED
(SRED) [18], Cautious Adaptive RED (CARED) [19], Loss-ratio based
RED (LRED) [20], Exponential RED [21], Dynamic RED (DRED) [22],
PD-RED [23] and FIF-RED [24] are designed to manage the queue
efficiently.
RED and its variants require proper tuning of the parameters to
get better performance. In those controllers the relation between
system dynamics and controllers is not define clearly. To design
an efficient controller for robust and stable operation, the TCP/
AQM requires understanding of system dynamics. Various models
have been proposed in the last decades to understand the dynam-
ics of TCP/AQM system. The analytical model for TCP/AQM system
is proposed in [25] and MGT fluid model is proposed in [5]. Later
the fluid flow model is reviewed in [26] and proposed a non nega-
tive matrix method to model the dynamics of TCP system without
considering any AQM controller. To optimize the control signal
during each sampling period and to predict system dynamics, the
Model Predict Control (MPC) [27,28] is designed.
Recently, much attention has been given to the stability and
robustness analysis of AQM. To ensure stability of queue length,
new AQM [29] is developed at the router and used control theory
to overcome the nature of multiple delays. In [30], the stability
of the AIMD/RED system is studied using multi-bottleneck topol-
ogy and developed a mathematical model to analyze the stability
of the system. Aoula et al. [31] proposed a fuzzy based AQM
scheme based on queue length error and its change in error to
enhance the robustness. To improve network congestion [32] the
author proposed a new AQM which integrates RED and fuzzy PID
approach. The applications of PD and PID controllers are not lim-
ited to AQM. It is applied in various fields of electrical engineering.
The PD and PID controller can also be used to control the speed of
brushless direct current drive [33] and for automatic voltage regu-
lator [34]. Most of the industries prefer to use PID controller due to
its simplicity. To improve the accuracy of the MGT fluid flowmodel
under heavy TCP traffic a new analysis of TCP/AQM is provided in
[35]. It shows a higher level of accuracy than previously designed
MGT model and validated through NS2 simulation results. For
heterogeneous system a state feedback controller [36] is designed
maintaining closed-loop system stability through the Lyapunov-
Krasovskii method.
The main contributions of this paper are as follows:
 We propose a new AQM algorithm as a feedback controller to
regulate the queue length and achieve stability in the system
supporting TCP flows. It measures the current queue length
and uses it with differential queue errors to adjust packet drop
probability.
 It applies control theory for system stability and provides a
guideline to select control gain parameters of Novel-PD.
 Simulation experiment analysis of proposed algorithm is given
in details. The proposed algorithm is compared with PD, RED,
PI and REM.
 Novel-PD is stable under various scenarios, including multiple
bottleneck links topology.
In this paper, a proportional-differential-type feedback con-
troller is proposed to control congestion efficiently and achieve
stability in the system. The proposed approach is simple and differ-
ent from [23,37]. The proposed approach maintains more past his-
tory of the queue length error to make the system stable.
Proportional and derivative controller (PD) is developed based
on queue length error and its change in error. The packet drop
probability function of PD [6] is given in Eq. (1).Please cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002pðtÞ ¼ pðt  1Þ þ Kp
ðqavgðtÞ  qref Þ
B
þ Kd
ðqavgðtÞ  qavgðt  1ÞÞ
B
ð1Þ
where Kp and Kd are the proportional and derivative gain respec-
tively. Band qref are the buffer size and target queue length respec-
tively. The first component is the ratio average error signal to the
buffer size and second component is the ratio of differential average
error signal to the buffer size. In this, the average queue length is
used to calculate the average error signal.
In PD-RED, a proportional and derivative controller is added to
RED algorithms. The packet drop probability function of PD-RED
[23] is defined in Eq. (2).
maxpðtÞ ¼ maxpðt  1Þ þ Kp
ðqavgðtÞ  qref Þ
B
þ Kd
ðqavgðtÞ  qavgðt  1ÞÞ
B
ð2Þ
It computesmaxpðtÞ for each sampling time and use it in RED as
drop probability function. As in PD controller, PD-RED also uses the
average queue length instead of current queue length to find error
signal.
In NPD-RED [37], author proposed a novel self-tuning feedback
controller to stabilize the instantaneous queue length. The packet
drop probability of NPD-RED is defined in Eq. (3).
pðtÞ ¼ pðt  1Þ þ Kp
ðqðtÞ  qref Þ
B
þ Kd ðqðtÞ  qðt  1ÞÞB : ð3Þ
where qðtÞ and qðt  1Þ are the current queue length at time ðtÞ and
ðt  1Þ respectively. The first component is the ratio of current error
signal to the buffer size and second component is the ratio of differ-
ential error signal to the buffer size. It considers current queue
length to find error signal. In PD and PD-RED, the packet drop prob-
ability function considers average queue length error and differen-
tial average queue length error and buffer size. It only considers the
current information to adopt the dropping probability. As it did not
consider the past history, the presence of unresponsive traffic,
short-lived traffic and multiple bottleneck links make the system
unstable. Moreover, there is no theoretical analysis which defines
the relation between control gain and system stability.
3. Dynamic model
For network flow dynamics, several theoretical models have
been proposed in the literature. The TCP behavior was modeled
in [25] using stochastic differential equation analysis. As specified
in the model [25], a bottleneck network topology can be created
where all the sources use TCP as their transport layer protocol as
shown in Fig. 1. For simplicity, we assume the system is homoge-
neous where WðtÞ is the TCP window size and qðtÞ is the queue
length in packets and pðtÞ is the packet drop probability. Let RðtÞ
be the round-trip time of each TCP connection in second and C is
the link capacity of single bottleneck link. Let Tp be the propagation
delay, rðtÞ be the incoming traffic rate and NðtÞ be the number of
TCP connections.ntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Fig. 2. TCP Congestion Avoidance and Flow Control Scheme.
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and (5).
_WðtÞ ¼ 2N
R2C
WðtÞ  RC
2
2N2
pðt  R0Þ ð4Þ
_qðtÞ ¼ N
R
WðtÞ  C ð5Þ
The relationship among TCP connections, round trip time, win-
dow size dynamics, the packet loss probability and link capacity
are defined in Eq. (4). In Eq. (5), change in queue length is defined
in terms of number of connections, round trip time, window size
and link bandwidth. The round trip time is measured by combining
two values: propagation delay Tp and queuing delay
qðtÞ
C as shown in
Eq. (6).
RðtÞ ¼ Tp þ qðtÞC ð6Þ
The aggregate incoming rate rðtÞ can be represented as in Eq.
(7).
rðtÞ ¼ NWðtÞ
RðtÞ ð7Þ
By combining the Eqs. (4)–(6), the model is illustrated and
shown in Fig. 2. It includes TCP window control and queue
dynamics.
4. Proposed controller
In this section, we provide the design of Novel-PD and develop
theoretical guidelines to choose control gain parameters to make
the system stable and achieve better performance. It defines a
new packet drop probability based on current queue length and
differential queue length errors. The proposed scheme is more
responsive in the dynamic environments where network condition
keeps changing. The simulation design of the proposed controller is
shown in Fig. 3.
4.1. Congestion control function
The Novel-PD defines a new congestion control function to map
the levels of congestion to the packet drop probability of the incom-
ing packet. It measures the current queue length and uses the queuePlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002length and history of queue length error to adjust packet drop
probability dynamically. The objective is to constantly adjust packet
drop probability to control the current queue length around the tar-
get with low oscillations. Unlike PD [6] and PD-RED [23], Novel-PD
uses current queue length to calculate the queue length error. It con-
siders the current differential error signal for previous twomoments
to adjust the packet drop probability. It reliesmore on history of cur-
rent queue length error to efficiently stabilize the queue length
around the target. The drop probability function of Novel-PD does
not consider buffer size. The new packet drop probability function
is defined in Eq. (8). It is simple and different from [23,37].
pðtÞ ¼ K1  ðqðtÞ  Qref Þ  K2  ðqðtÞ  qðt  1ÞÞ þ K3  ðqðtÞ
 qðt  2ÞÞ þ pðt  1Þ ð8Þ
where qðtÞ, qðt  1Þ and qðt  2Þ denotes current queue length at
time (t), (t  1Þ and ðt  2), respectively. K1,K2 and K3 are thentroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
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length. The packet drop probability function relies on the current
queue length error and differential queue length error. It considers
past history for packet drop probability function to make the con-
troller insensitive to the sudden arrival of TCP traffic and works bet-
ter at multi-bottleneck topology. The goal of the proposed
controller is to adopt packet drop probability to minimize the cur-
rent queue length error and achieve stability with small oscillation.
To ensure stability of the proposed system, proper selection of con-
trol parameter is very crucial. The detail of the proposed algorithm
is given in Fig. 4. Next section, we provide the stability analysis and
selection of control parameters.
4.2. Stability analysis and control gain selection
In this section, the selection of parameters and stability analysis
of Novel-PD is provided. Achieving stability in AQM can improve
resource utilization and reduce the queuing delay. To ensure sta-
bility, selection of control is more important. In this paper, the sta-
bility of the Novel-PD is analyzed using control theory techniques.
From the control theory point of view, TCP can be used as a feed-
back control system. Hence, the Novel-PD and TCP can be viewed
as discrete-time closed control loop feedback system as shown in
Fig. 5.
To analyze the stability of Novel-PD controller, we use Routh-
Hurwitz theorem [38]. The stable range of control gain parameters
and stability of the proposed system are analyzed by obtaining
characteristic equation. Performing Laplace transform we linearize
the network system and obtain the characteristic equation. Let
K11 ¼ K12 ¼ 2NR2C , K13 ¼ RC
2
2N2
, and K21 ¼ NR. Performing Laplace trans-
forms of Eqs. (4) and (5) and (8), we obtain:
sWðsÞ ¼ K11WðsÞ þ K12WðsÞesR þ K13PðsÞesR ð9Þ
sQðsÞ ¼ K21WðsÞ ð10ÞFig. 4. The Novel-
Please cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002sPðsÞ ¼ K1  ðQðsÞ  Qref Þ  K2  ðQðsÞ  esQðsÞÞ þ K3
 ðQðsÞ  esRQðsÞÞ ð11Þ
whereWðsÞ, QðsÞ and PðsÞ represents the Laplace transform ofWðtÞ,
qðtÞ and pðtÞ, respectively.
Next, we determine the characteristic equation AðsÞ of the net-
work system from the Eqs. (9)–(11). Stability of the network sys-
tem can be analyzed through several methods. However, we
employ Routh-Hurwitz theorem [38] for finding the stability con-
dition of proposed method and selection of control parameters.
To compute the value of the characteristic equation AðsÞ, the sec-
ond order approximation esR  1 sRþ s2R=2 is used. By using
Eqs. (6)–(8) and second order approximation we have the charac-
teristic equation:
AðsÞ ¼ s4 N
RC
þ C
2RK2
8N
 C
2R2K3
8N
" #
þ s3 1 2N
RC
þ C
2R2
2N
 C
2RK2
2N
" #
þ s2 4N
R2C
þ C
2RK1
4N
þ C
2RK2
2N
þ C
2K2
4N
 C
2RK3
4N
 C
2R2K3
2N
" #
þ s1 C
2RK3
2N
 C
2RK1
2N
 C
2RK2
2N
" #
þ s0 C
2K1
2N
:
ð12Þ
For the above equation (12), we let the coefficients of s4, s3, s2, s1
and s0 are a4, a3, a2, a1 and a0, respectively. We have:
a4 ¼ NRC þ
C2RK2
8N
 C
2R2K3
8N
; ð13Þ
a3 ¼ 1 2NRC þ
C2R2
2N
 C
2RK2
2N
; ð14ÞPD algorithm.
ntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Table 1
The Routh array.
sN @N @N2 @N4 . . .
sN1 sN1 @N3 @N5 . . .
sN3 bN2 bN4 bN6 . . .
. . . . . . . . . . . . . . .
s2 d2 d0 0 . . .
s1 e1 d0 0 . . .
s0 f 0 0 0 . . .
Fig. 5. TCP/Novel-PD as Feedback Control System.
Table 2
The Routh Table.
s4 a4 a2 a0
s3 a3 a1 0
s2 a2a3a1a4a3 a0 0
s1 ððða2a3a1a4Þ=a3Þa1Þa3a0ða2a3a1a4Þ=a3
0 0
s0 a0 0 0
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R2C
þ C
2RK1
4N
þ C
2RK2
2N
þ C
2K2
4N
 C
2RK3
4N
 C
2R2K3
2N
; ð15Þ
a1 ¼ C
2RK3
2N
 C
2RK1
2N
 C
2RK2
2N
; ð16Þ
a0 ¼ C
2K1
2N
: ð17Þ
Based on Eq. (12) the characteristic equation AðsÞ can be written as:
AðsÞ ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0 ð18Þ
The system is stable, if all the zeros of AðsÞ are in open left-half
plane (OLHP) [38]. Let us consider a general polynomial function:
ANðsÞ ¼
XN
n¼0
@nsn; @n > 0 ð19Þ
For a polynomial function shown in Eq. (19), the Routh array is
constructed and shown in Table 1 whose first two rows have coef-
ficients of ANðsÞ i.e. @N , @N2, @N4 and etc. The system is said to be
stable if all the solutions of s that makes ANðsÞ ¼ 0 are inside the
OLHP. For the stability all the elements present in the second col-
umn of Table 1 must be positive.
The elements of the first row of Table 1 are filled by the coeffi-
cients of ANðsÞ, starting with a leading coefficient @N . The elements
of the second row of Table 1 are filled by the coefficients of ANðsÞ,
starting with a leading coefficient @N1The elements of the third
row of Table 1 are given by
bN2 ¼ @N1@N2  @N@N3
@N1
¼ @N2  @N@N3
@N1
;
bN4 ¼ @N1@N4  @N@N5
@N1
¼ @N4  @N@N5
@N1
;
bN6 ¼ @N1@N6  @N@N7
@N1
¼ @N6  @N@N7
@N1
;
The elements of the fourth row of Table 1 are given byPlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002cN3 ¼ bN2@N3  @N1bN4bN2 ¼ @N3 
@N1bN4
bN2
;
cN5 ¼ bN2@N5  @N1bN6bN2 ¼ @N5 
@N1bN6
bN2
;
cN7 ¼ bN2@N7  @N1bN8bN2 ¼ @N5 
@N1bN8
bN2
;
In similar fashion other rows are computed. Then the Routh
table is constructed and shown in Table 2.
For simplicity, let
L1 ¼ a2a3  a1a4a3 : ð20Þ
L2 ¼ ððða2a3  a1a4Þ=a3Þa1Þ  a3a0ða2a3  a1a4Þ=a3 : ð21Þ
Routh stability test states that the system is stable if and only if
all the values present in the second column of Table 2 are greater
than zero, i.e.:
a4 > 0; a3 > 0; L1 > 0; L2 > 0; anda0 > 0: ð22Þ
Now, we analyze the elements of Eq. (22) one by one for the sta-
bility condition. Let us consider first a4 in Eq. (22). Since N > 0,
C > 0, R0 > 0, to make a4 ¼ NRC þ C
2RK2
8N  C
2R2K3
8N > 0, we have:
K3 <
N
RC
þ C
2RK2
8N
" #
C2R2
8N
 !,
: ð23Þ
To make a3 > 0, for the coefficient a3 in Eq. (14) we have:
1 2N
RC
þ C
2R2
2N
 C
2RK2
2N
> 0: ð24Þ
Solving the above equation, we have:
K2 < 1þ C
2R
2N
 2N
RC
" #
C2R
2N
 !,
: ð25Þntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Table 3
Parameters of AQM controllers.
AQM
Controllers
Parameters
Novel-PD K1 ¼ 0:01241, K2 ¼ 0:01215, K3 ¼ 0:03511, and w ¼ 170
(sampling frequency)
RED minth ¼ 100, maxth ¼ 300, wq ¼ 0:002
PI a ¼ 0:00001822, b ¼ 0:00001816, and w ¼ 170 (sampling
frequency)
REM pbo ¼ 200, c ¼ 0:001, and / ¼ 1:001
Fig. 6. Bottleneck Topology.
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a2a3a1a4
a3
> 0
Since a3 > 0, we get:
f ðK1Þ¼ a2a3a1a4 >0:
4N
R2C
þC
2RK1
4N
þC
2RK2
2N
þC
2K2
4N
C
2RK3
4N
C
2R2K3
2N
" #
12N
RC
þC
2R2
2N
C
2RK2
2N
" #
 C
2RK3
2N
C
2RK1
2N
C
2RK2
2N
" #
N
RC
þC
2RK2
8N
C
2R2K3
8N
" #
>0: ð26Þ
i.e.,
K1 <
1 2NRCþ C
2R2
2N  C
2RK2
2N
 
4N
R2C
þ C2RK22N þ C
2K2
4N  C
2RK3
4N  C
2R2K3
2N
 

C2RK3
2N  C
2RK2
2N
 
N
RCþ C
2RK2
8N  C
2R2K3
8N
 
1 2NRCþ C
2R2
2N  C
2RK2
2N
 
þ2 NRCþ C
2RK2
8N  C
2R2K3
8N
 h i
2
66666664
3
77777775
4N
R2C
 
: ð27Þ
For L2 in Eq. (21), we have:
ððða2a3  a1a4Þ=a3Þa1Þ  a3a0
ða2a3  a1a4Þ=a3 > 0:
Since ða2a3  a1a4Þ=a3 > 0, we need to get:
f ðK3Þ ¼ a1a2a3  a21a4  a0a23 > 0: ð28Þ
To find range of K3, the equation (28) is expressed as a function
of K3. Since the value of a3 and a0 are irrelevant to K3 we substitute
the value of a1, a2 and a4 in Eq. (28) and we get:
C2RK3
2N
C
2RK1
2N
C
2RK2
2N
" #
4N
R2C
þC
2RK1
4N
þC
2RK2
2N
þC
2K2
4N
C
2RK3
4N
"
C
2R2K3
2N
#
a3 C
2RK3
2N
C
2RK1
2N
C
2RK2
2N
" #2
N
RC
þC
2RK2
8N
C
2R2K3
8N
" #
a23a0>0: ð29Þ
The Eq. (29) is a quadratic function of K3. Now we get the coefficient
of K23 as:
 C
4R2
8N2
a3 þ C
4R3
4N2
a3 þ 2 C
4R3
16N2
" #
Since N > 0, C > 0, R > 0, and a3 > 0 the coefficient of K
2
3 is
 C
4R2
8N2
a3 þ C
4R3
4N2
a3 þ 2 C
4R3
16N2
" #
< 0: ð30Þ
Since the coefficient of K23 is negative, the function f ðK3Þ in Eq.
(28) is parabolic curve, there exist two points of K3 which make
f ðK3Þ ¼ 0: Let the two points be Ka and Kb that make f ðKPÞ ¼ 0 and
Ka < Kb. In order to make the Eq. (28) true the range of K3 must be:
Ka < K3 < Kb: ð31Þ
Finally, considering a0 the last value of the second column in
Table 2, we have:
C2K1
2N
> 0:
Since N > 0, C > 0 and R > 0, we have:
K1 > 0: ð32Þ
Based on Eq. (27), we can have
0<K1 <
1 2NRCþ C
2R2
2N  C
2RK2
2N
 
4N
R2C
þ C2RK22N þ C
2K2
4N  C
2RK3
4N  C
2R2K3
2N
 

C2RK3
2N  C
2RK2
2N
 
N
RCþ C
2RK2
8N  C
2R2K3
8N
 
1 2NRCþ C
2R2
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2RK2
2N
 
þ2 NRCþ C
2RK2
8N  C
2R2K3
8N
 h i
2
66666664
3
77777775
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 
:
ð33ÞPlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002We determine the stability of K1 in Eq. (33), K2 in Eq. (25) and
K3 in Eqs. (23) and (31). At this moment, we do not know the exact
range which will provide best value. Many methods are available
to estimate the parameters N, C and R. For example, the method
presented in [18,39] can accurately estimate the parameters N
and C. Our analysis gives a clear relationship between the network
parameters and the stability condition of the system as compared
to [40–42].
5. Simulation setup
The performance of Novel-PD is evaluated under various scenar-
ios using NS2 [43]. Then performance of proposed controller is com-
pared with RED, PI and REM. The network topology used in the
simulation is shown in Fig. 6. The number of TCP connection is
100 and each TCP connection has equal round trip time of = 0.08
Sec. The mean packet size is 1000 bytes and the buffer size is 600
packets. The bottleneck link is between router R1 and router R2.
The bottleneck link capacity (C) is 10 Mb (1250 packets/Sec) and
propagation delay is 20 ms. The bandwidth and propagation delay
of side links are 20 Mb and 10 ms, respectively. The router R1 uses
Novel-PD and router R2 uses Droptail tomanage the queue. The ref-
erence queues length (Qref ) is 200 packets. All sources use TCP/Reno
as end to end congestion control mechanism and generate greedy
FTP traffics at 0 Sec. Each simulation run for 100 Sec. Unless men-
tioned otherwise, the default values are used for the parameters.
The other parameters used for the simulation are shown in Table 3.
6. Simulation results
This section provides the performance of AQM controllers using
queue length (packets), average throughput (Mbps), link utiliza-
tion, packet drop rate and average delay (ms). We evaluate the per-
formance under various scenarios.
6.1. Constant number of TCP connections
In this simulation experiment, we test the performance of
Novel-PD for different TCP connections and compare with RED,ntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Table 4
Performance of AQM controllers with different TCP sessions.
Novel-PD RED REM PI
N = 300 N = 500 N = 300 N = 500 N = 300 N = 500 N = 300 N = 500
Link utilization (%) 96.047 96.047 96.046 96.022 96.047 96.047 96.047 96.047
Packet drop rate (%) 28.339 34.53 27.26 33.82 24.48 31.62 18.75 25.15
Average delay (ms) 0.12344 0.12342 0.10364 0.10533 0.14063 0.14469 0.20427 0.21723
Fig. 7. Queue length of Novel-PD for TCP connections (a) N = 300 (b) N = 500.
Fig. 8. Queue length of RED for TCP connections (a) N = 300 (b) N = 500.
Fig. 9. Queue length of REM for TCP connections (a) N = 300 (b) N = 500.
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Fig. 10. Queue length of PI for TCP connections (a) N = 300 (b) N = 500.
Fig. 12. Queue length of RED with Link bandwidth (a) C = 5 Mb (b) C = 20 Mb.
Table 5
Performance of AQM controllers with different bandwidth.
Novel-PD RED REM PI
C = 5Mb C = 20Mb C = 5Mb C = 20Mb C = 5Mb C = 20Mb C = 5Mb C = 20Mb
Link utilization (%) 96.046 96.046 96.046 95.734 96.046 95.78 96.046 95.85
Packet drop rate 13.02 6.63 16.00 8.12 10.23 5.50 7.62 4.93
Average delay (ms) 0.20501 0.07950 0.15936 0.06175 0.22438 0.08436 0.28233 0.09225
Fig. 11. Queue length of Novel-PD with Link bandwidth (a) C = 5 Mb (b) C = 20 Mb.
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Fig. 13. Queue length of REM with Link bandwidth (a) C = 5 Mb (b) C = 20 Mb.
Fig. 15. Queue length of Novel-PD with RTT (a) s = 60 ms (b) s = 120 ms.
Fig. 14. Queue length of PI with Link bandwidth (a) C = 5 Mb (b) C = 20 Mb.
Table 6
Performance of AQM controllers with different RTT.
Novel-PD RED REM PI
s = 60 ms s = 120 ms s = 60 ms s = 120 ms s = 60 ms s = 120 ms s = 60 ms s = 120 ms
Link utilization (%) 96.076 95.92 95.98 95.57 96.076 95.73 96.076 95.98
Packet drop rate (%) 11.22 7.99 14.35 10.57 9.60 6.97 7.37 5.98
Average delay (ms) 0.1124 0.14069 0.08746 0.10898 0.12135 0.14939 0.14750 0.11243
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Fig. 16. Queue length of RED with RTT (a) s = 60 ms (b) s = 120 ms.
Fig. 17. Queue length of REM with RTT (a) s = 60 ms (b) s = 120 ms.
Fig. 18. Queue length of PI with RTT (a) s = 60 ms (b) s = 120 ms.
Table 7
Performance of AQM controllers with sudden traffic.
Novel-PD RED REM PI
Link utilization (%) 96.044 95.763 96.669 96.044
Packet drop rate (%) 12.47 14.90 10.76 8.43
Average delay (ms) 0.121840 0.095580 0.130964 0.159750
10 S.K. Bisoy, P.K. Pattnaik / Engineering Science and Technology, an International Journal xxx (2016) xxx–xxxREM and PI. The link utilization, packet drop rate and average delay
for 300 and 500 TCP connections are shown in Table 4. As illus-
trated in the table, the link utilization and average delay of pro-
posed algorithm remains same under TCP load variation and
performs better than others. However, the packet drop rate of each
AQM increases with TCP loads.Please cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback controller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
org/10.1016/j.jestch.2016.10.002
Fig. 19. Queue length of (a) Novel-PD (b) RED (c) REM (d) PI, under sudden traffic change.
Table 8
Performance of AQM controllers with random start.
Novel-PD RED REM PI
Link utilization (%) 95.775 95.731 95.775 95.775
Packet drop rate (%) 9.61 12.17 7.92 6.25
Average delay (ms) 0.121074 0.093301 0.129452 0.153841
S.K. Bisoy, P.K. Pattnaik / Engineering Science and Technology, an International Journal xxx (2016) xxx–xxx 11Then the queue length of each AQM is shown by Figs. 7–10 for
TCP connections (N) 300 and 500. As shown in Fig. 7, Novel-PD is
successful in stabilizing the queue length around the target queue
length with small settling time. As shown in Fig. 10, the RED is not
able to maintain its queue length around the target for different
TCP loads. It brings large oscillation in queue length for the connec-
tions 300 and 500 and the system is out of control. Next, queue
length of REM and PI are shown in Figs. 9 and 10 respectively.
The results demonstrate that both REM and PI take more time to
settle down and have higher oscillations with TCP load variations.
From this section it is observed that the proposed controller
efficiently stabilizes the queue length around the target and have
faster convergence and smaller oscillations that others.6.2. Different bottleneck capacities
In this section, we evaluate the performance of AQM controllers
with different bottleneck link (R1-R2) capacities(C). We set thePlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002capacity to 5 Mb and 20 Mb. For 100 TCP connections the results
are shown in Table 5. We can clearly see from table that the link
utilization of Novel-PD remains same even when link capacity
changes. However, link utilization of other AQM controller
decreases with the increase of link capacity. It shows the proposed
controller work efficiently for different link capacity and performs
better than others. As illustrated in the Table 5, the packet drop
rate and average delay of each controller decreases with capacity
increases.
The queue length dynamics of each AQM are shown by
Figs. 11–14. We can see from Fig. 11 that the proposed controller
is successful in controlling the queue length at different link capac-
ities. However, the RED is not able to maintain its queue length
around target to 200. Rather, it maintains the queue length around
140 at link capacity 5 Mb and 100 at link capacity 20 Mb. It shows
that RED is not robust against different link capacity.
The queue length of REM and PI controllers are shown in Figs. 13
and 14 respectively. We can see that both REM and PI are able to
maintain their queue length around the target. However, conver-
gence time and queue length oscillation is different from each
others. The instability of REM and PI increases with the increase
of link capacity. The queue length fluctuations of each controller
increase due to increase of bottleneck link capacity. Increase of link
capacity between routers allows more packets to pass through and
bring high oscillation in queue length. However, the proposedntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Fig. 20. Queue length under different starting time for (a) Novel-PD (b) RED.
Fig. 21. Queue length under different starting time for (a) REM (b) PI.
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with small settling time than others.
6.3. Different round trip times
We test the performance of AQM controllers with constant TCP
connections having different round trip times (RTTs). We set RTT
(s) at 60 ms for the first run and 120 ms for the second run. For
100 TCP connections the results are shown in Table 6. As shown
in the table, the proposed controller achieves better link utilization
with smaller delay than others.
Queue length dynamics of each AQM with 100 TCP connections
having different RTT are shown by Figs. 15–18. We can observe
that Novel-PD, REM and PI are successful in controlling the queue
length around target with different settling time. However, RED is
not able to maintain its queue length around the target (200 pack-
ets). The settling time of each controller increases with round trip
times. The results demonstrates that Novel-PD is more efficient in
controlling queue length around the target with faster settling time
at different RTTs.
6.4. Sudden change of TCP traffic
In this section we evaluate the performance of Novel-PD under
a sudden change of TCP traffic and compare with RED, REM and PI.Please cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002We have added and dropped TCP traffic abruptly during simulation
time. At the beginning, 100 TCP connections are created and 100
additional TCP connections are arriving with the link at 50 Sec.
At 50sec, total numbers of TCP connections in the network are
200. At 70 Sec, same 100 numbers of TCP connections are dropped
from the network. The performance of AQM controllers is shown in
Table 7. As the table value indicates, the performance of Novel-PD
is better than others.
The queue length of Novel-PD, RED, REM and PI are shown in
Fig. 19. The result shows that the proposed controller efficiently
stabilizes the queue length around target under time varying TCP
traffic. There is a large fluctuation in queue length of RED, REM
and PI during simulation time 50–70 Sec due to sudden change
of TCP load. However, the proposed controller successfully main-
tains the queue length around the target with small oscillation
even when the TCP traffic varies dynamically. It is possible due
to proper adjustment of the packet drop probability function in
proposed controller. It maintains good robustness against sudden
traffic load change. On the contrary, the queue length fluctuations
of PI and REM are very large.
6.5. Random starting time
In this section, we test the effect of random starting of connec-
tion in the performance of AQM controllers. We set the start timentroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Fig. 22. Queue length of (a) Novel-PD (b) RED (c) REM (d) PI, for 150 TCP connections mixed with 50 UDP flows.
Fig. 23. The multiple bottleneck links topology.
S.K. Bisoy, P.K. Pattnaik / Engineering Science and Technology, an International Journal xxx (2016) xxx–xxx 13of each connection is random between 0 to 10 Sec. The end time of
each connection is same and ends at 100 Sec. The performance of
AQM controllers is shown in Table 8. It is observed that the overall
performance of Novel-PD is better than others.
The queue length dynamics of Novel-PD and RED is shown in
Fig. 20 and REM and PI is shown in Fig. 21. It demonstrates that
Novel-PD is successful in controlling the queue length around tar-
get and robust against random start time. However, time requiredPlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002to converge the queue length to the target is increasing at random
start time.
6.6. TCP connections mixed with UDP flows
In this simulation experiment, we test the performance of AQM
controller under UDP flow disturbances. In this experiment 150
TCP connections are mixed with 50 UDP flows. The round trip timentroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Fig. 26. Queue length of REM at Router (a) R2 (b) R4.
Fig. 24. Queue length of Novel-PD at Router (a) R2 (b) R4.
Fig. 25. Queue length of RED at Router (a) R2 (b) R4.
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Fig. 27. Queue length of PI at Router (a) R2 (b) R4.
Table 9
Performance of AQM Controllers.
Novel-PD PD REM RED PI
Link utilization (%) 96.047 95.756 96.047 95.756 96.047
Packet drop rate (%) 9.87 13.06 8.52 13.06 6.81
Average delay (ms) 0.122099 0.129837 0.130465 0.094626 0.154136
Settling time (sec) 1.293328 9.9989923 10.775280 – 35.348208
Average queue length (packets) 195.67 214.58 215.99 129.612 272.66
Standard deviation 56.2148 56.2503 56.2638 56.3435 56.3383
Fig. 28. Average Throughput of AQM Controllers.
Fig. 29. Queue length dynamics of Novel-PD.
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160 ms and the propagation delay of all UDP flows are uniformly
distributed between 30 and 150 ms. Each of the UDP flows
followed an exponential ON/OFF traffic model. Both idle and burst
time have a mean of 0.5 Sec. The sending time during on time is
64 kb/s with the packet size 1000 bytes. The queue length dynam-
ics of AQM controllers are shown in Fig. 22. It is observed that the
proposed controller effectively stabilize the queue length around
target and robust under UDP disturbances. As compared to others
AQM, Novel-PD have faster convergence time and small oscilla-
tions than others.
6.7. Multiple bottlenecks
In this simulation experiment, the effects of multiple bottleneck
links on AQM controllers are analyzed for the topology shown in
Fig. 23. In this topology, there are two bottlenecks created, the first
one is between router R2 and R3 and another is between router R4
and R5. Between routers, the link capacity and delay is 15 Mb and
20 ms, respectively. The capacity and delay of other links are
100 Mb and 10 ms, respectively. There are three different traffic
sets, i.e. set-1, set-2 and set-3 are created at the same time and
each of 100 TCP connections. The first set of TCP connection tra-
verses through all routers R1 to R6 and second set of 100 TCP con-
nections traverse through the bottleneck link between R2 and R3
and third set of 100 TCP connections traverse through the link
between router R4 and R5. Each TCP connection in set-1 has same
round trip time (RTT) 240 ms and connections of set-2 and set-3
has same RTT at 80 ms.
The queue length of each AQM algorithm is shown by Figs. 24–
27. We can see that each AQM can stabilize the queue length
around the target. However, settling time and oscillation is differ-
ent from each other. As shown in Fig. 24, Novel-PD is more efficientntroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
Fig. 30. Queue length dynamics of (a) PD (b) RED.
Fig. 31. Queue length dynamics of (a) REM (b) PI.
16 S.K. Bisoy, P.K. Pattnaik / Engineering Science and Technology, an International Journal xxx (2016) xxx–xxxin stabilizing the queue length around the target and achieves
smaller oscillations at both the routers than others. In addition,
Novel-PD achieves faster response due to proper adjustment of
packet drop probability. The proposed controller has better stabil-
ity and achieves fastest settling time than others in multiple bot-
tlenecks. Moreover, router R4 is more efficient than R2 in
stabilizing the queue length.6.8. Comparison with other AQM Controllers
In this section the proposed controller is compared with PD,
RED, REM and PI. We consider the network topology of 100 TCP
connections shown in Fig. 6. The parameters used for Novel-PD,
RED, REM and PI are shown in Table 3. For PD controller, we set
the proportional gain (Kp) = 0.0002, derivative gain (Kd) = 0.08
and filter gain(b) = 0.0025. The sampling interval (dt) = 0.01 Sec.
We have not considered additional parameter L of PD controller.
The results are shown in Table 9. As shown in the table, the overall
performance of Novel-PD is better than others. It achieves higher
link utilization, faster settling time with lower average queue
length than others. The settling time of RED is not measured as itPlease cite this article in press as: S.K. Bisoy, P.K. Pattnaik, Design of feedback co
org/10.1016/j.jestch.2016.10.002is not able to maintain its queue length around the target (200
packets).
Next, the average throughput of each controller is shown in
Fig. 28. It is seen that the average throughput of Novel-PD is more
stable and higher than others.
The queue length dynamics of Novel-PD is shown in Fig. 29. It is
observed that the novel-PD effectively stabilize the queue length
around the target with small oscillation. The queue length dynam-
ics of PD and RED are shown in Fig. 30 and REM and PI are shown in
Fig. 31. It is observed that, each AQM converge to target queue
length with different settling time. However, RED is not able to
converge to the target ðminth þmaxthÞ=2 i.e. (Qref ¼ 200). Rather,
it maintains queue length around ðminth þmaxthÞ=4 i.e. 100. PI
controller takes more times to converge to the target than others.
It is observed that Novel-PD is more efficient in controlling the
queue length around the target value with fastest settling time
and incurs lower oscillation than others.
7. Conclusion
In this paper, we propose a feedback controller to achieve sta-
bility in queue length and to efficiently control congestion in thentroller for TCP/AQM networks, Eng. Sci. Tech., Int. J. (2016), http://dx.doi.
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ability function based on current queue length and differential
error signals. Stability of the proposed controller is analyzed using
control theory techniques and provides a guideline to select con-
trol gain parameters. The proposed algorithm is implemented by
NS2 simulator. The simulation results of Novel-PD are compared
with PD, RED, PI and REM in single bottleneck and multiple bottle-
neck links topology. The result shows that the proposed algorithm
efficiently stabilizes the current queue length around target and
robust against numbers of TCP connections, bottleneck bandwidth,
RTT. The proposed controller achieves higher link utilization, lower
average queue length and faster settling time than others.
Our future work will be focused on implementing AQM algo-
rithm in Linux kernel and compare with two popular AQM such
as Controlled Delay (CoDel) and Proportional Integral controller
Enhanced (PIE). We also plan to investigate the robustness of the
proposed controller in normal and high speed network.Acknowledgment
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