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Abstract
A transient quantum hydrodynamic system for charge density, current density and electrostatic potential
is considered in spatial one-dimensional real line. The equations take the form of classical Euler–Poisson
system with additional dispersion caused by the quantum (Bohm) potential and used, for instance, to ac-
count for quantum mechanical effects in the modelling of charge transport in ultra submicron semiconductor
devices such as resonant tunnelling trough oxides gate and inversion layer energy quantization and so on.
The existence and uniqueness and long time stability of steady-state solution with spatial different end
states and large strength is proven in Sobolev space. To guarantee the existence and stability, we propose a
stability condition which can be viewed as a quantum correction to classical subsonic condition. Further-
more, since the argument for classical hydrodynamic equations does not apply here due to the dispersion
term, we also show the local-in-time existence of strong solution in terms of a reformulated system for the
charge density and the electric field consisting of two coupled semilinear (spatial) fourth-order wave type
equations.
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2 F. Huang et al. / J. Differential Equations 225 (2006) 1–251. Introduction and main results
The macroscopic equations of quantum hydrodynamical type are derived recently [12,15] for
the simulation of the motion of charge transport in ultra submicron (say of the order 100 Å) semi-
conductor devices, for instance MOSFET, RTD, and HEMT, where quantum effects, depending
on particle resonant tunnelling through potential barriers and charge density built-up in quantum
wells [4,12,26], take place. These quantum effects cannot be accounted for in the simulation of
classical semiconductor devices modelling through DD model and HD model. Similar macro-
scopic quantum models were appeared also in other physical area such as superfluid [30] and
superconductivity [5].
Mathematically, the macroscopic equations for charge density and current density take the
same form of the compressible fluids coupled with self-consistent Poisson equation in Rd , d  1,
∂tρ + ∇ · J = 0, (1.1)
∂tJ + div
(
J ⊗ J
ρ
+ P
)
+ ρ∇V + J
τ
= 0, (1.2)
−λ2V = ρ − C, (1.3)
where ρ > 0, J = ρu, u denote the density, momentum and velocity, respectively, V = V (x, t)
is the electrostatic potential, τ > 0 is the (scaled) momentum relaxation time constant, λ > 0 the
(scaled) Debye length, and C = C(x) is the doping profile modelling the semiconductor device
under consideration [22,35]. The ij th component of convection term J⊗J
ρ
is expressed by the
component Ji of J and ρ as
JiJj
ρ
,
and the stress tensor P consists of the classical one with quantum correction
P = PId×d + ε
2
4
ρ(∇ ⊗ ∇) logρ, (1.4)
where Id×d denotes the identity matrix, ε > 0 the scaled Planck constant. And P = P(ρ) is
the pressure function and is assumed to be a general, nonconvex (smooth) pressure functions in
the present paper. The quantum correction term appeared above is related to the scaled quantum
(Bohm) potential first used by Wigner [39]
Q = ε
2
2

√
ρ
ρ
(1.5)
with ε the scaled Planck constant through the formula
∇Q = ε
2
4ρ
∇ · (ρ(∇ ⊗ ∇) logρ). (1.6)
Equations (1.1)–(1.3) are referred to as the isentropic quantum hydrodynamic system. Its deriva-
tion is made by applying moment method to Wigner–Boltzmann equation near a “momentum-
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modified Baccarani–Wordeman type relaxation time approximation of electron scattering effects
[1,11,12,34]. For more details on the derivation of quantum hydrodynamic equations based on
Wigner–Boltzmann equation or on (mixed-state) Schrödinger–Poisson system and on numerical
simulations of quantum mechanical phenomena, one can refer to [12,13,15,16,34] and reference
therein.
We are interested in the mathematical analysis on the quantum hydrodynamic system. In the
present paper, we investigate the initial value problem (IVP for abbreviation) of above quan-
tum hydrodynamic system in spatial one dimension and aim at the existence, uniqueness and
long time stability of stationary solution under quantum correction. Introduce the new variable
transformation
w = √ρ, E = −∇V,
and make use of relation (1.6) we obtain the equations for (w, j,E)
2wwt + jx = 0, (1.7)
jt +
(
j2
w2
+ P (w2))
x
= w2E + 1
2
ε2w2
(
wxx
w
)
x
− j
τ
, (1.8)
Ex = w2 − C. (1.9)
The initial and boundary values are given by
(w, j)(x,0) = (w1, j1)(x), x ∈R, (1.10)
(w, j,E)(±∞, t) = (w±, j−,E±), t  0, (1.11)
with infx∈Rw1(x) > 0 and w± > 0. To make the electric filed solvable in regular Sobolev space,
we require that the doping profile satisfies(C −w2±)(x) → 0, x → ±∞, Cx ∈ H 3(R), δ0 =: ‖Cx‖3. (1.12)
From (1.7), (1.11), and (1.12) we have the conservation of mass
∂t
∫ (
w2 − C)(x, t) dx = 0, (1.13)
which gives rise to ∫ (
w2 − C)(x, t) dx = ∫ (w21 − C)(x) dx. (1.14)
In this paper, we consider the IVP problem (1.7)–(1.11) for general pressure and nonconstant
doping profile. We focus on the existence and uniqueness of steady-state solution (w0, j0,E0)
in thermal non-equilibrium state and its long time stability under quantum correction. To this
end, we also need to justify the local-in-time existence of classical solutions (w, j,E) of the
IVP (1.7)–(1.11) when initial data is near the steady-state (w0, j0,E0).
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equilibrium state. In spatial one dimension, the conservation law of density (1.7) gives a con-
straint on the value of current density of the steady-state and makes it a constant, thus we have
j0 = j− = constant > 0. (1.15)
From the balance law of momentum (1.8) we have the relation on the end states
E± = j0
τw2±
. (1.16)
Thus in analogy to (1.11) the boundary condition imposed for the stationary (1.7)–(1.9) is
(w0,E0) →
(
w±,
j0
τw2±
)
, x → ±∞. (1.17)
Our main purpose is to study how the quantum effects influence the well-posedness of station-
ary solution of the BVP (1.7)–(1.9) and (1.17) and how the stationary solution of the quantum
hydrodynamical equations (1.7)–(1.9) is connected with that of classical hydrodynamical equa-
tions (HD) (i.e., (1.7)–(1.9) with ε = 0). We find out that the main difference from the classical
HD model is that there is a neighborhood of transonic regime (see (1.21)) including a part of
supersonic regime; in this neighborhood the unique (smooth) stationary solution for QHD model
exists due to quantum correction, but one knows that there only exist weak stationary solution in
transonic or supersonic regime for classical HD model. Moreover, the quantum correction also
permits us to study the existence of stationary solution for general nonconvex pressure (see Re-
mark 1.2 item (1)). Namely, there is the phase transition solution if condition (1.21) is satisfied.
On the other hand, when it is located on the classical subsonic regime where it is well known
that the HD model has unique classical solution for small current density [3], we show that the
stationary solution (w0, j0,E0) of BVP (1.7)–(1.9) and (1.17) also exists. Furthermore, as ε → 0
the solution (w0, j0,E0) converges strongly to the unique stationary solution of classical HD
model (see Remark 1.2 item (2)). We remark here that since we do not require the smallness
condition for the current density j0, above convergence thus extends previous existence results
on stationary solution for classical HD model (see Remark 1.2 item (4)). In fact, we can state our
main results on the existence and uniqueness of the steady-state solution of BVP (1.7)–(1.9) and
(1.17) below (see Section 2 for the proof).
Theorem 1.1. Assume that (1.12), (1.15), and (1.16) hold. Assume that the state (C, j0) satisfies
j20 < inf
x∈R C
2(P ′(C)+ √C ε) (1.18)
with
P(ρ) ∈ C4(0,+∞). (1.19)
Then, if charge fluid is in classical subsonic regime, i.e., j20 < infx∈R C2P ′(C), there exist con-
stants δ1 > 0 and
J0 := inf 4C
3P ′(C)
, (1.20)
x∈R 1 + 4C
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and (1.17) exists; if the charge fluid lies in a neighborhood of the classical transonic regime, i.e.,
sup
x∈R
∣∣∣∣j20 − C2P ′(C)C 52
∣∣∣∣< ε, (1.21)
there exists a constant δ1 > 0 such that if δ0  δ1 the unique classical solution (w0, j0,E0) of
the BVP (1.7)–(1.9) and (1.17) exists. In both cases the stationary solution (w0, j0,E0) satisfies∥∥(w0 − √C )∥∥4 + ∥∥(E0 − j0τ−1C−1)∥∥3  C0δ0, (1.22)
where C0 > 0 is a constant independent of δ0.
Remark 1.2. (1) By (1.22) we can induce easily that stationary solution (w0, j0,E0) satisfies
j20 < inf
x∈Rw
4
0
(
P ′
(
w20
)+w0ε) (1.23)
for small δ0. Condition (1.23) can be viewed as a quantum version of the subsonic condition for
classical hydrodynamic fluids (i.e., (1.7)–(1.9) with ε = 0) and is ever used in [17–19,28]. In fact,
when the charge fluid at two end state is in the classical subsonic regime, i.e., ρ2±P ′(ρ±) > j20
hereafter ρ = w2, it satisfies (1.23) obviously for small δ0. Moreover, condition (1.23) also im-
plies the existence of strong solution for the case ρ2±(ε
√
ρ± + P ′(ρ±)) > j20  ρ2±P ′(ρ±), but
we know that there exist classical solutions in subsonic regime [3,29,33] and weak (transonic,
i.e., j20 = ρ2P ′(ρ)) solutions [7,10] for classical hydrodynamic fluids. Note that the condition
also implies the possibility of phase transition solution since there is no requirement of pressure-
density function except regularity (1.19), and therefore it can happen that P ′(ρ−) < 0 <P ′(ρ+)
but ρ2±(ε
√
ρ± + P ′(ρ±)) > j20 . Although it only deals with the state (C, j0) in above theorem,
one can check that the argument can be applied to more general state in (quantum) subsonic
regime.
(2) When the stationary solution (w0, j0,E0) of (1.7)–(1.9) is located on some domain in
subsonic regime, more precisely it satisfies j20 < J˜0 =: infx∈R(4w60P ′(w20)/(1 + 4w20)), one can
investigate the convergence of (w0, j0,E0), as ε tends to zero, to those (w˜0, j0, E˜0) of classical
hydrodynamical model (i.e., (1.7)–(1.9) with ε = 0) because the constant C0 appearing in (1.22)
is independent of ε. Therefore, one can pass limit ε → 0 into Eqs. (1.7)–(1.9) and prove that
the stationary solution (w0, j0,E0) of (1.7)–(1.9) converges strongly to the stationary solution
(w˜0, j0, E˜0) of classical hydrodynamical model as ε → 0 [8].
(3) It is know that even for classical hydrodynamical model, the constant J0 is assumed to
be very small to guarantee the existence of strong stationary solution [3,29,33]. However, the
stability (1.20) does not require the constant J0 to be very small and the stationary solution for
HD model could be obtained by letting ε tends to zero for the stationary solutions of QHD model.
In this sense, we extend the previous results for HD model and remove the smallness condition
for the current density j0.
(4) For stationary QHD model in one-dimensional bounded interval, the solution is proven to
exist for small current density and small strength [9]. For our case of one-dimensional real line,
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arbitrarily large. The simple example on C is given as follows:
C(x) = ρ− + (ρ+ − ρ−)
α0x/(ρ+−ρ−)∫
−∞
m(ξ)dξ, x ∈R,
where m > 0, m ∈ C∞0 (R),
∫
m(ξ)dξ = 1. Obviously, ‖Cx‖3 = O(1)α0  1 so long as α0 is
small enough, which is the main difference of real line problem from that of bounded interval.
Once we obtain the existence and uniqueness of steady-state (w0, j0,E0), we continue to
show its long time stability under small perturbation. However, to this end we need to establish
the local-in-time existence of classical solution of the IVP (1.7)–(1.11) and we have to solve
some nontrivial difficulties. First, since the general pressure P(ρ) can be nonconvex, the left
part of Eqs. (1.7)–(1.9) may not be hyperbolic any more. Unlike [27], we cannot apply the local
existence theory of quasilinear symmetric hyperbolic systems [6,25,31,32] used to solve classical
hydrodynamic system. Second, the appearance of the nonlinear quantum Bohm potential in (1.5)
requires that the density is strictly positive for regular solutions. We should pay more on these
and establish a local existence theory in a quite different way. In fact, the short in time existence
is proven by showing the short in time solutions of the initial value problems for a reformulated
system for the density and electric field consisting of two coupled semilinear spatial fourth order
wave equations (see Section 4.2 for details).
Define
z0 =
x∫
−∞
(
w21 −w20
)
dy, ψ0 = w1 −w0, η0 = j1 − j0. (1.24)
Then, we can prove the following local existence result for the IVP (1.7)–(1.11).
Theorem 1.3. Assume that (1.12), (1.15), (1.16) and (1.19) hold. Denote by (w0, j0,E0) the
stationary solution of the BVP (1.7)–(1.9) and (1.11) given by Theorem 1.1. Then, there is a
constant μ0 > 0, and a short time T∗∗ possibly depending on μ0, ε, τ and initial data, so that if
the initial datum (z0,ψ0, η0) ∈ L2 ×H 4 ×H 3 satisfying ‖z0‖+‖ψ0‖1 +‖η0‖1  μ0, the unique
classical solution (w, j,E) of the IVP (1.7)–(1.11) exists for t ∈ [0, T∗∗] and satisfies w > 0 in
R× [0, T∗∗], and
w −w0 ∈ Ci
([0, T∗∗];H 4−2i), i = 0,1,2,
j − j0 ∈ Cj
([0, T∗∗];H 3−2j ), E −E0 ∈ Cj ([0, T∗∗];H 3−2j ), j = 0,1.
Remark 1.4. The requirement of initial data near the steady-state is to guarantee the strictly
positivity of density for short time. This assumption can be removed in general and replaced by
assuming the initial density being positive, which however will take much more attention and
is not our interest in the present paper. Moreover, above theorem is enough in the present to
consider the long time behavior of stationary solution under perturbation below.
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w2(x, t)−w20(x)
)
dx = 0, t  0.
This means that the classical neutrality condition∫ (
w2(x, t)− C(x))dx = 0, t  0,
is not necessary. It is also consistent with our consideration on different end states (1.11) since it
holds actually by integrating (1.9) over R that
E+ =
∫ (
w2(x, t)− C(x))dx +E−, t  0,
and E+ does not equal E− when w+ = w−.
To investigate the global-in-time stability of the steady-state, we need to establish uniform
estimates on the short time solutions. In view of the uniform a-priori estimates obtained in Sec-
tion 3, we are able to extend the local classical solution globally in time and prove its exponential
convergence to the stationary solution (w0, j0,E0).
Theorem 1.6. Assume that (1.12), (1.15), (1.16) and (1.19) hold. Denote by (w0, j0,E0) the
stationary solution of the BVP (1.7)–(1.9) and (1.11) given by Theorem 1.1. Assume that the
initial datum (z0,w1, j1) ∈ L2 ×H 4 ×H 3. Then, there are positive constants ν1, C, and β0 such
that if ‖z0‖ + ‖ψ0‖4 + ‖η0‖3  ν1, the (classical) solution (w, j,E) of the IVP (1.7)–(1.11)
exists globally in time and satisfies∥∥(w −w0)(t)∥∥24 + ∥∥(j − j0)(t)∥∥23 + ∥∥(E −E0)(t)∥∥23  C(‖z0‖2 + ‖ψ0‖24 + ‖η0‖23)e−β0t
(1.25)
for all t  0.
Recently, there are some progress on the mathematical analysis aspect of the quantum hy-
drodynamical equations (1.1)–(1.3) and (1.7)–(1.9) in one dimension or multidimension. The
existence and uniqueness of steady-state (classical) solutions to the quantum hydrodynamic
system in spatial bounded domain has been studied for current density j0 = 0 (thermal equilib-
rium) in [2,14,18,38] and for j0 > 0 in [9,17,21,40] for general monotonous pressure functions
and in [23] for general pressure functions, however, with different boundary conditions, for in-
stance, assuming Dirichlet data for the velocity potential S [21] or employing nonlinear boundary
conditions [9,40]. The local and global in-time existence of classical solution was obtained in
one-dimensional bounded domain [18,20,24] on bounded domains subject to different boundary
conditions, for irrotational flow in the whole space [27] assuming strictly convex pressure func-
tions and in multidimensional torus Tn [28], and for rotational flow in the R3 [19]. We should
mention, however, that above results and arguments on stationary solutions concerned with the
spatial bounded intervals and on time-dependent solution on bounded domain or whole space
8 F. Huang et al. / J. Differential Equations 225 (2006) 1–25cannot applied to our case in the treatment of stationary solution with different end states in the
real line.
This paper is arranged as follows. The existence and uniqueness of steady-state solution is
investigated in Section 2. Section 3 is concerned with the uniform a-priori estimates of local
(in time) classical solutions. We reformulate the original problem in Section 3.1 as two coupled
nonlinear fourth-order wave equations and establish the a-priori estimates for local solutions in
Section 3.2. The a-priori estimates and the local existence result given by Theorem 1.3 imply the
global existence. In order to prove the local existence result in Section 4, we first give a result
on the existence of solutions of an abstract spatial fourth-order wave equation (Section 4.1). This
result on spatial fourth-order wave equation allows us to construct a sequence of approximate
solutions converging to a local solution of the problem under consideration (Section 4.2).
Notation. We denote by L2 = L2(R) and Hk = Hk(R) the Lebesgue space of square integrable
functions and the Sobolev space of functions with square integrable weak derivatives of order k,
respectively. The norm of L2 is denoted by ‖ · ‖0 = ‖ · ‖, and the norm of Hk is ‖ · ‖k . Then
Ck(0, T ;B) (Ck([0, T ];B), respectively) denotes the space of B-valued k-times continuously
differentiable functions on (0, T ) ([0, T ], respectively), L2(0, T ;B) is the space of B-valued
L2-functions on (0, T ), and Wk,p(0, T ;B) the space of B-valued Wk,p-functions on (0, T ).
Finally, C always denotes a generic positive constant.
2. Well-posedness of steady-state
We prove Theorem 1.1 in this section, i.e., we seek the steady solution (j0,w0,E0) of the
BVP (1.7)–(1.9) and (1.11). Here we consider the case that the constant j0 is nonnegative. For
simplicity, we set τ = 1 from now on. We have from (1.15), (1.8) and (1.9)(
j20
w20
+ P (w20))
x
= w20E0 +
1
2
ε2w20
(
w0xx
w0
)
x
− j0, (2.1)
E0x = w20 − C(x). (2.2)
Introducing a potential function ξ by defining
ξ0x = E0 − j0
w20
,
we can reformulate Eqs. (2.1), (2.2) into
−ε
2
2
w0xx = −w0h
(
w20
)− 1
2
j20 w
−3
0 +w0ξ0, h(ρ) =
ρ∫
1
P ′(s)
s
ds, (2.3)
−ξ0xx = −w20 − 2j0w−30 w0x + C(x). (2.4)
It is easy to check that the existence of solution of system (2.3) and (2.4) gives rise to that of
system (2.1) and (2.2) by the relation
w0 = w0, E0 = ξ0x + j0
w2
. (2.5)
0
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spatial infinity
lim
x→±∞w0(x) = w±, limx→±∞ ξ0(x) = ξ± =: h
(
w2±
)+ j20
2w4±
. (2.6)
In order to obtain the expected solution in Sobolev space, we construct the expected solution
around the state (w¯0, ξ¯0) defined by
w¯0 =
√
C, ξ¯0 = h(C) + 12j
2
0 C−2. (2.7)
Let
q = w0 − w¯0, r = ξ0 − ξ¯0, (2.8)
we can re-write BVP (2.3), (2.4) and (2.6) as
−ε
2
2
qxx − a1q − w¯0r = b1 +R1, (2.9)
−rxx − a2q + 2j0w¯−30 qx = b2 +R2, (2.10)
where |(q, r)(x)| → 0 as |x| → ∞ and
a1 = −2
(
P ′
(
w¯20
)− j20 w¯−40 ), a= − 2w¯0 + 6j0w¯−40 w¯0x, (2.11)
b1 = 12ε
2w¯0xx, b2 = ξ¯0xx − 2j0w¯−30 w¯0x ∈ H 2, (2.12)
R1 = −w0h
(
w20
)− 1
2
j20 w
−3
0 + w¯0h
(
w¯20
)+ 1
2
j20 w¯
−3
0
+ [h(w¯20)+ 2P ′(w¯20)− 32 w¯−40 j20 ]q + qr = O(q2 + r2), (2.13)
R2 = −q2 − 2j0w−30 w0x + 2j0w¯−30 w¯0x − 6j0w¯−40 w¯0xq + 2j0w¯−30 qx
= O(q2 + q2x). (2.14)
We shall investigate the existence of (q, r) in Sobolev space by the standard method (for instance,
see [36]). To this end, it is sufficient to show the a-priori estimates of the solution (q, r). We seek
the solution in the space
S = {(q, r) ∈ H 4, ‖q‖24 + ‖r‖24  C˜δ20}, (2.15)
where C˜ is a positive constant and will be given later. We derive the expected a-priori estimates
in two cases, i.e.,
(i) j20 < inf C2P ′(C), and (2.16)
x∈R
10 F. Huang et al. / J. Differential Equations 225 (2006) 1–25(ii) sup
x∈R
∣∣∣∣j20 − C2P ′(C)C 52
∣∣∣∣< ε. (2.17)
First, we consider the case that j20 < infx∈R C2P ′(C). In this situation, we note that the both
end states of density and current (ρ±, j0) satisfies j20 < ρ2±P ′(ρ±). Multiplying (2.9) by r , (2.10)
by − 12ε2q and adding the two resulting equalities yields
w¯0r
2 − 1
2
ε2a2q
2 = −a1qr − b1r −R1r − j0w¯−30 ε2
(
1
2
q2
)
x
+ 1
2
ε2b2q + 12ε
2R2q + (. . .)x .
(2.18)
Thus we have if δ0 is suitably small,
r2  C
(
q2 + b21 + b22
)+Cδ0(q2 + r2)+ (. . .)x . (2.19)
On the other hand, we multiply (2.9) by q , multiply (2.10) by 12 r , add the two resulting equalities
to obtain
1
2
ε2q2x +
1
2
r2x − a1q2 =
(
w¯0 + 12a2 +
(
j0w¯
−3
0
)
x
)
qr + (b1 +R1)q
+ j0w¯−30 qrx +
1
2
(b2 +R2)r + (. . .)x . (2.20)
We now consider the quadratic formula
1
2
r2x − a1q2 − j0w¯−30 qrx. (2.21)
If
j20 < J0 := inf
x∈R
4C3P ′(C)
1 + 4C , (2.22)
then the discriminant of (2.21) is negative
D = j20 w¯−60 + 2a1 = j20 C−3 − 4C−2
(C2P ′(C)− j20 )< 0. (2.23)
Thus there exists a positive constant d > 0 such that
1
2
r2x − a1q2 − j0w¯−30 qrx  d
(
r2x + q2
)
. (2.24)
Substituting (2.24) and (2.19) into (2.20) gives
1
2
ε2q2x + d
(
r2x + q2
)
 Csq2 +Cδ0
(
q2 + r2x
)+Cs(b21 + b22)+ (. . .)x, (2.25)
where we have used the fact that w¯0 + 12a2 = O(δ0). Choosing s = d2C and δ0 suitably small and
integrating (2.25) and (2.19) over R, we obtain
ε2‖qx‖2 + ‖q‖2 + ‖r‖21  C
(‖b1‖2 + ‖b2‖2) Cδ20 . (2.26)
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ε2‖q‖25 + ‖q‖24 + ‖r‖25  Cδ20 ≡: C˜δ20 (2.27)
can be obtained in the same way.
Then, we consider the second case that supx∈R | j
2
0 −C2P ′(C)
C5/2 | < ε. The main difference is to
obtain the L2 estimates. We consider the quadratic formula of (2.18)
w¯0r
2 − 1
2
ε2a2q
2 + a1qr. (2.28)
The discriminant of (2.28) is
D = a21 + 2a2w¯0ε2 = 4
(
P ′(C)− j20 C−2
)2 − 4ε2C +O(δ0) < 0 (2.29)
if supx∈R | j
2
0 −C2P ′(C)
C5/2 | < ε and δ0 is small. Therefore we have
‖q‖2 + ‖r‖2  C(‖b1‖2 + ‖b2‖2)+Cδ0(‖q‖21 + ‖r‖21). (2.30)
Thus integrating (2.20) and using (2.30), we have
‖q‖21 + ‖r‖21  C
(‖b1‖2 + ‖b2‖2)+Cδ0(‖q‖21 + ‖r‖21). (2.31)
Choosing δ0, which may depend on ε, is suitable small, we have
‖q‖21 + ‖r‖21  Cδ20 . (2.32)
In the same way, we also have the high order estimates
‖q‖24 + ‖r‖24  Cδ20 ≡: C˜δ20, (2.33)
where the constant C˜ may also depend on ε.
Once we obtain the a-priori estimates, we shall follow the standard way to show that there
exists a unique steady solution (q, r) of system (2.9) and (2.10) in the space S. We define the
left-hand sides of (2.9) and (2.10) by L(u), u = (q, r), which is a linear operator from H 2 ×H 2
to L2 ×L2.
Next we want to show that for any f = (f1, f2) ∈ L2 × L2, there exists a unique solution
u = (u1, u2) ∈ H 2 ×H 2 for the linear equations L(u) = f . To this end, we consider a family of
problems
Lθ(u) =: θL(u)+ (1 − θ)I0(u) = f, (2.34)
where I0(u) = −uxx + u and θ ∈ I = [0,1]. Define
I¯ = {θ ∈ I : there is a unique solution u ∈ H 2 ×H 2 for (2.34)}. (2.35)
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solution u for system (2.34). We can prove that the set I¯ = I = [0,1]. In fact, supposed that
θ0 ∈ I¯ , then for any v ∈ H 2 × H 2, there exists a unique solution u ∈ H 2 × H 2 of the following
linear equations
Lθ0(u) = f + (θ0 − θ)L(v). (2.36)
Thus we have already defined an operator Mθ,θ0(v) = u on H 2 ×H 2. For any v1, v2 ∈ H 2 ×H 2,
there are u1, u2 ∈ H 2 × H 2 such that Lθ0(ui) = f + (θ0 − θ)L(vi), i = 1,2. Noting that Lθ0 is
a linear operator, we have
Lθ0(u2 − u1) = (θ0 − θ)L(v2 − v1). (2.37)
Since we have already obtained the a-priori estimate (2.27) and (2.33), it is not difficult to show
that the same estimates are still valid for the operator Lθ0 . Therefore we get
‖u2 − u1‖22 C1|θ − θ0|‖v2 − v1‖2, (2.38)
which indicates that the operator Mθ,θ0 is a contacting map on H 2 ×H 2 if C1|θ − θ0| < 1. Note
that if u is a fixed point for the operator Mθ,θ0 , equality (2.36) implies that Lθ(u) = f and θ ∈ I¯ .
Since the constant C1 in (2.38) is independent of θ0, θ ∈ [0,1], we can extend I¯ to the whole
interval [0,1]. In particular, 1 ∈ I¯ . Namely, there exists a unique solution u in H 2 × H 2 for the
linear equations L(u) = f .
We now prove the existence and uniqueness of (2.9) and (2.10). For any v0 = (m0, n0) ∈ S,
we know from the above argument that there exists a unique solution u1 = (q1, r1) ∈ H 4 × H 4
for the equations
L(u1) =
(
b1 +R1(m0, n0), b2 +R2(m0, n0)
)
. (2.39)
Since Ri , i = 1,2, is of higher order perturbation term and δ0 is small, we can further derive that
u1 ∈ S from (2.27) and (2.33). Thus we can define an operator M: M(v0) = u1 on S. To prove
Theorem 1.1, it is enough to show that the operator L is a contacting map because the fixed point
for M is just the solution for system (2.9) and (2.10). For any vi = (mi, ni) ∈ S, i = 1,2, there
are ui = (qi, ri) ∈ S, i = 1,2, such that M(vi) = ui , i = 1,2. Thus equality (2.39) implies that
L(u2 − u1) =
(
R1(v2)−R1(v1),R2(v2)−R2(v1)
)
. (2.40)
By the explicit formulas (2.13) and (2.14) of Ri , i = 1,2, it is easy to derive that∣∣Ri(v2)−Ri(v1)∣∣ C2δ0(|v2 − v1| + |v2x − v1x |). (2.41)
Therefore from (2.27) and (2.33), we have
‖u2 − u1‖24  Cδ0‖v2 − v1‖24, (2.42)
which indicates that the operator M is indeed a contacting map on S so long as δ0 is small such
that C2δ0 < 1. This means that there is a unique solution (q, r) of (2.9), (2.10), which together
with (2.8), gives rise to the unique classical solution (w0, j0,E0) in terms of (2.5)
F. Huang et al. / J. Differential Equations 225 (2006) 1–25 13w0 =
√
C + q, E0 = j0
w20
+ rx + ξ¯0x, ξ¯0 = h(C) + 12j
2
0 C−2,
which satisfied (1.22). The proof of Theorem 1.1 is completed.
Remark 2.1. We now justify the item (2) of Remark 1.2, i.e., to pass into the dispersion limit
ε → 0 of the stationary solutions (w0, j0,E0) when the current j0 satisfies condition (2.22). It is
noted that the right-hand side of (2.27) is independent of ε > 0. Thus there exists a subsequence
of ε > 0 (still denoted by ε such that (q, r) strongly converges to some functions (q¯, r¯) in H 2
space. Let w˜0 = w¯0 + q¯ and E˜0 = (ξ¯0 + r¯)x + j0/w¯20, where w¯0 and ξ¯0 are defined in (2.7).
Multiply (2.1) and (2.2) by any test function ϕ ∈ C∞0 (R) and let ε → 0, it is easy to check
that (w˜0, j0, E˜0) is just the stationary solution of classical hydrodynamic model. This means if
condition (2.22) holds, then the stationary solution for quantum hydrodynamic model converges
to that for classical HD model when the quantum effect vanishes.
3. Proof of stability of steady-state
In this section, we prove Theorem 1.6. To this end we need to establish the uniform a-priori
estimates for local classical solutions of IVP (1.7)–(1.11), which together with the usual continu-
ity argument, give rises to the existence of global-in-time solutions and then Theorem 1.6. Still
we set τ = 1 for convenience.
3.1. Reformulation of the original problem
Let (w0, j0,E0) be the steady-state solution of the boundary-value problem (1.7)–(1.9) and
(1.11). For any T > 0, assume that (w, j,E) is a solution to the IVP (1.7)–(1.11) for t ∈ [0, T ].
Introduce the perturbations of the steady-state (w0, j0,E0)
ψ = w −w0, η = j − j0, e = E −E0, zx = w2 −w20. (3.1)
We need to derive the equations for the perturbation (ψ,η, e, z) below. Note that we can write
(1.7) equivalently as
2(w0 +ψ)ψt + ηx = 0, (3.2)
which allows us to estimate the derivatives of η in terms of ψt below.
By the definition of z we get
z(x, t) =
x∫
−∞
(
w2(x, t)−w20(y)
)
dy, (3.3)
by (3.1) we express (w, j,E) through the stationary solution (w0, j0,E0) and the perturbation
(z, η, e)
w2 = w20 + zx, j − j0 + η, E = E0 + e. (3.4)
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ztx + ηx = 0, (3.5)
z(x,0) = z0(x), x ∈R, (3.6)
ηt +
[
(j0 + η)2
w20 + zx
− j
2
0
w20
+ P (w20 + zx)− P (w20)]
x
+ η
= w20e + (E0 + e)zx +
1
4
ε2zxxxx − 14ε
2
(
((w20)x + zxx)2
w20 + zx
− (w
2
0)
2
x
w20
)
x
, (3.7)
η(x,0) = η0(x), x ∈R, (3.8)
ex = zx, (3.9)
where we have used
ρ
(
(
√
ρ )xx√
ρ
)
x
= 1
2
ρxxx − 12
(
ρ2x
ρ
)
x
.
Integrating Eqs. (3.5), (3.9) with respect to x, we have
η = −zt , e = z, (3.10)
which implies that we can estimate η, e through zt , z by (3.10). Thus it is enough to investigate
the evolution equation for z except that for ψ . In fact, in terms of (3.10) it easily follow from (3.7)
the following IVP for z
ztt + 14ε
2zxxxx −
[(
P ′
(
w20
)− j20
w40
)
zx
]
x
+ zt +w20z = f0 + (f1)x + f2, (3.11)
z(x,0) = z0(x), zt (x,0) = z˜1(x) =: −η0(x), x ∈R. (3.12)
Here
f1(x, t) = −E0zx −
[
2j0zt
w20
]
x
, (3.13)
f1(x, t) = P
(
w20 + zx
)− P (w20)− P ′(w20)zx + j20
w20 + zx
− j
2
0
w20
+ j
2
0
w40
zx
−
(
2j0 − zt
w20 + zx
− 2j0
w20
)
zt − 12z
2, (3.14)
f2(x, t) = 12ε
2
(
((w20)x + zxx)((w20)xx + [ψ(2w0 +ψ)]xx)
w20 + zx
− (w
2
0)x(w
2
0)xx
w20
)
− 1
4
ε2
(
((w20)x + zxx)3
(w2 + z )2 −
(w60)x
w4
)
. (3.15)0 x 0
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zx = (2w0 +ψ)ψ. (3.16)
Furthermore, from (3.5) and (3.2) we also obtain the relation between zxt and ψt
zxt = 2(w0 +ψ)ψt . (3.17)
We still need to obtain the expected equations for ψ . Differentiating (1.7) with respect to t and
(1.8) with respect to x and combining the resulted equations leads to a nonlinear fourth-order
wave equation for w
wtt +wt + 1
w
w2t +
1
2w
(
w2E
)
x
− 1
2w
[
P
(
w2
)+ j2
w2
]
xx
+ ε
2
4
wxxxx − ε
2
4
w2xx
w
= 0,
(3.18)
where we have used the identity[
w2
(
wxx
w
)
x
]
x
= w
[
wxxxx − w
2
xx
w
]
. (3.19)
Similarly, the steady-state solution of (1.7), (1.8) satisfies
1
2w0
(
w20E
)
x
− 1
2w0
[
P
(
w20
)+ j20
w20
]
xx
+ 1
4
ε2w0xxxx − 14ε
2 w
2
0xx
w0
= 0. (3.20)
Then, using (3.18)–(3.20), (1.7) and (1.10), the evolution equation for ψ reads as:
ψtt +ψt + 14ε
2ψxxxx +w20ψ −
[(
P ′
(
w20
)− j20
w40
)
ψx
]
x
= g0 + g1 + g2 + g3, (3.21)
with the initial value
ψ(x,0) = ψ0(x), ψt (x,0) = ψ˜1(x) =: − η0x(x)2(w0 +ψ0)(x) , x ∈R. (3.22)
The nonlinear function g1, g2, g3 are defined by
g0(x, t) = −E0ψx −
[
2j0
w20
ψt
]
x
, (3.23)
g1(x, t) = ε
2(2w0xx +ψxx)
4w0
ψxx − ε
2(w0 +ψ)2xx
4(w0 +ψ)w0 ψ −
ψ2t
(w0 +ψ)
− zψx −w0xz − 12
(
3w0ψ +E0x +ψ2
)
ψ, (3.24)
g2(x, t) = 12(w +ψ)
[
(j0 − zt )2
(w +ψ)2
]
+
[
2j0
w2
ψt
]
− 1
2w
[
j20
w2
]
+
[
j20
w4
ψx
]
. (3.25)0 0 xx 0 x 0 0 xx 0 x
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2)xx
2(w0 +ψ) −
P(w20)xx
2w0
− (P ′(w20)ψx)x, (3.26)
where we use the fact η = −zt , e = z, i.e., by (3.9).
3.2. The a-priori estimates
We assume that for a given T > 0, there is a classical solution (ψ,η, z) (note that e = z) of
the IVP (3.21), (3.22), (3.7), (3.8) and (3.11), (3.12) for t ∈ [0, T ] satisfying
δT := max
0tT
( 2∑
i=0
∥∥∂it ψ(t)∥∥H 4−2i + 1∑
i=0
∥∥∂it η(t)∥∥H 3−2i + 1∑
i=0
∥∥∂it z(t)∥∥H 4−2i
)
 1. (3.27)
It is easy to verify that if δT is sufficiently small, there are constants w¯±, ρ¯± such that
0 < w¯− w0 +ψ  w¯+, 0 < ρ¯− w20 + zx  ρ¯+.
In the following we assume that δT is sufficiently small such that the above estimates hold.
Because we can estimate η, e through zt , z by (3.5) and (3.9), we only need to obtain the uniform
estimates for (ψ, z) in Sobolev spaces and their derivatives below.
Lemma 3.1. Let T > 0. Let (ψ,η, z) (note here e = z) be a classical solution of the IVP (3.21),
(3.22), (3.7), (3.8) and (3.11), (3.12) for t ∈ [0, T ] satisfying (3.27). It holds∥∥(z,ψ)(t)∥∥22 + ∥∥(zt ,ψt )(t)∥∥2  CN1 exp{−α1t}, (3.28)∥∥ψx(t)∥∥22 + ∥∥ψxt (t)∥∥2 + ∥∥ψxx(t)∥∥22 + ∥∥ψxxt (t)∥∥2 CN2 exp{−α2t}, (3.29)
provided that δT + δ0 is small enough. The α1, α2 are positive constants. Hereafter
N1 =:
∥∥(z0,ψ0)∥∥22 + ∥∥(z˜1, ψ˜1)∥∥2, N2 =: ∥∥(z0,ψ0)∥∥24 + ∥∥(z˜1, ψ˜1)∥∥22. (3.30)
Proof. Estimates (3.28), (3.29) is obtained via energy methods and the a-priori smallness as-
sumption (3.27). In fact, to have (3.28) one just consider equality (3.11) × (z + 2zt ) + (3.21) ×
(ψ + 2ψt) and integrate it by parts over R. Note that it induces from (1.22) with τ = 1 that
sup
x∈R
∣∣E0 − j0w−20 ∣∣ sup
x∈R
∣∣E0 − j0C−1∣∣+ sup
x∈R
|j0(w20 − C)|
Cw20
 Cδ0, (3.31)
we are able to obtain estimate (3.28) after a tedious but straightforward computation together
with Cauchy–Schwartz’s inequality
d
dt
(
1
2
(‖ψ‖2 + ‖z‖2)+ ‖w0z‖2 + ‖w0ψ‖2 + ‖zt‖2 + ‖ψt‖2 + ∫ (zzt +ψtψ)dx)
+ d
dt
(
1
4
ε2
(‖ψxx‖2 + ‖zxx‖2)+ ∫ [P ′(w20)− j20
w4
](
ψ2x + z2x
)
dx
)
0
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4
ε2
(‖zxx‖2 + ‖ψxx‖2)+ ∫ w20(z2 +ψ2)dx
+ ∥∥ψ2t ∥∥+ |zt‖2 + ∫ [P ′(w20)− j20
w40
](
ψ2x + z2x
)
dx
 C(δT + δ0)
(‖zxx‖2 + ‖z‖2 + ‖zt‖2 + ‖ψxx‖2 + ‖ψ‖2 + ‖ψt‖2). (3.32)
From (1.18) that there is a constant b0 > 0 so that∫ (
w20φ
2 + 1
4
ε2φ2xx +
[
P ′
(
w20
)− j20
w40
]
φ2x
)
dx  b0
∫ (
φ2xx + φ2
)
dx, (3.33)
for φ = ψ,z, provided δ0 is small enough. Then, applying Gronwall’s lemma to differential
inequality (3.31), we are able to obtain estimate (3.28) after a tedious but straightforward com-
putation provided that (δT + δ0) is small enough.
We go on with the higher order estimates for (ψ,η, z), i.e., to obtain the higher-order esti-
mates (3.29). Note relations (3.16), (3.17) between the derivatives of (ψ, z), it is enough to deal
with these for ψ for IVP (3.21), (3.22) since we can express and estimate the higher-order deriv-
atives of (η, z) in terms of those of ψ by differentiating (3.2), (3.16), (3.17) with respect to x.
Moreover, we can assume that the solutions ψ have high order regularity because the a-priori
estimates (3.28) and (3.29) will be still valid for these solutions by applying the Friedrich’s mol-
lifier under the same assumptions (3.27) and then pass into limit to recover the original solutions.
Therefore, we just consider the equalities (3.21)x × (ψx + 2ψxt ) + (3.21)xx × (ψxx + 2ψxxt ),
and integrate them by parts over R. Again, after a tedious but straightforward computation we
can have estimates (3.29) with the help of relations (3.16), (3.17) and its derivatives with respect
to x, and the Gronwall’s lemma. We omit the details. The proof is complete. 
Proof of Theorem 1.6. By Theorem 1.3, there exists a solution (w, j,E) of the IVP (1.7)–(1.9)
for t ∈ [0, T∗] (this will be done in the next section). With the help of Lemma 3.1, we obtain, by
differentiating (3.2) and (3.16) with respect to x to express the derivatives of (η, z) through those
of ψ , using (3.9) and making a straightforward computation, that∥∥(ψ,η, e)(t)∥∥2
H 4×H 3×H 3 C
(‖z0‖2 + ‖ψ0‖24 + ‖η0‖23) exp{−β0t} (3.34)
with C,β0 > 0 constants independent of t . Choosing the initial data ‖z0‖2 + ‖ψ0‖24 + ‖η0‖23 so
small that
C
(‖z0‖2 + ‖ψ0‖24 + ‖η0‖23)< δT
we conclude that assumption (3.27) holds. Note that (3.34) and (3.1) show that the local solution
(w, j,E) of the IVP (1.7)–(1.11) satisfies, for t ∈ [0, T∗],∥∥(w −w0, j − j0,E −E0)(t)∥∥2H 4×H 3×H 3  C(‖z0‖2 + ‖ψ0‖24 + ‖η0‖23) exp{−β0t}.
(3.35)
By the Sobolev embedding theorem it holds w > 0 in R × [0, T ], and moreover, by the usual
continuity argument, one can show that (w, j,E) exists globally in time and satisfies (1.25). 
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We prove Theorem 1.3 in this section. It is enough to focus on the reformulated IVP (3.11),
(3.12), and (3.21), (3.22) for the short time existence of solutions (ψ, z) due to (3.10). First, we
need to study the existence of a certain semilinear spatial fourth-order wave equation. Then, we
prove the local existence of solution (ψ,η, z) of IVP (3.11), (3.12), and (3.21), (3.22).
4.1. A semilinear fourth-order wave equation
Consider the two Hilbert spaces H 2 and L2 on R, endowed with the scalar products 〈·,·〉 and
(·,·) and corresponding norms | · |H 2 = | · |2 and ‖ · ‖, respectively. Furthermore, we consider the
following initial-value problem on L2:
u′′ + u′ +Au+Lu′ = F(t), t > 0, (4.1)
u(0) = u0, u′(0) = u1, (4.2)
where the primes denote derivatives with respect to time, τ, ν > 0 are constants, the linear oper-
ator Au = ν∂4xu+ u is defined on
D(A) = H 4 = {u ∈ L2; ∥∥∂ixu∥∥< ∞, 1 i  4}, (4.3)
and the operators L and F are given by
〈Lu,v〉 =
∫
b(x, t)uxv dx, u, v ∈ H 2,
(
F(t), v
)= ∫ f (x, t)v dx, v ∈ L2,
where b,f : [0,1] × [0, T ] →R are measurable functions.
Related to the operator A, we introduce the coercive, continuous, symmetric bilinear form
a(u, v)
a(u, v) =
∫
(νuxxvxx + uv)dx ∀u,v ∈ H 2.
Note that H 4 is separable and there exists a family of complete basis {ri}i∈N of H 4. Using the
Faedo–Galerkin method [37,41], we can prove the existence of solutions of (4.1), (4.2). The
result is summarized in the following theorem (as the proof is standard, we omit the details).
Theorem 4.1. Let T0 > 0 and assume that
F ∈ C1([0, T0];L2), b ∈ Ci([0, T0];H 3−i), i = 0,1. (4.4)
Then, if u0 ∈ H 4 and u1 ∈ H 2, there exists a unique solution of (4.1), (4.2) satisfying
u ∈ C([0, T0];H 4)∩C1([0, T0];H 2)∩C2([0, T0];L2). (4.5)
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In this subsection we prove Theorem 1.3. It is enough to focus on the IVP (3.11), (3.12),
and (3.21), (3.22) for the short time existence of solutions (ψ, z) because we already know that
η, e can be expressed by z in terms of (3.10). To this end, we need recombine each terms in
Eqs. (3.11) and (3.21), respectively, and use (3.5), (3.9) and (3.16) to make them closure. To
define a iteration scheme for some approximate solution sequence, we by considering the IVP
problems for Up+1 = (ψp+1, zp+1) with given Up = (ψp, zp), p  1, below. Denote “∂x” for
the spatial derivative and “ ′ ” for the time derivative:
{
ψ ′′p+1 +ψ ′p+1 + ν∂4xψp+1 +ψp+1 + k1(x,Up)∂xψ ′p+1 = h1(x,Up),
ψp+1(x,0) = ψ0, ψ ′p+1(x,0) = ψ˜1(x),
(4.6)
{
z′′p+1 + z′p+1 + ν∂4x zp+1 + zp+1 + k2(x,Up)∂xz′p+1 = h2(x,Up),
zp+1(x,0) = z0, z′p+1(x,0) = z˜1,
(4.7)
where ν = 14ε2 and
k1
(
x,Up
)= 2(j0 − z′p)
(w0 +ψp)2 ,
h1
(
x,Up
)= − 1
2(w0 +ψp)
[
(w0 +ψp)2(E0 + zp)
]
x
+ 1
2w0
[
w20E0
]
x
+ 1
4
ε2
(w0 +ψp)2xx
w0 +ψp −
1
4
ε2
w20xx
w0
+ 3(ψ
′
p)
2
w0 +ψp −
1
2w0
[
j20
w20
]
xx
+ (j0 − z
′
p)
2
2(w0 +ψp)
[
1
(w0 +ψp)2
]
xx
− 3
[
1
(w0 +ψp)2
]
x
(
j0 − z′p
)
ψ ′p
+ P((w0 +ψp)
2)xx
2(w0 +ψp) −
P(w20)xx
2w0
+ψp,
k2
(
x,Up
)= 2(j0 − z′p)
ρ0 + ∂xzp ,
h2
(
x,Up
)= (P (w20 + ∂xzp)− P (w20))x + (j0 − zt )2( 1w20 + ∂xzp
)
x
−
(
j20
w20
)
x
− (w20 + ∂xzp)(E0 + zp)+w20E0 + zp − 14ε2
( [(w0 +ψp)2]2x
w20 + ∂xzp
− [w
2
0]2x
w20
)
x
.
We have the local existence of solutions of (4.6), (4.7).
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solution of the BVP (1.7)–(1.9) and (1.11) given by Theorem 1.1. Denote
ρ∗ = w2∗, w∗ = inf
x∈Rw0(x) > 0. (4.8)
Assume (z0, z˜1,ψ0, ψ˜1) ∈ H 4 × H 2 × H 4 × H 2(R). Then, there exists a sequence {Ui}∞i=1 of
solutions of IVP (4.6), (4.7) in the time interval t ∈ [0, T∗] for some T∗ > 0 independent of i,
satisfying for i  1 that
zi ∈ Cj
([0, T∗];H 4−2j ), ψi ∈ Cj ([0, T∗];H 4−2j ), j = 0,1,2; (4.9)
and there are two constants M0 > 0 and M1 > 0 independent of Ui (i  1) and T∗ so that for
i  1, t ∈ [0, T∗] the following uniform bounds hold:
∥∥ψi(t)∥∥22  14w2∗, ∥∥zi(t)∥∥22  14ρ2∗, (4.10)∥∥(ψ ′′i , z′′i )∥∥24 + ∥∥(ψ ′i , z′i)(t)∥∥22 M0, ∥∥∂3x (ψi, zi)(t)∥∥21 M1. (4.11)
Remark 4.3. It follows from (4.10) that
ψi(x, t)+w1(x) 2 −
√
2
2
w∗ > 0, w21(x)+ ∂xzp(t)
2 − √2
2
w2∗, i  1, (4.12)
uniformly for t ∈ [0, T∗].
Proof of Lemma 4.2. Step 1: solution of (4.6), (4.7) for p = 1. We show that for each fixed
p > 1 with Up satisfies (4.9)–(4.11) the unique solution Up+1 of (4.6), (4.7) exists. In fact,
U1 = (0,0) satisfies (4.9)–(4.11). Starting with U1 = (0,0), we prove the existence of a solution
U2 = (ψ2, z2) of (4.6), (4.7) satisfying (4.9)–(4.11). The functions hi(x,U1) and ki(x,U1) only
depend on the initial state (w1, j1,E1) and satisfy
h1
(
x,U1
)=: h˜1(x) ∈ H 2, h2(x,U1)=: h˜2(x) ∈ H 2,
k1
(
x,U1
)=: k˜1(x) ∈ H 2, k2(x,U1)=: k˜2(x) ∈ H 2,
∂tg3 = ∂th1 = ∂tk1 = ∂tk2 = 0,
‖h˜1‖22 + ‖h˜2‖22 + ‖k˜1‖22 + ‖k˜2‖22 N(I0 + 1),
where N > 0 is a generic constant and
I0 = ‖z0‖24 + ‖ψ0‖24 + ‖z˜1‖22 + ‖ψ˜1‖22. (4.13)
Thus, the existence of a solution U2 = (ψ2, z2) of the linear system (4.6), (4.7) follows from
Theorem 4.1. The solution U2 exists on any time interval [0, T ], T > 0, and satisfies (4.9) with
T∗ = T and i = 2.
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[0, T1], where T1 > 0 is given by
T1 = min
{
ln 2
2 +N(I0 + 1) ,
‖ψ˜1‖2 + ‖ψ0‖22
N(I0 + 1) ,
‖z˜1‖2 + ‖z0‖22
N(I0 + 1) ,
L0
N(I0 + 1)
}
, (4.14)
where
L0 =:
∥∥(ψ˜1, z˜1)∥∥22 + ∥∥(z0,ψ0)∥∥24. (4.15)
We recall that N > 0 is a generic constant, I0 and w∗ are given by (4.13) and (4.8), respectively.
Multiplying the differential equation in (4.6)1 by ψ ′2, integrating by parts the resulting equa-
tion over R× (0, t) for t ∈ [0, T1]. By Gronwall’s lemma, we have∥∥ψ ′2(t)∥∥2 + ν∥∥∂2xψ2(t)∥∥2 + ∥∥ψ2(t)∥∥2

(‖ψ˜1‖2 + ‖ψ0‖2 + ν∥∥∂2xψ0∥∥2 +NT1(I0 + 1))eT1(2+N(I0+1))
 4 max{1, ν}(‖ψ˜1‖2 + ‖ψ0‖22), t ∈ [0, T1]. (4.16)
Applying similar arguments as above to Eq. (4.7)1, we obtain the corresponding estimates for z′2∥∥z′2(t)∥∥2 + ν∥∥∂2x z2(t)∥∥2 + ∥∥z2(t)∥∥2  4 max{1, ν}(‖z˜1‖2 + ‖z0‖22), t ∈ [0, T1]. (4.17)
We therefore can obtain the desired bounds (i.e., (4.10)) in terms of Sobolev embedding theorem
and above two estimates (4.16), (4.17) so long as the initial data is chosen such that
‖z˜1‖2 + ‖z0‖22 +
∥∥ψ˜1∥∥2 + ‖ψ0‖22  μ0 (4.18)
with μ0 defined by
μ0 = 18 min{1, ν} · min
{
ρ2∗
4 max{1, ν} ,
w2∗
4 max{1, ν}
}
. (4.19)
Furthermore, integrating the equations [ψ ′′2 × ∂t (4.6)] and [z′′2 × ∂t (4.7)] by parts respectively
over R, i = 1,2, and applying Gronwall’s inequality. Combining the resulting inequalities to-
gether, and using (4.14), we can control ψ , z from above by
∥∥ψ ′′2 (t)∥∥2 + ∥∥∂2xψ ′2(t)∥∥2 + ∥∥z′′2(t)∥∥2 + ∥∥∂2x z′2(t)∥∥2  16max{1, ν}min{1, ν} L0 =: L1. (4.20)
The L2 estimates for ∂ixψ2 and ∂ixz′′2 , i = 3,4, are made from Eqs. (4.6) and (4.7) with the help
of (4.16), (4.17), and (4.20) as∥∥∂3xψ ′′2 (t)∥∥21 + ∥∥∂3x z′′2(t)∥∥21 N(1 +L1)(I0 + 1). (4.21)
Then, we obtain estimate (4.11) for (ψ2, z2) with M0 = L1 and M1 = N(1 +M0)(I0 + 1).
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{Ui}pi=1 (p  2) of (4.6), (4.7) on the time interval [0, T1] where T1 is given by (4.14), satisfying
(4.9), (4.10). As above we obtain, for given Up , the existence of a solution Up+1 = (ψp+1, zp+1)
of (4.6), (4.7) in the interval [0, T1], satisfying
ψp+1 ∈ Cl
([0, T1];H 4−2l), zp+1 ∈ Cl([0, T1];H 4−2l), l = 0,1,2. (4.22)
Define
M0 = 16max{1, ν}
min{1, ν} L0, M1 = N(M0 + 1)
2, (4.23)
and
T∗ = min
{
ln 2
2 +N(M0 + 1)3 ,
‖ψ˜1‖2 + ‖ψ0‖22
M21
,
‖z˜1‖2 + ‖z0‖22
M21
,
L0
M21
}
, (4.24)
where recall that L0 is defined by (4.15).
Using similar arguments in proving (4.16)–(4.21), we can prove by a tedious but straightfor-
ward computation that if Up , p  2, satisfies for t ∈ [0, T∗] that
∥∥ψp(t)∥∥22  14w2∗, ∥∥zp(t)∥∥22  14ρ2∗, (4.25)∥∥(ψ ′′p, z′′p)∥∥2 + ∥∥(ψ ′p, z′p)(t)∥∥22 M0, ∥∥∂3x (ψp, zp)(t)∥∥21 M1, (4.26)
then Up+1 also satisfies on [0, T∗]∥∥ψp+1(t)∥∥22  14w2∗, ∥∥zp+1(t)∥∥22  14ρ2∗, (4.27)∥∥(ψ ′′p+1, z′′p+1)∥∥2 + ∥∥(ψ ′p+1, z′p+1)(t)∥∥22 M0, ∥∥∂3x (ψp+1, zp+1)(t)∥∥21 M1. (4.28)
Thus, by induction we conclude that {Ui}∞p=1 exists uniformly in [0, T∗] with T∗ given by (4.24)
and satisfies (4.10), (4.11) uniformly for M0, M1 defined by (4.23). The proof of Lemma 4.2 is
complete. 
Proof of Theorem 1.3. By Lemma 4.2 and (4.31), the sequence {Up}∞p=1 satisfies (4.9)–(4.11),
(4.12) uniformly in [0, T ] with T  T∗. Moreover, after a tedious computation via the similar
procedure as proving Lemma 4.2, we can also obtain the following estimates:∥∥(ψp+1 −ψp, zp+1 − zp)∥∥2Ci(0,T∗∗;H 2−2i )
 T∗∗α(N,M0)
∥∥(ψp −ψp−1, zp − zp−1)∥∥2Ci(0,T∗∗;H 2−2i ), i = 0,1, (4.29)
for any 0 < T∗∗  T∗. Here α(N,M0) is a function of N , M0. Taking T∗∗ such that
T∗∗ = min
{
γ0
, T∗
}
, γ0 ∈ (0,1). (4.30)α(N,M0)
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∥∥(ψp+1 −ψp, zp+1 − zp)∥∥2Ci(0,T∗∗;H 2−2i )  γ p−10 ∥∥(ψ1 −ψ0, z1 − z0)∥∥2Ci(0,T∗∗;H 2−2i ),
i = 0,1. (4.31)
Applying the interpolation inequality and compactness argument (see [31], for instance) to
{Up}∞p=1, it follows that there exists U = (ψ, z) satisfying
z ∈ Cj ([0, T∗];H 4−2j ), ψ ∈ Cj ([0, T∗];H 4−2j ), j = 0,1,2, (4.32)
such that
ψp
j→∞−−−→ ψ strongly in Ci([0, T ];H 4−2i−σ ), i = 0,1,2,
zp
j→∞−−−→ z strongly in Ci([0, T ];H 4−2i−σ ), i = 0,1,2,
for any σ > 0.
It is not difficult to verify that U = (ψ, z) is a solution of (4.6), (4.7) and satisfies (4.10),
(4.11) (by passing into limit p → ∞ in the equations). Now define (m,η, e) by
zx = (w0 +m)2 −w20, η = −zt , e = z. (4.33)
Then, we can verify that
ψ = m. (4.34)
In fact, passing into limit p → ∞ and differentiating (4.7)1 with respect to x and using (4.33),
we can derive a “wave” equation for m. A direct energy estimate applied to the equation for
the difference u = ψ − m with initial data u(x,0) = 0, ut (x,0) = 0, because it holds m(x,0) =
ψ(x,0) = ψ0(x) and mt(x,0) = ψt(x,0) = ψ˜1(x), gives rise to u ≡ 0 (we omit the details here),
and then (4.34). A energy estimate shows that η solves (3.7) and relations (3.2) and (3.16) hold.
And we also get more regularity η ∈ Cj ([0, T ];H 3−2j ), j = 0,1, from (3.2).
Define
w = w0 +ψ, j = j0 + η, E = E0 + e.
Again after some computation, we can see that (w, j,E) is a local-in-time solution of the
IVP (1.7)–(1.11) and
w −w0 ∈ Ci
([0, T ];H 4−2i), i = 0,1,2,
j − j0 ∈ Cj
([0, T ];H 3−2j ), E −E0 ∈ Cj ([0, T ];H 3−2j ), j = 0,1.
The uniqueness is a corollary of similar estimates to (4.31). The proof of Theorem 1.3 is com-
plete. 
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