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Abstract
Cells have developed networks of interacting proteins to process information about
their environment and respond appropriately to stimuli. Reversible post-translational
modifications alter the functionality of these proteins, transmitting information through
the cell. Bacteria primarily utilize Two-Component Signaling (TCS) networks, in
which a sensor Histidine Kinase (HK) activates a Response Regulator (RR), which
typically acts as a transcription factor. TCS pathways are insulated from one another,
each responding to a unique stimulus. In contrast, metazoan signaling networks are
extremely complex, to the point that individual pathways are no longer discernible
from the web of interactions. Cellular decisions are no longer binary; the overall state
of the network determines the response to inputs. In this work, we use mathematical
modeling to explore the dynamics that give rise to the dichotomy in network com-
plexity and the evolutionary pressures and benefits of crosstalk, or the lack thereof.
We find that proteins can act as competitive inhibitors of each other when competing
for a shared enzyme. For example, the phosphorylation of one protein would monop-
olize a phosphatase, decreasing the concentration of phosphatase available to com-
peting substrates. Consequently, the other substrates would see an increase in their
own phosphorylation, indicating the potential for crosstalk mediated by any shared
enzyme. The shared competitive inhibition of enzymes by different substrates has a
more drastic effect in bacterial TCS pathways. HKs are typically bifunctional, acting
as both kinase and phosphatase for their RRs. These dynamics results in a situation
in which the introduction of crosstalk to TCS networks would always decrease system
efficiency. While the enzymes typical of metazoan networks do not have the same en-
iii
zymatic constraints as TCS networks, the fact that they can evolve crosstalk does not
explain the benefits that have driven such complexity. The extensive crosstalk present
in metazoans has likely evolved due to the constraints multicellularity has placed on
intracellular communication. Because of the complexity of the network, the expres-
sion of different signaling components in various cell types results in a high level of
diversity in responses to stimuli. Ultimately, our work demonstrates that the cellular
context must be considered in interpreting network connectivity.
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From this hour I ordain myself loos’d of limits and imaginary lines,
Going where I list, my own master total and absolute,
Listening to others, considering well what they say,
Pausing, searching, receiving, contemplating,
Gently, but with undeniable will, divesting myself of the holds that would hold me.
I inhale great draughts of space,
The east and the west are mine, and the north and the south are mine.
I am larger, better than I thought,
I did not know I held so much goodness.
-Walt Whitman, Song of the Open Road
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Cells use a network of interacting proteins and other macromolecules to transmit information about
their environment and respond to stimuli. These networks utilize a variety of information transfer
mechanisms such as the diffusion of molecules, protein-protein interactions and covalent modifica-
tions. The post-translational covalent modification of proteins may include actions such as attach-
ing a functional group (e.g., phosphorylation, acetylation, or glycosylation), changing the chemical
nature of an amino acid (e.g., citrullination) or making structural changes (e.g., adding a disulfide
bridge or removing a peptide chain) (Fig. 1.1A). These modifications alter the functionality of
the protein. For example, the protein kinase Akt is catalytically inactive when dephosphorylated;
phosphorylation at multiple sites is required in order for Akt to act as a kinase [1]. The reversible
modification of proteins is used to transmit information about the cell’s environment to the nucleus
or other terminal location to bring about an appropriate phenotypic response (e.g., differentiation,
proliferation, or apoptosis) (Fig. 1.1B).
Bacterial Two-Component Signaling (TCS) networks are comprised of many insulated signal-
ing pathways. Typically these pathways include a membrane bound sensor histidine kinase (HK),
which autophosphorylates in response to input. The HK binds and transfers its phosphoryl group
to a response regulator (RR), which is usually a transcription regulator. HKs often are specific for a










Figure 1.1: (A) An enzyme (blue) binds to and covalently modifies a substrate (red). After the
reaction, the substrate keeps the modification, altering its functionality, and the enzyme is reset to
its original state, ready to modify another substrate. (B) Cells use various receptors to intercept
and transmit information from extracellular inputs through the membrane. The signal is then prop-
agated through a network of interacting proteins, resulting in a phenotypic response to the stimuli
(e.g., initializing the transcription of a gene or metabolizing a sugar molecule).
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two or three RRs [2–9] (Fig. 1.2A). Metazoan signaling networks traditionally are considered to
be comprised of many canonical pathways, each of which are activated by a different extracellular
signaling molecule (e.g., epidermal growth factor (EGF), Wnt, or the insulin-like growth factor-
I (IGF-I) signaling pathway) (Fig. 1.2B). These canonical pathways are generally thought to be
unique entities in the cell, each using signaling cascades and other machinery in different ways
in order to propagate information and respond to input. However, there have been many studies
characterizing a phenomenon called network crosstalk, in which the activity of one pathway may
affect the activity of other pathways [10–18]. In fact, Kirouac et al., have recently shown that none
of the human canonical pathways meet even the simplest requirements to be considered a distinct
entity within the cell. Many of the signaling interactions are revealed to actually be contributing to
network crosstalk as they are used by multiple canonical pathways [19]. Although it is now com-
monly accepted that crosstalk is widespread in metazoan signaling networks, we do not yet have
a clear conceptual understanding of why these signaling networks exhibit such a high degree of
crosstalk and how the highly interconnected architecture may affect network behaviors and cellular
responses.
In this work, we characterize the effects of crosstalk and competition between substrates for
various signaling enzymes on the general behaviors and the evolution of signaling networks. In
metazoans, these networks are comprised of many simple futile cycles in which one enzyme (e.g.,
a kinase) modifies a single substrate and another enzyme (e.g., a phosphatase) removes the mod-
ification. However, enzymes such as kinases and phosphatases often act upon a large number of
different targets [22–24]. Competition between different substrates for the same kinase has been
shown to greatly influence substrate phosphorylation [25].
Goldbeter and Koshland first characterized the simple motif of a kinase and a phosphatase reg-
ulating the phosphorylation of a substrate over 30 years ago, expressing the fraction of phosphory-
lated substrate as a function of the degrees of saturation and the ratio of the maximum velocities of
the enzymes [26]. They found that saturation of the enzymes causes substrate phosphorylation to
respond in a switch-like manner to the ratio of the maximum velocities of the enzymes, a behavior
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Figure 1.2: (A) Diagram of 5 TCS pathways found in bacteria. [20]. (B) Diagram of interactions
between signaling molecules in the canonical IGF-I signaling pathway [18, 21].
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referred to as 0th-order ultrasensitivity. We build upon the simple futile cycle to include multiple
substrates for either enzyme in order to investigate the effects of competition on substrate phos-
phorylation (see Chapter 2). The saturation of a shared enzyme becomes cumulative: if a single
substrate saturates the enzyme, then it is saturated for every other substrate. Additionally, a set of
substrates may collectively saturate the enzyme, even if none of the substrates would do so indi-
vidually. A consequence of this collective saturation is that ultrasensitivity becomes transitive: the
saturation of an enzyme by a subset of its targets causes every substrate to respond ultrasensitively
to the enzyme, regardless of its individual saturation. Consistent with this is the demonstration
of the ability of phosphatases to couple signaling responses on their own. Substrates of a shared
phosphatase are able to respond to signals from kinases that do not directly act upon them. This is
because an increase in phosphorylation levels in competing substrates decreases the concentration
of phosphatase available for other substrates, leading to an increase in substrate phosphorylation.
This indicates phosphatase-mediated crosstalk may be widespread in signaling networks, given the
relative promiscuity of phosphatases when compared to kinases.
We find that the phosphoprotein/phosphatase ratio to be very large, with phosphatases having
to act upon 30 substrates on average. Even if the substrates do not respond ultrasensitively to the
phosphatase on their own, it is likely that they would collectively saturate the shared phosphatase.
As such, the phosphorylation of any of the competing substrates would then monopolize the phos-
phatase, indirectly increasing the phosphorylation of the competing substrates. These findings
suggest a potential paradox: each phosphatase must act on a large number of targets, yet the cell
must avoid rampant phosphatase-mediated crosstalk between pathways.
We use mathematical models to explore different mechanisms by which phosphatases could
provide insulation and identify trade-offs for each mechanism (see Chapter 2). An unsaturated
phosphatase would provide insulation between its substrates. However, assuming biologically
relevant concentrations of phosphoproteins, an unsaturated phosphatase would have to be an ex-
tremely inefficient enzyme. This would allow each of its substrates to respond to very little signal
from its respective kinase. The synthesis and degradation of substrates could also act as a means
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to dephosphorylate a pool of protein without needing a specific phosphatase. This would reduce
the required number of targets per phosphatase and may decrease the potential for phosphatase-
mediated crosstalk. In order for degradation to have a significant effect on substrate phosphoryla-
tion, the proteins would have to be highly unstable with half-lives on the order of hours. The rapid
synthesis and degradation of substrates would thus be costly for the cell to maintain. Finally, we
investigate whether the regulatory adaptor subunits may provide not only specificity but insulation
between substrates. Phosphatases that have hundreds of documented substrates, such as PP1 and
PP2A, use a set of regulatory adaptor subunits to target the catalytic core to specific substrates.
These adaptor subunits can provide insulation between different sets of substrates dependent upon
the manner of adaptor binding: the subunits must be able to bind their substrates independent of
binding the catalytic core to provide such insulation. However, the phosphorylation of any sub-
strate targeted by a specific regulatory adaptor subunit would still affect the phosphorylation of
other targeted substrates.
These network behaviors, though, are based upon futile cycles using a pair of monofunctional
enzymes. Unlike the majority of kinases in metazoans, HKs are bifunctional and are able to both
phosphorylate and dephosphorylate the RRs [2, 3]. In contrast to metazoan signaling networks,
TCS pathways exhibit very little crosstalk: HKs usually act upon a single RR [4–9]. Experimental
studies have shown that HKs demonstrate a strong ‘kinetic preference’ for their cognate RRs [8,
9, 27–31]. However, it remains unclear exactly what mechanisms prevent TCS networks from
evolving crosstalk.
In order to investigate the effects of competition and crosstalk on the activity of TCS path-
ways, we extend a well-studied and validated mathematical model of bifunctional HKs to include
multiple interacting HKs and RRs (see Chapter 4) [32, 33]. Because HKs are both the kinase and
the phosphatase, competition between multiple RRs decreases the phosphorylation of each of the
substrates. These findings suggest a barrier in the evolution of new TCS pathways: immediately
after duplicating an HK-RR pair, the new pathway would be able to interact with the parent pair,
introducing a natural source of crosstalk. Using a coarse-grained model of the postduplication
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divergence of these pathways, we characterize a set of ‘near-neutral’ evolutionary trajectories in
which the new pathway may establish its own functionality while minimizing its impact on exist-
ing signaling pathways. All of these trajectories share a common order of events: the crosstalk
between HK-RR pairs is removed prior to establishing the new input/output functionality of the
new pathway. To test this prediction, we separately aligned and analyzed the PAS sensor and HK
domain sequences from fully sequenced bacterial genomes. The interaction interface of the HK
domains is revealed to experience strong positive selection immediately after duplication, likely
due to the pressure to insulate the pathways. The PAS sensor domains often evolve through ‘do-
main swapping’, providing the HK with a new input functionality. Our sequence analyses indicate
that the PAS sensor domains are generally swapped after the HK interfaces have been allowed to
evolve RR specificity, as the near-neutral evolutionary trajectories predict.
Metazoan signaling networks do not have restraints on the evolution of crosstalk like those
found in bacterial TCS networks. Many of the signaling proteins are shared between different
canonical pathways, resulting in a network with a high degree of crosstalk [19]. However, the lack
of restraints on crosstalk does not explain why metazoans have evolved so much interconnectivity.
We demonstrate how crosstalk has evolved to allow for the evolution of various cell types that have
the potential to respond differently to the same external stimuli through the differential expression
of various subsets of signaling proteins.
Using a Boolean model of a TCS-like network, we find that cells with two receptor pathways
could only demonstrate up to 4 unique responses to inputs, dependent upon the expression of
either of the pathways (see Chapter 4). In order for TCS-like networks to allow cells to respond
differently to the same stimuli, the cells would need to express a unique receptor pathway for
every desired cellular response. Adding crosstalk to these networks through the inclusion of just
sixteen intermediate nodes, however, can provide these cells with hundreds of different responses.
These responses arise from differences in the expression of the intermediate nodes: the removal
of a set of nodes may change the expressed topology of the network, altering how a receptor is
able to propagate a signal from its environment to the network outputs. This behavior arises from
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‘compact coding’: complex networks can achieve a larger diversity of phenotypic responses while
maintaining a relatively low number of unique signaling molecules due to the extent of crosstalk.
The extensive crosstalk found in the human signaling network should make our cells more
evolvable than cells possessing a TCS-like network, allowing cells to more easily adapt and provide
new phenotypic responses through changes in the expression of signaling proteins. We find that
the structure of the expressed signaling network changes in different tissues, just as the expressed
topology did in our Boolean models. Despite the differences in structure, the expressed signaling
networks retain a high degree of input/output connectivity when compared to networks with nodes
expressed at random. Because of this connectivity, the expressed networks demonstrate a high level
of diversity in responses to stimuli, dependent upon the specific expression of signaling proteins.
These results have implications for drug studies: the introduction of an inhibitor specific to a
signaling protein may not have an effect in every tissue, either because the protein is not expressed
in every tissue or because of the presence of redundant pathways within the network. In tissues
susceptible to the drug, inhibition of the protein results in different changes to the responses of
these cells to stimulus.
Ultimately, this work demonstrates that the dynamics of enzymes and the architecture of the
signaling networks can greatly influence the network behaviors and response of the cell to stimuli.
Our results have implications for how we understand the role and evolution of crosstalk in different
organisms. A major goal of systems biology is the construction of formal models of cellular
regulatory systems. However, care must be taken to consider the cellular context in interpreting
results of in vivo studies of network activity and structure.
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Chapter 2
Crosstalk and Competition in Signaling
Networks
2.1 Introduction
Signal propagation through a network of interacting proteins is central to a cell’s ability to pro-
cess and respond to stimuli. In most cases, these interactions involve an enzyme (e.g., a kinase)
that covalently modifies a substrate and changes its functionality (i.e., activates/deactivates it as
an enzyme, or causes translocation to a different compartment). To regulate the signal, another
enzyme (e.g., a phosphatase) reverses the modification, restoring the original functionality of the
substrate in question. The net activity of these enzymes alters the functional state of the proteins
in the network in response to inputs, and the overall state of the network ultimately determines the
cellular response.
Intracellular signaling networks are extremely complex in metazoans, which makes it difficult
to understand their behavior [34, 35]. A major source of this complexity is network crosstalk, i.e.,
the sharing of input signals between multiple canonical pathways [12–14, 16, 17]. For example,
kinases can often transmit signals to a large number of different targets: Akt can act on at least
18 substrates, and the receptor tyrosine kinases in the EGF/ErbB family can interact with >20
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substrates [22, 23]. Because eukaryotic genomes contain fewer distinct phosphatases than distinct
kinases, phosphatases are generally considered more promiscuous, and even with adaptor proteins
targeting their activity, they often act on multiple substrates [24]. Although it is clear that crosstalk
is widespread in mammalian signaling networks, we currently do not have a clear conceptual
picture of how this highly interconnected architecture might influence the response of a network to
incoming signals.
In this work, we seek to understand how the competition and promiscuity induced by crosstalk
ultimately influence network behavior. In classic crosstalk, a kinase is shared between two path-
ways and can transfer signals from one pathway to another [12, 14, 16, 36]; for instance, mitogen-
activated protein kinase (MAPK) networks often use the same enzymes in multiple cascades [37].
Most previous computational studies on this subject have focused on characterizing the spatial
or temporal mechanisms for the insulation of MAPK signaling cascades despite the potential for
crosstalk [38–40]. It has been demonstrated, however, that competition among targets of the same
kinase can have profound effects on substrate phosphorylation [25]. Here, we extend these pre-
vious findings to characterize in detail how crosstalk can actively couple the response of multiple
proteins to incoming signals. We developed models that consider a set of general motifs, with the
goal of understanding how features such as substrate saturation and phosphatase architecture can
influence substrate response.
Our models build off a simple futile cycle in which one enzyme modifies a single substrate and
another enzyme removes the modification, which we represent as a kinase and phosphatase pair
interacting with a target protein (see Fig. 2.1A). As first shown by Goldbeter and Koshland [26]












where [S]0 is the total amount of substrate, Km,K and Km,P are the Michaelis constants for the two
enzymes, KK and KP represent the inverse of the degree of saturation of the enzymes, and r is the
ratio of their maximum velocities. Detailed definitions of these constants in terms of underlying
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Figure 2.1: The Goldbeter-Koshland loop. (A) A pair of enzymes(say, a kinase K and a phosphatase
P) acts on a single substrate. The associated equations show the change in S∗ concentration as the
difference between the production of S∗ by the kinase (in red) and the production of S by the
phosphatase (in blue). Here we assume that the concentration of free S and S∗ is far greater than
the concentrations of bound S in either form, which is necessary to obtain the standard Michaelis-
Menten forms for the enzymatic reaction velocities [26]. (B) The fraction of phosphorylated S (z
axis) is a function of r and [S]0. The total concentration of [S] is normalized by its Km (which is
identical for both the kinase and phosphatase) and is plotted on a log scale.
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rates of the enzymatic reactions can be found in the context of Eq. 2 below. One can easily
solve the underlying system of differential equations (see Fig. 2.1A) at steady state, providing a
relationship between overall substrate phosphorylation and the parameters listed in Eq. 2.1 (see
Eq. 3 below, with αK,1 = αP,1 = 1). Because protein levels tend to change slowly [41], we expect
that saturation (and thus KK and KP) will remain constant on short timescales during the response
to signal. On the other hand, r changes with the concentration of active kinase and phosphatase.
Incoming signals generally modulate active K or P concentration, thus making r. However, when
the substrate saturates both enzymes, the loop displays a switch-like behavior in r, referred to as
0th-order ultrasensitivity (Fig. 2.1B). In this case, at values of r < 1 the fraction of phosphorylated
substrate is very low, and at r > 1 the system switches to a highly phosphorylated state [26]. The
ultrasensitive response of a substrate at saturating concentrations has been observed experimentally
in a number of systems [25, 42–46].
We expanded this model to include competing substrates at either or both enzymes to char-
acterize the influence of multiple targets on signaling (Fig. 1.2, A-C). All three of the motifs we
consider are found in well-known signaling systems, such as the Fus3/Cdk1 network in yeast and
other eukaryotes (Fig. 1.2D). We found that shared signaling enzymes can couple the responses of
different substrates. For instances, when there is more than one substrate of the same kinase and
phosphatase (see Fig. 1.2A), if one substrate is at sufficient concentration to elicit an ultrasensitive
response, then all substrates that share the pair of enzymes in the cycle will exhibit ultrasensitivity
without necessarily saturating the enzymes themselves. We have shown that in systems in which
two substrates share a phosphatase (see Fig. 1.2C), one substrates saturating the phosphatase can
cause the other substrate to ultrasensitively respond to signals from the first kinase. This indicates
a novel potential for phosphatases to be involved in network crosstalk.
Kinases are becoming increasingly popular drug targets in the treatment of cancer and other
diseases [53]. We considered how such inhibitors might influence the behavior of these various
crosstalk architectures, and found that these inhibitors can have important consequences that would
be difficult to predict in the absence of a detailed understanding of network topology and enzyme
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Figure 2.2: Crosstalk schematic. (A) A pair of enzymes (a kinase K and phosphatase P) acting on
N substrates; we therm this the 1K1P loop. (B) A kinase that has two substrates, each with its own
independent phosphatase (P1 and P2); we term this the 1K2P loop. (C) Two independent kinases
(K1 and K2) acting on two substrates that share a single phosphatase P; we term this the 2K1P loop.
(D) A section of the yeast Cdk1 signaling network, including each of these three motifs [25, 47–
52]. Although the interactions shown are specific to yeast, there are human homologs for each
of the proteins listed. The full network in this case contains a number of downstream feedback
mechanisms that are omitted for clarity. These mechanisms may be abrogated by mutations so that
the local influence of competition can be studied experimentally [25]. The competition between
Wee1 and Cdc6 is an example of the 1K1P loop, whereas Wee1 and Fin1 form a 1K2P loop, and
Fin1 and Bni1 form a 2K1P loop.
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saturation.
Overall, our work demonstrates that enzymes with multiple targets can couple signal responses,
and that systems considered in a cellular context may exhibit behaviors vastly different from those
considered in isolated models. These results have implications for how we understand the role
of crosstalk in signaling and how we can potentially control the propagation of the effects of
enzymatic inhibitors through highly connected networks.
2.2 Materials and Methods
The behaviors of each model are described by sets of ordinary differential equations (ODEs),
which are written explicitly for each system in section 1 of Appendix A. The systems of ODEs
were numerically integrated using the CVODE package from SUNDIALS [54]. We employed the
dense linear solver with the backward differentiation formula and the Newton iteration method-
ology available in that package for all of the dynamics discussed in this work. The values of the
parameters used in each case are included in Appendix A.
Steady-state measurements were obtained by allowing the system to run until the level of each
species of the system stabilized. The actual times at which the measurements were made were
chosen heuristically by visual inspection of the trajectories themselves. The surfaces obtained in
Figures 1.3 and 1.4 were confirmed analytically by solving for S∗1 in the same manner as described
by Goldbeter and Koshland [26]. The analytical results are derived in sections 2-4 of Appendix A.
2.3 Results
2.3.1 1-Kinase/1-Phosphatase loop with two substrates
We first considered a signaling motif in which a kinase (K) and phosphatase (P) act on multi-
ple substrates, which we term the 1-Kinase/1-Phosphatase (1K1P) loop. An example of this can
be found in yeast, where the proteins Wee1 and CDC6 compete for both the kinase CDK1 and
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phosphatase PP2A (Fig. 2.2D). In the simplest case, we included two substrates of the kinase and
phosphatase, S1 and S2, each of which can exist in an unphosphorylated and phosphorylated (e.g.,




















kcat,P,2−−−⇀ S2 +P (2.2)
Each of the above reactions involves three elementary rates: the rate of complex formation (k+),
the rate of complex dissociation (k−), and the enzyme catalytic rate (kcat). From these rates
we can obtain the Michaelis constant for both enzymes: Km,K,i = (k−,K,i + kcat,K,i)/k+,K,i and
Km,P,i = (k−,P,i + kcat,P,i)/k+,P,i. Additionally, we can define the maximum velocity of each en-
zymatic reaction as Vmax,K,i = [K]0kcat,K,i and Vmax,P,i = [P]0kcat,P,i. Each kinase and phosphatase
molecule can only bind and act on one substrate at any given moment, and as such, S2 acts as
a competitive inhibitor of the kinase and phosphatase reactions with S1. This results in a set of
inhibitory constants, αK,1 = 1+ [S2]/Km,K,2 and αP,1 = 1+ [S∗2]/Km,P,2, that capture the effects
of S2 on the S1 kinase and phosphatase reactions, respectively. S1 inhibition of the S2 reactions
generates similar constants, αK,2 and αP,2 (see Appendix A). The fact that multiple targets con-
stitute competitive inhibitors of each other has been observed experimentally for both kinases and
phosphatases [25, 55, 56]. These α terms are identical to what one would obtain for a generic com-
petitive inhibitor, α = 1+[I]/KI [57]. Where the activity of a generic inhibitor against its target
enzyme depends solely on its concentration, a competitive substrate will inhibit either the kinase
or the phosphatase based on the concentrations of its unphosphorylated and phosphorylated forms,
respectively. Because these concentrations are controlled by incoming signals, mutual inhibition
has the potential to couple substrate responses.
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The chemical reactions in Eq. 2.2 can be readily used to define a system of ODEs in which the
binding, dissociation, and catalysis steps are treated explicitly (see Appendix A). We numerically
integrated these equations and calculated the fraction S∗1 ≡ [S∗1]/[S1]0 at steady state at various
concentrations of S2 for a case in which S1 does not saturate the enzymes. In this work, we
consider a case in which the saturation of all enzymes by any given substrate is equal; we leave the
case of differential saturation among enzymes [37] to future studies. The response of the system
is controlled by two r values, r1 and r2, which are the ratios of the maximum velocities of the
enzymes with respect to either substrate. The results of these calculations are summarized in Fig.
3A. As expected, when there is no S2 present to compete with S1 displays an ultrasensitive response
in r1 in a fashion similar to the ultrasensitive response obtained by increasing S1 concentration in
Fig. 2.1B.
These findings can be understood by treating the 1K1P loop analytically. In the limit in which
the total concentration of the substrates is much larger than the total concentration of either enzyme




((r1−1)− (αK,1KK,1 +αP,1r1KP,1))2 +4(r1−1)αP,1r1KP,1
2(r1−1)
(2.3)
which is identical to the original result of Goldbeter and Koshland [26] except for the α inhibition
terms (see Appendix A for details about the solution). Note that S∗1 depends on [S1]0 through the
K terms as well as [S2] and [S∗2] through the α terms. The equation for S
∗
2 is identical to Eq. 2.3
with a change of indices. This result is a generalization of previous findings on multiple subtrates
in a Goldbeter-Koshland loop, allowing for both kinase saturation and saturation of a shared phos-
phatase [25]. When [S1]0  Km, as in Fig. 2.3A, αK,2 ≈ 1 and αP,2 ≈ 1. In this case, S2 will
behave as an isolated Goldbeter-Koshland loop and as such will display an ultrasensitive response
in r2 when [S2] Km. Because invoming signals vary r by changing the relative concentrations of
active enzymes, r1 ∝ r2 (for purposes of display in Fig. 2.3A, we assumed r1 = r2). When r2 < 1,
S2 will be largely unphosphorylated and will inhibit the kinase’s action on S1, causing S1 to be
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Figure 2.3: Results for the 1K1P loop. (A) The fraction of phosphorylated S1 (z axis) as a function
of r1 and [S2]0. Note that for the purpose of display, we have set r1 = r2 in this case. The total con-
centration of [S2] is normalized by its Km (which is identical for both the kinase and phosphatase)
and is plotted on a log scale. (B) The fraction of phosphorylated S1 as a function of r1 and the
number of additional substrates in the loop (N, see Fig. 2.2A). All substrates are below saturating
concentrations ([Si]0 = 0.1×Km). As in A, for the purpose of display, the r and Km parameters have
been set to be equal for all substrates. Note that in both panels A and B, the fraction S∗1 responses to
r1 with increasing ultrasensitivity as the total saturation of the enzymes (represented by [S2]0/Km
or N, respectively) increases.
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primarily in its unphosphorylated state. Similarly, when r2 > 1, S2 will be mostly phosphorylated
and will inhibit the S1 dephosphorylation reaction by saturating the phosphatase. In combination,
this coupling transfers the ultrasensitive resposne of S2 to the S1 curve. We have proven mathemat-
ically that an increase in S2 ultrasensitivity (i.e., increasing S2 concentration) always increases the
ultrasensitivity of the response of S1 in r2 regardless of the values of the kinetic parameters (see
Appendix A). The general behavior observed in Fig. 2.3A is thus a qualitative feature of all 1K1P
loops.
It has been shown experimentally that the competition between multiple phosphorylation sites
on the protein Wee1 contributes to the ultrasensitivity of Wee1’s response to incoming signals [25].
Although multisite phosphorylation can have a number of influences on such systems (e.g., by
introducing thresholds or bistability [35, 58, 59], these findings are consistent with the predictions
made by Eq. 2.3.
2.3.2 1-Kinase/1-Phosphatase loop with many substrates
We further developed the 1K1P loop to include N > 2 substrates of the kinase and phosphatase
(see Fig. 2.2A). As described above, we numerically integrated the resulting ODEs and calculated
the fraction S1 at steady state in a case in which we include a varying number of substrates, each of
which does not saturate the enzymes. The results of these calculations are summarized in Fig. 2.3B.
As expected, S∗1 increases as a rectangular hyperbola in r1 in the absence of other substrates. As
new unsaturating substrates are added to the system, we see that S∗1 starts to show an ultrasensitive
response in r1, even though none of the substrates are at a concentration that would produce such
a response on their own.
Once again, these results can be understood by treating the loop analytically. In this case,
the collection of substrates act as competitive inhibitors of the S1 loop. As such, the inhibitory
constants must now account for all competing substrates and can be expressed as αK,1 = 1 +
∑
N




i ]/Km,P,i (see Appendix A for the derivation). Considering
the case in which N > 2 reveals that saturation of the enzymes can be the combined result of many
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substrates, rather than one substrate saturating the enzymes on its own. When the kinase is satu-
rated by any subset of its targets, S1’s kinase reaction is inhibited, and a similar inhibition occurs
with the phosphatase. Thus, given enough substrates, the entire system can show ultrasensitivity
in r1 even when none of the substrates individually saturate the enzymes.
As mentioned in the Introduction, kinases often have multiple targets within cells; for instance,
Cdk1 has hundreds of substrates in yeast [35, 60, 61], and the ErbB receptor tyrosine kinases
in humans have between 20 and 40 potential targets. In the latter case, the KD values measured
by [62] indicate that the 1 µM Km value used in generating Fig. 2.3 is a reasonable estimate.
The collective-saturation mechanism described above may thus represent a common scenario for
generating ultrasensitivity in substrate response.
2.3.3 1-Kinase/2-Phosphatase loop
Most of our empirical understanding of crosstalk comes from studies that focused on the motif
of a kinase with more than one substrate [63]. Because the specific phosphatases that act on any
given set of targets are often not known, it is not clear that all kinase crosstalk will follow the 1K1P
pattern discussed above (Fig. 2.2A). For instance, Fin1 and Wee1 share the same kinase (Cdk1)
but have separate phosphatases (Cdc14 and PP2A, respectively; Fig. 2.2D). Also, because kinases
often have a very large number of targets, systems in which substrates share the same kinase but
possess separate phosphatases may be widespread [22, 23, 60, 61]. As such, we considered the
behavior of the 1-Kinase/2-Phosphatase (1K2P) loop as diagramed in Fig. 2.2B. In this case,
because the phosphatases are independent, we can separate the r parameters (i.e., r2 6∝ r1). At low
substrate concentrations, S1 responds hyperbolically in r1 and is insensitive to r2 (Fig. 2.4A). When
[S2]0  Km and r2 < 1, S1 phosphorylation is greatly reduced (Fig. 2.4B). In fact, one observes
very little S1 phosphorylation until r2 > 1. In contrast to the 1K1P loop, the response of S1 to
r2 thus exhibits a threshold: when r2 < 1, S1 essentially cannot respond to signals. At values of
r2 > 1, however, S1 responds hyperbolically to both r1 and r2.
The fraction S∗1 for the 1K2P loop also follows Eq. 2.3, but with αP,1 = 1 because the phos-
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Figure 2.4: Influence of phosphatase architecture on network response. (A) The fraction of phos-
phorylated S1 as a function of r1 and r2 when [S2]0Km for both the 1K2P and 2K1P loops. In this
case, [S1]0 = 0.1×Km. Note that r2 has little effect on the response of the S1 loop. (B) The fraction
of phosphorylated S1 as a function of r1 and r2 for a 1K2P loop with [S2]0 = 20×Km. As in A,
S1 = 0.1×Km. If S2 saturates the enzymes, it becomes a gatekeeper, when r2 < 1 (i.e., when the S2
loop is switched to the unphosphorylated state), the S1 loop essentially cannot respond to incoming
signals. When r2 > 1, however, S∗1 responds hyperbolically in both r1 and r2. (C) The fraction of
phosphorylated S1 as a function of r1 and r2 for a 2K1P loop. As in B, [S1]0 = 0.1×Km. Saturating
concentrations of S2 generally increase phosphorylation in this case. Note that even when r1 1,
S1 shows an ultrasensitive response to r2 (and thus K2) despite receiving only basal levels of signal
from its own kinase. This indicates the potential for significant phosphatase crosstalk in signaling
networks.
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phatases are independent. The presence of S2 in the system thus generally decreases the phospho-
rylation level of S1 (compare Fig. 2.4A and B). The thresholding behavior seen in Fig. 2.4B occurs
because the concentration of the inhibitor (i.e., unphosphorylated S2) responds ultrasensitively to
r2. If r1 < 1, the inhibitor concentration is high, and no phosphorylation of S1 can take place.
At r2 > 1, the inhibitor is largely removed from the system, allowing S1 to respond to incoming
signals. However, it is only in the limit r2→ ∞ (i.e., αK,1→ 1) that S1 will behave as an isolated
futile cycle. As with the 1K1P loop, we have shown mathematically that addition of S2 always
decreases S∗1 regardless of the values of the parameters in the limit S
∗
1  Km (see Appendix A).
This indicates that the gatekeeper function played by S2 is a robust feature of 1K2P loops.
Kim and Ferrell showed experimentally that adding Fin1 and Cdc6 to Xenopus cell extracts in-
creases the active kinase concentration (i.e., r) required to induce a Wee1 response [25]. Although
the experiment in this case involves both a 1K1P and a 1K2P loop (Fig. 2.2D), these findings
are consistent with our prediction that competitive substrates tend to decrease the phosphorylation
levels of other targets when the phosphatase is not shared.
2.3.4 2-Kinase/1-Phosphatase loop
The human genome encodes 150 catalytically active phosphatases and phosphatase domains, and
almost 500 kinases [64, 65]. As such, phosphatases are generally considered promiscuous; al-
though adaptor proteins help increase phosphatase specificity, these complexes still can target
multiple substrates [24]. Because of this promiscuity, it is reasonable to imagine that motifs in
which two substrates share a single phosphatase but are phosphorylated by independent kinases
are relatively common arrangements in signaling networks. There are certainly examples of such
situations: for instance, Fin1 and Bni1 in yeast share a phosphatase (Cdc14) but have different ki-
nases (Cdk1 and Fus3, respectively; Fig 2.2D). We used the 2-Kinase/1-Phosphatase (2K1P) loop
as modeled in Fig. 2.2C to characterize the behavior of such systems. As with the 1K2P loop, the
distinct kinases in the 2K1P system allow the separation of r parameters so that r1 6∝ r2.
At low substrate concentrations, this is essentially the case. As anticipated, S1 responds hy-
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perbolically in r1 and is insensitive to r2 (see Fig. 2.4A). The situation is very different when
[S2]0 Km. We see the expected hyperbolic S1 response in r1 when r2 is nearly zero (i.e., when
the S2 loop has not received and activation signal); however, as r2 increases, the fraction of phos-
phorylated S1 molecules increases until it reaches nearly one at r2 > 1 (Fig. 2.4C). When r1 is
close to zero, S1 responds ultrasensitively to r2. This indicates that a signal that switches S2 to its
phosphorylated state can cause a similar switch in S1 even if very little signal is received via K1.
As with the 1K1P loop, this behavior can be explained in terms of the inhibition of one loop by
another. In this case, the fraction of S∗1 can be defined as in Eq. 2.3 with αK,1 = 1 to account for the
independence of the kinases. Adding S2 to the system thus generally increases phosphorylation
of S1 (compare Fig. 2.4A and C). Because phosphorylated S2 acts as a phosphatase inhibitor,
an incoming signal that increases r2 to values greater than one introduces high concentrations of
the inhibitor in a switch-like manner, inducing a response in S1. We have shown mathematically
that this increase in phosphorylation in response to S2 competition will always occur regardless of
parameters in the limit S∗1 Km (see Appendix A).
2.3.5 Phosphatase tunneling
In the models described above, we focused on crosstalk occurring between substrates on the same
level of signaling; the only relationship between the substrates is the shared enzymes. Signaling
networks, however, often contain cascades in which a set of proteins activate each other in se-
quence [66]. Although the sharing of phosphatases between different levels of a cascade has been
documented [13], the phosphatase architecture in these cases is often poorly understood. Indeed,
anonymous and independent phosphatases are often added to mathematical models of MAPK cas-
cades to fill in these gaps [44, 67–69]. Given this ambiguity, we constructed models of cascades
in which each kinase has an independent phosphatase, in addition to a case in which a single
phosphatase acts on all of the proteins in the cascade (Fig. 2.5A and B).
Each type of cascade was modeled with depth N = 2, 3, 4, or 5 substrates present in saturation
(10×Km) or unsaturating (0.1×Km) concentrations. The input parameter r was defined as the ratio
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Figure 2.5: Influence of phosphatase tunneling on cascade signals. (A) A kinase with N members.
The kinase K provides the input signal, and each substrate Si acts as the kinase for substrate Si+1.
In this model, there are N independent phosphatases (Pi). This expands upon systems previously
described by Goldbeter and Koshland [26]. (B) A kinase cascade similar to that in panel A, but
with a single shared phosphatase P. (C) Fractional phosphorylation of the final substrate in the
cascade as a function of r for cascades with two to five substrate. In this case, r is defined as the
Vmax of the input kinase (K in A and B) divided by the Vmax of the phosphatase for the first substrate
in the cascade (P1 in A and P in B). The dashed lines represent cascades with N phosphatases
and the solid lines represent cascades with a single shared phosphatase. Note that the responses of
cascades become exponentially more sensitive to r with increasing depth N. Cascades with a single
shared phosphatase are considerably more sensitive to r compared with those with independent
phosphatases. (D) In this case, we define a parameter, r1/2, as the value of r in panel C at which
the response of a cascade is half-maximal. For any given number of substrates, N, the r1/2 of the
independent case divided by the r1/2 of the shared case (i.e., the r1/2 of the dashed curve in C
divided by the r1/2 for the solid curve). For N = 2, the independent case requires 5 times as much
input signal to achieve a half-maximal response; for N =3, 4, and 5, the independent case requires
13 times as much input signal.
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of the maximum velocities of the initial kinase (K) to the phosphatase acting on S1 (P1 or P for the
independent and shared cases, respectively), and the models were analyzed for the fraction of the
final substrate phosphorylated (S∗N) at steady state.
For both classes of cascade, we found that the response of the final substrate becomes expo-
nentially more sensitive to input signals with increasing cascade depth. The N = 5 case generally
reaches its r1/2 (the r-value at which half of SN is phosphorylated) with 9 orders of magnitude less
input than N = 2 (see Fig. 2.5C). This increase in sensitivity is an expected outcome of amplifica-
tion in signaling cascades [26, 70]. Additionally, models with a single, shared phosphatase show
a higher degree in input sensitivity in r compared with models with independent phosphatases,
but only when the substrates are present in saturating concentrations. To quantify the changes in
input sensitivity for saturating conditions, we took the ratio of the r1/2-values for the two types of
cascade at a given value of N (see Fig. 2.5D). In the most basic cascade, with N = 2, the r1/2for
the single phosphatase model is 5 times less than that for the multiple phosphatase model. This
ratio increases and plateaus for cascades with depth N ≥ 3; in these cases, the single phosphatase
models require 13 times less signal. This occurs because the signal is able to tunnel through
the shared phosphatase when the substrates are at saturating concentrations. Activation of the
upstream kinases not only activates the rest of the cascade but also produces phosphorylated sub-
strate molecules that act as phosphatase inhibitors. This reduces the effective concentration of free
phosphatase available for downstream substrates, amplifying the apparent signal strength.
2.3.6 Kinase inhibitors
As mentioned above, there is a growing interest in developing small molecules that target and
inhibit kinases as potential therapeutics for a variety of diseases [53]. It is unclear, however, what
kind of effects these inhibitors will have in loops with significant kinase or phosphatase crosstalk;
in these cases, kinase inhibitors not only influence their targets’ activity but also the concentration
of other inhibitors (namely, S2 and S∗2) in the system. We considered the impact of two separate
types of inhibitors on the loops described above. Type 1 inhibitors, which are currently by far the
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most commonly used in practice [53]., target the ATP-binding site of a specific kinase and disrupt
its activity toward all of its targets. Type 2 inhibitors, on the other hand, target and disrupt a specific
kinase-target interaction, leaving the kinase free to act on a subset of its other targets. Although
the latter is not currently common, peptide inhibitors have been successfully used in this manner
[56], and there is increasing interest in developing the capacity to inhibit specific protein-protein
interactions within cells [71].
We modeled the potential effects of these inhibitors by including explicit inhibitor molecules in
our loops, with I1 and I2 representing type 1 and type 2 inhibitors, respectively. We first considered
a 1K1P loop with S2 at saturating concentrations and in the active state (r1 = r2 = 1.5; see Fig.
2.2A). as one would expect, adding I1 significantly decreases S∗1, because a generic inhibitor for
the kinase will clearly reduce overall phosphorylation of all targets (Fig. 2.6A). However, even
an inhibitor that is specific to S2 decreases the phosphorylation of S1 (Fig. 2.6A). The specific
inhibitor in this case decreases the concentration of S∗2, reducing competition for the phosphatase
and thus decreasing S∗1. The effect of I2 is not as dramatic as that of I1 for the 1K1P loop, but this
nonetheless represents a potentially unintended consequence of a (putatively) specific inhibitor.
In the 1K2P case, we find exactly the opposite behavior: whereas I1 decreases S∗1 as expected,
I2 increases the phosphorylation of the first substrate (Fig. 2.6B). This is because the inhibitor
reduces S2 interactions with the kinase, alleviating competition. In this case, the response of the
system is perhaps more intuitive: because S2 is a competitive inhibitor of S1 phosphorylation,
inhibiting its phosphorylation in a specific way increases the capacity of S1 to respond to signals.
In the 2K1P loop, if the two types of inhibitors are aimed at the second kinase (K2), they have
the same net effect. Because K2 cannot act on S1 in this model, there is no difference between
an inhibitor that simply targets K2 and one that specifically targets the K2−S2 interaction. When
the second loop is activated by a signal and the first loop is not, the K2 completely abolishes
S1 phosphorylation (Fig. 2.6C).Although the source of this behavior is clear for Fig. 2.4C, the
effect is nonetheless striking. In the absence of knowledge about the shared phosphatase (or the
phenomenology of the 2K1P loop), a response like the one shown in Fig. 2.4C might lead to the
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Figure 2.6: Effect of kinase inhibitors in the presence of crosstalk. (A) A 1K1P loop with two
substrates in the presence of one of two kinase inhibitors: I1, which prevents reactions with all
targets of the kinase (red), or I2, which specifically disrupts K−S2 interactions (blue). We plot the
fraction of phosphorylated S1 against the ratio of [I1] or [I2] to [K]. In this case, [S1]0 = 0.1×Km,
[S2]0 = 20×Km, and r1 = r2 = 1.5. Note that using either inhibitor causes a decrease in the fraction
S∗1, although the effect is less pronounced with the S2-specific inhibitor. In the latter scenario, I2
reduces the [S∗2], which is itself a phosphatase inhibitor for S
∗
1. The net effect of I2 is thus to
decrease S1 phosphorylation. (B) A 1K2P loop with the same kinase inhibitors as in panel A.
The fraction of phosphorylated S1 is plotted against the ratio of [I1] or [I2] to [K]. In this case,
[S1]0 = 0.1×Km, [S2]0 = 20×Km, r1 = 0.5, and r2 = 1.5. Although the general inhibitor still
reduces S∗1, the specific inhibitor increases S
∗
1. This is because decreasing the concentration of S
∗
2
reduces competition for the shared kinase. (C) A 2K1P loop in the presence of both I1 and I2. Note
that because the kinases are independent in this case, the effects of both inhibitors are identical.
The fraction of phosphorylated S1 is plotted against the ratio of the concentrations of [I2] to [K].
In this case, [S1]0 = 0.1×Km, [S2]0 = 20×Km, r1 = 0.01 and r2 = 1.5. Both inhibitors decrease
S∗1, as the reduction in phosphorylated S2 due to the inhibitors reduces S
∗
2’s inhibition of the S1
phosphatase reaction.
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erroneous conclusion that K2 acts directly on S1, or that the inhibitor in this case is nonspecific.
2.4 Discussion
The 1K1P and 1K2P loops discussed above (Fig. 2.2A and B) represent two variations on the
classic crosstalk motif, i.e., a kinase that has multiple downstream targets in different pathways. In
the traditional view, the coupling between the substrates in these two loops is understood as simply
arising from the fact that they will all respond to some of the same upstream signals [63]. Our work
reveals that a shared enzyme not only modifies each target but also can strongly couple the response
of one target to that of another through competitive inhibition at the shared enzyme. For instance, if
the targets in question share the same kinase and phosphatase, we find that 0th-order ultrasensitivity
becomes transitive; all of the targets in this case will respond in a switch-like manner to incoming
signals (Fig. 2.3A). We also find that in situations where there are a large number of substrates
(Fig. 2.3B), the system can respond ultrasensitively even if none of the targets is at a high enough
concentration to elicit such a response on its own. It has been shown that some kinases do in
fact act on many targets (e.g., Akt, the EGF receptors, and Cdk1 [22, 23, 60, 61]), indicating that
this collective saturation may represent a common mechanism for inducing ultrasensitivity without
having to express any given protein target at saturating levels.
We find that the alternative variation on traditional kinase crosstalk, the 1K2P loop (Fig. 2.2B),
displays a completely different set of behaviors from those observed when the phosphatase is
shared. In this case, the saturating substrate acts as a type of gatekeeper for the other substrates in
the loop. Below the signal threshold at which this saturating substrate switches into the phospho-
rylated state, other substrates will simply be unable to respond to incoming signals, whereas above
this threshold the unsaturating targets will respond in a hyperbolic manner (Fig. 2.4B). Although
direct experimental tests are currently lacking, our predictions for both 1K1P and 1K2P loops are
consistent with available data [25]. Overall, these findings indicate that when a particular kinase
has multiple targets in multiple pathways, it is difficult to reason in general about the behavior of
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the system in the absence of detailed information regarding phosphatase architecture and relative
saturation levels (Figs. 2.3 and 2.4).
To date, nearly all experimental characterizations of crosstalk have focused on kinases, and, to
our knowledge, the potential for phosphatases to couple signaling responses on their own has not
been previously considered [63]. Our analysis of the 2K1P loop (Fig. 2.2C) demonstrates that such
coupling is readily achieved. Indeed, a shared phosphatase can elicit an ultrasensitive response of
a target to signals from kinases that do not directly act on the target in question (Fig. 2.4C). Fur-
thermore, phosphatase architecture plays a role in the sensitivity of a signaling cascade. We found
that cascades in which every substrate shares a common phosphatase are more responsive to input
signals than cascades with independent phosphatases when the substrates are at saturating levels.
Given that phosphatases are generally considered more promiscuous than kinases, this indicates
that phosphatase crosstalk may be widespread in biological networks. Because the specific phos-
phatases that act on many targets in signaling networks are often not known [67–69], it is currently
unclear to what extent phosphatase crosstalk can influence global network behavior.
Given the widespread crosstalk present in mammalian signaling networks, our work highlights
the inherent difficulty of predicting a priori the effects that kinase inhibitors will have on cells.
These effects ultimately will depend not only on the kinase connectivity of the network but also
on the degree of saturation in the targets and the phosphatase architecture. In many cases, both of
these facts are unknown - even if the intracellular concentrations of the target proteins are known,
the Km-values for kinases and (especially) phosphatases are not known, and for many signaling
pathways the relevant phosphatases have not yet been identified. Understanding these details will
be a crucial component of any attempt to rationally design a kinase inhibition strategy that can elicit
some desired effect on some set of targets without inducing unintended decreases (or increases) in
the phosphorylation levels of other proteins in the network (Fig. 2.6).
Ultimately, our work indicates that studies on signaling and regulatory networks need to be
increasingly mindful of the highly interconnected and interdependent structure of the networks
themselves. This is especially true of phosphatases. To understand the real consequences of ram-
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pant kinase crosstalk, we clearly must obtain more reliable information about which phosphatases
act on which targets, what adaptor domains they employ, etc. The findings described above also
highlight the fact that individual elements of signaling networks can exhibit responses that are
sensitive to the context in which the element is found. Care must be taken to ensure that this de-
pendence on network architecture informs our interpretation and understanding of how networks
function and interact with each other.
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Chapter 3
Phosphatase Specificity and Pathway
Insulation in Signaling Networks
3.1 Introduction
Signaling networks allow cells to sense changes in their environment and respond adaptively. One
of the most common "motifs" in eukaryotic signaling networks consists of a kinase that phosphory-
lates another protein in the network. Phosphorylation often alters the function of the target protein:
for instance, that target might itself be a kinase that only becomes active when it is phosphorylated.
A second enzyme, called a phosphatase, generally catalyzes the removal of the phosphoryl group.
Although they are generally less well studied than kinases, phosphatases play a crucial role in con-
trolling the phosphorylation levels of target proteins and thus the response of signaling networks
to external stimuli [13, 26, 72].
Metazoan signaling networks are often very complex, exhibiting a high degree of "crosstalk"
where many enzymes are shared between multiple pathways [12–14, 16, 17, 34, 35]. Crosstalk
studies have generally concentrated on the interactions made by kinases, and the potential for
phosphatases to contribute to signaling complexity has been largely overlooked [63]. For instance,
in developing mathematical models of signaling networks, when a phosphatase has not yet been
30
identified for a particular phosphoprotein, an anonymous, independent, and often unsaturatable
phosphatase is added to the model to fill in the gap [25, 44, 67, 69, 73–75]. This approach obviously
ignores any contribution that phosphatase-mediated crosstalk might make to the behavior of the
network.
We recently used a set of mathematical models to explore whether phosphatases acting on
multiple substrates could impact signaling dynamics. We found that the responses of substrates to
incoming signals can be strongly coupled if they share a phosphatase [72]. In particular, we con-
sidered a case where two different substrate proteins S1 and S2 in the network have two completely
independent kinases but share a single phosphatase (i.e. the configuration diagrammed in Fig.
3.2A below). In this case, signals that activate only one of the kinases can cause both substrates to
respond in a switch-like manner; this occurs because the phosphorylated substrate (say S∗2) will act
as a competitive inhibitor of the phosphatase, causing the other substrate to become active. This
significantly increases S1 phosphorylation even when the kinase specific to that substrate has very
low activity.
While over 500 distinct kinases have been identified in the human genome, there are only a
total of about 150 phosphatases [64, 65]. There are thus not even enough phosphatases to assign a
unique one to each kinase, let alone o each unique substrate in the network, as has commonly been
assumed in modeling studies [25, 44, 67, 69, 73–75]. In fact, it is well established that phosphatases
are often inherently "promiscuous:" well-characterized phosphatases have been shown to act on
tens if not hundreds of substrates [76–78]. This fact suggests a potential paradox: since, by virtue
of their relatively small numbers, each phosphatase must act on a large number of targets, it is
unclear how the cell avoids rampant phosphatase-mediated crosstalk between distinct parts of the
network [72].
In this work, we used mathematical models to investigate a variety of mechanisms that cells
could deploy to prevent shared phosphatases from resulting in unwanted crosstalk. These models
focused on a simplified scenario in which substrates share a single phosphatase but are otherwise
unrelated (e.g. Fig. 3.1A). While this ignores crosstalk at the kinase level [12, 14, 17, 34, 35, 44,
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63, 72] and the fact that phosphatase activity is often itself regulated by the signaling network (24,
25), it allows us to isolate a particular source of crosstalk and characterize various mechanisms the
cell might use to prevent it.
Since phosphatases can only couple substrate responses if they are saturated [72], one natural
approach to limiting the impact of the phosphatase crosstalk would be to evolve phosphatases with
Michaelis constants (KM’s) so large that they essentially cannot be saturated by their substrates.
We showed that, in this scenario, the substrates can no longer respond ultrasensitively to incoming
signals, and the phosphatases become highly inefficient enzymes that must be ex-pressed at high
levels to ensure rapid substrate responses. A second mechanism that cells might employ involves
disposing of specific phosphatases altogether, and instead employing degradation of the substrate
as a means of removing phosphorylated molecules from the system. This alternative approach to
"effective dephosphorylation" would have the benefit of reducing the required number of targets
per phosphatase, decreasing the potential for phosphatase coupling in the rest of the network.
We found that this dephosphorylation mechanism also cannot generate ultrasensitive responses.
Additionally, in order for degradation to yield rapid response kinetics, the phosphorylated substrate
would have to be highly unstable, with half-lives on the order of tens of minutes, which would
involve high energetic costs to the cell.
Phosphatase promiscuity is likely a larger problem for serine/threonine phosphatases than it is
for tyrosine phosphatases [13, 24, 78–80]. Interestingly, serine/threonine phosphatases like PP2A
often act as holoenzymes comprised of a catalytically active subunit, a scaffolding subunit, and
an "adaptor" subunit that recruits specific substrates to the complex (3, 28-34). Using our models,
we demonstrated that these adaptor subunits can insulate signaling pathways from phosphatase
crosstalk while still allowing each independent substrate to respond ultrasensitively. We found that
the ability of adaptor subunits to insulate signals between different substrates depends upon the
manner of adaptor binding: in particular, the adaptor must be able to bind the substrate indepen-
dently of whether or not it is already bound in an active holoenzyme complex with the catalytic
subunit. Focusing on the example of PP2A, it is likely that the substrate specificities of its adap-
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tor subunits have evolved in order to functionally couple subsets of targets within the signaling
network [13, 80–85].
Overall, our work demonstrates that, while there are mechanisms that can allow cells to avoid
widespread phosphatase crosstalk, those mechanisms each involve a set of functional trade-offs
that likely dictate which mechanism has evolved in any given situation. While these mechanisms
almost certainly reduce the overall level of crosstalk in the cell, our analysis of the PP2A example
indicates that at least some phosphatase coupling remains. Characterizing the functional role of
phosphatase-mediated crosstalk in shaping network dynamics represents a major experimental and
theoretical challenge in systems biology.
3.2 Materials and Methods
Our models of 2-Kinase/1-Phosphatase dynamics, the corresponding systems of Ordinary Differ-
ential Equations (ODEs), and details on the simulations are described in the Supporting Informa-
tion. We used the CVODE library from SUNDIALS [86] to numerically integrate the systems
of ODEs. Analytical solutions and subsequent derivations may also be found in the Supporting
Information.
The half-lives of signaling proteins were taken from a published dataset of the half-lives of
proteins in mouse C2C12 cells [87]. We analyzed the UniProt entry for each of the proteins in
this dataset and checked for GO annotations describing the protein as being a phosphoprotein. The
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Figure 3.1: The 2-Kinase/1-Phosphatase Loop. (A) Two independent kinases (K1 and K2) phos-
phorylate their respective substrates (S1 and S2). The filled circles indicate the phosphorylation of
the substrates. A single shared phosphatase P dephosphorylates both substrates. (B) The fraction
of phosphorylated S1 (denoted as S∗1) as a function of response parameter r1 when r2 = 0 (black)
and r2 = 2 (red). r1 and r2 represent the ratio of the maximum velocity of the respective kinase
to the maximum velocity of the phosphatase, and are the dominant response parameters for the
system. The initial concentrations of both S1 and S2 are set at 10 µM, KM,P,1 at 1 mM, and KM,P,2
at 1 µM. As such, S1 does not saturate either the kinase K1 or phosphatase, whereas S2 saturates
K2 and P. Note the increase in phosphorylated S1 in response to activation of the second loop, as
described previously for this motif [72]. (C) The fold change in S∗1 as a function of KM,P,1. The
fold change in S∗1 is calculated as the fraction S
∗
1 at r2 = 2 divided by the fraction S
∗
1 at r2 = 0. The
dotted green line represents no change in S∗1.
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3.3 Results
3.3.1 The promiscuity of phosphatases
As mentioned above, kinases vastly outnumber phosphatases in the human genome [64, 65]. In
order to characterize the generality of this kinase/phosphatase mismatch across different species,
we searched the UniProt database for ratios of kinases to phosphatases and phosphoproteins to
phosphatases (See Appendix B for details) [89]. We found that for most eukaryotes, there is no way
to achieve a single, independent phosphatase per kinase, let along substrate (as is often assumed, if
implicitly, in modeling studies) [80]. These findings are consistent with a variety of experimental
studies, in which phosphatases have been shown to target tens to hundreds of phosphoproteins
[13, 24, 78–80].
We previously demonstrated that phosphatases acting on multiple substrates could contribute
to network crosstalk. Using a mathematical model in which a phosphatase is shared between two
substrates with independent kinases (diagrammed in Fig. 3.1A), one can show that the shared
phosphatase couples the responses of the substrates so that activation of one kinase increases the
phosphorylation of both substrates through phosphatase inhibition [72]. It is straightforward to
derive the fraction of phosphorylated substrate S1 at steady state for this system:
S∗1 =
(r1−1)− (KK,1 + r1αP,1KP,1)+
√
((r1−1)− (KK,1 + r1αP,1KP,1))2 +4(r1−1)r1αP,1KP,1
2(r1−1)
(3.1)
where S∗1 = [S
∗
1]/[S1]0 is the mole fraction of phosphorylated substrate S1, KK,1 = KM,K,1/[S1]0
and KP,1 = KM,P,1/[S1]0 are the Michaelis constants of the substrate S1 for the kinase K1 and the
shared phosphatase P divided by the total concentration of S1, and r1 = kcat,K,1[K1]0/kcat,P,1[P]0.
Since protein concentrations remain constant over relevant timescales, r1 serves as the response
parameter of that drives S1 phosphorylation [41, 72]. The αP,1 = 1+[S∗2]/KM,P,2 term represents
the influence of S2 on the phosphorylation of S1. The solution for the fraction of phosphorylated
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S2 at steady state is the same as Eq. 3.1 with different indices (e.g. r2 = kcat,K,2[K2]0/kcat,P,2[P]0).
Upon activation of the second loop (K2−S2), the phosphorylated S2 acts as a competitive inhibitor
of the phosphatase, increasing αP,1 if [S∗2] is large relative to KM,P,2. This phosphatase inhibition
results in an increase in S1 phosphorylation (Fig. 3.1B). The difference in S1 phosphorylation due
to K2−S2 activity can be illustrated as the fold change in S1 phosphorylation upon K2 stimulation,
defined here as the concentration of phosphorylated S1 at r2 = 2 divided by the concentration of
phosphorylated S1 at r2 = 0. Give this definition, we observed up to a 10-fold increase in phospho-
rylation of the first substrate at low values of r1. Additionally, making P a poor phosphatase for
S1 by increasing KM,P,1 does not remove the crosstalk, since αP,1 depends only on the saturation
of the phosphatase by S∗2 (Fig. 3.1C). Although the results in Fig. 3.1 focus on a case where there
is a single competing substrate S2, multiple substrates can collectively saturate the phosphatase,
leading to indirect activation of S1 even when none of the competing substrates is at high enough
concentration to individually saturate the enzymes (See Appendix B for details) [72].
3.3.2 Removing coupling with unsaturatable phosphatases
Since phosphatase coupling is dependent upon the collective saturation of the phosphatase by its
substrates, it follows that an unsaturatable phosphatase could insulate substrate responses. To
investigate the effects of phosphatase saturation on crosstalk we simultaneously increased both
KM,P,1 and KM,P,2 in our 2-Kinase/1-Phosphatase model (Fig. 3.1A). When the KM,P’s are smaller
than the total concentrations of the substrates we see that the phosphorylation of S1 at a low value
of r1 is increased about 10-fold upon activation of the second kinase. As the phosphatase KM’s are
increased, however, the fold increase in S1 phosphorylation drops until it reaches 1, indicating that
S1 becomes insensitive to K2 activity at KM,P’s above ~10 times total substrate concentration (Fig.
3.2A).
The insulation provided by an unsaturated phosphatase comes at the cost of the loss of an ultra-
sensitive response of the substrates to incoming signal [37, 72]. The unsaturated phosphatase can
no longer operate at its maximum velocity, and as such it takes very little active kinase to phos-
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Figure 3.2: Removing coupling with unsaturatable phosphatases. (A) The fold increase in S1
phosphorylation as a function of the KM,P of the shared phosphatase for both substrates in a 2-
Kinase/1-Phosphatase loop. (B) The fraction S∗1 as a function of r1 at r2 = 0 (black) and r2 = 2
(red) when KM,P = 10× [S]0. Note that there is very little difference between these curves. (C)
The normalized fraction of phosphorylation substrate S1 as a function of time after the removal of
input signal. In these simulations, the concentration of S2 and K2 are set to 0. The systems were
allowed to run to steady state at high K1 activity (r1 = 2); at t = 0, the activity of the kinase was
set to 0 (i.e., r1 = 0). The y-axes were normalized by y1 = (y - min y) / (max y - min y), where min
y is the fraction S∗1 at r1 = 0 and max y is the fraction S
∗
1 at r1 = 2 at steady state. (D) The half-life
of S1 phosphorylation as a function of KM,P with two total concentrations of P (10 nM, green,
and 1 µM, purple). Note that the black, red, and blue dots are shown to illustrate the relationship
between panels D and C. The dashed orange line shows the linear approximation of t1/2 for highly
unsaturated phosphatases (t1/2 = KM,P/kcat,P[P]0).
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phorylate a significant fraction of S1 at steady state (Fig. 3.2B). These results can be understood
by treating the system analytically. With an unsaturated phosphatase, the solution for the fraction







Note the lack of the α inhibition term from the shared phosphatase; since KM,P,2 [S2]0, αP,1 ≈ 1,
resulting in the lack of phosphatase-mediated crosstalk. One can show that the analytical solution
in Eq. 3.2 for S∗1 is strictly hyperbolic in r1 regardless of the values of the kinetic parameters,
confirming the lack of any possible ultrasensitive response (see Appendix B for derivation) [37].
Another complication with an unsaturated phosphatase is the timescale on which it could de-
phosphorylate a pool of substrate molecules. To explore this issue, we initialized our system with a
fully phosphorylated pool of S1 molecules and no activity for the second kinase (i.e. r2 = 0). This
represents a pathway that has been fully activated by an incoming signal. We then ran this system
with absolutely no kinase activity (r1 = 0) to simulate the system after the removal of input. When
KM,P is small it takes less than an hour to fully dephosphorylate all substrate. However, it takes
longer as the phosphatase becomes unsaturated, taking over 100 hours to completely dephospho-
rylate the substrate when the KM,P is 100 times the total substrate concentration (Fig. 3.2C). When





The dependence of t1/2 on KM,P,1 is thus linear, which can result in very long timescales when
the enzyme becomes highly unsaturated. In cases where fast dephosphorylation of the substrate
is important (say, in tightly controlling the duration of a cellular response, or when fast oscilla-
tions are necessary), the system can compensate for this increase in timescale by expressing more
phosphatase (Fig. 3.2D).
Interestingly, overexpression of the phosphatase alone can insulate substrate responses even
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when the KM’s are small, so long as the concentration of phosphatase becomes high enough that
the traditional Michaelis-Menten assumption that enzymes are at much lower concentration than
their substrates is broken [16]. In this regime, however, the enzymes tend to sequester their sub-
strates, reducing the concentration of unbound, phosphorylated substrate available to participate in
downstream reactions within the network (see Fig. B.1 in Appendix B). Thus, while phosphatase
overexpression can result in insulation and reduce dephosphorylation timescales (Fig. 3.2D), it
can also reduce the capacity of the system to respond to incoming signals. As a result, many phos-
phatases (such as Msg5, which dephosphorylates the MAPK Fus3 in yeast) are at least an order of
magnitude lower in concentration than their substrates [90, 91].
An increased phosphatase KM is the only mechanism cells could use to desaturate the phos-
phatase. Previous experimental studies have demonstrated that binding of phosphorylated sites by
SH-2 domain-containing or 14-3-3 proteins can shield the phosphoprotein from dephosphorylation,
creating a reservoir phosphorylated substrate [92, 93]. The presence of such proteins would ef-
fectively reduce the concentration of substrate available to the phosphatase (and thus its saturation
level) without influencing the saturation of the kinase. To consider the effects of this shielding phe-
nomenon, we added substrate-specific "reservoir" proteins to our 2-Kinase/1-Phosphatase model.
As expected, these reservoir proteins do insulate the substrates from crosstalk even when the KM’s
are relatively small (see Figs. B.2A and B in Appendix B). However, since the phosphatase is ef-
fectively unsaturated, the substrates always respond hyperbolically to inputs. Dephosphorylation
kinetics are also very slow in the presence of high concentrations of reservoir proteins, since the
phosphatase must essentially "wait" for a substrate to be unbound long enough so that it can bind
and catalyze the dephosphorylation reaction (Fig. B.2C).
Thus, while unsaturating the phosphatase KM can insulate the response of substrates from one
another, this mechanism clearly involves a set of trade-offs. For one, none of the substrates can
respond in a switch-like manner to incoming signals, and so this mechanism cannot be deployed
in cases where ultrasensitive responses are crucial [25, 42–46]. In addition, achieving fast dephos-
phorylation timescales may require high levels of phosphatase expression, which may become
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impractical (or limit the capacity of the system to respond at all) in cases where the KM needed to
achieve insulation is very large (Figs. 3.2D and B.1A). These trade-offs likely limit the set of cases
where insulation via an unsaturated phosphatase represents an evolutionarily favored mechanism.
3.3.3 Degradation as a phosphatase substitute
The vast majority of work on modeling signal transduction has assumed that dephosphorylation
occurs through the catalytic activity of a phosphatase [25, 26, 44, 67, 69, 72–75]. While there are
many clear cases where phosphatases play this role, it is also possible for substrate degradation to
serve as a dephosphorylation mechanism. The idea in this case is straightforward: phosphoproteins
are synthesized in their unphosphorylated state, but both the unphosphorylated and phosphorylated
states of the protein may be lost from the system due to degradation. When the total protein con-
centration (regardless of state) remains constant in time, the effect of synthesis and degradation
effectively amounts to a first-order dephosphorylation term (see Appendix B for details). Sub-
strates that rely on degradation as their "phosphatase:" would not need a separate phosphatase
enzyme, thus reducing the number of substrates each phosphatase would have to act upon.
In order to characterize degradation as a phosphatase substitute, we built a mathematical model
with a substrate responding to a single kinase without a phosphatase. We assume the degradation
process to be completely unsaturatable. As a result, the degradation terms are all taken to be first
order, and there is no degradation- or phosphatase-mediated crosstalk between pathways. In some
cases, phosphorylation of a protein changes its half-life; for instance, the phosphorylated state of
the protein may be less stable than the unphosphorylated state [94, 95]. To capture this possibility
in our model, the unphosphorylated and phosphorylated substrates are degraded at different rates
(kdeg,U and kdeg,P for the unphosphorylated and phosphorylate states, respectively). When the
substrate is bound to a kinase, we assume that the kinase falls off the complex as the substrate is
degraded. Unphosphorylated substrate is synthesized at a rate necessary to maintain a constant
total substrate concentration at steady state (see Appendix B for details). In order to parameterize
the model, we obtained a range of half-lives by using UniProt to identify phosphoproteins from
40
published dataset of protein half-lives in mouse C2C12 cells [87, 89]. Phosphoproteins in this
dataset have half-lives ranging from about 10 to 187 hours, with a median of 31 hours (Fig. 3.3A).
We used these values to set the range of biologically relevant degradation rates for the substrates.
This model was then run to steady state using each of the phosphoprotein half-lives for a range
of kinase concentrations. For these initial simulations we assumed that the phosphorylation state
does not influence degradation rate (i.e. kdeg,U = kdeg,P). The response of the substrate to incoming
signal is dependent upon the half-life of the substrate; more stable phosphoproteins are more highly
phosphorylated than less stable phosphoproteins (Fig. 3.3B). However, substrates with any half-
life in the mouse data set become completely phosphorylated when the kinase concentration is at
or above 1 nM, making these substrates highly sensitive to incoming signal. Note that catalytic rate
of the kinase in these simulations is 0.9 s−1, which is close to experimentally determined kinase
catalytic rates that have been determined experimentally [96, 97]. Faster kinase catalytic rates
would further reduce kinase concentrations necessary to completely phosphorylate substrates with
the observed half-lives.
To understand how the different degradation rates may affect substrate phosphorylation and







where rdeg = kcat,K[K]0/kdeg,P[S]0 is the ratio of the maximum velocity of the kinase to the max-
imum velocity of substrate degradation. This solution includes a modified Michaelis constant
KM,deg = (k−,K + kcat,K + kdeg,U)/k+,K , taking into account the degradation of the kinase-bound
substrate, which is divided by the total substrate concentration to obtain Kdeg. As expected based
on our results for an unsaturatable phosphatase, one can show that the phosphorylation response
of the substrate in this model can only be hyperbolic in rdeg (See Appendix B for derivation). As
such, a signaling pathway that relies on degradation to remove phosphorylated substrate could
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Figure 3.3: Degradation as a phosphatase. (A) The range of signaling protein half-lives in mouse
C2C12 cells [87]. The minimum reported half-life is 10 hours (black dot), maximum is 187 hours
(blue), and median is 31 hours (red). (B) The fraction S∗ as a function of the concentration of
active kinase, [K]0. Note that the model for these panels includes only the kinase and degradable
substrate. [K]0 directly affects the parameter rdeg, which represents the ratio of the maximum
velocity of the kinase to the maximum velocity of degradation (kdeg× [S]0). The value of rdeg will
thus change for a constant concentration of kinase as the half-life changes. As such, any rdeg for
a protein with a longer half-life involves a lower concentration of kinase than for a shorter half-
life. (C) The normalized fraction S∗ as a function of the time after setting kinase activity to 0 for
substrates with half-lives of 0.5, 1, and 10 hours.
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Finally, the timescales required to degrade a pool of phosphorylated substrate based upon the
half-lives of phosphoproteins from the C2C12 dataset would be very long. To demonstrate this,
we ran the model at high levels of kinase activity (rdeg = 2) to steady state. We then set rdeg = 0
to simulate the system after the removal of the input. Even with the shortest substrate half-life, the
system requires about 100 hours to completely dephosphorylate the substrate (Fig. 3.4C). Com-
plete dephosphorylation of the substrate in less than 1 hour would require that the phosphorylated
state have a half-life on the order of minutes. If the system needs to recover quickly from incoming
signals, then utilizing degradation as a phosphatase subunit would likely be quite inefficient, re-
quiring a very unstable phosphorylated substrate. Maintaining a reasonable concentration of total
substrate would, in turn, require a high rate of protein synthesis, resulting in a high energetic cost
for the cell. Thus, while degradation could reduce the total "substrate burden" of phosphatases in
the cell, it is likely to be employed only in cases where an ultrasensitive response is not necessary
and when either slow dephosphorylation kinetics, or the energetic costs of high protein turnover,
are functionally acceptable.
3.3.4 Role of phosphatase regulatory subunits in pathway isolation
Serine phosphatases like PP1 and PP2A exist as holoenzymes: the catalytic subunit of PP2A binds
to a scaffold subunit, which makes up the catalytic core. This core can then bind to one of many
possible regulatory adaptor subunits, with each adaptor recruiting PP2A to a specific set of sub-
strates (Fig. 3.4A [24, 76, 80–84]. The mechanism of targeting of substrates by a regulatory
subunit and the effects of concentration and binding constants has been examined previously [98].
However, this study did not consider whether regulatory subunits might provide insulation from
phosphatase-mediated crosstalk. In order to investigate the role of these adaptors in isolating dif-
ferent pathways that share the same phosphatase catalytic core, we built two models, an "ordered"
and an "unordered" model for the binding of the phosphatase adaptor subunits. In the ordered
model, the phosphatase catalytic core can bind two one of two adaptor subunits, creating two dis-
tinct holoenzymes. This holoenzyme can then specifically bind to and dephosphorylate a cognate
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substrate (diagrammed in the inset of Fig. 3.4B). This model represents the standard picture where
the holoenzyme first assembles and then acts on its substrates [82].
We first tested the ordered model to determine if the interaction specificity of adaptor subunits
is sufficient to isolate the responses of different substrates. In order to examine how concentrations
of the adaptor subunits affect substrate phosphorylation, we ran this model to steady state with a
range of total adaptor concentrations (keeping the concentrations of the two adaptors equivalent,
i.e. [A1] = [A2]) and measured the fraction of phosphorylated S1 at low levels of kinase 1 activation
(r1 = 0.05) and high levels of kinase 2 activity (r2 = 2) (Fig. 3.3B). When the concentration
of the adaptors is less than the concentration of phosphatase catalytic core, the phosphorylation
of S1 is very high. In this model, a phosphatase can only act on its substrate when bound to
an adaptor subunit. When the concentration of adaptors is less than that of the catalytic core,
the total number of active phosphatases is thus limited by the adaptor concentration. As that
concentration decreases, so does the concentration of active phosphatases, making the apparent
value of r very high for both substrates, and leading to an increase in S1 phosphorylation (Fig.
3.4B). Once the concentration of the adaptors exceeds that of the catalytic core, however, the
concentration of the adaptors has little influence on S1 phosphorylation (Fig. 3.4B). At higher levels
of kinase 1 activity, however, adaptor subunits provide no insulation between different substrates
in this model; S1 phosphorylation increases considerably as r2 goes from 0 to 2 (Fig. 3.4C). This
indicates that, while regulatory adaptor domains may help to target different phosphoproteins, their
specificity cannot insulate substrates from phosphatase-mediated crosstalk in the ordered model.
This is because the large pool of phosphorylated S2 makes it far more likely that the holoenzyme
will remain intact in order to bind and further dephosphorylate S2. As such, the catalytic core is
prevented from disassociating its S2-specific adaptor subunit and forming the holoenzyme specific
to S1, decreasing the concentration of phosphatase available to act on S1.
The unordered model differs in that the adaptor subunit can bind its specific phosphoprotein
without being bound to the catalytic core first. The adaptor-substrate dimer can then bind the cat-
alytic core, resulting in substrate dephosphorylation (diagrammed in the inset of Fig. 3.5A). This
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Figure 3.4: The "ordered" model of phosphatase regulatory adaptor subunits. (A) Diagram of the
regulatory adaptor model. The previously described 2-Kinase/1-Phosphatase model (Fig. 3.1A)
was expanded to include two regulatory adaptor subunits, A1 and A2, which target the phosphatase
to substrates S1 and S2, respectively. The phosphatase must bind an adaptor domain in order to bind
and dephosphorylate either substrate. (B) The fraction S∗1 as a function of the initial concentration
of each adaptor subunit with low levels of K1 activity (r1 = 0.05) and high levels of K2 activity
(r2 = 2). The concentrations of both adaptor subunits are equal and are varied simultaneously.
Inset: Diagram of the ordered model. The phosphatase must first bind to an adaptor subunit. This
complex then can then bind to and dephosphorylate a phosphorylated substrate. (C) The fraction
S∗1 as a function of r1 at r2 = 0 (black) and r2 = 2 (red) with [Ax]0 = 100 nM. In this model the
adaptor subunits do not eliminate the potential for phosphatase-mediated crosstalk, despite being
perfectly specific for the respective substrates.
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removes the ability of one substrate to sequester the catalytic core in the holoenzyme since the
core can dissociate from the regulatory adaptor subunit even in the presence of the phosphorylated
substrate. At low concentrations of the adaptor subunits, the unordered model acts similar to the
ordered model (Fig. 3.5A). However, as the adaptor concentration becomes very large there is
an increase in substrate phosphorylation. This is due to the prozone effect; as the concentration
of adaptor increases the system starts to produce many phosphatase-adaptor dimers and phospho-
rylated substrate-adaptor dimers. These dimers cannot bind to one another, thus preventing the
catalytic core from interacting with the substrate [91, 98–103]. Even though the prozone effect
can influence the response at high adaptor concentration, there is still a wide range of adaptor con-
centrations (over two orders of magnitude) that provide robust phosphatase activity (Fig. 3.5A).
The unordered model also provides effective pathway insulation: there is essentially no change in
S1 phosphorylation as the second kinase switches between inactive and active (r2 = 0 and r2 = 2,
respectively) (Fig. 3.5B). Additionally, S1 can respond ultrasensitively in r1, although the appar-
ent r1 is about half of what is expected since the adaptor subunits split the available phosphatase
between the two substrates.
PP2A is known to interact with a large number of substrates, and yet only about 18 different
regulatory subunits have been identified. In order to understand how this handful of subunits could
allow the PP2A catalytic core to dephosphorylate so many substrates while maintaining a degree
of pathway insulation, we built a network based upon previously identified interactions between
the regulatory subunits and the substrates of PP2A (Fig. 3.5C) [76]. This network depicts the
interactions between 42 PP2A substrates and the 18 regulatory subunits. Strikingly, only 6 of the
substrates have interactions with more than one of the adaptors, and of these, only p53 interacts
with three. The remaining substrates are all specific to a single regulatory subunit. According
to our findings, these subsets of phosphoproteins would be insulated from one another, assuming
the regulatory subunits can bind the phosphorylated substrates without binding the catalytic core.
However, this insulation would not work within any given subset: since they all share a single
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Figure 3.5: The "unordered" model of phosphatase regulatory adaptor subunits. (A) The fraction
S∗1 as a function of initial concentration of each adaptor subunit with low levels of K1 activity (r1 =
0.05) and high levels of K2 activity (r2 = 2). Inset: Diagram of the unordered adaptor model. In this
case, the adaptor subunit can bind to the substrate without previously binding to the phosphatase
(lower path). (B) The fraction S∗1 as a function of r1 at r2 = 0 (black) and r2 = 2 (red) with
[Ax]0 = 100 nM. Note that this model provides insulation between the substrates. (C) The network
diagram of the interactions of the PP2A catalytic subunit with each of 18 identified regulatory
subunits [76]. The PP2A holoenzyme formed by binding a regulatory subunit then interacts with a
subset of the proteins in the network.
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within groups of substrates could have positive phenotypic effects. For instance, PR55α interacts
with AKT, AP-1/AP-2, HDAC4 and KSR, each of which are involved in the same signaling cascade
[104–107]. We have previously shown that sharing a phosphatase among multiple members of the
same signaling cascade increases the sensitivity of the cascade [72], so sharing the same PP2A
holoenzyme within the a subsection of a signaling network could increase its local responsiveness
to external signals.
3.4 Discussion
While it is understood that both kinases and phosphatases act on large number of targets, phos-
phatases have classically been considered more "promiscuous". For example, while there have
been more than 20 phosphoproteins identified as substrates of the EGF/ErbB receptor tyrosine
kinase [108], phosphatases like PP2A dephosphorylate hundreds of substrates within the cell [76–
78]. Since phosphatases must act on large numbers of substrates, it is unclear how cells can insure
at least some degree of specificity in downstream responses to incoming signals. In this work, we
extended our previous modeling efforts to consider three possible mechanisms whereby cells might
insulate substrates from the possibility of phosphatase crosstalk. We found that each mechanism
involves a set of unavoidable functional trade-offs that likely influence where and when they have
evolved in eukaryotic signaling networks.
Perhaps the simplest approach would be to evolve phosphatases whose KM’s are so large that
they cannot be saturated by their substrates. While this approach is indeed effective in isolating
the responses of substrates that share a particular phosphatase (Figs. 3.2A and B), this mechanism
inherently creates phosphatases that are highly inefficient enzymes. One result of this fact is that
the response of a substrate to upstream signals can no longer exhibit a switch-like, ultrasensitive
character. It is thus unlikely that phosphatase inefficiency would be employed in cases where
ultrasensitivity is a key component of the functional response [16, 42, 43, 45, 46, 64, 69, 72]. A
second consequence of this inefficiency is the fact that dephosphorylation kinetics can be slow,
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which would require high phosphatase expression levels in order to allow a particular substrate
to quickly return to baseline activity levels after a signal is removed (Figs. 3.2C and D). Other
mechanisms that effectively unsaturate the phosphatase, such as the expression of high levels of
"reservoir" proteins that bind the phosphorylated state and prevent phosphatase binding, can also
provide insulation, but with similar impacts on ultrasensitivity and dephosphorylation
Protein degradation can also assume the role of an "effective phosphatase," reducing the num-
ber of substrates that phosphatase enzymes might have to act upon in the cell. If we assume that
degradation is both efficient and unsaturatable, then degradation can indeed prevent phosphatase
crosstalk between substrates. As with the inefficient phosphatase mechanism, however, the lack
of an ultrasensitive response and slow dephosphorylation kinetics might represent an issue for this
particular mechanism in some cases. Even the least stable phosphoprotein in mouse cells would
still require over 100 hours to return to baseline after removal of the signal (Fig. 3.3C). Using
degradation to fill the role of a phosphatase would thus require a very high (and very costly) rate
of protein turnover in cases where fast response kinetics are necessary.
The final mechanism we considered here involved having separate "regulatory subunits" that
recruit a catalytic core to particular substrates. While these subunits can clearly provide substrate
specificity, it is not clear that they can actually insulate those substrates from one another. Indeed,
if the phosphatase pre-assembles into a holoenzyme before interacting with the substrate (which
is essentially the classical picture for this sort of enzyme [24, 76, 80–84]), then even perfectly
specific regulatory subunits cannot prevent phosphatase-mediated crosstalk (Fig. 3.4). If the regu-
latory subunits can bind their substrates independently of binding the catalytic core, however, then
this mechanism can provide insulation while still maintaining the possibility of an ultrasensitive
response, and fast dephosphorylation kinetics (Fig. 3.5). Deploying this mechanism, however,
would require the evolution and expression of a distinct regulatory subunit for every set of phos-
phoproteins that the cell needs to isolate, which could represent a costly and evolutionarily complex
solution to the problem of phosphatase coupling.
Our findings thus demonstrate that cells have a considerable degree of flexibility in the mecha-
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nisms they might use to insulate substrates from one another despite the (relatively) small numbers
of phosphatases in eukaryotic genomes. The question then becomes: which of these mechanisms
are deployed in any given situation, and to what extent are substrates truly isolated from one an-
other? For instance, the well-characterized serine/threonine phosphatase PP2A acts as a holoen-
zyme with a regulatory subunit [24, 76, 80–84], and it is currently unclear if the assembly of this
holoenzyme follows the ordered or unordered model. Our results suggest that an experiment in
which the adaptor concentration is increased (either directly in an in vitro setting or through over-
expression in vivo) could establish which of these mechanisms is utilized by PP2A (Figs. 3.4B
and 3.5A). Even if the assembly mechanism is unordered, PP2A-mediated crosstalk is still a strong
possibility. While the data presented in Fig. 3.5C are certainly not complete (for instance, KSR
and Akt share an additional regulatory subunit [109, 110]), PP2A clearly does not have a distinct
regulator for every substrate with which it interacts. Instead, these regulators have clearly evolved
to interact with a specific subset of proteins, possibly coupling their responses in functionally
meaningful ways (Fig. 3.5C).
A major component of systems biology is the construction of formal mathematical or compu-
tational models of cellular regulatory systems, with the goal of understanding how cells process
information from their environment and respond appropriately [111–114]. In the case of com-
plex eukaryotic signaling networks, a major barrier to this goal is the fact that dephosphoryla-
tion, by phosphatases or through some other mechanism, has been comparatively poorly character-
ized for most phosphoproteins in the network. The addition of anonymous and perfectly specific
phosphatases to cover this gap may produce effective models of individual cascades or pathways
[25, 44, 67, 69, 73–75], but it is unlikely this practice will remain effective as larger, more genome-
wide models of signaling networks are formulated. The experimental determination of the phos-
phatase structure of signaling systems, and the theoretical understanding how that structure has
evolved to generate and regulate crosstalk among pathways (Fig. 3.5C), thus represents a major
challenge for systems biology.
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Chapter 4
Crosstalk and the Evolution of Specificity in
Two-Component Signaling
4.1 Introduction
Two-component signaling (TCS) represents the primary signaling modality in bacteria [2]. The
prototypical TCS pathway includes a membrane-bound sensor histidine kinase (HK) that autophos-
phorylates upon receiving an input signal. The HK then binds and transfers its phosphoryl group
to a response regulator (RR), which often functions directly as a transcription factor, regulating
gene expression patterns in response to the signal [2, 3]. Many HKs are bifunctional, acting as
both the kinase and phosphatase for their RR; the ratio of kinase to phosphatase activity, and thus
the phosphorylation state of the RR, is controlled by the input [2, 3, 27, 32, 33, 115–117].
Signaling networks in eukaryotes display extensive "crosstalk," with individual kinases acting
on large numbers of targets: the kinase Cdk1, for instance, has hundreds of substrates in yeast
[17, 60, 61]. Bacterial TCS networks show a remarkably different topology: HKs usually act on a
single target [4–9]. Intensive experimental study over the past 10 years has revealed the biochemi-
cal and biophysical basis for this lack of promiscuity. In general, HKs demonstrate a strong "kinetic
preference" for their cognate substrates, preferentially phosphorylating them on short timescales
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[8, 9, 27–31]. A relatively small number of residues in the protein-protein interaction interface be-
tween HKs and RRs is responsible for maintaining this specificity [6, 8, 9, 30, 31, 118]. Recently,
Capra et al. [119] demonstrated that making just two mutations in this interface could introduce an
interaction between an HK (PhoR) and a noncognate RR (NtrX) in Escherichia coli. This exoge-
nous interaction decreased phosphate starvation signaling, leading to profound decreases in growth
rate and fitness in mutant cells grown under phosphate-limiting conditions. It has been shown that
adding crosstalk to TCS can reduce information transfer efficiency under certain conditions [120],
but it remains unclear exactly why TCS pathways are constrained from evolving crosstalk.
One of the most common motifs in eukaryotic signaling networks is a pair of enzymes (e.g., a
kinase and a phosphatase) acting on a shared substrate (Fig. 4.1A) [26, 72]. Using mathematical
models, we recently showed that adding multiple competing substrates to this type of Goldbeter-
Koshland (GK) loop would tend to induce and ultrasensitive, switch-like behavior in the system,
which could easily have positive phenotypic consequences for the cell [25, 42, 44, 72]. In the
work described here, we performed a similar analysis, extending a well-studied and validated
mathematical model of bifunctional HKs (Fig. 4.1B) to the case of multiple substrates [32, 33].
We found that, because the HK acts both as the kinase and the phosphatase in these systems, the
addition of competing interactions with multiple RRs always decreases the response of the cognate
RR. This is consistent with the findings of Capra et al. [119], who showed that the phenotypic
effects of their crosstalk mutant were not due to the misregulation of NtrX targets, but rather a
direct result of decrease in phosphate starvation signaling.
The pressure to maintain cognate signaling suggests the existence of a barrier in the evolution
of new TCS pathways. New HK-RR pairs can arise from the duplication of existing HK-RR
genes, which subsequently diverge into a new pathway [31, 121]. There is unavoidable crosstalk
immediately postduplication, which can attenuate the response to the original signal. Using our
models, we characterized a set of "near-neutral" evolutionary trajectories that minimize the impact
of the new pair on the signaling of the parent pathway. All of these trajectories involved insulating
the two pathways from one another before establishing new input and output functionalities. To
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test this prediction, we, separately aligned multiple HK and input domain sequences from fully
sequenced bacterial genomes. Analysis of the KA/KS ratios of the most recently diverged domains
revealed that the interaction interface of the HK is under strong positive selection immediately after
duplication, likely owing to the pressure to insulate interactions between the parent and duplicate
pairs [8, 9, 27–31]. Input domains in the HKs often evolve through "domain-swapping," whereby
a new pathway picks up input functionality b wholesale exchange of domains with other proteins
in the genome [31, 121]. Analysis of KS values indicates that these swapping events generally
occur only after the HK interfaces have had sufficient time to evolve interaction specificity. These
findings suggest that the majority of HK-RR duplications follow the near-neutral evolutionary
paths we predicted. Overall, our work indicates that the bifunctional nature of HKs has likely been
a major driving force in the evolution of insulated topologies in bacterial signaling networks [31].
4.2 Materials and Methods
Our model of TCS dynamics, and the corresponding systems of ordinary differential equations
(ODEs), is described in Appendix C, section 1. We used the CVODE package from SUNDIALS
[86] to numerically integrate the system of ODEs. Nucleic acid and amino acid sequences of
HKs were obtained from the KEGG database [20], and domain boundaries were obtained from
Pfam annotations [122]. The amino acid sequences of the domains within each genome were
aligned using CLUSTALW [123]. The nucleic acid sequences were then mapped to the amino acid
multiple sequence alignments. KA and KS values were obtained using the seqinR library in the R
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Figure 4.1: TCS pathways vs. Goldbeter-Koshland loops. (A) Diagram of a Goldbeter-Koshland
loop. An input activates a kinase K, which phosphorylates a substrate. The phosphatase P is a
separate enzyme that undoes this modification. (B) Diagram of a TCS pathway. An input causes
the autophosphorylation of an HK, which transfers its phosphoryl group to the RR. The unphos-
phorylated HK also serves as the phosphatase. (C) The fraction of phosphorylated substrate S as a
function of input concentration (on a log scale) for two total concentrations of S ([S]0 = 100 nM,
black and [S]0 = 10 µM, red). The phosphatase regime and kinase regime defined in the main text
are shaded pink and green, respectively. Note that the addition of substrate makes the response
more switch-like [26]. (D) The fraction of phosphorylated response regulator RR as a function of
input concentration for two total concentrations of RR ([RR]0 = 100 nM, black, and [RR]0 = 10
µM, red). As discussed in the text, HKs are always in the phosphatase regime, so the entire plot
is shaded pink. Note that increasing total substrate concentration in this case reduces the response
efficiency of the RR.
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4.3 Results
4.3.1 Response to changes in RR concentration
To understand the impact of crosstalk on signaling, it is helpful to consider the response of the
system to changes in the concentration of a single substrate [72]. As mentioned above, eukaryotic
signaling networks are formed largely from a motif in which one enzyme (e.g., a kinase K) modifies
a substrate and a second enzyme (e.g., a phosphatase P) removes the modification (Fig. 4.1A).
Goldbeter and Koshland first characterized the behavior of this system over 30 years ago, finding
that the response of the system at steady-state followed:
S∗ =
(r−1)− (KK + rKP)+
√
((r−1)− (KK + rKP))2 +4(r−1)rKP
2(r−1)
(4.1)
where S∗ ≡ [S∗]/[S]0 is the mole fraction of phosphorylated substrate, KK ≡ Km,K/[S]0 and KP ≡
Km,P/[S]0 are the Michaelis constants divided by the total concentration of substrate, and r ≡
kcat,K[K]0/kcat,P[P]0 is the ratio of the maximum velocities of the enzymes [26]. Because protein
concentrations (and thus the saturation parameters) remain constant over short timescales [41], r
represents the dominant response parameter. In Fig. 4.1C, we considered a model of a GK loop
in which an explicit input molecule binds and activates the kinase, thus modulating r (Appendix
C). At unsaturating concentrations of substrate, substrate phosphorylation increases hyperbolically
(Fig. 4.1C). At saturating concentrations, however, the system displays a switch-like behavior
known as "0th-order ultrasensitivity." When r < 1, phosphatase activity dominates and the addi-
tion of substrate decreases S∗; we call this the "phosphatase regime." When r > 1, kinase activity
dominates and the addition of substrate increases S∗; this is the "kinase regime." These two oppos-
ing trends lead to an increasingly ultrasensitive response as total substrate concentration increases
(Fig. 4.1C) [25, 26, 42, 44, 72].
A major difference between eukaryotic GK loops and bacterial TCS is the fact that the HK
often acts as both kinase and phosphatase for its substrate RR (Fig. 4.1B). Ten years ago, Batchelor
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and Goulian [32] developed and approximate analytical solution of a mathematical model of TCS
signaling and demonstrated that the concentration of phosphorylated RR ([RR∗]) was insensitive
to changes in total RR concentration ([RR]0). To study crosstalk in TCS, we constructed a model
very similar to that of Batchelor and Goulian and other authors (see Appendix C for the details of
the model) [32, 33]. We were able to obtain a complete analytical solution in this case and found
that the steady-state response of the system follows:
RR∗ =
(rβ −β ′)− (ε ′KK + εrKP)+
√
((rβ −β ′)− (ε ′KK + εrKP))2 +4(rβ −β ′)εrKP
2(rβ −β ′)
(4.2)
where RR∗ ≡ [RR∗]/[RR]0 is the fraction of phosphorylated response regulator, KK and KP are as
previously defined, and r ≡ kcat,K/kcat,P becomes a constant ratio between the catalytic rates of
the kinase and phosphatase reactions. In this case, the dominant response parameter to changes
in input are the new β and ε terms, which are dependent upon the autophosphorylation and au-
todephosphorylation rates of the HK and thus the input signal (see Appendix C for derivation and
details). We compared the predictions of this solution to previous experimental results by Batch-
elor and Goulian [32] in which the concentrations of the HK and RR were varied and found that
Eq. 4.2 reproduces their data (Appendix C).
As with the GK loop, we considered a case in which an explicit input molecule binds and
activates the HK (Fig. 4.1B). Because bacterial TCS are well studied, experimental values are
available for both total concentrations and kinetic parameters in this model (Appendix C) [3, 5,
32, 125]. Using those parameters for the purpose of display, we found a dramatic decrease in RR∗
when total RR concentration is high (Fig. 4.1D). Note that this is the fraction of phosphorylated
RR; the total concentration of active RR molecules does not depend on [RR]0 when the RR is at
saturating concentrations, as previously noted (Appendix C) [32]. Thus, although the response
of the system is robust to changes in total RR in this regime, it also becomes inefficient; that is,
increasing the expression of the RR does not increase the response capacity of the system.
In the GK loop (Fig. 4.1A and C), the separation of the kinase and phosphatase regimes depends
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upon the term (r−1) in the denominator of Eq. 4.1, which is negative in the phosphatase regime
and positive in the kinase regime. Eq. 4.2 contains a similar term, (rβ−β ′), and this term is always
negative. TCS loops are thus always in the phosphatase regime, and the general trend in Fig. 4.1D
does not depend on specific values of kinetic parameters (Appendix C). This behavior ultimately
arises from the fact that both the kinase and phosphatase reactions produce unphosphorylated HK,
which itself is a phosphatase, keeping the system in the phosphatase regime.
4.3.2 Competition in TCS
To consider crosstalk in TCS, we added a single competing RR to the system diagrammed in
Fig. 4.1B. We denote the cognate RR as RR1, the noncognate interaction partner as RR2, and
define the ratio of their total concentrations to be R ≡ [RR2]0/[RR1]0. To account for the impact
of crosstalk on RR1 function, we also added explicit output molecules (O1 binding phosphorylated
RR1 and O1 binding phosphorylated RR2) to the model. To study the responses of this system
to a competing RR when the HK displays no kinetic preference for either substrate, we set the
kinetic parameters of RR2 to be the same as those for RR1 [8, 9, 27–31]. We found that adding RR2
at the same total concentration as the cognate substrate results in a decrease in output activity of
the system, which we defined as the fraction of O1 molecules bound by phosphorylated RR1 (Fig.
4.2A). As the total concentration of RR2 is increased, impact on RR1 activity becomes even more
significant. The situation is similar to that in Fig. 4.1D, but in this case the total concentration of
RR1 is constant, so both the fraction and concentration of phosphorylated RR1 is constant, so both
the fraction and concentration of phosphorylated RR1 decreases, leading to a decrease in output
activity. Our results thus indicate that the type of crosstalk introduced experimentally by Capra, et
al. [119] into bacterial cells would likely decrease the performance of the PhoR/PhoB signaling
system, providing an explanation for the lower fitness of crosstalk mutants in phosphate-limiting
conditions.
Bacterial genomes can encode 5-200 HK-RR pairs, depending on the species in question [31].
To consider the impact of crosstalk in such cases, we expanded the model each HK can interact
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Figure 4.2: Effects of competition on TCS signaling. (A) Fraction of active output as a function of
input concentration in response to competition between the cognate RR1 and noncognate RR2. The
ratio R≡ [RR2]0/[RR1]0 is varied as indicated. (B) Diagram of a TCS network with N HKs and N
RRs. Each HKi interacts with its cognate RRi with KD,C (black arrows) and with noncognate RR j
with KD,NC (gray arrows). (C) Fraction of active output as a function of KD ratio = KD,C/KD,NC in
TCS networks of varying size N. The input concentration was set at a concentration that produces
50% phosphorylation for an isolated HK-RR pair. (D) Concentration of HK∗ (dashed lines) and
RR∗ (solid lines) as a function of time for a cognate substrate and two noncognate substrates with
KD ratios of 103 and 104. These models start with 2.5 µM HK∗ and 2.5 µM RR, exactly replicating
the in vitro experiments of Skerker, et al. [28]. The two time points investigated experimentally in
that work are highlighted, 10 s (pink vertical line) and 1 h (orange vertical line).
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with each RR; in principle,e very pair in this case has an independent association affinity (i.e.,
KD). To simplify the problem, we assigned every cognate pair in the system (HKi−RRi, e.g.,
HK1 interacting with RR1) the same affinity KD,C, and every noncognate pair (HKi−RR j, i 6=
j, e.g., HK1 interacting with RR2) the same affinity KD,NC (Fig. 4.2B). We fixed the cognate
interaction to the value observed experimentally (KD,C ≈ 1 µM) [125]. We then varied the ratio
between noncognate and cognate KD’s (KD ratio ≡ KD,NC/KD,C) in networks of various sizes N
and measured the output activity of RR1 in response to the activation of HK1 (Fig. 4.2C). We find
that output activity is heavily attenuated for all systems when the noncognate KD’s are relatively
strong. However, when the noncognate KD’s are weaker than the cognate’s by approximately three
to four orders of magnitude, the activity of the single active pathway is essentially unaffected for
N = 5 to N = 50.
To determine whether KD ratios in this range provide "kinetic preferencing" similar to that
observed by [28], we replicated their in vitro experiment using our model. This involved mixing
either a cognate or noncognate RR with a fully phosphorylated HK at equal concentrations. When
the HK acts on a cognate substrate, the phosphorylation of the RR peaks at 10 s, and after 1 h both
the HK and RR are completely dephosphorylated. In contrast, a noncognate substrate with a KD
ratio of either 103 or 104 exhibits no phosphorylation at 10 s, but considerable response after 1
h (Fig. 4.2D), directly recapitulating the findings of [28]. A KD ratio of 104 also gives cognate
catalytic efficiencies (kcat/Km) that are 104 higher than noncognate efficiencies, consistent with
other experimental findings [6]. Our results thus indicate that the observed kinetic preference of
HKs for their cognate substrates can be explained simply by the need to maintain cognate responses
(Fig. 4.2C) in the presence of competing substrates, rather than an explicit pressure to prevent
misregulation of noncognate targets [119].
4.3.3 Evolutionary trajectories
New TCS pathways can arise through the duplication and divergence of existing HK-RR pairs
[31, 121]. The duplication event itself produces two HK-RR pairs that are identical (Fig. 4.3A,
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steps 0 to 1). This effectively increases both the total concentration of the substrate and the concen-
tration of the HK, both of which can decrease the response of the "parent" signaling pathway (Fig.
4.2 and Appendix C). Because such decreases could strongly affect the fitness of cells in which
the duplication occurs [119], the unavoidable crosstalk that occurs immediately postduplication
could present a barrier to the evolution of new TC signaling pathways. Subsequent evolutionary
events, such as the evolution of one duplicate RR that cannot activate the original output genes but
still competes with the original RR for phosphorylation by the HKs, could easily exacerbate this
problem (Fig. 4.2).
We thus determined whether there were any "evolutionary trajectories" that could minimize the
effect of crosstalk on the parent signaling pathway. To do this,w e developed a simple model of
the evolution of HK-RR pairs postduplication. In this model, we defined two types of evolutionary
steps: the removal of an interaction, meaning that the kinetic parameters of the interaction are set so
weak that binding of the two molecules becomes very unlikely, and the addition of an interaction,
meaning that the kinetic parameters for the binding of two molecules are made stronger. There are
thus six specific events that can occur in our evolutionary trajectories: (A) removing the HK2−RR1
interaction, (B) removing the HK1−RR2 interaction, (C) adding the I2−HK2 interaction, (D)
removing the I1−HK2 interaction, (E) removing the RR2−O1 interaction, and (F) adding the
RR2−O2 interaction. This provides a model with 64 possible states, depending upon the existence
of these size interactions, and 720 possible trajectories (e.g. A, B, C, D, E, F or E, A, D, F, C, B).
An example of one such trajectory is diagrammed in Fig. 4.3A. Each trajectory was then analyzed
at each step for the activation of both outputs in the presence of either input. The neutrality of
the trajectories was measured based upon a single criterion: having minimal impact on parental
signaling, which we defined using the total concentration of active O1 in the presence of saturation
concentrations of I1, summed across all of the "steps" in the trajectory.
We obtained 24 "near-neutral" trajectories that minimize impact on parental signaling equally
well across all steps (Fig. 4.3B); the example trajectory in Fig. 4.3A is a member of that set. In
































































Figure 4.3: Evolutionary trajectories (A) An example of an evolutionary trajectory starting with
a single TCS pathway in which the input I1 activates HK1, HK1 phosphorylates RR1, and RR1
activates the output O1. The HK-RR pair is duplicated in the first step (step 0→ 1), introducing
crosstalk. The new HK-RR pair is modified through a series of coarse-grained events. Each step
corresponds to a discrete change in the interaction capabilities of the molecules in question (events
A-F described in the text). Any alternative ordering of these events constitutes a unique evolution-
ary trajectory. (B) Fraction of active output O1 in response to saturating I1 at each evolutionary
step for the 24 trajectories that displayed the least impact on parental signaling (black) and the 4
trajectories that displayed the largest impact on parental signaling (red). Multiple trajectories can
exhibit the same trends in parental signaling; hence, there are only a few visible curves. (C) Dia-
gram of an HK containing two domains: an input domain I (PAS domain) and the kinase domain
K.
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HK2 and RR2 lose their capacity to interact with I1 and O1. This prevents inactive HK2 from acting
as a phosphatase for RR1, and avoids reductions in O1 activation owing to competition between
RR1 and RR2 for phosphorylation by HK1 (Fig. 4.2A). The red curves in Fig. 4.3B represent the
four trajectories with the maximal total impact on parental signaling. These trajectories all exhibit
the opposite order of events: in those cases, input/output functionality is always altered before the
HK-RR crosstalk is removed.
4.3.4 Evidence for near-neutral trajectories
HK proteins generally contain a distinct "kinase" (K) domain, which interacts with the RR and is
involved in the phosphotransfer reaction, as well as an "input" domain (I) that recognizes external
signals and modulates HK function (Figs. 4.1B and 4.3C) [2, 9, 31, 121, 126]. Our model predicts
a pressure to eliminate crosstalk relatively early in the evolutionary trajectory of a given sequence
pair, before changes occur in the input domain. In evolutionary terms, this pressure would manifest
itself as a set of amino acid changes in the HK-RR interaction interfaces of the duplicate pairs to
insulate the two pathways from one another [6, 9, 30, 118, 119].
To test these predictions, we obtained the amino acid and DNA sequences of HKs from bac-
terial genomes in the Kyoto Encyclopedia of Genes and Genomes (KEGG) database [20]. Using
available Pfam annotations [122], we restricted our analysis to sequences that contain a PAS do-
main, because this is the most common and well-studied input domain for HK proteins [121, 126].
We retained only those genomes where we could identify five or more such sequences, resulting
in a total of 352 bacterial genomes. To identify putative recent duplication events, we performed
multiple sequence alignments of the K domains from each genome separately and focused only on
those pairs that were nearest neighbors in the phylogenetic trees obtained from those alignments.
Although duplication and divergence are common in the evolution of HKs, new pathways can
also enter a lineage through horizontal gene transfer (HGT) [31, 121]. To remove HGT pairs from
our analysis, we followed the approach of Alm, et al. [121] exactly, constructing a "phylogenetic
profile" for each HK gene in our dataset based on its presence or absence across the phylogenetic
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Figure 4.4: Sequence analysis. (A) The KA/KS values as a function of KS for non-HGT HK se-
quence pairs for both the K domain interface residues (green circles) and noninterface residues
(orange circles). The black and red lines correspond to power-law regressions of the interface and
noninterface data, respectively. (Inset) the same data and fits, plotted on a log-log scale. (B) A plot
similar to that in A, but for the interface and noninterface residues of RR proteins. (C) the KS value
for each HK domain pair is plotted against the KS value for the corresponding PAS domains. Of
the 1,300 poitns in this plot, 951 are above the diagonal (the black line, p < 2×10−16). (D) A plot
of the distribution of substitution rates for all of the K domains in C (red) and just those K domains
from very recent duplications (KS < 1) where the PAS domain is younger (the blue triangle in C
corresponds to the points used to make the blue line). The number of amino acid substitutions in
the interface positions (solid lines) is compared with the umber obtained from random subsets of
noninterface positions of the same size (dashed lines).
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tree of our bacterial genomes. Of the 2,243 closely related nearest-neighbor pairs we identified,
342 of them ( 15%) represented recent HGT events. We thus obtained a total of 1,901 pairs that
represented bona fide duplication events, at least according to this analysis. Further details regard-
ing the sequences we obtained and the HGT analysis can be found in Materials and Methods and
Appendix C.
We used this data to calculate the rate of synonymous substitutions (KS) and the rate of nonsyn-
onymous substitutions (KA) for our sequences [127]. We included the sequence of Spo0B in our K
domain alignments, using the available cocrystal structure between Spo0B and Spo0F (its RR) to
determine which residues in each HK sequence were likely to participate in this interface [9, 128].
Using the alignment for each non-HGT pair, we calculated KA and KS values for the interfacial
residues of the K domain and the noninterfacial residues of the K domain.
In Fig. 4.4A, we plot the value of KA/KS as a function of KS (a rough estimator of time since
duplication) for non-HGT sequence pairs based on all residues in either the K domain interface of
the noninterface region. We found that the strength of selection on these subsets of residues was
quite different: for one, the average KA/KS in the interfacial residues is higher overall (Appendix
C, Fig. C.9, p = 4.73× 10−9). We also found a strong power-law dependence of KA/KS on KS
for the interface, whereas noninterface residues showed a statistically distinct and much weaker
dependence (p < 2×10−16, Appendix C, section C.5.3).
To test whether the size of the subset of residues considered might influence the calculation
of KA and KS, we generated random subsets of noninterface residues with the same total number
of residues as the interface. We also used the Spo0B structure to generate similar random subsets
of noninterface surface residues, to control for the fact that surface residues (such as those on
the HK/RR interface) might experience relaxed evolutionary pressures. In both cases, the trends
were the same as those in Fig. 4.4A (Appendix C, Fig. C.6A and B). Using a second available
HK/RR structure to determine the interface residues [HK853/RR468 from Thermotoga maritima
[27]] also gives similar results (Appendix C, Fig. C.7). Finally, the raw substitution rates (i.e.,
the total number of amino acid changes between two sequences) shows much higher values for
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interface positions compared with other positions in the sequences, regardless of whether these
positions are on the surface or not (Appendix C, Fig. C.10). The difference in substitution rates
can be readily seen in an example alignment for a recently diverged pair of K domains from the
bacterium Halococcus turkmenicus (Appendix C, Fig. C.11). Using a similar analysis for RR
proteins, we found essentially the same trends when comparing interface to noninterface residues
for those proteins (Fig. 4.4B and Appendix C, Fig. C.8A and B). Overall, these findings indicate
that the interface residues of both the HK and RR proteins tend to diversify after duplication to
prevent crosstalk, consistent with our predictions (Fig. 4.3).
We also considered the evolution of input functionality in HK proteins. In our alignments, we
found only 67 cases out of the 2,243 nearest-neighbors in the K domain alignment where the PAS
domains for those two proteins were also nearest neighbors in the PAS domain alignment for that
genome. In other words, we found that PAS domains tend to display extensive domain swapping,
where new input functionality evolves not through divergence of the ancestral input domain, but
rather the replacement of the original function through wholesale introduction of the input domain
from another, unrelated protein. This is consistent with earlier findings on PAS domain evolution
in HKs [121].
Because the evolution of input functionality is dominated by domain swapping, we could not
perform a robust KA/KS analysis similar to that in Fig. 4.4A and B. Instead, we focused on un-
derstanding the timing of the domain-swapping event relative to the duplication of the HK gene.
There are two possible scenarios in this case: in scenario A, an HK gene is duplicated and sub-
sequently picks up a "new" PAS domain from some other protein in the genome. In scenario B,
a protein with a PAS domain is duplicated, and later picks up a new K domain through domain
swapping. Our model predicts that scenario A should be more common in HK evolution, because
input changes should occur relatively later in the evolutionary trajectory (Fig. 4.3).
To test this prediction, we took each of our domain-swapped non-HGT HK pairs and compared
the KS of the closest PAS domain. Of the 1,300 cases for which we could obtain the relevant KS
values, 951 of them had a larger KS value for the K domain than for the PAS domain (Fig. 4.4C,
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p < 2× 10−16), as our model predicted. This statistical bias is present if we consider only those
vases where the PAS domain that is swapped originates only from other HK proteins, or only from
non-HK proteins (p < 2× 10−16 in both cases, Appendix C, Fig. C.9). Even in cases of very
recent duplications, where scenario B seems more likely (i.e., the blue triangle in Fig. 4.4C, with
KS for both domains < 1), we see significant pressure to mutate interface residues. In particular, the
average number of substitutions in the interface for those sequence pairs is approximately eight,
similar to that observed for all pairs in the dataset (Fig. 4.4D). The average substitution rate in this
case is much larger than that observed for random noninterface subsets of the same size (p < 10−5,
permutation test). This indicates a near-universal pressure to diversify the interface residues of
newly evolved HK/RR pairs.
4.4 Discussion
The results described above indicate that the vast global differences in topology between eukary-
otic and bacterial signaling networks are likely the result of differences in the atomic "motifs"
from which the networks themselves are constructed. In particular, the kinase-phosphatase pairs
that are typically found in eukaryotic networks become more ultrasensitive as they become more
saturated, a behavior that allows these loops to couple the responses of multiple downstream targets
in interesting and potentially adaptive ways (Fig. 4.1C) [26, 72]. In contrast, the two-component
architecture of bacterial signaling motifs makes them inherently less efficient as they become sat-
urated, ultimately driving down total system response as competitive substrates are added (Fig.
4.1D). This behavior likely underlies the fitness cost of crosstalk observed in vivo, resulting in a
natural evolutionary pressure to maintain isolated cognate signaling pathways [119]. Indeed, our
models indicate that a requirement to maintain cognate responses is sufficient to obtain the degree
of kinetic preference that HKs show for their substrates (Fig. 4.2). [28].
Although our models indicate that crosstalk in TCS generally decreases response, this does
not imply that such systems absolutely cannot tolerate the presence of more than one interaction
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partner. Indeed, there are known examples of HKs that act efficiently on more than one RR (e.g.,
the bacterial chemotaxis pathway) [129]. Although introducing crosstalk does decrease response,
the system can compensate by increasing the total expression level of that particular RR to maintain
a particular concentration of active RR∗ (Appendix C) [32]. Of course, such an increase comes
with its own fitness cost: the bacterium must invest more energy in protein synthesis to obtain the
same level of signaling performance. In some cases, the phenotypic benefits of crosstalk outweigh
this cost, resulting in HKs with more than one target. As the number of targets increases, however,
the cost of maintaining the response becomes larger (Fig. 4.2). This is likely the reason that even
the few bifunctional HKs that have more than one target rarely act on more than two or three
downstream RRs [20, 129]. Monofunctional HKs, however, should act more like kinases in GK
loops (Fig. 4.1), and so proteins like the chemotaxis kinases may experience a considerably relaxed
constraint against evolving crosstalk.
The evolution of new signaling pathways in bacteria often involves the duplication and sub-
sequent divergence of an existing TCS (Fig. 4.3A) [31]. Our findings indicate that the impact
of crosstalk on HK signaling likely shapes the evolutionary landscapes of these duplicate pairs.
Specifically, the fitness costs of crosstalk generate significant evolutionary pressure that result in
rapid diversification of the HK-RR interface, insulating the protein interactions and allowing the
subsequent evolution of new input and output functionalities (Figs. 4.3 and 4.4). It is currently
possible to engineer both HK and PAS domain sequences to introduce a wide variety of HK-RR
and HK-I interactions. It would thus be straightforward to create a number of the intermediate evo-
lutionary "states" considered by our model (e.g., Fig. 4.3A) and assess their relative fitness costs
in vivo. One such case has already been investigated experimentally [119]; the investigation of
systems with related topologies would provide detailed tests of our predictions. The combination
of these experimental efforts with more detailed phylogenetic analyses of recent duplication events
[121] would ultimately result in a definitive characterization of the evolutionary trajectories of new
TCS pathways.
The reliance of bacterial signaling systems on only two components results in signaling dy-
67
namics that cannot easily admit competitive interactions. Our work indicates that this inherent
feature of TCS dynamics underlies a diverse array of observations, including kinetic preferencing
[28], the evolution of protein interaction interfaces (Fig. 4.4) [6, 8, 9, 28–31, 118, 119], and the
deleterious effects of crosstalk in vivo [119]. The constraint against crosstalk may limit the types of
information processing available to bacterial signaling networks, with more involved computations
occurring at the level of the complex gene regulatory networks downstream of RRs [130, 131].
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Chapter 5
Crosstalk and the Evolvability of
Intracellular Communication
5.1 Introduction
Signaling networks allow cells to process information from their environment and respond in ap-
propriate ways to input signals. These networks are generally constructed from a set of inter-
acting proteins; changes in the activity of these proteins across the network transmits the signal
from the cell membrane to downstream elements, ultimately resulting (on average) in a particular
phenotypic response (e.g., proliferation, apoptosis, or differentiation). Traditionally, these net-
works have been organized into a set of "canonical pathways" corresponding to sets of proteins
that are involved in the transmission of a specific signal [13, 16, 19–21, 132–134]. For exam-
ple, the human signaling network includes pathways that are activated by Insulin-like Growth
Factor-I (IGF-I), Wnt, or apoptotic signals [21, 132–134]. Although they are often studied sepa-
rately, these pathways can demonstrate a high degree of "crosstalk," where proteins that are shared
between two pathways cause one pathway’s activity to be modulated by the activity of another
[12, 13, 16, 17, 40, 72].
The degree of crosstalk present in signaling networks varies widely across evolution. For
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instance, bacterial two-component signaling (TCS) networks possess little crosstalk, with most
histidine kinases (HKs) acting on a single target (Fig. 5.1A) [6, 9, 28]. We recently demonstrated
that this lack of crosstalk is likely a result of the fact that the histidine kinases that make up these
networks are generally bifunctional, acting as both kinase and phosphatase for their substrates [2,
32, 135]. In contrast, metazoan networks display incredible levels of crosstalk (Fig. 5.1B): Kirouac
et al. recently showed that there are generally more connections between canonical pathways than
within them [19]. Crosstalk in metazoan networks is thus so extreme that the individual pathways
generally can no longer be discerned once they are combined into a single network (Fig. 5.1B).
While the kinases and phosphatases typical of metazoan signaling clearly do not share the
same enzymatic constraints as bacterial TCS systems [72, 135], the fact that they can display
crosstalk does not explain why it is so extensive. In this work, we explore the hypothesis that the
extensive crosstalk present in metazoan networks has evolved, at least in part, due to the constraints
multicellularity has placed on intracellular communication. In particular, metazoans have multiple
different cell types, many of which need to react differently to the same stimulus (Fig. 5.1C). For
example, during wound healing endothelial cells construct new blood vessels, fibroblasts establish
the new extracellular matrix, and epithelial cells proliferate and migrate to close the skin [136–
138]. If metazoan cells contained TCS-like networks (i.e. networks with essentially no crosstalk,
Fig. 5.1A), they would need to evolve a new signaling molecule (e.g. a new cytokine) and cognate
receptor for each combination of cell type/response they needed to control separately. In organisms
as complex as mammals, this approach would likely require thousands of unique cytokines, each
binding specifically to one of thousands of unique receptors. A TCS-like architecture would also
present a major barrier to the evolution of new cell types, since each new cell type would require
the evolution of a unique complement of signals and receptors (i.e. its own "signaling channels").
We posited that the extensive crosstalk present in metazoan networks, combined with differ-
ences in the expression of various nodes in the network in different cell types, might allow those
cell types to all respond differently to precisely the same set of signals. This would allow meta-
























Figure 5.1: Bacterial TCS versus human signaling networks. (A) Diagram of the bacterial TCS
network. Blue nodes represent the inputs, sensor HK’s, and red nodes represent the outputs, RR’s.
Note the highly linear nature of the TCS network: the majority of inputs only point to one, or
at times, two RR’s. (B) Diagram of the human signaling network. This representation draws
from six of the 29 canonical pathways from the KEGG pathways database [20]. Blue nodes are
inputs, which are identified by searching for the keyword ‘Receptor’ in the UniProt entries of the
genes associated with each node [89]. The red nodes are outputs, which are similarly identified by
searching for the keyword ‘Transcription regulation’. Note that even with six canonical pathways
the network is very interconnected and is difficult to globally comprehend. (C) Two human cell
populations from different cell lines are exposed to the same input. However, while the majority
of Population A proliferates in response to the input, the majority of Population B undergoes
apoptosis.
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receptors. To test this hypothesis, we first created a simple Boolean network with only two in-
puts and two outputs, and evolved these networks to maximize the number of unique input/output
maps the network could exhibit. We found that the evolved networks, which exhibited signifi-
cant crosstalk and complexity, could generate hundreds of unique input/output maps with only two
inputs and two outputs.
To test this idea in an existing biological system, we generated a large-scale Boolean network
model of the signaling network inside human cells by combining 29 signaling pathways curated
in the Kyoto Encyclopedia of Genes and Genomes (KEGG) database [20]. Using available data
on protein expression [139], we found that the architecture of the signaling network changes in
different tissues. In the complete signaling network, every input is able to directly signal to each of
the transcription regulating outputs. However, when nodes are removed based upon expression data
in various tissues, none of the inputs are able to directly signal to every output. Despite this, the
cell-specific subnetworks retain a high degree of input-output interconnectivity when compared
to subnetworks in which nodes are expressed at random, indicating that the expression of the
signaling proteins in different tissues have specifically evolved to maintain extensive crosstalk. As
a result of this connectivity, the cell-specific networks demonstrate a much greater diversity in
responses to stimuli when compared to either cells with random expression vectors or cells with
TCS-like networks that have no crosstalk.We found that the tissue-specific networks generally
respond quite differently to the inhibition of individual proteins. These results imply that the
complex interplay between network topology and gene expression that allows different cell types to
respond differently to precisely the same signals has important consequences for the development
of drugs that target signaling networks [140–142].
5.2 Materials and Methods
The evolvable networks are a set of Boolean networks that are randomly altered through one of
three possible modifications: (1) adding an edge, (2) flipping an edge from activating to inhibiting
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or vice-versa, or (3) adding an intermediate nodes to randomly connect two existing nodes. Fol-
lowing a modification, the network is run with one, both, or neither of the inputs active using a
custom synchronous Boolean simulator for 100 steps. We then combine the final activity of the
outputs to form an 8 digit binary string (i.e., ‘00101101’), which we term the ‘I/O map’. If the
network has one or more intermediates, we then run the set of simulations to obtain an I/O map for
every possible expression vector (i.e., a network with two intermediate nodes has four expression
vectors: both expressed, one expressed, the other expressed, and neither expressed). Acceptance
of a modification depends upon the number of unique I/O maps across all expression vectors (see
Appendix D for more information).
The complete KEGG signaling network was constructed from KGML files from 29 canonical
pathways [20]. These pathways were initially expanded so that each gene or compound in an entry
existed as its own node. This also expanded the number of edges from each pathway so that each
node from an entry had its own set of edges. For example, if entry 2, which includes two genes,
activates entry 3, which includes four genes, then this edge was expanded to include 8 different
gene pairs. Once the full network was built from the different pathways, nodes that are involved in
the same set of edges were collapsed into a single node.
We then obtained the expression of each of the genes in the network in 84 tissue types from
the Human Protein Atlas [139]. The expression of any particular node is dependent upon the
expression of each of its associated genes: if any gene included in the node is expressed at any
level within a tissue, then the node is expressed in that tissue.
To obtain an I/O map distance between two subnetworks for a particular set of active input
vectors, we ran each subnetwork for 10000 steps in a custom synchronous Boolean simulator. The
I/O map in this case is the set of the average activity of each output in the last 1000 steps of the
simulation for each active input vector. The result is a matrix where each row contains 67 values
from 0 to 1 for the average activity of each output in response to the activation of a set of inputs.
The individual elements from the matrices of the two subnetworks were then compared to obtain




5.3.1 Crosstalk and expression provide a diversity of cellular responses
The decisions cells make, such as chemotaxis, differentiation, proliferation, apoptosis, etc., are
determined by the set of inputs stimulating the signaling network and influenced by crosstalk be-
tween various canonical pathways [40]. Depending on the expression of network components, a
more complex system such as the human signaling network would be able to change how inputs
like EGF or NGF may influence the activity of outputs, such as Akt or Erk phosphorylation. The
study by Chen, et al, illustrates the response map as a phase diagram, in which the magnitude Akt
and Erk phosphorylation can determine cell fate decisions between quiescence, differentiation or
proliferation [143]. Changes in inputs or the network affect the activity of Akt and Erk and can
yield different phenotypic responses.
To demonstrate how network complexity can regulate the cellular decision-making process, we
developed an evolvable Boolean network model that begins with a simple network consisting of
two inputs that each activates their a single, cognate output (see SI Appendix, section 2). At each
evolutionary step, the model can perform one of three possible modifications: (1), add an edge, (2)
flip the sign of an edge, or (3) add an intermediate node (Fig. 5.2A). New networks are evaluated
according to the number of unique input-output maps they can generate, as described below; if
that number increases, the modified network is "kept" by the algorithm and used for the next set of
modifications. If that number does not increase, the new network is discarded and the algorithm
attempts another random modification of the previous topology.
To determine the variety of responses any given network can produce, we first generated the
set of possible "expression vectors" for that network. Each expression vector represents a unique
pattern of presence or absence for each of the intermediate notes in the network (i.e., a network
with two intermediate nodes has four expression vectors: ‘00’, in which both are absent, ‘01’,
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Figure 5.2: Evolvable Boolean signaling networks. (A) Diagram of the three possible modifications
to the network. When an edge is added, the new edge connects one random node to another,
and may be either activating or inhibitory. When an edge’s sign is flipped, a randomly chosen
edge is switched from being activating to being inhibitory or vice-versa. When an intermediate
is added, the intermediate connects one random node to another. The sign of the edges to and
from the new node are chosen randomly. (B) The number of unique I/O maps as a function of the
number of unique expression vectors. A network has 2N unique expression vectors, where N is
the number of intermediate nodes in the network. For networks with 2 inputs and 2 outputs, there
are a maximum of 256 unique I/O maps possible. TCS-like networks with two intermediate nodes,
each connecting a single input to a single output, has a maximum of 4 unique I/O maps, dependent
upon the expression of intermediates. (C) An example of an evolved signaling network with 16
intermediate nodes (65536 unique expression vectors) and 32 edges connected the two inputs to
the two outputs. This network generates 89 unique I/O maps, depending upon the expression of its
intermediates.
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‘10’, and ‘11’, in which both are present). For each expression vector, we ran a Boolean network
simulation with no inputs active, either input active and both active and measure the activity of
the outputs at steady state. This produces an I/O map, a string of 8 binary digits that represent
the activity of both outputs in response to the four combinations of active inputs (i.e., the input
activities 00-01-10-11 might produce the I/O map 01-10-11-00). From these simulations, we can
determine the number of unique I/O maps the network is able to generate across all expression
vectors.
We began this evolutionary algorithm with a TCS-like network where each pathway includes
an input activating an intermediate node, which then activates an output. The TCS-like network
has only four unique expression vectors, each of which produces a unique I/O map. However,
as the model evolves and includes additional intermediate nodes, the network generates a larger
number of I/O maps; networks with only 16 intermediate nodes are able to produce up to 200 I/O
maps (Fig. 5.2B). For example, the network diagrammed in Figure 5.2C generates 89 distinct I/O
maps, depending upon the expression of its intermediates.
In networks with large numbers of I/O maps, the influence of the inputs on output activity is
highly sensitive to the expression of signaling intermediates. The resulting networks also bear a
fairly striking resemblance to the types of networks found in metazoan cells (Fig. 5.1B), exhibiting
extensive crosstalk and complexity. This architecture allows for a very diverse array of responses
depending on which nodes are present in the network. Even in this simple model, different cell
types expressing different nodes in the network could readily exhibit widely different responses
(or undertake different cell fate decisions) to the same two input signals [143].
5.3.2 Specific expression patterns in human tissues are selected to generate
signaling diversity
In order to characterize the interconnectedness of the human signaling network and understand
how this architecture and differential gene expression might affect responses to signals, we com-
piled a large Boolean signaling network by combining the contents of 29 signaling pathways from
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KEGG, resulting in a network with 735 nodes and 2211 edges (see the SI Appendix for details).
Using UniProt we identified 76 input nodes (keyword: ‘Receptor’) and 67 output nodes (keyword:
‘Transcription regulation’) [89]. To demonstrate the relative complexity of this human signaling
network, we drew a directed graph representing only a fraction of the total network (Fig. 5.1B).
The resulting diagram is quite elaborate, with numerous edges connected nodes from different
sections of the system. Within the complete network, every output is in the forward connected
component of each input (e.g., the activation of any input would have some effect on each output),
revealing a significant amount of crosstalk between these canonical pathways.
The complete network we compiled from KEGG, however, does not represent the signaling
networks present within different cell types due to the differences in expression of signaling pro-
teins. In order to account for these differences, we obtained expression data for the network from
the Human Protein Atlas [139]. This dataset includes relative expression levels (‘High’, ‘Medium’,
‘Low’, and ‘Not Detected’) based upon immunohistochemistry microarray assays for 344 of the
735 nodes in our network from 84 tissues. The remaining nodes either represent non-protein sig-
naling elements, such as ions or small molecules, or were not included in the dataset, usually due to
experimental constraints (e.g. the lack of a specific antibody for that protein). From the expression
data we created 84 subnetworks where a node and its associated edges were removed if the node
is not detected in the respective tissue. The remaining 391 nodes are always expressed.
The complete network has a different structure when compared to the set of expressed subnet-
works: while each input can directly affect each output in the complete network, each signal can
only reach about 50-64 of the 67 outputs in the expressed subnetworks (Fig. 5.3A). Thus, while
the complete network serves as a useful summary of the possible interactions among proteins in
the human cell signaling network, differences in the presence or absence of various nodes clearly
generates a diverse set of network topologies in various tissues.
The average number of outputs each input can reach in an expressed subnetwork strongly
correlates with the fraction of nodes present in the subnetwork (Spearman’s ρ = 0.8838) (Fig.
5.3B, blue). To better understand subnetwork topology, we compared the real expressed subnet-
77










Number of Outputs Reached































0.25 0.5 0.75 1.0






















Fraction of Nodes Present




















0.25 0.5 0.75 1














Fraction of Inputs Active















Figure 5.3: The structure and response diversity of the complete KEGG network. (A) The kernel
density plot of the number of outputs that are downstream of each of the inputs in the complete
network (blue) and each of the expressed subnetworks (red). All 67 outputs are downstream of
each of the inputs in the complete network. However, most inputs have 50-64 of the outputs in their
forward connected component in the expressed subnetworks. (B) The average number of outputs
that are downstream of each of the inputs in a subnetwork versus the fraction of nodes expressed in
the subnetwork. The blue dots include the connectivity of the subnetworks constructed according
to the expression data from the Human Protein Atlas [139] while the red lines show the mean
and standard deviation of 10 subnetworks constructed through the random expression of nodes.
Note that the average number of outputs downstream of any input is much lower in the randomly
expressed subnetworks, indicating that these subnetworks demonstrate less interconnectivity than
those based upon expression data (minimum difference = 9.398, p = 1.546×10−4). (C) The kernel
density plot of the I/O map distances of the expressed subnetworks (blue), randomly expressed
subnetworks (red), and the TCS-like networks (green). In this panel distances are based upon the
activation of each of the inputs individually. (D) The average and standard deviation of the I/O
map distance versus the fraction of inputs active for the expressed subnetworks (blue), randomly
expressed subnetworks (red), and the TCS-like networks (green). In this panel distances are based
upon the activation of 50 combinations of inputs, which is why the averages are smaller than those
in C.
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works to a set of random subnetworks of varying sizes (Fig. 5.3B, red). For any given network size,
it is clear that the expressed subnetworks found in human tissues maintain a significantly higher
connectivity between inputs and outputs (minimum difference = 9.398, p = 1.546× 10−4). The
expression of individual nodes in human tissues does not depend upon their indegree, outdegree,
or their betweenness with regard to inputs to outputs, common properties that are used to quantify
the "topological centrality" of nodes in a network. This suggests that the non-random connectivity
we observe depends on global properties of the set of nodes that are present and absent in various
human tissues (see Appendix D, Fig. D.1).
We then performed a set of Boolean network simulations on each expressed subnetwork to
evaluate whether their non-random architecture had an impact on their functional properties. For
any given subnetwork, we independently activated each input, running the model to steady state
to obtain the I/O map. To account for possible feedback loops, the I/O map of an input is de-
termined by the average activity of each output in the last 1000 steps of the simulation. The I/O
map distance for a pair of tissues is calculated as the number of differences between the two I/O
maps (see Appendix D). The higher the I/O map difference between two networks, the less similar
their responses are across all possible inputs. We determined the I/O map distances for each pair
for the expressed subnetworks and the randomly expressed subnetworks. The average distance for
the expressed subnetworks is around 200, yet the distances for the random subnetworks is much
closer to 0, indicating that the expressed subnetworks are not only more connected, but they also
demonstrate a higher signal diversity (Fig. 5.3C) (p < 2.2× 10−16). To compare the expressed
subnetworks to an isolated, TCS-like network, we randomly connected input nodes to outputs so
that each input only activated a single output. This network included each node from the complete
KEGG network so that each input’s signal propagated through about the same number of nodes
before reaching the output and no intermediate node was activated by more than one input. Sub-
networks of the TCS-like network were created using the expression data from the Human Protein
Atlas. The I/O map distances of the TCS-like network are even lower than those from the random
subnetworks, indicating cells with isolated pathways show very little diversity (p < 2.2×10−16 for
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the comparison with either the actual human networks or the random subnetworks).
Although the above analysis is informative, we only activated a single input at a time, and it is
unclear that the same patterns of signaling diversity would be observed when multiple inputs are
activated. To test this, we created random combinations of inputs with a total of N = 1,2, . . . ,75
inputs being activated. For each value of N, we created 50 independent combinations with that
total number or active inputs. We found that the difference in I/O distances between the three types
of networks (i.e. actual human tissues, random subnetworks and the TCS-like network) does not
depend strongly on the number of active inputs (Fig. 5.3D).
Our results indicate that the diversity of responses to input depends both on the complexity
of the network and the targeted expression of signaling proteins. Signaling diversity does not
seem to be dependent only on the number of nodes in the network as the sets of subnetworks
include systems of the same size, yet the expressed subnetworks possess a higher average I/O
map distance. Instead, diversity is grounded on the complex architecture of the network, with
expression of signaling proteins being driven by the need to maintain a well-connected structure.
5.3.3 Differential effects of inhibitors across cell types
An interesting observation from our evolved Boolean networks (Fig. 5.2) is that despite the possi-
bility for tens of thousands of possible expression states, these subnetworks only produce an aver-
age of around 100 unique I/O maps (Fig. 5.2B). Modifications of network structure in this model
are accepted based upon their ability to add plasticity to the network with no inherent pressure for
these networks to develop robustness. We found that the individual nodes in these networks are
neither completely dispensable nor completely indispensable. The presence of any particular node
may result in a subset of I/O maps while its absence may result in a different subset of maps. Pre-
vious studies have found similar behaviors in complex networks: many different ‘genotypes’ (e.g.,
RNA or amino acid sequences) may have the same ‘phenotype’ (e.g., folded, three-dimensional
structure). However, these groups of genotypes exhibit greater evolvability, allowing the system
to produce a wider variety of phenotypes with very few modifications [144–147]. These results
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Figure 5.4: The effects of inhibitors on different cells. (A) Each of the nodes in complete the net-
work were targeted for inhibition. When a node is targeted for inhibition (i.e., the red highlighted
node in the wild-type panel), the node and its associated edges (including both incoming and out-
going edges) are removed from the expressed subnetworks. (B) The kernel density plot of the
fraction of nodes whose inhibition changes the response to input in either of pair of subnetworks.
Only about 12% of the targetable nodes affect both cells, and inhibiting each of these nodes affects
both of the cells differently. The remaining targetable nodes affect only one cell, either because
the nodes are not expressed in the other cell or because the other cell includes connections within
the network that can compensate for the actions of the inhibitor.
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suggest that the effect of inhibiting a single protein may alter the architecture of signaling networks
of cells in different ways, depending upon the expression state of the network.
To explore the differential effects of inhibitors, every node was sequentially targeted and re-
moved from the 84 expressed subnetworks, representing its complete inhibition in the different
tissues (see Fig. 5.4A). We then obtained the I/O maps for the inhibited systems, which were com-
pared to the wild-type I/O map for the respective expressed subnetwork. From this comparison
we obtained an inhibitor map, where a ‘1’ represents an increase in the average activity for an
output, a ‘-1’ represents a decrease in average activity, and a ‘0’ signifies no change in average
activity. Every node can be inhibited and result in a change in output response in at least one of the
expressed subnetworks. On average, inhibiting any node in the network alters the output response
in about 17 of the 84 expressed subnetworks. There are no nodes whose inhibition alters output
response in all 84 subnetworks (See Appendix D, Fig. D.2).
The inhibitor maps for each targeted node across all pairs of expressed subnetworks were then
analyzed to characterize the effects of inhibiting the respective node on each tissue. Of the subset
of nodes whose inhibition had an effect on the I/O map of either subnetwork across all pairs, the
inhibition of about 88% of the targets affected only one of the subnetworks (Fig. 5.4B, red). This
could be because the node is not expressed in the other subnetwork, so the inhibitor had nothing to
target, or because the network possesses redundancy in its structure that made the removal of that
node ineffective. Inhibiting the remaining 12% of the targets affected both of the subnetworks, yet
resulted in a different effect in each (Fig. 5.4B, blue). There are no cases where the inhibition of a
single node had the same impact in two subnetworks.
The diverse effects of inhibitors on cellular responses due to the changes in network architec-
ture arising from differential expression of components provide an explanation for the previously
observed range of responses to known inhibitors. Fallahi-Sichani, et al., recently revealed a wide
array of effects of various anticancer drugs against a panel of breast cell lines; drugs targeting sig-
naling proteins often resulted a higher variation of efficacy against different cell lines compared to
those targeting more ubiquitous targets such as the proteasome or DNA [148]. Quite often, cancer
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cells are able to use the complexity provided by the massive amount of crosstalk in the human
signaling network to compensate for drug effects [149]. Nutlin-3, for example, was designed to be
a competitive inhibitor of the p53-MDM2 interaction in order to induce apoptosis or senescence
[140]. However, nutlin-3 only results in reversible cell cycle arrest in most cell lines expressing
wild-type p53; the induction of apoptosis or senescence is dependent upon the overexpression of
MDM2 [140, 150–152]. Tissue selectivity may have consequences for the use of inhibitors and
gene silencing in future signaling studies: these perturbations could have unexpectedly different
effects in various cell lines. Care must be taken to consider the tissue-specific context of the sig-
naling network to inform the interpretation of inhibitor or silencing experiments.
5.4 Discussion
RNA and protein levels have been shown to vary not only between cells from different lineages,
but between cells of the same type [153]. This could potentially lead to different phenotypic re-
sponses of cells within a population to the same environmental stimuli. However, averaging the
activity of cells of the same type demonstrates that these cells fluctuate around an average response
[153–155]. The average response to a particular stimulus, though, differs between cells with dif-
ferent ‘cellular barcodes’, different mean RNA and protein expression [156, 157]. In this work we
reveal that when protein expression is applied to the human signaling network, a series of tissue-
specific subnetworks are created. These subnetworks maintain the highly complex, interconnected
properties of the complete signaling network, yet the architecture is significantly different across
different tissues. Moreover, the expression of particular nodes does not seem to be random, nor
is it dependent upon classic individual properties of the node such as degree or betweenness. The
set of expressed nodes are instead chosen to ensure interconnectivity and to produce a diversity of
responses to stimuli (Fig. 5.3).
A consequence of the variable architecture of the human signaling network across different
tissues is that perturbations to the network, such as small molecule inhibition, may affect the cells
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in different ways. The local context of a targeted protein may be vastly different in other cells based
on the expression state of its signaling neighbors. We find that targeting any node for inhibition in
the network can potentially change the response of a cell to stimuli in some, but not all, tissues.
However, the phenotypic consequences of the inhibitor vary between the different cell types it
affects. There are no examples of an inhibitor that has the same effect in two or more tissues in our
subnetwork, revealing the importance of tissue-specific context in considering drug targets.
These results provide a potential explanation for the variety of mutations across different can-
cers and other diseases. Protein affecting mutations (PAMs) also perturb the network through
changing the activity or expression of a signaling protein. It has been observed that a PAM may
not have the same phenotypic effect in different tissues, similar to how inhibitors have different ef-
fects in our tissue-specific subnetworks. For instance, mutations affecting p53 and PIK3CA, both
high-confidence drivers (HCDs) of carcinogenesis, have been found in just over 10% of cancer
samples. In fact, mutations in several HCDs have been discovered in only a single tumor type
[158]. Our results suggest that the effects of a PAM may vary across cell lines due to differences
in the expression of the signaling network. The expressed subnetwork of a particular cell line may
be robust to a PAM by providing an alternative pathway to maintain input-output functionality and
overall cellular decision-making.
Ultimately, our work demonstrates that the tissue-specific expression of proteins can provide
significantly different, yet well-connected, signaling networks. These subnetworks on average re-
spond differently to the same stimuli and intracellular and extracellular perturbations to the cell.
The aforementioned findings described above demonstrate that the cellular context must be consid-
ered in interpreting network connectivity and guiding the development of future drugs to safeguard




Metazoan signaling networks exhibit a high degree of crosstalk, in which enzymes are shared
between multiple canonical pathways [12–14, 16, 17, 34, 35]. Previous crosstalk studies have
often focused on the sharing of kinases between pathways [12, 14, 16, 36]. Kinases and their
substrates are generally well characterized. For example, Akt has been shown to phosphorylate
at least 18 substrates, and the receptor tyrosine kinases of the EGF/ErbB family have over 20
identified substrates [22, 23], highlighting the potential for extensive kinase crosstalk in signaling
networks.
In Chapter 2 we used mathematical modeling of simple network crosstalk motifs to under-
stand how the competition between multiple substrates for shared enzymes may influence network
behavior. We find that ultrasensitivity is transitive; the saturation of the shared enzyme by one
substrate causes every substrate to react ultrasensitively to the enzyme, regardless of its ability to
saturate the enzyme independently. This is because the saturation of an enzyme is cumulative. A
set of proteins may collectively saturate the enzyme, causing each to respond ultrasensitively, even
if none of the proteins would respond ultrasensitively on its own.
Our results also demonstrate the possibility of phosphatase-mediated crosstalk. To our knowl-
edge, the potential for phosphatases to contribute to network crosstalk has not been previously
considered [63]. However, it is unclear how pervasive phosphatase crosstalk may be in these net-
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works as the targets of many phosphatases may not be fully characterized [67–69]. Additionally,
we demonstrate several mechanisms by which phosphatases (or other signaling enzymes) may in-
sulate competing substrates, thus preventing crosstalk between different parts of the network (see
Chapter 3).
The behaviors of signaling networks depend not only on the architecture of the network, but
also on the saturation and targeting mechanisms of the signaling enzymes. Even in cases in which
the connectivity of the signaling molecules is well characterized, the intracellular concentrations
and Michaelis constants of the enzymes and their substrates are often not known. In future signal-
ing studies, acquiring these details will be crucial to our interpretation and understanding of how
highly interconnected signaling and regulatory networks function and respond to stimuli.
While metazoan signaling networks display extensive crosstalk, bacterial TCS networks demon-
strate a highly linear topology in which HKs often act on a single RR [4–9]. This difference in
global network topology is likely due to differences in enzyme dynamics. The kinases and phos-
phatases typically found in eukaryotic networks are monofunctional and their substrates respond
more ultrasensitively as they saturate the enzymes. As such, these enzymes can be shared between
multiple substrates to produce a variety of response behaviors. In contrast, HKs are often bifunc-
tional: they act as both kinase and phosphatase for their cognate RRs [2, 3, 27, 32, 33, 115–117].
We find that the saturation of bifunctional HKs results in the HKs being less efficient at phospho-
rylating their RRs (see Chapter 4). Competition between multiple RRs for the same HK would
increase the saturation of the enzyme, driving down the total response of each involved pathway.
As such, there would be a natural pressure to preserve the insulation between pathways found in
bacterial TCS networks in order to maintain cognate signaling responses.
The pressure to insulate TCS pathways, however, suggests a barrier in the evolution of new
pathways. Using a coarse-grained model of the evolution of new TCS pathways, we demonstrate
that the resulting HK-RR pairs experience post-duplication pressure to rapidly insulate the protein
interactions prior to evolving new input/output functionalities. In future experimental studies, it
would be relatively straightforward to recreate the intermediate states considered by our model to
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test our predictions of the relative fitness costs. Combined with a more detailed phylogenetic analy-
sis of recent duplications, future studies could definitively characterize the evolutionary trajectories
of new TCS pathways.
While the kinases and phosphatases typical of metazoan signaling do not share the same enzy-
matic constraints as the bifunctional HKs of bacterial TCS networks, the fact that they can display
crosstalk does not explain why it is so extensive. In Chapter 5, we explored the hypothesis that
different levels of crosstalk found in various organisms have evolved, in part, to accommodate the
various functional roles these networks must provide. A Boolean network with just sixteen highly
interconnected intermediate nodes would be able to provide a cell with potentially hundreds of
different responses to just two inputs, depending upon the structure of the subnetwork created by
the expression of different combinations of intermediate nodes. This is a result of a phenomenon
we term ‘compact coding’: more complex networks are able to achieve a large diversity of cellular
responses while maintaining a relatively low number of unique signaling molecules and receptors
due to their extensive crosstalk.
In Chapter 5, we produced a series of tissue-specific cell types by applying protein expression
profiles of signaling proteins from 84 tissues to the human signaling network. The subnetworks
generally retain the highly interconnected properties of the complete network, yet the architecture
of the subnetwork differs across various tissues. The expression of these signaling proteins is not
random, nor is it dependent upon individual properties of nodes, such as degree or betweenness.
Instead, the expression patterns have evolved to maintain interconnectivity and produce a diverse
set of responses to stimuli. Interestingly, the variable architecture of the expressed signaling net-
work in various cells results in different effects of network perturbations, such as protein-protein
interaction inhibitors, on the phenotypic responses to stimuli. We find that inhibiting any particular
signaling protein in the network may potentially change the responses of a cell to stimuli in some,
but not all, tissues. Additionally, the phenotypic consequences of the inhibitor vary between the
different tissues it affects.
Our findings demonstrate potential problems for the interpretation of network activity in dif-
87
ferent cell lines, including the responses to perturbations from drugs or cancer-causing mutations.
The effects of a drug or mutation may vary across cell lines due to differences in the structure of
the expressed signaling network, with tissues being potentially robust to the mutation due to the
inherent redundancy of the network. Because of this property, the effects of inhibiting, mutating,
or silencing a protein in one cell line may not provide the same effect in other cell lines. As such,
the interpretation of network perturbations in previous, current, and future signaling studies needs
to be considered within the context of the cells used in the experiments.
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Appendix A
Appendix for Crosstalk and Competition in
Signaling Networks
A.1 Systems of Ordinary Differential Equations
A.1.1 1-Kinase/1-Phosphatase loop with two substrates























Each contain three rates: rate of complex formation, (k+), rate of complex dissociation (k−), and
catalytic rate (kcat). The set of ODEs describing the free enzymes are:
d[K]
dt
=− ([S1] · [K] · k+,K,1 +[S2] · [K] · k+,K,2)+([KS1] · (k−,K,1 + kcat,K,1)+ [KS2] · (k−,K,2 + kcat,K,2))
d[P]
dt
=− ([S∗1] · [P] · k+,P,1 +[S∗2] · [P] · k+,P,2)+([PS∗1] · (k−,P,1 + kcat,P,1)+ [PS∗2] · (k−,P,2 + kcat,P,2))
The set of ODEs describing the unmodified substrates are:
d[S1]
dt
=− ([S1] · [K] · k+,K,1)+([KS1] · k−,K,1 +[PS∗1] · kcat,P,1)
d[S2]
dt
=− ([S2] · [K] · k+,K,2)+([KS2] · k−,K,2 +[PS∗2] · kcat,P,2)
The set of ODEs describing the modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P] · k+,P,1)+([PS∗1] · k−,P,1 +[KS1] · kcat,K,1)
d[S∗2]
dt
=− ([S∗2] · [P] · k+,P,2)+([PS∗2] · k−,P,2 +[KS2] · kcat,K,2)
The set of ODEs describing the enzyme-substrate complexes are:
d[KS1]
dt
=− ([KS1] · (k−,K,1 + kcat,K,1))+([S1] · [K] · k+,K,1)
d[KS2]
dt
=− ([KS2] · (k−,K,2 + kcat,K,2))+([S2] · [K] · k+,K,2)
d[PS∗1]
dt
=− ([PS∗1] · (k−,P,1 + kcat,P,1))+([S∗1] · [P] · k+,P,1)
d[PS∗2]
dt
=− ([PS∗2] · (k−,P,2 + kcat,P,2))+([S∗2] · [P] · k+,P,2)










Where i = 1 or 2.
Our simulations started with the following initial concentrations:
Molecular Species Initial Concentration
K 0 - 2 nM
P 1 nM
S1 100 nM
S2 0 - 20 µM
With the remaining molecular species having initial concentrations of 0. The range of initial con-
centrations of K and S2 were used to vary r1 and [S2]0/Km, respectively, in Fig. 2.3A in Chapter
2.
A.1.2 1-Kinase/1-Phosphatase loop with many substrates


































The set of ODEs describing the free enzymes are:
d[K]
dt
=− ([S1] · [K] · k+,K,1 +[S2] · [K] · k+,K,2 + . . .+[SN ] · [K] · k+,K,N)
+([KS1] · (k−,K,1 + kcat,K,1)+ [KS2] · (k−,K,2 + kcat,K,2)+ . . .+[KSN ] · (k−,K,N + kcat,K,N))
d[P]
dt
=− ([S∗1] · [P] · k+,P,1 +[S∗2] · [P] · k+,P,2 + . . .+[S∗N ] · [P] · k+,P,N)
+([PS∗1] · (k−,P,1 + kcat,P,1)+ [PS∗2] · (k−,P,2 + kcat,P,2)+ . . .+[PS∗N ] · (k−,P,N + kcat,P,N))
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The set of ODEs describing the unmodified substrates are:
d[S1]
dt
=− ([S1] · [K] · k+,K,1)+([KS1] · k−,K,1 +[PS∗1] · kcat,P,1)
d[S2]
dt




=− ([SN ] · [K] · k+,K,N)+([KSN ] · k−,K,N +[PS∗N ] · kcat,P,N)
The set of ODEs describing the modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P] · k+,P,1)+([PS∗1] · k−,P,1 +[KS1] · kcat,K,1)
d[S∗2]
dt




=− ([S∗N ] · [P] · k+,P,N)+([PS∗N ] · k−,P,N +[KSN ] · kcat,K,N)
The set of ODEs describing the enzyme-substrate complexes are:
d[KS1]
dt
=− ([KS1] · (k−,K,1 + kcat,K,1))+([S1] · [K] · k+,K,1)
d[KS2]
dt




=− ([KSN ] · (k−,K,N + kcat,K,N))+([SN ] · [K] · k+,K,N)
d[PS∗1]
dt
=− ([PS∗1] · (k−,P,1 + kcat,P,1))+([S∗1] · [P] · k+,P,1)
d[PS∗2]
dt




=− ([PS∗N ] · (k−,P,N + kcat,P,N))+([S∗N ] · [P] · k+,P,N)
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The different molecular species were initialized with concentrations:
Molecular Species Initial Concentration
K 0 - 2 nM
P 1 nM
Si 500 nM
i = 1,2, . . . ,N
The remaining molecular species had initial concentrations of 0. The range of initial concentrations

























The set of ODEs describing the free enzymes are:
d[K]
dt
=− ([S1] · [K] · k+,K,1 +[S2] · [K] · k+,K,2)+([KS1] · (k−,K,1 + kcat,K,1)+ [KS2] · (k−,K,2 + kcat,K,2))
d[P1]
dt
=− ([S∗1] · [P1] · k+,P,1)+([P1S∗1] · (k−,P,1 + kcat,P,1))
d[P2]
dt
=− ([S∗2] · [P2] · k+,P,2)+([P2S∗2] · (k−,P,2 + kcat,P,2))
The set of ODEs describing the unmodified substrates are:
d[S1]
dt
=− ([S1] · [K] · k+,K,1)+([KS1] · k−,K,1 +[P1S∗1] · kcat,P,1)
d[S2]
dt
=− ([S2] · [K] · k+,K,2)+([KS2] · k−,K,2 +[P2S∗2] · kcat,P,2)
The set of ODEs describing the modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P1] · k+,P,1)+([P1S∗1] · k−,P,1 +[KS1] · kcat,K,1)
d[S∗2]
dt
=− ([S∗2] · [P2] · k+,P,2)+([P2S∗2] · k−,P,2 +[KS2] · kcat,K,2)
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The set of ODEs describing the enzyme-substrate complexes are:
d[KS1]
dt
=− ([KS1] · (k−,K,1 + kcat,K,1))+([S1] · [K] · k+,K,1)
d[KS2]
dt
=− ([KS2] · (k−,K,2 + kcat,K,2))+([S2] · [K] · k+,K,2)
d[P1S∗1]
dt
=− ([P1S∗1] · (k−,P,1 + kcat,P,1))+([S∗1] · [P1] · k+,P,1)
d[P2S∗2]
dt
=− ([P2S∗2] · (k−,P,2 + kcat,P,2))+([S∗2] · [P2] · k+,P,2)









i = 1 or 2
Each of the molecular species in the model started with the following initial concentrations:





S2 0, 20 µM
The remaining molecular species had initial concentrations of 0. The range of initial concentrations
for P1 and P2 were used to independently set r1 and r2, respectively, in Figs. 2.4A and B in Chapter
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2. In Fig. 2.4A [S2]0 = 0 and in Fig. 2.4B [S2]0 = 20 nM.
A.1.4 2-Kinase/1-Phosphatase loop





















The set of ODEs describing the free enzymes are:
d[K1]
dt
=− ([S1] · [K1] · k+,K,1)+([K1S1] · (k−,K,1 + kcat,K,1))
d[K2]
dt
=− ([S2] · [K2] · k+,K,2)+([K2S2] · (k−,K,2 + kcat,K,2))
d[P]
dt
=− ([S∗1] · [P] · k+,P,1 +[S∗2] · [P] · k+,P,2)+([PS∗1] · (k−,P,1 + kcat,P,1)+ [PS∗2] · (k−,P,2 + kcat,P,2))
The set of ODEs describing the unmodified substrates are:
d[S1]
dt
=− ([S1] · [K1] · k+,K,1)+([K1S1] · k−,K,1 +[PS∗1] · kcat,P,1)
d[S2]
dt
=− ([S2] · [K2] · k+,K,2)+([K2S2] · k−,K,2 +[PS∗2] · kcat,P,2)
The set of ODEs describing the modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P] · k+,P,1)+([PS∗1] · k−,P,1 +[K1S1] · kcat,K,1)
d[S∗2]
dt
=− ([S∗2] · [P] · k+,P,2)+([PS∗2] · k−,P,2 +[K2S2] · kcat,K,2)
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The set of ODEs describing the enzyme-substrate complexes are:
d[K1S1]
dt
=− ([K1S1] · (k−,K,1 + kcat,K,1))+([S1] · [K1] · k+,K,1)
d[K2S2]
dt
=− ([K2S2] · (k−,K,2 + kcat,K,2))+([S2] · [K2] · k+,K,2)
d[PS∗1]
dt
=− ([PS∗1] · (k−,P,1 + kcat,P,1))+([S∗1] · [P] · k+,P,1)
d[PS∗2]
dt
=− ([PS∗2] · (k−,P,2 + kcat,P,2))+([S∗2] · [P] · k+,P,2)








i = 1 or 2
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Each molecular species were initialized at the following concentrations:
Molecular Species Initial Concentration
K1 0 - 2 nM
K2 0 - 2 nM
P 1 nM
S1 100 nM
S2 0, 20 µM
The remaining molecular species had initial concentrations of 0. The range of initial concentrations
of K1 and K2 were used to set the values of r1 and r2, respectively, in Figs. 2.4A and C in Chapter
2. In Fig. 2.4A, [S2]0 = 0 and in Fig. 2.4C, [S2]0 = 20 nM.
A.1.5 Cascade with multiple phosphatases




































The set of ODEs describing the free enzymes are:
d[K]
dt
=− ([S1] · [K] · k+,K,1)+([KS1] · (k−,K,1 + kcat,K,1))
d[P1]
dt
=− ([S∗1] · [P1] · k+,P,1)+([P1S∗1] · (k−,P,1 + kcat,P,1))
d[Pi]
dt
=− ([S∗i ] · [Pi] · k+,P,i)+([PiS∗i ] · (k−,P,i + kcat,P,i))
d[PN ]
dt
=− ([S∗N ] · [PN ] · k+,P,N)+([PNS∗N ] · (k−,P,N + kcat,P,N))
The set of ODEs describing the unmodified substrates are:
d[S1]
dt



















[S∗N−1SN ] · k−,K,N +[PNS∗N ] · kcat,P,N
)
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The set of ODEs describing the modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P] · k+,K,1)+ [S2] · [S∗1] · k+,K,2)
+([P1S∗1] · k−,P,1 +[KS1] · kcat,K,1 +[S∗1S2] · (k−,K,2 + kcat,K,2))
d[S∗i ]
dt
=− ([S∗i ] · [Pi] · k+,K,i)+ [Si+1] · [S∗i ]∗ k+,K,i+1)
+
(




=− ([S∗N ] · [PN ] · k+,K,N)+
(
[PNS∗N ] · k−,P,N +[S∗N−1SN ] · kcat,K,N
)
The set of ODEs describing the enzyme-substrate complexes are:
d[KS1]
dt























=− ([P1S∗1] · (k−,P,1 + kcat,P,1))+([S∗1] · [P1] · k+,P,1)
d[PiS∗i ]
dt
=− ([PiS∗i ] · (k−,P,i + kcat,P,i))+([S∗i ] · [Pi] · k+,P,i)
d[PNS∗N ]
dt
=− ([PNS∗N ] · (k−,P,N + kcat,P,N))+([S∗N ] · [PN ] · k+,P,N)
Where i = 2, . . . ,N−1.




kcat,K,i 0.999 ·10i−5 s−1
k+,P,i 0.001 nM−1·s−1
k−,P,i 10i−8 s−1
kcat,P,i 0.999 ·10i−5 s−1
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i = 1,2, . . . ,N
The kcat’s and k−’s were calculated as 0.999 · 10i−5 s−1 and 10i−8 s−1, respectively; the kinetic
parameters of reaction i in the cascade were thus varied so that each substrate concentration was
10 ·Km in respect to its kinase and phosphatase.
The molecular species in the system started with the following initial concentrations:
Molecular Species Initial Concentration










i = 1,2, . . . ,N
The remaining molecular species had initial concentrations of 0. We systematically increased the
initial concentration of the Si’s ([Si]0 = 10 · [Si−1]0); since S∗i−1 is the kinase for Si, this ensured that
all substrates were at higher concentrations than their enzymes. The range of initial concentrations
of K were used to vary the value of r in Fig. 2.5.
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A.1.6 Cascade with a single phosphatase


































The set of ODEs describing free enzymes are:
d[K]
dt
=− ([S1] · [K] · k+,K,1)+([KS1] · (k−,K,1 + kcat,K,1))
d[P]
dt
=− ([S∗1] · [P] · k+,P,1 +[S∗2] · k+,P,2 + . . .+[S∗N ] · k+,P,N)
+([PS∗1] · (k−,P,1 + kcat,P,1)+ [PS∗2] · (k−,P,2 + kcat,P,2)+ . . .+[PS∗N ] · (k−,P,N + kcat,P,N))
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The set of ODEs describing unmodified substrates are:
d[S1]
dt



















[S∗N−1SN ] · k−,K,N +[PS∗N ] · kcat,P,N
)
The set of ODEs describing modified substrates are:
d[S∗1]
dt
=− ([S∗1] · [P] · k+,K,1)+ [S2] · [S∗1]∗ k+,K,2)
+([PS∗1] · k−,P,1 +[KS1] · kcat,K,1 +[S∗1S2] · (k−,K,2 + kcat,K,2))
d[S∗i ]
dt
=− ([S∗i ] · [P] · k+,K,i)+ [Si+1] · [S∗i ]∗ k+,K,i+1)
+
(




=− ([S∗N ] · [P] · k+,K,N))+
(
[PS∗N ] · k−,P,N +[S∗N−1SN ] · kcat,K,N)
)
The set of ODEs describing enzyme-substrate complexes are:
d[KS1]
dt
=− ([KS1] · (k−,K,1 + kcat,K,1))+([S1] · [K] · k+,K,1)
d[PS∗1]
dt


























=− ([PS∗N ] · (k−,P,N + kcat,P,N))+([S∗N ] · [P] · k+,P,N)
Where i = 2, . . . ,N−1.
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kcat,K,i (0.999 ·10i−5) s−1
k+,P,i 0.001 nM−1·s−1
k−,P,i (10i−8) s−1
kcat,P,i (0.999 ·10i−5) s−1
The kcat’s and k−’s were calculated as in section A.1.5.
The molecular species were initialized at the following concentrations:
Molecular Species Initial Concentration










i = 1,2, . . . ,N
Remaining molecular species were set with initial concentrations of 0. Increasing the initial con-
centrations of Si ensured that [Si]0 = 10 · [Si−1]0 since S∗i−1 is the kinase for Si to ensure that the
concentration of substrates were larger than the concentrations of their respective kinases. The
range of initial concentrations of K were used to vary the value of r in Fig. 2.5.
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A.2 Analytical results for the 1-Kinase/1-Phosphatase loop
A.2.1 Mutual inhibition for competitive substrates
Here we will show that the 1K1P loop displays behavior dependent on r without regard for other











with E = K or P. The Michaelis-Menten constant and maximum velocity of the enzyme for either





We can obtain the following kinetic equations:
d[ES1]
dt
= [E][S1]k+,E,1− [ES1](k−,E,1 + kcat,E,1) (A.2.1.1)
d[ES2]
dt




We also have the conservation of mass:
[E]0 = [E]+ [ES1]+ [ES2] (A.2.1.4)
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where αE,1 is the inhibitory constant for S2 competition with S1 for E.
A.2.2 Steady-state solution for [S∗1]
As Goldbeter and Koshland originally noted, for a futile cycle at steady state we will have d[S∗1]/dt =








Following the standard Michaelis-Menten assumptions [26, 57], we have that [Si]0 >> [K]0, [P]0.






























Dividing both sides by Vmax,P,1, we get:




which can be simplified to:




(r1−1)− (αK,1KK,1 + r1αP,1KP,1)+
√
((r1−1)− (αK,1KK,1 + r1αP,1KP,1))2 +4(r1−1)r1αP,1KP,1
2(r1−1)
(A.2.2.4)
There are two important things to note about this solution. For one, the above equation is valid
for r1 > 0; at r1 = 0 one needs to take the other branch of the solution (i.e. the branch in which
the square root term is subtracted in the numerator). Also, at r1 = 1, A.2.2.4 has a nonessential
singularity. To obtain the behavior at r1 = 1, we see A.2.2.3 becomes:
−(αK,1KK,1 +αP,1KP,1)S∗1 +αP,1KP,1 = 0 (A.2.2.5)







2 is always positive




> 0 regardless of the values of any parameter. This would indicate that
the ultrasensitivity of S2 transfers to S1 (i.e., since S∗2 will decrease as [S2]0 increases for r2 < 1, S
∗
1
















This is because S∗1 is a function of αK,1, αP,1, r1, and a vector of positive constants A.2.2.4. Each
of the α terms are, in turn, functions of S∗2.




> 0. Using Mathematica
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Note that KK,1, S∗1 and
√




< 0 for r1 6= 1. We can also demon-











< 0 for any set of parameters.




> 0. We can obtain an expression the partial derivative of A.2.2.4







































> 0 for r1 6= 1. We can also demonstrate











> 0 for any set of parameters.





























Now we have determined the behaviors of each component of the two implementations of the
chain rules presented in A.2.3.1 for all values of r1 and r2. When we refer back to the chain rule


















This means that changes in S∗1 upon increases in S
∗
2 will always be positive. The increase in ultra-
sensitivity of S∗2 is thus transferred to S1 regardless of the values of the other parameters.
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A.3 Analytical results for the 1-Kinase/1-Phosphatase loop with
many substrates
The 1K1P loop can be expanded to include many substrates of the kinase and phosphatase. In this




























We also know from the conservation of mass of the enzyme:
[E]0 = [E]+ [ES1]+ [ES2]+ . . .+[ESN ] (A.3.2)








































From the above equation, we can proceed to solve for S∗1 as in section A.2.2; as expected, one
obtains equation A.2.2.4, but with αK,1 ≡ 1+∑Ni=2[Si]/Km,K,i and αP,1 ≡ 1+∑Ni=2[S∗i ]/Km,P,i.
The increase in ultrasensitivity observed in Fig. 2.3B of the main text arises from the fact that,
for the parameters we considered, at any r1 < 1, the phosphatase has a higher maximum velocity
than the kinase. As such, the majority of any substrates present will exist in the unphosphorylated
form (i.e. S∗i < 0.5 ∀i). As more substrates are added, the accumulation of these unphosphorylated
substrates begins to occupy the kinase, reducing free kinase concentration and thus reducing the
"effective r" of the system. In the limit where N is large, the occupation increases until the kinase
is completely saturated, ultimately leading to very low phosphorylation at r1 < 1. For r1 > 1, a
similar situation holds, but with the phosphatase occupied by the S∗i ’s.
A.4 Analytical results for the 1-Kinase/2-Phosphatase loop
In this section we will show that S1 phosphorylation always increases in [S2]0 in the limit in which
[S1]0Km. In this system S∗1 can be derived in a similar fashion to that for the 1K1P loop, resulting
in:
S∗1 =
(r1−1)− (αK,1KK,1 + r1KP,1)+
√




Note this is similar to A.2.2.4, the difference being the absence of αP,1. This is because in this loop
the substrates only share a kinase, making αP,1 = 1. As such,
∂S∗1
∂αP,1




















(A.2.3.4), the only difference being αP,1 = 1 in this case. Since
the value of αP,1 does not have an affect on the sign of
∂S∗1
∂αK,1


















A.4.1 d[S2]/d[S2]0 is always positive
Using Mathematica [159], we can obtain an expression for d[S2]d[S2]0 at r2 6= 1. To simplify the deriva-































x′ ≡−((r2−1)− (KK,2 + r2KP,2)), y′ ≡ 4(r2−1)r2KP,2, z′ ≡ KK,2 + r2KP,2 (A.4.1.2)
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Additionally, by the definitions of x′ and z′, we see (x′)2 = (r2− 1)2− 2(r2− 1)z′+ (z′)2 and












































(x′)2 + y′+ x′−2r2KP,2 < 0√
(x′)2 + y′ <−x′+2r2KP,2 (A.4.1.5)
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If the right hand side of A.4.1.5 is negative then we have already arrived at a contradiction. Other-
wise we can square both sides without loss of information:
(x′)2 + y′ < (x′)2−4r2KP,2x′+4(r2KP,2)2 (A.4.1.6)
y′ <−4r2KP,2x′+4(r2KP,2)2
4(r2−1)r2KP,2 < 4(r2−1)r2KP,2−4r2KK,2KP,2−4(r2KP,2)2 +4(r2KP,2)2
0 <−4r2KK,2KP,2 (A.4.1.7)
Which is clearly impossible, indicating d[S2]d[S2]0 > 0 for r2 6= 1. Next we can obtain an expression for
d[S2]
d[S2]0





As such, we can easily see that the derivative of A.4.1.8 with respect to [S2]0 is equal to zero.




Since S∗2 must be a value between 0 and 1, it is easy to see that
d[S2]
d[S2]0
> 0 at r2 = 1, thus showing
that d[S2]d[S2]0 > 0 for all values of r2.
A.4.2 dS∗1/d[S2]0 is always negative




















< 0, dαK,1d[S2] > 0 and
d[S2]
d[S2]0




< 0 for all values of r1 and
r2. At r2 < 1, αK,1 > 1 as most S2 will be in the unphosphorylated form. Once r2 > 1, S2 switches
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to its phosphorylated form, relieving the pressure on S1 through αK,1, establishing the "gatekeeper"
effect. We can see αK,1 approaches 1 as r2→ ∞, allowing S∗1 to behave as an isolated futile cycle
in this limit. Since S∗1 is increasing in r2, we can conclude that S2 decreases S
∗
1 for all values of r2
except in the limit r2→ ∞.
A.5 Analytical results for the 2-Kinase/1-Phosphatase loop
In this section we will show that S1 phosphorylation also always increases in [S2]0 regardless of
any other parameters. In this system S∗1 can be derived in a similar fashion to that for the 1K1P
loop, resulting in:
S∗1 =
(r1−1)− (KK,1 + r1αP,1KP,1)+
√
((r1−1)− (KK,1 + r1αP,1KP,1))2 +4(r1−1)r1αP,1KP,1
2(r1−1)
(A.5.0.1)

























(A.2.3.7), the only difference being αK,1 = 1 in this case. Since
the value of αK,1 does not have an affect on the sign of
∂S∗1
∂αP,1



















A.5.1 d[S∗2]/d[S2]0 is always positive




















































(x′)2 + y′− x′+2r2KP,2 < 0√
(x′)2 + y′ < x′−2r2KP,2 (A.5.1.4)
If the right hand side of A.5.1.4 is negative then we have already arrived at a contradiction. Other-
wise we can square both sides without loss of information:
(x′)2 + y′ < (x′)2−4r2KP,2x′+4(r2KP,2)2 (A.5.1.5)
Note that this expression is the same as A.4.1.6, which we have already shown to be impossible,




> 0 for r2 6= 0. Next we can obtain an expression for d[S2]d[S2]0 at
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As such, we can easily see that the derivative of A.5.1.6 with respect to [S2]0 is equal to zero.








Since S∗2 must be a value between 0 and 1, it is easy to see that
d[S∗2]
d[S2]0





> 0 for all values of r2.
A.5.2 dS∗1/d[S2]0 is always positive


































Appendix for Phosphatase Specificity and
Pathway Insulation in Signaling Networks
B.1 Systems of Ordinary Differential Equations
B.1.1 2-Kinase/1-Phosphatase Loop with 2 Substrates
In order to characterize the effects of phosphatase saturation and competition on phosphatase-
mediated crosstalk we used the 2-Kinase/1-Phosphatase Loop with 2 Substrates model that we
have previously characterized [72]. The equations described below were derived and analyzed in
our previous work; we include them here for completeness. The set of enzymatic reactions for the






















Each contain three rates: the complex formation (k+), the rate of complex dissociation (k−), and
catalytic rate (kcat). These reactions are diagrammed in Fig. 3.2A of Chapter 3. The set of ODEs
describing the free enzymes are:
d[K1]
dt
= [K1S1]k−,K,1 +[K1S1]kcat,K,1− [K1][S1]k+,K,1
d[K2]
dt










The set of ODEs describing the free unphosphorylated substrates are:
d[S1]
dt
= [K1S1]k−,K,1 +[PS∗1]kcat,P,1− [K1][S1]k+,K,1
d[S2]
dt
= [K2S2]k−,K,2 +[PS∗2]kcat,P,2− [K2][S2]k+,K,2
The set of ODEs describing the free phosphorylated substrates are:
d[S∗1]
dt
= [PS∗1]k−,P,1 +[K1S1]kcat,K,1− [P][S∗1]k+,P,1
d[S∗2]
dt
= [PS∗2]k−,P,2 +[K2S2]kcat,K,2− [P][S∗2]k+,P,2
The set of ODEs describing the enzyme-substrate complexes are:
d[K1S1]
dt
= [K1][S1]k+,K,1− [K1S1]k−,K,1− [K1S1]kcat,K,1
d[K2S2]
dt
= [K2][S2]k+,K,2− [K2S2]k−,K,2− [K2S2]kcat,K,2
d[PS∗1]
dt
= [P][S∗1]k+,P,1− [PS∗1]k−,P,1− [PS∗1]kcat,P,1
d[PS∗2]
dt
= [P][S∗2]k+,P,2− [PS∗2]k−,P,2− [PS∗2]kcat,P,2









where i = 1 or 2. The ranges listed for the dissociation rates (i.e. k−,K,i) are used to set the KM’s
of the enzymes in different simulations. Note that, while the values of these parameters are not
meant to describe any specific enzyme, they are within the range of values obtained for kinases
and phosphatases experimentally [96, 97, 160].
We used the following initial conditions for all of our simulations:
Molecular Species Initial Concentration
K1 0-20 nM
K2 0-20 nM
P 10 nM, 1µM
S1 10 µM
S2 0,10 µM
with the remaining molecular species having initial concentrations of 0. The ranges of concentra-
tions of K1 and K2 are used to vary the values of r1 and r2.
This model was used to generate Fig. 3.1B and C of Chapter 3. The concentration of K2 was
set to 0 for r2 = 0 and to 20 nM for r2 = 2. The concentration of K1 was set between 0-20 nM to
vary r1 between 0 and 2. Both substrates are present at a concentration of 10µM. The values of
k−,K,1 and k−,P,1 were both set to 999.1 s−1 so that KM,K,1 = KM,P,1 = 100× [S1]0, while k−,K,2 and
k−,P,2 were set to 0.1 s−1 so that KM,P,2 = KM,K,2 = 100× [S2]0.
We also used this model to generate Fig. 3.2 of Chapter 3. In Fig. 3.3A, KM,P,i was set by
changing the values of k−,P,1 and k−,P,2 between 0.1-999.1 s−1. The value of r1 was set in Fig.
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3.2B by setting the concentration of K1 between 0-20 nM, and the concentration of K2 was set to 0
for r2 = 0 and to 20 nM for r2 = 2. For Fig. 3.2C, we first ran the model with K2 = S2 = 0 to steady
state with the initial concentration of K1 at 20 nM (r1 = 2). We then removed all K1 molecules
from the system. The bound S1 was added back to the concentration of unphosphorylated S1. The
simulations were then resumed to obtain the time courses visualized in Fig. 3.2C. KM,P was set by
using values of k−,P,2,1 = 0.1 s−1, 9.1 s−1, and 99.1 s−1. The fraction of phosphorylated S∗1 was
normalized so that Ŝ∗1(t) = (max(S
∗
1)−S∗1(t))/(max(S∗1)−min(S∗1)). Fig. 3.2D was obtained using
the same procedures as in Fig. 3.2C, setting KM,P by using values of k−,P,2,1 = 0.1-999.1 s−1. The
half-time of S∗1 phosphorylation was obtained by finding the time t1/2 = t where Ŝ
∗
1(t) = 0.5. The
total concentration of the phosphatase was set to either 10 nM (magenta curve), or 1 µM (purple
curve).
To test the effectiveness of an increased phosphatase concentration in insulating substrates
against phosphatase crosstalk while maintaining strong KM,P,i values, we set KM,P,i = 1µM, r1 =
0.05, r2 = 2 and varied the concentration of the phosphatase from 10 nM to 1 mM (Fig. B.1).
B.1.2 2-Kinase/1-Phosphatase Loop with 2 Substrates and 2 Reservoir Pro-
teins
In order to characterize the effects of reservoir proteins that bind to and shield phosphorylated
substrates from dephosphorylated on phosphatase-mediated crosstalk we expanded the 2-Kinase/1-
Phosphatase Loop with 2 Substrates model to include two substrate-specific reservoir proteins, R1
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The set of ODEs describing the free enzymes are:
d[K1]
dt
= [K1S1]k−,K,1 +[K1S1]kcat,K,1− [K1][S1]k+,K,1
d[K2]
dt










The set of ODEs describing the free unphosphorylated substrates are:
d[S1]
dt
= [K1S1]k−,K,1 +[PS∗1]kcat,P,1− [K1][S1]k+,K,1
d[S2]
dt
= [K2S2]k−,K,2 +[PS∗2]kcat,P,2− [K2][S2]k+,K,2
The set of ODEs describing the free phosphorylated substrates are:
d[S∗1]
dt









The set of ODEs describing the enzyme-substrate complexes are:
d[K1S1]
dt
= [K1][S1]k+,K,1− [K1S1]k−,K,1− [K1S1]kcat,K,1
d[K2S2]
dt
= [K2][S2]k+,K,2− [K2S2]k−,K,2− [K2S2]kcat,K,2
d[PS∗1]
dt
= [P][S∗1]k+,P,1− [PS∗1]k−,P,1− [PS∗1]kcat,P,1
d[PS∗2]
dt
= [P][S∗2]k+,P,2− [PS∗2]k−,P,2− [PS∗2]kcat,P,2

























where i = 1 or 2. The ranges listed for the dissociation rates (i.e. k−,K,i) are used to set the KM’s
of the enzymes in different simulations. Note that, while the values of these parameters are not
meant to describe any specific enzyme, they are within the range of values obtained for kinases
and phosphatases experimentally [96, 97, 160].
We used the following initial conditions for all of our simulations:
Molecular Species Initial Concentration
K1 0-20 nM
K2 0-20 nM





with the remaining molecular species having initial concentrations of 0. The ranges of concentra-
tions of K1 and K2 are used to vary the values of r1 and r2.
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B.1.3 2-Kinase/1-Phosphatase Loop with Many Substrates
The expression for the fraction of phosphorylation S∗1 in a 2K1P loop in which kinase K2 and P act
upon N substrates is similar to the expression for a 2K1P loop with 2 substrates we have previously
derived (equation 1 in the main text) [72]. The only difference in this case is the value of αP,1, the
inhibitory term that captures the effects of the competing substrates on the phosphatase. In a model






Note that the value of αP,1, and thus the inhibition of the phosphatase, depends on the total satu-
ration of the phosphatase across all its substrates. A set of substrates that all respond to the same
signal can thus cause phosphatase crosstalk with other proteins in the network, even if none of
those substrates is at high enough concentration to saturate the phosphatase individually.
B.1.4 1-Kinase/1-Substrate Model with Synthesis and Degradation
In order to characterize the effectiveness of synthesis and degradation of a substrate as a replace-
ment for the phosphatase, we created the 1-Kinase/1-Substrate model with Synthesis and Degra-














where kdeg,U and kdeg,P are the degradation rates of unphosphorylated and phosphorylated S. This
model includes separate degradation rates for the unphosphorylated and phosphorylated substrate
(kdeg,U and kdeg,P), since phosphorylation of the substrate might either increase or decrease the
stability of the protein. The ODE describing the free kinase is:
d[K]
dt
= [KS]k−+[KS]kcat +[KS]kdeg,U − [K][S]k+
The ODE describing the free unphosphorylated substrate is:
d[S]
dt
= [KS]k−+ ksynth− [K][S]k+− [S]kdeg,U (B.1.4.1)




The ODE describing the concentration of kinase-substrate complex is:
d[KS]
dt
= [K][S]k+− [KS]k−− [KS]kcat− [KS]kdeg,U
In order to understand the effects of degradation at steady state, note that the total substrate
concentration is defined as:
[S]T = [S]+ [S∗]+ [KS]













At steady state, d[S]T/dt = 0. By substituting the above ODEs and simplifying, we get:
d[S]T
dt
= ksynth− ([S]+ [KS])kdeg,U − [S∗]kdeg,P = 0
We can then solve for ksynth:
ksynth = ([S]+ [KS])kdeg,U +[S∗]kdeg,P
We can substitute this equation into the original differential equation for [S] (equation B.1.4.1):
d[S]
dt
= [KS]k−− [K][S]k++[KS]kdeg,U +[S∗]kdeg,P (B.1.4.2)
Equation B.1.4.2 is useful for two reasons. For one, there is a positive term in the equation
corresponding to the degradation of phosphorylated substrate ([S∗]kdeg,P). This term reflects the
fact that, in order for [S]T to remain constant at steady state, new, unphosphorylated substrate
molecules must be synthesized to replace S∗ molecules that are degraded. There is thus an “effec-
tive" dephosphorylation rate in this system where S∗ molecules are converted to S, which corre-
sponds mathematically to an unsaturateable first-order phosphatase. Secondly, we used equation
B.1.4.2 instead of B.1.4.1 in our numerical integration, so [S]T = [S]0 for all time; in other words,
while the concentration of unphosphorylated and phosphorylated substrate might change in our
simulations, the total concentration of substrate remains constant. This allows us to control total
substrate levels by setting the initial substrate concentration, as we do in our other models. One
could of course simulate equation B.1.4.1 with a constant ksynth that allows total substrate concen-
tration to vary with time; while such transients might have interesting effects on the system, we
leave consideration of those effects to future work.






kdeg,U 1x10−7 - 1x10−4 s−1
kdeg,P 1x10−7 - 1x10−4 s−1
The ranges of kdeg,U and kdeg,P were used to vary the degradation rate of the substrate across
simulations. The simulations started with the following initial concentrations:
Molecular Species Initial Concentration
K 0 - 1 nM
S 10 µM
KS 0
The range of K was used to set the value of rdeg across simulations.
This model was used to generate Fig. 3.3B and C of Chapter 3. In Fig. 3.3B we used kdeg,U =
kdeg,P = log2/t1/2 for t1/2 = 10, 31, and 187 hrs. The value of rdeg was set between 0 and 2 by
changing the initial concentration of K so that [K] = (rdeg[S]0kdeg,P)/kcat (where rdeg was set to the
desired value, see Section B.3 for the derivation of rdeg), which ends up giving a value between
0-0.186 nM. In Fig. 3.3C we first ran the model to steady state with an initial concentration of K at
0.186 nM (rdeg = 2). All kinase molecules were then removed from the system, and the simulation
continued in order to obtain the time courses shown in Fig. 3.3C.
B.1.5 2-Kinase/1-Phosphatase Loop with “Ordered" Phosphatase Adaptors
In order to characterize the effectiveness of phosphatase adaptors in insulating pathways from
phosphatase crosstalk, we first developed the 2-Kinase/1-Phosphatase Loop with Ordered Phos-
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where k−,A,i represents the dissociation rate of the phosphatase-adaptor complex and k+,A,i repre-
sents the association rate. The reactions that include a phosphatase molecule are diagrammed in




= [K1S1]k−,K,1 +[K1S1]kcat,K,1− [K1][S1]k+,K,1
d[K2]
dt
= [K2S2]k−,K,2 +[K2S2]kcat,K,2− [K2][S2]k+,K,2
d[P]
dt
= [PA1]k−,A,1 +[PA2]k−,A,2− [P][A1]k+,A,1− [P][A2]k+,A,2
The set of ODEs describing the concentration of free unphosphorylated substrates are:
d[S1]
dt
= [K1S1]k−,K,1 +[PA1S∗1]kcat,P,1− [K1][S1]k+,K,1
d[S2]
dt
= [K2S2]k−,K,2 +[PA2S∗2]kcat,P,2− [K2][S2]k+,K,2
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The set of ODEs describing the concentration of free phosphorylated substrates are:
d[S∗1]
dt
= [PA1S∗1]k−,P,1 +[K1S1]kcat,K,1− [PA1][S∗1]k+,P,1
d[S∗2]
dt
= [PA2S∗2]k−,P,2 +[K2S2]kcat,K,2− [PA2][S∗2]k+,P,2
The set of ODEs describing the concentration of adaptor-bound phosphatase are:
d[PA1]
dt





= [P][A2]k+,A,2 +[PA2S∗2]k−,P,2 +[PA2S
∗
2]kcat,P,2− [PA2]k−,A,2− [PA2][S∗2]k+,P,2
The set of ODEs describing the concentration of enzyme-substrate complexes are:
d[K1S1]
dt
= [K1][S1]k+,K,1− [K1S1]k−,K,1− [K1S1]kcat,K,1
d[K2S2]
dt
= [K2][S2]k+,K,2− [K2S2]k−,K,2− [K2S2]kcat,K,2
d[PA1S∗1]
dt
= [PA1][S∗1]k+,P,1− [PA1S∗1]k−,P,1− [PA1S∗1]kcat,P,1
d[PA2S∗2]
dt
= [PA2][S∗2]k+,P,2− [PA2S∗2]k−,P,2− [PA2S∗2]kcat,P,2











where i = 1 or 2. Our simulations started with the following initial concentrations:








This model is used to generate Fig. 3.4 of Chapter 3. In Fig. 3.4A, r1 is set to 0.1 by having an
initial concentration of K1 of 1 nM and r2 is set to 2 by having an initial concentration of K2 of
20 nM. The initial concentration of the adaptors A1 and A2 were then concurrently varied between
10−1 to 104 nM. In Fig. 3.4B, A1 and A2 were initialized with total concentration of 10 nM each.
The values of r1 and r2 were set between 0 and 2 by setting the initial concentrations of K1 and K2
between 0 and 20 nM.
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B.1.6 2-Kinase/1-Phosphatase Loop with “Unordered" Phosphatase Adap-
tors
We also developed a model of a 2-Kinase/1-Phosphatase Loop with Unordered Phosphatase Adap-

















































This model differs from the “ordered" model in that the adaptors can first bind the phosphorylated
substrate without needing to be bound to a phosphatase catalytic core. These reactions are dia-




= [K1S1]k−,K,1 +[K1S1]kcat,K,1− [K1][S1]k+,K,1
d[K2]
dt
= [K2S2]k−,K,2 +[K2S2]kcat,K,2− [K2][S2]k+,K,2
d[P]
dt
= [PA1]k−,A,1 +[PA2]k−,A,2 +[PA1S∗1]k−,A,1 +[PA2S
∗
2]k−,A,2
− [P][A1]k+,A,1− [P][A2]k+,A,2− [P][A1S∗1]k+,A,1− [P][A2S∗2]k+,A,2
The set of ODEs describing the concentration of free unphosphorylated substrates are:
d[S1]
dt
= [K1S1]k−,K,1 +[PA1S∗1]kcat,P,1− [K1][S1]k+,K,1
d[S2]
dt
= [K2S2]k−,K,2 +[PA2S∗2]kcat,P,2− [K2][S2]k+,K,2










2]k−,P,2 +[K2S2]kcat,K,2− [PA2][S∗2]k+,P,2− [A2][S∗2]k+,P,2
The set of ODEs describing the concentration of adaptor-bound phosphatase are:
d[PA1]
dt




















The set of ODEs describing the concentration of enzyme-substrate complexes are:
d[K1S1]
dt
= [K1][S1]k+,K,1− [K1S1]k−,K,1− [K1S1]kcat,K,1
d[K2S2]
dt










1]k+,P,2− [PA2S∗2]k−,P,2− [PA2S∗2]k−,A,2− [PA2S∗2]kcat,P,2
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where i = 1 or 2. We set the KD,A,i = k−,A,i/k+,A,i = 100 nM to represent a reasonably high affinity
of the phosphatase catalytic core P with the adaptor domains Ai. We used the same affinity for
the binding of the adaptor domain to the substrate. Note that, in this model, the affinity of the
phosphatase for the adaptor domain, and the affinity of the adaptor domain for the substrate, does
not depend on wether the adaptor is bound to its other partner. Our simulations started with the
following initial concentrations:








This model is used to generate Fig. 3.5 of Chapter 3. In Fig. 3.5A, r1 is set to 0.1 by having an
initial concentration of K1 of 1 nM and r2 is set to 2 by having an initial concentration of K2 of
20 nM. The initial concentration of the adaptors A1 and A2 were then concurrently varied between
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10−1 to 104 nM. In Fig. 3.5B, A1 and A2 were initialized with total concentration of 10 nM each.
The values of r1 and r2 were set between 0 and 2 by setting the initial concentration of K1 and K2
to between 0 and 20 nM.
B.2 The responses of the substrates of an unsaturated phos-
phatase are strictly hyperbolic in r
We have previously shown [72], following the derivation of Goldbeter and Koshland [26], that the







where αE,1 ≡ 1+∑i6=1
[Si]
KM,E,i
is an inhibitory constant for substrate competition with S1 for E. For
a futile cycle at steady state we will have d[S∗1]/dt = d[S1]/dt. For an unsaturated 2K1P loop,







Following the standard Michaelis-Menten approach [26, 72], we assume that [Si]0  [K]0, [P]0,







where S1 ≡ [S1]/[S1]0, S∗1 ≡ [S∗1]/[S1]0, KK,1 ≡ KM,K,1/[S1]0, and KP,1 ≡ KM,P,1/[S1]0. Dividing








where r1 ≡Vmax,K,1/Vmax,P,1. Since we are assuming the phosphatase to be unsaturated, KP,1 S∗1,







Expanding B.2.0.5, we get:
r1KP,1− r1KP,1S∗1 = KK,1S∗1 +S∗1− (S∗1)2
(S∗1)
2− (1+KK,1 + r1KP,1)S∗1 + r1KP,1 = 0 (B.2.0.6)







where the positive branch of the quadratic solution is chosen to obtain physically realistic values
of S∗1 (i.e. 0≤ S∗1 ≤ 1). We can show that S∗1 for a 2K1P with an unsaturated phosphatase is strictly





(−4r1KP,1 +(1+KK,1 + r1KP,1)2)3/2
(B.2.0.8)
Note that, for positive real values of both the rate constants and the concentrations, both the nu-
merator and denominator in the above equation are positive. The second derivative is thus always
negative (i.e. the curvature is concave), and the variation of S∗1 with r1 lacks an inflection point. As
a result, a system with unsaturated phosphatases cannot exhibit the sigmoidal behavior character-
istic of an ultrasensitive, switch-like response.
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B.3 Analytical solution for 1-Kinase/1-Substrate Model with
Synthesis and Degradation
From the ODEs derived in B.1.4, we have at steady state:
d[K]
dt
= [KS]k−+[KS]kcat +[KS]kdeg,U − [K][S]k+ = 0 (B.3.0.1)
d[S]
dt
= [KS]k−+ ksynth− [K][S]k+− [S]kdeg,U = 0 (B.3.0.2)
d[S∗]
dt
= [KS]kcat− [S∗]kdeg,P = 0 (B.3.0.3)
d[KS]
dt
= [K][S]k+− [KS]k−− [KS]kcat− [KS]kdeg,U = 0 (B.3.0.4)
Additionally, we can define the conservation of mass of the kinase K:
[K]0 = [K]+ [KS] (B.3.0.5)
From B.3.0.4 we can define the concentration of KS as:
[KS] =
[K][S]k+
k−+ kcat + kdeg,U
(B.3.0.6)
Equation B.3.0.6 can then be substituted into B.3.0.5 to define the concentration of free kinase K:
[K]0 = [K]+
[K][S]k+



















We can simplify B.3.0.8 by defining:
KM,deg ≡
k−+ kcat + kdeg,U
k+
where KM,deg is the analogue of the Michaelis-Menten constant for the kinase K, taking into ac-





From B.3.0.3 we obtain the expression:
[KS]kcat = [S∗]kdeg,P








where S≡ [S]/[S]0, S∗≡ [S∗]/[S]0, and Kdeg≡KM,deg/[S]0. We can then define rdeg≡ [K]0kcat/[S]0kdeg,P,
the ratio of the maximum velocity of the kinase to the maximum velocity of phosphorylated sub-
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Following the standard Michaelis-Menten assumptions [26, 72], we have [S]0 [K]0. This gives




rdeg− rdegS∗ = KdegS∗+S∗− (S∗)2
(S∗)2− (1+rdeg +Kdeg)S∗+ rdeg = 0 (B.3.0.12)







where we have again chosen the positive branch of the solution to ensure 0 ≤ S∗1 ≤ 1. From this
derivation, we can see that degradation has two effects on the fraction of phosphorylated substrate.
The degradation rate of unphosphorylated substrate can change the saturation of the kinase K by the
substrate through altering the Michaelis-Menten-like constant KM,deg, in the same way as altering
the dissociation or catalytic rates. Additionally, the degradation rate of phosphorylated substrate
can modify the magnitude of the fraction of phosphorylated substrate by changing rdeg.
We can show that S∗ is strictly hyperbolic in rdeg by taking the second derivative of B.3.0.13





(−4rdeg +(1+ rdeg +Kdeg)2)3/2
(B.3.0.14)
As for the response with an unsaturated phosphatase (equation B.2.0.8), both the numerator and
denominator of the above equation are strictly positive, so the second derivative is always negative.
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A system that relies on degradation to achieve effective dephosphorylation thus has no inflection
point in rdeg and cannot exhibit a sigmoidal response to signals.
B.4 UniProt Data
We searched the UniProt database for the number of serine/threonine and tyrosine kinases and
phosphatases found in all complete eukaryotic genomes [89]. For each genome, we searched
for UniProt for reviewed entries that included the enzyme classification numbers for kinases and
phosphatases (see Table B.1). We then counted the number of entries for each genome in the search
results. In order to prevent genomes with small numbers of reviewed kinases or phosphatases from
unduly influencing our results, we ignored genomes with less than 5 phosphatases or 5 kinases
for any given residue class (i.e. serine/threonine or tyrosine). This resulted in 16 genomes for
serine/threonine enzymes (See Table B.2) and 9 genomes for tyrosine enzymes (See Table B.3).
Additionally, we used UniProt to determine the number of phosphoproteins in complete eu-
karyotic genomes. We searched UniProt for reviewed entries with keyword ‘Phosphoprotein’. We
then analyzed the search results and computed the number of entries for each of the 16 species
from the serine/threonine enzyme results and the 9 species from the tyrosine enzyme results. The
phosphatase numbers represent the total number of phosphatases from tables B.2 and B.3.
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Figure B.1: The effects of increased phosphatase concentration on substrate crosstalk with strong
KM,P,is (A) The fraction S∗1 as a function of the concentration of the phosphatase. The concentration
of the kinase is increased in order to maintain the values of r1 and r2 with constant catalytic rates
for different concentrations of the phosphatase. At low concentrations of P, S1 phosphorylation
is increased by activation of the S2 pathway, moving from r2 = 0 (black) to r2 = 2 (red). As
P is expressed in concentrations greater than the substrates, the difference between the curves is
removed. However, the fraction S∗1 is greatly increased. Additionally, the fraction of unbound S
∗
1
decreases with [P]0, indicating that the increase in total fraction S∗1 is likely due to it being bound to
the phosphatase. (B) The fold increase in S∗1 as a function of the concentration of the phosphatase.
As stated above, the crosstalk between S1 and S2 is removed when the phosphatase is present in
concentrations larger than those of the substrates.
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r2 = 0, [Rx]0 = 0
r2 = 2, [Rx]0 = 0
r2 = 0, [Rx]0 = [Sx]0
r2 = 2, [Rx]0 = [Sx]0
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Figure B.2: The effects of reservoir proteins on substrate crosstalk (A) The fraction S∗1 as a function
of r1. Without the reservoir proteins, S1 responds to signals from S2 (red versus black curves). The
crosstalk is removed with the addition of the reservoir proteins (orange versus blue curves). Note,
however, that the response becomes hyperbolic in r1. (B) The fold increase in S∗1 as a function
of reservoir protein concentration. As the concentrations of the reservoir proteins increases, the
crosstalk between the substrates is gradually removed. (C) The half-life of S1 phosphorylation as
a function of the concentration of reservoir proteins. Note that when the reservoir proteins are
at stoichiometric or greater concentrations, the time required to completely dephosphorylate the
substrates greatly increases.
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Table B.1: Enzyme classification numbers used to search UniProt
Enzyme E.C. Number




Table B.2: The numbers and ratios of serine/threonine kinases and phosphatases from UniProt
used in Figure 3.1 of Chapter 3.
Species Serine/Threonine Phosphatases Serine/Threonine Kinases Ratio
Arabidopsis thaliana 115 559 0.206
Bos taurus 26 81 0.321
Caenohabditis elegans 15 89 0.169
Danio rerio 14 40 0.350
Dictyostelium discoideum 21 222 0.095
Drosophila melanogaster 22 66 0.333
Gallus gallus 9 36 0.250
Homo sapiens 79 372 0.212
Mus musculus 72 374 0.193
Oryctolagus cuniculus 7 23 0.304
Oryza sativa 94 120 0.783
Pongo abelii 10 37 0.270
Rattus norvegivus 40 188 0.213
Saccharomyces cerevisiae 24 124 0.194
Schizosaccharomyces pombe 20 100 0.200
Xenopus laevis 17 72 0.236
Table B.3: The numbers and ratios of tyrosine kinases and phosphatases from UniProt used in
Figure 3.1 of Chapter 3.
Species Tyrosine Phosphatases Tyrosine Kinases Ratio
Arabidopsis thaliana 9 16 0.563
Bos taurus 13 9 1.444
Caenohabditis elegans 12 11 1.091
Drosophila melanogaster 14 21 0.667
Gallus gallus 11 32 0.344
Homo sapiens 87 95 0.916
Mus musculus 81 95 0.853
Rattus norvegivus 39 49 0.796
Xenopus laevis 11 25 0.440
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Table B.4: The numbers and ratios of the total number of phosphatases and substrates from UniProt
used in Figure 3.1 of Chapter 3.
Species Total Phosphatases Total Substrates Ratio
Arabidopsis thaliana 124 1295 10.444
Bos taurus 39 1759 45.103
Caenohabditis elegans 27 89 3.296
Danio rerio 14 195 13.929
Dictyostelium discoideum 21 160 7.619
Drosophila melanogaster 36 833 23.139
Gallus gallus 20 282 14.100
Homo sapiens 166 5924 35.687
Mus musculus 153 5313 34.725
Oryctolagus cuniculus 7 282 40.286
Oryza sativa 94 150 1.596
Pongo abelii 10 819 81.900
Rattus norvegivus 79 2691 34.063
Saccharomyces cerevisiae 24 2425 101.042
Schizosaccharomyces pombe 20 1067 53.350
Xenopus laevis 28 277 9.893
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Appendix C
Appendix for Crosstalk and the Evolution of
Specificity in Two-Component Signaling
C.1 Analytical Results for Competition in TCS
C.1.1 Steady-state solution for RR∗1
The first model we considered was aimed at characterizing RR1 phosphorylation when a single HK
acts as both a phosphotransferase and a phosphatase for multiple substrates RRi, i = 1, ...,N. Our















where the parameters can, in principle, vary independently for all N substrates. This model is
taken directly from Batchelor and Goulian [32]. We also considered the more complex model
from Ray, et al. [33] in which the phosphotransfer reaction produces an HKRR∗i complex that can
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then either dissociate or undergo the phosphatase catalytic step. We found that the two models
behaved similarly in the presence of competing RRs for the parameters defined in Ray, et al. [33].
We thus focused on the simpler model due to its analytical tractability. Note that these models
do not include a HK∗RR∗i complex due to electrostatic clashes between the two phosphate groups.




















= [HK∗RRi]k−,1,i +[HKRR∗i ]kcat,2,i− [HK∗][RRi]k+,1,i (C.1.1.3)
d[HK∗RRi]
dt
= [HK∗][RRi]k+,1,i− [HK∗RRi](k−,1,i + kcat,1,i) (C.1.1.4)
d[RR∗i ]
dt
= [HK∗RRi]kcat,1,i +[HKRR∗i ]k−,2,i− [HK][RR∗i ]k+,2,i (C.1.1.5)
d[HKRR∗i ]
dt
= [HK][RR∗i ]k+,2,i− [HKRR∗i ](k−,2,i + kcat,2,i) (C.1.1.6)













= [HK∗RRi]k−,1,i +[HKRR∗i ]kcat,2,i− [HK∗RRi]k+,1,iKm,1,i = 0
[HK∗RRi]kcat,1,i = [HKRR∗i ]kcat,2,i (C.1.1.9)
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−∑i[RR∗i ]kcat,2,iKm,2,i + k f
kb
 (C.1.1.11)
The conservation of mass for the histidine kinase is:






By substituting C.1.1.8, C.1.1.9 and C.1.1.11 into C.1.1.12 we obtain:


























































































which can be further simplified by defining:












































































































which can be further simplified by defining:
ε
′






















































Note that C.1.1.5 is similar to the Goldbeter-Koshland solution [26]. Next, we make the standard
















1−β ′1(RR∗1)2 = ε1r1K2,1− ε1r1K2,1RR∗1 + r1β1RR∗1− r1β1(RR∗1)2
(r1β1−β ′1)(RR∗1)2− (r1β1−β ′1− ε ′1K1,1− ε1r1K2,1)RR∗1− ε1r1K2,1 = 0 (C.1.1.16)
We can then solve C.1.1.16 for RR∗1:
RR∗1 =
(r1β1−β ′1)− (ε ′1K1,1 + ε1r1K2,1)±
√
((r1β1−β ′1)− (ε ′1K1,1 + ε1r1K2,1))2 +4(r1β1−β ′1)ε1r1K2,1
2(r1β1−β ′1)
(C.1.1.17)
Note that when RR1 has no competition (i.e. N = 1), ε1 = α1 and ε ′1 = α
′
1.
C.1.2 r1β1−β1 < 0
We can show that the denominator of C.1.1.17 is negative, i.e. r1β1−β1 < 0. First we will assume
the opposite:
r1β1−β ′1 ≥ 0
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Since all the rate parameters are positive real numbers, it is clear that C.1.2.1 is impossible, indi-
cating that r1β1−β ′1 < 0.
C.1.3 Only the positive branch of RR∗1 is realistic
Since RR∗1 represents a molar fraction of modified substrate, we know that 0 ≤ RR∗1 ≤ 1. The
solution for RR∗1 (C.1.1.17) has two branches, a positive and negative branch. We can demonstrate
that the negative branch will violate the previously stated bounds, restricting the solution for RR∗1
to the positive branch for a system with no competing response regulators (N = 1). To make the
derivation easier to follow we first define:
x =−((r1β1−β ′1)− (α ′1K1,1 +α1r1K2,1))> 0, y = 4(r1β1−β ′1)α1r1K2,1 < 0, z = r1β1−β1 < 0
















x2 + y≥ 2z√
x2 + y≤−x−2z (C.1.3.2)
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If the right hand side of C.1.3.2 is negative then we have already reached a contradiction since the
left hand side must be positive and real. If the right hand side is positive, then we can square both
sides without loss of information:
x2 + y≤ x2 +4xz+4z2
y≤ 4xz+4z2
By their definitions, x and y can be expressed as x = −z+α ′1K1,1 +α1r1K2,1 and y = 4zα1r1K2,1.
This gives us:
4zα1r1K2,1 ≤ 4z(−z+α ′1K1,1 +α1r1K2,1)+4z2
α1r1K2,1 ≥−z+α ′1K1,1 +α1r1K2,1 + z
0≥ α ′1K1,1 (C.1.3.3)
Which is clearly impossible, allowing the conclusion that the negative branch of RR∗1 violates the
upper bounds. Similarly we can show that the positive branch of RR∗1 does not violate its bounds.









x2 + y≤ 2z√
x2 + y≤ x+2z (C.1.3.4)
If the right hand side of C.1.3.4 is negative then we have already reach a contradiction. Otherwise
we can square both sides without loss of information:
x2 + y≤ x2 +4xz+4z2 (C.1.3.5)
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which we have previously shown leads to the contradiction shown in C.1.3.3, confirming that the
positive branch of RR∗1 does not violate the upper bound and RR
∗
1 < 1. Next we can demonstrate









x2 + y > 0√
x2 + y > x (C.1.3.6)
By the definition of x we know that the right hand side of C.1.3.6 has to be positive, so we can
square both sides of C.1.3.6 without loss of information:
x2 + y > x2
y > 0 (C.1.3.7)
We know by definition y < 0, showing that C.1.3.7 to be impossible. This confirms that RR∗1 does







(r1β1−β ′1)− (α ′1K1,1 +α1r1K2,1)+
√
((r1β1−β ′1)− (α ′1K1,1 +α1r1K2,1))2 +4(r1β1−β ′1)α1r1K2,1
2(r1β1−β ′1)
(C.1.3.8)
We constructed a version of this model in CVODE order to compare C.1.3.8 with numerical sim-
ulations of the underlying ODEs (C.1.1.1-C.1.1.6). Using the relevant parameters described in
section C.3, we considered the model for a single HK and RR with [RR]0 at three different concen-
trations and simulated each system to steady state. Comparison of the RR∗ vs. k f /kb curves from
these simulations and C.1.3.8 showed excellent agreement (Fig. C.1).
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Figure C.1: Fraction RR∗ versus k f /kb comparing the analytical solution C.1.3.8 and numerical
simulations run to steady state. In both cases, the relevant kinetic parameters were taken from the
tables in section C.3.
C.2 The effects of increased RR concentration on TCS
C.2.1 d[RR∗1]/d[RR1]0 > 0
We can show that increasing the concentration of RR1 causes a smaller fraction of RR1 to be
phosphorylated while still increasing the concentration of RR∗1. Here we assume that there are no
















































































Since by their definitions α1 > 0, α ′1 > 0, r1 > 0, Km,x,1 > 0, and since x
2 > 0 ∀ x ∈ R, the right





C.2.2 dRR∗1/d[RR1]0 < 0




. To do this we can take the derivative of C.1.3.8, once




α ′1K1,1 +α1r1K2,1 +
(α ′1K1,1+α1r1K2,1)((r1β1−β ′1)−(α ′1K1,1+α1r1K2,1))−2(r1β1−β ′1)α1r1K2,1√
((r1β1−β ′1)−(α ′1K1,1+α1r1K2,1))2+4(r1β1−β ′1)α1r1K2,1
2(r1β1−β ′1)[RR1]0
(C.2.2.1)










We can then bring the
√





















































Now we need to see whether C.2.2.4 is true. To do this we notice we can separate out the r1β1−β ′1
terms from C.1.1.16:
(r1β1−β ′1)((RR∗1)2−RR∗1)+(α ′1K1,1 +α1r1K2,1)RR∗1−α1r1K2,1 = 0
(α ′1K1,1 +α1r1K2,1)RR
∗
1−α1r1K2,1 = (r1β1−β ′1)(RR∗1− (RR∗1)2)
(C.2.2.5)
We have previously shown that r1β1−β ′1 < 0 (C.1.2) and RR∗1 6= 1 (C.1.3). From C.1.1.16 we can
also conclude that RR∗1 6= 0, as that would imply α1r1K2,1 = 0, which is not possible as all three















there are no competing substrates.
C.2.3 RR∗1 goes to 0 as [RR1]0→ ∞
We can show that RR∗1 goes to 0 as [RR1]0→ ∞ by first revisiting C.1.1.16 for a single RR:
(r1β1−β ′1)(RR∗1)2− ((r1β1−β ′1)− (α ′1K1,1 +α1r1K2,1))RR∗1−α1r1K2,1 = 0





K2,1 = 0 (C.2.3.1)
We can use C.2.3.1 to simplify C.1.1.16 and solve for RR∗1 in the limit [RR1]0→ ∞:
(r1β1−β ′1)(RR∗1)




RR∗1 = 0 or 1 (C.2.3.2)
We know from subsection C.2.2 that RR∗1 is a strictly decreasing function of [RR1]0. We showed
in subsection C.1.3 that RR∗1 < 1 for finite values of [RR1]0; since [RR1]0 must decrease, only
lim[RR1]0→∞ RR
∗





goes to 0 as [RR1]0→ ∞





















which we can simplify by defining:
















c ·b2 +d ·a2
(C.2.4.1)
If we multiply c ·b2 by 1/([RR1]0)2 we get:











= c · (α1K2,1 +β1RR∗1)2 (C.2.4.2)





= c · (0+0)2 = 0 (C.2.4.3)
If we multiply d ·a2 by 1/([RR1]0)2 we get:













= d · (α ′1r1K1,1 +β ′1−β ′1RR∗1)2 (C.2.4.4)
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Figure C.2: Concentration vs. Fraction of Phosphorylated RR. The concentration (A) and fraction
(B) of phosphorylated RR as a function of the concentration of Input and the total concentration
[RR]0. The total concentration of RR is normalized by its wild-type concentration (1 µM). Both
the Input concentration and [RR]0 are plotted on log scales.





= d · (0+β ′1 +0)2 = d ·β ′21 (C.2.4.5)














Thus, although [RR∗1] generally increases as [RR1]0 increases, these increases eventually become
very small. To demonstrate this change in behavior graphically, we used our more complex model
including inputs and outputs (described fully in section C.3 below) to consider how [RR∗1] and RR
∗
1
change with increasing total RR concentration. As one can see from Fig. C.2, when [RR1]0 is high
enough to saturate the HK, the maximum total concentration of active RR becomes insensitive to
the amount of total RR in the system. Since the concentration of phosphorylated RR is constant,
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While TCS are thus certainly robust to changes in [RR]0 at saturation [32], the system becomes
progressively less efficient, in the sense that increases in total RR concentration do not produce
concomitant increases in total possible RR activity. Note that the parameters used to produce Fig.
C.2 are essentially all derived from experimental measurements (see section C.3). Interestingly,
the measured RR concentration within cells (corresponding to log10[RR]0/[RR]WT = 0 in Fig.
C.2) is at a point that very nearly maximizes [RR∗] while maintaining a relatively high fraction of
phosphorylation.
C.3 Expanded Model With Inputs and Outputs
Bacteria can express many TCS pathways; as such we expanded the previously described model
to include N HKs and M RRs, where each HK could interact with each RR. Since we also wanted
to consider the effects of crosstalk on input and output functionalities, we included explicit inputs
and outputs for each pathway. Consider a particular HKi–RR j pair from the set of all total HK’s
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where the binding of input Ii is perfectly specific for HKi. The binding of the input to the HK
simulates the presence/absence of the environmental cue to which the HK responds. This input
is able to bind to HKi regardless of its phosphorylation and whether it has a bound RR. Note
that the dissociation constant for I and HK does not depend on RR binding but could depend
on the phosphorylation state of the HK in this model. A free HK molecule with a bound input
experiences an increased rate of autophosphorylation, making the input an activator of the pathway
(i.e. k′f ,i > k f ,i). The set of enzymatic reactions for the phosphorylation and dephosphorylation of




















kcat,2,i, j−−−−⇀ IiHKi +RR j
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In principle the model would allow for each of the N×M interactions to have independent rate
parameters. None of the parameters for these reactions depend on whether the HK is bound to an





Since RRs are generally transcription factors, binding an output O simulates binding to and acti-
vating the transcription of DNA. As such, we consider the concentration of the RR∗jO j complex to






HKi · k f ,i + Ii ·HKi · k+,i +∑
j




HK∗i · kb,i + IiHKi · k−,i
+∑
j






HK∗i · kb,i + Ii ·HK∗i · k′+,i +∑
j




HKi · k f ,i + IiHK∗i · k′−,i
+∑
j
(HK∗i RR j · k−,1,i, j)
)





IiHKi · k−,i + IiHKi · k′f ,i +∑
j




Ii ·HKi · k+,i
+ IiHK∗i · k′b,i +∑
j






IiHKi · k′−,i + IiHK∗i · k′b,i +∑
j




Ii ·HK∗i · k+,i
+ IiHKi · k′f ,i +∑
j
(IiHK∗i RR j · k−,1,i, j)
)
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Note that in the model there is a thermodynamic cycle describing the binding of each I to its
cognate HK (see Fig. C.3). The parameters we used for the binding of input Ii by HKi and the
autophosphorylation/autodephosphorylation rates of HKi are:
Parameter Value
k f ,i 1 x 10−10 nM−1s−1









k′−,i 1 x 10
−6 s−1
For simplicity, we assumed HK’s autodephosphorylation rate was not dependent upon the binding
state of the input (k′b,i = kb,i). However, input binding greatly increases the autophosphorylation
rate of the HK (k′f ,i > k f ,i). Additionally, the association rate of the input was assumed to not be
dependent upon the phosphorylation state of the HK (k′+,i = k+,i), and the dissociation rate was
chosen so that the system would not violate the Wegscheider condition (Fig. C.3):
k′−,i =
k−,i · k′b,i · k f ,i · k′+,i
k+ · k′f ,i · kb,i
While detailed measurements of the parameters in the above table are not available, the interactions
were chosen to represent biologically realistic values (i.e. the KD of input binding is 10 nM,
representing a sensor kinase that binds its input tightly).
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Figure C.3: Thermodynamic cycle for an input binding an HK. None of the parameters depend
on whether the HK is bound to any of the M RRs. Note that the parameters are chosen so that the
system does not violate the Wegscheider condition.





(−(HK∗i ·RR j · k+,1,i, j + IiHK∗i ·RR j · k+,1,i, j)+(HK∗i RR j · k−,1,i, j + IiHK∗i RR j · k−,1,i, j













(HK∗i RR j · kcat,1,i, j + IiHK∗i RR j · kcat,1,i, j +HKiRR∗j · k−,2,i, j + IiHKiRR∗j · k−,2,i, j)
+RR∗jO j · kout,−, j
)
185
The set of ODEs describing the concentrations of bound RR are:
d[HK∗i RR j]
dt
=−(HK∗i RR j · k−,1,i, j +HK∗i RR j · kcat,1,i, j + Ii ·HK∗i RR j · k′+,i)
+(HK∗i ·RR j · k+,1,i, j + IiHK∗i RR j · k′−,i)
d[HKiRR∗j ]
dt
=−(HKiRR∗j · k−,2,i, j +HKiRR∗j · kcat,2,i, j + Ii ·HKiRR∗j · k+,i)
+(HKi ·RR∗j · k+,2,i, j + IiHKiRR∗j · k−,i)
d[IiHK∗i RR j]
dt
=−(IiHK∗i RR j · k−,1,i, j + IiHK∗i RR j · kcat,1,i, j + IiHK∗i RR j · k′−,i)
+(IiHK∗i ·RR j · k+,1,i, j + Ii ·HK∗i RR j · k′+,i)
d[IiHKiRR∗j ]
dt
=−(IiHKiRR∗j · k−,2,i, j + IiHKiRR∗j · kcat,2,i, j + IiHKiRR∗j · k−,i)
+(IiHKi ·RR∗j · k+,2,i, j + Ii ·HKiRR∗j · k+,i)
d[RR∗jO j]
dt
=−(RR∗jO j · kout,−, j)+(RR∗j ·O j · kout,+, j)





Ii ·HKi · k+,i + Ii ·HK∗i · k′+,i +∑
j




IiHKi · k−,i + IiHK∗i · k′−,i +∑
j




=−(RR∗j ·O j · kout,+, j)+(RR∗jO j · kout,−, j)
A number of parameters relevant to HK–RR interactions have been directly measured. We were
thus able to obtain the following values from the literature:
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Parameter Value Reference
KD,1,i,i = k−,1,i,i/k+,1,i,i 1 µM [125]
KD,2,i,i = k−,2,i,i/k+,2,i,i 1 µM [125]
kcat,1,i, j 1 s−1 [5]
kcat,2,i, j 0.1 s−1 [3]
[HKi]0 100 nM [32]
[RR j]0 1 µM [32]
Note that the KDs listed above are for cognate interactions (i = j); the KDs for noncognate (i 6= j)
interactions were generally varied in the model, depending on the specific simulation in question
(see below). Based on these literature values, we set the following values for each of the rate
constants in the model:
Parameter Value
k+,1,i, j 0.001 nM−1s−1
k−,1,i,i 1 s−1
k−,1,i, j Varies
kcat,1,i, j 1 s−1
k+,2,i, j 0.001 nM−1s−1
k−,2,i,i 1 s−1
k−,2,i, j Varies
kcat,2,i, j 0.1 s−1
kout,+, j 0.01 nM−1s−1
kout,−, j 0.1 s−1
As one can see from the above table, for simplicity we set all association rates, kinase catalytic
rates, and phosphatase catalytic rates equal for all HKi/RR j pairs. Thus the only kinetic differences
between cognate and noncognate interactions were the dissociation rates for the kinase and phos-
phatase interactions, which were set according to the particular noncognate KD used in any given
simulation (see below).
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Finally, we used the following initial concentrations of the molecular species for most of our
simulations:
Molecular Species Initial Concentration
Ii 0 - 104 nM
HKi 100 nM
RR j 1 µM
O j 100 nM
The total HK and RR concentrations were obtained from experimental measurements in bacterial
cells (see the table above); the input concentrations were varied to obtain input-ouput curves (e.g.
Fig. 4.1D in Chapter 4), and the output concentration was chosen to represent an intermediate
concentration of RR binding sites (∼10) within a bacterial genome. All of the remaining molecular
species in the model had initial concentrations of 0.
C.3.1 Details on Parameters for Main Text Figures
For Fig. 4.1C of Chapter 4, we made a Goldbeter-Koshland model with a single input. The input
interacted with the kinase K with the same schema and parameters as input binding of an HK, as
described in the previous section. The phosphorylated K then could bind to an unphosphorylated
substrate S and then transfer the phosphate group. An independent phosphatase P could then bind
phosphorylated S and dephosphorylate it. The parameters for the kinase and phosphatase reactions
with S are the same as described above for HK∗ binding and phosphorylating RR and HK binding
and dephosphorylating RR∗, respectively.
For Fig. 4.1D of Chapter 4, we used a model with a single HK and RR (i.e. N = M = 1) and set
the total concentration of RR to be 100 nM (low concentration) and 10 µM (high concentration).
In Fig. 4.2A we used a model with a single HK and two RRs (N = 1, M = 2). [RR1]0 was set
to 1 µM and [RR2]0 was adjusted as indicated; in this case we used "cognate" KDs and kinetic
parameters for both interactions. In Fig. 4.2C we used a model with an equal number of HKs
and RRs (i.e. N = M); the total number of pathways was varied as indicated, and the noncognate
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interactions (HKi – RR j with i 6= j) had KDs assigned according to the indicated KD ratio. We
chose an input concentration in this case (12.35 nM) that resulted in half-maximal response for an
isolated TCS pathway with cognate parameters. In Fig. 4.2D we once again used a model with
a single HK and RR, starting with 2.5 µM phosphorylated HK∗ and 2.5 µ M unphosphorylated
RR and [I]0 = [O]0 = 0 in order to replicate the in vitro conditions considered by Skerker, et al.
[28]. The cognate KD in that case was set to the experimentally measured value (1 µM), and the
noncognate interactions had KDs indicated by the specified KD ratio. Finally, in the evolutionary
trajectories discussed in Fig. 4.3, we considered a pathway with N = M = 2. For any given state
along a trajectory, the presence of an arrow between two species (i.e. the existence of an interaction
between a particular I and HK, or an HK and an RR) meant that the particular interaction had
the "cognate" parameters indicated in the above tables. The absence of an arrow meant that the
interaction had a KD 106 times that indicated above; this fairly high KD ratio was chosen to nearly
complete absence of that interaction at that point along the trajectory.
Steady-state measurements were obtained by running the system until the levels of each species
in the model stabilized. The actual time points at which the measurements were taken were chosen
heuristically by visual inspection of the trajectories. The behaviors of systems containing a single
HK-RR pair were confirmed analytically using our solution for RR∗ (Fig. C.1).
C.4 Comparison of the Model with Experimental Data
In order to assess the validity of the model described in section C.3, we compared our predictions
of pathway output at different HK and RR expressions with data from Batchelor and Goulian
[32]. Replicating their experimental setup, we used the aforementioned "wild-type" parameters and
protein concentrations and measured the fraction of bound output at various total concentrations
of RR and HK (Fig. C.4A and B, respectively). We individually normalized the data from our
simulations and from the experiments so that the Normalized Active Output at point x is calculated
189
Figure C.4: Comparison of the model with experimental data from Batchelor & Goulian, 2003
[32]. The total concentrations [RR]0 (A) and [HK]0 (B) are normalized by their wild-type concen-
trations (1 µM and 100 nM, respectively) and are plotted on log scales.
as:
Normalized Active Output(x) =
Active Output(x)−min(Active Output)
max(Active Output)−min(Active Output)
where x represents either a given [RR]0 or [HK]0 relative to the WT concentration. Note that we
performed no fitting of the parameters for these simulations. We found that our model reproduces
the general behaviors of the experimental data (Fig. C.4).
C.5 Details of KA/KS Analysis
C.5.1 Methods
The list of bacterial species was taken from the KEGG organism database [20]. In order to avoid
redundancy across different strains of the same species, we selected only the first listed strain,
resulting in 1267 bacterial genomes. Each of these genomes were searched for "histidine kinase"
protein entries through the KEGG database keyword search; the UniProt ID, amino acid sequence
and nucleotide sequence of each were saved. In order to assess the evolutionary dynamics of both
the input functionality and crosstalk in HKs, we specifically focused on cases where the HK also
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contained a "PAS" domain. PAS domains are the most common input domain in HK sequences,
and also the most well-characterized experimentally. We obtained the PFAM domain annotations
for each of these HK’s and saved the locations of PAS sensor and histidine kinase domains for each
HK sequence, where available [122]. We removed genomes that had less than 5 histidine kinases
that each possessed an annotated PAS sensor and histidine kinase domain, resulting in 352 bacterial
genomes. Additionally, we collected the UniProt ID, amino acid sequence and nucleotide sequence
of every PAS domain-containing protein in each of the bacterial genomes. We also collected the
UniProt ID, amino acid sequence and nucleotide sequence from all response regulators (RRs) in
each of the 352 bacterial genomes.
We isolated the amino acid sequences for all domains in each HK based on the PFAM annota-
tions. All PAS sensor and HK domain sequences from a given species were collected into separate
files. Additionally, the HK domain sequence from Spo0B from Bascillus subtilis [9] and HK853
from Thermotoga maritima [27] were added independently to the HK domain sequence files. The
domain sequence files were used as inputs for multiple sequence alignments using CLUSTALW
[123]. The resulting amino acid alignments were used to map the codons from the associated nu-
cleotide sequences. The alignments of the HK domains were also separated into two different sets:
residues and their codons that align to contacting residues from either Spo0B or HK853 and those
that do not [9]; we refer to these as the "K interface" and "K noninterface" residues, respectively.
The RR sequences were aligned using CLUSTALW along with the sequence of Spo0F, the cognate
response regulator of Spo0B [9]. We then similarly separated the RR alignments into two different
sets: residues and their codons that align to contacting residues from Spo0F and those that do not
[9]; we termed these as "RR interface" and "RR noninterface" residues.
These multiple sequence alignments at both the amino acid and codon level were used as inputs
for calculating the KA and KS values for each pair using the seqinr library in R [124]. We specif-
ically focused on the KA and KS values for the nearest neighbors in the alignment - domains that
have most recently evolved from a single common ancestor. We identified these nearest neighbors
through the phylogenetic trees obtained from the multiple sequence alignments; in this case the
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nearest neighbors are existing domain sequences that have a single common ancestor in the tree
for that genome’s alignment. One issue with this data, however, is that Horizontal Gene Transfer
(HGT) events might introduce "spurious" nearest neighbors, where the relationship between the
two genes is not due to duplication and divergence of a common ancestor gene but rather due to
the introduction of a new gene from a distantly related genome [121]. We performed an exten-
sive analysis, detailed in the next section, in order to remove those cases from our data. The final
datasets we used for our analysis included all the KA and KS values for these nearest neighbor
domains across all species, so long as both KA and KS were not saturated and did not represent
HGT events. Saturated pairs have experienced enough mutations that one cannot reliably estimate
substitution rates, and are indicated by the seqinr library using KS values of 10.
C.5.2 Horizontal Gene Transfer
New Two-Component pathways can enter a genome via two routes: duplication and divergence of
an existing pathway (i.e. Lineage-Specific Expansion or LSE), or HGT from a separate lineage.
As described above, we start with a pair of HK domain sequences that are nearest neighbors in the
multiple sequence alignment of domains for a specific genome/species. The concern in this case is
that HGT might introduce pairs of genes that, while nearest neighbors in the sequence alignment,
are not related by duplication but rather due to HGT. Since our model only makes predictions
regarding the evolutionary pressures that arise after duplication events, we must identify any "HGT
pairs" in our data set and remove them from the analysis.
The prevalence of HGT among HKs was first estimated by Alm, et al. [121]. Following their
approach, we first built a "species tree" for all of the species from which we obtained our HK
sequences. To do this, we obtained the 15 genes Alm et al. used to generate their tree from each
of our genomes, and built a multiple sequence alignment based on those genes. We then used
the software package Phylip to generate a phylogeny from that alignment using 100 bootstrap
replicates Felsenstein, et al. [161]. Using this species tree, we then built the phylogenetic profile
for each gene, again following the approach of Alm et al. exactly [121]. The procedure itself
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is summarized in Fig. C.5. We first generated a "reduced" species tree from the perspective
of a given genome, in which taxa more distantly related to a given species are collapsed into a
single "outgroup." A single HK sequence is chosen as a representative from each outgroup: this
represents the HK gene from all the genomes that are in that outgroup that is "closest" to the HK
gene in our starting genome based on Blastp score [162]. This set of representative sequences is
then used to generate a profile for the gene, based on whether the genes from a given outgroup are
closer in sequence to the starting gene than those from more distantly-related taxa (Fig. C.5B).
In particular, if we look at some outgroup, we compare the Blastp score of the representative HK
from that outgroup to the Blastp scores from all the other outgroups that are more distantly related
to the original taxa.
Alm et al. define three different categories for each outgroup. An outgroup gets a "1" if the
Blastp score from that outgroup is never more than 20 bitscore units worse than the Blastp scores
from all the more distant outgroups. In that case, the idea is that the gene from that outgroup
is closer than all the genes from outgroups that resulted from earlier branchings; or at least it is
not much worse. This is what we expect if the gene is "present" in that genome in a way that is
consistent with linear descent, and so it is assigned a 1. An outgroup is assigned a "0" if any more
distant outgroup contains a gene that is more than 20 bitscore units closer to the original gene:
this means that the gene is in a sense "absent," or at least that the pattern of sequence similarity is
inconsistent with lineal descent. The only exception to this is if every genome in the outgroup in
question contains less than 10 HKs; in that case, massive genome reduction may have resulted in
the loss of the gene, and so the outgroup is assigned a "2" rather than a "0." In the work of Alm
et al., they generally considered any phylogenetic profile with more than two consecutive 0s to
represent evidence of HGT.
We created phylogenetic profiles for each HK that was a member of a "nearest neighbor" pair
with KS less than 4 in our data set (i.e. the data that forms the basis of Figure 4 in the main
text). We then looked for cases where either member of the pair appeared to be a "recent" HGT
event; according to the definition of Alm et al., these recent events focus on outgroups that are not
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Table C.1: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot from
the interfacial residues of "K" domains’ multiple sequence alignments
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.46293 < 2x10−16
β̂1 -0.86788 < 2x10−16
Table C.2: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter plot
from the interfacial residues of "K" domains’ multiple sequence alignments
log10 KA/KS = β0 +β1 log10 KS + β2 (log10 KS)2
Parameter Value p-value
β̂0 -0.4577 < 2x10−16
β̂1 -0.9923 < 2x10−16
β̂2 -0.2683 0.163
too evolutionarily distant from the starting species in question. Of the 2,243 pairs we originally
identified, 342 (∼15%) represented HGT pairs according to this analysis, which we removed from
our entire analysis.
C.5.3 Statistical Analyses
Once we obtained the KA and KS data for sequences that did not represent HGT events, we used R
[88] to obtain regressions of the data to understand how the KA/KS ratio (i.e. the strength of positive
or negative selection) varies over time for these domains. We used the synonymous substitution
rate as a (rough) proxy for time since duplication, and as such we treated KS as the independent
variable for this analysis. First we performed a linear fit of the log-log transformed data from the
interfacial residues of the "K" domains’ multiple sequence alignments. We found that there was
strong statistical significance for the coefficients (Table C.1). We then tested a quadratic fit of the
data, but found that there was no statistical support for the quadratic term (Table C.2). We also
performed a linear fit of the log-log transformed KA/KS data from the noninterfacial residues of the
"K" domains’ multiple sequence alignments. We found that the coefficients were statistically sig-
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Figure C.5: (A) Generation of the condensed species tree. The highest Blastp bitscore from the
genomes within an outgroup is taken as a representative of that taxa. For instance, the second
outgroup from the Query HK (red) includes two genomes, one with a low Blastp bitscore, and
another with a medium bitscore (purple and blue, respectively). This outgroup is collapsed to
include just the medium bitscore HK. (B) Determination of the HK profiles. In the upper example
HK 1 and HK 2 do not include consecutive 0s, indicating that neither come from an HGT. However,
in the lower example, HK 2 includes a series of consecutive 0s, indicating that HK 2 was likely
HGTed in from a distant branch of the tree.
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Table C.3: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot from
the noninterfacial residues of the "K" domains’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.47611 < 2x10−16
β̂1 -0.09997 8.88x10−2
Table C.4: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter plot
from the noninterfacial residues of the "K" domains’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS + β2( log10 KS)2
Parameter Value p-value
β̂0 -0.47391 < 2x10−16
β̂1 -0.15215 0.113
β̂2 -0.11255 0.49
nificant, and indicated that the slope of this line was more shallow than that of the "K" interfacial
residues (Table C.3). We also tried a quadratic fit of the data, but found no statistical significance
for the quadratic term (Table C.4). We performed a further analysis to determine if the slopes of
pure power-law regressions (i.e. linear fits of the log-transformed data) were significantly different
between the interfacial and noninterfacial residue data sets. We combined the data sets and intro-
duced a third categorical variable, Z. In this new dataset, Z = 1 when the entry in question is the
"K" interface and Z = 0 when the entry is from the "K" noninterface. We then tested a combined
linear model and found strong statistical support for the β̂3 estimate (Table C.5), indicating that the
slopes in the two data sets are likely different from one another. Ultimately, this analysis suggests
that the K interface undergoes rapid divergence immediately post duplication, while changes in the
K noninterface occur more gradually over evolution.
The sizes of the aligned sequences of the interface and noninterface subsets of the K domains
are significantly different, with the noninterface more than twice the length of the interface subset.
In principle, KA and KS are substitution rates and as such they should be relatively insensitive to
the size of the sequence used in the calculation; however, smaller sizes could certainly introduce
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Table C.5: Table of coefficients for the linear model of the log-log transformed KA/KS scatter plot
from the interfacial and noninterfacial residues of "K" domains’ multiple sequence alignments. In
this model, the parameter Z = 1 when KS is from the "K" interface dataset and Z = 0 when KS is
from the "K" noninterface dataset.
log10 KA/KS = β0 +β1Z +β2 log10 KS +β3Z log10 KS
Parameter Value p-value
β̂0 -0.47611 < 2x10−16
β̂1 -0.09997 0.119
β̂2 0.01317 0.668
β̂3 -0.76791 < 2x10−16
Table C.6: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot from
the the average of 10 random subsets from the noninterfacial residues of the "K" domains’ multiple
sequence alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.27216 < 2x10−16
β̂1 -0.02274 0.666
statistical biases in the estimation of KA and KS.
To control for the potential influence of this fact on our results, we calculated the the average
substitution rates from 10 random subsets of the noninterfacial residues with the same total size as
the interface subset. The results are shown in Fig. C.6. We performed linear and quadratic fits of
the log-log transformed data from the noninterfacial datasets (Tables C.6 and C.7, respectively).
We found no statistical support for either the linear or quadratic fits of the noninterfacial data.
However, for display purposes, we plotted the linear fit in Fig. C.6. To determine if the slopes from
these two datasets are statistically different, we combined the datasets with the third categorical
variable Z = 1 when the entry is from the K interface and Z = 0 when the entry is from the
random K noninterface subsets. We found strong statistical support for the β̂3 estimate (Table
C.8), indicating the slopes in the two datasets are likely different from one another. This analysis
suggests that the relative subset size does not strongly affect the overall trends in the data.
Additionally, protein folding constraints could strongly reduce amino acid substitution rates for
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Figure C.6: (A) Comparison of the KA/KS vs. KS for the K interfacial residues (green points
and black curve) and the averages from 10 random subsets of the noninterfacial residues of the
same total size (orange points and red curve). (B) Comparison of the KA/KS vs. KS for the K
interfacial residues (green points and black curve) and the averages from 10 random subsets of the
noninterfacial surface residues of the same total size (orange points and red curve).
Table C.7: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter
plot from the average of 10 random subsets from the noninterfacial residues of the "K" domains’
multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS + β2( log10 KS)2
Parameter Value p-value




Table C.8: Table of coefficients for the linear model of the log-log transformed KA/KS scatter
plot from the interfacial and the averages of 10 noninterfacial residues of "K" domains’ multiple
sequence alignments. In this model, the parameter Z = 1 when KS is from the "K" interface dataset
and Z = 0 when KS is from the "K" noninterface dataset.
log10 KA/KS = β0 +β1Z +β2 log10 KS +β3Z log10 KS
Parameter Value p-value
β̂0 -0.27216 < 2x10−16
β̂1 -0.02274 0.688
β̂2 -0.17848 9.03x10−11
β̂3 -0.91755 < 2x10−16
Table C.9: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot from
the average of 10 random subsets from the noninterfacial surface residues of the "K" domains’
multiple sequence alignments.




buried residues. This could bias the KA values for the noninterfacial residues of the K domains. As
such we split the K domain residues into two subsets, those that are solvent exposed and those that
are buried. To do this we calculated the Solvent Accessible Surface Area (SASA) of each residue
in the Spo0B structure using POPS [163, 164]. Residues with 20% of their surface area exposed
to water were defined as solvent exposed residues and the rest were considered buried.
We constructed 10 random subsets from the solvent-exposed noninterfacial residues of the
same length as the interfacial residues subset and calculated the average KA and KS (Data shown
in Fig. C.6B). There was, again, no statistical support for either the linear nor quadratic fits of
the log-log transformed data (Tables C.9 and C.10). Additionally, we found that the slopes from
the two datasets are likely to be different (Table C.11). As such, the overall trend of KA being
higher for the interface compared to the noninterface residues does not depend upon restricting the
analysis to the surface residues. In the analysis described above, we used the multiple sequence
alignments with Spo0B to define the interfacial residues of the K domains. We also performed
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Table C.10: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter
plot from the average of 10 random subsets from the noninterfacial surface residues of the "K"
domains’ multiple sequence alignments.





Table C.11: Table of coefficients for the linear model of the log-log transformed KA/KS scatter plot
from the interfacial and the averages of 10 noninterfacial surface residues of "K" domains’ multiple
sequence alignments. In this model, the parameter Z = 1 when KS is from the "K" interface dataset
and Z = 0 when KS is from the "K" noninterface dataset.




β̂2 -0.35772 < 2x10−16
β̂3 -0.8715 < 2x10−16
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Figure C.7: Comparison of the KA/KS vs. KS for the K interfacial residues (green points and black
curve) and the noninterfacial residues (orange points and red curve), as identified by alignments to
HK853 from Thermotoga maritima
similar analyses with HK853 from Thermotoga maritima, another histidine kinase with a solved
crystal structure [27]. We aligned the K domain sequences and the primary sequence from the
HK853 K domain and identified interfacial and noninterfacial amino acids and their corresponding
codons. We then obtained KA and KS values for these subsets using seqinr library in R (Fig. C.7)
[124]. We were able to obtain strong statistical support for the linear fit of the log-log transformed
data for the interfacial residues, but did not find support for the quadratic term in the quadratic
fit (Tables C.12 and C.13). We found no statistical support for either the linear nor quadratic fits
of the log-log transformed data for the noninterfacial residues, although we use the linear fit for
display purposes in Fig. C.7 (Tables C.14 and C.15). Finally, we found that the slopes from the two
datasets are significantly different (Table C.16). As such, the overall trend of KA for the interfacial
residues being higher than that for the noninterfacial residues does not depend upon which protein
is used to identify the interface. We then performed similar statistical analyses on the data
from the interfacial and noninterfacial residues from the RR proteins. We found strong statistical
support for the linear fit of the log-log transformed data (Table C.17). However, we did not get
statistical support for the quadratic term in a quadratic fit of the transformed data (Table C.18).
We also performed a linear fit of the log-log transformed data from the noninterfacial residues
of the RRs’ multiple sequence alignments. We found no statistical support for the linear fit of
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Table C.12: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from the interfacial surface residues of the "K" domains’ multiple sequence alignments against
HK853.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.56916 < 2x10−16
β̂1 -0.93011 < 2x10−16
Table C.13: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter plot
from the interfacial surface residues of the "K" domains’ multiple sequence alignments against
HK853.





Table C.14: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from the noninterfacial surface residues of the "K" domains’ multiple sequence alignments against
HK853.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.31771 < 2x10−16
β̂1 -0.05164 0.418
Table C.15: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter plot
from the interfacial surface residues of the "K" domains’ multiple sequence alignments against
HK853.






Table C.16: Table of coefficients for the linear model of the log-log transformed KA/KS scatter
plot from the interfacial and the noninterfacial surface residues of "K" domains’ multiple sequence
alignments against HK853. In this model, the parameter Z = 1 when KS is from the "K" interface
dataset and Z = 0 when KS is from the "K" noninterface dataset.





β̂3 -0.87847 < 2x10−16
Table C.17: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from the interfacial residues of the RRs’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.49457 < 2x10−16
β̂1 -0.7682 < 2x10−16
Table C.18: Table of coefficients for the quadratic fit of the log-log transformed KA/KS scatter plot
from the interfacial residues of the RRs’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS + β2( log10 KS)2
Parameter Value p-value




Table C.19: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from the noninterfacial residues of the RRs’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.47316 < 2x10−16
β̂1 -0.07323 0.167
Table C.20: Table of coefficients for the linear model of the log-log transformed KA/KS scatter
plot from the interfacial and noninterfacial residues of RRs’ multiple sequence alignments. In this
model, the parameter Z = 1 when KS is from the RR interface dataset and Z = 0 when KS is from
the RR noninterface dataset.
log10 KA/KS = β0 +β1Z +β2 log10 KS +β3Z log10 KS
Parameter Value p-value




the log-log transformed data, indicating a lack of evidence for any strong correlation in the data
(Table C.19). For visualization purposes, however, we included the linear fit in Fig. 4B of the
main text for comparison to the interfacial residues. We also performed the analysis to determine
if the slopes of the power-law regressions were significantly different between the RR interfacial
and noninterfacial datasets as we had done with the HK. In the combined dataset the categorical
variable Z = 1 when the entry is from the RR interface and Z = 0 when the entry is from the RR
noninterface. We then tested a combined linear model and found strong statistical support for the
β̂3 estimate (Table C.20), indicating that the slopes in the two data sets are likely different from
one another. This once again suggests that the interfacial residues of the RRs undergoes rapid
divergence post-duplication whereas the noninterfacial residues evolve slowly over a longer period
of time. We then considered the possible effects of subset size and solvent-accessibility on the
results from the RR datasets as we had done with the HKs. In this case we used the structure of
Spo0F to determine the solvent accessible residues [165]. We performed the same analyses with
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Table C.21: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from 10 random subsets from the noninterfacial residues of the RRs’ multiple sequence alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.26121 < 2x10−16
β̂1 -0.01105 0.752
Table C.22: Table of coefficients for the linear model of the log-log transformed KA/KS scatter
plot from the interfacial and 10 random subsets from the noninterfacial residues of RRs’ multiple
sequence alignments. In this model, the parameter Z = 1 when KS is from the RR interface dataset
and Z = 0 when KS is from the RR noninterface dataset.
log10 KA/KS = β0 +β1Z +β2 log10 KS +β3Z log10 KS
Parameter Value p-value
β̂0 -0.26121 < 2x10−16
β̂1 -0.01105 0.812
β̂2 -0.16899 1.39x10−15
β̂3 -0.77179 < 2x10−16
the RR data as we had with the HKs (Tables C.21, C.23, C.22, C.24 and Fig. C.8). These analyses
show that subset size and solvent-accessibility have no effect on the general trends shown in Fig.
4B of the main text. While the results described above strongly suggest an evolutionary pressure
to diversify the K domain and RR interface residues after duplication events. To provide further
evidence for this fact, we directly compared the KA/KS for the interface and non-interface residues
of the K domain. As can be seen from Fig. C.9A, the majority of points in this case are above the
line, indicating that the evolutionary pressure on the interface residues is higher than that on other
Table C.23: Table of coefficients for the linear fit of the log-log transformed KA/KS scatter plot
from 10 random subsets from the noninterfacial surface residues of the RRs’ multiple sequence
alignments.
log10 KA/KS = β0 +β1 log10 KS
Parameter Value p-value
β̂0 -0.25812 < 2x10−16
β̂1 -0.08608 0.143
205
































































Figure C.8: (A) Comparison of the KA/KS vs. KS for the RR interfacial residues (green points
and black curve) and the averages from 10 random subsets of the noninterfacial residues of the
same total size (orange points and red curve). (B) Comparison of the KA/KS vs. KS for the RR
interfacial residues (green points and black curve) and the averages from 10 random subsets of the
noninterfacial surface residues of the same total size (orange points and red curve).
Table C.24: Table of coefficients for the linear model of the log-log transformed KA/KS scatter
plot from the interfacial and 10 random subsets from the noninterfacial surface residues of RRs’
multiple sequence alignments. In this model, the parameter Z = 1 when KS is from the RR interface
dataset and Z = 0 when KS is from the RR noninterface dataset.
log10 KA/KS = β0 +β1Z +β2 log10 KS +β3Z log10 KS
Parameter Value p-value
β̂0 -0.25812 < 2x10−16
β̂1 -0.03958 0.424
β̂2 -0.16899 3.25x10−15
β̂3 -0.67951 < 2x10−16
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residues in the sequence for most pairs in our data set (p = 4.73×10−9, binomial test). This is also
true for the RR sequences (Fig. C.9B, p = 5.44× 10−3, binomial test). We also considered raw
substitution numbers in addition to estimates of evolutionary pressure. In this analysis, we simply
counted the number of amino acid substitutions in a given subsequence; we call this substitution
number nA. For the plot in Fig. 4.4D of Chapter 4, we compared the number of substitutions in
the K domain interface to the average number of substitutions in 10 random subsets of the same
size. We found that the number of substitutions in the interface was, on average, much larger
in the K domain interface than in the rest of the protein, even for recent duplications where the
PAS domain seems to be older than the K domain (Figs. 4.4C and D in Chapter 4). To further
analyze this data, we directly compared the substitution number in the K domain interface to the
average obtained from the random subsets for each protein. As expected, we see a very strong
statistical bias, with the bulk of points above the diagonal (Fig. C.10, p < 2× 10−16, binomial
test). This bias holds even if we consider only random subsets of residues that are on the surface
but are not involved in the interface (Fig. C.10, p < 2× 10−16, binomial test). The results from
Fig. C.10 indicate that substitution rates in the interface are, on average, higher than they are for
non-interface residues. To provide a concrete example of this phenomenon, we focused on a pair
of very recently diverged proteins from the bacterium Halococcus turkmenicus. The alignment
of the K domains from these two proteins (D2RXW7 and D2RTZ4) are shown, along with the
alignment to the Spo0B sequence, in Fig. C.11. As one can see, in this case there are only a total
of 7 substitutions (highlighted in red); of these, 4 are found in the interface region (indicated with
asterisks). The substitution rate in the interface is thus ∼ 31%, compared to a substitution rate of
∼ 5% among non-interface residues. The combined evidence from Fig. 4 in the main text, and the
analyses presented above, indicate that the protein interaction interface between HKs and RRs is
under significant diversifying evolutionary pressure after duplication, as our model predicts.
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Figure C.9: (A) Comparison of the KA/KS values for the K domain interface and noninterface
residues. Every point on the graph corresponds to a distinct non-HGT K domain pair. The KA/KS
of the non-interface residues for that pair is shown on the x-axis, and the KA/KS values for the
interface on the y-axis. (B) Similar to the plot in A, except in this case based on the RR interface
vs. non-interface residues. Note that we have restricted the axes in both plots to KA/KS < 5 to
show the bias in the data more clearly. All points in the data set (e.g. the points in Fig. 4 in the
main text) were used to calculate p-values based on the binomial test.
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Figure C.10: (A) Comparison of the raw number of amino acid substitutions in the K domain
interface vs. the average number in 10 random non-interface K domain subsets that have the same
total number of residues. The amino acid substitution rate is clearly much higher in the interface
in most cases. (B) As in A, but comparing the K domain interface to random subsets of surface
residues. Again there is generally a considerably higher substitution rate in the interface residues.
Figure C.11: An example alignment for two close-related K domains in our data set, taken from
the bacterium Halococcus turkmenicus. The alignment with the Spo0B sequence provides an
indication of which residue positions are likely to be in the HK-RR interface; these positions are
indicated with asterisks below the sequence. The amino acid substitutions between the two proteins
are highlighted in red.
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C.5.4 PAS domain analysis
In addition to predicting that there would be a strong evolutionary pressure to evolve new interface
residues post-duplication, our model also predicted that any changes in input functionality should
occur only after the interfaces had diverged (Figure 4.3 in Chapter 4). As mentioned above, we
focused our analysis on the PAS domain, since it is a relatively common domain whose input
functionality has been well established experimentally [121].
The analysis of PAS domain evolution in HKs is complicated by the fact that newly duplicated
HK genes often do not evolve new PAS input domains via divergence of the PAS domain from the
original sequence, but rather through the wholesale replacement of the PAS domain by swapping
in the PAS domain from another protein. Indeed, in their analysis of HK evolution, Alm et al.
found that this type of "domain swapping" was quite common [121].
To determine the extent of domain swapping in our data set, we took all the PAS domains
from every genome we included in our analysis (including PAS domains from non-HK proteins)
and performed a multiple sequence alignment of those domains from each genome. We then
looked at each nearest-neighbor pair in our previous K domain alignment and asked whether the
PAS domains from those sequences were also nearest neighbors in the PAS domain alignment.
Interestingly, we could only find 67 (∼3%) instances of this arrangement in our entire data set,
indicating that domain swapping is by far more common than direct divergence for our HK pairs.
Our analysis indicates considerably higher rates of domain swapping even compared to the work
of Alm et al.; this discrepancy is likely due to the fact that we included every PAS domain from
these genomes, rather than just PAS domains coming from other HK genes [121].
Our analysis thus indicated that there are only 67 clear instances where input functionality in a
recently-diverged pair of HK sequences seems to have involved diversification of the original PAS
domain. This represents too few sequences to preform a substitution-based analysis as described
for the HK domains above. As such, we focused on understanding how the timing of swapping in
a new PAS domain was related to the duplication of the HK gene. As described in the main text,
there are two basic paths through which evolution of a novel HK gene with a swapped PAS domain
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might occur. In one scenario ("scenario A"), an HK gene is duplicated and, after some period of
time, a new PAS domain is "swapped in" from some other source. In the second scenario ("scenario
B"), a gene that contains a PAS domain is duplicated, and then a new K domain is swapped in.
In our coarse-grained model of HK evolution, new inputs could evolve through divergence of
the original PAS domain or through domain swapping; the model simply assumes that the input
changes dramatically at some point, and is agnostic as to how this might occur. In the context of
domain swapping, the model clearly predicts that scenario A should dominate, since changes in
input functionality in this scenario would occur after the protein interaction interfaces have had
sufficient time to diverge. To test this prediction, we calculated the KS for each pair of K domains
in our non-HGT set. For each of these pairs, we also calculated the KS for the PAS from each HK
gene, using the closest homologue of the PAS domain in question to calculate the KS.
In Figure 4.4 of Chapter 4, we compare the KS values for K domains against PAS domains.
We find that the KS of the K domains are significantly higher on average than the PAS domains
(951/1300 above the y= x line, p < 2x10−16). In that analysis we did not differentiate PAS domains
whose nearest neighbors are PAS domains from other HKs or from non-HK proteins. We separated
this data into these two categories and reanalyzed the resulting datasets (Fig. C.12). We found that
the KS of the K domains was significantly higher on average than the PAS domains in both cases
(711/956 above the y = x line, p < 2x10−16 and 240/344, p = 1.632x10−13, respectively). As such,
the overall trend found in Figure 4C of the main text does not depend upon the origin of the nearest
neighbor of the PAS domain.
The biases seen in Fig. 4.4C and Fig. C.12 could represent the fact that it is simply more
difficult to swap K domains than PAS domains. The fact that the bias holds when both genes are
HKs, however (Fig. C.12A) indicates that this is likely not the case; there is no a priori reason that
a new HK could not be formed first by duplication of one HK gene and subsequent swapping of a
new K domain. The source of this bias is thus likely the fact that scenario B would involve creation
of an HK that has different input functionality but still acts on a second RR due to crosstalk, which
our model predicts would have serious fitness consequences for the cell.
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Figure C.12: (A) KS of the K domains vs. KS of the PAS domains in which the PAS domains are
nearest neighbors with a PAS domain are PAS domains from other HKs. (B) KS of the K domains
vs. KS of the PAS domains in which the PAS domains are nearest neighbors with a PAS domain
are PAS domains from non-HK proteins.
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Figure D.1: Node properties versus the expression fraction of a node. (A) The indegree of a node
versus its expression fraction. The expression fraction of a node is calculated as the ratio of the
number of tissues in which the node is expressed to the total number of tissues. There is no
correlation between the indegree and the expression fraction (Spearman’s ρ = 0.03824749, p =
0.4795). (B) The outdegree of a node versus its expression fraction. There is a weak correlation
between the outdegree and the expression fraction (Spearman’s ρ = 0.15365, p = 4.285 ×10−3),
however the data cannot provide a statistically significant linear regression (p = 0.1548, adjusted
R-squared = 0.003004). (C) The number of shortest paths between an input and an output that
includes a node versus its expression fraction. There is a weak correlation between the number of
shortest paths and the expression fraction (Spearman’s ρ = 0.1506653, p = 5.106×10−3), however
the data cannot provide a statistically significant linear regression (p = 0.5059, adjusted R-squared
= 0.005518).
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Figure D.2: Kernel density plot of target pleiotropy across the 84 expressed subnetworks. The
target pleiotropy is the fraction of the 84 tissues in which inhibiting the node results in a change in
output activity. Note that there are no nodes whose inhibition has an effect in all 84 tissues (Target
pleiotropy = 1). Additionally, every node can be targeted in order to have an effect in at least one
tissue. On average, an inhibitor will alter the output activity, and potentially change the phenotypic
response of the cell, in about 17 of the 84 tissues (~20%).
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D.2 Methods
D.2.1 Evolvable Boolean Networks
The evolvable Boolean networks start out with the same topology: two inputs (blue) that each
activate their associated output (red) (Fig. D.3). These networks are randomly altered through
one of three possible modifications: (1) adding an edge, (2) flipping an edge from activating to
inhibiting or vice-versa, or (3) adding an intermediate node to connect two random nodes (See Fig.
5.2A of Chapter 5).
Following a modification, we run a synchronous Boolean simulation of the network for 100
steps with one, both or neither of the inputs active throughout the simulation. We then obtain the
final activity of both outputs from each of the four simulations (Table D.1). These output activities





Figure D.3: Diagram of the initial TCS-like Boolean network
Input 1 and Input 2 Activity
I1I2 I1I2 I1I2 I1I2
00 10 01 11
Output Activity
O1 0 1 0 1
O2 1 1 1 1
Table D.1: The final activity of outputs O1 and O2 for a modified network after a 100 step syn-
chronous Boolean simulation. Each of the four rightmost columns represent the four different
combinations of input activity, with neither input, input I1, input I2, or both inputs active through-
out the simulation, respectively. From these results we would obtain the I/O map ‘01110111’,
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Figure D.4: Diagrams of each of 8 possible expression vectors for a hypothetical evolved network
with three intermediate nodes. Beneath each subnetwork is the associated I/O Map, with different









Check every possible expression set of 
existing intermediate nodes for unique 
I/O Maps
Remove the modification
Does the modification 
add to the number of unique 
I/O maps?
Figure D.5: The flow chart for the evolution of the Boolean signaling networks. After a modi-
fication is made to the existing network, the intermediate nodes are variably expressed in every
possible combination. We then count the number of unique I/O maps and keep the modification if
it increases the number of unique maps. Otherwise the modification is removed and the process is
started again.
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In order to explore the full potential of these systems, if a network has one or more interme-
diates, then we obtain the I/O map for every combination of expressed intermediate nodes, which
we term an ‘expression vector’. For example, a network with three intermediate nodes will have
23 = 8 possible expression vectors, depending upon the presence or absence of each of the inter-
mediates (see Fig. D.4). Due to the differences in network architecture, the network resulting from
an expression vector has the potential to produce a unique I/O map. For a system with two inputs
and two outputs, there is a maximum of 256 unique I/O maps possible. After each modification,
we obtain the I/O map for each expression vector and count the number of unique I/O maps pro-
duced by the network. The number of unique maps is used to determine whether the modification
is accepted: if the number of unique maps is increased by the modification, it is kept. New modifi-
cations are attempted until the network has 16 intermediate nodes. See Fig. D.5 for the flow chart
of the evolutionary algorithm.
D.2.2 The Complete KEGG Signaling Network
We compiled the complete KEGG signaling network from the contents of the KGML files of 29
canonical pathways found in the KEGG Pathways database [20] (Table D.2). These pathways
included node entries such as:
< e n t r y i d ="6" name=" hsa :4790 hsa : 5 9 7 0 " t y p e =" gene "
l i n k =" h t t p : / / www. kegg . j p / dbget−b i n / www_bget ? hsa :4790+ hsa :5970" >
< g r a p h i c s name="NFKB1 , EBP−1, KBF1 , NF−kB1 , NF−kappa−B ,
NF−kappaB ,
NFKB−p105 , NFKB−p50 , NFkappaB , p105 , p50 . . . "
f g c o l o r ="#000000" b g c o l o r ="#BFFFBF"
t y p e =" r e c t a n g l e " x ="984" y ="311" wid th ="46"
h e i g h t ="17" / >
</ e n t r y >
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where the ‘name’ attribute includes the KEGG entry for different isoforms of the same protein, in
this case for NFκB1 and NFκB3. Each of these node entries are separated so that each KEGG
entry becomes its own node, with each of these daughter nodes participating in the same incom-
ing and outgoing edges. Once the nodes and edges from each of the canonical pathways were
added, we collapsed the network by combining similar nodes. If two nodes had the same incoming
and outgoing edges, these nodes were then combined into a single node. This process was done
iteratively until there were no more nodes that could be combined.
For each of the nodes, we used the KEGG entries from each node to obtain the associated
UniProt and ENSEMBL accession numbers. These were used to look up the expression data for
the proteins included within each node from the Human Protein Atlas dataset [139]. The expression
of any node in each of the tissues is dependent upon the expression of the genes associated the the
node. If all of the associated genes are not expressed in a particular tissue, then the node is counted
as not being expressed. However, if any of the genes are expressed, then the node is counted
as being expressed in the tissue. This resulted in 84 expression vectors for the complete KEGG
signaling network, generating 84 ‘expressed subnetworks’, which represent the signaling network
as it is expressed in each of the tissues. We then used the associated UniProt accession numbers to
potentially annotate a node as an input (One UniProt entry includes the keyword ‘Receptor’) or as
an output (One UniProt entry includes the keyword ‘Transcription regulation’) [89].
One of the metrics we use to compare subnetworks is the I/O map distance. To obtain the
map distance we run each network in a synchronous Boolean simulation for 10000 steps with a
set of N inputs active throughout the simulation. This is then done either for each of the inputs
being activated individually (Fig. 5.3C of Chapter 5) or for 50 combinations of N inputs (Fig.
5.3D of Chapter 5). The activity of each output is averaged over the final 1000 steps to account
for any oscillations in activity. This results in a matrix where each row is the average activity for
all 67 outputs in response to a combination of active inputs. These respective elements in each of
the matrices generated by the two subnetworks were then compared: the I/O map distance is the
































Table D.2: The list of 29 canonical pathways in the KEGG Pathways database that were compiled
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