Clustering provides a common means of identifying structure in complex data, and there is renewed interest in clustering as a tool for the analysis of large data sets in many fields. Determining the number of clusters in a data set is one of the most challenging and difficult problems in cluster analysis. To combat the problem, this paper proposes an efficient automatic method by extending the decision-theoretic rough set model to clustering. A new clustering validity evaluation function is designed based on the risk calculated by loss functions and possibilities. Then a hierarchical clustering algorithm, ACA-DTRS algorithm, is proposed, which is proved to stop automatically at the perfect number of clusters without manual interference. Furthermore, a novel fast algorithm, FACA-DTRS, is devised based on the conclusion obtained in the validation of the ACA-DTRS algorithm. The performance of algorithms has been studied on some synthetic and real world data sets. The algorithm analysis and the results of comparison experiments show that the new method, without manual parameter specified in advance, is more valid to determine the number of clusters and more efficient in terms of time cost.
Introduction
Cluster analysis or clustering categorizes a set of unlabeled objects into subsets (called clusters) such that the objects belonging to the same cluster are more similar than those belonging to different clusters. Clustering is a method of unsupervised learning, and has been widely applied in many areas such as pattern recognition, image analysis, information retrieval, bioinformatics and so on [1] [2] [3] [4] [5] [6] .
A large number of clustering algorithms have been presented in the literature. The algorithms can be grouped into connectivity based clustering [7, 8] , centroid-based clustering [9, 10] , density-based clustering [11, 12] , grid-based clustering [13, 14] , graph-based clustering [15, 16] and so on. For example, the k-means clustering and its derivations are the prominent examples of centroid-based clustering algorithms.
However, appropriate parameters usually are specified in advance in most of these popular algorithms, which is considered to be one of the biggest drawbacks of these algorithms. For example, the number of expected clusters is required in hierarchical clustering algorithms and k-means clustering algorithms, and the threshold value of the size of the grid is required in grid clustering algorithms. Thus, a natural question in cluster analysis is how many clusters are appropriate for the description of a given system [17, 18] .
Obviously, a good cluster validity checking method is helpful to determine the number of clusters. Clustering validity evaluation is concerned with "assessing the validity of classifications that have been obtained from the application of clustering procedure" [19] . In general, a cluster validation checking method includes a measure of cluster quality and the optimal number of clusters for some kind of clustering algorithms. Clustering validity index (CVI) is a helpful criterion used to assess the quality of clustering.
Cluster validity indices are usually based on external criteria, internal criteria and relative criteria [20] . For example, some indices are based on considering the compactness within each cluster or the separation between clusters [21] [22] [23] [24] , some are based on the information entropy or based on measuring in-group proportion of objects [25, 18, 17] . Yu and Cheng [26] study the range where the optimal number of clusters between the minimal number and the maximal number in FCM clustering algorithms. Some of CVI methods are combined with FCM (fuzzy C-mean) algorithms [27] [28] [29] . Chen et al. [30] propose a hierarchical method, COPS (clusters optimization on preprocessing stage) method, to determine the number of clusters by the two-steps processing.
Generally speaking, most of the discussed cluster validity checking methods are based on the following process to obtain the optimal number of clusters. A typical process for determining the number of clusters in a data set is: firstly, different partitions, also be called as cluster results or clustering schemes, are obtained through a certain clustering algorithm in which the different parameters used usually such as the number of clusters; then the criteria count on the different partitions; the parameter meets the predetermine conditions is selected to be the optimal number of clusters after analyzing the size or the variability of the different criteria.
However, user-defined parameters used and inefficient in terms of time cost are general among these existing clustering methods. For example, Xie-Beni index [22] and its derivations need to assign a membership u it for an object x t to a cluster C i . Thus, the objective of this paper is to find a way to get the appropriate number of clusters efficiently and automatically.
As we have discussed, clustering validity index is a helpful criterion used to evaluate the quality of the classification. On the other hand, the decision-theoretic rough set (DTRS) model introduced by Yao et al. [31] and Yao [32] has been verified that it is helpful in providing a better understanding of classification, which inspires us thinking to determine the number of clusters through the DTRS model. The DTRS model is a typical probabilistic rough set model [33, 34] , in which Bayesian theory is introduced to minimize the risks of classification. The DTRS has been successfully used for decision analysis [35] [36] [37] [38] , information filtering [39] , text classification [40] , attribute reduction [41, 42] , multi-criteria classification [43, 44] , multi-view decision models [45] , etc.
Further more, researchers have covered more aspects of the decision-theoretic rough sets model in this issue, for example: Liu et al. [46] introduce the DTRS into the logistic regression classifier to solve the binary misclassification problem and the multiple classification problem, Bayesian decision procedure and loss functions are used in the new interpretations on classifying and clustering in the Liu's approach [46] and this paper, respectively; Jia et al. [47] propose an optimization representation of the DTRS model, and the minimization of the decision cost is considered as the criterion for the attribute reduction is somewhat alike the criterion for clustering used in our model in this paper. In additional, Azam and Yao [48] investigate the game-theoretic rough set (GTRS) model in analyzing region uncertainties defined with an information-theoretic interpretation; Grzymala-Busse et al. [49] compare the global probabilistic approximations and the local probabilistic approximations in the incomplete data by means of experiments; Li and Yang [50] focuses on axiomatic approaches of probabilistic rough sets, and some new properties of probabilistic rough set approximation operators are examined; Qian et al. [51] develop a new multigranulation rough set model by taking advantage of the DTRS in a new perspective for decision making analysis.
Observe the achievements, researchers develop various criteria by studying on loss functions in classifying, attribute reducting, decision making and other fields. Thus, by adjusting loss functions, it is possible to construct a cluster validity index, and some researchers have studied the cluster analysis based on the decision theoretic rough set model [24, 52, 53] . Lingras et al. [24] have introduced the DTRS model into cluster analysis. In order to clustering the overlapping boundary, we have proposed an autonomous knowledge-oriented clustering method by considering various loss functions based on the DTRS model in [52] . Besides, to combat determining the number of clusters, we have proposed a preliminary clustering validity checking method through extending the decision-theoretic rough set model in [53] , the previous proposed algorithm can obtain the number of clusters.
Thus, in order to perfect the previous work and to solve the problem for determining the number of clusters without human interferences, this paper improves the computing processing of the function and utilizes the conclusions obtained during research work to devise a high efficiency hierarchical clustering algorithm. That is, we improve a new clustering validity evaluation function based on the extended DTRS model proposed in the previous work, and devise an agglomerative hierarchical clustering algorithm, ACA-DTRS (automatic clustering algorithm based on DTRS) algorithm, to generate the hierarchical partitions of a data set. Then a curve of the clustering quality with respect to the varying clustering results is constructed. The clustering results corresponding to the extremum of the curve is proven to determine the number of clusters. The results of comparison experiments show that the new cluster validity index is valuable.
Since determining the optimal number of clusters needs to agglomerate n times, the ACA-DTRS algorithm is time consuming. Fortunately, the conclusion obtained in the processing of proving ACA-DTRS algorithm is very useful, which can lead us to find the extremum much quickly. Then a fast heuristic clustering algorithm based on the DTRS model is proposed, in which the times of agglomerating is n 1/4 at the best case or be n 3/4 at the worst case, and there is no parameter defined in advance. The experimental results also show that the fast algorithm can stop efficiently at the right number of clusters automatically.
Basic theory
In this section, we will describe the generic framework of agglomerative clustering algorithm, some basic concepts of the decision-theoretic rough set model and some representative cluster validity indices.
Agglomerative hierarchical clustering algorithm
We are interested in an information system, which is a quadruple: I = (U, A, V , F), where U = {x 1 , . . . , x i , . . . , x n } is a finite non-empty universe of objects, A = {a 1 , . . . , a l , . . . , a m } is a finite non-empty set of features, V is the set of possible feature values, F is the information function, given an object and a feature, F maps it to a value:
To define our framework, we will assume that there exists a hypothetical clustering scheme, CS K , that partitions a set of
and K is the number of clusters.
The agglomerative clustering algorithm forms clusters in a bottom-up manner as follows:
Step 1. Set each object in its own cluster, namely, CS n = {C 1 = {x 1 }, C 2 = {x 2 }, . . . , C n = {x n }}.
Step 2. Among all current clusters, pick the two clusters C i , C j , with the smallest distance.
Step 3. Replace these two clusters with a new cluster, formed by merging the two original ones.
Step 4. Repeat the above two steps until there is only one remaining cluster in the pool or the termination condition is satisfied.
The choice of which clusters to be merged in Step 2 is determined by a linkage criterion, and it is common that the criterion is a similarity of the pairwise distances between objects, which denoted as sim(x i , x j ). Obviously, it isn't the usual objective to obtain only one cluster after the agglomerative clustering, but the optimal number of clusters which identifying structure in data is expected in most cases.
Decision-theoretic rough set model
The decision-theoretic rough set model [31] , DTRS shorted, applies the Bayesian decision procedure for the construction of probabilistic approximations. Let = {X, ¬X} denote the set of states indicating that an object is in X and not in X, respectively. Let A = {a P , a N , a B } be the set of actions, where a P , a N , and a B represent the three actions in classifying an object, deciding POS(X), deciding NEG(X) and deciding BND(X), respectively. Let i = P, N, B, and λ iP (a i |X) and λ iN (a i |¬X) denote the loss (cost) for taking the action a i when the state is X, ¬X, respectively. For an object with the description r(x), suppose an action a i is taken. For example, r(x) maybe an equivalent class of x, namely [x] . The expected loss R(a i |r(x)) associated with taking the individual actions can be expressed as:
where the probabilities P(X|r(x)) and P(¬X|r(x)) are the probabilities that an object in the description r(x) belongs to X and ¬X, respectively.
The Bayesian decision procedure leads to the following minimum-risk decisions:
Since P(X|r(x)) + P(¬X|r(x)) = 1, we can simplify the rules to classify any object in r(x) based only on the probabilities P(X|r(x)) and loss functions λ ij (i = P, N, B; j = P, N).
Considering the fact, that the loss(cost) of classifying an object x belonging to X into the positive region POS(X) is less than or equal to the loss of classifying x into the boundary region BND(X), and both of these losses are strictly less than the loss of classifying x into the negative region NEG(X), then we have λ PP ≤ λ BP < λ NP . The reverse order of losses is used for classifying an object not in X, that is, we have λ NN ≤ λ BN < λ PN .
In order to distinguish the three regions, we assume α > β without loss of generality. For the above type of loss function, namely, λ PP ≤ λ BP < λ NP and λ NN ≤ λ BN < λ PN , the minimum-risk decision rules (P)-(B) can be rewritten as:
where the relation of parameters are:
Obviously, it follows that α ∈ (0, 1], γ ∈ (0, 1), and β ∈ [0, 1). That is, the decision rules (P)-(B) can be decided by the parameters α, γ and β, which can be obtained according to the above equations when loss functions are given by users.
Cluster quality
Some cluster validity indices have been proposed to evaluate the cluster quality obtained by different clustering algorithms. Here, we introduce three classical cluster validity indices which will be used in the comparison experiments later.
Dunn index. A well-established cluster validity criterion is the separation index Dunn [23] which identifies "compact, separate" clusters and is defined by
where
If a data set is well separated by a clustering scheme, the distance among the clusters, dis(C i , C j ), is usually large and the diameters of the clusters, diam(C k ), are expected to be small. Therefore, a large value of Dunn(CS) corresponds to a good clustering scheme. The main drawback of the Dunn index is that it is a very time-consuming method, since the cost of calculating Dunn(CS) tends to grow very quickly as the sizes of K and n increase.
XB index. Xie-Beni index [22] is a representative cluster validity measure for fuzzy clustering. In fuzzy clustering, we assign a membership u it for an object x t to a cluster C i .
XB(CS
The numerator in the XB index is a measure of cluster compactness, while the denominator reflects the separation of clusters. It is clear that small values of XB are expected for compact and well-separated clusters.
However, XB is monotonically decreasing when the number of clusters K gets very large and close to n. One way to eliminate this decreasing tendency of the index is to determine a starting point, C max , of the monotony behavior and to search for the minimum value of XB in the range [2, C max ]. Moreover, the values of the index XB depend on the fuzzifier values, so as if n → ∞ then XB(CS) → ∞.
COPS index. Chen et al. [30] propose a hierarchical method, COPS (clusters optimization on preprocessing stage) method, which is a index suitable for hard clustering and is also based on the concepts of scattering for clusters (Scat) and separation between clusters (Sep). The index COPS(CS) is calculated by the following equations. (5) where d(x i , x j ) means the distance between the two objects x i and x j . M denotes the sum of the Scat(CS) and Sep(CS) when every object is assigned to its own cluster in the initial clustering. Obviously, the Scat(CS) n = 0, and M = Sep(CS) n . The authors proved that an optimal number of clusters proposed by COPS method is corresponding the minimal values in (0, 1) except a special case.
Scat(CS
K ) = K i=1 x,y∈C i d(x, y), Sep(CS K ) = K i=1 K l=i+1,l =i 1 |C i ||C l | x∈C i ,y∈C l d(x, y) , M = Scat(CS) n + Sep(CS) n , COPS(CS K ) = 1 M (Scat(CS) K + Sep(CS) K ),
Clustering validity evaluation based on DTRS
In order to validate the quality of a clustering scheme, a new cluster validity evaluation function is proposed based on the extended DTRS model in this section.
Extend the DTRS model
Definition 1. Let = {C, ¬C} denote the set of states indicating that the two objects x i and x j are in the same cluster and not in the same cluster, respectively.
We will evaluate the cluster validity through the state of classifying two objects, that is, the two objects are classified into the same cluster or not into the same one. In other words, the subject investigated in the extended DTRS model is the
Let Action = {a P , a N } be the set of two possible actions. That is, a P and a N denote the actions to decide objects x i and x j into the same cluster and the different cluster, respectively. Namely, a P and a N represent the action to classify a pair (x i , x j ) into the state C and ¬C, respectively. Let λ iP (a i |C) and λ iN (a i |¬C) denote the loss (cost) for taking the action a i when the state is C, ¬C, respectively. For a pair (x i , x j ) with the description (x i , x j ), suppose one action a i is taken. For a simple example, the description (x i , x j ) might be the pair itself.
Let sim(x i , x j ) be the similarity of two objects x i and x j . P(C|(x i , x j )) means the possibility of x i and x j assigned into the same cluster. Obviously, it is reasonable to suppose that the P(C|(x i , x j )) be proportion to the sim(x i , x j ). Larger the sim(x i , x j ) is, more possible the two objects are classified into the same cluster. If sim(x i , x j ) = 1, the two objects definitely are in the same cluster, that is the P(C|(x i , x j )) = 1; and if sim(x i , x j ) = 0, the two objects definitely aren't in the same cluster, that is the P(C|(x i , x j )) = 0.
According to the DTRS model introduced in Section 2.2, the expected risks can be expressed as follows when assigning two objects to the same cluster or to the different cluster.
Without loss of generality, we set the range of loss functions be [0, 1]. Let's consider the special kind of loss functions, λ PP = 0, λ PN = 1, λ NP = 1, and λ NN = 0. That is, the loss of classifying objects belonging to a cluster into the same cluster is minimal, namely, 0; the loss of classifying objects belonging to different clusters into the same cluster is maximum, namely, 1. On the contrary, the loss of classifying objects belonging to different clusters into the different clusters is minimal, namely, 0; the loss of classifying objects belonging to a cluster into the different clusters is maximum, namely, 1.
Obviously, the case of considering two endpoints of the interval [0, 1] can distinguish losses more clearly, which not only gives a very reasonable explanation but also meets the objective to find a method with less parameters used. Thus, Eq. (6) is rewritten as:
. The x i and x j maybe belong to the same cluster, or belong to the different clusters. On the other hand, the actions maybe a P or a N . Thus, the risk should include both the Risk(a P |(x i , x j )) and Risk(a N |(x i , x j )). Thus, we have the following:
Clustering validity evaluation function
Considering the matrix sim(x i , x j ), there must exists a value val, if sim(x i , x j ) ≥ val such that P(C|(x i , x j )) ≥ 0.5, which means the two objects x i and x j are much more inclined to the same cluster according to the principle of statistics. Generally speaking, there are three ways to get the val: to get the value according to the physical sense in the data; to set the value by human defining; other statistic methods such as setting the average of similarity to the value as following:
Then, we can define the following equation to compute the possibility:
Substitute Eq. (10) to Eq. (8), we obtain:
Thus, considering all pairs in the universe U, we get the following definition.
Definition 2.
The clustering validity evaluation function of a clustering scheme CS t is defined as:
The function is used to evaluate the quality of a clustering scheme. Usually, we call the function the risk of the clustering scheme CS t for its form. Suppose we have the following conclusion: when the Risk(CS t ) decreases in agglomerate clustering processing, the new clustering scheme is a good one; when the Risk(CS t ) increases in agglomerate clustering processing, the merging operation is not reasonable and the former clustering scheme maybe better than the new one. Obviously, we can devise an algorithm according to the conclusions, which can stop automatically at an appropriate clustering scheme. The algorithm is described in the next section and the hypothesis is also proven here.
Automatically determining the number of clusters
A method to determine the number of clusters automatically based on the DTRS model is proposed as well as the validation of the algorithm is given in this section.
Description of ACA-DTRS algorithm
Firstly, we give the description of the agglomerate hierarchical clustering algorithm, which is based on the validity evaluation function and the above hypothesis.
The automatically clustering algorithm using decision-theoretic rough set model, is also called ACA-DTRS Algorithm 1, which can determine the number of clusters without manual interferences.
ACA-DTRS Algorithm 1:
Input: U = {x 1 , x 2 , . . . , x n }; Output: the number of clusters K.
Step 1. Compute the similarity matrix sim(x i , x j ).
Step 2. Set each object in its own cluster, namely, CS n = {C 1 = {x 1 }, C 2 = {x 2 }, . . . , C n = {x n }}.
Step 3. If all the elements in sim(x i , x j ) are equal, then output the CS n , end the algorithm. Compute val according to Eq. (9) . If all the elements in sim(x i , x j ) are no more than val, then output the CS n , end the algorithm; otherwise, go to Step 4.
Step 4. Compute the matrix P(x i , x j ) according to Eq. (10) We now observe the algorithm, we can find there are two questions need to solve. The first one is what is the reasonable merging policy, and the second one is whether the hypothesis proposed in Section 3.2 is true.
For the first question, it sounds a reasonable method to merge the clusters whose values are maximal in the corresponding matrix P(x i , x j ), since a minimal granularity clustering result is obtained. Actually, we can construct a merge method from the proven processing in the next subsection. For the second question, if the hypothesis is true, the algorithm can stop normally, which leads to an appropriate corresponding scheme. In other words, to solve the second question is to prove that the above algorithm can stop normally.
Validation of the algorithm
Obviously, Step 1 to Step 5 are capable of being put into effective operation. Then the following discussion will show Step 6 can operate normally.
Observe the Risk(CS k ) from Eqs. (10)- (12), we can find that the risk of a clustering scheme is the sum of all elements in the symmetric matrix P(x i , x j ).
Without loss of generality, assume C g , C h ∈ CS v are the clusters picked to merge. Set
. . , x g |Cg | }, and
In order to facilitate analysis, we rearrange the matrix as pictured in Fig. 1 , where the objects in C g and C h are arranged together. Actually, the rearrange is used here just to explain expediently, and not needed in computing.
Thus, if merge the clusters C g and C h , a new clustering scheme CS u will be got. It is obviously that the new matrix P(x i , x j ) is obtained by changing the elements in the rectangular area to be 1 − P(x i , x j ), which comes from Eq. (10).
Let's back to the algorithm, for the initial clustering, we obtain the initial clustering scheme as CS n in Step 2, |CS| = n.
There are two cases might arise.
(1) The first case, for every element in sim(x i , x j ), there is sim(x i , x j ) ≤ val, which means objects are not very similar with each other. It is not very reasonable if we classify these objects into one cluster in view of statistics. In fact, we will find that the risk of the new clustering scheme CS u formed by merging the optional clusters(objects) will increase. Because according to Eqs. (10) and (11) Considering a special case, all the similarities are equal, the clustering validity evaluation function keeps steady in clustering processing; otherwise, the function is monotonic increasing. The result coincides with our hypothesis, namely, if the risk increasing, the clustering operating is not reasonable.
(2) The second case, that is there exists at least one object such that sim(x i , x j ) > val. Then, according to Eq. (10), we have the corresponding P(x i , x j ) > 0.5. If the clusters C g and C h are chosen to merge, the P(x i , x j ) of the new clustering scheme is obtained by changing the elements in the rectangular area of Fig. 1 to be 1 − P(x i , x j ) . It is obviously that the sum of all elements of new matrix P(x i , x j ) will decrease, that is, the risk of the new scheme decreases.
Thus, the risks of scheme keep decrease at least beginning of the agglomerate processing, which means the operation is reasonable. If the optimal result has gotten, what will happen with the risk function? Does the function will increase? If it increases at a point, does it keep to increase? In other words, whether the function has the trend line shown in Fig. 2? (2.1) Now let's discuss what will happen when the curve meets the first inflexion point.
Let Risk(CS v ) be the risk of the current clustering scheme, and Risk(CS u ) means the risk of the new clustering after merging. T denotes the sum of elements which don't change in matrix P(x i , x j ). Then, we have: If Risk(CS u ) − Risk(CS v ) > 0, namely
which means the first inflexion point arises at the current scheme. If we define a function as follows.
then
Observe f (C h , C g ) < 1/2 again, it means the similarities between objects aren't high enough, and it is not very reasonable when clustering them together. The inequality reminds us that we can merge the two clusters whose corresponding function
) is the maximal, which can be used as the merging policy.
Thus, we obtain a conclusion as follows.
Conclusion 1.
For the second case, once the function f is less than 0.5, the corresponding clustering scheme is the corresponding scheme of the first inflexion point in the curve of the clustering validity evaluation function.
On the other hand, when the risk of the new scheme always keeps decreasing, that is Risk(CS u ) − Risk(CS v ) ≤ 0, that means the merging operation is reasonable and one cluster is obtained at last. For the special case, there is one cluster in the universe U because every object in the U is so similar, and the function Risk(CS) is decreasing monotonically. Observing the algorithm, this special case is appeared in Step 6. (2.2) After the first inflexion point arrived, we will prove the risk of the following schemes keeps increasing. Namely, the first inflexion point is the only one inflexion point in the curve, which is the extremum point.
Set C p is the new one formed by merging C g and C h , C q is an optional cluster except the C g and C h . Firstly, we will show that f (C p , C q ) < 0.5 in the following.
We have,
Because the C q is an optional cluster except the C g and C h , f (C p , C q ) < 0.5 means the function f between the new merged cluster with others is less than 0.5. Besides, we have known that the function f between the other clusters is less than 0.5 according to Conclusion 1. In summary, all of the elements in the new matrix P is less than 0.5 now, which will result in increasing of the risk of the new scheme. And it is easy to say that the f keeps decreasing monotonically before the first inflexion point and the risk keeps monotonous increasing after the first inflexion point. That is, the curve keeps increasing once the curve over the extremum point, the trend is just as the hypothesis and shown in Fig. 2 . We can represent the conclusion as follows.
Conclusion 2.
For the second case: the curve of the clustering validity evaluation function has only one inflexion point, which is the point corresponding to a right number of clusters; once the function f is less than 0.5, the corresponding right number of clusters is arrived.
Sum up, the algorithm can stop automatically at the extremum point which means the corresponding scheme is the one whose number of clusters is the optimal, considering the clustering validity evaluation function.
Re-description of ACA-DTRS algorithm
According to Conclusion 2 obtained in the above, we can rewrite ACA-DTRS Algorithm 1 as follows, called ACA-DTRS Algorithms 2. The difference is that ACA-DTRS Algorithm 2 is much more efficient than Algorithm 1. The differences in descriptions are mainly in Step 4 to Step 6.
ACA-DTRS Algorithm 2:
Output: the number of clusters K.
Step 4. Set CS v = CS n ; Compute the matrix P(x i , x j ) according to Eq. (10); Compute the matrix f(C h , C g ) according to
Eq. (14).
Step Step 6. Merge the cluster C a and C b ; update the matrix f(C h , C g ); go to Step 5.
Fast and automatic clustering algorithm
Though the above clustering algorithms can obtain a reasonable clustering result, the algorithms are computational since the framework of algorithms are based on agglomerative hierarchical clustering algorithm. The optimal point is arrived gradually with the number of clusters reduced one by one in each iteration. Thus, ACA-DTRS Algorithm 2 is time-consuming since costs of iterations become computationally expensive as n increases.
Fortunately, according to Conclusion 2 obtained in the above proving, we can determine whether the monotonicity of the risk curve changed through estimating the element values in f(C h , C g ) is no more than 0.5. Set f(C p , C q ) Q means the number of clusters is Q for the corresponding matrix f(C p , C q ). Then, we devise a novel fast automatically clustering algorithm using decision-theoretic rough set, called FACA-DTRS Algorithm. The idea of FACA-DTRS Algorithm is to find the extremum point as quickly as possible according to judging whether the maximum in f is no more than 0.5. Firstly, the algorithm calculate the f(C h , C g ) n where the number of clusters is n. Then the conclusion in the literature [26] is used to limit the range of judging numbers at [n, √ n]. Set k 1 corresponding the scheme before arriving the extremum point, and k 2 corresponding the scheme after arriving the extremum point. Usually, we choose the middle one between the range [k 1 , k 2 ] to decide the next judging range.
FACA-DTRS Algorithm:
Step 1. Set the number of the clusters is n, that is to set each object in its own cluster, then get the matrix f(C h , C g ) n . Then find the maximum element in f(C h , C g ) n under the condition h < g, and denote the maximum one as f max . If f max > 0.5, set k 1 = n, go to Step 2; otherwise, it is reasonable that set each object in its own cluster, the number of the cluster should be n, end the algorithm.
Step 2. If k 1 = 2 (it is obviously that k 1 is more than 1), the number of cluster K should be 1, end the algorithm.
Otherwise, to determine the monotonicity of the curve at the √ k 1 point:
, which means the curve keep decreasing, go to Step 2, otherwise, set k 2 = √ k 1 , go to Step 3.
Step 3. If k 2 − k 1 < 2, the number of clusters K should be k 2 , end the algorithm. Otherwise, to determine the monotonicity of curve at the
Actually, for the above algorithm, it does not explain that how to quickly obtain the matrix f(C p , C q ) Q where the corresponding clustering scheme contains Q clusters. Namely, how to get the matrix f(
In other words, the question is how to obtain the f (C h , C g ) Q from the matrix f(C h , C g ) Q , where Q < Q .
During the agglomerative clustering algorithm framework, two classes C i and C j are merged into one new class C q in every iteration. Assume C r is any other class except C i and C j in the clustering scheme CS Q . According to the definition of function f in Eq. (14), we have max(f (C i , C j ), f (C j , C r )) ≥ f (C q , C r ) . In other words, if the merge policy is merging the two classes whose f (C i , C j ) is the maximum one in the f(C h , C g ) Q used in ACA-DTRS Algorithm 2, then after c < k iterations(merging), the f (C i , C j ) will be the kth maximum value in the matrix f(C h , C g ) Q if C i and C j aren't be merged, where h < g. There needs Q − Q times merging(iteration) if the SC Q scheme merged into SC Q scheme under the above merging policy used in ACA-DTRS Algorithm 2. Thus, it inspires us to merge all of the front (Q − Q )th maximum elements corresponding classes.
That is, we merge more classes as possible during one iteration in order to speed up the agglomerative processing.
If the intersection of the classes corresponding the (Q − Q ) maximum elements in f(C h , C g ) Q is not empty, how to merge these classes? For example, assume Q − Q = 5, the 5 maximum elements are
and f (C 5 , C 6 ) in descending order, it seems reasonable that we combine C 1 , C 2 , C 3 and C 4 , and combine C 5 and C 6 .
In a sum, in order to update matrix
we need to do the following steps: (1) Find the Q − Q maximum elements in matrix f(C h , C g ) Q and order them by descending; (2) Merge classes obtained in (1), and update the matrix to f(C h , C g ) P ; (3) if P = Q , then end the processing, otherwise go to (1).
For ACA-DTRS Algorithm 2, since determining the optimal number of clusters needs to merge n times, the ACA-DTRS algorithm is time consuming for n times updating the matrix f(C h , C g ). For FACA-DTRS Algorithm, the times of updating the matrix f(C h , C g ) are n 1/4 at the best case or are n 3/4 at the worst case. In addition, there is no parameter used in advance in the new method proposed in this paper.
Experimental results
In this section, we have carried out a number of experiments on both synthetic and real data sets to highlight various features of the proposed method.
Comparative experiments on clustering validity evaluation
In order to show the clustering validity evaluation function proposed in this paper is valuable, the cluster validity indices such as the Dunn index [23] , the XB index [22] and the COPS index [30] are tested here.
The Dunn index is a typical separation index, the XB index is a representative cluster validity measure for fuzzy clustering, and the COPS index is an index suitable for hard clustering and is also based on the concepts of scattering for clusters (Scat) and separation between clusters (Sep). Similarly, the cluster validity evaluation function Risk(CS t ), proposed in Subsection 3.2, is named the DTRS index from now on.
For the Dunn index and the XB index, the validity computed based on computing extremes, gotten in the beginning agglomerative processing because of the two objects are very similar, might be larger than the validity gotten in the later agglomerative clustering processing. To avoid this happen, the range of the number of clusters is limited between (1,
The four indices are tested under the same framework of hierarchical agglomerative clustering. As usually, the two closest objects, according to the chosen distance, are chosen to merge into a cluster. The Euclidean distance is used to compute the similarity between the object x i and x j in experiments; for the information system I = (U, A, V , F) , the Euclidean distance is calculated by the following formula.
During the agglomerative processing, two clusters which are most similarity to each other are merged. The similarity between two clusters are calculated as follows. IRIS  150  8  12  8  2  3  Wine  178  20  13  4  5  3  Ecoli  336  38  17  4  6  8  Vowel  528  37  22  5  4  11  Letter1(A,B,C)  300  35  15  9  3  3  Letter2(A,F The four cluster validity indices are executed respectively on some data sets from the UCI repository [54] . The experimental results are recorded in Table 1 . Letter1 (A,B,C), Letter2 (A,F,I,Z) and Poker (1) (2) (3) (4) (5) (6) (7) (8) (9) are the subsets from the original corresponding UCI data sets. |U| denotes the numbers of objects. The last column "True Cluster" represents the right number of the clusters of the corresponding data set. "DTRS" means the cluster validity index based on the decision-theoretic rough set model. The columns from the third column to the sixth one record the number of clusters for the corresponding data set calculated by the COPS index, the XB index, the Dunn index, the DTRS index, respectively.
To observe Table 1 , the results from the DTRS index are much better than the results from other indices, namely, the numbers of clusters from the DTRS index on the data sets are much close to the "true" number of clusters. However, for Vowel data set, the results of all indices are not good. Because the feature of Vowel data set are not distinct, the clustering results of the four methods are very different, which also corroborates that to determine the "true" number of clusters is really a hard problem. From Table 1 , we can see that the new clustering validity evaluation function based on the DTRS model is much better than the comparisons, besides there are no manual parameters used any more.
Visualize the clustering results
In order to visualize clustering results, two synthetic data sets are used in this subsection, one is two-dimensional and the other is three-dimensional. Besides, in order to visualize the clustering validity evaluation function defined in Eq. (12), more experiments are done on some real data sets from UCI repository.
The two-dimensional data set X11 is shown in Fig. 3 . It is obviously that there are three distinct clusters. The clustering 10 }}, and it tells us that the number of clusters of the data set X11 is 3; which accords with the fact that there are three clusters in the raw data set. Table 2 records the clustering result and the risk for every agglomerative clustering scheme, from CS 11 to CS 1 , on the data set X11. The CS 3 is the clustering scheme whose risk is the minimal one, thus it is the final clustering result on the X11 according to the method proposed in this paper. Fig. 4 pictures the risk of every agglomerate clustering processing on the data set X11, where the horizontal axis is the number of clusters and the vertical axis is the risk of the clustering scheme. From Fig. 4 , we can see that the corresponding risk is minimal when the number of clusters is 3, which is the inflexion point. In other words, the risk tends to decrease as the number of clusters from 11 decreasing to 3 before the inflexion point, and the risk tends to increase as the number of clusters from 2 decreasing to 1 after the inflexion point. The results is consistent with both the conclusion we get in Section 3 and the fact that there are three clusters in the original data set. Fig. 5 describes a manual three-dimensional data set, named X150, which contains 150 objects assigned to three clusters. Risks of every clustering scheme are depicted in Fig. 6 ; because the number of clusters covers a large range of values, the logarithm scale based on 13 is used for the horizontal axis in order to display the trend near the inflexion point. The experimental results on the data set X150 also show that the proposed method can obtain good clustering result and stop at the right number of clusters.
In addition, more experiments are done to visualize the changing trend of the clustering validity evaluation function
Risk(CS t ).
Figs. 7 and 8 describe the changing trend of risks on data sets Vowel and Letter2 (A,F,I,Z), respectively. In order to display the changing trend close to the inflexion point clearly, part of the curve is given there. That is to say that the result of the number of clusters in Table 1 is from the corresponding horizontal axis of the inflexion point of the curve. Obviously, Figs. 4 and 6-8 have the similar shape with Fig. 2 , which validates the conclusion that the curve tends to decrease firstly and then begins to increase after the inflexion point.
In fact, it is not necessary to calculate the risk of every agglomerative clustering scheme as we have discussed. We test the every iteration here just to visualize the trend of risks is in accord with the conclusion obtained in Section 3; that is, the curve of the clustering validity evaluation function has only one inflexion point, and which is the point corresponding to a right number of clusters.
Comparative experiments on ACA-DTRS and FACA-DTRS algorithms
In order to show FACA-DTRS Algorithm proposed in Section 4 is efficient, some comparison experiments are carried out, and the experimental results are shown in Table 3 .
In Table 3 , the X150 is the 3-D synthetic data set used in Subsection 6.2; the others are from the UCI repository [54] . For the letter data set, which has 26 classes, we choose some classes of the set to denote as Letter1, Letter2 and Letter3. Letter1 includes the objects whose classes are letter A, B or C; Letter2 includes the objects whose classes are letter A, F, I or Z; Letter3 includes the objects whose classes are letter K, L or M. |U|, |C| and |C | are the cardinalities of the universe, the "true" number of clusters, the number of clusters, respectively. Accu is the accuracy obtained by the corresponding algorithm. The CPU computing time, the unit of measurement for time is the "second", are recorded in Table 3 as well.
The frameworks of the hierarchical clustering algorithms based on the COPS index, the XB index and the Dunn index are similar with the framework of Algorithm ACA-DTR based on the DTRS index, and the time costs are also similar. Thus, only ACA-DTRS Algorithm based on the DTRS index is chosen as the contrast algorithm in experiments.
Observing the results, the two algorithms can determine the appropriate number of clusters automatically and have high accuracy in most cases except for the data set Vowel. As we have discussed for Table 1 , because the feature of Vowel data set are not distinct, the accuracies of the two algorithms are less than 80%. For the other data sets, both of the number of clusters obtained by the two algorithms are close to the "true" numbers.
The two algorithms are developed based on the conclusions in Section 3, that is, the extremum point of the curve of risks is related to the optimal number of clusters. Let v be the number of clusters obtained by algorithms. The difference between them is that ACA-DTRS Algorithm needs to computing most of schemes from CS n to CS v+1 until f (C a , C b ) ≤ 0.5; and on the contrary, FACA-DTRS Algorithm tries to find a way to the extremum point v as fast as possible through narrowing the range [k 1 , k 2 ] automatically. In section 5, we have discussed the time complexity for updating the matrix f(C h , C g ), considering the updating operation is the most time consuming in every merging. For FACA-DTRS Algorithm, the times of updating the matrix are n 1/4 at the best case or are n 3/4 at the worst case, while ACA-DTRS Algorithm is time consuming for n times. Thus, in Table 3 , we can see that the CPU time of FACA-DTRS Algorithm is far less than that of ACA-DTRS Algorithm.
Conclusions
The goal of this research is to develop a method for determining the number of clusters automatically. In order to achieve this goal, the decision-theoretic rough set model is generalized to apply to clustering firstly. Based on the extended DTRS model, a new cluster validity evaluation function is proposed to evaluate the quality of a clustering scheme, named the DTRS index; then a curve of the clustering quality with respect to the varying clustering results is constructed and the trend law of the curve is proven in the validation of the algorithm. The conclusions obtained in this paper show that the curve has only one extreme point, which represents the right number of clusters. Naturally, an automatic clustering algorithm using the framework of agglomerative hierarchical clusterings is proposed without manual parameters used any more.
In addition, according to another conclusion obtained, we can devise a fast automatic clustering algorithm based on the proposed DTRS index, called the FACA-DTRS algorithm, which can not only determine the right number of clusters automatically without manual interferences, but also has high efficiency in time complexity. That is, the times of merging in the agglomerative hierarchical clustering algorithm framework reduce from n times to n 1/4 at the best case or n 3/4 at the worst case. The results of comparison experiments highlight the advantages of the proposed method.
In this paper, we have discussed how to determine the number of clusters automatically and efficiently for hard clustering. We will make further efforts to develop a method for soft clustering by exploiting the boundary region in the decisiontheoretic rough set model.
