. Discrimina tion learning with constant CS + /CS -similarity. The mice familiarized with the swimming pool and the general requirements of the task during an initial week of 'pre-training' (phase 1: trials 1-150), and learned that a highly discriminative CS + imag e (CS -was a 50% gray screen) predicted th e location of the platform. During the second and third week of the experiment (phase 2: trials 151-450), the mice learned to make v isual discriminations over the course of acquisition while being exposed to fixed CS + /CS -similarity (SSIM) levels of either SSIM = 1 (A), SSIM = 0 .32 (B) or SSIM = 0.04 (C). Random ch oice behavior depicted by the red dotted line (R 10 00 : binomial distribution, average of n = 1000 'subjects'). Learning is inferred and reflected by the group average of different indices as a function of the training; from top to bottom: correct choice (%), number of errors (%), path length (cm) and escape latency (s) (gray dots). The average learning curves (gray and black continuous lines) are approximated b y a Savitzky-Golay filter (see Methods). As learning progressed, both the length of the swimming path to reach the platform ('path length') and the mean time from the beginning to the end of the trial ('escape latency') decreased asympto tically. Note how correct choices remained at chance level with SSIM = 1, alth ough learning rates in creased with lower SSIM v alues. Number of mice in parentheses. Figure S4 . The interplay between lea rning a nd visual discrimina tion determines the average probability to discriminate. (A) Cumulative probability plots for discrimination choices obtained with the different training regimes (sorted data from Figs 2 and 3) . The overall efficiency of the learning process is reflected as a rapid and larger in crease in the net proportion of correct choices (x-axis). Note how discrimination performance depends on the training regime, as well as on th e sign of the SSIM gradients used during training. Two-sample KolmogorovSmirn ov tests reveal significant differences b etween the distributions in each of the four panels (P < 0.001 for all comparisons), and also indicate that mice trained with SSIM = 1 (black dotted line) do not choose randomly (gray dotted lin e, R 100 0 : bino mial distribution, n = 1000 'subjects'; P < 0.001). (B) Swimming efficiency (y-axis) as a function of training (x-axis) and structural similarity (in color; see Methods). Note the apparent increase in efficiency of mice trained with SSIM = 1, as they learned to employ a side-bias (Fig 6A) , and how, identical SSIM values produced differen t swimming efficiencies depending on the training regime (Color-bar on the right). The attribute vectors from all of the swimming trials (n = 60954) were pooled together and clustered using the first 8 principal components (see Methods). Bar plots depict the center of mass of each cluster, which corresponds to a specific constellation of behavioral attributes.
