This paper deals with model order reduction of parametric partial differential equations (PPDE). We consider the specific setup where the solutions of the PPDE are only observed through a partial observation operator and address the task of finding a good approximation subspace of the solution manifold. We provide and study several tools to tackle this problem. We first identify the best worst-case performance achievable in this setup and propose simple procedures to approximate this optimal solution. We then provide, in a simplified setup, a theoretical analysis relating the achievable reduction performance to the choice of the observation operator and the prior knowledge available on the solution manifold.
INTRODUCTION
Our contribution takes place within the context of model reduction for parametric partial differential equations:
where h belongs to a Hilbert space H and θ ∈ Θ is a parameter. When the solution h(θ) of (1) has to be evaluated for many different values θ ∈ Θ, the computational effort may become prohibitive. To circumvent this issue, model reduction intends to simplify the resolution of (1) by (typically) constraining h to belong to some low-dimensional subspace S. As a matter of fact, the choice of S should be made so that all the elements of the solution manifold M = {h(θ) ∈ H : θ ∈ Θ} are well-approximated by some element of S. Many techniques have been proposed in the literature to identify such subspaces: Taylor [1] or Hermite [2] expansions, proper orthogonal decomposition (POD) [3] , balanced truncation [4] , reduced basis techniques [5] , etc. All the methods mentioned above presuppose some refined knowledge of the solution manifold M. Unfortunately, in practice a refined knowledge of M may not always be available. For example, the set of parameters Θ defining M may sometimes be imperfectly known and the only information the practitioners may really have access to is some larger set Θ relax ⊇ Θ. The question addressed in this paper is therefore as follows: can we still build a "good" approximation subspace if M is imperfectly known but some partial measurements of the latter are available?
Although of clear practical interest, only a few contributions have tackled the problem of model reduction from partial measurements. To the best of our knowledge, the first paper dealing with this question is due to Everson and Sirovich [6] . The authors proposed a methodology, dubbed "Gappy POD", constructing an approximation subspace when only some elements of each solution h(θ) are observed. This approach has been applied with success to e.g., oceanography in [7] or fluid mechanics in [8] [9] [10] . Unfortunately, Gappy POD requires some diversity in the observation operator to work properly: as noted in [9] , this method is doomed to release poor approximation subspaces as soon as some directions of H are never observed. This is for example the case when all the elements of the solution manifold are observed through the same observation operator. In order to circumvent this issue, prior information about M can be included in the reduction process. This approach was recently used in [11, 12] . In [11] , the authors suggested to iteratively enrich the approximation subspace by using "a posteriori" estimates of the elements of M (the term "a posteriori" refers here to the fact that the estimates stem from the combination of partial observations and prior knowledge on M). In [12] , the authors of the present work refined this approach in a Bayesian framework: they proposed to include the uncertainty inherent to the a posteriori estimates in the reduction process. In this paper, we provide a rigorous formulation and justification to this approach in a deterministic framework. We also show that the approach suggested in [11] may be seen, to some extent, as some point-wise approximation of the methodology advocated in this paper.
As suggested by our above discussion, distinct from, but related to model reduction from partial measurements, is the question of deriving a good estimate of some unknown h(θ) by exploiting both a reduced-order model and some collected data. This paradigm has recently been explored in several papers [11, [13] [14] [15] . In [13] , the authors proposed a reduced version of a Kalman filter and showed that the error on the estimate delivered by the latter can be bounded by a function of the data residual. In [11] (resp. [14] ), Maday et al. considered a data assimilation problem from noiseless (resp. noisy) linear observations, where the prior model is defined as a lowdimensional approximation subspace of M. The same setup was discussed by Binev et al. in [15] and extended to priors defined as an intersection of "low-dimensional slices". Some of the theoretical considerations exposed in the present work are built upon the arguments derived in that paper.
The rest of the paper is organized as follows. In Section 3 we lay out the main ingredients defining the paradigm of model reduction from partial measurements. The standard "thermo-block problem" is recast in this context, and provide a guiding illustration all along the paper. The construction of a good approximation subspace from the measurements is then discussed in Sections 4, 5 and 6. In Section 4 we show that the worst-case optimal performance achievable in our partially-informed setup is characterized by the "Kolmogorov width" of some well-defined set. In Section 5, we propose a simple practical scheme to approximate this worstcase optimal performance. Finally, in Section 6 we provide theoretical results relating the achievable reduction performance to the choice of the prior and observation operators. The proofs of these results are exposed in Section 7.
NOTATIONAL CONVENTIONS
Except if otherwise stated, the notational conventions used in this paper are as follows. Italic lowercase boldface letters (as e.g., h, v, w, etc) denote elements of the Hilbert space H. Uppercase italic letters (e.g., S, U , V , W , etc) are used for subspaces of H. Lowercase (e.g., n, x, etc) and uppercase boldface (e.g., X, S, etc) letters respectively stand for vector and matrix notations. Lowercase italic (e.g., a, b, α, β, etc) and uppercase normal (e.g., N, T, etc) letters denote scalars. For matrices and vectors, the superscript T means transposition. The element located at row i and column j of a matrix X is denoted x ij .
The inner product and the induced norm associated to H are denoted by ·, · and · respectively. The space orthogonal to X with respect to the inner product ·, · is written as X ⊥ . The subspace induced by a set
). The distance between an element h ∈ H and a closed subspace S is defined as
and the projection of h onto S as
The notation P S (V ) stands for {P S (h) : h ∈ V }. The operator ⊕ is used to denote the direct sum between two subsets of H, e.g., S ⊕ V = { + v : ∈ S, v ∈ V }. Finally, B = {h ∈ H : h ≤ } is the · -ball of radius . 
PROBLEM SETUP
We consider the problem of constructing a good reducedorder model for (1) when θ ∈ Θ. The most common approach in the literature to address this task relies on the following two steps (see e.g., [16] ): i) find a good approximation subspace S of the solution manifold M = {h(θ) ∈ H : θ ∈ Θ}; ii) solve (a projected version of) (1) by constraining the solution to belong to S. In this paper, we focus on the first step of this procedure, namely the estimation of a good approximation subspace for M. Many procedures have been proposed in the literature to address this problem, see e.g., [1] [2] [3] [4] [5] . Nevertheless, all these procedures presuppose some form of "refined" knowledge of M. For example, it is typically assumed that the solution manifold M can be finely sampled [1] [2] [3] [4] or, at least, that the set of parameters Θ defining M is perfectly known [5] .
In practice such a knowledge may not always be available. For instance, one may often only have access to some rough prior knowledge, say Θ relax , of the set of parameters Θ defining the system of interest. In such situations, learning a good approximation subspace for the true manifold M (defined by (1) with θ ∈ Θ) may nevertheless be of interest for, e.g., control or assimilation purposes. In this paper, we thus address the question of how building a good approximation subspace for M from imperfect information. The present section describes and motivates the considered setup.
Considering the case where we know a set Θ relax such that Θ ⊆ Θ relax , we note that the manifold
obviously obeys M ⊆ M relax . It may thus be tempting to evaluate an approximation subspace for M by using M relax as a surrogate. Unfortunately, such an approach often leads to poor results as illustrated in the following example: Example 1. We consider the standard "thermal-block" problem [17] : the goal is to evaluate the distribution of the temperature on a plate subject to some boundary conditions and for some specific configurations of the plate's heat conductivity. More specifically, the problem is defined by the following set of differential/boundary equations (x ∈ R 2 plays the role of a "spatial" variable, n is a unitary vector normal to the boundary and ∇ is the gradient operator):
where Ω = [0, 1] × [0, 1] and the boundaries Γ i are defined in Fig. 1 . We assume that the heat conductivity coefficient
where I Ωi (x) is the indicator function of Ω i and the subdomains Ω i ⊂ Ω are defined in Fig. 1 . We assume that the target manifold M is defined by the solutions of (the weak formulation of)
Moreover, we suppose that, for some reasons, the practitioner does not have a perfect knowledge of Θ but only knows that
We now illustrate that using M relax (defined as in (2)) to derive a good approximation subspace for M leads to poor results. We proceed by building an approximation subspace for M relax (resp. M) from a set of "snapshots" {h j ∈ M relax } j (resp. {h j ∈ M} j ) uniformly sampled from M relax (resp. M). The greedy procedure used to construct these subspaces is described in Algorithm 1. The experimental setup is presented in more details in Section 5.4. Fig. 2 illustrates the results obtained by constructing the approximation subspace from either {h j ∈ M relax } j or {h j ∈ M} j . The red (resp. blue) plain curve represents the maximum approximation error obtained by projecting the elements of M relax (resp. M) onto the subspaces trained from {h j ∈ M relax } j (resp. {h j ∈ M} j ); the red dashed curve is the maximum projection error achieved when projecting the elements of M onto the subspaces learned from {h j ∈ M relax } j .
We can make the following comments about these results. First, M and M relax seem to have quite different intrinsic dimensionalities since the projection error for M (blue plain curve) decays much faster than for M relax (red plain curve). As a consequence, subspaces optimized to achieve a low projection error for M relax may lead to poor approximation performance when applied to the elements of M. This is illustrated by the behavior of the red dashed curve in Maximum approximation error obtained with subspaceŜ computed from different sets of training samples. The plain red (blue) curve represents max h∈M relax dist(h,Ŝ) (resp. max h∈M dist(h,Ŝ)) whenŜ is learned from {hj ∈ M relax } j (resp. {hj ∈ M} j ). The dashed red curve represents max h∈M dist(h,Ŝ) whenŜ is trained from {hj ∈ M relax } j .
exhibits a very slow rate of decay as a function of the dimensionality of the approximation subspace.
Despite a lack of precise knowledge of M, in some situations, one may have access to partial measurements of the elements of M. Here, the term "partial" refers to the fact that the measurements do not provide enough information to univocally recover M (i.e., the measurement operator cannot be inverted). In the scenario described in Example 1, such measurements can for example be obtained via probes measuring the temperature of the plate at some positions or by infrared cameras capturing a low-resolution image of the temperature distribution.
The main question addressed in this paper is as follows: can we take benefit from these partial measurements to (complement our prior knowledge and) compute a good approximation subspace for M? In order to provide a precise answer to this question, we will assume in the rest of this paper that we have the following two ingredients at our disposal: i) a prior manifold M prior , which collects all the knowledge we have "a priori" about M. The only constraint we impose on M prior is to be such that
i.e., the prior manifold must include all the elements of the target manifold M.
ii) a set of partial observations of M: we assume that we collect, ∀h ∈ M, a set of noiseless linear measurements:
where
is an orthonormal basis (ONB) of some subspace W .
In practice, the prior information typically derives from some physical considerations and/or constraints we may have about the system under study. We note that identifying a set Θ relax ⊇ Θ and setting M prior = M relax , where M relax is defined as in (2), constitutes one valid choice to satisfy (5) . But more generally, the framework described hereafter is valid for any construction of M prior satisfying (5) . From a practical point of view, some choices of M prior may nevertheless lead to more favorable implementations than others. In particular, we will see in Section 5 that choosing M prior as
for some n j -dimensional subspaces V j , some positive scalarŝ j and integer L, leads to an easy evaluation of (an approximated version of) the worst-case optimal approximation subspace. We note that this type of prior can often be easily obtained in practice. For example, if the practitioner knows some set Θ relax ⊇ Θ as in Example 1, constructing a reducedorder model for M relax defined as in (2) via e.g., reducedbasis techniques [5] leads to a sequence of subspaces
and scalarsˆ
such that
Since M ⊆ M relax , one can thus construct a prior of the form (7) satisfying (5), from any combination of the subspaces (8) and scalars (9) . The nature of the observations available in practice depends on the experimental setup. In this work, we make the assumption that the measurements can be seen as the outputs of a noiseless linear operator. The noisy setting is not considered hereafter and left for future work. We note that if m = dim(H), the observation operator can be inverted to exactly recover the elements of M, leading us back to the standard setup. In the sequel, we will thus assume that m < dim(H), so that some ambiguity on h subsists upon the observation of { w j , h } m j=1 . In the rest of the paper, we address the following questions: i) what is the best performance which can be achieved by combining the information provided by the prior manifold M prior and the collected observations { w j , h } m j=1 h∈M ? ii) can we characterize this ideal performance as a function of the choice of the prior manifold M prior and the measurement subspace W ? iii) how to compute a good approximation subspace from M prior and {{ w j , h } m j=1 } h∈M in practice? The first two questions are answered in Sections 4 and 6, respectively; the last question is tackled in Section 5. More precisely, we show in Section 4 that the best worst-case approximation error achievable in our partially-informed setup is given by the "Kolmogorov ith-width" of
In Section 6, we then derive an upper bound on the Kolmogorov ith-width of M post in the particular case where
for some n-dimensional subspace V and positive scalarˆ . We show that the evolution of this bound is directly related to the singular values of the projection matrix between the subspaces V and W . Finally in Section 5, we propose a practical scheme to compute an approximation of the worst-case optimal subspace defined in Section 4. Our theoretical derivations and practical implementations are illustrated on the "thermoblock problem" introduced in Example 1 all along the paper.
WORST-CASE OPTIMAL MODEL REDUCTION
In this section, we tackle the problem of finding a good approximation subspace from a worst-case perspective. In Section 4.1, we first discuss the nature of the information provided by the prior manifold and the collected observations, and identify the set of manifolds compatible with the latter. In Section 4.2, we then characterize the best worst-case performance achievable in our partially-informed setup.
Feasible and Posterior Manifolds
The prior manifold and the partial measurements provide some valuable information about the unknown manifold M since they both define a set of constraints (discussed below) which are known to be satisfied by the latter. However, M is usually not the only manifold verifying these constraints. In the sequel, we will denote the set of manifolds satisfying the constraints imposed by M prior and the partial measurements {{ w j , h } m j=1 } h∈M as Ξ feas ; the elements of Ξ feas will be referred to as "feasible" manifolds.
In the rest of this subsection, we give a precise characterization of Ξ feas and emphasize that the largest 1 element of this set is defined by
This observation will turn out to be crucial in the next subsection to characterize the worst-case optimal approximation subspace. Let us first discuss the constraints defining Ξ feas . First, it is clear that any manifoldM compatible with our prior assumption (5) should be such that
Secondly, a manifoldM in adequation with the received observations should reproduce exactly the same set of measurements as those obtained from M when measured with the same observation operator. More specifically, any manifold M compatible with the received observations should be such that
We thus define the set of feasible manifolds as (12) and (13) hold .
In other words, Ξ feas represents the set of manifolds which are compatible with both our prior assumption (5) and the set of collected observations. It is obvious from (14) that M ∈ Ξ feas . We now prove the following lemma:
Proof: We first show that
are necessary conditions forM ∈ Ξ feas and, (15) together with
is a sufficient condition forM ∈ Ξ feas . The proof of the main result will derive straightforwardly from these conditions. The necessity ofM ⊆ M prior is obvious from the definition of Ξ feas . The necessity ofM ⊆ ∪ h∈M H h can be shown as follows. First, note that the set of elements of H leading to a given set of observations { w j , h } m j=1 is an affine subspace defined as
, and therefore (13) cannot be satisfied. The necessity ofM ⊆ ∪ h∈M H h is thus obtained by contraposition.
We now show that (15)- (16) is sufficient forM ∈ Ξ feas . Since the first condition in (15) is similar to (12), we only need to show that (15)- (16) implies (13) . First, from our previous discussion, we have thatM ⊆ ∪ h∈M H h implies that
Moreover, if M ⊆M holds then we also have
Combining the last two inclusions, we obtain (13) .
We finally prove the statement of Lemma 1 by exploiting the necessary and sufficient conditions defined above. Since anyM ∈ Ξ feas must satisfy (15), we havẽ
It thus remains to show that M post ∈ Ξ feas . Now, M post verifies (15) by definition. Moreover, (16) also holds because M is included in both M prior and ∪ h∈M H h . Hence, M post ∈ Ξ feas by virtue of the sufficiency of (15)- (16).
M post summarizes the uncertainty about the unknown manifold M by gathering the information provided by the prior model and the partial measurements. In particular, it is the smallest subset of H containing all the manifolds compatible with the prior constraint (5) and the received observations. In the sequel, we will thus refer to M post as the "posterior" manifold because of its analogy with the posterior probabilities defined in a Bayesian framework: both characterize the uncertainty remaining on some quantity of interest upon the combination of some prior and observation models [18] .
Worst-case Optimal Model Reduction
In the model-reduction literature, an ideal figure of merit to assess the reducibility of a manifold M is its "Kolmogorov ith-width":
It is clear from its definition that κ i (M) provides the best worst-case error achievable by any approximation subspace of dimension i. If the infimum of (17) can be attained 2 , a worst-case optimal approximation subspace is thus given by
The resolution of this problem obviously entails the knowledge of the manifold to reduce, i.e., M. In the setup considered in this paper, which presupposes that M is unknown, computing an approximation subspace according to (18) is therefore not possible. Nevertheless, as discussed in the previous subsection, the presence of prior information and partial measurements on the unknown manifold M reduces the uncertainty about its localization in H. More specifically, any manifold compatible with the prior information and the received observations must belong the feasible set Ξ feas . A sensible approach, followed hereafter, then consists in including this information within the worst-case criterion used to evaluate the approximation subspace. More precisely, we suggest to compute the approximation subspace as the solution of
Problem (19) is tantamount to finding the approximation subspace minimizing the maximum approximation error over all the feasible manifolds. We note that since the posterior manifold M post defined in (11) is the largest element of Ξ feas (see Lemma 1), (19) can also be rewritten as
By definition of S post i
and since M ⊆ M post , we have
that is, the worst-case approximation error obtained by evaluating an approximation subspace for M from (20) is upper bounded by the Kolmogorov ith-with of M post . On the other hand, from (17) we clearly have
In the partially-informed setup considered in this paper, the optimal reduction performance is thus lower bounded by κ i (M) upper bounded by κ i (M post ). These two bounds are tight by definition. The gap between κ i (M) and κ i (M post ) "materializes" the loss of reducibility which can occur (in the worst case) by working in a partially-informed setting rather than a perfectly-informed one.
To conclude this section, let us note that
since M post ⊆ M prior . Now, κ i (M prior ) characterizes the best achievable worst-case performance when the prior constraint (5) is the only information available to the practitioner init:Ŝ = 0 while Stopping criterion is not satisfied do
SetŜ =Ŝ ⊕ span (h) end while ouput:Ŝ (i.e., there are no observations). More precisely we have
As expected, from a worst-case perspective, there is thus always a gain in exploiting the received observations on top of the prior information; the gain brought by the former is characterized by the gap between κ i (M post ) and κ i (M prior ). In Section 6, we will discuss more specifically the connections between κ i (M), κ i (M post ) and κ i (M prior ) in some simplified setups.
PRACTICAL IMPLEMENTATION: GREEDY PROCEDURE AND SAMPLING SCHEMES
Solving (20) is typically an intractable problem. Suboptimal approaches have therefore to be considered to find good approximated solutions. Interestingly, since (20) shares exactly the same structure as (18) (with the difference that the supremum is taken over M post rather than M), one can take benefit from the numerous suboptimal techniques which have been proposed in the standard setup to tackle our partiallyinformed problem. In the sequel, we will focus more specifically on a "greedy" procedure, first proposed in [20] . The overall procedure is described in Algorithm 1. The stopping criterion mentioned in the procedure may be for example the dimension of the approximation subspace or some accuracy requirements.
The algorithm presupposes that a set of elements of the manifold to reduce (commonly referred to as "snapshots" in the literature), say {h j } Nsnap j=1 , is available. At each iteration, the procedure increases the dimension of the approximation subspace, by including (one of) the snapshots leading to the largest projection error. The performance of the greedy algorithm thus depends on the choice of {h j } Nsnap j=1 . A sensible choice, that we will follow hereafter, consists in sampling M post uniformly at random. We note that
and therefore a uniform sampling of M post can be achieved by sampling M prior ∩ H h uniformly ∀h ∈ M.
The structure of M prior ∩ H h depends on the choice of M prior . In what follows, we will consider a priori manifolds taking the form of intersections of low-dimensional slices, see (7) . This choice is motivated as follows. First, as mentioned previously (see Section 3), such manifolds are quite easy to obtain by applying standard reduced-order model techniques. Moreover, we will next show that there exist simple schemes to uniformly sample from M post for these specific choices of M prior .
Our sampling scheme is described in Section 5.2. It relies on the derivations of Binev et al. showing that M prior ∩ H h is a high-dimensional ellipsoid with orthogonal principal axes when M prior is defined as in (10), see [15, section 2.4] . In section 5.1, we first introduce some material and notations needed to properly characterize this ellipsoid. In Section 5.3, we make some connections between the proposed procedure and some other approaches based on point estimates of the elements of M. Finally, in Section 5.4, we illustrate the performance of the proposed scheme on the thermo-block problem introduced in Example 1.
Definition of Favorable Bases
Let W be the observation subspace defined in Section 3 and V be the subspace characterizing the low-dimensional slice in (10) . Let G ∈ R m×n be the matrix representation of the projector P W from V to W in some (arbitrary) ONBs {w j } m j=1
and {v j } n j=1 , i.e.,
We define new ONBs w * j m j=1
for W and v * j n j=1
for V as
where x ij and z ij are the coefficients of the matrices appearing in the singular value decomposition of G = XSZ T : X ∈ R m×m and Z ∈ R n×n are orthogonal matrices; S ∈ R m×n is rectangular diagonal. Clearly, from the definition of {w
, we have
In the sequel, we will use the shorthand notation λ j to refer the jth diagonal elements of S, that is {λ j } min(m,n) j=1
represents the set of singular values of G. The singular values are assumed to be sorted in a decreasing order of magnitude, i.e.,
The first inequality follows from the fact that G is the matrix representation of a projection operator: we thus necessarily have that λ j ≤ 1. Moreover, if λ j = 1, we must have w * j = v * j .
We define the following short-hand notations that will be useful in the rest of the paper:
From an operational point of view, p represents the number of dimensions of V which are included in W , that is p = dim(W ∩ V ). Moreover, n − q corresponds to the number of dimensions of V which are orthogonal to W , that is n − q = dim W ⊥ ∩ V . In a nutshell, q thus represents the number of measurements (out of m) providing information about the position of the measured points in V .
Finally, we introduce the following notation that will be useful in the characterization of M prior ∩ H h in the next section:
for j = p + 1, . . . , q. Interestingly, as shown in Appendix A.1, the family of vectors
, are mutually orthogonal and orthogonal to the subspace V ⊥ ∩ W ⊥ .
Sampling Strategies
We now expose our strategies to sample uniformly M prior ∩ H h with M prior defined as in (7). We first consider the case where L = 1, that is M prior is defined as in (10) . As mentioned previously, M prior ∩ H h then takes the form of a high-dimensional ellipsoid with orthogonal principal axes. More specifically, Binev et al. [15, section 2.4] (see also Appendix A.2) showed that the elements of M prior ∩ H h can be characterized as follows: h ∈ M prior ∩ H h if and only if h can be written as
, w * j m j=1
as in Section 5.1
Evaluate w * j , h for j = 1, . .
Clearly, the two first terms in (25) defines the center of ellipsoid. Moreover, from our final remark in Section 5.1,
belong to the principal axes of the ellipsoid. From the constraints (26), it is then clear that the maximum deviation from the center occurs in the direction φ q and is equal to λ
Exploiting (25) and (26), one can sample uniformly M prior ∩ H h by using the procedure described in Algorithm 2. It can easily be seen that any h i generated by this procedure belongs to M prior ∩ H h by construction. The first four steps only involve straightforward sampling operations. The fifth operation can be carried out efficiently by noticing that
can then be drawn uniformly at random by randomly choosing an element h of H and setting
⊥ (h). In the case where M prior is defined as in (7), M prior ∩H h does usually not have any "desirable" structure. We note however that the intersection between H h and each of the L lowdimensional slices defining M prior (taken separately) forms an ellipsoid. We thus propose the "acceptation-rejection" strategy described in Algorithm 3. We consider as a reference ellipsoid, the ellipsoid defined by the intersection of H h and the j * th low-dimensional slice defining M prior , j * ∈ {1, . . . , L}. We then draw an element from this ellipsoid uniformly at random by using the procedure described
by using the procedure described in the inner loop of Algorithm 2. 2) Acceptation-Rejection:
in Algorithm 2. This element, say h i , is added to the set of snapshots if it verifies all the constraints defining M prior , i.e., P Vj (h i ) ≤ˆ j for all j ∈ {1, . . . , L} and rejected otherwise.
Reduction based on Point Estimates
An alternative approach to build a reduced-order model from partial observations relies on point estimates of the elements of M, see e.g., [14] . More specifically, for each h ∈ M, one can compute a point estimateĥ by combining the partial observations { w i , h } m i=1 and some prior information. Then, an approximation subspace for M can be constructed by considering the manifold of all the point estimates, i.e.,M {ĥ} h∈M , as a good surrogate for M. This procedure is summarized in Algorithm 4. 3 We make below a connection between this approach and the material presented in the previous sections. In particular, we emphasize why such point-estimate procedures may fail in providing reliable results in some situations.
There are many choices to compute an estimateĥ from the partial measurements { w j , h } m j=1 and the prior information M prior . Let us consider the following particular option:ĥ
From the worst-case perspective pursued in this paper, (27) seems indeed to be a sensible choice sinceĥ minimizes the
Algorithm 4 Approximation Subspace from Point Estimates
end for Apply Algorithm 1 with {ĥ} h∈M as input to deriveŜ point ouput:Ŝ point worst-case error over all the elements of H compatible with the received observations and the prior constraints (namely
The solution of (27) has recently received some attention in several papers [11, 15] . When M prior is defined as the intersection of low-dimensional slices (7), the authors of [15] showed thatĥ corresponds to some specific point of M prior ∩ H h (namely the center of the Chebyshev ball of M prior ∩ H h ). 4 In particular, when L = 1,ĥ takes the following simple form
i.e., exactly corresponds to the center of the ellipsoid M prior ∩ H h defined in (25)-(26). 5 From the perspective of our sampling strategies described in Section 5.2, building an approximation subspace from the point estimates {ĥ} h∈M is then tantamount to sampling one (specific) point of each ellipsoid M prior ∩ H h . This is in constrast with the sampling strategies described in Algorithms 2 and 3 where N samples points of M prior ∩ H h are drawn uniformly at random. We may thus expect the point-estimate procedure to lead to performance close to the optimal worst-case solution (20) when all the points of M prior ∩ H h are concentrated aroundĥ. When L = 1, this will for example be the case whenˆ is small and λ i 1 for all i = 1, . . . , n ≤ m. On the other hand, when λ i 0 for some i, it is easy to see from (25) that the ellipsoid M prior ∩ H h will be very elongated along some directions. In such a case, the center of the ellipsoidĥ may be a poor representative of the elements of M prior ∩ H h and, as a consequence, the approximation subspace computed from {ĥ} h∈M may significantly differ from the optimal solution (20) . We will illustrate this behavior in our numerical simulations in the next section. 4 In fact, as emphasized in [15, Remark 2.4],ĥ ∈ M prior ∩ H h as soon as M prior ∩ H h is a bounded, closed, convex set. 5 When q < n, the ellipsoid M prior ∩ H h is degenerated along the directions {v j } n j=q+1 . In such a case, the center of the ellipsoid is loosely defined, and so isĥ. The expression given in (28) makes nevertheless sense by continuity arguments. More specifically, (28) is the limit of
when λ j → 0 for all j = q, . . . , n.
Illustration on the Thermal-block Problem
We illustrate the performance of the proposed reduction procedures on the thermal-block problem introduced in Example 1. We consider the weak formulation of (3) and approximate its solution via a finite-element method [21] . The resolution mesh is chosen fine enough so that the error between the solution of (the weak formulation of) (3) and the solution of the finite-element method can be neglected. The discretized system has a dimension equal to dim(H) = 2113. The solution of the discretized system is computed via the Matlab R toolbox "redbKIT" available at http://redbkit.github.io/redbKIT.
For the sake of running numerical simulations, we also consider a discretized version of the solution manifold M. More specifically, we suppose that the set of parameters Θ takes the following discretized form:
where θ min = 0.1, θ step = 0.1, T = 20.
We consider an a priori manifold M prior of the form (7). The construction of the subspaces defining the latter is based on a discretized version of M relax . More precisely, we define M relax as in (2) with
appearing in (7) are then derived from M relax as follows. Let S 1 ⊂ . . . ⊂Ŝ n be the approximation subspaces released during the first n ≥ L iterations of Algorithm 1, when applied to the elements of M relax . We set
We clearly have that
so that our working hypothesis (5) is satisfied. The ONB defining the observation subspace W is chosen uniformly at random. For the construction of M post , we draw N samples = 15 elements uniformly at random from M prior ∩ H h for each h ∈ M by using the procedures described in Algorithms 2 and 3. In step 4 of Algorithm 2 we approximate the uniform sampling of {d j } n q+1 over R n−q by a uniform drawing over [−10, 10] n−q . Fig. 3 represents the maximum projection error obtained by projecting the element of M onto different approximation subspaces. This figure thus illustrates the actual reduction performance obtained by different approximation methods. On the other hand, Fig. 4 represents the maximum error obtained by projecting the element of M post onto the same approximation subspaces. Since M post is the largest manifold compatible with the prior constraint (5) and the received observations (see Lemma 1), the curves in Fig. 4 thus provide the worst performance attainable over the set of feasible manifolds. The approximation subspaces considered in these two figures are obtained by applying Algorithm 1 on:
• the true manifold M (blue curve).
• the relaxed manifold M relax (red curve).
• the posterior manifold M post defined from a prior made up of either a single (L = 1) or an intersection (L = 20) of "low-dimensional slices" (respectively plain and dashed magenta curves). These curves thus represent the performance achievable by (approximatively) solving the worst-case optimal problem (20) .
• the point-estimate manifoldM {ĥ} h∈M , whereĥ is the solution of (27) with a prior made up of either one (L = 1) or an intersection (L = 20) of "lowdimensional slices" (respectively plain and dashed cyan curves). In the former case, the solution is given by (28). In the second case, (27) does not have any simple analytical solution and we approximate it by its arithmetic average taken over N samples samples drawn uniformly from M prior ∩ H h .
Regarding Fig. 4 , we note that the definition of M post depends on the choice of M prior . The two curves labelled "multi" (dashed magenta and cyan) have been computed by using the definition of M post based on a prior defined as an intersection of L = 20 low-dimensional slices. The other curves have been evaluated by considering the posterior manifold in the case where L = 1.
The blue curve in Fig. 3 corresponds to the performance which can be attained if one has access to the true solution manifold M, the red curve to that obtained by exploiting M relax (these two curves are actually the same as those represented in our introductory example in Fig. 2) . The other curves illustrate the performance obtained by exploiting partial observations in the reduction process. It can be seen that the presence of partial observations leads to some improvement in terms of approximation performance: the methods based on the point-estimate and posterior manifolds allow for a decrease of the projection error for (at least) some dimensions of the approximation subspaces. A noticeable exception concerns the approximation subspaces computed from the point estimates based on a single "low-dimensional slice" prior (L = 1) when m = 25, n = 45. This case corresponds to the critical scenario discussed in Section 5.3: when m = 25, n = 45, the ellispoid M prior ∩ H h is degenerated along n − m = 20 directions; the point estimate (28) may thus be a poor representative of M prior ∩ H h and the corresponding approximation subspace may deviate substantially from the ideal worst-case solution (20) . The same behavior can be observed for the point estimates exploiting prior made up of an intersection of "low-dimensional slices", albeit to a lesser extent.
Regarding the performance achieved by the subspaces computed from the posterior manifold M post , the choice of the prior manifold seems to play a crucial role in the minimal projection error which can be attained. In particular, the smaller the widthˆ L , the lower the minimal projection error. The number of observations seems to only have an impact on the minimum subspace dimension required to reach this lower floor. For example, the minimal projection error achievable for n = 25 is roughly 10 −2 irrespective of the number of observations, whereas an error as low as 10 −4 can be obtained by setting n = 45. In the latter case we note, as far as the case L = 1 is concerned, that an approximation subspace of dimension 25 is needed to attain this lower floor when m = 25 whereas a subspace of dimension ∼ 10 is only required to reach roughly the same performance when m = 45. In the next section, we will provide a theoretical explanation of these observations. Fig. 4 gives a representation of the worst-case performance which, given the prior M prior and the received observations, may occur for the approximation subspaces computed according to the different methods mentioned above. We note that since M ⊆ M post , we have
for any approximation subspaceŜ i . Hence, the curves in Fig. 4 constitute upper bounds on those represented in Fig. 3 . Interestingly, since these bounds only depend on M post , they can always be computed in practice, even if the true solution manifold M is not available.
Quite logically, the best worst-case performance are obtained by the subspaces optimizing the worst projection error over the elements of M post (i.e., the plain and dashed magenta curves). Interestingly, the subspace computed from the true solution manifold M leads to poor worst-case performance, showing that the information contained in the true and the posterior manifolds is quite different. We also observe, in some situations, a clear deviation between the performance attained by the subspaces computed from M post and those deriving from the point estimates. As observed previously, this deviation is the more critical for m = 25, n = 45 but is also observable in the other configurations. As far as our simulation setup is concerned, it can be seen that a deviation in Fig. 4 also correspond to a degradation of the reduction performance of the true manifold in Fig. 3 . This seems to indicate that accounting for the uncertainty about the true manifold in the reduction process is beneficial in terms of approximation performance.
THEORETICAL ANALYSIS
In this section, we provide a theoretical analysis of the reduction performance achievable within our partially-informed framework. We consider the following simplified scenario:
for some subspaces U ⊆ V , with dim(U ) = k, dim(V ) = n and some scalars ,ˆ ≥ 0. In words, we assume that the unknown manifold M is contained in the intersection of two low-dimensional slices but only one of them (namely M prior ) is known a priori. This scenario thus corresponds to the particular case where M prior is defined as in (10). Our goal is to relate the reduction performance obtained by the worst-case optimal approximation subspace S post i , defined in (20) , to the values of k, n, ,ˆ and the choices of V , W . We show below that the latter is closely related to the singular values {λ j } min(m,n) j=1 of the Gram matrix G defined in Section 5.1.
In order to state our result, we first need to introduce some notations. First, let us remind the following notations, introduced in Section 5.1:
As mentioned previously, the operational meaning of these variables is as follows: p represents the number of dimensions of V which are included in W , that is p = dim(W ∩ V ); n − q corresponds to the number of dimensions of V which are orthogonal to W , that is n − q = dim W ⊥ ∩ V . In a nutshell, q thus represents the number of measurements (out of m) providing information about the position of points in V .
We also introduce the following new variable k * min(n, k + n − q), and the sequencesκ i andκ i :
We are now ready to state the following result, whose proof is postponed to Section 7: Theorem 1. If M and M prior verify (29)-(30), then the following inequality holds:
Interestingly, the upper boundsκ i andκ i appearing in Theorem 1 only depends on a set of simple parameters defining the partially-informed reduction problem, namely k, n, , and the singular values of the Gram matrix G, characterizing the interplay between the prior and observation subspaces, V and W . This few number of parameters enables an easier understanding of the performance achievable by the worstcase reduction methodology presented in Sections 4 and 5. Let us recall that the largest projection error induced by the optimal approximation subspace S post i is bounded by the Kolmogorov ith-width κ i (M post ), see (21) . The upper bound in Theorem 1 thus also defines an upper limit on the projection error made by reducing the true, unknown, manifold M in the worst-case optimal subspace S post i . In order to ease the discussion of the result stated in Theorem 1, let us suppose that
where Σ is defined in (30). If is small, (33) is tantamount to assuming that M has an "intrinsic dimensionality" equal to k, i.e., the elements of M have infinite degrees of freedom in a k-dimensional subspace U but can only deviate from the latter by a small amount in all the other directions. The result stated in Theorem 1 can then be discussed in light of the following comments. First, the Kolmogorov ithwidth of M takes a very simple form under hypothesis (33), i.e.,
The latter provides the best performance which can be achieved by any reduction procedure. In particular, we recall 6 We remind the reader that the singular values {λ j } min(m,n) j=1
are assumed to be sorted in a decreasing order of magnitude. 7 We note that satisfying (29) then requires ≤ˆ .
On the other hand, we have from (21) and (23) that
As discussed in Section 4.2, κ i (M prior ) is the best-achievable worst-case performance when only M prior (but no partial observations) is taken into account in the construction of the approximation subspace. Under assumption (30), the Kolmogorov ith-width of M prior takes again a very simple form, i.e.,
The gap between κ i (M) and κ i (M prior ) represents the potential improvement which can be obtained by the presence of observations. Theorem 1 provides an upper bound on the minimal improvement which can be attained by considering S post i
as an approximation subspace. In the simple setup considered here, this improvement can be discussed at two different levels:
• The transition from an infinite to a finite approximation error: we ideally wish to obtain a finite projection error for an approximation subspace whose dimension is as close as possible to k;
• The approximation error for large dimensions of the approximation subspace: when the size of the approximation subspace increases, we ideally wish to attain a projection error as small as possible.
Obviously, achieving a finite projection error when reducing the solution manifold M (resp. prior manifold M prior ) requires to consider approximation subspaces of dimensionalities greater or equal to k (resp. n). On the other hand, we see from the definitions ofκ i andκ i that the approximation subspace S post i enables to attain a finite projection error as soon as its dimension is greater or equal to min(k
. By definition, k * is always greater or equal to k but smaller or equal to n.
The number k + dim W ⊥ corresponds to the "intrinsic dimensionality" of M (that is dim(U ) = k) plus the number of dimensions of H which are not measured through our observation operator (that is dim W ⊥ ). The number k * min(n, k + n − q) has also an easy interpretation. The first term in the minimum corresponds to the number of directions in which we have a priori an infinite uncertainty about the position of M, that is dim(V ) = n. The second term is equal to the intrinsic dimensionality of M (that is dim(U ) = k) plus the number of components of the prior subspace V which cannot be measured via our observation operator (that is n − q).
The "non-observability" of some directions of V means that if some elements of M has nonzero components in these particular directions, the collected observations provide no information about their magnitudes. When k * = k + n − q, the terms "k" and "n − q" thus have different meanings: k is the number of directions along which the elements of M do have a large variation whereas n−q represents the number of directions along which, given the received observations, M could have a large variation.
We note that k + dim W ⊥ ≤ k * only if the number of collected observations is large as compared to the dimension of H. In particular, if dim(H) = ∞, we have dim W ⊥ = ∞ so that the transition from infinite to finite approximation error always occurs at k * . Moreover, we have k * < n as soon as k < q, that is when the number of observable components of V is larger than the intrinsic dimensionality of M. In particular, in the case dim(H) = ∞, a finite approximation error occurs at k * = k when q = n, that is all the components of V are observed.
Let us now discuss the projection error which can be attained for approximation subspaces of "sufficient" dimensionalities. From (34)- (35), we note that the best achievable performance is lower bounded by . This projection error can be attained for i ≥ k + dim W ⊥ as suggested by Theorem 1 and the behavior ofκ i in (32). Nevertheless, as mentioned previously, dim W ⊥ can be very large when the number of collected observations is small as compared to the dimension of the ambient space H. In particular, when dim(H) = ∞, the transition ofκ i to never occurs.
In such a case, as suggested by Theorem 1, the behavior of κ i (M post ) is upper bounded byκ i . For large values of i, we can see thatκ i converges toˆ . Hence, as far as the number of observations is small with respect to the dimension of H, the best projection error which can be achieved for approximation subspaces of "moderate" dimensions seems to be related to the width of the prior manifold M prior . On the other hand, the rate at which the projection error tends toˆ is connected to the conditioning of G. Indeed, we see from (31) thatκ i behaves like ( +ˆ ) λ
1. In such cases, we may thus hope to attain an approximation error close toˆ for i < n, hence improving over the best performance achievable from the prior model, i.e., (37).
We remind the reader that the Gram matrix G (and thus its singular values {λ j } min(m,n) j=1 ) characterizes the interplay between the prior and observation subspaces, V and W . In particular, some of the singular values λ j will be close to one (resp. zero) if some directions of V are almost included in (resp. orthogonal to) W . For example, if V ⊆ W , we obtain p = q = n and λ j = 1 j = 1, . . . , n, so thatκ i =ˆ + ˆ for i ≥ k when ˆ . On the other extreme, assuming that W is orthogonal to V leads to
so that p = q = 0 and k * = n. In such a case, the performance cannot be improved over that obtained by exploiting the prior manifold M prior only.
Let us now revisit the empirical results presented in Fig. 3 and 4 in the light of Theorem 1. First, let us make the connection between our simulation setup and the parameters definingκ i andκ i . From the blue plain curve in Fig. 3 , it can be seen that M is included in a low dimensional slice of dimension k = 4 and width ∼ 10 −5 . As far as the case L = 1 was concerned, we considered two different dimensions for the subspace V , that is n = 25 or n = 45. These two choices led toˆ ∼ 10 −2 andˆ ∼ 10 −4 , respectively. The observation subspace W was drawn uniformly at random, so that the situation p = 0 and q = min(m, n) occurs almost surely in our simulations; in this case, k * takes the simple form k * = k + n − min(m, n). We considered a number of observations equal to either m = 25 or m = 45.
For these choices of parameters and for the dimensions of the approximation subspaces considered in our simulation (that is i = 1, . . . , 50), the boundκ i prevails in Theorem 1.
Although Theorem 1 only provides an upper bound on κ i (M post ), the empirical performance presented in Fig. 4 seems to be in good accordance with the latter. First, we can notice that the performance achieved by the worst-case approximation subspace S post i (plain magenta curve) saturates atˆ for large i. As predicted by Theorem 1, the number of observations does not have an effect on this error floor but rather impacts the speed at which the latter is reached. For example, when n = 45, a projection error of ∼ 10 −4 can be obtained for i 10 if m = 45 whereas i 25 is required if m = 25. This is because, increasing the number of observations usually improves the behavior of the singular values of G. The same phenomenon can also be observed, although to a lesser extent, in the case n = 25.
Theorem 1 also gives good insights into the range of dimensions in which small approximation errors can be attained. Of particular interest for us is the case where m = 25, n = 45 for which k * = k + n − m = k + 20 (k * = k in all the other cases); n − m = 20 corresponds to the number of dimensions of V which are not observed. In practice, we can therefore not expect to have a small (worst-case) projection error if i ≤ 20. This is what we observe 8 in Fig. 4 .
PROOF OF THEOREM 1
In this section, we provide the main steps of the proof of Theorem 1 (the technical details are postponed to the appendices). The simple observation underlying the proof is as follows: for anyM post such that M post ⊆M post and ∀S i with dim(S i ) = i, we have
The result stated in Theorem 1 then follows from (38) and some specific choices forM post and S i . These choices are described in Sections 7.1 and 7.2.
Definition ofM post
We give hereafter three possible choices forM post that will be exploited in our proof in Section 7.2. First, we have by definition
so thatM post = M prior is a valid choice. Moreover, since we assume that M ⊆ Σ, we also have
The right-hand sides of (40)-(41) thus constitute two other possible choices forM post . We give hereafter a precise mathematical characterization of ∪ h∈Σ (M prior ∩ H h ).We have (see Appendix A)
is a linear subspace and E is an ellipsoid defined as follows: h ∈ E if and only if h can be written as
is an (arbitrary) ONB of W ⊥ ∩ V ⊥ , and the coefficients a j , b j , c j obey the following constraints: We first note that
where ∪ h∈U H h is a subspace of dimension at most equal to
We note that the dimension of the subspaceÛ defined in (43) is at most equal to min(n,
We note that 
We follow the same reasoning for i = k * +q−p, . . . , k * + q − 1. We set
where R is some arbitrary (i − (k (46), we have for any h ∈ M prior ∩ ∪ h∈Σ H h : 
We note that since λ j = 1 for j = 1, . . . , p, the upper bounds stated in (51) and (52) can be jointly rewritten as 
for i = k * , . . . , k * + q − 1. 
In order to obtain the tightest bound on κ i (M post ),κ i must be equal to the minimum of (49) and (53) for each index i at which both bounds are defined. Since +ˆ ≥ˆ , the bound in (49) is always smaller than (53) when i ≥ n. This leads to the last line in (31). On the other hand, when i < n the bound in (49) is infinite and (53) thus takes the lead. This results in the second line in (31).
We note that the bound in (53) is always well-defined in the range i = k * , . . . , n − 1 since k * + q − 1 = min(n + q − 1, n + k − 1), ≥ n.
CONCLUSIONS
In this paper, we tackle the problem of finding a good approximation subspace for a solution manifold M. Unlike in the standard setup where the solution manifold is assumed to be known, we assume that only partial information is available on the latter. More specifically, we suppose that we only have the following information at our disposal: i) we know that the target manifold is included in a larger set, dubbed "prior manifold"; ii) we have access to a set of partial linear observations for each element of M. This setup corresponds, for example, to the ubiquitous situation where some parameters of the system to approximate are imperfectly known but some sensing device can provide us with partial measurements of the state of the system. In this work, we thus address the following questions: how to combine the prior knowledge and the collected measurements to build a good approximation subspace for M? In particular, what performance can one expect?
We provide an answer to these questions at both a practical and theoretical level. From a worst-case perspective, we show that the best-achievable performance is characterized by the Kolmogorov width of a well-defined manifold, the socalled "posterior manifold". Motivated by this finding, we propose a tractable algorithm, combining samples from the posterior manifold and a greedy procedure, to achieve performance close to the optimal solution. The theoretical behavior of the proposed methodology is finally studied in a simplified scenario, where the prior manifold is assumed to be a low-dimensional slice. We emphasize that the performance achievable in the partially-informed setup is highly dependent on the behavior of the singular values of the projector between the prior and the observation subspaces.
we obtain from (24) that α j w * j , h , = w * j , u + w * j , z , = λ j v * j , u + a j if j = 1, . . . , q, a j if j = q + 1, . . . , m.
Hence, the first term in (67) becomes: 
Moreover, because z ∈ B , the a j 's must verify:
Combining these results and re-arranging the terms in (67), we obtain that ∪ h∈Σ (M prior ∩ H h ) is characterized by the following set of equations: 
Because u ∈ U and there is no constraint on the d j 's, the first two terms in (74) define the subspace P V (U ) ⊕ span v * j n j=q+1
= U ⊕ span v * j n j=q+1
. It thus remains to show that the last terms in (74) together with the constraints (75) define E as in (44) The result then follows by plugging these expressions into (74).
