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HAUSDORFF DIMENSION OF DIVERGENT DIAGONAL GEODESICS ON
PRODUCT OF FINITE VOLUME HYPERBOLIC SPACES
LEI YANG ∗
Abstract. In this article, we consider the product space of several non-compact finite volume hyperbolic
spaces, V1, V2, . . . , Vk of dimension n. Let T
1(Vi) denote the unit tangent bundle of Vi for each i = 1, . . . , k,
then for every (v1, . . . , vk) ∈ T
1(V1)×· · ·×T1(Vk), the diagonal geodesic flow gt is defined by gt(v1, . . . , vk) =
(gtv1, . . . , gtvk). And we define
Dk =
{
(v1, . . . , vk) ∈ T
1(V1)× · · · × T
1(Vk) : gt(v1, . . . , vk) divergent, as t→∞
}
.
We will prove that the Hausdorff dimension of Dk is equal to k(2n− 1) −
n−1
2
. This extends the result
of Yitwah Cheung [2].
1. Introduction
In [2], Yitwah Cheung considers the following interesting problem.
Let Mk be the product space of k copies of SL(2,Z) \ SL(2,R),
Mk := (SL(2,Z) \ SL(2,R))k .
Let A denote the diagonal subgroup of SL(2,R):
A :=
{
a(t) =
[
et
e−t
]
: t ∈ R
}
.
The diagonal action of A onMk is defined as follows: for (v1, v2, . . . , vk) ∈ Mk, where vi ∈ SL(2,Z)\SL(2,R)
for i = 1, 2, . . . , k,
(v1, v2, . . . , vk)a(t) := (v1a(t), v2a(t), . . . , vka(t)) ∈ Mk.
The divergent set Dk is defined to be collection of points (v1, v2, . . . , vk) ∈ Mk such that a(t)(v1, v2, . . . , vk)
diverges as t→ +∞. One could ask what the Hausdorff dimension of Dk is.
From geometric point of view, SL(2,Z) \ SL(2,R) can be identified as the unit tangent bundle of the
hyperbolic space SL(2,Z) \ H2. The action of A = {a(t) : t ∈ R} is the geodesic flow {gt : t ∈ R} on
T1(SL(2,Z) \H2). SoMk can be regarded as product of k copies of unit tangent bundle of hyperbolic space
SL(2,Z) \ H2, and the diagonal action of A+ is the diagonal geodesic flow gt × gt × · · · × gt on Mk. Dk is
regarded as
Dk := {(v1, v2, . . . , vk) ∈Mk : (gtv1, gtv2, . . . , gtvk)→∞ as t→ +∞}.
When k = 1, the problem is easy. According to a result of Dani [6], for v ∈ SL(2,Z) \ SL(2,R), a(t)v
diverges as t→ +∞ if and only if v belongs to some closed U -orbit in SL(2,Z) \ SL(2,R), where
U :=
{
u(x) =
[
1 x
0 1
]
: x ∈ R
}
denotes the horocyclic subgroup contracted by A+ := {a(t) : t > 0}. Therefore the Hausdorff dimension is
equal to dimM1 − 1 = 2.
When k ≥ 2, the problem becomes interesting and complicated. It turns out that most divergent trajec-
tories have non-divergent projection to each component, that is to say, most (v1, v2, . . . , vk) ∈ Dk satisfies
that for each i = 1, 2, . . . , k, {a(t)vi : t > 0} does not diverge as t → +∞. In [2], Cheung showed that the
Hausdorff dimension of Dk,
dimH Dk = dimMk − 1
2
.
∗ Supported in part by a Postdoctoral Fellowship at MSRI.
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In [2], Cheung established some general strategy to get lower bound and upper bound of Hausdorff dimension.
To compute the Hausdorff dimension of Dk, Cheung made use of continued fractions to encode trajectories
under the action of A, and a result on counting integer points in a particular region of R2, which he proved
in [1].
Because of this interesting result, it is natural to ask what happens if we replace H2 by Hn and replace
the special lattice SL(2,Z) by other noncocompact lattices Γi < Iso(H
n) = SO(n, 1). To be precise, one
could consider k noncompact hyperbolic spaces Vi = Γi \Hn where Γi < SO(n, 1) is a noncocompact lattice
of SO(n, 1), i.e., Vi is not compact and has finite volume. We define Mk := T1(V1)×T1(V2)× · · · ×T1(Vk),
and consider the diagonal geodesic flow gt × gt × · · · × gt onMk defined the same as above. Let Dk denotes
the set of points with divergent forward trajectories, one could ask what the Hausdorff dimension of Dk is.
In this article we extend Cheung’s work as follows:
Theorem 1.1. Let k ≥ 2 and V1, V2, . . . , Vk be k non-compact finite volume hyperbolic spaces of dimension
n and
Mk := T1(V1)× · · · × T1(Vk)
with diagonal geodesic flow gt :Mk →Mk described as before. Denote
Dk := {m ∈Mk : gt(mk) diverges as t→∞},
then its Hausdorff dimension dimH Dk = k(2n− 1)− n−12 .
This work can be regarded as a part of a large program of studying the behavior of trajectories under diag-
onal flow and calculation of Hausdorff dimension of trajectories with certain properties in various dynamical
systems. In [11], Kleinbock and Margulis studied bounded trajectories on homogeneous spaces under non-
quasiunipotent flows and proved that the set of bounded trajectories has full Hausdorff dimension, although
it has zero Lebesgue measure. The calculation makes use of the mixing property of nonquasiunipotent flows
which is also the main tool of this article. As per divergent trajectories, Yitwah Cheung studied the trajecto-
ries on the homogeneous space SL(3,R)/SL(3,Z) under the diagonal flow a(t) := diag{et, et, e−2t} and proved
that the Hausdorff dimension of set of divergent trajectories is dim(SL(3,R)/SL(3,Z))− 23 , i.e., the Hausdorff
co-dimension is equal to 23 (see [3]). This result was recently extended to the space SL(d+1,R)/SL(d+1,Z)
with diagonal flow diag{et, et, . . . , et, e−dt} for arbitrary d ≥ 2 by Cheung and Chevallier (see [4]). If we do
not restrict our attention on homogeneous spaces, we will find that the geodesic flows on translation surfaces
share many properties in common. In [1], Cheung showed that the Hausdorff dimension of nonergodic
direnctions of some particular translation surface is equal to 1/2, with main ideas similar to that of [2].
This work was later extended by Cheung, P. Hubert and H. Masur in [5]. The work in this direction can
date back to the work of Masur and Smillie (see [14]) and that of Masur (see [13]).
The basic idea to compute dimH Dk goes as follows:
For a non-compact finite volume n-dimensional hyperbolic space V ∼= Γ \ Hn, we focus our attention to
the set of cusp points with respect to Γ on the ideal boundary sphere ∂Hn ∼= Sn−1 of Hn, each of which
corresponds to an infinite end of a fundamental domain of V . To study a particular geodesic ray G in V , it
suffices to consider one of its lifts G˜ in Hn, then at some moment G is ”near ∞ ” in V if and only if G˜ is
“close to” some cusp point on ∂Hn, this associates every geodesic ray with a sequence of cusp points, and
the time G˜ stays near a cusp point can be estimated by some quantity called the height of the cusp point.
To get the lower bound of the Hausdorff dimension of Dk, it suffices to consider the case when k = 2
(since if a trajectory has divergent projection on the first two components, then itself is also divergent).
On the first component, we choose the selection of geodesic rays such that the height of next cusp point is
“much larger” than the preceding one, namely, the associate sequence of cusp points {ak : k ∈ N} satisfies
that for any k ∈ N, h(ak+1) ≍ h1+δ(ak), here h(·) denotes the height of the cusp point, and δ > 0 denotes
some small constant. For each such geodesic ray G associated with {ak : k ∈ N}on the first component, we
choose the set of geodesics on the second component whose heights of corresponding cusp points all stay “far
away” from each h(ak), i.e., no height lies in the interval [
h(ak)
log h(ak)
, h(ak) log h(ak)] for all k ∈ N. Every pair
chosen as above gives a divergent trajectory on the product space, and the choice of the first component
gives Hausdorff dimension n−12 , and the second component contributes full Hausdorff dimension, this gives
the lower bound of the Hausdorff dimension.
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As per the upper bound of the Hausdorff dimension, we firstly choose a compact subset Kρ ⊂ Mk
depending on some parameter ρ > 0, and define
Ek(ρ) := {m ∈Mk : gt(m) 6∈ Kρ for all large t},
and then construct a so called self-similar covering of Ek(ρ), and then apply the inequality proved in [2] to
find the upper bound. This upper should depend on the parameter ρ, by letting ρ→ 0, we will get the same
upper bound as the lower bound.
Compared with the work of Cheung ( [2]), the new ingredients of this article are as follows:
At first, in the work of Cheung, one only considers the special hyperbolic surface SL(2,Z) \ SL(2,R). In
this case, the set of cusp points is the set of rational points (including∞) on ∂H2 ∼= R∪{∞}, and the height
of a rational point pq (p and q > 0 are coprime) is naturally its denominator q. But in general case, one needs
to define the height of a cusp point properly so that it has most of the nice properties of the denominator of
a rational number. This work is done in the third section of the article.
Secondly, as we have mentioned above, to get the lower bound of the Hausdorff dimension of Dk, one
needs to fix a geodesic ray G in the first component with property given above, with this fixed geodesic ray,
one needs to choose the geodesic rays on the second component with heights far away from the heights of
cusp points of G. To compute the Hausdorff dimension of the geodesic rays on the second component, we
will deal with the following counting problem on cusp points:
Problem 1.2. Given a cusp point a ∈ Rn−1, and some large number t > 0, how many cusp points b satisfy
that h(b) ∈ [eth(a), 2eth(a)] and ‖b− a‖ ≤ 1h(a)? Here ‖ · ‖ denotes the Euclidean norm on Rn−1.
In [2], the above counting problem is tailored to the following counting problems on rational numbers:
Problem 1.3. Given d > 0 small and h > 0 large, such that hd is small enough but h2d is large enough,
x ∈ R is some real number such that there is a convergent pq of x satisfying (hd)−1 ≤ q ≤ h, then how many
reduced rational numbers p
′
q′ in the interval [x− d, x+ d] satisfy that q′ ∈ [h, 2h]?
This question was answered in another work [1]. In that work, the counting problem on rational numbers
was reduced to counting problem on integer points in Z2 inside a particular region of R2. The counting was
done via careful study of integer points in R2.
But this argument could not be modified to solve the above general counting problem, the correspondence
between cusp points in R and lattice points in R2 only exists for Γ = SL(2,Z). For general case, a new
approach is needed.
It turns out that by making use of the mixing property of geodesic flow on T1(V ), the counting can be
done. The detail will be discussed in the fourth section.
The result of this article is possible to extend in the following directions:
Problem 1.4. One can drop the finite volume condition of the hyperbolic spaces, and instead, assume that
every component Vi is geometrically finite. In this case, one can define Dk as follows:
Dk := {(v1, . . . , vk) ∈Mk : gt(v1, . . . , vk) diverges but gt(vi) does not diverges for each i} .
And ask what is the Hausdorff dimension of Dk.
Remark 1.5. We add the condition that gt(vi) does not diverge for each i because if Vi has infinite volume,
the set of divergent trajectories on each Vi has full Hausdorff dimension (actually, it has positive Lebesgue
measure), the problem will be trivial without the additional condition.
The article is organized as follows:
• In the second section, we will recall some basic theory of Lie groups and hyperbolic spaces, and make
a basic reduction of the original problem.
• In the third section, we discuss the structure of a general finite volume hyperbolic space V = Γ\Hn,
general properties of cusp points on the ideal infinite boundary ∂Hn and basic properties of geodesic
rays on V .
• In the fourth section, we will prove the counting result on cusp points mentioned above. This is the
most important technical result for getting the lower bound of Hausdorff dimension of Dk.
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• In the fifth section, we will finish the computation of Hausdorff dimension, the first part will give
the lower bound, and the second part will give the upper bound.
Notations 1.6. We will use the following notations: for two quantities A and B, we will use A≪ B to mean
that there is a constant C > 0, only depending on the structure of Γi’s, such that A ≤ CB, we use A≫ B
to mean that B ≪ A, and use A ≍ B to mean that A≪ B and B ≪ A.
Acknowledgement: This article is part of my thesis, I would like to express my deep gratitude to my
advisor, Professor Nimish Shah, for his immensurable amount of support and guidance during the process
of this work. I also would like to thank Dmitry Kleinbock and Yitwah Cheung for reading an earlier version
of this paper and giving a lot of comments and suggestions. Thanks are also due to the referees for many
useful suggestions.
2. Prelimenaries on hyperbolic spaces and basic reduction
In this section, we recall some basic theory of Lie groups and hyperbolic spaces, and reduce the original
problem to a relatively simple problem.
Let V be some non-compact hyperbolic space of dimension n with finite total volume, then we have
V = Γ \ Hn, where Hn is the universal n-dimensional hyperbolic space and Γ = π1(V ). It is well known
that Iso(Hn) ∼= SO(n, 1), in this article, we denote it by G. For x ∈ Hn, the group of stabilizers of x in G is
K ∼= SO(n), so Hn ∼= G/K, and for v ∈ T1(Hn), the group of stabilizers of v in G is M ∼= SO(n− 1), so the
unit tangent bundle T1(Hn) ∼= G/M . And Γ can be identified with a discrete subgroup of G, such that Γ\G
admits a finite measure invariant under the right multiplication of G. We denote the Lie algebra of G by
g = so(n, 1), according to the theory of Lie groups and Lie algebras, G admits a one-dimensional maximal
R-split torus A and a characteristic λ : A→ R+ such that g decomposes as follows according to the adjoint
action of A:
g = g−1 ⊕ z(A) ⊕ g+1
where z(A) is the Lie algebra of the centralizer Z(A) ∼= MA of A, and
g±1 = {v ∈ g : Ad(a)v = λ(a)±1v for any a ∈ A}.
We parametrize A = {a(t) : t ∈ R} such that λ(a(t)) = et.
The Weyl group element σ with respect to the torus A has a representative in K, which we also denote
by σ. Then σ2 = id and σa(t)σ−1 = a(−t).
It is well known that g+1 ∼= Rn−1, and g+ is the Lie algebra of the expanding horospherical subgroup N
with respect to the conjugate action of A. We identify g+ by R
n−1 and parametrize N by
N =
{
u(x) = exp(x) : x ∈ Rn−1 ∼= g+1
}
.
Similarly, g−1 ∼= Rn−1 is the Lie algebra of the contracting horospherical subgroup U− with respect to the
conjugate action of A. Because U− = σNσ, we could parametrize U− by
U− = {u−(x) = σu(x)σ : x ∈ Rn−1}.
In this article, we will fix a Euclidean norm ‖ · ‖ on Rn−1.
We have the following Iwasawa decomposition:
N ×A×K → G
(n, a, k) 7→ nak
where the map is group multiplication, and it is a diffeomorphism.
It is also well known that
N ×MA× U− → G
(u(x),ma, u−(y)) 7→ u(x)mau−(y)
is a diffeomorphism.
Let P = MAN denote a parabolic subgroup of G, we have the following Bruhat decomposition:
G = P ∪NσP
Then the ideal boundary ∂Hn ∼= G/P = P/P ∪ NσP/P , we may identify NσP/P with Rn−1 and denote
P/P by ∞. Then we have ∂Hn = Rn−1 ∪ {∞} ∼= Sn−1.
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To study the homogeneous space Γ \G, we need to know the shape of its fundamental domain, especially
its shape near infinity.
Let η ⊂ N be a compact subset of N , and for some s ∈ R, denote
As = {a(t) : t ≥ s} ⊂ A
We define
Ω(η, s) = ηAsK
Thanks to Garland and Raghunathan, we have the following result concerning the fundamental domain:
Theorem 2.1. (See [9, Theorem 0.6 and Theorem 0.7])
There exists s0 > 0, a compact subset η0 of N and a finite subset Ξ of G such that
(1) G = ΓΞΩ(s0, η0)
(2) for all ξ ∈ Ξ, the group Γ ∩ ξNξ−1 is a cocompact lattice in ξNξ−1
(3) for all compact subset η of N the set
{γ ∈ Γ : γΞΩ(s0, η) ∩ Ω(s0, η) 6= ∅}
is finite
(4) for each compact subset η of N containing η0 there exists s1 > s0 such that for all ξ1, ξ2 ∈ Ξ and
γ ∈ Γ with γξ1Ω(s0, η) ∩ ξ2Ω(s, η) 6= ∅, we have ξ1 = ξ2 and γ ∈ ξ1NMξ−11
Without loss of generality, we may assume e ∈ Ξ, since otherwise we can replace Γ with some conjugate
ξ−1Γξ to move ξ ∈ Ξ to e. Therefore we can define the set of cusp points of Γ \ Hn in the ideal boundary
∂Hn = Rn−1 ∪ {∞} to be Γ \ Hn to be ΓΞ∞ ⊂ Rn−1 ∪ {∞}. Our assumption that e ∈ Ξ is equivalent to
saying that ∞ is a cusp of Γ \ Hn. It is easy to see that Γxa(t)M diverges as t→ ∞ if xa(t)P/P ∈ ∂Hn is
a cusp of Γ \Hn.
Then for any v ∈ T1(V ) ∼= Γ \G/M , we can represent v by ΓxM for some x ∈ G, then the geodesic flow
is just the group action of A, to be precise, gt(ΓxM) = Γxa(t)M . Note that M ⊂ Z(A).
Then for a product of k such spaces Γ1 \G/M × · · · ×Γk \G/M , for the argument above, we may assume
that∞ is a cusp of each Γi\Hn. Then for a general point (Γ1x1M, . . . ,ΓkxkM) ∈ Γ1\G/M×· · ·×Γk \G/M ,
if any Γixi has a representative in P = MAN ,we may assume that xi ∈ P then xia(t)P/P =∞, since ∞ is
a cusp of Γi \H, we have Γixia(t)M diverges in Γi \G/M as t→∞, and thus (Γ1x1a(t)M, · · · ,Γkxka(t)M)
diverges in the product space as t→∞. The set of such trajectories has Hausdorff codimension n− 1. Now
we assume every xi is of form niσpi, where ni ∈ N and pi ∈ P , Then we have (Γ1x1a(t)M, . . . ,Γkxka(t)M) =
(Γ1n1σa(t)a(−t)p1a(t)M, . . . ,Γknkσa(t)a(−t)pka(t)M). Since for any n ∈ N , a(−t)na(t) → e as t → ∞,
and MA ⊂ Z(A), we have for any large t, a(−t)pia(t) remains in some compact subset of G depending on
pi, therefore, (Γ1x1a(t)M, . . . ,Γkxka(t)M) diverges if and only if (Γ1n1σa(t)M, . . . ,Γknkσa(t)M) diverges,
as t→∞. Now we focus our attention to the geodesics of form {u(x)σa(t) : t > 0} where u(x) ∈ N defined
as above.
Define:
Bk = {(x1, . . . ,xk) ∈ (Rn−1)k : (Γ1u(x1)σa(t)M, . . . ,Γku(xk)σa(t)M) diverges as t→∞}
Then by the argument above and the property of Hausdorff dimension, we have
dimH Bk = dimH Dk − k dim(P/M)
Since dim(P/M) = dim(NA) = n, we reduce the original problem to showing the following statement:
Proposition 2.2.
dimH Bk = k(n− 1)− n− 1
2
.
3. Geodesic rays on hyperbolic space and cusp points
In this section, we will fix a hyperbolic non-compact hyperbolic space V = Γ \ Hn with finite volume,
and discuss properties of geodesic rays on V and cusp points of Γ on ∂Hn. Because of the reduction in the
previous section, we only look at geodesic rays of form {Γu(x)σa(t)M : t > 0}.
By Theorem 2.1, a typical fundamental domain F of the action of Γ on Hn is the union of a compact
subset K and finitely infinite cusp of form γξiΩ(η, s1)/K, where ξi runs over elements of Ξ. We can choose
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a fixed fundamental domain F0 such that K ∈ F0, and we may change Ξ so that F0 is union of a compact
subset and ξiΩ(η, s1)/K.
By our discussion in the previous section, every cusp point is of form γξ∞, where γ ∈ Γ, and ξ ∈ Ξ.
Definition 3.1. We consider the Bruhat decomposition of γξ = u(x)σu(y)a(r)m where m ∈ M , then we
define the height of the cusp point a = γξ∞ to be h(a) = er. It is easily seen that γξ ∈ P iff and only
γ = ξ = e, the corresponding cusp is ∞, we define the height of ∞ to be h(∞) = 1.
Remark 3.2. For m ∈ M ∼= SO(n − 1), and x ∈ Rn−1, the conjugation mu(x)m−2 = u(mx), where the
action of M ∼= SO(n − 1) on Rn−1 is the natural action. In particular, it preserves the norm ‖ · ‖. For a
fixed cusp a = γξ∞, the subgroup of Γ, denoted by Γa is equal to γΓξγ−1, where Γξ = Γ ∩ ξNξ−1, which is
an unipotent subgroup. So we can replace γξ∞ by γξu(n)∞ where u(n) ∈ N ∩ ξ−1Γξ. Then if ‖y‖ ≫ er or
‖y‖ ≪ er, we may choose n appropriately such that ‖y + ermn‖ ≍ er, then
γξu(n) = u(x)σu(y)a(r)mu(n)
= u(x)σu(y + ermn)a(r)m.
So we can assume that ‖y‖ ≍ er.
Since Hn = G/K, by Iwasawa decomposition, G/K = NAK/K ∼= NA. We will use the coordinate system
in [7], denoting u(x)a(t)K/K by (et,x). We call it the NA-coordinate system.
In [7], the action of Weyl group element σ on G/K is given as follows:
(3.1) σ(et,x) = σu(x)a(t)K/K =
1
e2t + ‖x‖2 (e
t,−x)
We consider a typical geodesic ray Gx = {Gx(t) : t > 0}(where x ∈ Rn−1) as follows:
Gx(t) = u(x)σa(t).
Definition 3.3. Take s1 > s0 > 0 as in Theorem 2.1, we say Gx enters (or is near) the cusp a = γξ∞ at t if
u(x)σa(t) ∈ γξNAs1K.
We say Gx enters (or is near) the cusp a = γξ∞, if it enters (or is near) a at t for some t > 0.
For x ∈ Rn−1, we define the spectrum of x, denoted by Spec(x) to be the sequence {ai : i ∈ N} of cusp
points Gx enters, ordered by the time ti at which Gx enters ai.
Concerning the height of cusp point and geodesic rays near the cusp, we have the following proposition
similar to rational convergents of real numbers:
Proposition 3.4. If Gx enters a cusp a = γξ∞, then
‖x− a‖ ≪ 1
h(a)
.
Here ‖ · ‖ denotes the Euclidean norm on Rn−1. Conversely, there exists a constant c > 0 such that if
‖x− a‖ ≤ c
h(a)
,
then Gx enters a.
Remark 3.5. In the case n = 2 and Γ = SL(2,Z), the cusp points are rationals, and the height of a reduced
rational pq ((p, q) = 1) is q
2, and for x ∈ R, a geodesic ray Gx enters pq if and only if pq is a convergent of x,
which is equivalent to the above inequality holds. Thus the above proposition extends this approximations
of rationals to any dimension n ≥ 2 and any lattice Γ < SO(n, 1).
Proof. Suppose at t0, Gx enters a = γξ∞, then u(x)σa(t0) = γξna(s)k, where es ≍ es0 ≍ 1. Write
γξ = u(x1)σu(x2)a(r)m in the Bruhat decomposition. Then
u(x)σa(t0) = u(x1)σu(x2)a(r + s)k
′,
where k′ = km ∈ K. Rewrite it as follows:
a(−r)u(−x2)σu(x− x1)σa(t0) = a(s)k′
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Put both sides into the NA-coordinate system, then
LHS =
(
e−t0−r
e−2t0 + ‖x− x1‖2 , e
−r
(
x1 − x
e−2t0 + ‖x− x1‖2 − x2
))
,
and
RHS = (es,0).
Then 1 ≍ es = e−t0−r
e−2t0+‖x−x1‖2 . We denote
f(t0) =
e−t0−r
e−2t0+‖x−x1‖2
= e
−r
e−t0+et0‖x−x1‖2 ,
f(t0) is increasing when t0 ≤ ‖x− x1‖−1 and decreasing when t0 > ‖x− x1‖−1. The maximum of f(t0) is
equal to e
−r
2‖x−x1‖ , so 1 ≍ f(t0) implies that
e−r
2‖x− x1‖ ≫ 1.
Note that h(a) = er and a = x1 (because a = γξ∞ ∈ u(x1)σP ), then the above inequality completes the
first part of the proof.
Conversely, if the maximum of f(t0), say
er
2‖x−x1‖ is large enough, we could make e
s ≥ es1 for some t0, in
particular, Gx(t0) is near a. This proves the second part. 
Remark 3.6. From the proof above, we note that the function f(t0) describes how deep a geodesic ray Gx(t0)
enters into a cusp a: when f(t0) is large the geodesic ray is near the cusp.
Definition 3.7. Given a geodesic ray Gx and a cusp point a, we define the depth function fa(t,x) with
respect to a as follows:
fa(t,x) =
1
h(a)(e−t + et‖x− a‖2) .
We define the total depth function W (t,x) as follows:
W (t,x) = max
a∈ΓΞ∞
{fa(t,x)}.
Corollary 3.8. Given x ∈ Rn−1 and a cusp point a such that ‖x − a‖h(a) is small enough, then the time
t1 when Gx enters a satisfies:
et1 ≍ h(a),
the time τ when fa(t) has its maximum satisfies:
eτ =
1
‖x− a‖ ,
and the time t2 when Gx leaves a satisfies:
et2 ≍ 1
h(a)‖x− a‖2 .
Proof. We consider the function f(t) = fa(t,x). It admits its unique maximum
1
h(a)‖x−a‖ at t = − log(‖x−
a‖) := τ . This proves the second equation.
When t < τ , since e−t > et‖x− a‖2,
f(t) ≍ 1
h(a)e−t0
.
Suppose at t = t1, Gx enters a, then t1 < τ , and f(t1) ≍ 1, this shows that
et1 ≍ h(a).
When t > τ , since e−t < et‖x− a‖2,
f(t) ≍ 1
h(a)‖x− a‖2et .
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Suppose at t = t2, Gx leaves a, then t2 > τ , and f(t) ≍ 1, this shows that
et2 ≍ 1
h(a)‖x− a‖2 .
This completes the proof.

Remark 3.9. For x ∈ Rn−1, we have defined its spectrum
Spec(x) = {a(i,x) : i ∈ N},
we denote by t1(i,x), τ(i,x) and t2(i,x) the times when Gx enters a(i,x), when fa(i,x)(t,x) admits its
maximum, and when Gx leaves a(i,x), respectively. Then according the above proposition,
et1(i,x) ≍ h(a(i,x)),
eτ(i,x) =
1
‖x− a(i,x)‖ ,
and
et2(i,x) ≍ 1
h(a(i,x))‖x− a(i,x)‖2 .
When a geodesic ray Gx is in the compact part of some fundamental domain, we can still associate it to
a cusp point of this fundamental domain, under this condition, we say the geodesic ray is roughly near the
cusp point:
Definition 3.10. We can enlarge the cusp parts of Γ \ Hn such that their union covers the whole space.
Then in the space Hn, we can divide each fundamental domain into several enlarged cusp parts such that
they cover the whole Hn. For x ∈ Rn−1, we say that the geodesic ray Gx roughly enters a cusp a (or is
roughly near the cusp a) at time t if Gx(t) is inside the enlarged cusp part associated with a. In this sense,
we can define the rough spectrum of x as the sequence of cusps that Gx roughly enters.
Remark 3.11. Using the same argument as the proof of Proposition 3.4, it is easily shown that:
Corollary 3.12. if Gx roughly enters a cusp point a, then
‖x− a‖ ≪ 1
h(a)
.
Moreover, following the argument in the proof of Corollary 3.8, we can deduce the same result concerning
the time Gx roughly enters and leaves a cusp point:
Corollary 3.13. For x ∈ Rn−1, suppose the associated geodesic ray Gx roughly enters a cusp point a, then
the time t1 when Gx roughly enters a and the time t2 when Gx roughly leaves a satisfy
et1 ≍ h(a),
and
et2 ≍ 1
h(a)‖x− a‖2 ,
respectively.
Now we will define an alternative metric do(·, ·) (with respect to a base point o ∈ F0) and the height of
a cusp point h˜(a), and prove that in a fixed ball B ⊂ Rn−1, h(a) ≍ h˜(a) and ‖x − y‖ ≍ do(x,y). These
definitions naturally come from the geometric structure of hyperbolic spaces and can be generalized to any
Riemannian manifold with negative curvature.
We firstly recall the basic theory of Busemann function.
For ξ ∈ ∂Hn and x, y ∈ Hn, Bξ(x, y) is defined as follows:
Bξ(x, y) = lim
t→∞
dH(x, ξ(t)) − dH(y, ξ(t)),
where dH denotes the hyperbolic distance in H
n and {ξ(t)}t≥0 is any geodesic ray pointing to ξ. It turns out
that the value is independent of the choice of the ray {ξ(t)}.
For Bξ(x, y) we have the following basic properties:
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(1) Let {ξ(t)}t≥0 be a geodesic ray pointing to ξ, then we have Bξ(ξ(t1), ξ(t2)) = t2 − t1 for any
nonnegative numbers t1, t2.
(2) If y = nξx, for some nξ ∈ U(ξ) = {g ∈ G : g is unipotent and gξ = ξ}, then Bξ(x, y) = 0.
(3) Bξ(x, y) +Bξ(y, z) = Bξ(x, z), Bξ(x, y) = −Bξ(y, x).
(4) For any g ∈ G we have Bgξ(gx, gy) = Bξ(x, y).
Definition 3.14. Fix o = K ∈ F0. For a cusp a = γξ∞,
h˜(a) = exp(Bξ∞(γ−1o, o)).
Definition 3.15. For two points ξ1, ξ2 ∈ ∂Hn, and any point x ∈ Hn, we define the Gromov metric between
ξ1 and ξ2 respect to x (denoted by dx(ξ1, ξ2)) as follows:
dx(ξ1, ξ2) = exp
(
−1
2
(
lim
t→∞Bξ1(x, ξ(t)) +Bξ2(x, ξ(t))
))
,
where {ξ(t) : t ≥ 0} denotes any geodesic ray pointing to any point ξ at infinity. The value is independent
of the choice of {ξ(t) : t ≥ 0}.
Remark 3.16. An important property of the Gromov metric is that it is uniformly bounded, namely, there
exists a constant M > 0 such that
do(ξ1, ξ2) ≤M,
for all ξ1, ξ2 ∈ ∂Hn.
Proposition 3.17. Given a fixed compact subset B ⊂ Rn−1, for any x,y ∈ B,
do(x,y) ≍ ‖x− y‖,
and for any cusp point a ∈ B,
h˜(a) ≍ h(a).
Proof. For x,y ∈ B, choose k, k′ ∈ K such that ka(t)→ mathbfx and k′a(t)→ y as t→∞. We could choose
k = u(x)σn1a(t1) and k
′ = u(y)σn2a(t2). Then from x,y ∈ B, it is easily seen that n1, n2 and a(t1), a(t2)
are uniformly bounded, in particular, et1 ≍ et2 ≍ 1. Choose the geodesic ray {u(x)σn1a(t0)a(t) : t ≥ 0}. It
is easily seen that Bx(o, ka(t)K) = t. To find do(x,y) we also need to find By(o, ka(t)K/K). To do this, we
need to find s ∈ R such that ka(t)K/K = k′na(s)K/K for some n ∈ N (this s is exactly By(o, ka(t)K/K)).
u(x)σn1a(t0)a(t) = u(y)σn2na(t2)a(s)k”
u(x− y)σu(x1)a(t+ t0) = σu(z)a(s + t2)k”,
for some k” ∈ K. Here u(x1) = n1 and u(z) = n2n.
Compare the NA-coordinates of the two sides of the above equality, we have
LHS =
(
et+t0
(et+t0)2 + ‖x1‖2 , (x− y) −
x1
(et+t0)2 + ‖x1‖2
)
RHS =
(
es+t2
(es+t2)2 + ‖z‖2 ,−
x
(es+t2)2 + ‖z‖2
)
Since ‖x1‖ is uniformly bounded, when t is large enough, we have et+t0(et+t0 )2+‖x1‖2 is very close to 1et+t0 and
x1
(et+t0 )2+‖x1‖2 ) is very small, which means (x−y)−
x1
(et+t0 )2+‖x1‖2 ) is very close to x−y. Therefore we have
es+t2
(es+t2 )2+‖z‖2 ≍ 1et+t0 and ‖z‖(es+t2 )2+‖z‖2 ≍ ‖x−y‖, taking the square sum of the above two estimates we have
1
(es+t2)2 + ‖z‖2 ≍ (
1
et+t0
)2 + ‖x− y‖2 ≍ ‖x− y‖2
given t large enough. Therefore we have
es+t ≍ es+t+t0+t2 ≍ (es+t2)2 + ‖z‖2 ≍ 1‖x− y‖2
This gives that
exp
(
−1
2
lim
t→∞
(Bx(o, ka(t)K/K) +By(o, ka(t)K/K))
)
≍ ‖x− y‖.
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This completes the first part of the proposition.
To compute h˜(γξ∞), we choose k ∈ K such that γ−1ka(t) → ξ∞ as t → ∞, and k′ ∈ K such that
k′a(s) → ξ∞ as s → ∞. Obviously, k′ corresponding to the vector vξ ∈ T 1oHn pointing to ξ∞, this means
that k′ can only be chosen within a fixed finite subset of K, depending only on the subgroup Γ. And then
there exists some t such that γ−1ka(t) = ξnξ−1k′, this t will be log h˜(γξ∞) from the properties of Busemann
function (note that γ−1ka(t) = gt(γ−1k)). Now, γ−1ka(t) → ξ∞ means that γ−1k ∈ ξP which implies
k ∈ γξP . For the same reason, k′ ∈ ξP which means ξ−1k′ ∈ P .
Let γξ = u(x1)σu(x2)a(r)m, then from above we have k = u(x1)σnka(tk)mk for some n ∈ N , mk ∈ M
and a(tk) ∈ A. From our assumption, x1 ∈ B, this shows that nk ∈ N and a(tk) are both bounded by some
fixed compact subsets (depending on K and B) of N and A respectively, since k ∈ K and u(x1) ∈ u(B)
are both bounded inside some compact subset K and u(B) respectively. In particular, tk ∈ [−C,C] for
some constant C > 0 depending on K and B. Also, from ξ−1k′ ∈ P we have ξ−1k′ = n′a(tk′ )m′, it is clear
that ξ−1k′ is contained some fixed finite subset, which implies tk′ ∈ [−C′, C′] for some absolute constant
depending only on Γ.
Then from ka(t) = γξnξ−1k′, we have
u(x1)σnka(tk)mka(t) = u(x1)σu(x2)a(r)mnn
′a(tk′)m′
In the Bruhat decomposition g = n1σn2am, compare the a-component of the left and right side of the
above equation, we can get t = r + rk′ − rk, given that rk and rk′ are both bounded from above and below,
we have that
et ≍ er.
Since et = h˜(γξ∞) and er = h(γξ∞), this proves the second part of the proposition. 
Concerning h˜(·) and do(·, ·), we have the following interesting equality:
Proposition 3.18. For any γ, γ1, γ2 ∈ Γ and ξ1, ξ2 ∈ Ξ,
d2o(γ1ξ1∞, γ2ξ2∞)h˜(γ1ξ1∞)h˜(γ2ξ2∞) = d2o(γγ1ξ1∞, γγ2ξ2∞)h˜(γγ1ξ1∞)h˜(γγ2ξ2∞)
Proof. Let {ξ1(t) : t ≥ 0} be a geodesic ray pointing to ξ1∞, then
(3.2)
Bγ1ξ1∞(o, γ1o) +Bγ2ξ2∞(o, γ2o)−Bγ1ξ1∞(o, γ1ξ1(t))−Bγ2ξ2∞(o, γ1ξ1(t))
= (Bγ1ξ1∞(o, γ1o)−Bγ1ξ1∞(o, γ1ξ1(t))) + (Bγ2ξ2∞(o, γ2o)−Bγ2ξ2∞(o, γ1ξ1(t)))
= Bγ1ξ1∞(γ1ξ1(t), γ1o) +Bγ2ξ2∞(γ1ξ1(t), γ2o)
(from the basic properties of Busemann function)
= Bγγ1ξ1∞(γγ1ξ1(t), γγ1o) +Bγγ2ξ2∞(γγ1ξ1(t), γγ2o)
(also from basic properties)
= (Bγγ1ξ1∞(o, γγ1o)−Bγγ1ξ1∞(o, γγ1ξ1(t))) + (Bγγ2ξ2∞(o, γγ2o)−Bγγ2ξ2∞(o, γγ1ξ1(t)))
= Bγγ1ξ1∞(o, γγ1o) + Bγγ2ξ2∞(o, γγ2o)−Bγγ1ξ1∞(o, γγ1ξ1(t))−Bγγ2ξ2∞(o, γγ1ξ1(t))
By taking the limits of the first and the last expressions in the equations above and applying exponential
function, we prove the statement. 
Corollary 3.19. For any two cusps γ1ξ1∞ and γ2ξ2∞ inside B, we have
‖γ1ξ1∞− γ2ξ2∞‖ ≫ 1√
h(γ1ξ1∞)h(γ2ξ2∞)
.
Proof. We at first prove the above inequality for h˜(·) and do(·, ·).
We at first consider the case γ1 = γ and γ2 = id. Choose a particular geodesic ray pointing to γξ1∞, say
{γξ1a(t) : t ≥ 0}, suppose we have γξ1 = ξ2n1a(−r)k in the representation G = ξ2NAK, by the Theorem
2.1, we have r is bounded from below by some absolute constant, then we have
Bξ2∞(o, γξ1a(t))
= Bξ2∞(o, ξ2n1a(−r)ka(t))
Projecting n1a(−r)ka(t) onto G/K and consider the first component of the NA-coordinate (put k =
n1σn2am in Bruhat decomposition and do the same calculation as we did in the proof of Proposition 3.17),
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we have that it is equal to e
t−r
e2t+‖y‖2 for some vector y ∈ Rn−1, it is clear that it is at most e
t−r
e2t = e
−t−r.
Then we have
ξ2n1a(−r)ka(t) = ξ2n′a(−r − t− ǫ(t))k
for some ǫ(t) ≥ 0. This means that Bξ2∞(o, γξ1a(t)) = −r−t−ǫ(t)+t1, where t1 is such that ξ2 = k2a(t2)n2.
For Bγξ1∞(o, γξ1a(t)), we have that
Bγξ1∞(o, γξ1a(t))
= Bγξ1∞(o, γξ1) +Bγξ1∞(γξ1, γξ1a(t))
= Bγξ1∞(o, γo) +Bγξ1∞(γo, γξ1) + t
= Bγξ1∞(o, γo) +Bξ1∞(o, ξ1) + t
We denote Bξ1∞(o, ξ1) by C(ξ1), since it is contained in a fixed finite set, it is uniformly bounded.
Thus, we have
Bγξ1∞(o, γo)−Bξ2∞(o, γξ1a(t)) −Bγξ1∞(o, γξ1a(t))
= Bγξ1∞(o, γo)−Bγξ1∞(o, γo)− C(ξ1)− t+ t+ r + ǫ(t)− t1
= r + ǫ(t)− t1 − C(ξ1)
≥ C˜.
for some absolute constant C˜. By letting t→∞ and taking the exponential in the above inequality, we have
d2o(γξ1∞, ξ2∞)h˜(γξ1∞)≫ 1.
This proves the statement since h˜(ξ2∞) = 1.
Now we consider the general case. For any two cusps γ1ξ1∞ and γ2ξ2∞, we have
h˜(γ1ξ1∞)h˜(γ2ξ2∞)d2o(γ1ξ1∞, γ2ξ2∞)
= h˜(γ−12 γ1ξ1∞)h˜(ξ2∞)d2o(γ−12 γ1ξ1, ξ2∞)
≫ 1.
Now applying the facts that h(γξ∞) ≍ h˜(γξ∞) and do(γ1ξ1∞, γ2ξ2∞) ≍ ‖γ1ξ1∞−γ2ξ2∞‖ whenever the
cusps are in B, we prove the inequality for h(·) and ‖ · ‖. 
Definition 3.20. For a cusp a = γξ∞, we call another cusp b is a successive cusp of a if
b = γ(ξu(n)ξ−1)sξ′∞,
where n ∈ Rn−1, ξu(n)ξ−1 ∈ Γ∩ ξNξ−1 := Γξ (it is a cocompact lattice of ξNξ−1) with the norm ‖n‖ large
enough, and s 6∈ Γξ is chosen from a finite subset S ⊂ Γ defined as follows: for any fundamental domain
F that shares a common boundary with F0 is of form sF0, there are only finitely many such fundamental
domains, we define S to be the collection of all the possible s’s. It is easily seen that Γ is generated by S.
Proposition 3.21. Given a cusp a = γξ1∞ and one of its successive cusp points b = γξ1u(n)ξ−11 sξ2∞, the
following approximation is true:
h(b) ≍ h(a)‖n‖2.
And moreover,
‖a− b‖ ≍ 1√
h(a)h(b)
Proof. Let γξ1 = u(x1)σu(y1)a(r1)m1 and γξ1u(n)ξ
−1
1 sξ2 = u(x2)σu(y2)a(r2)m2, we take the inverse of
both sides, then the left hand side becomes
(ξ−11 sξ2)
−1u(−n)(γξ1)−1 = k−1(ξ1, ξ2, s)u(−n)m−11 a(−r1)u(−y1)σu(−x1)
where k(ξ1, ξ2, s) denotes ξ
−1
1 sξ2 for ξ1, ξ2 ∈ Ξ and s ∈ S. we claim that k(ξ1, ξ2, s) 6∈ P unless s = e and
ξ1 = ξ2. This is because if this happens then ξ1∞ = sξ2∞, this means that they represent exact the same
cusp.
We denote k(ξ1, ξ2, s) = u(x(ξ1, ξ2, s))σa(r(ξ1, ξ2, s))u(y(ξ1, ξ2, s))m(ξ1, ξ2, s), since we only have finitely
many choices for ξ1, ξ2 and s, we have x(ξ1, ξ2, s), r(ξ1, ξ2, s) and y(ξ1, ξ2, s) are all bounded. This makes
the left hand side equal
m−1(ξ1, ξ2, s)u(−y(ξ1, ξ2, s))a(−r(ξ1, ξ2, s))σu(−x(ξ1, ξ2, s))u(−n)m−11 a(−r1)u(−y1)σu(−x1)
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The right hand side is equal to
m−12 a(−r2)u(−y2)σu(−x2)
Now we consider their NA-coordinates on G/K, the right hand side has coordinate(
e−r2
1 + ‖x2‖2 , e
−r2m−12
(
x2
1 + ‖x2‖2 − y2
))
.
The left hand side is equal to:(
e−r(ξ1,ξ2,s)
A
A2 + ‖B‖2 ,m
−1(ξ1, ξ2, s)
(
−y(ξ1, ξ2, s) + e−r(ξ1,ξ2,s) B
A2 + ‖B‖2
))
,
where A = e
−r1
1+‖x1‖2 and B = m
−1
1
(
x1
1+‖x1‖2 − y1
)
−n−x(ξ1, ξ2, s), since we assume that ‖n‖ is large enough,
we have ‖B‖ ≍ ‖n‖, and since ‖x1‖ ≪ 1 and er(ξ1,ξ2,s) ≍ 1, we have that
e−r(ξ1,ξ2,s)
A
A2 + ‖B‖2 ≍
e−r1
‖n‖2
and the first coordinate of right hand side e
−r2
1+‖x2‖2 ≍ e−r2 since ‖x1‖ ≪ 1. Therefore, we have
er2 ≍ er1‖n‖2.
This proves the first part of the proposition.
Moreover, by comparing the second component of the coordinate, we have
e−r2m−12
(
x2
1 + ‖x2‖2 − y2
)
= m−1(ξ1, ξ2, s)
(
−y(ξ1, ξ2, s) + e−r(ξ1,ξ2,s) B
A2 + ‖B‖2
)
.
The right hand side has uniformly bounded norm, this shows that the left hand side is also uniformly
bounded. Thus,
‖ x2
1 + ‖x2‖2 − y2‖ ≪ e
r2 .
It is easily seen that the norm of x21+‖x2‖2 is uniformly bounded. This shows that
‖y2‖ ≪ er2 = h(b).
Remark: here we could not assume that ‖y2‖ ≪ h(b) (as we mentioned in the remark after Definition 3.1),
since this will change γξ1u(n)ξ
−1
1 sξ2 to γξ1u(n)ξ
−1
1 sξ2u(n
′) for some n′ ∈ Rn−1, then the following equality
will not hold anymore:
u(x1)σu(y1)a(r1)m1u(n)ξ
−1
1 sξ2 = u(x2)σu(y2)a(r2)m2.)
Now we start with
γξ1u(n)ξ
−1
1 sξ2 = u(x1)σu(y1)a(r1)m1u(n)k(ξ1, ξ2, s),
on the other hand,
γξ1u(n)ξ
−1
1 sξ2 = u(x2)σu(y2)a(r2)m2.
Suppose the NA-coordinate of k(ξ1, ξ2, s) is (e
r(ξ, s), z(ξ, s)), then the NA-coordinate of γξ1u(n)ξ
−1
1 sξ2 is
the following, by plugging in the first equation:(
C
C2 + ‖D‖2 ,x1 −
D
C2 + ‖D‖2
)
,
where C = er1+r(ξ,s) ≍ h(a), D = y1 + er1m1(n+ z(ξ, s)), for ‖n‖ large enough, ‖D‖ ≍ h(a)‖n‖. So∥∥∥∥ DC2 + ‖D‖2
∥∥∥∥ ≍ 1h(a)‖n‖ .
By plugging the second equation into the NA-coordinate, we have(
er2
e2r2 + ‖y2‖2 ,x2 −
y2
e2r2 + ‖y2‖2
)
.
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We have proved that ‖y2‖ ≪ er2 = h(b), so∥∥∥∥ y2e2r2 + ‖y2‖2
∥∥∥∥≪ 1h(b) ≪ 1h(a)‖n‖ .
By comparing the second component of their NA-coordinates, we get
x1 − D
C2 + ‖D‖2 = x2 −
y2
e2r2 + ‖y2‖2 ,
therefore
x1 − x2 = D
C2 + ‖D‖2 −
y2
e2r2 + ‖y2‖2 ,
our above argument shows that the right hand side has norm ≍ 1h(a)‖n‖ ≍ 1√h(a)h(b) , this shows that
‖x1 − x2‖ ≍ 1√
h(a)h(b)
.
This proves the second part of the proposition. 
Corollary 3.22. There exist constants ǫ > 0 and C > 0 such that for a cusp a and one of its successive
cusp points b, then for any
x ∈ B
(
b,
ǫ
h(b)
)
=
{
x ∈ Rn−1 : ‖x− b‖ < ǫ
h(b)
}
,
Gx enters both a and b, moreover, from leaving a to entering b, it spends at most time C.
Proof. For ǫ > 0 small enough, then if
‖x− b‖ ≤ ǫ
h(b)
,
the following is also true:
‖x− a‖ ≤ c
h(a)
,
since ‖b− a‖ ≍ 1√
h(a)h(b)
≪ 1h(a) (see Proposition 3.21). Therefore Gx enters both a and b.
The time t2(a) when Gx leaves a satisfies:
et2(a) ≍ 1
h(a)‖x− a‖2 ≍ h(b),
and the time t1(b) when Gx enters b satisfies:
et1(b) ≍ h(b).
Therefore et2(a) ≍ et1(b), which is equivalent to our conclusion. 
For x ∈ Rn−1, if we consider the rough spectrum of x, say {ai : i ∈ N}, we have the following result:
Proposition 3.23. Let x ∈ Rn−1, we denote the rough spectrum of x by {ai : i ∈ N}, then for each i ∈ N,
‖x− ai‖ ≍ 1√
h(ai)h(ai+1)
.
And moreover, for each i ∈ N, ai+1 is a successive cusp of ai
Proof. By Corollary 3.13, the time t when Gx roughly leaves ai and roughly enters ai+1 satisfies
et ≍ 1
h(ai)‖x− ai‖2
and
et ≍ h(ai+1),
this implies that
‖x− ai+1‖ ≍ 1√
h(ai)h(ai+1)
.
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The proof of the second statement goes as follows: suppose when Gx roughly enters ai, it is in the fundamental
domain γF0, then ai = γξ∞, where ξ∞ is some cusp point of F0. When Gx leaves ai, the fundamental domain
it leaves must contain γξ∞ as a cusp point, therefore the fundemantal domain is of form γξu(n)ξ−1F0 where
ξu(n)ξ−1 ∈ Γξ. Then when Gx roughly enters ai+1, the fundamental domain it enters must be adjacent to
γξu(n)ξ−1, this implies the cusp point ai+1 must be of form γξu(n)ξ−1sξ′∞ for some s ∈ S and some other
cusp ξ′∞ of F0. This completes the proof. 
4. Counting cusp points in a given region
In this section we will prove the counting result on cusp points inside a given region with heights in a
given range, as we mentioned in the introduction (see Problem 1.2).
Theorem 4.1. There exist constants A3 > 0, A1 < 1 < A2, T > 0, h > 0 and Υ > 0 such that for any
t ≥ T , and for any γ ∈ Γ satisfying the cusp a = γ∞ ∈ B, and h(a) ≥ h, we have the number of cusp points
b of form γ′∞ such that h(b) ∈ [A1eth(a), A2eth(a)] and b ∈ B
(
γ∞, A3h(a)
)
is at least Υe(n−1)t.
Remark 4.2. The basic argument of the proof is based on the idea in the thesis of Margulis on counting
closed geodesics in compact Riemannian manifold of negative curvature. The basic tool is the mixing of
geodesic flow on hyperbolic space of finite volume.
The basic idea of the proof goes as follows: given ǫ > 0, we take a neighborhood Ω of id in G of form
NǫAǫU−ǫ M , where Nǫ, Aǫ and U−ǫ are ǫ-neighborhoods of id in N , A and U−, respectively, such that it maps
to Γ \G injectively under the natural projection:
π : G→ Γ \G.
From the mixing property of geodesic flow on T1(Γ \Hn) with respect to the Lebesgue measure µG, we have
when t > 0 large enough,
µG(ΓΩa(t) ∩ ΓΩ) ≥ 9
10
(µG(ΓΩ))
2.
Unfolding the above intersection to T1(Hn), the left hand side is equal to∑
γ′∈Γ
µ(γΩa(t) ∩ γ′Ω),
where µ denotes the G-invariant Lebesgue measure on T1(Hn). By a result proved in [10],
µ(γΩa(t) ∩ γ′Ω) ≤ C(Ω)e−(n−1)t,
where C(Ω) > 0 is a constant depending on Ω. Then there exists a constant Υ > 0 such that there are at
least Υe(n−1)t γ′ ∈ Γ such that
γΩa(t) ∩ γ′Ω 6= ∅.
Each such γ′ will be proved to satisfy the properties described in Theorem 4.1, which finishes the proof.
We start with proving the following lemma:
Lemma 4.3. There exist constants ǫ > 0, A3 > 0, A2 > 1 > A3, such that: let Ω ⊂ G denote the ǫ-
neighborhood of id of form NǫAǫU−ǫ M , given any γ ∈ Γ such that a = γ∞ ∈ B and h(a) is large enough,
t > 0 large enough, any γ′ such that
γΩa(t) ∩ γ′Ω 6= ∅
satisfies the following:
• ‖γ′∞− a‖ ≤ A3h(a) .
• h(γ′∞) ∈ [A1eth(a), A2eth(a)].
Proof. By the definition of γ′, there exist w1, w2 ∈ Ω such that
γw1a(t) = γ
′w2.
We use h˜(γ∞) and h˜(γ′∞). Suppose γ = ka(r)u(x), then from the definition of h˜(·), h˜(γ∞) = er. Since
Γ∞ = Γ ∩N is a lattice of N , we could replace γ by γu(n) for appropriate u(n) ∈ Γ∞ to make ‖x‖ ≍ 1.
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Suppose w1 = u(x1)a(ǫ1)u
−(y1)m1, w2 = u(x2)a(ǫ2)u−(y2)m2, where ‖ǫi‖ < ǫ, ‖xi‖ ≤ ǫ and ‖yi‖ ≤ ǫ
for i = 1, 2. Then
γu(x1)a(ǫ1)u
−(y1)m1a(t)m−12 u
−(−y2) = γ′u(x2)a(ǫ2).
Plugging in γ = ka(r)u(x), the left hand side is equal to
LHS = k′a(r + ǫ1)u(e−ǫ1m(x+ x1))u−(my1 − e−ty2)a(t),
wherem = m2m
−1
1 , and k
′ = km−1 ∈ K. Denote r˜ = r+ǫ1, e−ǫ1m(x+x1) = x˜, and denote y˜ = my1−e−ty2,
then r˜ is close to r, ‖x˜‖ ≍ 1 and ‖y˜‖ is very small, then
LHS = k′a(r˜)u(x˜)u−(y˜)a(t),
we want to write k′a(r˜)u(x˜)u−(y˜) in terms of KAN -decomposition. To do this, we consider its inverse
u−(−y˜)u(−x˜)a(−r˜)k′−1
and calculate its NA-coordinate: we at first write u−(−y˜) = σu(−y˜)σ, then direct computation shows that
its NA-coordinate is the following:
σ
(
e−r˜
e−2r˜ + ‖x˜‖2 ,
x˜
e−2r˜ + ‖x˜‖2 − y˜
)
,
we denote
η =
e−r˜
e−2r˜ + ‖x˜‖2 ,
and
Z =
x˜
e−2r˜ + ‖x˜‖2 − y˜,
it is easily seen that η ≍ e−r˜, and ‖Z‖ is close to ‖x˜‖−1 ≍ 1. Then after applying the action of σ on (η,Z),
we get (
η
η2 + ‖Z‖2 ,−
Z
η2 + ‖Z‖2
)
,
the A-component is
η
η2 + ‖Z‖2 ≍
η
‖Z‖2 ≍ e
−r,
and the N -component is
− Z
η2 + ‖Z‖2 := −Z˜
has norm ‖Z˜‖ ≍ 1‖Z‖ ≍ 1. This shows that
k′a(r˜)u(x˜)u−(y˜) = k′′a(r′)u(Z˜),
where |r − r′| is bounded by a constant. Then
k′a(r˜)u(x˜)u−(y˜)a(t) = k′′a(r′ + t)u(e−tZ˜),
therefore
γ′u(x2)a(ǫ2) = k′′a(r′ + t)u(e−tZ˜).
This easily implies
γ′ = k′′a(r′ + t− ǫ2)u(eǫ2−tZ˜− x2),
this shows that h˜(γ′∞) = er′+t−ǫ2 ≍ eth˜(γ∞).
Next we want to prove that
‖γ′∞− γ∞‖ ≤ A3
h(a)
.
To do this, we firstly consider the Gromov metric do(·, ·), and then make use of the fact that
do(ξ1, ξ2) ≍ ‖ξ1 − ξ2‖
when ξ1, ξ2 ∈ B.
For a noncusp point γw1∞ with w1 ∈ Ω, we could define the h˜(·) height of γw1∞ similarly
h˜(γw1∞) = exp(Bw1∞(γ−1o, o)).
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Then the above argument shows that
h˜(γw1∞) ≍ h˜(γ∞).
Then Proposition 3.18 tells that
d2o(γ∞, γw1∞)h˜(γ∞)h˜(γw1∞)
= d2o(∞, w1∞)h˜(∞)h˜(w1∞)
= d2o(∞, w1∞)
≪ 1
The last inequality above follows from the basic properties of Gromov metric. So we have
do(γ∞, γw1∞)≪ 1
h˜(γ∞) .
Similarly, we have
do(γ
′∞, γ′w2∞)≪ 1
h˜(γ′∞) .
Since γ′w2∞ = γw1a(t)∞ = γw1∞, and since h˜(γ′∞) ≍ eth˜(γ∞), the following holds:
do(γ∞, γ′∞)≪ 1
h˜(γ∞) .
This completes the proof because when γ∞, γ′∞ ∈ B,
‖γ∞− γ′∞‖ ≍ do(γ∞, γ′∞),
h˜(γ∞) ≍ h(γ∞),
and
h˜(γ′∞) ≍ h(γ′∞).

We will need the following result of Gorodnik and Shah:
Proposition 4.4. (See [10, Proposition 3.2]) Let G be a real algebraic group, and σ is an involution of G.
Let A = {a(t)} be a one parameter subgroup of G, such that σ(a(t)) = a(−t). Let
(4.1)
H = {g ∈ G : σ(g) = g} U+ = {g ∈ G : a(−t)ga(t)→ e as t→∞}
U− = {g ∈ G : a(t)ga(−t)→ e as t→∞} Z = ZG(A)
Then there exist constant c and t0 such that for neighborhoods Hr1 ⊂ H, Zr2 ⊂ Z and U+r3 of e in H, Z and
U+, respectively, small enough, t > t0 and any g ∈ G, we have
(4.2) µG(gU
+
r3Zr2Hr1 ∩ U+r3Zr2Hr1a(−t)) ≤ ce−λtµU+(U+r3)2
where µU+ denotes the Haar measure on U
+, and λ is the sum of the eigenvalues of Ad(a(1)) which are
greater than 1.
Remark 4.5. In our case, we take G = SO(n, 1) and σ be the weyl element, then we have H = K ∼= SO(n)
and λ = n − 1. We could choose r1, r2 and r3 appropriately such that Ω ⊂ U+r3Zr2Hr1 . Then the above
proposition tells that
µ(γΩa(t) ∩ γ′Ω) ≤ C(Ω)e−(n−1)t, (∗)
for some constant C(Ω) depending on Ω.
proof of Theorem 4.1. As we mentioned before, the diagonal flow A = {a(t) : t ∈ R} is mixing on Γ \G with
respect to the finite G-invariant measure µG. So there exists a constant T > 0 such that for t > T ,
µG(ΓΩa(t) ∩ ΓΩ) ≥ 9
10
(µG(ΓΩ))
2.
Let γ ∈ Γ be as above, then by unfolding ΓΩa(t) ∩ ΓΩ to G, we have
µG(ΓΩa(t) ∩ ΓΩ) =
∑
γ′∈Γ
µ(γΩa(t) ∩ γ′Ω).
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By (∗), we get |{γ′ ∈ Γ : γΩa(t) ∩ γ′Ω 6= ∅}| ≥ Υe(n−1)t for some constant Υ > 0. Here | · | denotes the
cardinality of a set. Then applying Lemma 4.3, we finish the proof of Theorem 4.1, because any such γ′
satisfies:
• ‖γ′∞− a‖ ≤ A3h(a) ,
• h(γ′∞) ∈ [A1eth(a), A2eth(a)],
for some constants 0 < A1 < 1 < A2 and A3 > 0. 
5. Hausdorff dimension of Divergent trajectories under diagonal geodesic flow
In this section, we will compute the Hausdorff dimension of Dk. In the first subsection, we will give the
lower bound of the Hausdorff dimension, and the second subsection will be devoted to the proof of upper
bound of the Hausdorff dimension.
Given Vk = (x1,x2, . . . ,xk) ∈ Rn−1, we denote by G(Vk) the diagonal geodesic ray in Mk:
G(Vk) := {G(Vk, t) = (Γ1u(x1)σa(t), . . . ,Γku(xk)σa(t)) : t ≥ 0}.
We define the function W (Vk, t) as follows:
W (Vk, t) = max
1≤i≤k
{Wi(xi, t)},
where Wi(x, t) denotes the function W (x, t) defined in Definition 3.7, with respect to the space Γi \ Hn.
Then G(Vk, t) diverges as t→∞ if and only if W (Vk, t)→∞ as t→∞.
Because we are interested in divergent trajectories, we may assume that W (Vk, t) remains large for all
t > 0 large enough.
Suppose at some point t,
W (Vk, t) = Wi(xi, t),
then there exists a maximal interval I such that for all s ∈ I,
W (Vk, s) = Wi(xi, s).
Then from the properties of the function Wi(xi, t),
Wi(xi, t) =
1
h(a)(e−t + et‖xi − a‖2) ,
where a is the cusp point Gxi(t) is close to. Then t = − log ‖xi − a‖ ∈ I.
Suppose s ∈ I is the right limit of I, then at s, W (Vk, t) changes from Wi(xi, t) to Wj(xj , t), then
Wi(xi, t) =
1
h(a)(e−t + et‖xi − a‖2) ,
is equal to
Wj(xj , t) =
1
h(b)(e−t + et‖xj − b‖2) .
Obviously − log ‖xi − a‖ < t < − log ‖xj − b‖, then
Wi(xi, t) ≍ 1
h(a)et‖xi − a‖ ,
and
Wj(xj , t) ≍ 1
h(b)e−t
,
this implies that
h(a)et‖xi − a‖2 ≍ e−th(b) ≍
√
h(a)h(b)‖xi − a‖.
Then W (Vk, t) has a local minimum 1√
h(b)h(a)‖xi−a‖
when et ≍
√
h(b)√
h(a)‖xi−a‖
. W (Vk, t) → ∞ if and only if
these local minima 1√
h(b)h(a)‖xi−a‖
tends to ∞ as t→∞.
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5.1. Lower bound of the Hausdorff dimension. The basic idea to get the lower bound of the Hausdorff
dimension is the following: it suffices to consider the case k = 2, because if the projection of G(Vk) to the
first two component is divergent, then so is G(Vk). For the first component, we choose x1 such that Spec(x1)
admits a subsequence {ai : i ∈ N} such that
• h(ai+1) ≍ h1+δ(ai) for all i ∈ N, where δ > 0 is some constant.
• From Gx1 leaving ai to it entering ai+1, it spends at most a uniformly bounded time C > 0.
For such x1,
‖x1 − ai‖ ≍ 1√
h(ai)h(ai+1)
≍ 1
h1+δ/2(ai)
,
and we could divide R into disjoint union of a sequence of intervals R =
⋃∞
i=1 Ii, each Ii = [ti, ti+1) where
eti ≍ 1‖x1 − ai‖
for each ti, such that for t ∈ Ii
W1(x1, t) ≍ 1
h(ai)(e−t + et‖x1 − ai‖2) .
For each such x1 fixed, we choose x2 on the second component inductively as follows:
• We start with a cusp bp for some large p, such that h(bp) ≍ h(ap)log h(ap) , and take a neighborhood
B
(
bp,
1
h(ap)
)
. We denote Ap = B
(
bp,
1
h(ap)
)
, and Ap = {Ap}.
• Suppose we have defined a collection of finitely many neighborhoods Ak, and each neighborhood of
Ak is of form Ak = B
(
bk,
1
h(ak)
)
, where bk is some cusp point of Γ2 \Hn with h(bk) ≍ h(ak)log h(ak) . For
each bk+1 ∈ Ak with h(bk+1) ≍ h(ak+1)log h(ak+1) , we construct the neighborhood B
(
bk+1,
1
h(ak+1)
)
, and
define Ak+1 to be the collection of all such neighborhoods. This defines An inductively for all n ∈ N.
Denote Ak =
⋃
Ak∈Ak Ak, and define A∞ =
⋂
kAk. We will prove the following lemma:
Lemma 5.1. Fix x1 and define A∞ as above, then for any x2 ∈ A∞, G(x1,x2) is a divergent trajectory.
Proof. For any x2 ∈ A∞, there exists a sequence of cusp points {bk : k ≥ p} such that
• h(bk) ≍ h(ak)log h(ak) , for all k.
• x2 ∈ B
(
bk,
1
h(ak)
)
.
Then from et ≍ h(ak) log h(ak) to et = 1‖x1−ak‖ ,
W1(x1, t)
= 1h(ak)(e−t+et‖x1−ak‖2)
≍ 1h(ak)e−t
≫ h(ak) log h(ak)h(ak)
= log h(ak).
From et = 1‖x1−ak‖ to e
t ≍ h(ak+1)log h(ak+1) ,
W1(x1, t)
≍ 1eth(ak)‖x1−ak‖2
≫ log h(ak+1)h(ak+1)h(ak)‖x1−ak‖2
≍ log h(ak+1).
From et ≍ h(ak+1)log h(ak+1) ≍ h(bk+1) to et = 1‖x2−bk+1‖ ≍ h(ak+1),
W2(x2, t) ≍ e
t
h(bk+1)
≍ e
t log h(ak+1)
h(ak+1)
,
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and it is increasing. We claim that at some τk+1 such that
e2τk+1 ≍ h(bk+1)
h(ak)‖x1 − ak‖2 ≍ h(bk+1)h(ak+1),
W (V2, t) admits a local minimum and
W (V2, τk+1) = W2(x2, τk+1) ≍
√
h(ak+1)
h(bk+1)
≍
√
log h(ak+1).
Since
√
log h(ak+1)→∞ as t→∞, we have the diagonal geodesic ray G(x1,x2) is divergent. 
Therefore, once we choose x1 as above and then choose a x2 ∈ A∞ for this fixed x1, we will get a divergent
trajectory. We will then compute the Hausdorff dimension of the collection of such x1’s, and for each x1
fixed, we will give the Hausdorff dimension of A∞, by the following lemma, the Hausdorff dimension of
divergent trajectories is at least the sum of them:
Lemma 5.2 (Marstrand Slicing Theorem). Let A and B be metric spaces, and let C be a subset of the direct
product A×B. Assume that the projection of C onto A, ProjA(C) has Hausdorff dimension at least α > 0,
and for every a ∈ ProjA(C), if we define
Ba = C ∩ ({a} ×B)
then the Hausdorff dimension dimH(Ba) ≥ β > 0 for all a ∈ ProjA(C), then we have
dimH C ≥ α+ β.
Remark 5.3. The reader may see [11, Section 1.4], [12], and [8, Theorem 5.8] for the detail of this theorem.
We at first prove that for each fixed x1 as above, the set A∞ defined as above has Hausdorff dimension
n− 1:
Theorem 5.4. Given constants δ > 0 and C > 0, let x1 ∈ Rn−1 satisfy the following condition: its spectrum
Spec(x1) admits a sebsequence {ak : k ∈ N}, such that
• h(ak+1) ≍ h1+δ(ak) for all k ∈ N.
• From Gx1 leaving ak to it entering ak+1, it spends at most time C.
According to this x1, we construct Ak inductively as above, and then define
Ak =
⋃
A∈Ak
A,
and
A∞ =
⋂
k
Ak,
then the Hausdorff dimension of A∞
dimH A∞ ≥ n− 1.
We introduce the notion of Cantor-like collection of compact subsets of Rn−1 as follows:
Definition 5.5. Starting with a bounded closed subset A0 with positive Lebesgue measure, a Cantor-like
countable collection A is the union of finite collections Ak of compact subsets of A0, for k ∈ N, satisfying
the following conditions:
(1) A0 = {A0}
(2) every Ak is a finite collection of disjoint compact subsets of A0.
(3) for every k ≥ 1, for every A ∈ Ak, we can find some B ∈ Ak−1 such that A ⊂ B.
(4) let dk(A) = supA∈Ak diam(A), where diam(A) denotes the diameter of A, then dk(A)→ 0 as k →∞.
For a Cantor-like collection A =
⋃∞
k=0 Ak, let Ak =
⋃
A∈Ak A, and A∞ =
⋂∞
k=0Ak, and we define ∆k(A) as
folows:
∆k(A) = inf
B∈Ak
m(B ∩ Ak+1)
m(B)
where m(·) denotes the Lebesgue measure of Rn−1.
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The basic tool of the proof is the following theorem:
Theorem 5.6. (See [11, Section 4.1]) Let A =
⋃∞
k=0 Ak be a Cantor-like collection of compact subsets of
A0, and let Ak, A∞, dk(A) and ∆k(A) be as above, then we have the Hausdorff dimension of A∞
dimH(A∞) ≥ n− 1− lim sup
j→∞
∑j−1
i=0 log(
1
∆i(A)
)
log( 1dj(A) )
Remark 5.7. The statement given in [11, Section 4.1] is more general than the version above, and the result
was proved in [15] and [16].
Now we are ready to prove Theorem 5.4:
Proof of Theorem 5.4. To apply Theorem 5.6, we need to estimate ∆k(A).
Given each Ak ∈ Ak, suppose Ak = B
(
bk,
1
h(ak)
)
, where h(bk) ≍ h(ak)log h(ak) . We need to count how many
cusp points bk+1 ∈ Ak with h(bk+1) ≍ h(ak+1)log h(ak+1) .
To do this, we at first find a successive cusp point b′k of bk in Ak such that
h(b′k) ≍ h(ak) log h(ak),
then
‖bk − b′k‖ ≍
1
h(ak)
.
Let constants T , Υ, A1, A2 and A3 be as in Theorem 4.1, and define A
′
k = B
(
b′k,
A3
h(b′k)
)
, then A′k ⊂ Ak,
and applying Theorem 4.1, for t > T , there are at least Υe(n−1)t cusp points bk+1’s in A′k with h(bk+1) ∈
[A1e
th(b′k), A2e
th(b′k)]. Let
et =
h(bk+1)
h(b′k)
≍ h
δ(ak)
log2 h(ak)
,
we get the number of choices for bk+1 is ≍ h
(n−1)δ(ak)
log2(n−1) h(ak)
.
Therefore
1
∆k(A)
≍ log
2(n−1) h(ak)
h(n−1)δ(ak)
h(n−1)δ(ak) = log2(n−1) h(ak),
so
log
(
1
∆k(A)
)
= O(k),
and because
log
(
1
dk(A)
)
= (1 + δ)k log h(a0) +O(k),
we have
dimH A∞
≥ n− 1− lim supj→∞
∑j−1
i=0 O(i)
(1+δ)j log h(a0)+O(j)
= n− 1− lim supj→∞ O(j
2)
(1+δ)j log h(a0)+O(j)
= n− 1.
This completes the proof. 
We give the lower bound of the Hausdorff dimension of collection of eligible x1’s in the following propo-
sition:
Proposition 5.8. For every δ > 0, we define the Dδ to be the collection of x1 ∈ Rn−1 satisfying the
following:
dimH Dδ ≥ n− 1
2 + δ
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Proof. We will at first construct the Cantor-like collection A =
⋃
Ak.
Let the constant C > 0 be the same as those in Corollary 3.22. Starting with a cusp point a0 with height
h(a0) large enough, we define A0 to be the closed ball centered at a0 with radius
1
h1+δ/2(a0)
, i.e.,
A0 = B
(
a0,
1
h1+δ/2(a0)
)
.
We define A0 = {A0}.
Suppose we have defined Ak for k ≥ 0, and every Ak ∈ Ak is of form B
(
ak,
1
h1+δ/2(ak)
)
. We fix one such
Ak. We take ak+1 to be a successive cusp point of ak (see Definition 3.20) such that h(ak+1) ≍ h1+δ(ak),
and define Ak+1 = B
(
ak+1,
1
h1+δ/2(ak+1)
)
. From Proposition 3.21, we have that
‖ak+1 − ak‖ ≍ 1√
h(ak)h(ak+1)
≍ 1
h1+δ/2(ak)
,
so Ak+1 ⊂ Ak if we choose the constants appropriately in the approximation
h(ak+1) ≍ h1+δ(ak).
We take all possible Ak’s in Ak and construct all possible Ak+1’s as above, and define Ak+1 to be the
collection of all such Ak+1’s.
This finishes the inductive construction of A =
⋃∞
k=0 Ak, and thus Ak =
⋃
A∈Ak A and A∞ =
⋂∞
k=0Ak
are defined accordingly.
We will prove that A∞ ⊂ Dδ. Take any x ∈ A∞, then there exists a sequence {Ak = B
(
ak,
1
h1+δ/2(ak)
)
∈
Ak : n ∈ N}, such that x ∈
⋂∞
k=0Ak. By Corollary 3.22, the geodesic ray Gx enters ak consequently, and
moreover, from leaving ak to entering ak+1, it spends at most time C. Because h(ak+1) ≍ h1+δ(ak), this
shows that x ∈ Dδ.
Next we will apply Theorem 5.6 to give the lower bound of the Hausdorff dimension of A∞.
Take any Ak ∈ Ak of form B
(
ak,
1
h1+δ/2(ak)
)
, suppose that
ak = γξ∞,
we want to count how many successive cusp points ak+1’s we could choose. From Definition 3.20, every ak+1
is of form
ak+1 = γξu(n)ξ
−1sξ′∞,
and from Proposition 3.21, h(ak+1) ≍ h(ak)‖n‖2, therefore we have ‖n‖ ≍ hδ/2(ak). So the number of
choices for ak+1 is ≍ h(n−1)δ/2(ak). Therefore
∆k(A) ≍ h(n−1)δ/2(ak) h
(n−1)(1+δ/2)(ak)
h(n−1)(1+δ)(1+δ/2)(ak)
= h−(n−1)(1+δ)δ/2(ak).
And
dk(A) ≍ 1
h1+δ/2(ak)
.
So
log
(
1
∆k(A)
)
= (n− 1)(1 + δ)δ/2 log h(ak) = (n− 1)(1 + δ)k+1δ/2 log(h(a0)) +O(k),
and
log
(
1
dk(A)
)
= (1 + δ/2) logh(ak) = (1 + δ/2)(1 + δ)
k log(h(a0)) +O(k)
where O(k) denotes some quantity depending on k such that |O(k)| ≪ k for large k.
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Then from Theorem 5.6,
dimH A∞
≥ n− 1− lim supj→∞
∑j−1
i=0 log(
1
∆i(A)
)
log( 1dj(A)
)
= n− 1− lim supj→∞
∑j−1
i=0 (n−1)δ/2(1+δ)i+1 log h(a0)+O(i)
(1+δ/2)(1+δ)j log h(a0)+O(j)
= n− 1− lim supj→∞ (n−1)(1+δ)
j+1/2 log h(a0)+O(j
2)
(1+δ/2)(1+δ)j log h(a0)+O(j)
= n− 1− (n−1)(1+δ)2+δ = n−12+δ .
This completes the proof. 
Combining Theorem 5.4, Proposition 5.8 and Lemma 5.2, we get that
dimH Bk ≥ (k − 1)(n− 1) + n− 1
2 + δ
,
for all δ > 0. By letting δ → 0, we show that
(5.1) dimH Bk ≥ k(n− 1)− n− 1
2
.
5.2. Upper bound of the Hausdorff dimension. The basi idea to get the upper bound of the Hausdorff
dimension of dimH Bk is the following:
At first we choose a small constant ρ > 0, and define
E(ρ) =
{Vk ∈ (Rn−1)k :W (Vk, t) ≥ ρ−1 for all t > 0 large enough } ,
then obviously Bk ⊂ E(ρ). We then construct an indexed self-similar covering (B, J, ̺) of E(ρ), which is
defined as follows:
Definition 5.9. Let B be a countable covering of a subset E ⊂ Rl by bounded subsets of Rl and assume
that it is indexed by some countable set J ; let ̺ be a function from the set J to the set of all nonempty
subsets of J . For any α ∈ J we write B(α) for the element of B indexed by α. We say (B, J, ̺) is an indexed
self-similar covering of E (the indexing function ι : J → B being implicit) if there exists a λ, 0 < λ < 1 such
that for every x ∈ E we have a sequence (αj) of elements in J satisfying
(1) ∩B(αj) = {x},
(2) diamB(αj+1) < λdiamB(αj) for all j, and
(3) αj+1 ∈ ̺(αj) for all j.
And then we apply the following theorem of Cheung to get the upper bound of dimH E(ρ):
Theorem 5.10. (See [2, Theorem 5.3]) Let (B, J, ̺) be an indexed self-similar covering of a subset E ⊂ Rl
and suppose there is an s > 0 such that for every α ∈ J∑
α′∈̺(α)
(diamB(α′))s ≤ (diamB(α))s
Then dimH E ≤ s.
So our first step is to construct the indexed self-similar covering (B, J, ̺) of E(ρ).
The construction of (B, J, ̺) basically follows from the work of Cheung (see [2]), with some minor
modification.
We need some preparation before the construction.
Lemma 5.11. For any noncompact hyperbolic space Γ \Hn with finite volume, there exists a constant c > 0
such that for all X > 0 large enough, and any closed ball B ∈ Rn−1 of radius c√
X
, there is at least one cusp
of Γ \Hn inside B with height less than or equal to X.
Proof. Let x ∈ Rn−1 denote the center of the ball, and consider the rough spectrum of Gx, say {ai : i ∈ N}.
Let ai denote the cusp with largest height less than or equal to X , then we have
‖x− ai‖ ≍ 1√
h(ai)h(ai+1)
≪ 1√
X
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since h(ai+1) ≥ X and h(ai)≫ 1. Therefore there exists some constant c > 0 such that ai is inside the ball
centered at x with radius c√
X
.
This proves the lemma. 
Remark 5.12. For each component Γi \ Hn and each positive integer N , then the above lemma tells that
there exists a countable subset E(i, N) of cusps of Γi such that for the constant c and some smaller costant
c′ such that every closed ball B ⊂ Rn−1 of radius c√
N
contains at least one element of E(i, N), and in every
closed ball of radius c
′√
N
there is at most one element of E(i, N). And moreover, every element in E(i, N)
has height less than or equal to N . We fix these subsets.
Definition 5.13. Let Qi ⊂ Rn−1 denote the set of cusps of Γi, and I = {1, . . . , k}. Define J ⊂ Q1 × · · · ×
Qk × I × I to be the collection of elements (a1, . . . , ak, i, j) satisfying the following conditions:
(1) h(aj) < ρh(ai)
(2) h(al) ∈ E(l, ⌊h(ai)h(aj)⌋) for other index l.
For all such (a1, . . . , ak, i, j), we denote by B(a1, . . . , ak, i, j) ⊂ Rn−1 × · · · ,×Rn−1 the ball centered at
(a1, . . . , ak) with radius
c√
h(ai)h(aj)
for some constant c, with respect to the supreme norm of the norm in
Rn−1, i.e.,
‖(x1, . . . ,xk)‖ = max
1≤i≤k
‖xi‖
We define B to be the collection of all B(a1, . . . , ak, i, j) for (a1, . . . , ak, i, j) ∈ J . And we define
A(a1, . . . , ak, i, j) ⊂ B(a1, . . . , ak, i, j)
to be the neighborhood of (a1, . . . , ak) whose ith component has radius
c
h(ai)
and other components have
radius c√
h(ai)h(aj)
.
We define ̺ as follows: for (a1, . . . , ak, i, j) ∈ J , we define ̺(a1, . . . , ak, i, j) ⊂ J to be the collection of
elements (a′1, . . . , a
′
k, j, j
′) ∈ J satisfying the following conditions:
(1) a′j is a successive cusp point of aj, we denote this condition by aj 7→ a′j .
(2) if j′ = i, then h(a′i) > h(ai) and ‖a′i − ai‖ ≤ ch(ai)
(3) h(ai) < h(a
′
j) and h(aj) < h(a
′
j′).
(4) A(a1, . . . , ak, i, j) ∩ A(a′1, . . . , a′k, j, j′) 6= ∅
(5) h2(ai) ≤ h(a′j)h(a′j′).
We will prove that the above construction gives an indexed self-similar covering of E(σ):
Proposition 5.14. Definition 5.13 gives an indexed self-similar covering of E(σ).
Proof. For any Vk = (x1, . . . ,x2) ∈ E(ρ), then we have the local minima of W (Vk, t) is always greater than
ρ−1 for t large enough. Then there exists a sequence of times {tp : p ∈ N} such that at each t = tp it
admits a local minimum. Then from the previous argument we have at this moment, W (Vk, t) changes from
Wi(p)(xi(p), t) to Wi(p+1)(xi(p+1), t) for some indices i(p), i(p + 1) ∈ I. And in this case if we denote by
a(p)i(p) and a(p + 1)i(p+1) the corresponding cusps of Gxi(p) and Gxi(p+1) respectively, at this moment, and
denote by b(p)i(p) and b(p + 1)i(p+1) the next cusps of Gxi(p) and Gxi(p+1) respectively, then the previous
argument tells that
W (Vk, tp) = 1√
h(a(p)i(p))h(a(p+ 1)i(p+1))‖xi(p) − a(p)i(p)‖
,
and
etp ≍
√
h(a(p+ 1)i(p+1))√
h(a(p)i(p))‖xi(p) − a(p)i(p)‖
.
Note that if we denote by b(p)i(p) the next cusp Gxi(p) roughly enters after leaving a(p)i(p), we have that (see
Proposition 3.23)
‖xi(p) − a(p)i(p)‖ ≍ 1√
h(a(p)i(p))h(b(p)i(p))
.
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Then W (Vk, tp) > ρ−1 implies that h(a(p+ 1)i(p+1)) < ρ2h(b(p)i(p)). Then we have a sequence of triplets
{(a(p)i(p), b(p)i(p), i(p)) : p ∈ N}
It is easy to see that h(a(p)i(p)) and h(b(p)i(p)) are both increasing with respect to p.
Next we define a subsequence {(a(pl)i(pl), b(pl)i(pl), i(pl)) : l ∈ N} of {(a(p)i(p), b(p)i(p), i(p))} as follows:
we start with some large p0 ∈ N and suppose pl is defined, we define pl+1 to be the smallest subindex p such
that
h2(b(pl)i(pl)) ≤ h(b(p)i(p))h(a(p+ 1)i(p+1))
This defines the subsequence {(a(pl)i(pl), b(pl)i(pl), i(pl)) : l ∈ N}.
From the definition it is easy to see that
h2(b(pl)i(pl)) ≤ h(b(pl+1)i(pl+1))h(a(pl+2)i(pl+2))
for all l ∈ N.
Moreover, from the definition we have
h2(b(pl)i(pl)) > h(b(pl+1 − 1)i(pl+1−1))h(a(pl+1)i(pl+1)) >
1
ρ2
h2(a(pl+1)i(pl+1))
this implies that
h(a(pl+1)i(pl+1)) < ρh(b(pl)i(pl))
For simplicity, in the following argument, we write l for pl. Then we have
h2(b(l)i(l)) ≤ h(b(l + 1)i(l+1))h(a(l + 2)i(l+2))
and
h(a(l + 1)i(l+1)) < ρh(b(l)i(l))
Then we consider
u(l) = (c(l)1, . . . , c(l)k, i(l), i(l+ 1))
for each l ∈ N such that
(1) c(l)i(l) = b(l)i(l)
(2) c(l)i(l+1) = a(l+ 1)i(l+1)
(3) for other index j, we choose c(l)j to be a cusp in E(j, ⌊h(c(l)i(l))h(c(l)i(l+1))⌋) such that ‖xj−c(l)j‖ ≤
c√
h(c(l)i(l))h(c(l)i(l+1))
, this can always be done because of the property of E(i, N) (see the remark after
Lemma 5.11).
It can be seen from the above argument that u(l) ∈ J . Moreover, we claim that
Vk ∈ B(c(l)1, . . . , c(l)k, i(l), i(l+ 1)).
At first, a(l + 1)i(l+1) and b(l + 1)i(l+1) are two consecutive cusps in the rough spectrum of xi(l+1), so we
have
‖xi(l+1) − a(l+ 1)i(l+1)‖ ≍ 1√
h(a(l + 1)i(l+1))h(b(l + 1)i(l+1))
≤ 1√
h(a(l + 1)i(l+1))h(b(l)i(l))
,
and
‖xi(l) − b(l)i(l)‖ ≪ 1
h(b(l)i(l))
≤ 1√
h(a(l+ 1)i(l+1))h(b(l)i(l))
.
For any other index j, we have
‖xj − c(l)j‖ ≤ c√
h(c(l)i(l))h(c(l)i(l+1))
,
from our choice of c(l)j . Therefore, we may choose appropriate constant c > 0 in the definition of
B(c(l)1, . . . , c(l)k, i(l), i(l+ 1)) such that
Vk ∈ B(c(l)1, . . . , c(l)k, i(l), i(l+ 1)),
for all l ∈ N. Moreover, from the argument above we have
Vk ∈ A(c(l)1, . . . , c(l)k, i(l), i(l+ 1)).
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The diameter of B(u(l))
diamB(u(l)) =
2c√
h(a(l + 1)i(l+1))h(b(l)i(l))
.
Therefore
diamB(u(l+1))
diamB(u(l))
=
(
h(a(l+1)i(l+1))h(b(l)i(l))
h(a(l+2)i(l+2))h(b(l+1)i(l+1))
)1/2
≤
(
h(a(l+1)i(l+1))h(b(l)i(l))
h2(b(l)i(l))
)1/2
≤ ρ1/2.
This shows that diamB(u(l + 1)) ≤ λdiamB(u(l)) for λ = ρ1/2 < 1. And moreover this implies that
diamB(u(l))→ 0 as l→∞. Combining this with Vk ∈ B(u(l)) for any l ∈ N, we have that
∞⋂
l=0
B(u(l)) = {Vk}
To show that (B, J, ̺) is a self-similar covering of E(ρ), the last thing is to verify that
(c(l + 1)1, . . . , c(l + 1)k, i(l+ 1), i(l + 2)) ∈ ̺(c(l)1, . . . , c(l)k, i(l), i(l+ 1)).
At first, a(l+ 1)i(l+1) 7→ b(l+ 1)i(l+1) since they are consecutive cusps in the rough spectrum of xi(l+1) (see
Proposition 3.23), so the first condition is verified.
If i(l + 2) = i(l), then c(l)i(l) and c(l + 1)i(l) are both in the rough spectrum of xi(l), this ensures the
second condition.
The third condition is true since h(a(l)i(l)) andh(b(l)i(l)) are both increasing with respect to l. The fourth
condition is true since Vk ∈ A(u(l)) ∩ A(u(l + 1)) for all l ∈ N. The last condition is directly from the
definition of (a(l)i(l), b(l)i(l), i(l)). Thus we prove that
(c(l + 1)1, . . . , c(l + 1)k, i(l+ 1), i(l + 2)) ∈ ̺(c(l)1, . . . , c(l)k, i(l), i(l+ 1)).
This shows that (B, J, ̺) is a self-similar covering of E(ρ). 
Now we are ready to apply Theorem 5.10 to give the upper bound of the Hausdorff dimension of E(ρ).
We will need the following lemma concerning the upper bound of the number of cusp points inside a ball
B ⊂ Rn−1 with height bounded by X > 0:
Lemma 5.15. For a noncompact hyperbolic space Γ \ Hn and a closed ball B ⊂ Rn−1, we denote by FB(t)
the number of cusps of Γ inside B with height less than or equal to t for t > 0. Then there exists some
constant ω > 0 such that for every X > 0 large enough, we have∫ X
1
1
t(n−1)/2
dFB(t) ≤ ωX(n−1)/2Vol(B).
Proof. We may choose X large enough such that 1√
X
≪ diam(B). Note that the left hand hand of the
inequality above is equal to ∑
a
1
h(n−1)/2(a)
,
where a runs over all cusps of Γ inside B with height less than or equal to X (we may assume that every
cusp has height greater or equal to 1 without loss of generality since the height is uniformly bounded from
0). For every two cusps a1, a2 ∈ B, both with height less than or equal to X , we will have
‖a1 − a2‖ ≫ 1√
h(a1)h(a2)
≥ 1√
Xh(ai)
,
for i = 1, 2. Therefore there exists some constant c such that if we denote by B(a) a ball centered at a with
radius c√
Xh(a)
, for every cusp a inside B with height less than or equal to X , then we have every ball is
disjoint from others. And since we choose X large enough, we have⋃
a
B(a) ⊂ B′,
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where B′ is some larger ball sharing the center of B and has diameter c˜diam(B) for some other constant c˜.
This implies that ∑
a
Vol(B(a)) ≤ Vol(B′) = c˜n−1Vol(B).
This is equivalent to ∑
a
cn−1
X(n−1)/2h(n−1)/2(a)
≤ ζVol(B)
for some constant ζ > 0. The above inequality implies that∑
a
1
h(n−1)/2(a)
≤ ωX(n−1)/2Vol(B),
and this implies the conclusion immediately. 
Now let us apply Theorem 5.10 to give the upper bound of the Hausdorff dimension of E(ρ):
Theorem 5.16. For ρ > 0 small enough, we have
dimH E(ρ) ≤ (k − 1)(n− 1) + (n− 1)/2 + ρ1/8.
Proof. For a fixed (a1, . . . , ak, i, j) ∈ J , and s = k(n− 1)− (n− 1)/2 + ρ1/8, we want to estimate∑
(a′1,...,a
′
k
,j,j′)∈̺(a1,...,ak,i,j)
(
diamB(a′1, . . . , a
′
k, j, j
′)
diamB(a1, . . . , ak, i, j)
)s
.
Let us denote
̺l(a1, . . . , ak, i, j) = {(a′1, . . . , a′k, j, l) ∈ ̺(a1, . . . , ak, i, j)}.
Then the above summation can be separated as
∑
l
∑
̺l(a1,...,ak,i,j)
(
h(ai)h(aj)
h(a′j)h(a
′
l)
)s/2
Let us put
h(a′j)
h(aj)
= a and
h(a′l)
h(ai)
= b, then we have a > ρ−1 and b < ρa.
We separate the choice of l into two case:
(1) l = i: let us denote by H(a) the number of cusps a′j such that aj 7→ aj and h(a′j) ≤ h(aj), then it is
easily seen that H(a) ≍ a(n−1)/2 (suppose aj = γξ∞, then a′j = γξu(n)ξ−1sξ′∞, choice of s and ξ′
are both finite, and ‖n‖2 ≤ a implies the number of choices for n is ≍ a(n−1)/2). And since
‖a′i − ai‖ ≤
c
h(ai)
We denote by F (b) the number of cusps in side the ball B
(
ai,
c
h(ai)
)
with height less than or
equal to bh(ai). And once we fix a and b, then for any other component w, cusps are elements
in E(w, ⌊h(a′j)h(a′i)⌋) inside the ball centered at aw with radius c√h(ai)h(aj) , from the definition of
E(w,N), we have the number of choices for a′w is
≍
(
h(a′i)h(a
′
j)
h(ai)h(aj)
)(n−1)/2
= (ab)(n−1)/2.
Therefore the summation ∑
̺i(a1,...,ak,i,j)
(
h(ai)h(aj)
h(a′i)h(a
′
j)
)s/2
can be estimated as the following summation∫
a>ρ−1
∫ ρa
1
(ab)(k−2)(n−1)/2
1
(ab)s/2
dF (b)dH(a).
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By simplifying it we have∫
a>ρ−1
a(k−2)(n−1)/2−s/2
∫ ρa
1
b(k−1)(n−1)/2−s/2
1
b(n−1)/2
dF (b)dH(a).
Let G(x) =
∫ x
1
1
b(n−1)/2
dF (b), then from Lemma 5.15, we have
G(x)≪ x(n−1)/2.
This is true since in B(ai, c), ai is the cusp with smallest height.
Then the above integral equals∫
a>ρ−1
∫ ρa
1
a(k−2)(n−1)/2−s/2b(k−1)(n−1)/2−s/2dG(b)dH(a)
=
∫
a>ρ−1 a
(k−2)(n−1)/2−s/2 ((ρa)(k−1)(n−1)/2−s/2G(ρa)− ∫ ρa1 G(b)db(k−1)(n−1)/2−s/2) dH(a)
=
∫
a>ρ−1
a(k−2)(n−1)/2−s/2
(
(ρa)(k−1)(n−1)/2−s/2G(ρa)
+(s/2− (k − 1)(n− 1)/2) ∫ ρa1 b(k−1)(n−1)/2−s/2−1G(b)db) dH(a)
≪ ∫a>ρ−1 a(k−2)(n−1)/2−s/2 [(ρa)(k−1)(n−1)/2−s/2(ρa)(n−1)/2
+(s/2− (k − 1)(n− 1)/2) ∫ ρa
1
b(k−1)(n−1)/2−s/2−1b(n−1)/2db
]
dH(a)
=
∫
a>ρ−1 a
(k−2)(n−1)/2−s/2 ((ρa)k(n−1)/2−s/2
+ s/2−(k−1)(n−1)/2k(n−1)/2−s/2 (ρa)
k(n−1)/2−s/2
)
dH(a)
= ρ
k(n−1)/2−s/2(n−1)
k(n−1)−s
∫
a>ρ−1
a(k−1)(n−1)−sdH(a)
= ρ
k(n−1)/2−s/2(n−1)
k(n−1)−s
[(
a(k−1)(n−1)−sH(a)
)∞
ρ−1
− ∫
a>ρ−1
H(a)da(k−1)(n−1)−s
]
.
Since H(a) ≍ a(n−1)/2, the above integral asymptotically equals:
ρk(n−1)/2−s/2(n−1)
k(n−1)−s
[(
a(k−1)(n−1)−sa(n−1)/2
)∞
ρ−1
+(s− (k − 1)(n− 1)) ∫
a>ρ−1
a(k−1)(n−1)−s−1+(n−1)/2da
]
= ρ
k(n−1)/2−s/2(n−1)
k(n−1)−s
(−(ρ)s−(k−1)(n−1)−(n−1)/2
+ s−(k−1)(n−1)s−(k−1)(n−1)−(n−1)/2 (ρ)
s−(k−1)(n−1)−(n−1)/2
)
= (n−1)
2
2[s−(n−1)(k−1)−(n−1)/2][k(n−1)−s]ρ
k(n−1)/2−s/2ρs−(k−1)(n−1)−(n−1)/2.
(2) l 6= i: let H(a) be as above, and let F (b) denote the number of cusps a′l such that
‖a′l − al‖ ≤
c√
h(ai)h(aj)
,
and h(a′l) ≤ bh(ai) Then from Lemma 5.15 tells that∫
b≤X
1
(bh(ai))(n−1)/2
dF (b)≪ (Xh(ai))(n−1)/2 1
(h(ai)h(aj))(n−1)/2
,
which implies ∫
b≤X
1
b(n−1)/2
dF (b)≪ X(n−1)/2
(
h(ai)
h(aj)
)(n−1)/2
.
We denote G(X) =
∫
b≤X
1
b(n−1)/2
dF (b), then we have
G(X)≪ X(n−1)/2
(
h(ai)
h(aj)
)(n−1)/2
.
Now we fix a and b as above, for subindex w 6= j, i, l, a′w ∈ E(w, ⌊h(a′j)h(a′l)⌋) and
‖a′w − aw‖ ≤
c√
h(ai)h(aj)
,
the number of choices for a′w is asymptotically equal to(
h(a′j)h(a
′
l)
h(ai)h(aj)
)(n−1)/2
= (ab)(n−1)/2.
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For index i since
‖a′i − ai‖ ≤
c
h(ai)
,
the number of choices for a′i is asymptotically equal to(
h(a′j)h(a
′
l)
h2(ai)
)(n−1)/2
= (ab)(n−1)/2
(
h(aj)
h(ai)
)(n−1)/2
.
Thus the summation
∑
̺l(a1,...,ak,i,j)
(
h(ai)h(aj)
h(a′j)h(a
′
l)
)s/2
can be estimated as∫
a>ρ−1
∫ ρa
0
(
h(aj)
h(ai)
)(n−1)/2
(ab)(k−2)(n−1)/2−s/2dF (b)dH(a)
=
(
h(aj)
h(ai)
)(n−1)/2 ∫
a>ρ−1 a
(k−2)(n−1)/2−s/2 ∫ ρa
0 b
(k−2)(n−1)/2−s/2dF (b)dH(a)
=
(
h(aj)
h(ai)
)(n−1)/2 ∫
a>ρ−1
a(k−2)(n−1)/2−s/2
∫ ρa
0
b(k−1)(n−1)/2−s/2dG(b)dH(a)
=
(
h(aj)
h(ai)
)(n−1)/2 ∫
a>ρ−1 a
(k−2)(n−1)/2−s/2 [(ρa)(k−1)(n−1)/2−s/2G(ρa)
+(s/2− (k − 1)(n− 1)/2) ∫ ρa
0
G(b)b(k−1)(n−1)/2−s/2−1db
]
dH(a)
≪
(
h(aj)
h(ai)
)(n−1)/2 ∫
a>ρ−1 a
(k−2)(n−1)/2−s/2
[(
h(ai)
h(aj)
)(n−1)/2
(ρa)k(n−1)/2−s/2
+
(
h(ai)
h(aj)
)(n−1)/2
(s/2− (k − 1)(n− 1)/2) ∫ ρa0 bk(n−1)/2−s/2−1db
]
dH(a)
= ρ
k(n−1)/2−s/2(n−1)
k(n−1)−s
∫
a>ρ−1
a(k−1)(n−1)−sdH(a)
= ρ
k(n−1)/2−s/2(n−1)
k(n−1)−s
[(
a(k−1)(n−1)−sH(a)
)∞
ρ−1
+(s− (k − 1)(n− 1)) ∫
a>ρ−1
H(a)a(k−1)(n−1)−s−1da
]
≍ (n−1)22[s−(n−1)(k−1)−(n−1)/2][k(n−1)−s]ρk(n−1)/2−s/2ρs−(k−1)(n−1)−(n−1)/2.
We omit several steps in the last estimate since it is the same as the first case.
Summing up the two cases above, we have the summation∑
(a′1,...,a
′
k
,j,j′)∈̺(a1,...,ak,i,j)
(
diamB(a′1,...,a
′
k,j,j
′)
diamB(a1,...,ak,i,j)
)s
≍ (n−1)22[s−(n−1)(k−1)−(n−1)/2][k(n−1)−s]ρk(n−1)/2−s/2ρs−(k−1)(n−1)−(n−1)/2.
For any ρ > 0 small, and s = (k − 1)(n− 1) + (n− 1)/2 + ρ1/8, we have:
(n−1)2
2[s−(n−1)(k−1)−(n−1)/2][k(n−1)−s]ρ
k(n−1)/2−s/2ρs−(k−1)(n−1)−(n−1)/2
≍ ρ(n−1)/4+ρ1/8/2−1/8
≤ ρ1/8.
Thus for ρ > 0 small enough, we prove that
∑
(a′1,...,a
′
k,j,j
′)∈̺(a1,...,ak,i,j)
(
diamB(a′1, . . . , a
′
k, j, j
′)
diamB(a1, . . . , ak, i, j)
)s
≤ 1,
for s = (k − 1)(n− 1) + (n− 1)/2 + ρ1/8. From Theorem 5.10, we show that
dimH E(ρ) ≤ (k − 1)(n− 1) + (n− 1)/2 + ρ1/8.

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The above theorem shows that
dimH Bk ≤ (k − 1)(n− 1) + (n− 1)/2 + ρ1/8,
for all ρ > 0 small enough. By letting ρ→ 0, we have:
(5.2) dimH Bk ≤ (k − 1)(n− 1) + (n− 1)/2.
Proof of Theorem 1.1. Combining (5.1) and (5.2), we complete the proof of Proposition 2.2. This concludes
Theorem 1.1 from the reduction argument in Section 2. 
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