Abstract-The ability of an adaptive hypermedia system to create tailored environments depends mainly on the amount and accuracy of information stored in each user model. Some of the difficulties that user modeling faces are the amount of data available to create user models, the adequacy of the data, the noise within that data, and the necessity of capturing the imprecise nature of human behavior. Data mining and machine learning techniques have the ability to handle large amounts of data and to process uncertainty. These characteristics make these techniques suitable for automatic generation of user models that simulate human decision making. This paper surveys different data mining techniques that can be used to efficiently and accurately capture user behavior. The paper also presents guidelines that show which techniques may be used more efficiently according to the task implemented by the application.
I. INTRODUCTION
A DAPTIVE hypermedia (AH) can be defined as the technology that allows to personalize for each individual user of a hypermedia application the content and presentation of the application according to user preferences and characteristics [68] - [70] .
The process of personalization is defined as the way in which information and services can be tailored to match the unique and specific needs of an individual or a community [17] . Personalization is about building customer loyalty by developing a meaningful one-to-one relationship, by understanding the needs of each individual and helping satisfy a goal that efficiently and knowledgeably addresses each individual's need in a given context [75] . The more information a user model has, the better the content, and presentation will be personalized. A user model is created through a user modeling (UM) process in which unobservable information about a user is inferred from observable information from that user, e.g., using the interactions with the system [97] , [98] . User models can be created using a userguided approach, in which the models are directly created using the information provided by each user, or an automatic approach, in which the process of creating a user model is controlled by the system and is hidden from the user. The user-guided approach produces adaptable services and adaptable user models [32] , while the automatic approach produces adaptive services and adaptive user models [16] , [32] . In general, a user model will contain some adaptive and some adaptable elements. Ideally, the set of adaptable elements should be reduced to the minimum possible (elements like age, gender, favorite background color, etc.), while other elements (favorite topics, patterns of behavior, etc.) should be created by a learning process. These concepts have also been presented in the literature as implicit and explicit UM acquisition [73] .
The problem of UM can be implemented using an automatic approach because a typical user exhibits patterns when accessing a hypermedia system and the set of interactions containing those patterns can be stored in a log database in the server. In this context, machine learning and data mining techniques can be applied to recognize regularities in user trails and to integrate them as part of the user model. Machine learning encompasses techniques where a machine acquires/learns knowledge from its previous experience [93] . The output of a machine learning technique is a structural description of what has been learned that can be used to explain the original data and to make predictions. From this perspective, data mining and other machine learning techniques make it possible to automatically create user models for the implementation of AH services. These techniques make it possible to create user models in an environment, such as a hypermedia application, in which, usually, users are not willing to give feedback of their actions.
This fact leads researchers to consider the different techniques that can be used to capture and model user behavior and which elements of the behavior of a user each one of those techniques can capture. In general, the adaptive service that is going to be implemented determines the information that a user model should contain. Once that is known, and taking into account the characteristics of the available data, different data mining/machine learning techniques can be chosen to capture the necessary patterns. This paper has surveyed the development of user models using data mining and machine learning techniques International Conference on Knowledge Discovery and Data Mining). The paper's intentions are: 1) to give an up-to-date view of data mining techniques applied to UM and highlight their potential advantages and limitations and 2) to give basic guidelines about which techniques can be useful for a given adaptive application. The paper complements the results of [97] , which reviewed the use of predictive statistical models for UM.
The organization of the paper is as follows. The paper first defines the concept of user model, its relevance for AH, and the basic steps for the automatic creation of user models. After that a set of unsupervised and supervised techniques are presented. For each technique, we present its theoretical background, its pros and cons, and its applications in the field of UM. Next, we develop a guideline on how to create a user model according to the needs of the AH application that is going to be implemented. Finally, conclusions are drawn at the end of the paper.
II. UM
A user model should capture the behavior (patterns, goals, interesting topics, etc.) a user shows when interacting with the Web. A user model is defined as a set of information structures designed to represent one or more of the following elements [49] : 1) representation of goals, plans, preferences, tasks, and/or abilities about one or more types of users; 2) representation of relevant common characteristics of users pertaining to specific user subgroups or stereotypes; 3) the classification of a user in one or more of these subgroups or stereotypes; 4) the recording of user behavior; 5) the formation of assumptions about the user based on the interaction history; and/or 6) the generalization of the interaction histories of many users into groups.
A. UM and AH
AH allows to personalize to each individual the content and presentation of a Web site. The architecture of an AH system is usually divided into two parts: the server side and the client side. The server side generates the user models from a database containing the interactions of the users with the system and the personal data/preferences that each user has given to the system. Also, user models can contain knowledge introduced by the designer (in the form of rules, for example). These user models, in combination with a hypermedia database, are used by the "Decision Making and Personalization Engine" module to identify user needs, decide on the types of adaptation to be performed, and communicate them to an adaptive interface. Fig. 1 presents the architecture of a generic AH system.
A personalized hypermedia system, by its very nature, should respond in real time to user inputs. To do so, the architecture of the system should provide a quick access to the right information at the right time.
AH uses the knowledge given by user models to implement one or more of the two basic types of adaptive tasks.
1) Recommendation (R).
Recommendation is the capability of suggesting interesting elements to a user based on some information, e.g., from the items to be recommended or from the behavior of other users. Recommendation is also known in the literature as collaborative filtering. 2) Classification (C). Classification builds a model that maps or classifies data items into one of several predefined classes. Classification is done using only data related to that particular item. This knowledge can be used to tailor the services of each user stereotype (class). In the literature, classification has also been presented as contentbased filtering. Both recommendation and classification are types of filtering applications.
B. Automatic Generation of User Models
One of the processes presented in Fig. 1 is the automatic generation of user models from the interaction data between the users and the system (done by the UM Generation module). Fig. 2 presents the basic steps of this module: 1) data collection; 2) preprocessing; 3) pattern discovery; and 4) validation and interpretation. A brief discussion of each of these follows.
1) Data collection. In this stage, user data are gathered. For automatic user modeling, the data collected includes: data regarding the interaction between the user and the Web, data regarding the environment of the user when interacting with the Web, direct feedback given by the user, etc. 2) Data preprocessing/information extraction. The information obtained in the previous stage cannot be directly processed. It needs to be cleaned from noise and inconsistencies in order to be used as the input of the next phase. For user modeling, this involves mainly user identification and session reconstruction. This stage is aimed at obtaining, from the data available, the semantic content about the user interaction with the system. Also, in this phase, the data extracted should be adapted to the data structure used by standard pattern discovery algorithms used in the next step. 3) Pattern discovery. In this phase, machine learning and data mining techniques are applied to the data obtained in the previous stage in order to capture user behavior. The output of this stage is a set of structural descriptions of what have been learned about user behavior and user interests. These descriptions constitute the base of a user model. Different techniques will capture different user properties and will express them in different ways. The knowledge needed to implement an adaptive service will determine, among other factors, which techniques to apply in this phase. 4) Validation and interpretation. In this phase, the structures obtained in the pattern discovery stage are analyzed and interpreted. The patterns discovered can be interpreted and validated, using domain knowledge and visualization tools, in order to test the importance and usability of the knowledge obtained. In general, this process is done with the help of a UM designer. User model heuristics are used in each step of the process to extract, adapt, and present the knowledge in a relevant way. The process of generation of user models using data mining/machine learning techniques can be seen as a standard process of extracting knowledge from data where UM is used as a wrapper for the entire process.
C. Data Mining and Its Relevance to UM
As presented in Fig. 2 , the phase of pattern discovery finds out relevant information about the behavior of a user (or set of users) when interacting with the Web. Data mining and machine learning techniques are ideal for that process because they are designed to represent what have been learned from the input data with a structural representation. This representation stores the knowledge needed to implement the two types of tasks previously described.
Although the application of machine learning and data mining techniques works really well for modeling user behavior, it also faces some problems [91] . Among those challenges is the problem of needing large data sets, the problem of labeling data for supervised machine leaning techniques, and the problem of computational complexity.
Each data mining/machine learning technique will capture different relationships among the data available and will express the results using different data structures. The key question is to find out which patterns need to be captured in order to implement an adaptive service. It is important, in order to choose a suitable learning method, to know what knowledge is captured by each technique and how that knowledge can be used to implement the two basic tasks. Also, the choice of learning method depends largely on the type of training data available. The main distinction in machine learning research is between supervised and unsupervised learning.
Supervised learning requires the training data to be preclassified. This means that each training item is assigned a unique label, signifying the class to which the item belongs. Given these data, the learning algorithm builds a characteristic description for each class, covering the examples of this class. The important feature of this approach is that the class descriptions are built conditional to the preclassification of the examples in the training set.
In contrast, unsupervised learning methods do not require preclassification of the training examples. These methods form clusters of examples, which share common characteristics. The main difference to supervised learning is that categories are not known in advance, but constructed by the learner. When the cohesion of a cluster is high, i.e., the examples in it are similar, it defines a new class.
The rest of the paper presents how data mining and machine learning techniques have been used for UM: which knowledge can be captured with each technique, examples of applications, and its limits and strengths. The techniques presented are divided into two groups: unsupervised, which includes clustering (hierarchical, nonhierarchical, and fuzzy clustering) and association rules, and supervised, which includes decision trees/classification rules, k-nearest neighbor (k-NN), neural networks and support vector machines (SVM).
III. UNSUPERVISED APPROACHES TO UM
The main unsupervised techniques are clustering and association rules. Clustering comprises a wide variety of different techniques based on the same concept. A collection of different clustering techniques and its variations can be found in [42] and [43] .
A. Clustering for UM
The task of clustering is to structure a given set of unclassified instances (data vectors) by creating concepts, based on similarities found on the training data.
A clustering algorithm finds the set of concepts that cover all examples verifying that: 1) the similarity between examples of the same concepts is maximized; and 2) the similarity between examples of different concepts is minimized. In a cluster algorithm, the key element is how to obtain the similarity between two items of the training set.
Clustering techniques can be classified into hard clustering and fuzzy clustering. In nonfuzzy or hard clustering, data are divided into crisp clusters, where each data point belongs to exactly one cluster. In fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the instances are membership grades that indicate the degree to which they belong to the different clusters.
Hard clustering techniques may be grouped into two categories: hierarchical and nonhierarchical [43] . A hierarchical clustering procedure involves the construction of a hierarchy or tree-like structure, which is basically a nested sequence of partitions, while nonhierarchical or partitional procedures end up with a particular number of clusters at a single step.
1) Basic Algorithms: Nonhierarchical Techniques:
The main nonhierarchical clustering techniques are: 1) k-means clustering and 2) self-organizing maps (SOM).
a) K-means clustering:
The k-means clustering technique [58] is given as an input the number of clusters k. The algorithm then picks k items, called seeds, from the training set in an arbitrary way. Then, in each iteration, each input item is assigned to the most similar seed, and the seed of each cluster is recalculated to be the centroid of all items assigned to that seed. This process is repeated until the seed coordinates stabilize. This algorithm aims at minimizing an objective function J typically a squared error function
where d ij is the distance measure between a data point x i and the cluster center c j . J is an indicator of the distance of the n data points from their respective cluster centers and represents the compactness of the clusters created.
Although it can be proved that the procedure will always terminate, the k-means algorithm does not necessarily find the most optimal configuration, corresponding to the global objective function minimum. The k-means algorithm is popular as it is easy to understand and implement. Its main drawback is its complexity that depends linearly on the number of patterns involved and on the number of clusters selected. Another problem is that it is sensitive to the initial partition-the selection of the initial patterns, and may converge to a local minimum of the criterion function value if the initial partition is not properly chosen. A possible remedy is to run the algorithm with a number of different initial partitions. If they all lead to the same final partition, this implies that the global minimum of the square error has been achieved. However, this can be time consuming, and may not always work.
b) SOM: The SOM algorithm was proposed by Teuvo Kohonen in 1981 [50] . Apart from being used in a wide variety of fields, the SOM offers an interesting tool for exploratory data analysis, particularly for partitional clustering and visualization. It is capable of representing high-dimensional data in a low-dimensional space [often a two-dimensional (2-D) or one-dimensional (1-D) array] that preserves the structure of the original data.
A self-organizing network consists of a set of input nodes
, and a map topology that defines the distances between any given two output nodes. The output nodes in SOM are usually arranged in a 2-D array to form a "map." Each input node is fully connected to every output node via a variable connection. A weight parameter is associated with each of these connections, and the weights between the input nodes and output nodes are iteratively changed during the learning phase until a termination criterion is satisfied. For each input vector v, there is one associated winner node on the output map. A winner node is an output node that has minimum distance to the input vector.
The SOM algorithm starts by initializing the topology and size of the output map (M ), the connection weights to random values over the interval [0,1], the gain value η (learning rate) and the neighborhood size r, and normalizes both the input vectors and the connected weight vectors. After that, the algorithm calculates the Euclidean distance between the new input vector v and each node on the output map, and designates the node with the minimum distance as the winner node c c = min
Once c is obtained, the algorithm updates the weights W , the learning rate η, and N c , the neighborhood surrounding the winner node c, in such way that the vectors represented by output nodes are similar if they are located in a small neighborhood. For each node j ∈ N c , the SOM algorithm performs the following operation:
After that, the neighborhood size and the learning rate are decreased. This process is repeated until it converges. The neighborhood set N c is a set of nodes that surround the winner node c. These nodes in N c are affected with weight modifications, apart from those changes made to the winner node, as defined in the algorithm. These weight changes are made to increase the matching between the nodes in N c and the corresponding input vectors. As the update of weight parameters proceeds, the size of the neighborhood set is slowly decreased to a predefined limit, for instance, a single node. This process leads to one of the most important properties of SOM that similar input vectors are mapped to geometrically close winner nodes on the output map. This is called neighborhood preservations, which has turned out to be very useful for clustering similar data patterns.
It is not always straightforward to visually inspect the projected data on the 2-D output map in order to decide the number and size of natural clusters. Therefore, careful analysis or postprocessing of output maps is crucial to the partition of the original data set. Like the k -means algorithm, the SOM produces a suboptimal partition if the initial weights are not chosen properly. Moreover, its convergence is controlled by various parameters such as the learning rate, the size, and shape of the neighborhood in which learning takes place. Consequently, the algorithm may not be very stable in that a particular input pattern may produce different winner nodes on the output map at different iterations.
2) Basic Algorithms: Hierarchical Techniques: The main problem of nonhierarchical approaches is that when working with high-dimensional problems, in general, there will not be enough items to populate the vector space, which will imply that most dimensions will be unreliable for similarity computations. In order to solve this problem, hierarchical clustering techniques were developed. There are two types of hierarchical clustering: agglomerative and divisive. Both share a common characteristic: they create a hierarchy of clusters. While the agglomerative approach creates a bottom-up hierarchy, the divisive approach creates a top-down one. Generally speaking, divisive algorithms are computationally less efficient.
A typical hierarchical agglomerative clustering algorithm is outlined below.
Step 1) Place each pattern in a separate cluster.
Step 2) Compute the proximity matrix of all the interpattern distances for all distinct pairs of patterns.
Step 3) Find the most similar pair of clusters using the matrix.
Merge these two clusters into one, decrement number of clusters by one, and update the proximity matrix to reflect this merge operation.
Step 4) If all patterns are in one cluster, stop. Otherwise, go to the above step 2). The output of such an algorithm is a nested hierarchy of trees that can be cut at a desired dissimilarity level forming a partition. Hierarchical agglomerative clustering algorithms differ primarily in the way they measure the distance or similarity of two clusters where a cluster may consist of only a single object at a time. The most commonly used intercluster measures are
where d AB is the dissimilarity between two clusters A and B, d ij is the dissimilarity between two individual patterns i and j, n A and n B are the number of individuals in clusters A and B, respectively. These three intercluster dissimilarity measures are the basis of the three of the most popular hierarchical clustering algorithms. The single-linkage algorithm uses (4), the minimum of the distances between all pairs of patterns drawn from the two clusters (one pattern from each cluster). The complete-linkage algorithm uses (5), the maximum of all pairwise distances between patterns in the two clusters. The group-average algorithm uses (6), the average of the distances between all pairs of individuals that are made up of one individual from each cluster. A challenging issue with hierarchical clustering is how to decide the optimal partition from the hierarchy. One approach is to select a partition that best fits the data in some sense, and there are many methods that have been suggested in the literature [30] . It has also been found that the single-linkage algorithm tends to exhibit the so-called chaining effect: it has a tendency to cluster together at relatively low level objects linked by chains of intermediates. As such, the method is appropriate if one is looking for "optimally" connected clusters rather than for homogeneous spherical clusters. The complete-linkage algorithm, however, tends to produce clusters that tightly bound or compact, and has been found to produce more useful hierarchies in many applications than the single-link algorithm [43] . The group-average algorithm is also widely used. Detailed discussion and practical examples of how these algorithms work can be found in [43] and [89] .
3) Basic Algorithms: Fuzzy Clustering: One of the most widely used fuzzy clustering algorithms is the fuzzy C-means (FCM) algorithm [10] . The FCM algorithm attempts to partition a finite collection of elements X = {x 1 , . . . , x n } into a collection of c fuzzy clusters with respect to some given criterion. Given a finite set of data, the algorithm returns a list of c cluster centers C = {c 1 , . . . , c c } and a partition matrix U = u i,j ∈ [0, 1], i = 1, . . . n, j = 1, . . . , c, where each element tells the degree to which element x i belongs to cluster c j . Like the k-means algorithm, the FCM aims to minimize an objective function. The standard function is
which differs from the k-means objective function by the addition of the membership values u ij and the fuzzifier m. The fuzzifier m determines the level of cluster fuzziness. A large m results in smaller memberships u ij and hence, fuzzier clusters. In the limit m = 1, the memberships u ij converge to 0 or 1, which implies a crisp partitioning. In the absence of experimentation or domain knowledge, m is commonly set to 2. The basic FCM algorithm, given n data points (x 1 , . . . , x n ) to be clustered, a number of c clusters with c 1 , . . . , c c ) the center of the clusters, and m the level of cluster fuzziness with m ∈ R > 1 (8) first initializes the membership matrix U to random values, verifying that
After the initialization, the algorithm obtains the center of the clusters c j , j = 1, . . . , c
and obtains the distance between all points i = 1, . . . , n and all cluster centers j = 1, . . . , c
Updating matrix U according to the new distances
This process is repeated until the set of cluster centers is stabilized. There are other algorithms, which are optimizations of the original FCM, like the fuzzy c-medoid algorithm (FCMdd) or the fuzzy c-trimered medoids algorithm (FCTMdd) [51] .
4) Applications for UM:
For UM, there are two kinds of interesting clusters to be discovered: usage clusters and page clusters. Clustering of users tends to establish groups of users exhibiting similar browsing patterns, which are usually called stereotypes. Such knowledge is especially useful for inferring user demographics in order to perform market segmentation in TABLE I EXAMPLES OF SOME CLUSTERING-BASED USER MODELS e-commerce applications or provide personalized Web content to the users. However, clustering of pages will discover groups of pages having related content. This information is useful for Internet search engines and Web-assistance providers.
In the context of UM, clustering has a distinguishable characteristic: it is usually done with nonnumerical data. This implies that, usually, the clustering techniques applied are relational, where numerical values represent the degrees to which two objects of the data set are related. Clustering applied to UM has to use techniques that can handle relational data because the information used to create clusters (pages visited, characteristics of the user, etc.) cannot usually be represented by numerical vectors. In case they are represented using vectors, part of the semantic of the original data is lost. In these systems, the definition of distance is done using vectorial representations of user interactions with the AH system. Some examples of relational clustering applied to Web mining can be found in [47] and [61] . Table I summarizes some studies and applications of "hard" clustering for UM. Some examples of recommendation tasks implemented with clustering algorithms are presented in [27] , [34] , [61] , and [62] and in [66] and [67] , which uses SOM. Examples of classification tasks implemented using clustering are presented in [27] and [39] . Goren-Bar et al. [36] use SOM to classify documents based on a subjectively predefined set of clusters in a specific domain.
When using fuzzy clustering, a user can be at the same time in more than one cluster with different degrees of truth. This allows to better capture the inherent uncertainty that the problem of modeling user behavior has. Examples of applications that implement a recommendation task using FC include [52] and [65] . Examples of classification tasks are presented in [46] and [51] . Table II summarizes some studies and applications of FC for UM.
5) Limitations:
The main problem that clustering techniques face is how to define the concept of distance that is to be used. In general, some knowledge of the problem is needed to define an optimum concept of distance. When applied to user modeling, this problem is even harder due to the nature of the data available: interactions, user preferences, pages visited, etc., which are not expressed in a numerical way. Different techniques to characterize Web-user behavior using numerical vectors have been proposed [46] , [61] , but in one way or the other, the representations lose part of the semantics that the original data had. More research is needed on how to express the data available in a numerical way and how to define a meaningful concept of distance for creating efficient user models using clustering techniques while at the same time keeping the semantics of the original data.
Nonhierarchical clustering techniques assume that the number of clusters k is known a prioiri. For UM, this is not usually the case. This implies that some heuristics need to be used to determine the number of clusters.
Also, user models developed so far using fuzzy clustering do not fully use the fuzzy nature of the technique in order to create more flexible and adaptive systems. More studies are needed to create meaningful ways of mixing the different personalizations associated with each one of the clusters in which a user can be included when using fuzzy clustering.
B. Association Rules for UM
Association rule discovery aims at discovering all frequent patterns among transactions. The problem was originally introduced by Agrawal in 1993 [1] and was based on detecting frequent items in a market basket. The a priori algorithm, including its variations and extensions, is widely accepted to solve this problem.
1) Basic Algorithms: Being I = {i 1 , i 2 , . . . , i m } a set of items, S a set of transactions, where each transaction T is a set of items, and X a set of items in I, a transaction T is said to contain X, if An association rule is defined as an implication of the form
where X is usually called the antecedent and Y the consequent. The order of the items of both the antecedent and consequent is not relevant. Each association rule has a confidence and a support associated. The support of a rule is defined as the fraction of strings in the set of sessions of S where the rule successfully applies
The confidence of a rule is defined as the fraction of times for which if the antecedent X is satisfied, the consequent Y is also true
The values of support and confidence are used to filter the set of association rules obtained from S. Given a set of transactions S, the task of mining association rules can be formulated as finding all association rules with at least minimum support and minimum confidence, where the thresholds for support and confidence are user-specified values. The task of discovering association rules can be done in three steps: 1) find all sets of items that have transaction support above minimum support; 2) for each item obtained, find all nonempty subsets; and 3) for each such subset X of item I, if the confidence is bigger than the given threshold, produce the rule
2) Applications for UM: In the context of UM, association rules capture sets of actions that have a causal relation among them. A typical application of association rules for UM is capturing pages that are accessed together.
Typically, association rules are used to implement recommendation tasks. Some examples of recommendation tasks implemented using association rules are presented in [20] , [35] , [55] , [62] , and [64] . Table III summarizes these examples. 3) Limitations: Association rules have two important drawbacks when used for UM: they do not capture the sequentiality of both the antecedent and the consequent and no temporality information (for example, when X happens when is Y going to happen) is captured. Both temporality and sequentiality are very important characteristics for UM. Temporality allows us to predict not only what actions a user is going to take, but also when those actions are going to be taken. Sequentiality captures the order in which a user makes a set of actions which is relevant to the consequent that such antecedent will fire. Because temporality and sequentiality are two key elements that need to be captured to create efficient user models, more research is needed to capture these characteristics when creating association rules.
IV. SUPERVISED APPROACHES TO UM
This section gives a review of how supervised learning techniques (decision trees/classification rules, neural networks, k-NN, and SVMs) can be used to model user behavior.
A. Decision Trees/Classification Rules for UM
Decision tree learning [60] , [92] is a method for approximating discrete-valued functions with disjunctive expressions.
Decision tree learning is generally best suited to problems where instances are represented by attribute-value pairs and the target function has discrete output values.
Classification rules are an alternative representation of the knowledge obtained from classification trees. They construct a profile of items belonging to a particular group according to their common attributes.
1) Basic Algorithms:
The training process that creates a decision tree is called induction. A standard decision tree algorithm has two phases: 1) tree growing and 2) pruning. The growing phase can be done using two methods: 1) top-down induction and 2) incremental induction.
Top-down induction is an iterative process which involves splitting the data into progressively smaller subsets. Each iteration considers the data in only one node. The first iteration considers the root node that contains all the data. Subsequent iterations work on derivative nodes that will contain subsets of the data. The algorithm begins by analyzing the data to find the independent variable that, when used as a splitting rule will result in nodes that are most different from each other with respect to the dependent variable. The quality of a test is measured by the impurity/variance of example sets. The most common measure is the information gain. Typically, the set of possible tests is limited to splitting the examples according to the value of a certain attribute. Once a node is split, the same process is performed on the new nodes, each of which contains a subset of the data in the parent node. This process is repeated until only nodes where no splits should be made remain.
Incremental induction is a method for the task of concept learning. When a new training example is entered, it is classified by the decision tree. If it is incorrectly classified, then the tree is revised. Restructuring the tree can be done by storing all training examples or by maintaining statistics associated with nodes in the tree.
Tree-building algorithms usually have several stopping rules. These rules are usually based on several factors including maximum tree depth, minimum number of elements in a node considered for splitting, or the minimum number of elements that must be in a new node.
The second phase of the algorithm optimizes the resulting tree obtained in the first phase. Pruning is a technique used to make a tree more general. It removes splits and the subtrees created by them. There is a great variety of different decision tree algorithms in the literature. Some of the more common algorithms are: classification and regression trees (CART) [15] , [29] , chi-squared automatic interaction detection (CHAID) [48] , C4.5 [72] , J4.8 [93] , C5.0 [93] (which implements boosting), and ID3 [71] .
Rules are, at its simplest form, an equivalent form of expressing a classification tree. In order to obtain the set of rules of a decision tree, each path is traced from the root node to the leaf node, recording the test outcomes as antecedents and the leaf-node classification as the consequent. The process of converting a decision tree into decision rules can be done after or before pruning.
Converting a decision tree to rules before pruning has some advantages: 1) it allows distinguishing among the different contexts in which a decision node is used; 2) the pruning decision regarding an attribute test can be made differently for each path; and 3) it improves readability. Nevertheless, obtaining the rules before pruning can produce a high number of rules. This can be solved by applying some rule-reduction techniques. The basic techniques are: 1) eliminate redundant and unnecessary antecedents; 2) use OR to combine rules in order to reduce the total number of rules to the number of dependent variables; and 3) eliminate unnecessary rules. Rules can be also obtained after the tree has been pruned, producing in this case a smaller rule knowledge base.
Algorithms such as CART, C4.5, and C.5 include methods to generalize rules associated with a tree which removes redundancies.
2) Applications for UM: In the context of UM, decision trees can be used to classify users and/or documents in order to use this information for personalization purposes. Decision trees can also handle noisy data and/or data with missing parameters, which makes them very useful for creating user models due to the noisy and imprecise nature of the data available. Table IV summarizes some studies and applications of decision trees for UM.
Classification trees are typically used to implement classification tasks. In this case, the classification trees are used to construct user models to personalize the user experience (for example, regarding their level of expertise, cognitive style, etc.) [7] , [87] . Due to its ability to group users with similar characteristics, classification tress can be also used to implement recommendation tasks [66] , [91] , [96] .
Classification rules are widely used to model user behavior as they provide a straightforward framework to represent knowledge. The readability of the output knowledge is a great advantage of this approach. Table V summarizes some studies and applications of classification rules for UM.
Examples of classification tasks implemented using classification rules can be found in [45] , [82] , [83] , and [95] . In these cases, the rules are used to characterize different user stereotypes that are used to implement some personalized feature. Cercone et al. [18] , [19] give examples of application of classification rules for recommendation.
Classification rules can not only be obtained from a learning algorithm but can also be directly expressed by the designer of the system. Some examples of this approach are [63] which constructs a model capturing the behavior of a user that is controlling a pole, [25] and [76] , which use rules as part of the architecture of a general-purpose tool for adaptive Websites, and [9] , which uses rules to characterize user behavior in the context of information retrieval.
3) Limitations: Decision trees/classification rules produce results that are highly dependent on the quality of the data available. This is because the subtrees are created using the maximum information gain possible. In some cases, if the information available is not appropriate, which typically happens when the information used to create user models has been obtained using user feedback or in a noisy environment, the models created will not correctly capture user behavior. Also, for high-dimensional problems, the response time of decision trees can be very high. This is inconvenient when working with adaptive systems, because real-time response is needed. This problem can be solved in some cases using classification rules.
The special interest in UM is the combination of classification rules with soft computing techniques (fuzzy logic and neural networks especially) in order to create more flexible user models. Fuzzy classification rules are able to overlap user models and to improve the interpretability of the results. So far, UM with fuzzy classification rules has not been used at its full capacity.
B. k-NN for UM
k-NN is a predictive technique suitable for classification [33] . Unlike other learning techniques in which the training data are processed to create the model, in k-NN, the training data represents the model.
1) Basic Algorithms:
The simplest version is the nearest neighbor algorithm. In this case, the training portion of the algorithm simply stores the data points of the training data S, S = {x 1 , . . . , x n }. To classify a new item i, the nearestneighbor classifier finds the closest (according to some distance metric) training point x j to i and assigns it to the same class of x j . The nearest-neighbor algorithm is traditionally implemented by computing the distance from i to every x j of S. It can also be implemented more efficiently using Voronoi diagrams.
The k-NN algorithm is a variation of nearest neighbor. In this case, instead of looking at only the point x i that is closest to i, the algorithm looks at the k points in S that are closest to i. Since the class of each of the k nearest points is known, the majority category in this subset is the result of the classification. Nearest neighbor is a special case of k -nearest-neighbor, where k = 1.
k-NN has two main parameters: 1) the parameter k (number of nearest cases to be used) and 2) the distance metric d.
The selection of the metric is very important, because different metrics, used on the same training data, can result in completely different predictions. In general, the selection of the metric is application dependent. A typical metric d is the Euclidean distance, where
The value of k should be determined by experimentation. In general, higher values of k produce noiseproof systems, but also systems with higher computational costs. Typically, k is in the range of five to 20 rather than in the order of hundreds.
Because the model created by k-NN is basically the set of training points, this means, especially for high-dimensional problems and/or for problems with a lot of training data, that the amount of memory needed to store the model is very high, and that it increases when more data are added to the system. Agglomerative nearest neighbor (A-NN) algorithms have been proposed to solve this problem. A-NN is designed to capture the same information as k-NN but without the necessity of storing the complete set of training data. The key idea behind A-NN is that it clusters training points that have the same class. Each class is then represented by a class representative, against which the concept of distance is measured when classifying a new instance. A-NN has been traditionally used for collaborative clustering.
2) Applications for UM: k-NN algorithms can be used very effectively for recommendation. In this case, the algorithm is used to recommend new elements based on the user's past behavior. A typical application is the recommendation of interesting documents. As can be seen, the concept of distance (in this case, the distance between two texts) is the key element to an efficient recommendation system. Examples of k-NN used to implement recommendation tasks are presented in [12] , [81] , and [85] .
Nevertheless, like any classification algorithm, it can also be used to implement classification tasks, for example to initialize properly a new user when first visiting a system given a set of existing user models. Tsiriga and Virvou [86] give an example of k-NN used to implement a classification task. Table VI summarizes some studies and applications of k-NN for UM.
3) Limitations: k-NN is a very simple technique that produces good and straightforward results. Nevertheless, the main drawbacks of this approach are the high dependence of the results on the value of k and the metric d chosen. In general, to choose both parameters, some experimentation with the system and some knowledge on how the system works will be needed. Also, the value k should be big enough to produce a classification system noiseproof; otherwise a k-NN with a small k value will be extremely susceptible to noise. In the context of UM, this is very important because usually the data available is noisy and imprecise due to the nature of the problem. Nevertheless, an increase in the value of k implies an increase in the computational time needed. The definition of the distance d, when used for UM, faces the same problems as clustering techniques: 1) the necessity of transforming user-related information into a vectorial representation without losing semantics and 2) the definition of a concept of distance among those vectors that capture the characteristics of the problem (user interest, user behavior, etc.). Another limitation of k-NN for UM is the response time, which is directly affected by d and by the dimensionality and number of examples of the training data. AH systems need realtime response, and k-NN may not be suitable in some cases.
C. Neural Networks for UM
An artificial neural network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems process information [31] , [40] . Although typical ANNs are designed to solve supervised problems, there are also architectures to solve unsupervised problems.
1) Basic Concepts:
The key element of this paradigm is the structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in parallel. They consist of the following elements: 1) neurones; 2) weighted interconnections; 3) an activation rule, to propagate signals through the network; and 4) learning algorithm, specifying how weights are adjusted.
The basic element of any ANN is an artificial neuron (Fig. 3) . A neuron has N weighted input lines and a single output. The neuron will combine these weighted inputs by forming their sum and, with reference to an activation function and a threshold value; will determine its output.
Here x 1 , x 2 , . . . , x N are the input signals, w 1 , . . . , w N the synaptic weights, u the activation potential, θ the threshold, y the output signal, and f the activation function Defining w 0 = θ and x 0 = −1, the output of the system can be reformulated as
The activation function f defines the output of the neuron in terms of the activity level at its input. The most common form of activation function used is the sigmoid function.
There are very different ways in which a set of neurons can be connected among themselves. The traditional cluster of artificial neurons is called a neural network. Neural networks are basically divided into three layers: the input layer, the hidden layer, which may contain one ore more layers, and the output layer.
The layer of input neurons receives the data either from input files or directly from electronic sensors in real-time applications. The output layer sends information directly to the outside world, to a secondary computer process, or to other devices such as a mechanical control system. Between these two layers can be many hidden layers. These internal layers contain many of the neurons in various interconnected structures. The inputs and outputs of each of these hidden neurons simply go to the other neurons. In most networks, each neuron in a hidden layer receives the signals from all of the neurons in a layer above it, typically an input layer. After a neuron performs its function, it passes its output to all of the neurons in the layer below it, providing a feed-forward path to the output. Another type of connection is feedback. This is where the output of one layer routes back to a previous layer.
Multilayer perceptrons (MLPs) are the typical architecture of NNs. MLPs are full-connected feedforward nets with one or more layers of nodes between the input and the output nodes.
Classification and recognition capabilities of NNs stem from the nonlinearities used within the nodes. A single-layered perceptron implements a single hyperplane. A two-layer perceptron implements arbitrary convex regions consisting of intersection of hyperplanes. A three-layer NN implements decision surfaces of arbitrary complexity [56] , [57] . That is the reason why a three-layer NN is the most typical architecture.
NNs learn through an iterative process of adjustments. There are two training approaches: supervised and unsupervised.
In supervised training, both the inputs and the outputs are provided. The net is trained by initially selecting small random weights and internal thresholds, and presenting all training data repeatedly. Weights are adjusted after every trial using information specifying the correct class until weights converge and the cost function is reduced to an acceptable value. The vast bulk of networks utilize supervised training. The most common supervised technique is the backpropagation learning algorithm. It uses a gradient search technique to minimize a cost function defined by the mean square error (MSE) between the desired and the actual net outputs, with l the number of training points
The generally good performance found for the backpropagation algorithm is somewhat surprising considering that it is a gradient descent technique that may find a local minimum in the cost function instead of the desired global minimum.
2) Applications for UM: NNs are able to derive meaning from complicated and/or imprecise data. Also, NNs do not require the definition of any metric (unlike k-NN or clustering) which make them completely application independent. No initial knowledge about the problem that is going to be solved is needed. These characteristics make NNs a powerful method to model human behavior and an ideal technique to create user models for hypermedia applications.
NNs have been used for classification and recommendation in order to group together users with the same characteristics and create profiles and stereotypes. Bidel et al. [11] give an example of NNs used for classification, [7] , [8] , [79] , and [84] use NNs for recommendation tasks. Table VII presents more details of these applications. 3) Limitations: NNs have been successfully used for UM mainly because they do not need any heuristic to produce a model. Nevertheless, they still face important limitations. The main ones are the training time needed to produce a model (which in cases can be measured in the order of many hours and even days) and the amount of information needed. The training time is an inconvenience for creating dynamic models. Although there are techniques that are able to retrain NNs dynamically, the techniques used so far for UM retrain the system from scratch in case more information, e.g., a new user or a new document, is added. More research in the field of incremental learning is needed. Another important limitation of NNs is their black box behavior. While the previous techniques, to a different extent, can be interpreted and manually changed, NNs cannot be interpreted which limits their applications in case a human understandable user model is needed.
D. SVMs for UM
SVM is a classifier derived from statistical learning theory [14] , [23] , [81] . The main advantages of SVM when used for classification problems are: 1) the ability to work with highdimensional data and 2) high generalization performance without the need to add a priori knowledge, even when the dimension of the input space is very high.
The problem that SVM try to solve is to find an optimal hyperplane that correctly classifies data points and separates the points of two classes as much as possible. Fig. 4 isan example of the previous situation.
1) Basic Algorithms: Given two classes, the objective is to identify the hyperplane that maximizes m m = 2 w
while at the same time classifying correctly all the examples given. Being w T the hyperplane that verifies the previous condition, all points that were part of that class will verify w T x + b > 0, where x is the point that is being validated. If a point is not part of that class, then w T x + b < 0. Formally, the problem can be presented as follows. Given d the dimension of the problem and N the number of training points, let be the set of labeled inputs, where −1 indicates that the input is not of that class and 1 indicates that the input is of that class.
The decision boundary should verify
The problem can be presented as
This formulation can be expressed as a standard quadratic problem (QP) in the form of
In this context, a global maximum α i can always be found and w can be recovered as
Many of the α i are zero, which implies that w is a linear combination of a small number of data. The set of elements x i with nonzero α i are called support vectors. Graphically, these are the set of points that mark the border of the class.
This approach is valid whenever the set of points of the two classes are linearly separable. Nevertheless, in real data, this is usually not the case. In order to work with nonlinear decision boundaries the key idea is to transform x i to a higher dimension space, so that in this new space the samples can be linearly divided (Fig. 5) . The problem of this solution can be the high computational requirements. SVM solve these problems using kernels. The relationship between the kernel function K and Φ is
Intuitively, K(x, y) represents our desired notion of similarity between data x and y based on our prior knowledge of the problem. K(x, y) needs to satisfy a technical condition (Mercer condition) in order for Φ to exist. In practice, K can be directly specified, thereby specifying Φ indirectly, instead of choosing Φ. An example of a kernel function is the Gaussian kernel, which 
When working with a Gaussian kernel, std represents the standard deviation, and ideally should represent the minimum distance between any two elements of two different classes. As can be seen, when constructing a SVM based on a Gaussian kernel, the only value that needs to be defined is std. There are other standard kernels like polynomial, linear, or sigmoidal, each one with its own parameters. These kernels are generic in the sense that they can, in some way or the other, be applied to all problems and will provide good solutions. For example, Gaussian kernels tend to work very well in image recognition problems. Nevertheless, results can always be improved by designing a problem-specific kernel, although this approach requires an a -priori knowledge about the problem.
When working with kernels, in general it would not be possible to obtain w. Nevertheless, SVM can still be used. Being N S the number of support vectors of the training set, the decision function can be expressed as
Although the theoretical background given has introduced classification system for only two classes, SVM can be generalized to a set of C classes. In this case, each one of the classes will be trained against the rest C − 1 classes, reducing the problem to a two-class classification problem.
2) Applications for UM: Due to its ability to work extremely well with high-dimensional data, SVM can be used to classify documents in order to personalize recommendations given by search engines. Aihara and Takasu [2] , Liao [54] , and Ruvini [77] give examples of classification tasks implemented using SVM. Table VIII summarizes some studies and applications of SVM for UM.
3) Limitations: In general, the main problem that SVM faces is the selection of the kernel K used to implement the classifier. Although there are a set of standard kernels (polynomial, Gaussian, etc.) that work well for many applications, for complex cases it is convenient to develop a specific kernel considering the characteristics of the problem. For example, there are kernels specifically designed for gene detection or for text classification.
In the context of UM, SVM has been used to personalize recommendation applications. So far the classification has been applied to the documents but not to the users directly. Due to the ability of SVM to optimize the separation between the classes, the application of SVM to create classes of users can improve the individual degree of satisfaction of each user. More research is needed in the applications of SVM for UM, ranging from general applications to the development of specific kernels.
V. CRITERIA FOR THE SELECTION OF THE TECHNIQUES
The preceding discussion has demonstrated that each technique captures different relationships among the data available and expresses it using different data structures. In this section we present guidelines to help decide which technique to use when developing an AH application.
We consider that, in the context of UM, there are three main criteria that determine which data mining/machine learning technique is suitable for a specific adaptive application: 1) the labeled/unlabelled nature of the data available; 2) the type of task that is going to be implemented (recommendation or classification); and 3) the "readability" needed for the results. "Readability" is defined as the ability of a technique to produce a human-readable output of the knowledge captured for a nontechnical user. There are two possible values for readability: 1) needed; and 2) not needed. The first one expresses the necessity of having a human-readable output while the second one states that this factor is not relevant. Table IX presents a guideline of which data mining techniques are useful considering the criteria previously introduced. The techniques are classified according to the set of references used in this study. The set of techniques that can be applied when the systems needs readability can also be applied when this factor is not relevant.
In general, when selecting a data mining technique two of the more important factors are: 1) the ability to handle highdimensional data and 2) scalability. Although the ability to handle high-dimensional data for a generic problem is a very important characteristic, within the context of UM we consider that it is not a very relevant factor because of the dimensionality of the data used. Nevertheless, in the context of UM, the scalability of the techniques is a very important factor due to the high number of users that, in general, will interact with an AH system. The scalability of each technique regarding the number of users will depend on how the information of each user is presented. An indication of the scalability of each technique is presented in the first column of Table X.  Table X summarizes the characteristics of the techniques presented along four dimensions. The first three dimensions capture some of the main problems that machine learning for UM faces [91] : Computational complexity for off-line processing ; TABLE X  GENERAL CHARACTERISTICS OF THE REVISED TECHNIQUES dynamic modeling, which indicates the suitability of the technique to change a user model on-the-fly; and labeled/unlabeled. The "readability" dimension has also been added to the table.
The combination of Table IX and X can be used to guide a choice of which technique to use when modeling user behavior for adaptive systems. First, Table IX identifies the set of techniques suitable for the adaptive application, and, after that, Table X can be used to refine the choice considering the scalability and dynamic modeling capabilities of each technique.
Finally, there are other techniques not reviewed in this paper, mainly predictive statistical techniques [97] , that can also be used to create user models. For example, recommendation tasks have also been implemented with Markov models [3] , [4] , [5] , [26] , [28] , [78] or with Bayesian networks [22] , [37] , [41] , [44] , [80] , [94] . Classification tasks have also been implemented with Bayesian classifiers [20] , [81] .
VI. CONCLUSION AND DISCUSSION
Hypermedia systems are becoming more important in our everyday activities and their contents and services are evolving. Due to this important role, users welcome any improvement on the hypermedia services they receive. One trend used to improve digital services is through personalization which is based on the concept of UM. In this context, data mining and machine learning techniques can be used to automatically identify user patterns and interests and use the knowledge obtained to produce user models.
This paper has presented a review of the state of the art of data mining techniques within the area of UM for AH systems. The review demonstrates that one of the main problems that the development of user model faces is the lack of any kind of standardization for the design of user models. In order to improve this situation, this paper has tried to give a set of guidelines that formalize the design of user models using a data mining approach. In the same line of standardization, another interesting research area would be the design of a system to evaluate the performance of UM in order to make it feasible to compare different user models.
It is our opinion that the future of UM is in hybrid systems. As has been shown, each technique captures different elements of user behavior. The combination of these techniques among themselves and with other machine learning techniques, especially with soft computing techniques, will provide a useful framework to efficiently capture the natural complexity of human behavior.
