Revenue insufficiency, or the missing money problem, occurs when the revenues that generators earn from the market are not sufficient to cover both fixed and variable costs to remain in the market and/or justify investments in new capacity, which may be needed for reliability. The near-zero marginal cost of variable renewable generators further exacerbates these revenue challenges. Estimating the extent of the missing money problem in current electricity markets is an important, nontrivial task that requires representing both how the power system operates and how market participants behave. This paper explores the missing money problem using a production cost model that represented a simplified version of the Electric Reliability Council of Texas (ERCOT) energy-only market for the years 2012-2014. We evaluate how various market structures-including market behavior, ancillary services, and changing fleet compositions-affect net revenues in this ERCOT-like system.
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Introduction
Restructured markets for electricity have been adopted around the world as a means to encourage competition in the supply of electricity. These markets have evolved substantially since their creation in the early 1990s, and they continue to evolve as shortcomings in market design are identified. A key motivation behind these markets is to provide incentives for producers to produce electricity efficiently and to promote competition (Cramton 2003) . To the extent that economic efficiency could be attained, consumers would benefit from lower electricity prices that result from a competitive market.
The emergence of these markets represents a significant change from the historical cost-ofservice regulation of the electricity industry. This regulation was motivated by several economic concerns, including the market power that results from monopoly or near-monopoly providers, which naturally results from significant economies of scale, both in generation and in transmission. The evolution to markets represents the hypothesis that generation economies of scale were no longer as significant as once believed, but transmission is generally recognized as a product that would be difficult or impossible to provide by the usual competitive markets.
The introduction of electricity markets did not represent a full break from the regulated past. Although wholesale power generation is part of new market designs, retail load-serving entities in the United States are generally regulated. The historical practice of regulating prices, along with the idea that electricity is an essential service, has motivated regulators to strive for price stability at both the retail and the wholesale levels. The inability of prices to adjust to reflect market conditions is a sufficient condition for some degree of market failure in electricity markets, i.e., the inability of buyers and sellers to jointly adjust their buying and selling decisions to account for abundance or scarcity.
Classic market economics dictate that in competitive markets prices perform a rationing function that ensures efficient levels of supply and demand. This is not possible in electricity markets because of a combination of administered prices and administered price caps (which were set to control market power; see Cramton [2003] ) in wholesale electricity markets. As a result, demand for electricity will sometimes exceed supply, potentially posing reliability issues for system operators as well as regulatory issues for market designers.
Electricity markets do not explicitly account for reliability requirements unless there is a reliability component either in electricity pricing or as some type of reliability-based target (Ela et al. 2014; Cramton et al. 2013) . This means that electricity markets by themselves can only accidentally achieve an administered reliability target. During periods of shortage, prices can spike significantly, but price caps may interfere. The result is that resources that may be needed for only a short time of the year must recover both capital and operational costs in a small number of hours or days, and therefore they may not have the opportunity to earn sufficient revenue to remain in the market (Cramton and Stoft 2006) .
Variable generation, such as solar and wind power, have been found, both in power system economic studies and in practice (Keane et al. 2011; Milligan et al. 2012; Gallo 2016a ) to reduce wholesale electricity prices during periods of high variable generation output because of their near-zero marginal costs. This price suppression, along with the market's inability to account for reliability, may increase the missing money problem for some generators (i.e., peakers) that are needed to ensure resource adequacy but do not earn sufficient revenue to remain in the market (Cramton and Stoft 2006 , Ecco International 2015 , Levin and Botterud 2015 . To the extent that a missing money problem already exists in the bulk system, high penetrations of variable generation may create a merit-order effect that pushes more expensive resources up (or off) the dispatch stack (Gallo 2016b ). The remaining resources will run at lower capacity factors, and both of these impacts-price reduction and energy sales reduction-will erode the revenue earned by many plants. In an electricity market that has revenue sufficiency challenges prior to the introduction of large-scale variable generation development, high levels of wind and/or solar energy will likely exacerbate this issue.
In this paper, we explore the extent of the missing money problem with high penetrations of wind generation using a production cost model based on the Electric Reliability Council of Texas (ERCOT). ERCOT is an energy only market and does not rely on capacity markets or payments to encourage new generation technology; other energy-only markets include the Alberta Electric System Operator and Australia's National Electricity Market. The modeling assumptions as well as the scenarios and sensitivities performed are discussed in Section 2. Because production simulation models have difficulty calculating prices that match those found in operating markets, we perform a pricing validation and adjustment process to ensure that our model captures prices that are comparable to historic values (presented in Section 3). Also in Section 3, we present results for our various study scenarios that reveal the existence of the missing money problem in nearly all cases. Conclusions are presented in Section 4.
Study Methods
Analytical Approach
We used PLEXOS, Energy Exemplar's commercial production cost model, to simulate the dayahead operation of an ERCOT-like system on an hour-by-hour basis for an entire year. This allowed us to model the hourly chronological dispatch and power transfer across the power grid for different sets of conditions including simplified market participant behaviors, variable wind generation, ancillary service markets, and changes in generator fleet compositions. PLEXOS 1 is a mixed integer programming tool that can perform a variety of optimization-based functions and simulations of energy markets. In this work, we used PLEXOS to solve for the least-cost system-wide day-ahead dispatch. For simplicity, we did not model real-time operations; future work will include this common production simulation component, ideally at a subhourly resolution. The day-ahead model was based on historic hourly load and wind profiles and included an additional one day look-ahead period for modeling foresight. Because wind and load forecasts were not used, the model did not explicitly capture uncertainty due to forecast errors. Variability, however, was captured within each of the respective data sets. Four types of operating reserves were modeled: regulation up, regulation down, spinning, and non-spinning. An additional flexibility reserve was included in select sensitivity scenarios to capture the additional variability and uncertainty burden from wind resources (Lew et al. [2013] ). PLEXOS co-optimized energy and reserves during the simulations. We ran the model zonally for the four ERCOT load regions, thereby ignoring intra-zonal transmission constraints, and any corresponding local congestion. To create a modeling framework for comparison among scenarios, we modeled 3 years of operating conditions (2012) (2013) (2014) and benchmarked the model against historic ERCOT prices (ERCOT 2012a-2014a), reported Energy Information Administration (EIA) values (EIA 2013a and , and relevant ERCOT State of the Market reports .
The analysis focused on specific outputs from the production simulations such as total system production cost, regional energy prices, generation capacity and dispatch by category, generator net revenues, and hours of operation. The relative price and revenue differences among the scenarios and the different markup values were the primary variables of interest for this study. Revenues from both energy and ancillary service markets were included, whereas net revenue was the revenue minus operational costs.
2 Net revenues were compared to annualized investment costs from both ERCOT and the National Renewable Energy Laboratory's (NREL's) Annual Technology Baseline (ATB) data set (Blair et al. 2015) to estimate revenue sufficiency. These numbers were for comparison purposes only; precise estimates for revenue sufficiency would require understanding the investment costs for specific projects, both for existing and new generating facilities.
ERCOT-like System Production Cost Model
The PLEXOS model used for this study was based on the model and data from Townsend (2013) . This provided the generator fleet cost and performance data, which were originally taken from the ERCOT Long-Term Study (2011) and Cohen (2012) and included generators in operation in 2010 plus additional generators that ERCOT expected (at the time) to be built to meet electricity demand growth. Private network generators were also included in this database. Generator heat rate information in this model came from the U.S. Environmental Protection Agency's Continuous Emission Monitoring System (CEMS) data. 3 We made a number of changes to this model and data set, as detailed below, to improve model fidelity for comparison to ERCOT market outcomes and to model several years of actual market conditions. For a better comparison to historical ERCOT operations, we disaggregated the original singlezone model into a four-zone model to represent the zones (North, South, West, and Houston) that are reported in the ERCOT State of the Market reports . Transmission limits between the zones were based on published estimates in multiple ERCOT market and transmission reports (Potomac Economics 2004 ERCOT 2013a) . In PLEXOS, we used a zonal market approach rather than a nodal market representation. A zonal market approach cannot model the actual ERCOT nodal congestion; however, this model can represent aggregated congestion that is seen in the real ERCOT system. The primary interface with congestion is from the West region, which has the bulk of the wind generation and significantly less load. Generators in the original model were assigned to the four zones based on the Velocity Suite (Ventyx 2015) data, which included generator names and locations. Historic hourly load data was collected from ERCOT and then assigned to each zone based on the reported control area. 4 The original database included more coal and natural gas generating capacity than what existed in ERCOT in 2013. To avoid modeling a system that had unrealistically high generating capacity (which could model prices and revenues that are too low), we scaled the coal and gas generator capacities to approximately match the 2013 State of the Market Report (Potomac Economics 2014). Coal generation capacity was reduced by 20% and natural gas by 10%. Some of the generating capacity in the original data set was not operating in 2013, and other generators had capacity estimates that were too high. Note that the resulting capacities may not exactly reflect current values in the ERCOT system. Hourly ERCOT-wide wind generation profiles were published by ERCOT for the years 2012-2014. 5 We disaggregated these profiles into inland resources (assumed to all be located in the West zone) and coastal resources (assumed to all be located in the South zone) based on hourly time series of hypothetical wind sites from AWS Truepower (2015). Each site was assigned to a zone based on the county in which it is located. The historic hourly ERCOT-wide wind production was then split between the West and South regions based on the relative contribution of total wind output from each region for each hour. Table 1 shows the capacity of all generator types in each region of the model. Table 2 shows the natural gas price assumptions. Wind generation was assumed to offer energy for no cost into the market. Ancillary services modeled included spinning and non-spinning reserves and regulation up and regulation down reserves, as described in Table 7 in Section 2.3. Wind generation was not allowed to provide any ancillary services. 
Scenarios
To improve on traditional production cost modeling methods and produce more accurate price results, we simulated market behaviors by applying a variety of bid-cost markups (described below). These markups were used to determine which set yields prices that best match observed market conditions in the years 2012-2014. In this study, we analyzed the results of these different markups to help understand the impacts of abstract market bidding behaviors that can be seen as economic withholding strategies on energy prices. This is a proxy to represent actual strategic bidding that occurs by small generators in the ERCOT system; such flexibility in their energy bidding behavior is permitted by the so-called Small Fish Rule. 6 Our work is a proxy for what could happen if natural gas generators, regardless of their size, have the opportunity to bid with this allowance. This study did not include any dynamic strategic behavior that changes over time, such as agent-based models (see Gallo [2016a] ). However, the strategic bidding behaviors modeled in this study can shed light on the importance of including more realistic representations of market behaviors-behaviors that can impact both market outcomes and system reliability.
The Benchmark scenario for each year was created by applying different sets of markups to the true production costs of gas generators. Similar to the method used in Townsend (2013), we applied three different markup percentages to the first third, middle third, and last third of the offer curve. These markups bins corresponded to the three bins characterizing the heat rate curve, whose break points were assigned by the model such that each unit's generation range was divided into three evenly sized bands. In some cases, the markups were identical throughout the offer curve (a "flat" markup); in other cases, they increased toward the higher levels of the offer curve (a "graduated" markup). We refer to the markups by the set of percentage increases in the offers. For example, a 0-40-80 markup would include no markup on the first third of the offer curve, a 40% markup on the middle, and an 80% markup on the highest third of the offer curve. True production cost offer curves are based on fuel costs and variable operations and maintenance costs. We tested no markups (0-0-0), flat markups (40-40-40), 0-40-80 markups (used by Townsend [2013] ), 0-40-120 markups, and 0-40-200 markups. The markups that provided the best day-ahead price match with historic day-ahead market (DAM) prices (ERCOT 2012 (ERCOT -2014 for each year were chosen as the Benchmark scenarios (see Table 3 ).
It is important to note several study limitations. For example, the price outputs from the PLEXOS model reflect day-ahead values for each of the four zones, and the ERCOT data used for the price validation represent spatially-averaged day-ahead values across numerous resource sites within each zone (or "trading hub"). Differences in how each result is calculated could result in discrepancies in the price outputs. We also assumed that markups were applied to the natural gas generators in a constant fashion across all hours and days of the year; actual behavior would be far more dynamic, and such time-varying aspects will be included in future work. In addition, this model does not account for self-scheduled units, maintenance, forced outage rates, and demand-side participation, although the next phases of this work will. In particular, maintenance and forced outage rates will effectively reduce the availability of generating capacity, which could significantly impact revenues. Three additional sets of assumptions were used to create four sensitivity scenarios, as summarized in Two sensitivity scenarios-Flex Up and Flex Up High Wind-included an additional reserve requirement as a proxy for that proposed by Midcontinent Independent System Operator and California Independent System Operator (CAISO). 7 These are intended to address the variability and uncertainty from wind resources and may also impact revenue sufficiency. This flexibility reserve requirement varies by hour, based on the load and wind values, and only the reserve requirements resulting from an over-prediction of wind production (i.e., flexible reserve in the "up" direction) were included. The method for calculating this was described by Lew et al. (2013) in the Western Wind and Solar Integration Study Phase 2. The average flexibility reserve requirement by scenario as well as the four constant reserve requirements are summarized in Table 7 . The offer bids assumed for these reserve products in our PLEXOS model are also shown in the note associated with this table. Unlike other generator data, information related to an individual generator's ability to provide reserves is not publicly available. Therefore, reproducing the cost of reserves in a production cost model involves significant uncertainty, as it was shown by Hummon et al. 2013 . The flexibility reserve is less than the 600-MW regulation up reserve requirement for the three Flex Up scenarios. It is 15%-20% greater than the regulation up requirements for the three Flex Up High Wind scenarios. On average, the regulation up and regulation down requirements used in this model align with actual ERCOT procurements (Potomac Economics 2014). The Retire 4GW Coal scenario was intended to model the impacts of significant retirements due to cost-prohibitive upgrades and retrofits required to meet a variety of future regulations. We chose to retire 4 GW based on ERCOT analyses of proposed and/or recent environmental regulations (ERCOT 2014 and .
In this Retire 4GW Coal scenario, we retired coal units based on unit age, as represented in the Velocity Suite (Ventyx 2015) data. We retired generators in proportion to the capacity in different regions: approximately 2/3 in the North zone and 1/3 in the South zone. This led to retiring all units 38 years old and older in the North zone (representing 2,600 MW of capacity) and 36 years old or older in the South zone (representing 1,200 MW of capacity). These retirements represent 23% of the capacity of the existing coal fleet in the model.
Results
We validated and compared a series of markup strategies to better understand the impact of market behaviors on production cost, revenue, and generation; analyzed sensitivity scenarios to better understand revenue sufficiency; and calculated reliability metrics to understand the closely-linked impact of our sensitivity scenarios on resource adequacy. We showed that markups impact prices by serving as a proxy for behavior, and we then used the most suitable markup scenario in each year as the basis for a set of sensitivity analyses. The sensitivity scenarios showed that an additional reserve requirement increases net revenues, whereas higher wind penetration levels decrease net revenues. Retiring a large fraction of the coal generator fleet increases net revenues significantly. The revenues earned by the entire generation fleet are the lowest in the No Markup scenario. This scenario can potentially overestimate the revenue sufficiency challenges faced by the generators. When we added a proxy for strategic behavior, as in our Benchmark scenarios, the total revenues increased, thus potentially underestimating the revenue sufficiency challenges.
Model Validation
Various inputs and outputs from the production simulation model were validated against historic ERCOT capacity, generation, and prices for 2012-2014. For each year, the markup scenario with the best fit-primarily based on energy prices-was selected as that year's Benchmark case, from which all subsequent sensitivity cases were developed. The ancillary service capacity prices were also compared against historic values from ERCOT (ERCOT 2012 (ERCOT -2014b . We focused on the 2013 Benchmark scenario in many of the results presented here because this case had the best fit across most of the hours throughout the year.
Installed generation capacity and historical generation mix data were available from both ERCOT and EIA. After scaling natural gas and coal generator capacities (coal reduced by 20% and natural gas by 10%) to approach ERCOT reported data, the total generator installed capacities and annual generation mix (see Figure 1 ) were compared to EIA data. The model aligned within 10% and 7%, respectively, of reported values from the 2013 EIA Forms 860 and 923 (EIA 2013a (EIA , 2013b . Another view of the annual generation mix for the 2013 Benchmark scenario is shown in Figure 2 . Energy price comparisons were made using the regional day-ahead price outputs from the production simulation model and historic day-ahead hourly ERCOT Settlement Point Prices (SPPs) 8 from ERCOT (ERCOT 2012 (ERCOT -2014 . As shown by the 2013 price duration curves in Figure 3 9 and the summary in Table 8 , the model captures the middle 80% of all hours well, but it overestimates the upper tail and underestimates the lower tail. On a regional basis (see Figure  4) , the West region captures the price depression in the lower tail from the large amount of wind generation. Table 9 , the No Markups scenario, which represents an "out-of-box" production cost simulation, underestimates prices (and therefore revenues), which would overestimate-or even artificially create-revenue sufficiency issues. Conversely, our Benchmark scenarios, which include graduated markups, overestimated the prices in the majority of all hours. On a daily and monthly basis, the model energy prices have profiles comparable to historic data, but the peaks are again overestimated, as shown in Figure 5 and Figure On the whole, prices increase each year from 2012-2014 (Table 8) , which is driven by the significant increase in natural gas fuel price, as shown in Table 10 . Although wind does have large relative growth (see Table 6 ), the absolute production is still outweighed by load. Natural gas fuel prices are a key driver in the results presented here. Natural gas fuel prices were input to the PLEXOS model as monthly values ( Table 2 ) that were based on historical natural gas prices for electricity generators in Texas, as implemented in Townsend (2013) and originally taken from the Energy Information Administration (EIA 2012). Natural gas fuel prices were much lower in 2012 relative to 2013 and 2014, which yielded noticeably different results for our 2012 markup scenarios from those observed in 2013 and 2014. For example, the low natural gas fuel prices made natural gas CC generators economically preferable to coal generators in 11%-16% of all hours in 2012. This was observed across the full set of 2012 markup scenarios, particularly in the lowest 2012 gas price months of November and December. Conversely, this natural gas CC versus coal marginal cost trade-off was only observed for a few hours among all 2013 and 2014 markup scenarios.
Ancillary service prices were also compared with historic day-ahead market clearing prices from ERCOT (ERCOT 2012 (ERCOT -2014b . The ancillary service products were spinning ("Spin"), nonspinning ("Non-Spin"), Regulation Up ("Reg Up"), and Regulation Down ("Reg Down"), as shown in Table 7 . As shown in Figure 7 and Table 11 , the PLEXOS model tended to underestimate non-spinning and spinning reserve prices and overestimate Regulation Down prices. Regulation Up prices more closely matched across all years, and regulation down prices had better alignment in 2014. However, reserves contribute a small fraction of the total system revenue and thus have only a small impact on the revenue sufficiency calculation. 
Impact of Market Behaviors on Production Costs, Revenues, and Generation
A key assumption of this study is the use of markups to emulate strategic bidding behaviors of market participants as a proxy for addressing the importance of modeling realistic behaviors and how markets operate in production cost modeling. Production cost models are not sufficient to accurately match historic prices without some tuning (Gallo 2016a (Gallo , 2016b . In this section, we highlight how the use of markups, as well as the shape of those markups, impacts production costs, revenues, and generation. Our reported production costs represent the operational costs experienced by the generators and do not include the bid markups or any uplift or make-whole payments. Although these results do not provide direct answers to the revenue sufficiency question, they do highlight the important impact of markups on revenue results from production cost modeling, which will inform the subsequent revenue sufficiency analysis. We directly address the revenue sufficiency issue in Section 3.3.
Our benchmarking process determined that graduated markups-instead of no markups or flat markups-yielded prices that meet and exceed historic values, so they potentially underestimate any revenue sufficiency issues. No markups resulted in prices below historic values. Graduated markups combined the potential for maximizing profit with risk-averse behavior. Such markups have been shown to serve as a proxy for behavior (Gallo 2016b) and to help estimate the ability of generation companies to exercise market power under high penetrations of wind (Gallo 2016a) .
One main impact of markups is higher system-wide production costs. 10 With markups, the system is dispatched less optimally, resulting in lower overall generator efficiencies and, therefore, also higher overall generator costs. In other words, the least-cost system is the No Markups scenario because the system is optimizing the true production cost instead of a markedup cost. This reduction in efficiency is reflected in some generator heat rates, where a larger heat rate corresponds to lower efficiency. Most notably, the CC average heat rate increases from 8.03 to 8.14 MMBTU/MWh when markups are applied in the 2013 Benchmark scenario relative to the 2013 No Markups scenario. These CC units become less efficient with markups because they are dispatched down to lower generation levels more frequently; as we later show, CCs experience a lower generation per unit and are run at part-load more often with markups. CT units, however, become more efficient with markups, with a heat rate reduction from 13.91 to 13.59 MMBTU/MWh when markups are applied in the 2013 Benchmark scenario relative to the 2013 No Markups scenario. Since CC units constitute a significantly larger fraction of the overall generation mix (Figure 2) , the CC heat rate elevation trend outweighs the counter effect from the CT units in the overall system generator efficiency results.
The larger overall production costs with markup scenarios (Benchmark and Flat Markups) relative to the No Markups scenarios is shown in the annual totals (i.e., $M/yr) across all generator types in Table 12 and normalized by installed capacity (i.e., $/kW-yr) for a key subset of generator types in Figure 8 for 2013. Figure 8 and Table 12 show the reported values as the differences among total production costs in the scenarios, with the percent differences also indicated. For example, the notation "Benchmark minus No Markups" is used to tag the difference in total production costs that have been realized in the Benchmark scenario when compared to the No Markups scenario. The notation used to describe the other two cases follows the same rationale. Since all nuclear units are must-run for all time steps, their production costs are the same regardless of the markup scheme, hence the zero difference values in Figure 8 . The generator-level production costs are driven not only by the heat rate and efficiency trends discussed above, but also by the total amount of generation. For example, since CC units generate less with markups, they have lower production costs in the Benchmark case relative to No Markups despite the corresponding reduction in efficiency. The opposite generation and production cost trend is seen with coal, gas boiler, and CT units. Markups also generally yield larger revenues (Figure 9 ), which follow from the associated increase in prices. However, this does not always compensate for the higher production costs, resulting in net revenues that may be lower or higher depending on the generator type ( Figure  10 ). Among generator types, baseload generators (primarily coal and nuclear) benefit in any markup case because they are always running and benefit from the increased prices; this is reflected in their larger revenue and net revenue values. Natural gas CC and boiler generators, which run for large periods of the time but have greater flexibility than baseload units, see similar revenue and net revenue trends as the coal and nuclear baseload generators. Peaking plants, such as natural gas CT units, however, do not follow a clear trend. Instead, these peaking plants see progressively lower total revenues when moving from the No Markups to Flat Markups to graduate markups in the Benchmark scenario. Because of the large production costs for these units with graduated markups in the Benchmark scenario, the corresponding net revenues are negative. In addition to the inclusion of markups in a production cost model, our study found that the shape of the markup curves matters. With graduated markups, it is more economical to run more units at part-load than to pay the extra markup (highest bin of graduated markups), resulting in more units online. This is reflected in the larger number of hours of operation (Figure 11 ), and it is especially noticeable with natural gas CC generators, which also have less total generation ( Figure 12 ) and, consequently, less relative generation per unit.
The markup shape also impacts the market clearing process. In the Flat Markups scenario, where the generator bid offers are 40% larger than their true production costs in all three heat rate bins, generators benefit because the model cannot avoid paying markups. Conversely, generators benefit less with graduated markups in the Benchmark scenario because the model can avoid paying markups through the lowest bin option (0% markup). This advantage of the flat markups versus the graduated markups is reflected in the larger net revenues for the Flat Markups scenario relative to the Benchmark scenario, as shown in Figure 10 . However, graduated markups are still used by some generators as a hedging mechanism; the multistep markup gives the generators the opportunity to diversify their bids across zero-, mid-, and high-markup options. 
Sensitivity Analysis to Assess Revenue Sufficiency Challenges
The previous sections described the model validation process, the resulting Benchmark scenario that was selected from an assortment of markup options, and the impact of markups on various model outputs. We now turn to the main objective of this work-revenue sufficiency challenges-through a set of sensitivity scenarios that use the Benchmark scenarios as their basis. As summarized in Table 4 , four sensitivity scenarios were analyzed in addition to each year's selected Benchmark case:
• High Wind with approximately double the total wind penetration level as the base case (see Table 6 )
• Flex Up with an additional flexible reserve requirement as described in Section 2
• Flex Up High Wind with an additional flexible reserve requirement and high wind
• Retire 4GW of Coal distributed across the North (~2/3 of retirements) and South (~1/3 of retirements).
These scenarios explore the impact of possible future systems with high wind, additional reserve services, and generation retirements on revenue sufficiency. This section focuses primarily on revenue sufficiency, with a brief mention of resource adequacy implications in Section 3.4.
As a starting point, the absolute generation, revenues, production costs, hours of operation, and net revenue values for the Benchmark scenarios for each year are summarized in Table 13 . Every metric except for net revenues increases from one year to the next, which reflects the complexity of the relationships among these components. In addition, daily and monthly net revenue (normalized to installed capacity) patterns roughly follow the same shape as prices, as expected, which are shown in Figure 13 and Figure 14 for the 2013 Benchmark scenario. In all scenarios, negative net revenues were observed for some generators due to must-run constraints, indicating that these units were not earning enough revenue to cover their variable costs. This must-run constraint was applied a priori to selected units and required those individual generators to be committed in any hour that they were available. 11 This primarily impacted CC and CT gas generators, where roughly 22% of the CC fleet and 25% of the CT fleet on a capacity basis were must-run. In the 2013 Benchmark scenario, these must-run CC generators comprised approximately 34% of all total annual generation from all CC units, and the must-run CT generators comprised approximately 72% of the total annual generation for all CT units. This contribution from must-run units is about 13% of the total generation mix ( Figure  2) , and a significant portion (~1/3) of the CC gas units.
A key objective of this study is to evaluate the revenue sufficiency implications of various market structures. Key metrics for this assessment include net revenues and peaker net margins (PNM), the latter of which is a standard metric used in the ERCOT State of the Market reports. Net revenues are the total revenues from all market sessions (energy and reserves in this study) minus the short-term production costs, and they represent the revenue available to meet fixed and capital costs, including a return on investment. When net revenue is negative, the generators are not able to earn enough revenue to cover their variable costs, indicating that a revenue sufficiency problem definitely exists. If net revenue is positive but is less than the annualized investment cost for a new generator, then the system does not provide the opportunity to earn sufficient revenue to justify investments in new capacity, and this also implies that existing generators are not earning enough revenue to cover their fixed costs.
Two versions of the net revenue metric are used in practice: one that includes generator start-up and shutdown costs, and one that does not. We found trivial differences between these versions in our results, as shown in Figure 15 . Therefore, to err on the side of overestimating net revenues, only the version that includes start-up and shutdown costs was used in all subsequent results presented here. We focus on five key thermal and nuclear technologies for the revenue sufficiency results presented here: coal, gas boiler, gas CC, gas CT, and nuclear.
Revenue sufficiency challenges were implied for nearly all of the scenarios evaluated in this study using a simplified model of an ERCOT-like system. Figure 15 shows that the net revenues for the Benchmark scenarios (bars) aligned reasonably well with those reported in the ERCOT State of the Market reports and 2015 . Numeric values from Figure 15 are provided in Table 15 in the Appendix. The dots represent the current annualized investment costs for new generator units as reported in NREL's presentation on the ATB 12 (Blair et al. 2015) . When these dots are larger than the achieved net revenues, as is the case for all generator types shown in Figure 15 , then revenues were not sufficient to signal investments in new generation capacity. This could also reflect revenue sufficiency challenges for existing generators, depending on their sunk costs. If revenues are not sufficient to invest in new units when more capacity is needed to reliably meet load, then this can also lead to resource adequacy always operate at full capacity. They were assumed to operate between their minimum and maximum generation levels as determined by the PLEXOS based on their variable costs" (Townsend 2013) . 12 Capital expenditure (CAPEX) values were used, which represent the total expenditures per kW plant capacity required to achieve commercial operation in a given year. For the technologies shown, the corresponding CAPEX values from the ATB database were assumed to be as follows: "Coal-new" for Coal; "Dedicated biomass plant" for Biomass; "Non-powered dam" supply curve Bin 1 (largest resource bin) for Hydro; "Gas-CC" for Gas_CC, Gas_IC, and Gas_Boiler; "Advanced nuclear" for Nuclear; "Gas-CT" for Gas_CT; and "Onshore wind" supply curve Bin 3 (largest resource bin) Wind. CAPEX values were annualized assuming a real capital recovery factor of 8.89%.
issues. Recall also that because the simulated market prices in these Benchmark scenarios are higher than historic prices, the revenue sufficiency challenges identified here are underestimated.
Revenue sufficiency challenges are also implied with PNM results, which is a key metric used in the State of the Market reports and indicates the net revenue required to satisfy the annual fixed costs (including capital carrying costs) of a new gas turbine unit. Figure 16 shows a monthly cumulative plot of PNM values for each of the Benchmark scenarios. These PNM values were calculated based on ERCOT's standard PNM method, 13 except day-ahead hub prices were used instead of real-time energy prices, and monthly gas input fuel prices values were used instead of the Houston Ship Channel gas price (Potomac Economics 2013). For ERCOT, the annual fixed cost of a new gas turbine unit ranges from $80,000 to $105,000 per MW-year (Potomac Economics 2013); a value of $80,000/MW-year is shown in Figure 16 The similarity between the High Wind and Flex Up High Wind scenarios suggests that the results are influenced more strongly by high wind than by the addition of a flexibility reserve. Most notably, however, revenue sufficiency remained an issue in nearly all scenarios, as reflected by net revenue values (bars) that were lower than the corresponding annualized investment costs (dots) in Figure 18 . The only exception was when large amounts of coal were retired in the Retire 4GW Coal scenario, wherein investment in new generators was supported for all types but nuclear, which has an annualized investment cost that is slightly larger than the achieved net revenue. Results from the Retire 4GW Coal sensitivity scenario have important scarcity pricing and resource adequacy implications. In the model used in this study, a load penalty price curve was used as a proxy generator for demand response, which also reflects potential scarcity pricing and resource adequacy problems. This proxy generator was used to help find a feasible solution in a reasonable amount of time, and it added a penalty on the power balance constraint slack variable in the mixed-integer programming formulation. This methodology was implemented by Townsend (2013) to reflect ERCOT's use of a multitiered power balance penalty function with prices that increase as the energy imbalance increases (ERCOT 2013b).
These price penalties drove the significant increase in net revenue results for the Retire 4GW Coal scenario shown in Figure 18 . However, the exact revenues are heavily dependent on this price curve input; consequently, results should be interpreted as qualitative only. Table 14 reveals a significant increase in the occurrence of this load penalty price with the Retire 4GW Coal scenario relative to the Benchmark scenario for all 3 years. The declining frequency of the penalty price events across the 3 years in Table 14 is also consistent with reductions in the frequency of ERCOT's scarcity pricing (Potomac Economics 2015). 
Reliability Metrics
With the growth in renewable energy sources, utilities face challenges in determining appropriate metrics to evaluate their system capacity and reliability. The most common reliability metrics are represented by the loss-of-load probability, loss-of-loud-hours (LOLH), and expected unserved energy (EUE). Another important metric that has been used as a reference for many years to estimate whether utilities had to invest in new generation capacity is the planning reserve margin. In the case of ERCOT, following the suggestions from Brattle (Newell et al. 2014 ) to use the EUE as a reliability metric, the Public Utility Commission of Texas has had open meetings during which the use and appropriateness of the EUE compared to the standard loss-ofload expectation (LOLE) metrics have been discussed (NERC 2014). Newell et al. (2014) used a normalized EUE as an alternative to the 1-in-10 standard that a NERC task force recently recommended to address the limitations of traditional 1-in-10 LOLE and LOLH standards. This normalized EUE refers to the total annual MWh of firm energy expected to be shed, divided by the total MWh of annual system load, and it represents the percentage of system load that cannot be served due to supply shortages. Some European markets as well as the Australian Energy market already use normalized EUE to set minimum reliability thresholds.
A detailed study of the system reliability and planning reserve margins in the ERCOT interconnection as well as each of the hubs is beyond the scope of this study. Future work will provide more insights into how current reliability metrics might be impacted by revenue insufficiency.
Conclusions
This paper estimated the missing money problem using a production cost model of an ERCOTlike system for the years 2012-2014 and studied how different ancillary service products, wind penetration levels, and generator fleet compositions can affect both net revenues and market outcomes. The production simulation analysis provides insights into the missing money problem primarily through the net revenue outputs. The net revenues for all cases (except when significant levels of coal units are retired) were insufficient to justify investments in new capacity. This was true for all five key generation types that represented capital-intensive technologies (e.g., nuclear, coal) as well as peak technologies (e.g., gas-fired CTs).
Market participants' strategic bidding behaviors were reproduced by applying different sets of markups to the true production costs of all gas generators. These gas units are the most prominent generators in the ERCOT market, and thus they impact the prices received by all generators. This methodology improved upon traditional production cost modeling activities by incorporating a proxy for strategic behavior in generator offers. Next, we tested the impact of these markups on revenue sufficiency with respect to changes in the generation fleet and ancillary service products offered in the market. Larger wind penetrations depressed prices and also revenues, thereby exacerbating the missing money problem. Adding an ancillary service product, in the form of a flexible reserve requirement, marginally reduced the revenue sufficiency challenges; the inclusion of this reserve product increased both energy and reserve revenues, highlighting the linkage between these two system components. Retiring a large fraction of the existing coal fleet increased the frequency of scarcity-like pricing events, leading to larger revenues. Therefore, this scenario saw only limited revenue sufficiency challenges. However, all other scenarios, including those with an ancillary service product and higher wind penetration levels, yielded revenue sufficiency shortfalls in this test model system.
Results have shown that when generators use markups, they can raise both system costs and consequently the revenues that they receive from the market. However, net revenues may increase or decrease depending on the technology and the year under study. Results also show that when production cost models are used out of the box, they do not capture prices accurately. Thus, proxies for market participant behavior (e.g., markups) are needed to better represent how electricity markets work.
Estimating the extent of the missing money problem in current electricity markets is an important and nontrivial task that requires representing both how the power system operates and how market participants behave. This study is the first step in a much larger NREL research program to investigate the market impacts of high penetrations of variable generation. Future analyses of electricity markets using production cost models are needed to study how wholesale electricity markets will evolve under increasing penetration levels of renewables. In particular, future studies should better represent the ERCOT system at a finer spatial and temporal resolution, incorporate unit commitment and real-time dispatch components with explicit treatment of variable generation uncertainty due to forecast error, use a nodal approach, include demand-side participation, include maintenance and outage rates, account for self-scheduled and bilateral agreements, include uplift/mark-whole payments, and implement current and/or proposed market design rules that specifically target scarcity pricing and the missing money problem (e.g., the operating reserve demand curve, or ORDC, rule). Future studies should also reproduce in a more realistic fashion how market participants behave and adapt to current and proposed new market design rules and increase renewable penetrations-for example, by using an agent-based modeling approach. 
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