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Abstract Observations of turbulent dissipation rates mea-
sured by two independent instruments are compared with
numerical model runs to investigate the injection of turbu-
lence generated by sea surface gravity waves. The near-
surface observations are made by a moored autonomous
instrument, fixed at approximately 8 m below the sea sur-
face. The instrument is equipped with shear probes, a high-
resolution pressure sensor, and an inertial motion package
to measure time series of dissipation rate and nondirec-
tional surface wave energy spectrum. A free-falling profiler
is used additionally to collect vertical microstructure pro-
files in the upper ocean. For the model simulations, we use
a one-dimensional mixed layer model based on a k–ε type
second moment turbulence closure, which is modified to
include the effects of wave breaking and Langmuir cells.
The dissipation rates obtained using the modified k–ε model
are elevated near the sea surface and in the upper water col-
umn, consistent with the measurements, mainly as a result
of wave breaking at the surface, and energy drawn from
wave field to the mean flow by Stokes drift. The agree-
ment between observed and simulated turbulent quantities is
fairly good, especially when the Stokes production is taken
into account.
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1 Introduction
The upper ocean is bounded on top by the ocean sur-
face, a complex interface across which exchanges of heat,
gases, and momentum take place. Vertical transports in
this boundary are controlled by dynamical processes at the
near-surface boundary layer (Thorpe 1995). The processes
at the surface, and the coupling between surface gravity
waves, winds, and currents in the adjacent boundary layers
play a key role in the global climate system (Sullivan and
McWilliams 2010). Furthermore, the near-surface boundary
layer is a highly turbulent region, especially when the sur-
face is covered by intermittent breaking waves. The break-
ing of surface waves enhances the production of turbulent
kinetic energy (TKE), and its rate of dissipation (Gemmrich
and Farmer 2004), as well as the gas transfer rates across
the air-sea interface (Thorpe and Humphries 1980). Thus,
a better understanding of the aforementioned processes in
the upper ocean requires accurate numerical predictions and
careful measurements of turbulent mixing, especially in the
presence of substantial wave-induced motions.
High-quality turbulence measurements in the surface
layer have been made by using fixed platforms (Agrawal
et al. 1992; Terray et al. 1996), ship-based instruments
(Drennan et al. 1996), surface-following floats (Soloviev
and Lukas 2003; Gemmrich and Farmer 2004), ascending
profilers (Anis and Moum 1995; Stips et al. 2005), and
laboratory experiments (Veron and Melville 2001; Veron
et al. 2008; Babanin and Haus 2009). These measurements
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show that the TKE budget at the near-surface mixed layer is
influenced by surface gravity waves through wave breaking,
wave–current interaction, and wave–turbulence interaction.
During breaking events, air is entrained into water by bub-
bles and water into air by ejected droplets. Furthermore,
the interaction of wind-driven surface shear with the Stokes
drift of the surface waves generates Langmuir circulations
that enhance the vertical mixing greatly, resulting in an
elevation of the production and dissipation rate of TKE
(Thorpe et al. 2003; McWilliams et al. 1997). Skyllingstad
and Denbo (1995) used a large eddy simulation model to
simulate the Langmuir circulation and convection in the sur-
face mixed layer. Their simulation results were consistent
with observations and confirmed that the Langmuir circula-
tions enhance the dissipation rates and decrease the vertical
gradient of temperature and velocity in the boundary layer.
Progress made by direct computational methods high-
lights the needs for including the dynamical structure of
upper-ocean gravity wave field in the numerical models.
Using the idea of breaker injection of TKE and a local
production–dissipation of TKE balance, Craig and Ban-
ner (1994) and Craig (1996) imposed a surface diffusion
boundary condition on the TKE equations to model the
wave-enhanced turbulence in the surface zone. They sug-
gested a constant factor to relate the surface TKE flux
to the wave breaking. Terray et al. (1996) scaled three
different sets of near-surface dissipation rate, ε, measure-
ments under breaking waves. They used the significant wave
height, Hs , for scaling depth and fitted the Craig and Banner
(1994) model results to their measured ε data. Mellor and
Blumberg (2004) developed a boundary condition with a
wave parametrization dependent on the wind stress. Sulli-
van et al. (2007) studied the surface gravity wave effect on
the upper ocean variability by large eddy simulation using
stochastic breakers and vortex forcing. Kantha and Clayson
(2004) revised a turbulence closure model to include Lang-
muir cell effects by adding Stokes drift production term to
the TKE equations. Their results showed that wave break-
ing influenced the mixed layer properties in the upper few
meters, whereas the Langmuir cells contributed to deepen-
ing of the mixed layer.
In this study, we investigate the influence of surface gra-
vity waves on the upper ocean turbulence variability. We
compare upper ocean dissipation rate measurements with
simulations using the general ocean turbulence model
(GOTM) (Burchard et al. 1999) that is modified to include
the wave forcing effects (Bakhoday-Paskyabi et al. 2012).
Observations include (i) microstructure measurements dur-
ing a 5-day cruise interrupted by a storm, (ii) background
current and stratification measurements from a mooring,
(iii) wave bulk parameters, and (iv) near-surface dissipation
rate of TKE time series from a moored instrument at about
8 m from the sea surface. The modeling efforts include runs
using GOTM that is modified by including wave breaking,
Coriolis–Stokes forcing, Stokes production term, and wave–
turbulence production term. Wave forcing is obtained from
the near-surface high-resolution pressure data.
This paper is organized as follows. Section 2 gives a brief
description of the field measurements and the experiment
site. The major components of a near-surface boundary
layer model with wave effects are reviewed in Section 3.
Results from numerical experiments with different wave
forcing terms are presented and compared with observations
in Section 4 using numerical experiments and comparisons
with observations. Subsequently, a summary is given.
2 Site and measurements
Observations of ocean microstructure, background currents,
and hydrography were made during a cruise of the Research
Vessel Ha˚kon Mosby, between 25 and 30 October 2011. The
measurement site was approximately 6 km offshore of the
Havsul-I area off the west coast of Norway (Fig. 1a), the
first site in Norway with a concession for an offshore wind
park. Ocean turbulence was sampled using a loosely teth-
ered free-fall profiler MSS-90L (ISW Wassermesstechnik,
Germany, MSS hereafter). Ancillary atmospheric data were
logged from the ship’s meteorological mast at 15-m height.
Before the microstructure measurements from the vessel
were initiated, a Moored Autonomous Turbulence System
(MATS), a Fugro–Oceanor WaveScan (WS) buoy, and an
oceanographic mooring (M) were deployed. The relative
positions of the deployed instruments are shown in Fig. 1b.
The water depth at the measurement site is approximately
130 m. MATS and M sampled for an extended duration,
covering the cruise period reported here, and were recov-
ered on 10 January 2012 and 6 March 2012, respectively.
In this study, only the portion of the data set covering the
cruise period is presented.
2.1 Instrument details
MSS was equipped with precision conductivity, tempera-
ture, depth (CTD) sensors, two air-foil shear probes, and
one fast-response bead thermistor (Thermometrics FP07)
(Fer 2006). MSS measurements were made within a 1-
km radius centered at 62◦50′N and 6◦9′E. A total of 256
profiles were collected in 4 sets of 51, 133, 18, and 54
casts, for durations of 6.9, 15.7, 2.0, and 6.8 h (Table 1).
During each set, the profiler was kept in water for five to six
successive casts, recovered for repositioning the vessel, and
redeployed. During the deployments, the ship drifted down-
wind away from the instrument, and all measurements were
100–200 m away from the vessel. The sampling concen-
trated in the upper 80–90 m, but occasionally deeper profiles
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Fig. 1 a Map showing the location of the cruise site (square),
Havsul-I area (cross), and the meteorological station Vigra. b Detail
of the deployments during the cruise. M mooring, MATS moored
autonomous turbulence system, WS WaveScan buoy, and MSS micro-
structure profiler. Depth averaged currents measured by the ADCPs at
M and MATS are also shown (arrows) with scale indicated
(to 130–150 m) were collected (45 out of 256 profiles). The
typical sampling period between the casts was about 8 min.
The main parameter measured by MSS, reported here, is the
dissipation rate of TKE, ε.
WS is a surface buoy equipped with a directional wave
sensor, ocean surface temperature, salinity and current sen-
sors, and a 5-m mast with standard meteorological sensors
including an incoming solar radiation sensor. Due to a fail-
ure in the atmospheric mast of WS, the buoy was recovered
after only 2 days of operation. The limited record from WS
is used to verify the inferred wave parameters from MATS,
as well as for confirming that the atmospheric data obtained
from a nearby meteorological station (Vigra, Fig. 1a) are
representative of the cruise site.
Background measurements collected at the mooring line
at M included current measurements from an uplooking
RD-Instruments Sentinel 300 kHz acoustic Doppler current
profiler (ADCP) located at 80 m, and from a pair of Nortek
Aquadopp current meters at 88 and 110 m; and temperature
and salinity measurements from Sea-Bird Electronics (SBE)
loggers (six MicroCats and two SeaCats) distributed evenly
in the vertical. The ADCP sampled the horizontal cur-
rents in 2-m vertical bins. Sampling interval was 2 min for
Table 1 MSS profiling periods during the experiment in October 2011
Start End Duration Casts
Set 1 25 14:56 25 21:49 6.9 51
Set 2 27 06:05 27 21:49 15.7 133
Set 3 28 06:04 28 08:04 2 18
Set 4 29 17:03 29 23:53 6.8 54
Start and end times are given as day in October and time in UTC. The
duration is in hours
MicroCats, 1 h for SeaCats, 15 min for Aquadopps, and
5 min for the ADCP. M was deployed at the 128-m isobath.
Near-surface turbulence measurements were made using
MATS, an instrument designed to collect microstructure
time series at a fixed level for an extended period (Fer
and Bakhoday-Paskyabi 2014). MATS consists of a low-
drag buoy as the main platform fitted with a modified
micro-Rider turbulence package (Rockland Scientific Inter-
national, Canada) and a 6 MHz Nortek Vector acoustic
Doppler velocimeter. The buoy has sufficient buoyancy to
be used as the upper element in a mooring line. A swivel
allows the instrument to align with the current, pointing
the sensors toward the undisturbed free flow. The mooring
line of MATS was equipped with additional oceanographic
sensors to sample background currents and hydrography (2
MicroCats at 10 and 30 m; 4 SBE39 temperature loggers at
15, 20, 40, and 50 m; an uplooking RDI Sentinel 300 kHz
ADCP at 60 m, all sampling at intervals identical to those
at M). Data were recovered from all instruments but the
uppermost MicroCat.
The sensors on MATS included two air-foil shear probes,
two FP07 thermistors, a pressure transducer, a dual axis
vibration sensor, a dual axis inclinometer, a six-axis motion
sensor (measuring angular rates and accelerations), and a
magnetometer. All turbulence sensors of the microRider and
the sensor head of the Vector protruded horizontally, about
25 cm from the nose of the buoy, pointing to the mean flow.
No probe guard was installed. MATS was located at about 8-
m depth from the surface. The mean and standard deviation
of the pressure record for the duration of the deployment
was 8.2 ± 0.7 dbar. MATS sampled 15-min bursts every 1 h,
at 512 Hz for the turbulence channels, at 64 Hz for the slow
channels including the motion sensors, and at 16 Hz for the
Vector.
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For details of the instrument and data processing, the
reader is referred to Fer and Bakhoday-Paskyabi (2014)
and Bakhoday-Paskyabi and Fer (2013). In this study, dis-
sipation rate measurements from the shear probes are used.
MATS is not designed to move with the wave motions; the
use of velocimeter data for turbulence measurements would
require substantial corrections for the platform motion. We
use the ADV data to infer the wave-band rms velocities, and
the mean flow past sensors. The dissipation rate of TKE is
measured by the shear probes, in the dissipation range of the
turbulence spectrum, in the frequency range unaffected by
wave motion (see Section 4.4).
2.2 Dissipation rate calculations
Time series of dissipation rate is calculated using data from
the shear probes of MATS. The output from the analog dif-
ferentiator of the shear probe is converted to shear using
the known sensitivity of the probe and water velocity past
the sensor, recorded by the Vector. Two-second smoothed
velocity sampled at 16 Hz is interpolated to the turbulence
channel sampling rate before obtaining the shear using the
Taylor’s hypothesis. Shear probes are mounted orthogonal
to each other, and measure the components ∂w/∂x and
∂v/∂x. The 15-min burst time series are analyzed in half-
overlapping 60-s segments. The frequency band 1 to 20 Hz
of the shear spectrum, not affected by the wave motion, is
used to ensure that the dissipation rates are not contaminated
by the platform motion (Section 4.4). The frequency spec-
tra of shear, (f ), are converted to the wavenumber spectra
using
(k˜) = U(f ), and k˜ = f/U,
where U is the mean flow past the sensor, averaged over
the 60-s duration of the segment, k˜ is the wavenumber in
cycles per meter (cpm). Each shear spectrum is corrected
for the probe’s spatial response. Vibration contamination is
removed using the accelerometer data, using the method
outlined in Goodman et al. (2006). The dissipation rate of
TKE for each segment is calculated using the isotropic rela-
tion for one shear component, for example for ∂w/∂x, as
ε = 15
2
ν
(
∂w
∂x
)2
= 15
2
ν
∫ kc
2
(k˜)dk˜, (1)
where ν is the kinematic viscosity, and overbar denotes the
spatial or time average. Integration is carried out between
2 cpm and an upper cutoff wavenumber kc, using an iter-
ative procedure (Fer and Bakhoday-Paskyabi 2014), where
kc is always less than 40 cpm to ensure a noise-free spec-
trum. The remaining part of the spectrum (the variance
which is not accounted for) is integrated using the empiri-
cal Nasmyth spectrum (Oakey 1982). Ideally, the dissipation
measurements from the two shear probes would be aver-
aged; however, the shape of shear spectra from probe 2 and
inferred dissipation rates are found to be erroneous, and we
use only the measurements from probe 1. Then, the mean
dissipation rate at each 15-min burst is obtained using the
maximum likelihood estimator technique (Section 4.5).
The processing of MSS data is similar, and follows
Fer (2006). In obtaining ε profiles from MSS, fall speed
inferred from the rate of change of pressure, approximately
0.6 m s−1, is used in Taylor’s hypothesis. One-second (≈
0.6 m) long segments are analyzed, and 1-m vertically aver-
aged ε profiles are obtained by averaging over both shear
probes.
3 Near-surface boundary layer model with wave effects
In this section, we briefly review the model of upper ocean
mixed layer. Model equations are considered in Cartesian
(z, t) coordinates where z points positive upward and all
quantities are dimensional. The momentum balance equa-
tions are written in terms of Coriolis–Stokes forcing and
vortex force to account the effects of Langmuir circulation.
To meet the one-dimensionality assumption, we assume hor-
izontal homogeneity of the velocity and temperature fields,
and ignore the advection terms in the remaining of the paper
(except for the vortex force term in Eq. 3 to highlight the
general form of wave–current interaction that is ignored in
the one-dimension model).
3.1 Wave energy balance equation
A realistic representation of turbulence variability in the
upper ocean requires reliable estimates of energy and
momentum fluxes to the water column. Numerical model-
ing of surface gravity waves offers a way to estimate these
fluxes by solving the energy balance equation. For deep
water,
∂S
∂t
+ cg∇S = Sin + Sdiss + Snl, (2)
where S = S(f, θ) is the two-dimensional wave energy
spectrum which gives the energy distribution of the ocean
waves over frequency, f , and propagation direction, θ . In
Eq. 2, cg is the group velocity, and Sin, Sdiss, and Snl
describe the generation of ocean waves by wind, the dis-
sipation of waves, and the nonlinear wave energy transfer,
respectively (Komen 1987). Details of the source function
relations used in this study can be found in Janssen (1991)
and Bakhoday-Paskyabi et al. (2012).
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3.2 Coriolis–Stokes forcing and vortex force
In a rotary frame of reference, the interaction between the
Stokes drift and the planetary vorticity yields a force on the
Eulerian momentum, which is referred to as Coriolis–Stokes
forcing (CSF). Hasselmann (1970) illustrated that in the
presence of the Earth’s rotation, the horizontal and vertical
wave orbital velocities are no longer in quadrature, but cre-
ate a new wave-induced forcing to the water column. This
body force exerted by waves can be presented as the diver-
gence of a wave–induced stress, ρv˜w˜, where v˜ and w˜ are the
components of the rapidly varying wave orbital velocities
along the wave crest and vertical directions, respectively,
and ρ is water density (Hasselmann 1970; Polton et al. 2005;
Rascle and Ardhuin 2009; Bakhoday-Paskyabi et al. 2012).
In the non-steady case, the (quasi) Eulerian mean
currents (wave-phase-averaged mean flow) are governed
by the wave-modified momentum equations as follows
(McWilliams et al. 1997):
∂u
∂t
= −fcor zˆ × u + FCSF − ∂
∂z
u′w′︸︷︷︸
1
− 1
ρ0
∇p∗
+ us × (∇ × u)︸ ︷︷ ︸
2
+Fds(z), (3)
where the boldface denotes vector quantities, u = (u, v, w)
is the quasi-Eulerian mean current that can be understood as
the Eulerian mean current (Jenkins 1987), u′ = (u′, v′, w′)
is the random turbulent velocity fluctuation, overbar denotes
time averaging, us = (us, vs, 0) is the Stokes drift, fcor is
the Coriolis parameter, and zˆ denotes a vertical unit vec-
tor pointing positive upward. The CSF term is defined by
Hasselmann (1970) as
FCSF = −fcor × us . (4)
The unknown Reynolds stresses u′w′ and v′w′ in term 1 are
defined using the well-known closure relations as follows:
u′w′ = −νt ∂u¯
∂z
, and v′w′ = −νt ∂v¯
∂z
, (5)
where νt is the vertical eddy viscosity. Term 2 is the vortex
force (McWilliams et al. 1997; Tang et al. 2007) which is
responsible for producing Langmuir circulation. p∗ is the
modified pressure by the Stokes drift (Bernoulli term):
p∗ = pa + ρ0gξ + g
∫
ρdz + 1
2
(
|u + us |2 − |u|2
)
,
where pa is the air pressure, ρ0 is the reference density, g is
the gravitational acceleration, ξ is the vertical displacement
of the free surface, and | · | denotes magnitude of a vector.
The last term in Eq. 3 denotes the wave-induced transfer
of momentum from wave to the mean current as a result of
wave energy dissipation, that is defined as follows (Jenkins
1987):
Fds(z) = −4π
∫
f
∫
θ
f Sdiss(f, θ)k exp(−2k|z|)dθdf , (6)
where k = k(cos θ, sin θ) is the wavenumber vector that
can be prescribed through the dispersion relation (36). Here,
the wave-induced momentum transfer has an exponential
decay away from the sea surface by a vertical distribution of
exp(−2k|z|).
3.3 Coupling through wave-induced stress
Surface gravity waves influence the air flow (Miles 1957).
Interaction between wave-induced oscillations and the mean
air flow in the turbulent atmospheric boundary layer induces
pressure fluctuations on the water surface, in phase with the
surface slope, which cause transfer of energy and momen-
tum from the mean air flow to the wave field (Janssen 1989;
Jenkins 1992). The dependence of the air–sea momen-
tum flux on the wave field may be approximated by a
wave-dependent air-side aerodynamic roughness length, za0 ,
which increases with wind speed. Changes in za0 feedback
into the wind speed profile U(z) (under neutral conditions)
via the logarithmic turbulent boundary layer relation as
follows:
U(z) = (ua∗/κ) log(z/za0), (7)
where κ ≈ 0.4 is the von Ka´rma´n constant. In this study,
the air-side surface roughness length is computed following
Janssen (1989), using a variable Charnock parameter αv:
za0 = (αv(ua∗)2/g) + z0min, (8)
where ua∗ =
√|τwind |/ρa is the air-side friction velocity in
m s−1, τwind is the wind stress (air–sea momentum flux) in
N m−2, ρa is the air density, z0min = 1.59 × 10−5 m is the
minimum roughness length, and
αv = min
(
αmin√
1 − R, αmax
)
, (9)
where R = |τwave|/|τwind |. The variable Charnock param-
eter αv has minimum and maximum values of αmin = 0.01
and αmax = 0.31, respectively. When no wave informa-
tion is available, a constant αv = 0.0185 is used. τwave is
the wave-induced stress used in the surface momentum flux
boundary condition to impose a reduction in wind stress as
a result of generation of surface gravity waves:
νt
∂u
∂z
= 1
ρ0
[τwind − τwave]. (10)
Following Jenkins (1987), we define
τwave = ρ0
∫ 2π
0
∫ ∞
0
ωkˆSin(f, θ)df dθ, (11)
616 Ocean Dynamics (2014) 64:611–631
where Sin is the wind energy input source term (23), ω =
2πf is angular frequency, and k = kkˆ is the horizontal
wavenumber with modulus k and direction kˆ.
3.4 Langmuir circulation and turbulence closure
The Stokes drift and the associated vortex force have been
considered as the responsible mechanisms for driving Lang-
muir circulation (LC), as a result of the interaction with
the wind-driven surface shear (Kantha and Clayson 2004).
Furthermore, the Stokes drift production enhances vertical
mixing by fluxing energy through the sea surface, and by
TKE production associated with Stoke drift shear (Anis and
Moum 1995; Gerbi et al. 2009). To include the Stokes pro-
duction term in the TKE budget equation, we use second
moment turbulence closure models that are derived from the
Reynolds averaged Navier-Stokes (RANS) equations. They
are then closed by assuming a local equilibrium and find-
ing second moment parameterizations for the unknown third
moments.
3.4.1 The k model
As a consequence of adding the CSF and the vortex force to
the momentum equations, the equation governing TKE per
unit mass, k, must be modified (Here, k should not be mixed
with the wavenumber). Thus, the modified k-equation is
given as follows:
1︷︸︸︷
∂k
∂t
=
2︷ ︸︸ ︷
τ
ρ0
· ∂u
∂z
+
3︷ ︸︸ ︷
τ
ρ0
· ∂us
∂z
+
4︷︸︸︷
b′w′ −ε
+
5︷ ︸︸ ︷
∂
∂z
[
νt
σk
∂k
∂z
]
−
6︷︸︸︷
∂T
∂z
, (12)
where “ · ” denotes dot–product in the vector space, term
1 is the rate of change of TKE, term 2 is the pro-
duction of TKE by mean shear (Pcurr ), term 3 is the
Stokes production (PStokes), term 4 is the buoyancy produc-
tion/dampening (Pb), where b′ is the buoyancy perturbation,
τ = −ρ0(u′w′, v′w′, 0) is the Reynolds stress vector, and
ε is the dissipation rate of TKE per unit mass. Term 5 rep-
resents the vertical diffusive transport of TKE, where σk
denotes the Schmidt number for TKE. The delicate cou-
pling between turbulence and pressure fluctuations near the
sea surface is given in term 6, where T = p′w′/ρ0 +
u′u′w′ is the vertical transport of TKE. However, due to
difficulty in estimating the pressure term, we determine it
from the energy transport caused by wave energy dissipa-
tion into the interior ocean (Janssen 2012). By ignoring
the triple-correlation term from T and assuming that wave
breaking/white capping generates the pressure work near
the sea surface, term 6 can be approximated from the
vertical derivative of
T (z) = g
∫ ∫
Sdiss(f, θ) exp(−|z|/z0)df dθ, (13)
where z0 is the water-side roughness length (Section 3.6).
3.4.2 The ε model
The dissipation rate of TKE can be transported via
∂ε
∂t
= C1 ε
k
[ 	τ
ρ0
· ∂u
∂z
+ C4 	τ
ρ0
· ∂us
∂z
− C5 ∂T
∂z
+ C3b′w′
]
− C2 ε
2
k
+ ∂
∂z
[
νt
σε
∂ε
∂z
]
, (14)
where σε is the dissipation Schmidt number, and C1, C2,
C3, C4, and C5 are empirical coefficients. In contrast to the
exact expression of the k model, the ε model is an empir-
ical equation dependent on empirical constants (Burchard
and Bolding 2001). σε is one such empirical parameter with
values ranging from 0.8 to 1.11, and for the law-of-the-
wall (LOW), in the case of steady state and constant stress
conditions,
σε,LOW = κ
2
√
cμ(C2 − C1) , (15)
where cμ is the stability function that is used to determine
the magnitude of eddy viscosity, νt , in the k–ε model (19).
Here, following Burchard (2001) and using the terminology
of Stips et al. (2005), σε in the wave-affected boundary layer
(WABL), where the shear production is relatively small
compared to the dissipation, is calculated as follows:
σε = R1σε,WABL + R2σε,LOW. (16)
Here,
R1 = max
{
0, 1 − Pcurr + PStokes + Pb
ε
}
,
R2 = min
{
1,
Pcurr + PStokes + Pb
ε
}
,
where Pcurr , PStokes , and Pb are the shear production,
Stokes production, and buoyancy production/dampening
terms of Eq. 12, that can be written using the eddy viscosity,
νt , and eddy diffusivity, ν′t , as
Pcurr = νtM2, PStokes = νtMs, Pb = −ν′tN2. (17)
Here, the shear, M , buoyancy frequency, N , and wave–
current interaction, Ms , terms are defined as follows:
M2 = ∂u
∂z
· ∂u
∂z
, Ms = ∂u
∂z
· ∂us
∂z
, N2 = −g 1
ρ0
∂ρ
∂z
. (18)
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Using stability functions for momentum and tracers, cμ
and c′μ, respectively, the eddy viscosity and diffusivity are
obtained as follows:
νt = cμ k
2
ε
, and ν′t = c′μ
k2
ε
. (19)
Empirical constants for the ε model used in this paper are
given in Table 2, and values for C3 are obtained depend-
ing on the stability function (Burchard and Bolding 2001;
Umlauf et al. 2003; Kantha and Clayson 2004; Umlauf and
Burchard 2003).
The turbulence length scale, l, in terms of k and ε is
calculated as follows:
l = (c0μ)3
k3/2
ε
, (20)
where c0μ is an empirical constant (Table 2).
3.5 Wave breaking and boundary conditions
3.5.1 Wave breaking
Surface gravity waves enhance production of TKE and its
dissipation, especially in windy conditions, producing a
large deviation from the usual balance between the produc-
tion, dissipation, and buoyancy terms of the TKE budget.
Kitaigorodskii et al. (1983) found that turbulence level
depends on surface waves, and dissipation rates measured
near the sea surface are 1 or 2 orders of magnitude larger
than those predicted by the LOW:
εLOW = (u
w∗ )3
κ|z| . (21)
Gargett (1989) suggested that near the sea surface, ε fol-
lows a |z|−4 power law. Craig and Banner (1994) obtained
|z|−3.4. Terray et al. (1996) found |z|−2 that was supported
by measurements of Drennan et al. (1996). The consider-
able disagreement between different authors suggests that
the decay of dissipation rate does not follow a simple power
law, and merits further investigations.
Table 2 Empirical constants for the k–ε equations following (Stips
et al. 2005). Since, we will not use the wave breaking production term,
the empirical coefficient C5 is excluded from table
Parameter Value
C1 1.44
C2 1.92
C4 0.8
σk 1
σε,LOW 1.2
σε,WABL 2.01
κ 0.41
c0μ 0.55
A number of one-dimensional vertical models have been
developed to capture the effects of surface gravity waves.
Craig and Banner (1994) and Craig (1996) employed the
level 2 12 turbulence closure model of Mellor and Yamada
(1982) to predict near-surface turbulence. They modeled the
wave breaking effects by prescribing an additional energy
injection mechanism as the surface boundary conditions
to the TKE and mixing length equations. Using a 1D
mixed layer model, Kantha and Clayson (2004) modified
the two-equation second moment closure model of turbu-
lence to account for the injection of TKE into the upper
ocean by wave breaking and Langmuir cells. Their results
showed that wave breaking enhances turbulence mixing in
the upper few meters, whereas the energy input to the turbu-
lence from the Langmuir cells drives deeper mixing. Rascle
et al. (2006) used a single evolution TKE equation to study
mixing due to breaking wave effects and wave–turbulence
interactions based on a generalized Lagrangian mean tech-
nique. Recently, Bakhoday-Paskyabi et al. (2012) modified
the GOTM system based on a theory of wave–current inter-
action (Jenkins 1987) by including Coriolis–Stokes forcing,
wave-induced momentum reduction, and a wave-induced
vertical momentum redistribution term. They emphasized
the role of Stokes drift in modifying upper ocean variability
among other wave forcing parameters. A common technique
to simulate wave breaking in all of these 1D models is the
parametrization of the TKE flux at the surface as follows:
Fk = −β
(
uw∗
)3
, (22)
where β is a parameter dependent on the wave age, the phase
speed of waves, and the air-side friction velocity. Wang and
Huang (2004) assumed that the surface TKE flux is equal
to the wind energy input, and obtained β = 80 from obser-
vations. The rate of wind energy input, Fk , to the waves is
determined by integration of the wind energy input source
term for all frequency and directions (Kantha and Clayson
2004; Bakhoday-Paskyabi et al. 2012):
Fk = −
∫
f
∫
θ
βw
ρa
ρw
(
ua∗
cphase
)2
2ωS(f, θ)dθdf , (23)
where  = max[0, cos(θ−θw)], θw is the mean wind direc-
tion, and βw is the Miles constant (Janssen 1991). The least
squares regression between Eqs. 23 and 22 gives a proper
value for β, specifically for the developed seas. For young
waves with wave age roughly less than 13, β cannot be
assumed constant, and the flux of TKE can be determined
in terms of the wave energy dissipation as follows:
Fk = g
∫
f
∫
θ
Sdiss(f, θ)dθdf . (24)
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3.5.2 Boundary conditions for the k-equation
The balance of vertical energy flux and TKE from breaking
waves in the surface is expressed by either flux Neumann or
Dirichlet boundary conditions. The flux boundary condition
can be written, for example, in the k–ε model as follows:
νt
σk
∂k
∂z
= −Fk. (25)
For the lower boundary condition at the sea bottom, a zero
flux of turbulent energy is assumed. Craig (1996) obtained
an analytical steady-state solution of Eqs. 3 and 12 with the
boundary condition (25) that can be used to derive the sur-
face Dirichlet boundary condition for TKE (at z = zs ) as
follows:
k = Ak
[
a + c0μβ
(
3σk
2
)0.5 (
z0 − zs
z0
)−m]2/3
, (26)
where
m2 = 3
2
(c0μ)
2σk
κ2
and Ak =
(
uw∗
c0μ
)2
. (27)
In equation 26, a = 1 and a = 0 are used for shear flows and
the pure wave breaking conditions, respectively (Burchard
2001; Carniel et al. 2009).
3.5.3 Boundary conditions for the ε-equation
To obtain the flux boundary condition for ε, the vertical
derivative of ε, defined by Eq. 20, is taken as follows:
[
νt
σε
∂ε
∂z
]
z=zs
= νt
σε
(
c0μ
)3 [3
2
k1/2
l
∂k
∂z
− k3/2l−2 ∂l
∂z
]
. (28)
By defining the length scale as l = κ(z0 − z), and using Eq.
25, the flux boundary condition for ε at z = zs becomes
[
νt
σε
∂ε
∂z
]
z=zs
= −3
2
σk
σε
k1/2Fk
(
c0μ
)3
κ(z0 − zs) +
νt
σε
k3/2(c0μ)
3
κ(z0 − zs)2 .
(29)
The Dirichlet boundary condition for dissipation rate of
TKE at surface (in the presence of wave breaking) is
obtained using boundary condition (25) and 22 as follows:
[ε]z=zs = Aε
[
a + c0μβ
(
3σk
2
)0.5 (
z0 − zs
z0
)−m]
, (30)
where m is defined in Eq. 27 (Burchard 2001), a is intro-
duced in Section 3.5.2, and Aε is
Aε =
(
uw∗
)3
κ(z0 − zs) .
3.6 Water-side roughness length
Bye (1988) used Charnock-type relationship for determin-
ing the water-side roughness length:
z0 = α
(
uw∗
)2
g
. (31)
Churchill and Csanady (1983) suggested α = 1, 400
according to the near-surface velocity measurements. In the
presence of waves, based on experimental evidence, Terray
et al. (1996) showed that α in Eq. 31 is not a constant, and
proposed that z0 should be parameterized via the significant
wave height, z0 ∼ O(Hs). Using a data set from the Knight
Inlet, Stacey (1999) obtained α ≈ O(105) and z0 = 0.5Hs .
Gemmrich and Farmer (1999) found that z0 = 0.2 m,
independent of Hs , which had a mean value of 4.5 m dur-
ing their experiment. Soloviev and Lukas (2003) obtained
α = 90, 000 based on a fit between model data and field
data. Stips et al. (2005) found a better agreement between
model data and their observations using α = 14, 000. Jones
and Monismith (2007) used α = 32, 000 as a suitable choice
for improving their model results. Hence, the actual value of
z0, especially during strong and intense wind events, is still
at debate.
Using the common practice, we use Charnock-type rela-
tionship (31) with α = 1, 400 to calculate water-side
roughness length for NW simulation run and apply (Terray
et al. 1996) parameterization of z0 for all simulation runs
with wave forcing effects.
4 Results and discussion
4.1 Atmospheric forcing
Since the surface buoy measurements from the WS only
covered a short period at the start of experiment, we use
Vigra station data as the main meteorological data set for
forcing the numerical runs (Fig. 2). Figure 2a, b show
the wind speed and direction for the period of experiment
from October 25 to 30, 2011. During the field work, the
wind speed ranged from 1 to 15 m s−1 with direction typ-
ically confined within from southeast and southwest from
which the wind is emanating. Two major wind events can
be observed at noon of October 26 and 28 with speeds of
10.8 and 15.0 m s−1, respectively. For the remaining peri-
ods, the prevailing atmospheric conditions were calm. The
air temperature was typically about 1.0–2.5 oC warmer than
the water temperature; occasionally cooler air was advected
over the experiment site, especially during the two major
wind events (Fig. 2d).
The surface momentum fluxes, sensible heat, and latent
heat are calculated using the bulk formulae of Kondo
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Fig. 2 Time series of a wind
speed at 10-m height, U10, from
Vigra station (solid line), and
from the WS buoy (red crosses),
b wind direction at 10-m height
from Vigra station (solid line),
and from the WS buoy (red
crosses), c the net surface heat
flux, and d water and air
temperature at air–sea interface
(black and red solid lines,
respectively) for the duration of
the experiment on October 25 to
30 2011. Dashed line in (c) is
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(1975). Net long wave flux is derived from the Clark et al.
(1974) bulk formulae. Figure 2c shows the variability of the
net heat flux into the water column. Relatively weak net sur-
face flux conditions are interrupted substantially during the
second major wind event with negative heat fluxes reaching
−250 W m−2.
4.2 Nondirectional wave energy estimate
To measure the nondirectional surface wave energy spec-
trum, we use the high-resolution pressure and motion pack-
age measurements from the MATS. The high-resolution
pressure data measured in the platform body frame are first
corrected for platform motions by removing the contribution
from the pitch and the acceleration. The motion-corrected
pressure data are then corrected for the attenuation with
depth, and converted to surface wave spectra using the lin-
ear wave theory. To avoid spurious growth of noise, the
high-frequency end of spectrum is extrapolated using a
f −5 power law beyond a cutoff frequency. It should be
pointed out that the sea surface bulk parameters, especially
those calculated from the higher order moments of the
wave spectrum, are sensitive to the cutoff frequency and the
parametrization of the high-frequency spectral tail.
Figure 3 shows air-side friction velocity and the compar-
ison of significant wave height, Hs measured by the WS and
the MATS. The WS is a purpose-built wave buoy and pro-
vides accurate measurements of Hs . In general, the wave
parameters estimated from MATS are in good agreement
with the WS for the most of the bulk parameters, espe-
cially for the significant wave height and wave mean period,
Tm. However, estimated wave peak period shows more
sensitivity and bias in some portions of the time series due
to uncertainty in the extrapolation of the high-frequency tail.
Figure 3b shows that the temporal distribution of the signif-
icant wave height is connected to the wind forcing and local
fetch effect. Early in the record, due to short local fetch and
duration of wind during the first major wind event, the wave
field cannot build up. Large mechanical wind energy from
the strong southwestward surface wind field on day 300.5 is
transferred to the wave field. This wave field developed after
the second major wind event and remained strong despite
the decaying wind speed.
4.3 Wave-induced forcing
The evolution of wave energy spectrum is shown in
Fig. 4a. During the second major wind event on October
28, an increase in the peak frequency is accompanied by an
increase in the spectral level.
The Stokes drift in a deep, rotating ocean can be approx-
imated from the one-dimensional wave energy spectrum,
S(f ):
u1Ds = 2
∫ ∞
0
ωkS(f )e−2k|z|df , (32)
where ω is angular frequency, and k is horizontal wavenum-
ber. The Stokes drift evolution shows a high correlation
with the surface gravity wave variations in the equilibrium
range, especially when the large mechanical wind energy
is transferred to surface waves on October 28 (Fig. 4b).
During the second major wind event on day 300.6, u1Ds
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Fig. 3 The time series of a the
air-side friction velocity
measured at the meteorological
station, Vigra, and b significant
wave height, Hs , inferred from
MATS (black), and directly
measured by the wave buoy WS
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increases because of substantial contributions of the higher
frequency components of the gravity waves. The vertical
distribution of the Stokes drift into the deeper water is asso-
ciated with the lower frequency components of the wave
energy spectrum. Figure 5 shows the time series of the wind
stress components, τwind = (τ xw, τyw, 0), inverse of wave
age, and the Stokes drift speed at the sea surface. During
the windy period, the Stokes drift speed reaches 0.5 m s−1.
The larger wind speed values are usually associated with
younger waves (small values of cphase/ua∗), as shown in
Fig. 5c, a. The importance of Langmuir circulation (LC)
on producing turbulence can be inferred from the turbulent
Langmuir number, as follows:
Lat =
(
uw∗
|us |
)0.5
. (33)
For Lat < 0.3, LC effects become significant. During the
major wind event on day 300.5, Lat is typically between 0.1
and 0.4, indicating that LC effects are significant enough to
enhance upper ocean mixing (Fig. 5d). Note that this param-
eter is inversely correlated to the Stokes drift e-folding depth
(compare Figs. 4b and 5d).
Fig. 4 Evolution of a the wave
energy spectra calculated from
the MATS’s corrected pressure
sensor in units of m2 Hz−1, and
b the Stokes drift in m s−1. Both
parameters are shown in the
logarithmic scale
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Fig. 5 Time series of a the
wind stress components τxw and
τ
y
w , measured at the Vigra
station, b the surface Stokes
drift speed, c inverse of wave
age, and d the Langmuir
turbulence number, Lat
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4.4 The effect of surface waves on dissipation
measurements by MATS
According to the linear wave theory, the horizontal and ver-
tical components of wave orbital velocities at depth z are
given as follows:
u˜(z, t) =
n∑
m=1
σm
cosh[km(z + d)]
cosh[kmd] ηm(t), (34)
and
w˜(z, t) =
n∑
m=1
σm
sinh[km(z + d)]
sinh[kmd] tan(ψm)ηm(t), (35)
where d is the total water depth, ψm = σmt + φm, and n
is the total number of wave components. In the absence of
Doppler shifting of wavenumber km, the radian frequency
σm is prescribed by dispersion relation, as follows:
σ 2m = gkm tanh(kmd), (36)
where m = 1, ..., n and ηm(t) = am cos(σmt + φm) is the
mth component of sinusoidal wave with amplitude am, and
random phase φm.
In Fig. 6, the frequency spectra from the shear probes
are compared to the equivalent spectrum of shear induced
by the vertical component of wave orbital velocity, w˜, at
the measurement depth. Spectra of the orbital horizontal
components are approximately equal to that of w˜, and are
not shown. There is a significant variance in the wave fre-
quency range, in this burst with a peak at 10-s period,
which rapidly decays with frequency. The contribution of
the wave-induced shear to the turbulence range used in this
study is negligible. The time series from the second shear
probe, SH2, consistently shows suppressed variance in the
wave range and elevated variance in the turbulence range.
The shape and amplitude of the spectra for SH2 cannot
be explained in the light of motion and vibration sensors,
and we discard SH2 from the analysis. The spectra from
the accelerometer data and the vibration sensor are rescaled
to the equivalent units of shear and represent the variance
in the low frequency wave band (GAz) and in the high-
frequency range (> 1 Hz, VAz), respectively. Here, only the
vertical components (GAz and VAz) are shown; however,
the spectra from the other components are similar. There is
significant acceleration in the wave frequency range, on the
same order as the shear probe signal. The shear probe signal
in the frequency band 1–20 Hz is less affected by the wave
motions (typical of all bursts), and the high-frequency vibra-
tion. In calculation of the dissipation rates, the frequency
range between 1 and 20 Hz is used. This ensures that the
signal is not corrupted by the substantial variance induced
by the wave orbital velocities, the low-frequency platform
motion, and the high-frequency noise due to vibration.
4.5 Comparisons between model runs and observations
The one-dimensional mixed layer GOTM system based
on the k–ε type second moment closure of turbulence is
used to study wave forcing effects on the upper ocean
turbulence variations. The model is set up at the loca-
tion of MATS, and it is assumed that all measured data
used to force the model are representative of this loca-
tion. We use a temporal resolution of t = 10 s, and
a vertical nonequidistance resolution with a slight zoom-
ing to the surface. In total, three runs were made, no
wave (NW) run, and two runs with different wave forcing
terms (W1 and W2) summarized in Table 3. It should be
noted that in both wave-forced simulation runs, we use the
wave-induced momentum redistribution term (6) and do not
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Fig. 6 Frequency spectra for a 15-min burst recorded on 26 October
2011, 12:08 UTC. a Spectra inferred from shear probes (dw/dt , SH1,
and dv/dt , SH2) and the equivalent wave orbital velocity spectrum,
dw˜/dt , inferred from irrotational wave theory using the measured sur-
face wave spectrum. b Spectra from shear probe SH1 compared with
the vertical acceleration spectra from the gyro (GAz, representative for
motion below 1 Hz) and the vibration sensor (VAz, representative of
motion above 1 Hz). c Spectra from shear probe before (SH1) and after
(SH1-c) removing the coherent acceleration signal using the Goodman
et al. (2006) algorithm. Also shown are the empirical Nasmyth’s spec-
tra for ε = 10−6 and 10−5 W kg−1. The shaded parts in each panel
mark the frequency range used in calculating the dissipation rate from
the shear probes, unaffected by the wave motion
use the wave breaking production term (vertical derivative
of Eq. 13), which are not listed in Table 3.
Kantha and Clayson (2004) included LC in turbulence
closure models by adding the Stokes drift production
term to the TKE and length scale equation, and recently
Harcourt (2013) extended the model of Kantha and Clayson
(2004) to include Langmuir turbulence effects in the alge-
braic Reynolds stress model resulting in modification of
stability functions and the turbulent flux closure. In this
study, we examine two types of modifications for estimating
wave–turbulence interaction term. First, we choose Stokes
production term introduced in Eq. 17 using eddy viscosity
Table 3 Numerical run details
Name SP SP CSF WB Eqs.
Eq. 37 Eq. 17 Eq. 4 25 and 29
NW No No No No
W1 No Yes Yes Yes
W2 Yes No Yes Yes
The run without wave forcing is NW. Two simulation runs with wave
forcing (W1 and W2 runs, respectively) include Stokes Production
(SP), CSF, and Wave Breaking (WB) effects as listed
relation 19. Secondly, we use the parametrization intro-
duced by Huang and Qiao (2010). In Eq. 12, we assume the
dissipation rate is balanced by the production terms in the
TKE equation as ε = Pcurr + PStokes .
Following Huang and Qiao (2010), PStokes is replaced by
a1
(
uw∗
)2 ∣∣∣∣∂us∂z
∣∣∣∣ , (37)
where | · | denotes the magnitude of vertical gradient of
Stokes drift vector, and a1 is a nondimensional constant
associated with the surface gravity waves which can be pre-
scribed by regression against the observations of ε collected
by Anis and Moum (1995) as follows:
a1 = 3.75β ′′π
√
Hs
λ
,
where λ is wavelength and β ′′ is a dimensionless constant
between 0 and 1. Huang and Qiao (2010) validated the skill
of their parametrization by comparing to the observations
of Anis and Moum (1995), Wu¨est et al. (2000), and Osborn
et al. (1992). Figure 7 shows the time evolution of estimated
a1 during the course of our experiment with values ranging
between 0.6 and 2.4. As expected, there is a high correlation
between the significant wave height and a1.
The observed temperature, T , is assimilated into the
model in the upper 60 m of the water column, using a
relaxation time scale of 12 h. Temperature record at moor-
ing M shows a thermally stratified mixed layer for the
whole campaign. Oscillation of temperature is modulated
by vertical pycnocline motions at the base of mixed layer,
with the heat fluxes into the water and major wind events
(Fig. 8b). The resulting temperature field for the NW run is
shown in Fig. 8a, compared with the observed temperature
(Fig. 8b). Although this good agreement between the mod-
eled and observed temperature is expected because of the
relaxation, the assimilation is crucial to successfully model
the turbulence variability near the sea surface.
Figure 9 compares the depth-time evolution of the
observed and modeled TKE dissipation rate for NW, W1,
and W2 runs. It should be noted that the use of a teth-
ered free-falling profiler cannot make it possible to measure
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Fig. 7 Time series of the
dimensionless parameter a1
(black), and the significant wave
height, Hs (red dashes)
298 298.5 299 299.5 300 300.5 301 301.5
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
a 1
Day of Year 2011
1
1.5
2
2.5
3
3.5
4
4.5
H
s 
[m
]
the dissipation rate accurately near the sea surface due to
contaminations induced by the ship’s wake, wave orbital
velocities, the oscillations, and vibrations induced by the
tether. Thus, we confine our comparisons near the sea sur-
face for depths between 5 and 60 m. The dissipation profile
measurements are limited to four short periods (Table 1).
The periods when the strong wind and waves can be
expected to produce the highest TKE injection into the near-
surface water column were not sampled. Measurements of
ε show small–scale variability that may be attributed to the
intermittency of turbulence (Fig. 9). Elevated values of ε
penetrate deep into the water column following the period
with increased surface stress.
Figure 9d, e show the model simulation results for
the dissipation rate of TKE with wind and wave forcing.
Because of the sparse sampling during the experiment, we
cannot conclude on the skill of the GOTM wave mod-
ifications to reproduce the dissipation rates realistically.
Nonetheless, enhanced dissipation rates near the surface,
especially by the end of experiment after the major wind
event on October 28, are notable features in both observa-
tions and model simulation results. Figure 9d, e also show
that the enhanced dissipation rates occur not only near the
sea surface due to breaking waves, but also throughout the
active-mixed layer. In the absence of wave effects during
wind events, the simulation predicts weaker ε (Fig. 9c).
Fig. 8 Depth-time evolution of
a modeled temperature, and b
the observed temperature field
for the entire duration of
experiment. The color bar is in
oC and the contours are drawn at
0.05 oC intervals. The model
results are from run W2; the
observations are from moored
instruments at M, averaged in
hourly intervals
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Fig. 9 Time series of a air-side
surface friction velocity, and
depth-time evolution of b the
dissipation rate of TKE
measured by the MSS profiler,
simulated in runs c NW, d W1,
and e W2. All dissipation rates
are given in W kg−1 and in
logarithmic scale
0.2
0.4
0.6
u
*a
 
[m
s−
1 ]
D
ep
th
 [m
]
−40
−20
D
ep
th
 [m
]
−40
−20
D
ep
th
 [m
]
−40
−20
−12
−7
−3
D
ep
th
 [m
]
Day of Year 2011
298 298.5 299 299.5 300 300.5 301 301.5
−40
−20
a
b
c
d
e
Including the wave effects, especially in the W2 run, results
in a strong regulation of the vertical mixing near the sea
surface, and produces deeper penetrating enhanced dissipa-
tion rates relative to the W1 simulation. The covariability
of ε with the air-side friction velocity shows that the effects
of wave–current–turbulence depend on the wind stress
magnitude. During calm conditions on days between 299
and 300, the Stokes production of TKE plays an insignif-
icant role in the regulation of the vertical TKE budget.
Under the high wind and wave conditions on October
28, the Stokes production term dominates the shear pro-
duction, and ε increases throughout the actively mixing
layer.
At the sea surface, the eddy viscosity, νt , scales with
the air-side friction velocity and the water-side roughness
length. In the deeper parts of water column, it is connected
to the stratification, turbulence, and mean current variations
in a more complex way. Figure 10 shows the relationship
between wind and νt for no wave and with wave simula-
tion runs. The eddy viscosity, as expected, is small near the
sea surface during the low wind periods, and increases sub-
stantially during high wind events. Under wave forcing, the
vertical distribution of eddy viscosity is highly correlated to
the wavelength. Furthermore, in the period with less ener-
getic winds and waves, days between 299.5 and 300.2, the
NW simulation run is roughly proportional to wind forcing,
whereas including waves increases νt in accordance with
the temporal evolution of surface gravity wavelength. These
vertical and temporal behaviors of νt in the presence of sur-
face gravity waves suggest that one can estimate the eddy
Fig. 10 Time series of a
smoothed wavelength (black)
and air-side friction velocity
(red), and depth-time contours
of modeled eddy viscosity from
b NW, c W1, and d W2. All
modeled eddy viscosities are
shown in logarithmic scale in
units of m2 s−1
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viscosity near the sea surface using dimensional analysis
as,
νt ∝ uw∗ lw, (38)
where lw is a wave-induced length scale proportional to the
wavelength λ. Additionally, Qiao et al. (2004) proposed that
this wave-induced length scale is proportional to the wave
particle displacement. Meanwhile, they used this length
scale to produce an additional wave-induced vertical kinetic
viscosity component, Bν = lww˜ where w˜ denotes vertical
component of wave-induced fluctuation to the conventional
eddy viscosity expression. Using linear wave theory, they
obtained:
Bν(z) = αν
∫ ∫
S(k) exp(−2k|z|)dk ∂
∂z[∫ ∫
ω2S(k) exp(−2k|z|)
] 1
2
, (39)
where S(k) denotes the wave energy spectrum in the
wavenumber vector space, k = kkˆ, and αν is a calibra-
tion parameter. Comparing the modified eddy viscosity (and
modified eddy diffusivity) effects on the numerical sim-
ulation of upper ocean turbulence variability with those
obtained by NW, W1, and W2 runs is not the scope of
current study. Therefore, we do not provide such compar-
isons here.
Production of turbulence was dominated by wind and
wave forcing throughout the experiment. During the period
of strong cooling on October 28, the TKE production by
shear was several orders of magnitudes greater than the pro-
duction due to buoyancy flux. In all other MSS profiling
periods, the water column was statically stable. The verti-
cal distribution of the gradient Richardson number (Ri =
N2M−2) in the water column suggests that the background
mean shear was not strong enough to contribute to the
turbulence production, except during the last set of mea-
surements when the water column was marginally stable for
shear instability. Ri is calculated using the squared buoy-
ancy frequency, N2, from temperature and salinity profiles
measured by the MSS, and squared shear, M2, from an
the uplooking ADCP measurements located at 80 m below
the sea surface. The values of N2 and M2 are temporally
averaged at each of four MSS sets. Figure 11 indicates
generally that the observed mean current shear during the
course of experiment cannot account for the elevated levels
of turbulence evident in the observations and the modeling
results.
Figure 12 shows the scatter plot of dissipation rate of
TKE measured at 8-m depth versus wind speed at 10-m
height. Observed ε from MATS and MSS are reason-
ably correlated with each other (with a correlation coeffi-
cient of 0.62) and correlate monotonically with the wind
speed. Moreover, the dissipation rates cover values from
3× 10−9 W kg−1 during the low wind speed conditions to
10−5 W kg−1 in windy conditions. The minimum ε mea-
sured by MSS is about 3× 10−9 W kg−1 which is near the
noise level for this instrument. The lowest value of dissi-
pation rates inferred from the MATS shear probes is about
2×10−8 W kg−1, suggesting that MATS shear probes for
measuring dissipation rates may have higher noise level than
the MSS shear probes.
In Fig. 9b, the nature of observed dissipation rates
demonstrates strong intermittency. The strong variability of
Fig. 11 Time averaged vertical
profiles of squared shear, M2
(black), squared buoyancy
frequency, N2 (red), and
Ri = N2/M2 (gray): a periods
between days 297.5 and 297.8, b
299.4 and 299.9, c 300.35 and
300.4, and d 301.8 and 302.
Vertical dashed line marks
Ri = 1. The vertical gradients
in M2 and N2 are calculated
using 2-m vertical separation
100 101
−40
−35
−30
−25
−20
−15
−10
Ri
D
ep
th
 [m
]
10−5 10−4
N2, M2 [s−1]
100 101
Ri
10−5 10−4
N2, M2 [s−1]
100 101
Ri
10−5 10−4
N2, M2 [s−1]
100 101
Ri
10−5 10−4
N2, M2 [s−1]
a b c d
626 Ocean Dynamics (2014) 64:611–631
Fig. 12 Mean dissipation rate at
a depth of 8 m below the sea
surface measured by MATS
(squares), and measured by the
MSS profiler (circles), versus
wind speed at 10-m height
measured at the Vigra station
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ε near the sea surface in the response to the change of wind
speed and direction necessitates an appropriate way to aver-
age such an intermittent and complex variable. Following
Baker and Gibson (1987), we use a maximum likelihood
estimate (MLE) for the mean dissipation rate of TKE. In the
case of log–normal distribution of ε, the MLE mean value
is
< ε >MLE= exp
(
μ + σ
2
2
)
,
where μ is the arithmetic mean, and σ 2 is the variance of
ln(ε).
In the case of model simulation results, the arithmetic
mean value is a good estimator for the expected value of ε.
To investigate depth dependence of dissipation rates of TKE
in more detail, we present MLE profiles of ε measured by
the MSS and MATS for the four identified periods of MSS
profiling. Figure 13 shows the set averaged, measured, and
modeled profiles of ε. A larger variability close the sea sur-
face can be seen in response to the wind and wave forcing.
The W2 modeled profiles of ε agree with observations fairly
well, suggesting that the shear generated by the Stokes drift
is a likely mechanism for enhancement of ε in the water
column away from breaking-wave affected zone. However,
under the low wind speed, observations of ε show unex-
pected quite high turbulence levels (Fig. 13). Generally, a
good agreement is seen between the MATS-inferred ε and
the dissipation rate measured by the MSS. A comparison
of profiles of ε and Ri (shown in Fig. 11) suggests that ε
increases near the surface with decreasing values of Ri.
Averaging in time may smooth out the changes in the
structure of turbulence in varying wave forcing conditions.
To delineate the influence of wave forcing, we select ensem-
bles of profiles during: low (Hs ≤ 1 m), moderate (1 <
Hs < 2 m), and high wave (Hs ≥ 2 m) conditions.
Ensemble-averaged ε profiles for each case along with
ensemble average of wave energy spectrum are shown in
Fig. 14. Under all wave conditions, ε measured by the
MATS and by the MSS at the corresponding depth agree
within error bars. Because of removing the larger percent-
ages of points measured by MSS near the sea surface, the
confidence intervals (gray shaded regions) are larger near
the sea surface than those in the deeper part of water col-
umn. Moreover, the agreement between measurements and
model runs is better when wind and wave activities are
accounted for all three wave periods.
Figure 15 shows a direct comparison of time series ε
measured by the MATS’s shear probe, and by the MSS pro-
filer, εMSS , averaged at the depth of MATS, as well as ε
extracted from the model simulations. Time series are aver-
aged in 1-h intervals (using MLE). Estimates of εMSS are
averaged in the vertical within 2 m centered at the depth
of MATS. Estimates of dissipation rates from MATS are
shown with their corresponding 95 % confidence intervals.
Error bars are relatively small except at a period before the
fetch-limited wind event on October 26, and also before
the major wind event between days 299 and 300. The two
independent observations of ε are fairly correlated, except
for the period at the end of experiment, and for a period
when the wind speed dropped to below 2.5 m s−1. Fur-
thermore, model results from NW, W1, and W2 simulations
are compared with the measured dissipation rates of TKE.
Model results predict the dissipation rate enhancement of
several orders of magnitude, few meters below the sea
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Fig. 13 Profiles of dissipation
rates in logarithmic scale for the
four different sets of MSS
profiling periods during October
2011. Shown are the results
from the simulations by NW
(solid lines), simulations by W1
(dashed lines), simulations by
W2 (bold solid lines), the
observations made by MSS
profiler (red solid lines), and the
observed data from MATS at
fixed depth (square markers)
The shaded gray regions denote
the confidence intervals of
measured ε from MSS profiler
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Fig. 14 Dissipation rates of
TKE profiles in logarithmic
scale for the three different wave
conditions. Confidence intervals
for MSS measurements of ε are
denoted by the shaded gray
regions. Shown are the results
from the simulations NW (solid
lines), W1 (dotted lines), and
W2 (thick solid lines), the
observed data from MSS
profiler (red solid lines), and
MATS at a fixed level (square
markers) for a calm sea state, b
moderate waves, and c high
waves. Lower panels show the
wave energy spectrum, Sη ,
estimated using pressure sensor
mounted on MATS for d calm
sea state, e moderate waves, and
f high waves
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Fig. 15 Mean dissipation rate
time series at depth 8 m below
the sea surface measured from
MATS, measured from MSS
profiler, runs by NW, W1, and
W2, and estimate from TA96,
with markers and lines as
indicated in the legend
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surface due to wave breaking (not shown here). This
enhancement clearly extends to our measurement depth
of about 8 m below the sea surface, mainly due to the
increase of shear stress by the wave-induced shear produc-
tion of TKE. The NW results underestimate the observed ε,
especially during the major wind events. Although both W1
and W2 results improve prediction of dissipation rates dur-
ing the two major wind events, they cannot capture the
turbulence variability at the depth of MATS for a period
when the wind speed dropped below 2.5 m s−1. Compar-
isons of modeled and observed ε reveal large deviations
which can be attributed to intermittency, statistics, and
platform motion-induced contaminations.
The modeled and observed estimates of ε are further
compared with the empirical prediction of Terray et al.
(1996) extracted from the deep water wave breaking scaling
as (hereafter referred as TA96)
εHs
|Fk| = 0.3
(
z
Hs
)−2
, (40)
where Fk is the breaking wave-induced flux of TKE into the
water column defined in Eq. 22 using β = 100. Generally,
Fig. 16 Profiles of dissipation
rate in logarithmic scale
normalized following TA96, for
the four different sets of
profiling periods during October
2011 (Table 1). The black lines
denote TA96 estimated
dissipation rates profiles, the
dashed black lines are the model
predictions by Burchard and
Bolding (2001), and the solid,
dotted, and dash-dotted blue
lines are NW, W1, and W2
simulation results, respectively.
Bold circle, green square, and
red triangle markers are (Gerbi
et al. 2009), MATS, and MSS
nondimensional ε data
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comparisons show that the TA96 estimates of ε agree fairly
well with W1 and W2 runs, especially during the strongest
wind event (Fig. 14).
The near-surface observed and modeled dissipation rate
profiles are scaled using Hs and Fk as suggested by TA96. In
Fig. 16, data and model results from this study are compared
to the published observations carried out by Gerbi et al.
(2009), as well as model dissipation rates from Burchard
(2001). The normalized profile of ε from MSS agrees well
with those from (Gerbi et al. 2009) and TA96. Meanwhile,
in all MSS profiling periods, there is a good agreement
among ε derived from the three different techniques and
instruments at the depth of MATS (Fig. 16).
5 Summary
Measurements of dissipation rate of TKE from two differ-
ent instruments have been qualitatively compared to results
from the GOTM system modified to account for wave
forcing including the injection of TKE into the water col-
umn from wave breaking and wave–turbulence interaction.
The measurements of dissipation rate were made as pro-
files using a tethered free-fall microstructure profiler (MSS)
deployed from the ship, and as continuous time series at
a fixed depth using a moored system (MATS). The dissi-
pation rates observed by shear probes on the MATS were
consistent with those obtained by the MSS profiler at the
depth of the MATS turbulence sensors, and they showed an
enhancement of dissipation rate near the sea surface relative
to that predicted by law of the wall. Furthermore, the obser-
vations of ε were compared with the empirical relation of
Terray et al. (1996) at the depth of MATS. Both measure-
ments of ε were fairly consistent with the TA96 estimates of
dissipation rates. When normalized by wave parameters fol-
lowing TA96, our ε measurements compare well with those
published by Gerbi et al. (2009), especially at the depth of
MATS.
We modified GOTM by including wave breaking effects
and the interaction of the mean current shear with the
Stokes drift. To estimate wave–current parameterizations,
we used data from the high-resolution pressure sensor and
the accelerometer sensor mounted on the MATS. Observed
enhanced dissipation rates in low wind speeds and TKE
injection deep into the water column away from the wave
breaking affected zone (a few meters below the sea surface)
suggest that wave–turbulence interaction plays a significant
role in the regulation of turbulence distribution near the
sea surface. To investigate this numerically, we applied two
types of parameterizations for wave–turbulence interaction
by modifying the k–ε turbulence closure model. Compar-
ing observations and modeled simulations confirmed that
the wave-modified GOTM results, especially derived from
Huang and Qiao (2010) parametrization, can approximately
predict the distribution of TKE in the upper ocean by
significant deviation from the NW results for the moder-
ate and high wind conditions. Under the low wind speed
conditions between days 299 to 300, observations showed
energetic turbulence which could not be captured by any
of the model runs and the TA96 parametrization. Gener-
ally, these discrepancies can be explained by surface cooling
(Fig. 2c, d) or current shear instability (Fig. 11). Calcula-
tions of gradient Richardson number suggest that the current
shear instability was not able to enhance turbulent mix-
ing and dissipation during the experiment. During periods
with energetic wind and waves, near-surface enhancement
of TKE and the vertical extent of increased dissipation
rates were consistent with the measurements. The agree-
ment with the observations improved when wave forcing,
especially Stokes production, is included. Further discrep-
ancies between observed and modeled ε in some periods
of the experiment can partly be attributed to uncertain-
ties in the estimation of wave energy spectrum from a
moving platform, spatial separations between measuring
systems, in using a nondirectional wave energy spectrum, in
wave forcing parameterizations, atmospheric surface forc-
ing, and due to the intermittent characteristic of turbulence
microstructure in the water column.
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