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Abstract
A Hybrid System Framework for modeling and analysis of video games
by
Yegeta Zeleke
This Thesis presents modeling and analysis framework for video games design.
Using the hybrid system framework, we tackle the problem of designing the game
parameters that achieve the best compromise between the difficulty level and
the winnablility of the game. Although there exist iterative processes for game
design, they are often regarded as time consuming and qualitative. Moreover,
changes in the game environment usually involves a series of redesigns and re-tests.
Our proposed method is novel as we model a video game as a hybrid dynamical
system and we apply existing tools within this framework. In particular, we solve
problems such as reachability, feasibility and optimality that allow us to quantify
the game attributes. In addition, the later analysis promote the use of automatic
game design procedures.
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Chapter 1
Introduction
In the past decades, the evolution of game design has attracted the attention
of researchers in computation science. Whether be the purpose for entertainment,
learning or solving problems, games has a unique ability to captivate the atten-
tion of the player as until he completes the game objectives. However, striking
a balance between playability (difficulty level) and fun or excitement make the
design process very challenging.
Moreover, the complexity of the character’s dynamics and environment makes
the design task increasingly complicated and time consuming. Some of the existing
approaches for game design uses the notion of rhythm groups to acheive the design
by oscillating between high and low difficulty level Smith et al [16]. However,
designing a good level that maximizes the excitement factor using the later method
is a time-consuming process. Indeed, it often involves a very iterative methods
by which the game designers will typically play the levels themselves or test with
game experts to gauge if the game is winnable or not. Moreover, a simple change
in the game environment can potentially impact the design and hence requires
retesting and redesign [17].
In [19], game level generation methods are proposed where the algorithm uti-
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lizes a "neural net" to design and measure the level of excitement the game can of-
fer. The proposed algorithms are based on the assumption that machine-learnable
games are more entertaining. To explore the effect of the game difficulty on play-
ers, a computer opponent with variable skill sets (simple to extremely expert)
was explored in [22]. However, this method is only customized for specific games
therefore its application is limited.
Even though, there exist iterative processes and game testing procedures that
can be followed to manually tune the game model parameters, the design process
can also be alternatively handled using a mathematical description (modeling) of
the game evolution with respect to time and, then, formulating the game objec-
tives in terms of the considered mathematical framework. That is, usually the
evolution of game characters can be continuous with respect to time but can also
be discrete (instantaneous change in the game environment or in the character’s
dynamics due player’s actions). Hence, a solid mathematical framework needs
to be considered in order to cover such a general behavior. Hybrid dynamical
systems offer a promising tool for the modeling and analysis of games as they
allow for both continues and discrete behaviors. Moreover, the game objectives
can be formulated in terms of what is known by "reachability" and "feasibility"
problems. Also, solving the later problems allow to quantify the difficulty of the
game level and to select the easiest actions the player needs to take in order to
solve the game. Those perspectives among many others constitute the objective
of this thesis.
In this thesis, we propose a hybrid modeling framework to facilitate formal
game analysis. More specifically, we show how video games can be modeled as
hybrid systems and propose tools within the hybrid system framework that can
be used to perform a quantitative analysis of games. Roughly speaking, hybrid
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systems can be defined as the class of dynamical systems where the evolution
of the variables can be discrete as well as continuous. Dynamical systems are
mathematical equations describing the evolution of variables defining the game
configuration (state variables) at time t. For games modeled as hybrid dynamical
systems, one can utilize the existing approaches in order to compute the player’s
feasible actions, allowing to achieve the game’s objective, as well as to gauge the
difficulty of the corresponding level. Indeed, given a hybrid system model whose
solutions describe the game character’s evolution with respect to time, we can
solve the so-called "reachability", "feasibility" and "optimality" problems to provide
a precise insight and prediction of the game character’s trajectories. Moreover,
solving the later problems can be used to automatically design the different game
levels with increasing difficulty while preserving the winability of each level.
3
Chapter 2
Hybrid Systems and Video
Games Modeling
2.1 Background On Hybrid Systems
Let us start by presenting preliminaries on hybrid systems that will be used
in order to model the dynamical behavior of video games. Hybrid systems can be
defined as the class of dynamical systems where the evolution of the variables can
be discrete as well as continuous. Dynamical systems are mathematical equations
describing the evolution of a variables (state variables) defining a system with
respect to time [6]. A dynamical system is said to be continuous when the behavior
of the system is governed by differential equation. Similarly, a dynamical system
is said to be discrete if the system behavior is dictated by difference equation. A
hybrid dynamical system is a system where the evolution of the state variable is
governed by both a differential and a difference equation. That is, the solution to
the hybrid systems can flow continuously according to the differential equation and
it can have instantaneous change or jumps according to the difference equation.
4
The later fact requires the need to define regions of the state space where solutions
are able to flow (flow set) as well as regions where instantaneous jumps can occur
(jump set). Consequently a well defined hybrid system consist of a flow set, a
differential equation, a jump set and a difference equation.Allowing states that
can evolve both continuously and discretely, hybrid dynamical systems permit
modeling and the simulation of systems in a wide range of applications including
robotics, automotive systems, power systems, biological systems, to list a few.
Numerous frameworks for modeling and analyzing hybrid systems have ap-
peared in literature. These include the works of Tavernini [18], Michel and Hu
[11], Lygeros et al. [9], Aubin et al. [3], and van der Schaft and Schumacher [21],
among others. For hybrid systems, according to the general framework in [8]the
flow set is denoted by C ∈ Rn, the jump set is denoted by D ∈ Rn, the deferential
equation is described by the flow map F : Rn ⇒ Rn (x˙ = F (x)) , and the differ-
ence equation is defined by a jump map G : Rn ⇒ Rn (x+ = G(x)). A hybrid
dynamical system we denote by H can be expressed as:
H :=

x ∈ C x˙ = F (x)
x ∈ D x+ = G(x)
(2.1)
Collectively the tuple (C,F,G,D) is called the data of Hybrid system.
Example 1. To illustrate the usefulness of hybrid system modeling, consider
a timer system whose state variable is denoted by x. The timer counts time
continuously and whenever it reaches the value x∗, it resets the value of x to zero.
The overall behavior of the system exhibit hybrid property. This is due to the
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behavior of the system continuously evolving (flowing) when x ≤ x∗ and resting
(jumping) when x = x∗. For such system, the data of the corresponding hybrid
model are:
H :

x˙ = 1 x ∈ C := [0, x∗]
x+ = 0 x ∈ D := {x∗}
(2.2)
A simulation result depicting the timer variable evolution is shown in Fig-
ures 2.1 and 2.2. 
x
t
Figure 2.1: Evolution of timer variable with respect to time
x
jumps
Figure 2.2: Discrete evolution of the timer system
2.1.1 Controlled hybrid systems
In the case of control hybrid systems, a control input affects the dynamics of
the hybrid system. That is, the conditions determining whether a trajectory to
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a hybrid system should flow or jump are captured by subsets of the state space
and input space. In simple terms, given an input (t, j) 7→ u(t, j), a trajectory
(t, j) 7→ x(t, j) to a hybrid system with input satisfies, over intervals of flow,
d
dt
x(t, j) = F (x(t, j), u(t, j))
when
(x(t, j), u(t, j)) ∈ C
and, at jump times,
x(t, j + 1) = G(x(t, j), u(t, j))
when
(x(t, j), u(t, j)) ∈ D
It is convenient to define inputs uc and ud that collect every component of
the input u that affect flows and jumps, respectively.1 Moreover, it is convenient
to define an output of the system as a function of the system’s trajectories and
inputs, that is, y(t, j) = h(x(t, j), uc(t, j), ud(t, j)). The function h is called the
output map. In this way, a hybrid system with state x, input u, and associated
inputs uc and ud, can be written in the compact form
Hu :

x˙ = F (x, uc) (x, uc) ∈ C
x+ = G(x, ud) (x, ud) ∈ D
y = h(x, uc, ud)
(2.3)
The objects defining the data of the hybrid system with inputs, denotedHu are are
specified as Hu = (C,F,D,G, h). The state space for x is given by the Euclidean
1Some of the components of u can be used to define both uc and ud, that is, there could be
inputs that affect both flows and jumps.
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space Rn while the space for inputs u is given by the closed set U = Uc × Ud,
Uc ⊂ Rmc and Ud ⊂ Rmd . The output y takes values from the Euclidean space
Rp. Then, the set C ⊂ Rn × Uc defines the set of points in Rn × Uc on which
flows are possible according to the differential inclusion defined by the flow map
F : C ⇒ Rn. The set D ⊂ Rn×Ud defines the set of points in Rn×Ud from where
jumps are possible according to the difference inclusion defined by the set-valued
map G : D ⇒ Rn.
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Chapter 3
Modeling Video Games Using
Hybrid Systems
The evolution of video games, involving different dynamics as well as complex
environments requires the need for automated game design and testing. Striking
a good balance between level of challenge and fun in game poses a difficulty. This
short coming can be attributed to not knowing the reachability and feasibility
of the game objective ahead of time during game design procedure. Most game
models uses a notion of rhythm groups to dictate game design with structure of
oscillating between high and low difficulty Smith et al [16] . Even utilizing a game
design techniques, designing a good level that maximizes the fun factor is a time-
consuming process. It is often a very iterative method by which game designers
will typically play the levels themselves or test with game experts to gauge the
playability (feasibility). Moreover, a simple change in the game environment can
potentially impact the design and hence requires retesting and redesign. [17]
The hybrid system framework in Section 2.1.1 is a promising tool to answer
essential game design problems discussed above. As long as game can be modeled
as a hybrid system, tools within the hybrid systems framework can be applied to
9
perform analysis.
The next section presents detailed description on how the proposed framework
allows to model existing video games as hybrid systems. Once, the game is mod-
eled as a hybrid system, the game objectives can be analytically analyzed using
feasibility, reachability and optimality concepts.
3.0.1 Example 1: Flappy Bird
Consider the game named Flappy Bird in which the player controls the vertical
movement of a bird by pressing a button. Once this button is pressed, the bird
moves toward the top of the screen. The game environment contains series of pipes
(obstacles) that are crossing the screen horizontally at fixed speed, see Figure 3.1.
The purpose of the game is to maintain the bird away from the moving obstacles as
long as possible. The configuration of the game at each time instant is completely
vy
vx
γ
δ1
δ2
Figure 3.1: Flappy bird position in a constrained environment at two time
instances. Obstacles are separated horizontally δ1 unit distance away, while the
vertical gap between the pipes is maintained at δ2 units.
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defined by the position, the vertical velocity of the bird on the screen, and the
state of the button (pressed or not pressed). In other words, if we regard the
game as a dynamical system, its solutions would describe the evolution of the
bird position and vertical velocity as well as the state of the button with respect
to time. Furthermore, the fact that the button has two possible values (pressed
or not pressed) introduces a discrete feature to the system. For each possible
configuration of the button, there is a unique continuous evolution of the system:
flapping, when the button is pressed or falling, otherwise. Moreover, after each
change of button configuration, a portion of the state variables representing the
behavior of the bird is reset. In particular, an instantaneous change on the bird’s
vertical velocity occurs at button event.
The combined continuous and discrete behavior of the dynamical system Hu
modeling this game can be seen as a hybrid system of the form (2.3). Let us
Flapping, q = 1
ξ˙ =
 fxfy
0
,
if (ξ, q, ud) ∈ C1
Falling, q = 0
ξ˙ =
 fxξ3
γ
,
if (ξ, q, ud) ∈ C0
If (ξ, q, ud) ∈ D0
If (ξ, q, ud) ∈ D1
ξ+ =
 ξ1ξ2
fy

Figure 3.2: Hybrid automata representing the flappy bird game
denote by x = (ξ, q) ∈ R3×{0, 1} the state variable of the dynamical model, where
ξ = [ξ1, ξ2, ξ3]> represents the horizontal position (ξ1), vertical position (ξ2), and
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the vertical velocity(ξ3) of the bird, respectively, and q denotes the current mode
related to button configuration. Figure 3.2 depicts a hybrid automata description
of the continuous-time evolution (flow) and the discrete transitions (jump) of the
state variables of the system. In mode q = 1 (flapping), the state ξ evolves
according to the differential equation ξ˙ = [fx, fy, 0]>, where fx and fy are the
constant vertical and horizontal velocities, respectively. In mode q = 0 (falling),
the state ξ evolves according to the differential equation ξ˙ = [fx, ξ3, γ]> where γ
is the constant acceleration due to gravity. A switch between the modes is caused
by an external action (player) which can be considered as an input to the system
and denoted by ud ∈ {ON,OFF}. In order to completely define the game as a
hybrid system as in (2.3), we shall specify the region of the augmented space
composed of state and input spaces where the flow occurs. This region is denoted
by (x, u) ∈ C. Similarly, we introduce the region of the same augmented space
where the jump takes place which we denote by (x, u) ∈ D.
A transition from mode q = 1 to mode q = 0 (respectively from mode q = 0
to mode q = 1) occurs when (ξ, q, u) ∈ D0 = R3 × {1} × {OFF} (respectively
(ξ, q, u) ∈ D1 = R3 × {0} × {ON}). During this transition, ξ1 and ξ2 stay the
same, however, ξ3 resets to fy which is the initial falling speed. In mode q = 1
(respectively mode q = 0) the system will be flowing as long as (ξ, q, u) ∈ C1 =
R3 × {1} × {ON} (respectively (ξ, q, u) ∈ C0 = R3 × {0} × {OFF}).
One can set the aforementioned switching condition or the so called jump set
as D = ⋃q∈{0,1}Dq and the jump map as G(ξ) = [ξ1, ξ2, fs, 1− q]>. Similarly, the
condition for flow or the so-called flow set as C = ⋃q∈{0,1}Cq. Hence the Flappy
bird game is completely defined by the following hybrid system:
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HFBu :

x˙ = F (x) (x, ud) ∈ C
x+ = G(x) (x, ud) ∈ D
(3.1)
where x = (ξ, q) :
C = ⋃q∈{0,1} D = ⋃q∈{0,1}Dq
C0 = R3 × {2} × {OFF} D0 = R3 × {1} × {OFF}
C1 = R3 × {1} × {ON} D1 = R3 × {2} × {ON}
and
F (x, q) =


fx
fy
0
0

when q = 1
∀x ∈ C
fx
ξ3
γ
0

when q = 2,
G(x, q) =

ξ1
ξ2
fy
1− q

. ∀x ∈ D
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3.0.2 Example 2: Super Mario
Flappy Bird has an interesting property which is consistent with many stan-
dard problems in motion planning: every obstacle is to be avoided. This is mainly
because the bird dies immediately on any collision; but there are plenty of games
that do not have this property. Consider, for example, Super Mario World Fig-
ure 3.3. In this game, the player-controlled character must be on the ground
in order to run or jump, and in many cases must hit its head against a break-
able ceiling in order to make progress. Since including an environment which the
player can modify would force us to consider task planning in addition to motion
planning, for now we consider a constrained version of the Mario character who
cannot break any blocks. Even so, it provides an interesting generalization to
Flappy bird.
(a) (b)
Figure 3.3: Two environments from Super Mario World. The controlled charac-
ter may change size, and some obstacles act as floors but not ceilings.
Super Mario has a variety of different powerups and additional abilities, but to
simplify the presentation we concern ourselves here with the constrained version
of Mario who is always the same size and has no abilities besides running, standing
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still, and jumping. We also consider only environments with obstacles that are
always floors, walls, or ceilings (like the yellow blocks in Figure 3.3), although this
constraint is easily relaxed by considering the character’s instantaneous state (e.g.,
whether the character is ascending or descending). Finally, we exclude the world
map from consideration here and address only individual stage environments.
A configuration of our simplified Super Mario World therefore includes the
continuous position and velocity of the player character and other on-screen (and
potentially off-screen) entities as well as discrete variables including the states
of control inputs. Again, treating this game as a dynamical system we can see
that the solutions to this system describe the evolution of Mario’s position and
velocity. The discrete features here include whether the left or right directional
input (joystick’s directional button) is given and whether the jump button is
pushed (held) down.
This induces two modes of operation, one for each combination of inputs: a)
direction of motion and b) jump button.However, like Flappy Bird, Mario has some
unusual properties. For instance, the acceleration due to gravity while falling (i.e.,
after the apex of his jump) is higher than it is while Mario is rising.Even stranger,
the longer the jumping button is hold (up to a certain threshold), the higher Mario
jumps! So, after the jump is initiated the controller can still determine how high
the jump must be. Mario can also accelerate horizontally while in the air, although
at a reduced acceleration. Another consideration is that Mario has maximum and
minimum X and Y velocities, essentially requiring terminal-velocity states. So the
discrete state space of Mario is much larger than Flappy’s.
Similar to the case-study in Flappy Bird, the combined continuous and dis-
crete behavior of the dynamical system modeling this game can be seen as a hybrid
system of the form (2.3). Let us denote by x = (ξ, q, τ) ∈ R3 × {0, 1} × R+ to
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represent the state variable of the dynamical model, where ξ = [ξ1, ξ2, ξ3]> con-
tains the horizontal position (ξ1), vertical position (ξ2), and the vertical velocity
(ξ3) of Mario, respectively. The state q indicates the discrete variable in Mario’s
dynamical model (when Mario is on the air or in contact with the ground), and
τ denotes the amount of time the jump input is provided. The system’s input
is given by ud = (ud1, ud2) ∈ {−1, 0, 1} × {0, 1}, where ud1 denotes the current
directional control (left, stay, or right, respectively), ud2 denotes the current jump
button configuration (button pushed or not pushed, respectively).
q = 0
x˙ =

vxud1
0
0
0
0
,
If (ξ, q, uc) ∈ C0
↓
If (ξ, q, ud) ∈ D0
q = 1
x˙ =

vxud1
ξ3
f1(τ, ξ3)
0
1
,
If (ξ, q, uc) ∈ C1
↑
If (ξ, q, ud) ∈ D1
Figure 3.4: Hybrid automata representing Mario game
Figure 3.4 depicts a hybrid automata describing both the continuous-time
evolution (flow) and the discrete transitions (jump) of the state variables of the
system.
• In mode q = 0, Mario is in contact with the ground or standing on a floating
surface which is either standing still, running right or running left, depending
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on ud1. Hence, the state evolution is given by x˙ = [vxud1, 0, 0, 0, 0]> where
vx is the horizontal velocity.
• In mode q = 1, Mario jumps right (if ud1 = 1), left (if ud1 = −1), or straight
up (if ud1 = 0) allowing the state x to evolve according to the differential
equation x˙ = [vxud1, ξ3, f1(τ, ξ3), 0, 1]>, where the function
f1(τ, ξ3) :=

−γdown when ξ3 < 0
−γdown + α(τ) when ξ3 ≥ 0,
(3.2)
denotes vertical acceleration during Mario’s jumps, while the term α(τ)
is used to indicate the longer the jump input is active, the smaller the
deceleration rate is used, thus, the higher the jump will be. Therefore, one
can define α(τ) = aτ where a is a constant multiplier and τ is used to
denote the amount of time the input ud2 is held. The constants γup and
γdown represent the rate of accelaration when Mario is rising and falling. 1
• A switch between the modes is caused by an external player action which
is considered as system input ud and system state variables. In this sense,
a transition from mode q = 0 to mode q = 1 occurs when (ξ, q, ud) ∈
D1 := R3×{1, 0,−1}×{1}. Upon these transition, part of the states resets
according to the difference equation ξ+ = [ξ1, ξ2, fy, 1 − q, 0]>, where fy is
the initial vertical velocity and 1 − q determines the next mode based on
the current state and input as described mathematically in (3.3). These
transitions are necessary to show the character Mario is now on the air
(either jumping up or falling down) or on the ground as it is dictated by the
corresponding differential equations.
1The term rising and falling is used to indicate the upward and downward motion of a
projectile respectively.
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• To account when the character return to ground after jump, we introduce
additional jump set (ξ, q, ud) ∈ D0 := R× B × R× {1}, where B is defined
as a module that indicates when the player character is in-contact with a
floor. The overall conditions for jump can be defined as D := ⋃q∈{0,1}Dq.
Furthermore, we define the condition for flow set to be C := ⋃q∈{0,1} where
of the jump set C0 := R3×{0, 1}×{−1, 0, 1}×{0} and C1 := R3×{0, 1}×
{−1, 0, 1} × {1}. Consequently , we introduce Mario’s dynamics as the
following hybrid system.
HM :=

x˙ = F (x, ud) (x, ud) ∈ C
x+ = G(x, ud) (x, ud) ∈ D
(3.3)
With C = \D,D = ⋃q∈{1,2,3}Dq, and
F (x, ud) :=


vxud1
0
0
0
0

when q = 0,

vxud1
ξ3
f1(τ, ξ3)
0
1

when q = 1,
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G(x, ud) :=

ξ1
ξ2
vfq
1− ξ4
0

when (x, ud) ∈ D1 ∪D2
19
Chapter 4
Reachability and Feasibilty
Among the most important challenges in video game analysis are quantifying
the playability of the game within the player’s ability and gauging the difficulty
of the game with respect to changes in the game environment. Solving the later
challenges would considerably help the game design process.
For games modeled as hybrid dynamical systems, one can utilize existing ap-
proaches in order to handle the aforementioned challenges. Indeed, given a hybrid
system model whose solutions describe the game character’s evolution with re-
spect to time. The player’s action on the game represents control inputs for the
game’s dynamical model. As a result, The game model’s solutions are supposed
to remain in a given environment corresponding to the collision free area of the
character. Furthermore, given a target point (final destination for the character)
for the system, the system’s solutions are also supposed to reach such a point in
order to allow the character to achieve the game. Hence, analyzing the playability
consists in providing answers to the following questions:
1. What is the set of initial configurations of the character that allow a design
of a reasonable control input (admissible input) such that the character
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trajectory reaches the target?
2. How can we characterize the difficulty of reaching the target from the ob-
tained set of feasible initial points?
3. How the quantified difficulty is related to the game environment?
It turns out that tools to address feasibility in hybrid systems is a promising
perspective for addressing the aforementioned questions. Solving a feasibility
problem for a given target set consists of analyzing the reachable set from the
target set in backward time. Indeed, the later reachable set provides the admissible
set of initial points and also characterizes the difficulty of reaching a target in
forward time by providing all the possible solutions that allow the character to
reach the target point.
In the reminder of this chapter, we study reachability problem for hybrid sys-
tems and answer the previously stated questions by studying a feasibility problem
for hybrid systems.
4.1 Reachability
Reachability analysis consists in proposing methods and algorithms to ap-
proximate the set of points, the so-called reachable set, generated by the system
solutions starting from a given set of initial points, denoted χo, after finite (hy-
brid) time (T, J). More precisely, the reachable set from χo up to (T, J) for H is
given as
reachH(T,J)(χo) := {φ(t, j) : φ(0, 0) ∈ χ0, t ≤ T, j ≤ J, (t, j) ∈ dom x}. (4.1)
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Figure 4.1: Simulation result depicting safe reachable set for different obstacle
configuration.
Since the game solution lives in constrained environment, we are more inter-
ested in analyzing safe reachable sets rather than reachable sets. That is, the
safe reachable denoted by reachsafeH(T,J)(χ0) is given by reachsafeHT,J(χo) := {φ :
φ(0, 0) ∈ χ0, φ(t, j) /∈ χu} where χu is used to denote the unsafe set (obstacles
region).
Reachability analysis is a key step in the verification of hybrid systems. The
set reachsafe(T,J)(χo) indicates whether a solutions originating from a given initial
condition satisfies the constraints (avoiding χu) or not. Given a control hybrid
system of the form (2.3) and the unsafe set χu, we are interested in finding the
set of input signals u : domu → Rm, such that x(t, j) ∈ reachsafeH(T,J)(χ0) for all
(t, j) ∈ domu for a given (T, J) ∈ R≥0 ×N. Many algorithms are proposed in the
literature in order to analyze reachability for hybrid systems see [2], [4] [20] and
the discussion in Section 4.1.1.
In order to illustrate the usefulness of solving reachability problem, we first
consider the example in 3.0.1. That is, to compute the set reachsafeH(T,J)(χo) such
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that the bird stays in a safe set before (T, J).
The considered hybrid system is descretized with fixed step size using the
Hybrid Equations toolbox (HyEQ) [14]. Furthermore, since the range of the
system’s inputs is discrete and finite (u ∈ {0, 1}), there exist 2N possible sequence
of inputs, where N is the total number of time steps in the interval [0, T ].
For the obstacle setup shown in Figure 4.1, computing the admissible inputs
can be achieved using iterative methods as the one shown in Algorithm 11 . The
algorithm first computes the upper bound of the safe solutions (line 2-6). That
is, we compute the solutions of (3.1) from the initial condition χ0 and check if the
constraints are met for all possible combination of inputs. Similarly, we compute
the lower bound of the safe solution (line 7-11).
Algorithm 1: Computation of reachable safe set
1 Obtain initial system state set χ0
2 i = 0
3 while i < 2N do
4 u-upper{0,1...N}= getNextInput(i)
5 φ{0,1..N} =Simulate system (3.1) for input signal u-upper{0,1...N}
6 if φ{0,1..N} /∈ χu then
7 break
8 end
9 i = i+ 1
10 end
11 i = N
12 while i > 0 do
13 u-lower{0,1...N}= getNextInput(i)
14 φ{0,1..N} =Simulate system (3.1) for input signal u-lower0,1...N
15 if φ{0,1..N} /∈ χu then
16 break
17 end
18 i = i− 1
19 end
1https://github.com/yzeleke/Thesis/code.git
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In Algorithm 1, we first compute the upper-bound trajectory of the reachable
set (lines 2-10), then we compute the lower-bound trajectory (lines 12-19). Indeed,
the 2N input sequences are order to increase with respect to the index i (i = 0
corresponds the sequence of all-zero inputs and i = 2N corresponds to the sequence
of all-one inputs). The function getNextInput(i) generates the i-th sequence of
inputs. That is, the first loop iteration (lines 3-10) starts from all-one bit stream
and tries to find the first sequence of inputs that satisfies the constraints. Once
the first bit stream that satisfies the constraints is found (line 6), the loop breaks
and the algorithm proceeds to find the lower-bound trajectory for the reachable
set in a similar way (lines 12-19). In the case where all the input sequences are
exhausted without attaining a viable solution (reachsafeH(T,J)(χ0) = ∅), the upper-
bound trajectory will be empty.
In Figure 4.1, the blue trajectories indicate the lower-bound and the upper-
bound trajectories of the safe reachable set. Given a point x ∈ reachsafeH(T,J)(χo),
that is a point within the blue inscribed region, there exist a sequence of inputs
such that the corresponding solution reaches x when starting from χo. This par-
ticular realization is a very important insight in game design. More specifically,
knowing the reachable set can help designing the placement of rewards and game
actions. For example, one can place attainable goals inside the safe reachable set.
4.1.1 Discussion
The simplest way to analyze reachability when the system’s inputs are discrete
and take finite countable values is to simulate the system for all possible input
sequences. However, computing all the trajectories from a given initial condi-
tion can be a very time consuming task. Even in the case, where the inputs are
boolean (1 or 0), the number of input sequences is exponential of the form 2N ,
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where N is the size of the input sequences. To address this inadequacy, some algo-
rithms are proposed in the literature. Indeed, in [12], an algorithm for computing
the reachable set for continuous dynamical systems is introduced. In this work,
the reachable set is computed by solving viscosity solution of a time-dependent
Hamilton-Jacobi-Isaacs (HJI) Partial Differential Equation (PDE). The motiva-
tion to use HJI based approach is to represent nonconvex reachable sets that rep-
resent solution of nonlinear dynamical systems. In [2], a procedure for checking
if a linear hybrid automata satisfies a given safety condition is introduced. The
algorithm partitions the state space into regions and determine if each specific
partition is reachable from a given set of initial condition.
4.2 Feasibility
In this section, we exploit the tools developed in Section 4.1 in order to address
the feasibility problem. The objective of the feasibility problem is to compute a
set of initial points χ0 such that the solutions starting from it reach a given target
set denoted χF as opposed to the reachability problem where we compute the set
of final points χF reached by the solutions starting from a given set of initial points
χ0. However, the set of initial points χ0 obtained from solving feasibility problem
can be seen as a set of final points reached by the backward solutions starting
from the given target set χF . Motivated by this, we model the backward-in-time
behavior of the given system H by a new hybrid system denoted H−and solve the
feasibility problem for the (forward-in-time) system H as follow: we obtain the
final set χF for the feasibility problem for H by solving the reachability problem
for the backward-in-time system H− using χF as the initial set.
Given the (forward-in-time) hybrid system H in (2.3), the backward-in-time
hybrid systemH− is given by
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H− :

x˙ = −F (x, uc) (x, uc) ∈ C
x− ∈ G−(x, ud) (x, ud) ∈ D−
y = h(x, uc, ud)
(4.2)
where G−(x, ud) = {z : x = G(z, ud), (z, ud) ∈ D} ∀(x, ud) ∈ D− and D− =
{(z, v) : z = G(x′, v), (x′, v) ∈ D} stands for the reciprocal set-valued map to the
jump map G.
In the following, we explicitly contract the hybrid system H− when the corre-
sponding forward-in-time system H models the timer dynamics in (2.2).
H− :

x˙ = −1 x ∈ C := [0, x?]
x− = x? x ∈ D− := {0}
(4.3)
Next, following (4.2), we propose the explicit formulation of the backward-in-
time flappy-bird hybrid model starting from the forward-in-time model in (3.1).
It is given by
HFB− :=

x˙ = −F (x, q) (x, uc) ∈ C
x− = G−(x, q) (x, ud) ∈ D−
(4.4)
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where
F (x, q) =


fx
fy
0
0

when q = 1

fx
ξ3
γ
0

when q = 2,
G(x, q)− =

ξ1
ξ2
(−∞, 0]
1− q

.
G(D) = G(D1)∪G(D2), G(D2) = R3×{2}×{ON}, G(D1) = R3×{1}×{OFF}
Before analyzing the reachability problem for H− (namely, the feasibility for
H) along the solutions to (4.2) starting from the set χF , it is important to notice
that for a high order flow model, the set χF may not be given in terms of all the
state variables involved in the modeling. In which case, it is important to find a
way, before computing the system’s backward solutions, to augment to the set χF
so as to specify of all of the state variables. For example, if we consider the Flappy-
bird model introduced in (3.1), we notice that the state variable contains the bird
position and vertical speed. However, in practice, the target set χF corresponds to
only the character’s target positions (the character’s final velocity is not specified).
Therefore, before computing the backward solutions one has to compute first
the possible character’s final velocities. One natural method to do this consists
27
in computing (oﬄine) all possible final velocities for any possible sequence of
inputs along a given time horizon. This method can be used for any high order
character’s dynamics provided that the control inputs are assumed to take finite
and discrete values. In our approach for Flappy bird, the computed final velocity,
(or remaining state variables for general high order flow dynamics) corresponding
to each sequence of inputs along the given time horizon, are gathered in a look-up
table and serve to initialize the backward solutions.
So far, we have proposed general approach to compute the missing state vari-
ables in the specified final state χF . However for the Flappy-bird model, where
the inputs are discrete and finite (u ∈ {0, 1}), the final velocity (initial velocity
for the backward system) can be computed in a simpler way while observing that
character’s velocities when flapping are constant. Indeed, starting from a point on
the backward solution and given a sequence of inputs, by counting the number of
consecutive backward time steps along which the system is falling (mode q = 0)
and solving the differential equation v˙f = 0 with vf (0) = fy along all consecutive
failing time steps, the obtained velocity vf at the end of the consecutive falling
steps is an admissible final velocity (initial velocity for the backward system) for
the considered sequence of inputs. More specifically, to initialize the backward
speed we use a key-value lookup table. That is, we compute the initial backward
velocity using the forward dynamics after each l time steps, with l = 1, 2, ..., N ,
and record the obtained result in the table with a key = l and value = vf , where
vf is the final velocity after falling l time steps. In this way, for feasibility problem
with N time steps, the look up table will have N entries as shown in Table 4.1.
Since this lookup table will be computed oﬄine, computational burden will be
minimal and the access time is 1.
The function getSafepath() takes the time horizon N (or number of time steps)
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n vf
1 1.2000
2 -0.3600
3 -1.9200
4 -3.4800
5 -5.0400
6 -6.6000
7 -8.1600
8 -9.7200
9 -11.2800
Table 4.1: A key-value look up table for time-step,n = 9
Algorithm 2: feasibileSet(χF , N)
1 feasibleTrajectory = getSafepath (N,χF )
2 if isempty (feasibleTrajectory) then
3 return (False)
4 end
5 return (feasibleTrajectory)
and the final set χF and return all the sequences of backward solutions starting
from χF that are safe (never collide with an obstacle) .
For various obstacle setups shown in Figure 4.2 (a-d), the obtained safe back-
ward trajectories are plotted starting from χF along N time steps. In general, it is
very time consuming to compute all the backward solutions starting from χF es-
pecially when the horizon N is large. One way to handle this inadequacy consists
in solving the feasability along consecutive sub-horizons. Indeed, starting from χF
we compute all the feasable backward solutions along a given first sub-horizon. At
the end of the sub-horizon we obtain a set of points that are reached. From the
later set, we select only a subset of points from which we re-solve the feasability
problem along another backward-time sub-horizon. We iteratively apply the same
approach until reaching the region where the character is supposed to start. The
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Figure 4.2: Simulation result depicting safe reachable set for different obstacle
setup using Algorithm 2
later approach is illustrated in the following algorithm.
In Algorithm 3, we solve feasibility problem using a recursive subroutine. The
algorithm takes in two values namely χF and k to indicate the target point and the
number of inputs that are selected to be propagated along the next sub-horizon
respectively. The function getInputSequence() takes in a value Nsub (the sub-
horizon) and the initial condition for the backward-in-time system and gives list
of valid input sequences (line 4). Once all valid inputs are determined the next
step is to apply selected valid input sequences and obtain terminal points to be
used as initial condition for next recurrence (line 10).
The remaining question is how many terminal points do we consider as an
initial point to propagate backward solutions?. Therefore, we provide a flexible
method by allowing the user pick k, the number of points in the feasibility set
to be propagated backward. In Figure 4.2, k = 256 for N = 8. Indeed this
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Algorithm 3: feasibileSet(χF ,k)
1 if ξ1 is N ∗ fx ∗ Ts then
2 return (True)
3 end
4 validInputs= getInputSequence(Nsub, x0)
5 if isempty (validInputs ) then
6 return (False)
7 end
8 for i in k do
9 xterminal = getTerminalPoints(χF ,validInput(i))
10 found = feasibileSet(xterminal, k)
11 if found then
12 save data
13 plot
14 end
15 end
induces more computational burden if we propagate backward more than one set,
however, for computing only the first set, the computational burden is mild 2.
In Figure 4.3, the feasibility problem is solved for various obstacle setups. In
particular, we explore how the feasibility set get affected in relation to changes
in the game environment, namely the obstacle setup. Indeed, as the gap between
obstacles get smaller and smaller, the feasible set shrinks. This particular behavior
provides an essential technique for game design. More specifically, one can gauge
the difficulty of the game by just looking at the solution of the feasibility problem.
Consider a game setup shown in Figure 4.3 (a-d). In the figures, a sub-horizon
of Nsub = 8 with k = 23 is used while the target point is set to χF = (ξ1, ξ2) =
(10.5, 3). That is, after a sub-horizon ( Nsub), maximum or 23 terminal points are
selected from all terminal points in the set and propagated backward-in-time on
the next sub-horizon. In (a) (respectively in (b)), the feasibility problem is solved
2Experiment was conducted on computer with Intel core i5 processor with 2.7 GHz clock
speed and 8GB RAM. It took 42.6 s,10.9 s, 5.5 s, and 7.5 s for computing Figures 4.2(a-d)
respectively.
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Figure 4.3: Simulation result depicting safe reachable set for different obstacle
setup using Algorithm 3
to obtain the first(respectively the second) set backward-in-time . As shown in
the figure, there exist multiple solutions for the feasibility problem both in (a) and
(b). That is, for the particular target point chosen, the bird’s position can start
at various point within the feasible set. However, this is not the case for figure
(c), where the solution is extended for one more set backward-in-time. That is,
the number of possible trajectories drastically diminishes as the obstacle setup in
ξ1 ∈ (5, 5.5) hinders many trajectories from passing through. In (d), the solution
expands to include various initial condition as the obstacle setup relaxes. Although
the solution expands at the later sets, it is important to notice the solution will
have one single path when ξ1 ∈ (5, 7). This yield in increased difficulty in playing
the game as the player have to get this exact solution. In most games, it is
desirable the player has enough possibilities in choosing the safe path.
Consider now, the feasibility solution shown in Figure 4.3 (e) and (f). In sub-
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figure (e), the initial condition χF = (10.8, 3.5) was used. It can be seen from
the sub-figure there exist only one solution that can lead the character’s (bird’s)
trajectory starting at ξ1 = 7 towards the desired destination given by χF . In
sub-figure (f), the initial condition was set to be a little higher at χF = (10.8, 3.6)
(Marked in red ?). One can notice the solution for the feasibility problem is the
empty set. That is, no matter where the initial condition along the vertical line
ξ1 = 7 and ξ2 ∈ (0, 6)(the playable vertical area) , there exist no input sequence
that guide the bird to the target point (marked as green star).
In order to analyze the playability of the game it is possible to introduce a
metric to quantify difficulty level of the game or even the existence of solution
for a specific game. One possible approach for gauging the difficulty consist in
introducing following min-max cost function
J(χF , T ) := min
t∈[1,T ]
max
(a,b)∈reachsafeH−t (χF )2
|a− b|2. (4.5)
The function J is equal to zero when the feasible solutions are unique along
some intervals, and when J is large, it follows that the target point can be reached
through different paths. Hence, the player will have a large freedom to achieve
the game. For the particular game setup shown in Figure 4.3 (a-f), J(χF , T ) is
0.2, 0.22, 0, 0, 0, and 0 respectively . Therefore, the difficulty of game is inversely
related to the cost function J .
The metric function J motivates the automatic game level generation. That
is, given a collection of obstacle setup set, an initial set χ0, a final set χF , and a
system modeled as 2.3, we should be able to design a sequence of obstacles that
yields to a given level of difficulty in terms of the metric function J(χF , T ).
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Chapter 5
Path Planning and Optimality
This far, we have proposed approaches to calculate all possible input sequences
that take the game character or the system’s trajectories to a desired target
set/point while avoiding the obstacles. Now, we propose methods to select the
optimal input sequences among all the feasible ones with regards to an optimality
criteria. The optimality criteria can be chosen so as to select input sequences that
allow fast convergence to a goal or to require a minimum number of jumps, or
time to accomplish a task (equivalently, leading to a minimum number of action
required from the player.
Problem (?): Given a hybrid system Hu modeled as (2.3) with initial state x0
and final state xF , determine the input
(t, j) 7→ u(t, j) = (uc(t, j), ud(t, j)) (5.1)
such that resulting solution φ to H in (2.3) and from
φ(0, 0) = x0
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is such that for some (T, J) ∈ domφ,
φ(T, J) = xF
In order to tackle Problem (?), we propose a general hybrid MPC framework.
The following examples propose concrete instances of hybrid systems for which
the motion planning problem in Problem (?) is relevant.
Motion planing is a fundamental component in video games testing and it
can be implemented in static, dynamic, and real-time environments. Numerous
developments have improved the accuracy and effectiveness of motion planing
techniques over the past two decades. The core of motion planning relies heavily
in provision of high-performance feasible path generation whether be a single-agent
or a multi-agent system. The presence of dynamic changes in the environment,
heterogeneous terrains, and variable rewards make solving motion planing problem
difficult. In particular, planning a path such that all constraints are satisfied and
a certain feature is maximized could pose a difficult problem.
Though the rules of the Flappy bird game introduced in 3.0.1 are simple to
understand and execute by a player, it poses some difficulties to implement when
the game is to be played by an automated controller. The combined continu-
ous and discrete behavior of the system as well as the constrained nature of the
state space due to the existing time-varying obstacles makes the application of
classical control techniques not very useful [15]. One possible approach to handle
this shortcoming consists in decomposing the problem into two independent sub-
problems: first, we generate a reference trajectory that considers only the presence
of the obstacles oﬄine, then, once a reference trajectory is generated, solve the
trajectory-tracking sub-problem by designing a control law that allows the actual
to converge asymptotically to the reference trajectory. Decoupling the problem
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into sub-problems has the advantage of reducing complexity. Indeed, the complex-
ity rising from the nature of the obstacle is not considered in the planning phase.
Similarly the geometric constraint such as obstacle location and boundaries are
not considered in the trajectory-tracking phase. Unfortunately, this method could
result in an unreachable reference trajectory (namely, a trajectory that can not be
attained due to the system dynamics) since dynamical restrictions are not taken
into account at time of motion planning [10]. To handle this issue, we propose
safe real-time planning approach in constrained environments while considering
the hybrid nature of the system’s dynamics. The proposed approach is introduced
in the next section. It utilizes the ideas in Chapter 4.
5.1 Motion planning
This section formulates an optimization problem whose solution defines a ref-
erence trajectory while considering both dynamical and geometric constraints of
the game. In particular, we are interested in solving the following optimization
problem using a predictive hybrid control scheme [1].
Problem 5.1.1. Given T ≥ 0 and J ∈ N defining a prediction horizon, terminal
cost V , unsafe set χu, stage costs Lc and Ld to describe stage cost related to the
continuous and discrete dynamics respectively, find a hybrid arc x? and a hybrid
input u? with compact hybrid time domain dom x? = dom u? minimizing
J (x?, u?) :=
min{J,Jx?−1}∑
j=0
∫ min{tj ,Tx?}
tj+1
Lc(x(t, j), u(t, j)) (5.2)
min{J,Jx?−1}∑
j=0
Ld(x(tj, j), u(tj, j))dt+ V (x(T,J))
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subject to the constraints

x?(t, j) /∈ χu ∀(t, j) ∈ dom(x, u)
x˙ = F (x, ud) (x, uc) ∈ C
x+ = G(x, ud) (x, ud) ∈ D,
where (Tx? , Jx?) = sup dom x?. The function Lc is the stage cost along flow
dynamics and is function defined on the flow set C. The function Ld is a function
defined in the jump set D that determines the cost of jumps. The function V
denotes the terminal cost. The functional J in (5.2) combines the flow and jump
costs along with the terminal constraint.
We utilize a Model Based Predictive Control (MPC) scheme for hybrid dy-
namical systems (H) to obtain solutions given as sequences of inputs. That is, we
predict sequences of points x0, x1, . . . , xN ∈ Rn according to the system dynamics
in (2.3) and possible inputs and select the sequence with the least cost. This is
done by solving Problem 5.1.1 for a given prediction horizon (N) to obtain the
optimal input sequence (u?) and applying it for the duration of the control horizon
(M). The terminal state obtained after applying u? for M time steps will then
be used as the initial condition for the next horizons and the process is repeated.
The algorithm computing the optimal input sequence is outlined below.
Algorithm 4: MPC(x0)
1 while x0 /∈ xF do
2 solve Problem 5.1.1
3 while i ≤M do
4 x(ti, ji) = Hui with initial condition x(t, j)
5 i = i+ 1
6 end
7 x0state after control horizon M
8 end
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In conventional MPC, the existence of solution often depends on the initial
input guess. Indeed, the solution to the hybrid system, which is solved in MPC
will critically depend on the initial input guess. To illustrate this, consider the
reachability set presented in Figure 4.1(e). For a choice of initial guess ud = 1
(flapping), there exist no solution. However, for the "right" initial guess there is
nonunique solution that leads the bird trajectory away from obstacle for a specified
time horizon and initial condition.
Example 2. Suppose our goal is to produce the smoothest safe solution. In this
case, one would like to minimize the amount of state transition (push buttons) in
the game. We follow the general formulation stated in (5.2) and set Lc = 0 while
defining Ld ∈ {0, 1} to indicate if a jump happens at time tj ∈ [0, T ]. That is, the
function Ld = J(T ), where J(T ) is the maximal amount of jumps in the interval
t ∈ [0, T ] for a given solution. We are interested in designing a control law ud that
complies with (3.1) while guarantying minimal cost J .
We utilize the MPC based approach stated in Algorithm 4. In this approach
a dynamical system model is used to predict the system behavior with respect to
time so as to generate an optimal sequence of control inputs for a given time hori-
zon (M). More specifically, we use this method to generate a sequence of control
(pressed or not pressed) that minimize the objective function, that is, to minimize
the amount of push buttons. At a given time t ∈ [0, T ], we solve the optimization
problem in (5.2) over a given prediction horizon, N , and apply the obtained input
sequence for the amount of the control horizon M . In this optimization scheme,
it is necessary to note the prediction at tk+1 depends on the current state variable
and the applied input at time tk. Moreover, to guarantee feasibility, one has to
tune M , N , and the sampling time. For example, a small value of sampling time
will result in a more transient response with cost of computation time. Similarly
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for a fixed N , a smaller M result in a conservative input that maximize the safety
criteria, however slower output response since prediction has to be done more
frequently.
Due to the hybrid behavior of the system, one need to consider a hybrid-time
prediction horizon in order to avoid ’infinite loop’ that arise when the optimal
solution is zeno1.
ξ1
ξ2
Figure 5.1: Nonuniqness of solutions for Flappy Bird gamevariants with different
jump-time, j(t), and total number of jumps, J . The result shown in this simulation
uses a receding horizon of 10 time steps and control horizon of 7.
Numerical experiments were carried out to shown and analyze solution for
the developed strategy of motion planning. In order to guarantee the existence of
solution for MPC problem, a careful initial condition selection is necessary. For ex-
ample, for the hybrid model of (3.1), an initial condition pertaining to the variable
1Zeno solutions are complete solutions defined on finite continuous-time domain[8].
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Figure 5.2: Optimal trajectory that minimize the number of jumps required to
travel through the game space while abiding by the system constraints.
q could lead to no solution. That is, the initial condition could trap the character
outside reachsafeHT,J(χo). Therefore, we utilize Algorithm 4 in Section 4.2 to com-
pute the appropriate initial condition (for part of the state variable) that results
in optimal solution. Moreover, we utilize the results obtained in Algorithm 1, to
speed up MPC by constraining the search only inside reachsafeHT,J(χo) set.
In Figure 5.1 , trajectories satisfying dynamical and terminal constraints listed
in (5.2) are depicted. That is, trajectories reach the target point ξ1 = 9.7 and
ξ2 ∈ [0, 5] with minimal state transition are shown.

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Chapter 6
Conclusion
In this thesis, we proposed a framework for game design and quantitative
analysis in order to guarantee the best compromise between the difficulty of the
game and fun and excitement acquired. After noticing the fact that the complexity
of the game character’s dynamics as well as the game environment make the
design process increasingly complicated and time consuming, as opposed to the
traditional iterative processes to manually tune the game model parameters, we
proposed a mathematical framework that interpret (model) the game evolution
with respect to time in terms of mathematical equations (differential and difference
inclusions). The resulting models belong to the general class of hybrid dynamical
systems. We then formulated the game objectives in terms of the solutions to
the obtained hybrid system model. More specifically, we used the reachability,
feasibility and optimality concepts to guarantee the playability of the game as
well as to quantify the difficulty of the game level.
Our approach is generic and covers different types of games with a different
level of complexity. Furthermore, an automatic design process preserving the
specified difficulty level can be achieved using the proposed tools.
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6.1 Perspectives and future works
As a perspective to our work, we propose the following challenging problems:
• Testing the effectiveness of the proposed study on various games in both 2d
and 3d.
• Analysis of the computational burden.
• Investigation of more elaborated and efficient approaches to estimate reach-
able sets with less computational burden.
• Proposing new metrics that accurately evaluate the difficulty of the game
with respect to it’s different parameters (obstacles, character speed, etc).
• Embedding automatic-design procedure according to the proposed metrics.
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Appendix A
FlappyBird Reachability and
Feasibility Simulator
This repository in 1 contains a matlab code to test various analytically methods
introduced in this paper. In particular, the code presented allows to define a given
initial condition (in the case of reachability and optimality analysis) and target
location (in the case of feasibility analysis).
A.1 How to Simulate
• Clone this repository mentioned above to your computer. Though analysis
on the thesis are performed using MATLAB 2017b, we assume any other
newer version will also be compatible (given dependencies will be main-
tained)
• Add path the downoaded directory to your working directory (i,e, addpath(’<path-
to-directory>/GUI’) on the MATLAB command line)
1https://github.com/yzeleke/Thesis.git
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• Run the following:
– For feasibility analysis run feasibilitySet (’goal’,arg1,’obstacle-setup’,arg2,’sub-
horizon’,arg3,’points’,arg4,’χF ’,arg5) where. argi stands for the respec-
tive arguments for given parameters., obstacle-setup is the obstacle
configuration index chosen to simulate, sub-horizon describe the sub-
horizon time step, while χF describe the target point we are interested
in solving the feasibility problem.
For example, feasibilitySet(’goal’,2.6,’obstacle-setup’,12,’horizon’,5,’points’,5,’χF ’,2)
plots all feasible sets starting from χF backward-in-time
– Similarly for reachability analysis, run reachableset (’goal’,arg1,’obstacle-
setup’,arg2,’horizon’,arg3,’points’,arg4,’x0’,arg5).
44
Bibliography
[1] Berk Altın, Pegah Ojaghi, and Ricardo G Sanfelice. A model predic-
tive control framework for hybrid dynamical systems. IFAC-PapersOnLine,
51(20):128–133, 2018.
[2] Rajeev Alur, Costas Courcoubetis, Thomas A Henzinger, and Pei-Hsin Ho.
Hybrid automata: An algorithmic approach to the specification and verifica-
tion of hybrid systems. In Hybrid systems, pages 209–229. Springer, 1993.
[3] J-P Aubin, John Lygeros, Marc Quincampoix, Shankar Sastry, and Nico-
las Seube. Impulse differential inclusions: A viability approach to hybrid
systems. IEEE Transactions on Automatic Control, 47(1):2–20, 2002.
[4] Alberto Bemporad and Manfred Morari. Verification of hybrid systems via
mathematical programming. In International Workshop on Hybrid Systems:
Computation and Control, pages 31–45. Springer, 1999.
[5] Randal E Bryant. Graph-based algorithms for boolean function manipula-
tion. Computers, IEEE Transactions on, 100(8):677–691, 1986.
[6] R. Goebel, R. G. Sanfelice, and A.R. Teel. Hybrid dynamical systems. IEEE
Control Systems Magazine, 29(2):28–93, April 2009.
[7] Rafal Goebel, Ricardo G Sanfelice, and Andrew R Teel. Hybrid dynamical
systems. IEEE Control Systems, 29(2):28–93, 2009.
[8] Rafal Goebel, Ricardo G Sanfelice, and Andrew R Teel. Hybrid Dynamical
Systems: modeling, stability, and robustness. Princeton University Press,
2012.
[9] John Lygeros, Karl Henrik Johansson, Slobodan N Simic, Jun Zhang, and
Shankar S Sastry. Dynamical properties of hybrid automata. IEEE Trans-
actions on automatic control, 48(1):2–17, 2003.
[10] Tim Mercy, Wannes Van Loock, and Goele Pipeleers. Real-time motion
planning in the presence of moving obstacles. In Control Conference (ECC),
2016 European, pages 1586–1591. IEEE, 2016.
45
[11] Anthony N Michel and Bo Hu. Towards a stability theory of general hybrid
dynamical systems. Automatica, 35(3):371–384, 1999.
[12] Ian M Mitchell, Alexandre M Bayen, and Claire J Tomlin. A time-dependent
hamilton-jacobi formulation of reachable sets for continuous dynamic games.
IEEE Transactions on automatic control, 50(7):947–957, 2005.
[13] Stephen Prajna. Optimization-based methods for nonlinear and hybrid sys-
tems verification. PhD thesis, California Institute of Technology, 2005.
[14] Ricardo Sanfelice, David Copp, and Pablo Nanez. A toolbox for simulation
of hybrid systems in matlab/simulink: Hybrid equations (hyeq) toolbox. In
Proceedings of the 16th international conference on Hybrid systems: compu-
tation and control, pages 101–106. ACM, 2013.
[15] Ricardo G Sanfelice, Michael J Messina, S Emre Tuna, and Andrew R Teel.
Robust hybrid controllers for continuous-time systems with applications to
obstacle avoidance and regulation to disconnected set of points. In American
Control Conference, 2006, pages 6–pp. IEEE, 2006.
[16] Gillian Smith, Mee Cha, and Jim Whitehead. A framework for analysis of 2d
platformer levels. In Proceedings of the 2008 ACM SIGGRAPH symposium
on Video games, pages 75–80. ACM, 2008.
[17] Gillian Smith, Jim Whitehead, and Michael Mateas. Tanagra: Reactive plan-
ning and constraint solving for mixed-initiative level design. IEEE Transac-
tions on Computational Intelligence and AI in Games, 3(3):201–215, 2011.
[18] L Tavermini. Differential automata and their discrete simulations. Non-
Linear Analysis, 11(6):665–683, 1987.
[19] Julian Togelius and Jurgen Schmidhuber. An experiment in automatic game
design. In Computational Intelligence and Games, 2008. CIG’08. IEEE Sym-
posium On, pages 111–118. IEEE, 2008.
[20] Claire J Tomlin, Ian Mitchell, Alexandre M Bayen, and Meeko Oishi. Com-
putational techniques for the verification of hybrid systems. Proceedings of
the IEEE, 91(7):986–1001, 2003.
[21] Arjan J Van Der Schaft and Johannes Maria Schumacher. An introduction
to hybrid dynamical systems, volume 251. Springer London, 2000.
[22] Georgios N Yannakakis and John Hallam. Towards capturing and enhanc-
ing entertainment in computer games. In Hellenic Conference on Artificial
Intelligence, pages 432–442. Springer, 2006.
46
