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ABSTRACT
Word embeddings capture semantic and syntactic similarities
of words, represented as vectors. Word2Vec is a popular
implementation of word embeddings; it takes as input a large
corpus of text and learns a model that maps unique words
in that corpus to other contextually relevant words. After
training, Word2Vec’s internal vector representation of words
in the corpus map unique words to a vector space, which are
then used in many downstream tasks.
Training these models requires significant computational re-
sources (training time often measured in days) and is difficult
to parallelize. Most word embedding training uses stochastic
gradient descent (SGD), an “inherently” sequential algorithm
where at each step, the processing of the current example de-
pends on the parameters learned from the previous examples.
Prior approaches to parallelizing SGD do not honor these
dependencies and thus potentially suffer poor convergence.
This paper introduces GraphWord2Vec, a distributedWord-
2Vec algorithm which formulates the Word2Vec training
process as a distributed graph problem and thus leverage
state-of-the-art distributed graph analytics frameworks such
as D-Galois and Gemini that scale to large distributed clus-
ters. GraphWord2Vec also demonstrates how to use model
combiners to honor data dependencies in SGD and thus scale
without giving up convergence. We will show that Graph-
Word2Vec has linear scalability up to 32 machines converging
as fast as a sequential run in terms of epochs, thus reducing
training time by 14×.
KEYWORDS
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1 INTRODUCTION
Word embeddings are commonly used in natural language
processing tasks. Unique words in a corpus are each repre-
sented by a real-valued vector such that semantically simi-
lar words are mapped to nearby points in the vector space.
Word2Vec [16, 17] is a popular algorithm for learning context-
independent word embeddings and has many applications [16]
in natural language processing. Follow-on work extends the
ideas of embedding input into a vector-space to biological
sequences[14], program code[2], and online social networks[22].
Many of these applications require substantial computa-
tional resources to train over their large datasets. For example,
some of this paper’s datasets take days to train with existing
methods. Stochastic gradient descent (SGD) is a popular
algorithm for training word embedding models. SGD is a
simple algorithm with few hyper-parameters and its conver-
gence rates are well understood both theoretically[5] and
empirically[4].
However, SGD is an “inherently” sequential algorithm that
is difficult to parallelize in practice. SGD iteratively processes
examples from its input wherein the processing of the cur-
rent example depends on the parameters learned from prior
examples. Prior work for parallelizing SGD do not honor this
inter-step dependence as they learn local models per com-
pute context and then combine these models in ways that do
not honor this inter-step dependence. For example, DistBe-
lief employed racy updates to a global parameter server[9]
wherein each distributed worker learns a local model from
potentially stale parameters before sending communicating
that update to the parameter server. Other techniques, like
ALLREDUCE[1], use a bulk-synchronous style combination
of gradients that either sums all of the gradients, or computes
a mean. As we will show in Section 3, the former takes overly
aggressive steps and often diverges while the latter, as the
number of worker machines computing gradients grows, ap-
proaches batch gradient descent instead of stochastic gradient
descent and is thus significantly slower to converge.
This paper introduces GraphWord2Vec, a distributedWord-
2Vec implementation that scales to many machines and pro-
vides better convergence properties than prior work. The
paper makes the key contributions:
∙ We demonstrate how to bridge the gap between graph
computation frameworks like D-Galois[8] and Gemini[31]
and matching learning training. The direct benefit be-
ing we can leverage the ease of programming and signif-
icant performance and scalability of these frameworks.
∙ We use model combiners, a novel way to combine gra-
dients of the Skip-Gram during the distributed exe-
cution which allows the model to scale perfectly with
the number of machines without compromising the
final accuracy of the model. In contrast, existing bulk-
synchronous approaches to combine gradients based on
ALLREDUCE either do not converge or do so slowly.
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∙ The model combiner in this paper enables communi-
cation among the hosts much less frequently which
reduces the total volume of communication. The fre-
quency of communication is a hyper parameter in
GraphWord2Vec and we analyze its effect on the train-
ing time and model accuracy.
We evaluate GraphWord2Vec on a cluster of up to 32 ma-
chines on 3 different datasets. We compare GraphWord2Vec
training time and accuracy with the state-of-the-art shared-
memory implementations (Word2Vec C implementation [17]
and Gensim [24]) and show that GraphWord2Vec can reduce
the training time from 39 days to 2.9 hours on our largest
dataset of Wikipedia articles [26] with the target accuracy of
sequential SGD. The geo-mean speedup on our three datasets
is 14×.
2 BACKGROUND
2.1 Word2Vec
One of the main contributions of this paper is to show that
Word2Vec family of machine learning algorithms can be
formulated as a graph application. We will explain this further
in this section. Out of all the models that have been proposed
for Word2Vec in the past, Continuous Bag of Words [16]
(CBOW) and Skip-Gram[17] (SG) are known to give the best
accuracies. In particular, Skip-Gram model with negative
sampling of most frequent words has been shown to reduce the
computation cost without compromising the model accuracy.
Therefore, we will primarily focus on SG model although the
ideas introduced in this paper will work with other models
as well.
Figure 1 (left) shows SG model for Word2Vec. SG makes a
pass over the training data to build a vocabulary, i.e, to find
all the unique words as well as their frequency of occurrence
in the training data and assign a unique identifier to each
word. In our example, we have total of 11 words with 10
unique among them as word "the" occurs twice. In the second
pass over the training data, SG picks the sentences from the
training data based on the sentence length specified as one
of the model parameters. Within that sentence, it picks each
word (such as "fox" in Figure 1) and uses the sliding window
to find the words which appear close to this chosen word.
These are the positive correlations among words as shown
in green colored arrows with label 1 in Figure 1. The size of
the window is another important model parameter which can
effect computation cost as well as the accuracies as studied
in [17]. SG also picks the negatively correlated words or the
words that are far away from each other and assign them 0
as label as shown by red colored arrows in Figure [17].
All the unique words in the training data (or vocabulary)
can be represented as the nodes in a graph, as shown in
Figure 1 (right) and then the relationships among the nodes
(both positive with label 1 and negative with label 0) are the
edges among these nodes. The matrix in Figure 1 (bottom)
represents the adjacency matrix of this graph.
A Word2Vec model is expressed by two vectors of same size
for each word: an embedding vector 𝑒 and a training vector 𝑡,
as shown in Figure 1 (bottom). For each pair of words such as
“(fox,jump)”, Word2Vec computes the following inner product
𝑒𝑇fox · 𝑡jump to predict the relation between the two words. In
the next section, we demonstrate how SGD updates these
vectors iteratively during the training of a Word2Vec model.
2.2 Loss Functions and Stochastic Gradient
Descent
Supervised machine learning is the task of taking a set of
training examples, where each example is a set of features
and label, and producing a model that predicts the label for
new examples. Word2Vec has the nice property that it does
not need human annotated labels.
Consider Figure 1: “(fox,jump)” is a single training example
where the features are the two words and the label is 1 as
the two words are related by their proximity in the sentence.
In contrast, “(fox,lazy)” is another training example with a
label 0 denoting that “lazy” is not near “fox”.
We express the training task of a machine learning model
as a set of multivariable loss functions 𝐿𝑖𝑤 : IR𝑛 → IR
where each 𝐿𝑖 corresponds to the training example 𝑖 and
𝑤 is the model. The output of 𝐿𝑖𝑤 is a positive value that
correlates the prediction of the model 𝑤 to the label of
example 𝑖. Perfect prediction has a loss of 0. The ultimate
goal is to find 𝑤 that minimizes the loss function across all
examples: argmin𝑤 : 𝑖 𝐿𝑖𝑤. In the case Word2Vec , the loss
function for a related pair of words such as “(fox,jump)” is:
− log𝜎𝑒𝑇fox · 𝑡jump and for a non-related pair words such as
“(fox,lazy)” is: − log1 − 𝜎𝑒𝑇fox · 𝑡lazy where 𝜎𝑥 : IR → IR is
the sigmoid function which is a monotonic function between
0 and 1 with 𝜎−∞ = 0 and 𝜎∞ = 1. As it can be seen, the
loss functions penalizes more for incorrect prediction of the
Word2Vec model.
Stochastic Gradient Descent (SGD) [4] is a popular and
common algorithm for machine learning training. The model
is initially set to a random guess 𝑤0 and at iteration 𝑖,
𝑤𝑖 := 𝑤𝑖−1 − 𝛼 · 𝜕𝐿𝑖𝜕𝑤 |𝑤𝑖−1
where 𝛼 is the learning rate given by the user as a hyper
parameter and 𝜕𝐿𝑖𝜕𝑤 is the gradient of 𝐿𝑖 at 𝑤𝑖−1 in which
loss function 𝐿𝑖 decays the fastest. If we expand the 𝐿1 loss
function after applying the SGD update rule by using the
Taylor expansion approximation, we have:
𝐿1𝑤𝑖 = 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔 ≈ 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔𝑇1 · 𝐿1𝑤
= 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔𝑇1 · 𝑔1
= 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔𝑇1 · 𝑔1
= 𝐿1𝑤𝑖−1 − 𝛼 · ‖𝑔1‖2
(1)
As it is clear from the above equation moving in the direction
of gradient reduces the loss. Also note that the learning rate,
𝛼, is a delicate hyper parameter in this formula, a small 𝛼
decays the loss insignificantly and for large 𝛼, the Taylor
expansion approximation breaks and the model diverges.
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Figure 1: Representing word2vec Skip-Gram model as a graph.
SGD finishes an epoch by processing all examples once.
Training is complete when the model reaches a desired loss
or evaluation accuracy.
There are many tricks that people use to make SGD con-
verge in practice. For example, it is common to randomize the
data each epoch. Furthermore, data scientists often decay the
learning rate according to a schedule (i.e., half the learning
rate at epoch 10). Finding a good learning rate and schedule
is more of an art than science and takes considerable time,
in practice.
2.3 Parallel SGD
SGD due to its iterative dependences between parameters is
an inherently sequential algorithm. A well-known technique
to exploit parallelism is by using a largemini-batch [6] wherein
during each iteration, instead of computing gradient for one
training example, the gradient is computed for a 𝑛 training
examples in parallel. The model is then updated by computing
the average gradient over these 𝑛 examples. If 𝑛 is 1 then there
is no parallelism but at the end of an epoch, the algorithm
will have made many updates to the model. Conversely, if 𝑛
is equal to the number of examples in a single epoch, then
there is lots of parallelism, however, the model parameters are
updated just once in that epoch. The latter case converges
much slower than the former[5].
There is a balance between the amount of parallelism and
convergence rate by using this method and as we will show
in Section 5 it does not scale well too many hosts.
Another well-known SGD parallelization technique is Hog-
wild! [23] which is designed for shared-memory systems. In
Hogwild! multiple threads compute gradients for different
training examples and they update the model parameters
in a race fashion. Surprisingly, this approach works well on
a shared-memory system specially when the gradients are
sparse. We incorporated this method for parallelizing within
a node.
2.4 Graph Analytics
In typical graph analytics applications, each node has one
or more labels and each edge has zero or more labels. The
3
labels are initialized at the start of the computation and
updated during the execution of the algorithm until a global
quiescence condition is reached. For example, in the single
source shortest path (sssp) application, each node 𝑣 has a
label 𝑙𝑣 to denote its distance from a source node and each
edge 𝑢, 𝑣 has a constant weight 𝑤𝑢, 𝑣. The label is initialized
to 0 for the source node and ∞ for the rest. The labels are
updated by iteratively applying an operator computation rule
to the nodes or edges in the graph. For sssp, the operator
is the relaxation operator for a node 𝑢 that updates the
label of a neighbor 𝑣 to the value 𝑙𝑢 + 𝑤𝑢, 𝑣, if this value
is smaller than the current 𝑙𝑣. In data-driven algorithms, a
worklist maintains the active nodes where the operator must
be applied and the algorithm terminates when the worklist
is empty. For example, in Delta-stepping sssp, the worklist
is initialized to contain the source node and runs until the
worklist is empty. In contrast, in topology-driven algorithms,
the operator is applied to all the nodes in the graph in rounds
and the algorithm terminates when no labels are updated in
a given round. An example is the Bellman-Ford algorithm
for sssp.
To execute graph applications in distributed-memory, the
graph is first partitioned [12] among the hosts. The edges
are partitioned and for each edge on a host, proxies are
created for its endpoints. As a consequence of this design, a
node might have proxies (or replicas) on many hosts. One
of these proxies is chosen as the master proxy and the other
proxies are known as mirror proxies. The master proxy is
responsible for holding the canonical value of the node. There
are several heuristics or policies [10] for partitioning the edges
and choosing the master proxy for nodes.
Most distributed graph analytics systems [8, 11, 31] use
bulk-synchronous parallel (BSP) execution. Execution is done
in rounds and each round performs computation followed by
bulk-synchronous communication. In the computation phase,
every host applies the operator to nodes in its own partition
and updates the labels of proxies in its own partition. Thus,
different proxies of the same node might have different values.
Every host then participates in a global communication phase
to synchronize the labels of all proxies. Different proxies of the
same node are reconciled by applying a reduction operator,
which depends on the algorithm being executed. For example,
sssp used a minimum operator for reduction.
In our paper, we use the state-of-the-art distributed graph
analytics framework, D-Galois [8]. D-Galois uses the Ga-
lois [19] computation engine and Gluon [8] communication
substrate. Both Galois and Gluon make it easier to write
distributed graph applications. Galois provides a library and
runtime for parallel constructs and data structures. The ap-
plication uses these to specify the operator. Gluon abstracts
the partitioning and communication, so the applications only
needs to specify the point in the program at which to bulk-
synchronize, the label to synchronize, and the reduction
operator to use during synchronization. The labels of all
nodes may not be updated in every bulk-synchronous round
and Gluon includes communication optimizations to exploit
the sparsity in the updates.
As we show in this paper, D-Galois makes it simple to
encode embedding style ML algorithms. The programmer
need only describe their operator and reduction algorithm
and Gluon manages communication across nodes efficiently
for her.
3 A BETTER WAY TO COMBINE
GRADIENTS
Section 2 discussed how in mini-batch approach gradients
from multiple training examples are computed in parallel
and they are reduced to a single vector by averaging. This
paper proposes a new method to efficiently combine gradients.
The key insight is as follows: any method for combining
gradients should (1) decrease the loss and (2) avoid taking
too large a step and diverging. If gradients are orthogonal,
then we can add them together because they change the
model independently and satisfy both 1 and 2. Likewise, if
they are the same vector, we can average them and satisfy 1
and 2. The rest of this section discuses what to do when two
gradients are in between.
For the sake of the following argument, assume that the
learning rate, 𝛼, given by the user is large enough such that
sequential SGD converges fast and anything larger causes
training to diverge.
Figure 2(a) and (b) shows the two extreme scenarios for 𝑔1
and 𝑔2, two independently computed gradients. In Figure2(a),
𝑔1 and 𝑔2 are almost parallel and in the same direction. In
this case, 𝑔 = 𝑔1+𝑔2 is approximately 2 ·𝑔1. If vector 𝑔 is used
in the SGD update rule, 𝑤𝑖 := 𝑤𝑖−1 −𝛼 · 𝑔 ≈ 𝑤𝑖−1 − 2𝛼 · 𝑔1,
the model may diverge. The reason is that 𝑔1 and 𝑔2 are
almost in the same direction and using 𝑔 in the update
rule practically makes the learning rate 2x larger which,
based on assumption, diverges. Therefore, averaging 𝑔1+𝑔22
is the appropriate reduction method. If 𝑔2 was computed
sequentially after applying 𝑔1, the magnitude of 𝑔2 would
have smaller since we already had moved in the 𝑔1 direction.
Consider Figure 2(b), where 𝑔1 and 𝑔2 are orthogonal to
each other (𝑔𝑇1 · 𝑔2 = 0) and assume they are computed from
loss functions 𝐿1 and 𝐿2, respectively. If SGD uses 𝑔 = 𝑔1+𝑔2
in the update rule, 𝑤𝑖 := 𝑤𝑖−1 − 𝛼 · 𝑔, the loss values are
similar to Equation 1 as follows:
𝐿1𝑤𝑖 = 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔 ≈ 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔𝑇 · 𝐿1𝑤
= 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔1 + 𝑔2𝑇 · 𝑔1
= 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔𝑇1 · 𝑔1
= 𝐿1𝑤𝑖−1 − 𝛼 · ‖𝑔1‖2
≈ 𝐿1𝑤𝑖−1 − 𝛼 · 𝑔1
(2)
Where the last equation comes from Equation 1. Similarly we
can conclude that 𝐿2𝑤𝑖 ≈ 𝐿2𝑤𝑖−1−𝛼 ·𝑔2. Since we assumed
that 𝛼 was chosen properly for the sequential algorithm, using
𝑔 = 𝑔1 + 𝑔2 in the SGD update rule is ideal.
Intuitively, scenario (a) is very common at the beginning of
the training as the model starts with a random initialization
4
g1
g2 g1+g2
(a) Parallel
g1
g2 g1
+g2
(b) Orthogonal g1
g 2g'2 g 1+
g' 2
(c) Grad projection
Figure 2: Grad combination in different scenarios.
and all training examples’ gradients have the same general
gradient direction. However, this changes quickly as the model
is trained and the gradients fall in the category of scenario
(b).
This leads us to scenario (c) in Figure 2 where the gradients
𝑔1 and 𝑔2 are between parallel and orthogonal. In such a case,
we project one of the gradients (in the Figure, 𝑔2), to the
orthogonal space of 𝑔1 (the blue vector 𝑔′2). Mathematically,
𝑔′2 = 𝑔2− 𝑔
𝑇
1 ·𝑔2
‖𝑔1‖2 ·𝑔1 and we use 𝑔 = 𝑔
′
2+𝑔1 in the SGD update
rule.
To reason about 𝑔, we define the following: for a given loss
function 𝐿, updating a model 𝑤 with vector ℎ in (𝑤 − 𝛼ℎ)
is valid if (1) 𝐿𝑤 − 𝛼ℎ ≤ 𝐿𝑤 and (2) ‖ℎ‖ ≤
⃦⃦
𝜕𝐿
𝜕𝑤
⃦⃦
. The
first assumption is to make sure that the loss decays and
the second assumption is to avoid divergence. Let’s assume
that 𝑔𝑇1 · 𝑔2 = ‖𝑔1‖ · ‖𝑔2‖ · cos 𝜃 where 𝜃 is the angle between
𝑔1 and 𝑔2. We claim that 𝑔′2 is a valid direction w.r.t. loss
function 𝐿2.
To prove (1), we use the Taylor expansion:
𝐿2𝑤 − 𝛼𝑔′2 ≈ 𝐿2𝑤 − 𝛼𝑔′𝑇2 · 𝑔2
= 𝐿2𝑤 − 𝛼
(︀
𝑔2 − 𝑔
𝑇
1 · 𝑔2
‖𝑔1‖2
· 𝑔1
)︀𝑇 · 𝑔2
= 𝐿2𝑤 − 𝛼
(︀
‖𝑔2‖2 − 𝑔
𝑇
1 · 𝑔22
‖𝑔1‖2
)︀
= 𝐿2𝑤 − 𝛼‖𝑔2‖2 − ‖𝑔2‖2 cos2 𝜃
(3)
and since cos2 𝜃 ≤ 1, ‖𝑔2‖2 − ‖𝑔2‖2 cos2 𝜃 ≥ 0 which proves
that 𝐿2𝑤 − 𝛼𝑔′2 ≤ 𝐿2𝑤.
To prove (2) we compute the squared norm of 𝑔′2 as:⃦⃦
𝑔′2
⃦⃦2
=
(︀
𝑔2 − 𝑔
𝑇
1 · 𝑔2
‖𝑔1‖2
· 𝑔1
)︀𝑇 · (︀𝑔2 − 𝑔𝑇1 · 𝑔2‖𝑔1‖2 · 𝑔1)︀
= ‖𝑔2‖2 − 2 · 𝑔
𝑇
1 · 𝑔22
‖𝑔1‖2
+
𝑔𝑇1 · 𝑔22
‖𝑔1‖4
· ‖𝑔1‖2
= ‖𝑔2‖2 − 2 · 𝑔
𝑇
1 · 𝑔22
‖𝑔1‖2
+
𝑔𝑇1 · 𝑔22
‖𝑔1‖2
= ‖𝑔2‖2 − ·𝑔
𝑇
1 · 𝑔22
‖𝑔1‖2
= ‖𝑔2‖2 − ‖𝑔2‖2 cos2 𝜃
(4)
and again, since cos2 𝜃 ≤ 1, the above equation proves that⃦⃦
𝑔′2
⃦⃦2 ≤ ‖𝑔2‖2 and consequently, ⃦⃦𝑔′2⃦⃦ ≤ ‖𝑔2‖.
Algorithm 1 Execution on each distributed host of Graph-
Word2Vec.
1: procedure GraphWord2Vec(Corpus 𝐶, Num. of epochs 𝑅,
Num. of sync round 𝑆, Learning rate 𝛼)
2: Let ℎ be the host ID
3: Stream 𝐶 from disk to build vocabulary 𝑉
4: Read partition ℎ of 𝐶 to build worklist 𝑊𝐿
5: Build graph 𝐺 from 𝑉
6: for epoch 𝑟 from 1 to 𝑅 do
7: for sync round 𝑠 from 1 to 𝑆 do
8: Let 𝑊𝐿𝑠 be partition 𝑠 of 𝑊𝐿
9: Compute(𝑊𝐿𝑠, 𝛼, 𝐺) ◁ Updates 𝐺
10: Synchronize(𝐺)
11: Decay 𝛼 using 𝑟
Suppose SGD sequentially applied the update rule with a
valid direction 𝑔′2 first, 𝑤1 = 𝑤0 − 𝛼 · 𝑔′2 and then computed
the gradient of 𝐿1 at 𝑤1. Using the second order of the Taylor
expansion:
𝜕𝐿1
𝜕𝑤
|𝑤1 ≈
𝜕𝐿1
𝜕𝑤
|𝑤0 +
𝜕2𝐿1
𝜕𝑤2
· 𝑤1 − 𝑤0
= 𝑔1 +
𝜕2𝐿1
𝜕𝑤2
· −𝛼𝑔′2
(5)
Like Zheng et al[29], we estimate 𝜕
2𝐿1
𝜕𝑤2
= 𝑐 · 𝑔1 · 𝑔𝑇1 where 𝑐
is some scalar. Luckily, since 𝑔′2 is orthogonal to 𝑔1, 𝜕
2𝐿1
𝜕𝑤2
·
−𝛼𝑔′2 ≈ 0 which means that 𝜕𝐿1𝜕𝑤 |𝑤1 ≈ 𝑔1. Therefore, by
applying SGD update rule w.r.t. 𝐿2 loss function:
𝑤2 = 𝑤1 − 𝛼𝜕𝐿1𝜕𝑤 |𝑤1 ≈ 𝑤1 − 𝛼𝑔1 = 𝑤0 − 𝛼𝑔
′
2 + 𝑔1
= 𝑤0 − 𝛼𝑔
(6)
Therefore, our approach is equivalent to a sequential exe-
cution of SGD [15] with the exception that for the 𝐿2 loss
function, the loss value was not decayed as much as the se-
quential execution. This is the algorithmic overhead that our
approach has but in our experience, the gradients become
orthogonal to each other as the training gets closer to the
minima. Note that the 2 dimensions in this Section was used
to demonstrate our approach and in reality, there are millions
of dimensions for a model especially a Word2Vec model. Also,
this reduction approach can be easily extended to multiple
gradients by applying induction.
4 DISTRIBUTED WORD2VEC USING
D-GALOIS
In this section, we first present an overview of our distributed
Word2Vec. We then describe the different phases in our
approach in more detail and describe the communication
optimizations.
4.1 Overview of GraphWord2Vec
Algorithm 1 gives a brief overview of GraphWord2Vec ex-
ecution. The first step is to construct the vocabulary—or
unique words—from the raw training data corpus. Because
the training corpus may not fit in the memory of a single
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host, we stream it from disk to construct the vocabulary. In
Section 4.4, we describe a way to handle models that do not
fit in the memory of a host. In the rest of this section, we
assume that the vocabulary or model size is small enough to
fit in the memory of a single host (even our largest dataset
needs only around ∼4GB for the vocabulary).
The training corpus file is partitioned (logically) into
roughly equal contiguous chunks among hosts. All hosts
read their own contiguous chunk or partition in parallel. The
words in a partition of the training corpus constitute the
worklist that this host is responsible for computing Word2Vec
on. The graph is then constructed using the vocabulary and
the worklist.
The hyper-parameters of GraphWord2Vec include those
in Word2Vec, such as number of epochs and learning rate.
In addition, for distributed execution, we introduce a new
parameter for controlling the number of synchronization
rounds—or time between communication—within an epoch.
In each epoch, the worklist on each host is partitioned into
roughly equal contiguous chunks. In each synchronization
round, every host applies the Word2Vec operator for all nodes
in that round’s chunk or partition of the worklist. The oper-
ator updates the graph directly. Then, all hosts participate
in a bulk-synchronization communication to synchronize the
graph. Each host then moves to the next round. After all
rounds are finished, the learning rate is decayed before moving
to the next epoch, as in Word2Vec.
We implement Algorithm 1 in D-Galois [8], the state-of-the-
art distributed graph analytics framework. The Word2Vec
computation is implemented using the Galois shared-memory
library. Galois provides efficient, concurrent data structures
like worklists, so it is quite straightforward to implement
Word2Vec. We next describe, in more detail, how we construct
the graph from the training corpus and synchronize it using
Gluon.
4.2 Graph and Worklist Construction
The unique words in the vocabulary or model form the nodes
of our in-memory graph representation. We use a hash func-
tion (same on all hosts) to map a word (string) in the vocabu-
lary to a unique hash value or node ID. As mentioned earlier,
all hosts make one pass over the training corpus in parallel to
construct the nodes of the graph. During this, they also count
of the frequency of occurrence of each word. The frequency of
the words are later used for sub-sampling in the Skip-Gram
model to remove the frequent words, which is shown to im-
prove the accuracy [17]. We follow prior work here. Each
node in the graph has 2 labels: (1) embedding vector for the
first (or hidden) layer of the model and (2) training vector
for the second (or output) layer of the model. The size of
both the vectors is same and it is a model parameter.
A partition of the training corpus is read on each host.
Words in the training corpus are mapped to their hash values
and stored in the worklist to be processed later during the
computation.
n
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Figure 3: Synchronization Model of Parameter Server.
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Figure 4: Synchronization Model of GraphWord2Vec.
We do not explicitly construct the edges of the graph.
Word2Vec generates edges on-the-fly using the worklist (words
in the training corpus) in every epoch. The edges generated
in one epoch could be different from that in another (as
they are generated based on random sampling). Instead of
constructing the edges used in an epoch or synchronization
round, we conservatively assume that an edge between any
pair of nodes can be generated on this host. Abstractly, the
graph is treated as a dense matrix and Gluon optimizes com-
munication when vertices are not touched in a particular
round. Thus, every host has a proxy for every node (we mod-
ified Gluon to customize the partitioning and enable this).
Consequently, each host stores the entire model, i.e., the
embedding and training vectors for all nodes in the graph.
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Figure 5: Synchronization during the distributed execution of Skip-Gram model in GraphWord2Vec.
4.3 Model Synchronization
Some prior work for distributed Word2Vec (and other ma-
chine learning algorithms) use a parameter server to syn-
chronize the model, as illustrated in Figure 3. One of the
hosts (say 𝑃1) is chosen as the parameter server. At the
beginning of a round (or a mini-batch), every host receives
the updated model from the parameter server. The host then
computes that round and sends the model updates to the
parameter server. GraphWord2Vec uses a different synchro-
nization model based on Gluon [8], as illustrated in Figure 4.
Abstractly, this can be viewed as a generalization of the pa-
rameter server model where each host acts as a parameter
server for a partition of the model.
Each node in the graph has a unique host on which its
master proxy exists and the other hosts would have its mirror
proxies. In Figure 4, 𝑃1 has the master proxies for the first
contiguous chunk or partition of the nodes, 𝑃2 has the master
proxies for the second partition of the nodes, and so on.
During synchronization in Gluon, the mirror proxies send
their updated value to the host containing the master, which
reduces it and broadcasts it to the hosts containing the
mirrors.
Figure 5 shows an example where proxies on two hosts need
to be synchronized after computation. Consider, the word
"fox" that is present on both hosts. It may have different values
for the embedding vectors on both hosts after computation.
The reduction operator determines how to synchronize these
values and this is a parameter to Gluon’s synchronization.
As described in Section 3, averaging or adding the two values
may delay the convergence, so we use our model combiner
function instead.
4.4 Communication Optimizations
Consider a naive way to synchronize the model using Gluon
in GraphWord2Vec (Figure 4). As the model is replicated
on all hosts anyway, in every bulk-synchronization, we can
send all the mirror proxies on each host to their respective
master hosts and then broadcast all the master proxies to
all the other hosts. This is similar to communication for
dense matrix codes, so can be mapped quite efficiently to
MPI collectives. However, in Word2Vec , not all nodes are
updated in every synchronization round. Consequently, a
naive communication (called RepModel-Naive) would result
in a lot of redundant communication during both reduce and
broadcast phases.
The advantage of Gluon is that it allows the user to specify
the updated values and it would transparently handle the
sparse communication that would entail. To do this, we
maintain a bit-vector that tracks the nodes that were updated
in this synchronization round. During synchronization, only
the updated mirror proxies are sent to their masters and
the masters broadcast their values to the other hosts only
if it was updated on any host in that round. This is the
optimized scheme (called RepModel-Opt) that we use in all
our evaluation. This avoids redundant communication during
the reduce phase. However, there is still some redundancy
during the broadcast phase because the update sent to a
mirror might not be accessed by the mirror in the next
round.
To avoid sending values to the mirrors that are not accessed,
we introduce an inspection phase at the beginning of each
synchronization round (between lines 7 and 8 in Algorithm 1)
to generate the edges and track the nodes that are accessed
in this round. We do not need to store the edges but this
is the abstract graph accessed in this round. We modified
Gluon to use a new graph in every round and reset the mirror
proxies based on this round. During synchronization, only
the mirror proxies updated in this round are sent to their
masters. However, during the broadcast phase, we cannot
only send the updated masters because the previous updates
might not have been sent to that host (it is very expensive
to track this information on a per-host basis). We instead
broadcast the masters to the mirrors that will access it. This
is essentially pulling the model that will be accessed (like
in parameter server). While this avoids sending masters to
mirrors that do not access it, it sends masters that may
not have been updated. The advantage with this approach
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(called PullModel) is that we can now save memory consumed
on each host by allocating embedding and training vectors
only for the mirrors that will be accessed. However, this has
additional overheads of performing inspection and resetting
proxies (which involves communication), so we do not use
this by default. This option is provided to the user if they
want to distribute the model.
5 EXPERIMENTAL EVALUATION
5.1 Experimental Methodology
We evaluated our distributed GraphWord2Vec implemen-
tation on Microsoft’s Azure cloud using upto 16 Intel(R)
Xeon(R) CPU E5-2667 machines, each with 16 cores with
a clock rate of 3.2Ghz and 220GB of DDR4 RAM. Azure
cluster uses 56Gb/s Infiniband network.
Table 1 lists all the training datasets used for our evalua-
tion. These datasets have different vocabulary size (number
of unique words), total training words, and size on disk, with
wiki [26] being the the largest (21GB).
We are only comparing the Skip-Gram [17] training model
as it has been shown to be the best Word2Vec training model
by [17]. We compared the total execution time and accu-
racy of our GraphWord2Vec Skip-Gram implementation with
the state-of-the-art Skip-Gram model implementations, the
original C implementation [17] as well as the more recent Gen-
sim [24] python implementation. Execution time reported for
all systems, excludes preprocessing (like graph and worklist
construction) time.
We used the following Skip-Gram model parameters (as
suggested by [17]) unless otherwise specified: window size:
5, number of negative samples: 15, sentence length of 10K,
threshold of 10−4 for downsampling the frequent words, and
vector dimensionality (or embedding size) of 200. We also
trained all the models for 16 epochs.
In order to measure the accuracy of trained models on
different datasets, we used the analogical reasoning task out-
lined by original Word2Vec [17] paper. We evaluated the
accuracy using scripts and question-words.txt provided by
the Word2Vec code base1. Question-words.txt consists of
analogies such as "Athens" : "Greece" :: "Berlin" : ?, which are
predicted by finding a vector 𝑥 such that embedding vector(𝑥)
is closest to embedding vector("Athens") - vector("Greece")
+ vector("Berlin") according to the cosine distance. For this
particular example the accepted value of 𝑥 is "Germany".
There are 14 categories of such questions, which are broadly
divided into 2 main categories: (1) the syntactic analogies
(such as "calm" : "calmly" :: "quick" : "quickly") and (2) the
semantic analogies such as the country to capital city rela-
tionship. We report semantic, syntactic, and total accuracy
averaged over all the 14 categories of questions.
1https://github.com/tmikolov/word2vec
Table 1: Datasets and their properties.
Vocabulary
Words
Training
Words Size
1-billion [7] 399.0K 665.5M 3.7GB
news [20] 479.3K 714.1M 3.9GB
wiki [26] 2759.5K 3594.1M 21GB
Table 2: Execution time (sec) of Word2Vec and Gensim on 1
host and GraphWord2Vec on 32 hosts, and speedup of Graph-
Word2Vec over Word2Vec.
Dataset W2V GEM GW2V Speedup
1-billion 22957.9 17516.1 1633.5 14x
news 25278.2 19376.8 1731.1 14.6x
wiki 140216.8 OOM 9993.7 14x
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Figure 6: Total accuracy of GraphWord2Vec after each epoch
on 1-billion dataset for shared-memory (SM) on 1 host and dis-
tributed execution on 32 hosts using Model Combiner (MC)
and averaging (AVG).
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Table 3: Accuracy (semantic, syntactic, and total) of Word2Vec and Gensim on 1 host and GraphWord2Vec on 32 hosts.
Dataset Semantic Syntactic Total
W2V GEN GW2V W2V GEN GW2V W2V GEN GW2V
1-billion 75.93 75.93 74.79 51 50.56 48.78 72.36 72.36 71.64
news 70.79 70.57 68.86 50.2 50.52 50.11 69.21 69.07 67.79
wiki 79.1 77.93 49.22 48.4 74.1 73.43
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Figure 7: Effect of synchronization frequency for GraphWord2Vec using Model Combiner (MC) and averaging (AVG) on 32 hosts
for 1-billion (dotted line is the accuracy achieved on 1 host).
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Figure 8: Strong scaling of GraphWord2Vec (synchroniza-
tion frequency increases roughly linearly with the number of
hosts).
5.2 Comparing with the State-of-the-art
Skip-Gram Implementations
Table 2 compares the execution time to train the Skip-
Gram model of our graph based distributed word2vec im-
plementation, GraphWord2Vec, at scale with the state-of-
the-art shared-memory implementations, Word2Vec[17] and
Gensim [24]. GraphWord2Vec (GW2V) is run on 32 hosts,
whereas, both Word2Vec[17] (W2V) and Gensim [24] are
shared-memory implementations and therefore, are run on
a single host. We observe that for all 3 datasets, Graph-
Word2Vec can train the Skip-Gram model ∼ 14× faster than
the shared-memory implementations. However, this speedup
in the training time is of little use if there is a significant
drop in accuracy at scale. Table 3 compares the accuracies
(semantic, syntactic, and total) with those achieved by the
state-of-the-art, Word2Vec and Gensim, which are known
to train accurate models. As observed in Table 3, Graph-
Word2Vec is able to achieve accuracies (semantic, syntactic
and total) close to the state-of-the-art shared-memory imple-
mentations with the same number of epochs. On average, we
observe < 1.34% drop in the total accuracy. Thus, Graph-
Word2Vec is able to reduce the Skip-Gram model training
time from ∼ 2 days to ∼ 3 hours for our largest wiki dataset
by distributing the training data corpus across multiple hosts,
with only <1% loss in total accuracy.
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Figure 9: Breakdown of execution time into computation and communication on 16 hosts for 1-billion dataset (numbers on the
bars represent the total communication volume exchanged among hosts).
5.3 Comparison of Reduction Operators for
Synchronization
If time were not an issue, all machine learning algorithms
would run sequentially. A sequential SGD is simple to tune
and converges fast. Unfortunately, it is slow. A point 𝑥, 𝑦
on Figure 6 denotes the test accuracy (𝑦) as a function of
epoch (𝑥). The blue line (SM) shows the accuracy of the
single-box shared memory baseline. It clearly converges to
a high accuracy quickly. In contrast, we also plot 32 host
distributed implementations of averaging the gradients (AVG)
for different learning rates (red lines). The learning rate of
0.025 is the same as the baseline while the learning rate of
0.8 is 32 times larger. The former converges slowly as it is
doing mini-batching while the latter does not converge at all
(accuracy is 0) because the learning rate is too large. Finally,
the GraphWord2Vec green line (MC, which uses 0.025 as
the learning rate) has no problem meeting the accuracy of
the sequential algorithm. In addition to providing the same
accuracy as sequential, it is 14× times faster on 32 hosts
than on 1 host. Not having to tune the learning rate and still
get accuracy at scale is a significant qualitative contribution
of our work as tuning is a difficult task, in general.
5.4 Effect of Synchronization Frequency
Model Combiner improves the accuracy significantly but in
order to get accuracies comparable to shared-memory imple-
mentations, the number of times (synchronization rounds)
the vectors are synchronized across hosts in each epoch is an
important knob to tune. Figure 7 shows the effect of increas-
ing the synchronization frequency on model accuracies for
both MC and AVG on 32 hosts. We observe that accuracies
improve as we increase the number of synchronization rounds
within an epoch. Another point to node is that accuracies
show more improvement for MC (semantic: 3.57%, syntactic:
1.56% and total: 2.22%) as opposed to AVG, which shows
very little change in accuracies with synchronization rounds.
In general, we have observed that in order to maintain the
desired accuracy, the synchronization frequency needs to be
increased (roughly) linearly with the number of hosts. We
have followed this rule of thumb all our experiments.
5.5 Strong Scaling and Communication
Optimizations
Figure 8 shows the strong scaling of GraphWord2Vec (us-
ing Model Combiner) and the synchronizing frequency is
increased with the number of hosts as described previously.
We present 3 different variants of GraphWord2Vec (described
in section 4): fully replicated model with naive communica-
tion (RepModel-Naive), fully replicated model with optimized
communication (RepModel-Opt), and pull-based replicated
model with optimized communication (PullModel). Figure 8
shows that all 3 variants scale well up to 32 machines. For
1-billion dataset, RepModel-Naive gives 8.5× speedup on
32 hosts over 1 host. RepModel-Opt, which uses Gluon to
only communicate the updated values for both reduction
and broadcast, gives a speedup of 10.5× by reducing the
communication volume. PullModel scales by 8.8× due to
overheads in the inspection phase before every synchroniza-
tion round. RepModel-Opt shows 18% improvement over
RepModel-Naive on 32 hosts, showing that RepModel-Opt is
able to exploit the sparsity in the communication. The bene-
fits of RepModel-Opt over RepModel-Naive increases with
the number of hosts for two main reasons: (a) synchronization
frequency doubles with the number of hosts, thus commu-
nicating more data, and (b) as training data gets divided
among hosts, sparsity in the updates increase. As vocabulary
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gets bigger (model size), the benefits of RepModel-Opt are
expected to increase.
Figure 9 shows the breakdown of the execution time into
computation and communication time, along with the total
communication volume in TB presented on the bars for all 3
variants. It is apparent that computation time scales perfectly
with the number of hosts. On the other hand, communica-
tion volume increases as we increase the number hosts due
to: (a) higher replication factor (average number of proxies
per node) and (b) higher synchronization frequency required
to maintain the desired accuracies. RepModel-Opt commu-
nicates ∼ 2× less communication volume as opposed to
RepModel-Naive, thus improving the overall runtime. Al-
though PullModel also communicates only updated values,
the communication volume is slightly more volume than
RepModel-Opt because there is redundancy in communica-
tion in both of them. Therefore, although PullModel allows to
train bigger models which do not fit in the memory of a single
host, it comes with an additional overhead. If the model (vo-
cabulary) fits in the memory of a single host, RepModel-Opt
is the best performing variant.
6 RELATED WORK
Many different types of models have been proposed in the
past for estimating continuous representations of words, such
as Latent Semantic Analysis (LSA) and Latent Dirichlet Allo-
cation (LDA). However, distributed representations of words
learned by neural networks is shown to perform significantly
better than LSA [18, 30] and LDA is computationally very
expensive on large data sets. Mikolov et al. [16] proposed
two simpler model architectures for computing continuous
vector representations of words from very large unstructured
data sets, known as Continuous Bag-of-Words (CBOW) and
Continuous Skip-Gram (SG). These models removed the
non-linear hidden layer and hence avoid dense matrix multi-
plications, which was responsible for most of the complexity
in the previous models.
CBOW is similar to the feedforward Neural Net Language
Model (NNLM) [3], where the non-linear hidden layer is
removed and the projection layer is shared for all words. All
words get projected into the same position and their vectors
are averaged.
SG on the other hand unlike CBOW, instead of predicting
the current word based on the context, tries to maximize
classification of a word based on another word within a
sentence. Later Mikolov et al. [17] further introduced several
extensions, such as using hierarchical softmax instead of full
softmax, negative sampling, subsampling of frequent words,
etc., to SG model that improves both the quality of the
vectors and the training speed.
Our work adapts the algorithm form this later work [17]
for distribution. This work, together with many current im-
plementations [24] are designed to run on a single machine
but utilizing multi-threaded parallelism. Our work is moti-
vated by the fact that these popularly used implementations
take days or even weeks to train on large training corpus.
Prior works on distributing Word2Vec either use synchro-
nous data-parallelism [13, 27, 28] or parameter-server style
asynchronous data parallelism [25]. However, they perform
communication after every mini-batch, which is prohibitively
expensive in terms of network bandwidth. Our design was
motivated by the need to use commodity machines and net-
work available on public clouds. Our approach communicates
infrequently and uses the model combiner to overcome the
resulting staleness.
Ordentlich et al. [21] propose a different method for net-
work efficiency. Their work is designed for models that do
not fit in the memory of a single machine. They partition the
model vertically with each machine containing part of the
embedding and training vector for each word. These parti-
tions compute partial dot products locally but communicate
to compute global dot products. For all the publicly available
benchmarks we could find, the models fit in the memory in
our machines. Nevertheless, our design allows for horizon-
tal partitioning of large models if such a need arises in the
future.
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