The latter a{priori estimate is of particular interest in applications to nonlinear PDE's (see e.g. 6] and 10]). There the coe cients of L(x; r) result from a linearization procedure and consequently they cannot be chosen as smooth as one likes. Therefore, e.g. in 10] (Kato) the author cannot use the famous results stated in 4] (Agmon{Douglis{Nirenberg) but refers to 14] (Milani) instead. Here, we proove the above regularity result under the assumptions (2), (8) on the coe cients and we give an explicit representation formula for the regularity constantŝ C andK (see (10) ). 1 The following result constitutes a major part of a PhD thesis (see 7] ). 
Here, ; 2 R n denote multiindices and we use Einstein's summation convention, i.e. the sum is taken over repeated indices in products. Furthermore, H t ( ) := W t;2 ( ) (t 2 R) denote the L 2 {Sobolev spaces and the real numbers a s , b ks , c ks will be chosen appropriately below.
We de ne a bilinear form associated with the operator L(x; r), 
Throughout this article we will assume L(x; r) to be strongly elliptic, 
Here, the boundary conditions are satis ed in the sense of trace. Furthermore, f v] denotes the dual pairing between the function v and the distribution f. The main goal of this article is to prove the following theorem.
Theorem (Elliptic Regularity) Let 
Here, the constants C, K are independent of u, f and of the coe cients A (m) , B (km) , C (k) . The assumptions (8) on the coe cients are minimal in the following sense: 1. In the proof of the above theorem we will have to exploit the Legendre{Hadamard condition (4) with the help of the Fourier transformation. Therefore, we will have to localize the coe cients A (m) of the principal part of L(x; r). But this requires continuity of the A (m) . By the Sobolev imbedding theorem, the rst inequality in (8a) provides the minimal L 2 {regularity that guarantees the required continuity and the other inequalities in (8a) are corresponding assumptions on the lower order coe cients. 2. In the proof of the above theorem for s = 0 we will have to characterize as a continuous bilinear form on H m 0 ( ; R N ). Therefore, (8b) is a necessary condition. 3
3. In the proof of the above theorem for s m we will have to characterize L(x; r) as a bounded operator H m+s ( ; R N ) ?! H ?m+s ( ; R N ). Therefore, (8c) is a necessary 2. In 6] (Dafermos{Hrusa) the authors prove local in time existence for a quasilinear hyperbolic system (here, m = 1 and s > n 2 + 1). Therefore, they need an elliptic regularity theorem for coe cients with a s < s. They write that they could not localize such a theorem in the published literature, but that they have veri ed that the proofs go through under their assumptions. Nevertheless, to the best of my knowledge there is no theorem in the published literature that covers all the cases of the above theorem under the assumptions (8) on the coe cients, and the representation formulas (10) for the regularity constants have not been previously published.
In the remaining sections we will prove the above theorem. 2 Actually, from the proof it will be clear that in this case the assumption (8b) can be replaced by a s 0; b ks 0; c ks 0: (8b') 4 2 Preliminaries
In this section we prove some preliminary results for later use.
Here and in the following, C; K; : : : > 0 denote generic constants independent of the functions and the parameters under consideration. 
Proof. The inequalities (11) and (12) are direct consequences of the H older inequality and the Sobolev imbedding theorem. Inequality (13) is a well known interpolation inequality.
2 Next, we de ne a partition of unity on R n . Let " > 0, and let fz j g 1 j=1 be an enumeration of Z n . Furthermore, let ' 2 C 1 0 (R) such that supp(') = ?1; 1] and '(t) > 0 for all t 2 (?1; 1). We de ne a set of functions f' j" g 1 j=1 C 1
By construction, the set f' j" g 1 j=1 has the following properties:
supp(' j" ) = "z j + ?"; "] n ;
Next, we de ne an extension operator on the halfspace R n + := R n?1 (0; 1). Let In particular, E l and E l have the following property: (20) 3 Weak Solutions
In this section we prove the continuity and the coercivity of the bilinear form and we will refer to the latter as the G arding inequality. Furthermore, we prove the a{priori estimate of the above theorem in the case s = 0.
Here and in the following, F : 
Another application of inequality (11) yields (23b). Proof. It su ces to prove the estimate (26). Let " > 0, let f' j" g 1 j=1 be the set of functions de ned by (14) , and let x j" 2 supp(' j" ) \ if this set is not empty.
Then, with the help of the Poincar e inequality, the Plancherel theorem and the Legendre{ Hadamard condition, we obtain 1 C kuk 2
Next, we estimate the remainder terms R i u].
With the help of property (15c) and inequality (11) 
Furthermore, with the help of inequality (13) Proof.
The a{priori estimate (33) is a direct consequence of (7) and the G arding inequality (26).
4 Interior Regularity
In this section we prove an a{priori estimate for weak solutions to the Dirichlet problem (6) 
whereM s is de ned by (21a).
Proof. Let " > 0, let f' j" g 1 j=1 be the set of functions de ned by (14) , and let x j" 2 supp(' j" ) \ if this set is not empty. 
By assumption we have
Case 2. Let s m.
For every with j j = s we choose < with j j = s ? m.
Then, with the help of the Poincar e inequality, the Plancherel theorem and the Legendre{ Hadamard condition, we obtain 1 C k uk 2 
Now, taking the square root of (43) yields the a{priori estimate (34).
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Boundary Regularity
In this section we consider the Dirichlet problem that arises from our original Dirichlet problem (6) by covering the boundary @ with open sets and attening the several boundary parts. In particular, we prove some a{priori estimates for the corresponding solution.
Let B R n be the open unit ball, let B + := B\R n?1 (0; 1) and let ? := B\R n?1 f0g.
We consider the following Dirichlet problem: 
Next, we estimate the remainder terms R i ũ].
With the help of the G arding inequality, we obtain 
We choose " 1 , " 2 su ciently small,
Then, with the help of (52) and (55) 
Now, taking the square root of (57) yields the a{priori estimate (51). 
Lemma 7 (Estimate)
In particular,g i satis es the following estimates: 
With the help of inequality (12) we obtain (59a). Next, we prove the estimate (59b 
With the help of inequality (12) Proof. Let " > 0, let f' j" g 1 j=1 be the set of functions de ned by (14) , and let y j" 2 supp(' j" ) \ B + if this set is not empty.
Furthermore, let E m+s , E m+s be the operators de ned by (17), (18) . ' j"~ @ 2s Proof.
We prove the lemma by induction on s. Induction start. For s = 0, the statement is trivial. 
and such that the A (mi) satisfy the Legendre{Hadamard condition (4). 4 Furthermore, we de ne the di erential operators L (i) (x; r) and the associated bilinear 
where L (x; r) is de ned in analogy with (95).
On the other hand, u is obviously another weak solution to the Dirichlet problem (99).
Since by the Lax{Milgram lemma the solution is unique, we obtain u = u 2 H m+s ( ; R N ):
(100) This is the desired regularity statement.
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