This article presents a differential geometrical method for analyzing sequential test procedures. It is based on the primal result on the conformal geometry of statistical manifold developed in Kumon, Takemura and Takeuchi (2011) . By introducing curvature-type random variables, the condition is first clarified for a statistical manifold to be an exponential family under an appropriate sequential test procedure. This result is further elaborated for investigating the efficient sequential test in a multidimensional curved exponential family. The theoretical results are numerically examined by using von Mises-Fisher and hyperboloid models.
INTRODUCTION
Sequential inferential procedure continues observations until the observed sample satisfies a certain prescribed criterion. Its properties have been shown to be superior on the average to those of nonsequential inferential procedure in which the number of observations is fixed a priori. Among others Takeuchi and Akahira (1988) , Akahira and Takeuchi (1989) formulated the higher-order asymptotic theory of sequential estimation procedures rigorously and analyzed the higher-order efficiency of these procedures in the scalar parameter case. They showed that the exponential curvature term in the second-order variance can be eliminated by the sequential maximum likelihood estimator with the best stopping rule.
Okamoto, Amari and Takeuchi (1991) generalized these works to the multiparameter case by using geometrical notions, and studied characteristics of more general sequential estimation procedures. As indicated there, a sequential estimation procedure with an adequate stopping rule causes a nonuniform expansion of a statistical manifold (Riemannian manifold with a dual couple of affine connections) which is called the conformal transformation. The result of Takeuchi and Akahira can be interpreted such that it is possible to reduce the exponential curvature of a statistical manifold to zero by a suitable conformal transformation. The conformal geometry of statistical manifold thus can be an adequate framework for the analysis of the sequential inferential procedures.
Kumon, Takemura and Takeuchi (2011) conducted this scheme for investigating the sequential estimating procedures from the information geometrical viewpoint. The dual conformal Weyl-Schouten curvature quantity of a statistical manifold was introduced there, and this quantity was proved to play a central role when considering the problem of covariance minimization under the sequential estimating procedures.
This article continues the scheme for investigating the sequential test procedures. We focus on the powers of sequential tests, and pursue the possibility of uniformly efficient (most powerful) sequential test. Different from the previous work, we first introduce the dual Euler-Schouten curvature random variables, and directly study their transformations under the sequential test procedures. These enable us to clarify the condition for a statistical manifold to be an exponential family under an adequate sequential test procedure. We then elaborate the result for analyzing the structure of the uniformly efficient sequential test in a multidimensional curved exponential family. The above approach is motivated by the fact that the exponentiality of a statistical manifold ensures the uniformly efficient inferential procedures in the nonsequential case as well as in the sequential case. Information geometry has been steadily producing mathematical methodologies for a variety of statistical sciences (see e.g., Amari, 1985; Amari et al., 1987 ; Amari and Nagaoka, 2000; Kumon, 2009 Kumon, , 2010 . The present article also is situated in these developments.
The organization of the article is as follows. The established known results are cited as propositions, and the results obtained in this article are stated as theorems. In Section 2, we prepare some statistical notations and preliminary results on the sequential test procedures which will be relevant in this article. In Section 3, we formulate the conformal transformation of statistical manifold, where the dual Euler-Schouten curvature tensor variables are introduced. The related notion of totally exponential umbilic is proved to give the criterion for determining that a statistical manifold can be an exponential family under an suitable sequential test procedure. Its relation to the dual conformal flatness is also explained. In Section 4, we summarize the asymptotics on the nonsequential test in a multidimensional curved exponential family, which are already developed in Kumon and Amari (1983) , and Amari (1985, Chapter 6) . In Section 5, the general result in Section 3 is used to write down the structure of multidimensional curved exponential family under the sequential test procedures, where the meanings of the dual Euler-Schouten curvatures of statistical submanifold are clarified. In Section 6, we formulate the asymptotics of the sequential test in a multidimensional curved exponential family in line with the nonsequential case, and give the concrete condition and procedure for the uniformly efficient sequential test. In Section 7, the results in Section 6 and also in Section 4 are examined numerically by using two curved exponential families, the von Mises-Fisher model and the hyperboloid model, both of which admit the uniformly efficient sequential test. Section 8 is devoted to some additional discussions and a perspective of future work.
PRELIMINARIES
We denote by {X(t) = [X 1 (t), . . . , X k (t)] t | t ∈ T } a k-dimensional random sequence defined on the probability space [Ω, F , P ] with values in [E, E] , where E = R k and E is the σ-field of all Borel sets in E. The time parameter t ∈ T runs over all positive integers T = {1, 2, . . . }. Moreover, let F n , n ∈ T denote the σ-field generated by the n-tuple of random vectors X n = [X(1), . . . , X(n)]. In this article, we assume that the probability measure P depends on an unknown parameter θ = (θ 1 , . . . , θ m ) t ∈ Θ, P = P θ , where Θ is homeomorphic to R m , and we shall consider the case where the following conditions are fulfilled:
(i) The random sequence {X(t) | t ∈ T } consists of independent and identically distributed k-dimensional random variables X(1), X(2), . . . .
(ii) The probability distribution of X(1) is dominated by a σ-finite measure µ and has the density f (x, θ) with respect to µ dP θ dµ (x) = f (x, θ), x ∈ E, θ ∈ Θ, (2.1) so that the joint density f (x n , n, θ) of X n = [X(1), . . . , X(n)] is written as
f (x(t), θ), x n ∈ E n , θ ∈ Θ. (2.2)
We say that {P θ | θ ∈ Θ} is an m-dimensional full regular minimally represented exponential family (f.r.m. exponential family) when the density (2.1) can be written as
where x = (x 1 , . . . , x m ) t ∈ R m is the canonical statistic, θ is the natural parameter, and η = ∂ψ(θ)/∂θ is the expectation parameter with ψ(θ) a smooth (infinitely differentiable) convex function of θ. In the right-hand side of (2.3) and hereafter the Einstein summation convention will be assumed, so that summation will be automatically taken over indices repeated twice in the sense, for example,
Sequential inferential procedures are characterized by a random sample size, where stopping times are used to stop the observations of the process. We denote by τ an arbitrary stopping time; that is, a random variable τ defined on Ω with values in T ∪ {∞} and possessing the property {ω ∈ Ω : τ (ω) n} ∈ F n , ∀n ∈ T . This article treats the case to which the Sudakov lemma applies, where the stopped sequence {(X τ , τ ) | τ ∈ T ∪ ∞} has the densityf (x n , n, θ), and this can be regarded as the same function in (2.2) (cf. e.g., Magiera, 1974) .
As a typical statistical problem suppose that we wish to test a simple null hypothesis
A sequential test procedure will be based on a test statistic Y n and a stopping time τ c ∧n 1 , where
if τ c ≤ n 1 , H 0 should be rejected, whereas if τ c > n 1 , H 0 should not be rejected. Here n 0 denotes a given initial sample size and n 1 denotes some given maximal sample size. Specifically we take the stopping time τ c ∧ n 1 with
where y and a belong to the following classes of functions Y and A, respectively. Let ν c = ν c (η) be the solution of the equation
In particular, if a(u) = u β for some β (0 ≤ β < 1), then ν c = (c/y(η)) 1/(1−β) . For β = 0, that is, a(u) ≡ 1 and y(η) = |c 0 + c i η i |, the relation reduces to ν c = c/|c 0 + c i η i |. The above class of stopping times τ c is denoted by C. The following is the central limit theorem for a stopping time τ c ∈ C (see Gut, 2009 , Theorem 3.3 in Chapter 6).
where
This result will be utilized for examining the exponentiality of statistical manifold under a sequential statistical procedure in the next section.
CONFORMAL TRANSFORMATION OF STATIS-TICAL MANIFOLD
Let M = {f (x, θ) | θ ∈ Θ} be an original family of probability densities of X(1), where Θ is homeomorphic to R m . The family M can be regarded as an m-dimensional statistical manifold, where the m-dimensional vector parameter θ serves as a coordinate system to specify a point, that is, a density f (x, θ) ∈ M. In order to introduce differential geometrical notions in M, we associate a linear space R θ with each point θ ∈ M as follows (cf. Amari and Kumon, 1988) .
The m-dimensional linear space
is a subspace of R θ spanned by m score functions ∂ i l 1 (x, θ), i = 1, . . . , m, which is the tangent space at θ of M. We have a natural direct sum
where N θ is the normal space at θ of M. The aggregates of R 
and these are called the Hilbert bundle, tangent bundle, normal bundle over M, respectively.
A function r(x, θ) is called a smooth section of the Hilbert bundle R M when r(x, θ) is smooth in θ and r(x, θ) ∈ R θ , ∀θ ∈ Θ. The set of all sections of R M is denoted by
which is again a linear space. The S(T M ) and S(N M ) are similarly defined, which are the subspaces of S(R M ). Corresponding to R M = T M ⊕ N M , we also have a natural direct sum
The m score functions ∂ i l 1 (x, θ), i = 1, . . . , m belong to S(T M ), and their inner products are denoted by
which constitute the Fisher information metric tensor of M.
The one parameter family of α-covariant derivative for r(x, θ) ∈ S(R M ) in the direction of θ i -coordinate is defined by
Specifically for ∂ j l 1 (x, θ) ∈ S(T M ), we have the direct sum decomposition
ijk (θ) is the one parameter family of affine connections called the α-connection of M, and h
The α-curvature of the Hilbert bundle R M is measured by the second-order differential operator K
, and by direct calculation we have
Specifically for ∂ k l 1 (x, θ) ∈ S(T M ), we define the α-enveloping curvature tensor of M by
On the other hand, the intrinsic curvature of M is measured by the the α-RiemannChristoffel curvature tensor
The α-and the (−α)-connections are mutually dual
and the ±α-RC curvature tensors are in the dual relation
We can regard (3.3) as the partial differential equation for ∂ j l 1 (x, θ), and its integrability condition
yields the equation of Gauss (cf. Amari, 1985 , p.52; Vos, 1989 )
which connects three kinds of curvature quantities. Among them, the 1-ES curvature tensor variable h
ij (x, θ) plays an important role in the evaluations of various statistical inferences. In fact we have the following criterion for a statistical manifold M to be an f.r.m. exponential family M e .
Proof. Suppose that M is an f.r.m. exponential family M e with the natural parameter θ.
. Then a direct calculation and (3.4) with α = 1 yield
Conversely suppose that (3.9) holds with a certain parameterization θ. Then from the equation of Gauss (3.8) with α = 1, we have R ij (x, θ) is the tensor variable, h (1) αβ (x, ξ) ≡ 0 also holds, and hence
which shows that M is an f.r.m. exponential family M e with the natural parameter ξ.
Related to h
(1) ij (x, θ), we define the mean 1-ES curvature variable h (1) (x, θ) and the 1-ES umbilic curvature tensor variable k
We say that a statistical manifold M is totally exponential umbilic (totally e-umbilic) in the Hilbert bundle R M when 12) and thus nonzero k
ij (x, θ) represents the anisotropy of the 1-ES curvature of M in R M . By definition and Theorem 3.1, we know that M is an f.r.m. exponential family M e ⇒ M is totally e-umbilic in R M .
(3.13)
The squared scalar quantity of h (1) ij (x, θ) is denoted by λ 2 , which can be decomposed into
14)
In the evaluation of power functions of test procedures, two kinds of nonnegative scalar 1-ES curvatures κ 2 and γ 2 will be the crucial quantities as is shown in the next section. We turn to the conformal transformation of the original statistical manifold M. Let M = {f (x n , n, θ) | θ ∈ Θ} be a family of densitiesf (x n , n, θ) under a sequential inferential procedure. This familyM is also an m-dimensional extended statistical manifold with the coordinate system (θ i ) specifyingf (x n , n, θ) ∈M. With each point θ ∈M we again associate a linear spacē
The m-dimensional linear spacē
is a subspace ofR θ spanned by m score functions ∂ iln (x n , θ), i = 1, . . . , m, which is the tangent space at θ ofM. There is a natural direct sum The set of all sections of the Hilbert bundleRM is denoted by
which is again a linear space. The S(TM ) and S(NM ) are similarly defined, which are the subspaces of S(RM ). Corresponding toRM =TM ⊕NM , there is also a natural direct sum
The m score functions ∂ iln (x n , θ), i = 1, . . . , m belong to S(TM ), and their inner products constitute the Fisher information metric tensorḡ ij (θ) ofM . From the Wald identity this is expressed as (see Akahira and Takeuchi, 1989) 
(3.17)
The one parameter family of α-covariant derivative forr(x n , n, θ) ∈ S(RM ) in the direction of θ i -coordinate is defined bȳ
Specifically for ∂ jln (x n , θ) ∈ S(TM ), we have the direct sum decomposition
ij (x n , n, θ) is the α-ES curvature tensor variable ofM inRM . Also from the Wald identity,T ijk (θ) andΓ
The relations (3.17) and (3.22) show that a sequential inferential procedure induces a conformal transformation of statistical manifold M →M by the gauge function ν(θ) > 0.
The α-curvature of the Hilbert bundleRM is measured by the second-order differential operatorK
in S(RM ), and by direct calculation we havē
Specifically for ∂ kln (x n , θ) ∈ S(TM ), the α-enveloping curvature tensor ofM is given bȳ
The intrinsic curvature ofM is measured by the the α-RC curvature tensor
and from (3.7), (3.23) this is expressed as
We note that under a conformal transformation the mutual duality of ±α-connections is preserved
and also the dual relation of the ±α-RC curvature tensors is preserved
These can be confirmed by direct calculations with (3.17), (3.23), and (3.26). From a statistical viewpoint, the flatness in terms of the ±1-RC curvature tensors is also important (cf. Kumon et al., 2011 ). Thus we say that a statistical manifold M is conformally mixture (exponential) flat when there exists a gauge function ν(θ) > 0 such thatR
ijkl ≡ 0) holds. Note that by (3.31) M is conformally mixture flat if and only if M is conformally exponential flat. For the sake of simplicity we hereafter express this notion as conformally m(e)-flat.
We can regard (3.19) as the partial differential equation for ∂ jln (x n , θ), and its integrability condition
again yields the equation of Gauss
The exponentiality of a statistical manifold is the key notion also in the sequential inferential procedure (cf. Proposition 2.1 in Kumon et al., 2011) . In view of this fact, we callM = {f (x n , n, θ) | θ ∈ Θ} an f.r.m. conformal exponential family denoted bȳ M * e = {f e (z,θ) |θ ∈Θ} when the density functionsf (x n , n, θ) are rewritten as
where z = z(x n , n) = (z 1 , . . . , z m ) t ∈ R m serves as the canonical statistic,θ = (θ 1 , . . . ,θ m ) ∈ Θ serves as the natural parameter withΘ homeomorphic to R m , andη = ∂ψ(θ)/∂θ serves as the expectation parameter withψ(θ) a smooth convex function ofθ. For this notion we have the following criterion as in Theorem 3.1.
Proof. Suppose thatM is an f.r.m. conformal exponential familyM * e with the natural parameterθ. From (3.29), we havel e (z,θ) = logf e (z,θ) =θ α z α −ψ(θ). Then a direct calculation and (3.20) with α = 1 yield
αβ (z,θ) ≡ 0, and sinceh (1) αβ (z,θ) is the tensor variable,h (1) ij (x n , n, θ) ≡ 0 also holds. Conversely suppose that (3.30) holds with a certain parameterization θ. Then from the equation of Gauss (3.28) with α = 1, we haveR (1) ijkl (θ) ≡ 0, so that there exists a coordinate system (θ α ) such thatΓ
αβ (x n , n,θ) ≡ 0 also holds, we havē
⇒ ∃ψ(θ) smooth and convex inθ such thatḡ
which shows thatM is an f.r.m. conformal exponential familyM * e with the natural parameterθ.
The 1-ES curvature tensor variableh
Under a conformal transformation, the mean 1-ES curvature variableh
and the 1-ES umbilic curvature tensor variablek
For the nonnegative scalar curvatures, we havē
Note that we can always makeγ 2 = 0 by setting
which is realized by the stopping rule (cf. Okamoto et al., 1991)
whereθ mle,n denotes the maximum likelihood estimator of θ at the stopping time τ = n, that is, ∂ kln (x n ,θ mle,n ) = 0. Then we obtain the following result as to the possibility thatM would be an f.r.m. conformal exponential familyM * e . Theorem 3.3. An extended statistical manifoldM = {f (x n , n, θ) | θ ∈ Θ} can be an f.r.m. conformal exponential familyM * e = {f e (z,θ) |θ ∈Θ} if and only if M is totally exponential umbilic in R M , that is,
Proof. From Theorem 3.2, (3.37), (3.38), (3.39), (3.40), we havē
This completes the proof of the theorem.
As noted by (3.13), an f.r.m. exponential family M e is totally e-umbilic in R M , so that from Theorem 3.3, the transformedM e can be an f.r.m. conformal exponential familyM * e . Concretely we obtain the following result.
Corollary 3.1. An f.r.m. exponential family M e is preserved under the conformal transformation satisfying
For a stopping time τ c ∈ C introduced in Section 2, the above is asymptotically satisfied in the sense
Proof. We first prove the former part. When M e is an f.r.m. exponential family, from Theorem 3.1 and (3.32), we have
Hence from Theorem 3.2 and (3.31), it follows for M e that
⇔M e is an f.r.m. conformal exponential familyM * e , which proves the former part. We next prove the latter part. When M e is an f.r.m. exponential family with the natural parameter θ and the expectation parameter η = ∂ψ(θ)/∂θ, by the direct decomposition in (3.33)
we have
From Proposition 2.1 with σ ij (θ) = g ij (θ), it follows that
which proves the latter part.
The relation (3.43) implies that the stopping time variable n and the m score functions
We note that the property (3.45) is the same as that given in Winkler and Franz (1979) , which was derived from the statistical considerations of the efficient sequential estimators attaining the Cramér-Rao bound. By definitions, the equation of Gauss (3.28) with α = 1, Theorems 3.2 and 3.3, we also know the following implications.
M is an f.r.m. exponential family M e ⇒ M is totally e-umbilic in R M ⇔M can be an f.r.m. conformal exponential familyM * e ⇒ M is conformally m(e)-flat. 
SUMMARY OF ASYMPTOTICS ON NONSEQUEN-TIAL TEST
In this section, we summarize preliminary results on the nonsequential test in a multidimensional curved exponential family which will be necessary for analyzing the sequential test.
Curved exponential family
We first introduce a curved exponential family. A family of probability densities
t is said to be an (n, m)-curved exponential family when it is smoothly imbedded in an ndimensional f.r.m. exponential family M e = {f e (x, θ) | θ ∈ Θ} in the sense
where U is homeomorphic to R m (m < n) and the parametric representations
t are smooth functions of u having full-rank Jacobian matrices. We use indices i, j, k and so on to denote quantities in terms of the coordinate system θ (upper indices) or η (lower indices) of M e , and indices a, b, c and so on to denote quantities in terms of the coordinate system u of M c .
Asymptotic powers of tests
In an (n, m)-curved exponential family M c we consider an unbiased test of the simple null hypothesis
Let x 1 , . . . , x N be N independent observations from a distribution in M c . The hypothesis H 0 is tested based on the sufficient statisticx = N t=1 x(t)/N. Let R be the critical region of a test T . Then the power of T at u is written as
where f (x, u) denotes the density function ofx when the true parameter is u.
In an asymptotic theory, we are treating a test sequence T N , N = 1, 2, . . . , and to appropriately evaluate the power of {T N }, we define a set of alternatives U N (s) by We compare tests based on the average power P T (s) defined by
where e means the average over all directions of e, so that S N (s) denotes the area of U N (s). Tests are required to satisfy the level and the unbiasedness conditions. We say a test T is of i-th order level α, when
and we note that the unbiasedness condition
is automatically satisfied, since the power P T (s) is obtained by taking the average in all directions. By expanding P T (s) in the power series of N −1/2 , we have
and call P T i (s) the i-th order power of a test T at s. When discussing the i-th order power, the tests are assumed to satisfy the level condition up to the same i-th order. A test T is said to be first-order uniformly efficient or said simply to be efficient in short when
It can be shown that an efficient test is automatically second-order uniformly efficient, and that there does not in general exist a third-order uniformly efficient test. Thus we say that an efficient test T is third-order s 0 -efficient when
In order to evaluate the power loss of a test, we next introduce the envelope power function by P * (s) = sup T P T (s), where sup is taken at each s separately. We expand it as
and call P * i (s) the i-th order envelope power at s. Then the (third-order) power-loss function ∆P T (s) of an efficient test T is defined by
Ancillary family associated with a test
In calculating the power function P T (s) of a test T , it is convenient to associate an ancillary family with a test. We attach to each point u ∈ M c an (n − m)-dimensional smooth submanifold A(u) of M e which transverses M c at θ(u) or equivalently at η(u).
Such an A(u) is called an ancillary submanifold, and the union A = {A(u) | u ∈ M c } is called an ancillary family. Let R Mc = R ∩ M c be the intersection of M c and the critical region R of a test T . An ancillary family A is said to be associated with a test T when and we use indices α, β, γ and so on for quantities related to the coordinate system w, and indices κ, λ, µ and so on for quantities related to the coordinate system v.
The critical region R is written as
in the new coordinate system w. The sufficient statisticx is transformed toŵ = (û,v) bȳ x = η(ŵ), and the power P T (u) is written as
where f (û, u) = A(u) f (ŵ, u)dv is the density function ofû when the true parameter is u.
Metric, connections and curvatures
The basic tensors of M e are written as
and the α-connection is given by
in the w-coordinate system. When we evaluate a quantity q(u, v) on M c , that is, at v = 0, we often denote it by q(u) instead of by q(u, 0) for brevity's sake. The metric tensors of M c and A(u) are given by
and then indices can be lowered or raised by using these metric tensors or their inverses g ab (u), g κλ (u). The mixed part
is the inner product of the tangent vectors B a of M c and the tangent vectors B κ of A(u), which represents the angles between M c and A(u). When g aκ (u 0 ) = 0 holds at a point u 0 , the ancillary family is said to be locally orthogonal at u 0 . When g aκ (u) = 0 holds at every u, the ancillary family is said to be an orthogonal family. For a locally orthogonal ancillary family, the inner product g aκ (u s,e ) at u s,e = u 0 + se/ √ N is expanded as
where Q baκ is the tensor quantity characterizing the angles between ∪ us,e∈U N (s) A(u s,e ) and M c . When the ancillary family is locally orthogonal, the mixed parts Γ κλa (u 0 ) of the ±1-connections are tensor quantities, which are denoted by
These tensor quantities H Related to the 1-ES curvature tensor H
abκ of M c in M e , we also define
The first H
κ is called the mean 1-ES curvature tensor of M c in M e , and the second K 
abκ ≡ 0 holds, M c is said to be totally exponential umbilic (e-umbilic) in M e .
We remark that the 1-ES curvature tensor variable h
ab (x, u) of M c in R Mc can be also introduced and expressed as
This expression shows that the 1-ES curvature tensor H 
First-order power
The first-order analysis is based on the normal distribution on f (ŵ, u), and we have the following result (cf. Amari, 1985, Theorem 6.17).
Proposition 4.1. A test T is first-order uniformly efficient, if and only if the associated ancillary family is asymptotically orthogonal in the sense
and the optimal intersection R * 
Second-and third-order powers
These powers can be calculated by taking account of the higher-order terms of f (ŵ, u), and by assuming the intersection R Mc as κλa and Q abκ . Hence it follows that the second-order power function P T 2 (s) is common to all the first-order efficient tests (see Appendices 1, 2).
Here we introduce a class of efficient tests whose ancillary family satisfies
and a test T with a pair of proportions (k 1 , k 2 ) is said to be the k = (k 1 , k 2 )-test. Then after cumbersome calculations, we have the following result on the third-order efficiency of a k = (k 1 , k 2 )-test, which is the correction of Theorem 6.18 in Amari (1985) .
Proposition 4.2. The third-order power loss function ∆P
12)
An efficient k = (k 1 , k 2 )-test T is third-order s 0 -efficient if and only if
In the above expressions,
and
k (s, r)} + 2s 3 r{Z as the test statistic, whereû mle denotes the maximum likelihood estimator of u, and its characteristic is
The likelihood ratio test (LRT ) uses
as the test statistic, and its characteristic is
The efficient score test (EST ) or the Rao test uses
as the test statistic, and its characteristic is Including these typical k-tests, we can design an efficient test whose ancillary family is m-flat and has a desired value of Q (ab)k . When
is specified, we modify the m.l.e.û mle of u tô
and uses the quadratic form
as the test statistic. Then it gives the m-flat efficient test with the prescribed Q (ab)k . In particular, by specifying
we obtain the third-order s 0 -efficient test for each s 0 . Note thatâ bc is the well-known asymptotic ancillary statistic, which is the expected Fisher information g bc (û mle ) minus the observed Fisher information −∂ b ∂ c l(x,û mle ).
The proposed designs will be numerically examined in comparison with the sequential tests in Section 7.
CONFORMAL TRANSFORMATION OF CURVED EXPONENTIAL FAMILY
We reconsider the conformal transformation M e →M e of the f.r.m. exponential family M e by the gauge function ν(w) > 0. As shown by (3.17) and (3.22), the metric tensor and the skewness tensor in terms of the w-coordinate system are changed intō
Dividing by the gauge factor ν, we definẽ
and introduce the scaled statistical manifoldM e with the basic tensorsg αβ ,T αβγ . Asymptotic properties of sequential inferences will be expressed by the geometrical quantities induced onM e . In view of (3.23), the α-connection ofM e in terms of the w-coordinate system is given byΓ
Then we can express the change of quantities related to the scaled statistical manifold M c , that is, the (−1)-connectionΓ
abc (u) ofM c , the 1-ES curvature tensorH 
so that the mean 1-ES curvature tensorH (1) κ (u) ofM c inM e , and the 1-ES umbilic tensor K
We remark that the scaled 1-ES curvature tensor variableh (1) ab (x n , n, u) ofM c inRM c can be also introduced and expressed as
This expression shows that due to the additional term g ab (u)n (1) (x n , w), the 1-ES curvature tensorH (1) abκ (u) ofM c inM e and the scaled 1-ES curvature tensor variablẽ h
are not in general the equivalent notions. From Corollary 3.1 which states the condition for preserving the exponentiality of M e under the appropriate conformal transformation, we obtain the following result as to the above two curvature notions. 
is not less than the squared scalar curvatureλ 2 e of the 1-ES curvature tensorH
where the equality holds if and only if the condition (3.43) in Corollary 3.1 is satisfied. For a stopping time τ c ∈ C introduced in Section 2, the equality asymptotically holds in the senseλ
and it follows thatλ
For a stopping time τ c ∈ C introduced in Section 2, since (3.44) holds, we havẽ
From (5.3), (5.4) we know that under any conformal transformation M e →M e ,
and by setting s κ (u) = H
κ (u), we havẽ
When the ancillary family A is m-flat and M c is totally e-umbilic in M e , we further get
As noted after (4.18) M c is also totally e-umbilic in R Mc , and then from (3.46) M c is conformally m(e)-flat, so that there exists a gauge function ν(u) > 0 and a (−1)-affine coordinate systemũ ν = (ũã ν ),ã = 1, . . . , m ofM c satisfying
These possibilities will be realized in the subsequent sections.
SEQUENTIAL TEST IN CURVED EXPONEN-TIAL FAMILY
We deal with an unbiased sequential test of the simple null hypothesis
in an (n, m)-curved exponential family M c . Let K be a large number playing the role of the average time of observations, and let ν(η) > 0 (ν(w) > 0) be a smooth gauge function defined on M e in the η-(w-)coordinate system. The sample mean up to time n,x n = n t=1 x(t)/n has the same value in the η-coordinate system, and its value in the w-coordinate system is denoted byŵ n = (û n ,v n ) = η −1 (x n ). The random stopping time τ is assumed to satisfy (see Okamoto et al., 1991 )
The term c(u) is due to the bias ofŵ τ from the true w = (u, 0), which is obtained by the requirement
The term ε includes a rounding error and the "overshooting" at the stopping time τ . We note that a stopping time τ c ∈ C introduced in Section 2 satisfies the above conditions with K = c 1/(1−β) . On the other hand, by expanding (6.1) at the true w = (u, 0) we have
which implies that the condition (3.43) in Corollary 3.1 is asymptotically satisfied in the sense
The formulation proceeds almost the same way as in the nonsequential case. LetR be the critical region of a sequential testT , and let U K (s) be a set of alternatives given by
We compare sequential tests based on the average powerPT (s) defined bỹ
where S K (s) denotes the area of U K (s). By expandingPT (s) in the power series of (Kν 0 ) −1/2 , we havẽ
and callPT i (s) the i-th order power of a sequential testT at s. When discussing the i-th order power, the tests are assumed to satisfy the level conditioñ
up to the same i-th order. A sequential testT is said to be (first-order uniformly) efficient wheñ
It can be shown that an efficient sequential test is automatically second-order uniformly efficient, and that there does not in general exist a third-order uniformly efficient sequential test.
Introducing the envelope power function byP * (s) = supTPT (s), and expanding it as 
, and the optimal intersectionR * M c =R * ∩M c is given bỹ
The first-order envelope power functionP * 1 (s) is the same as P * 1 (s) given in Proposition 4.1.
(ii) The second-and third-order powers are analyzed by assuming the intersectionRM
u * a n,0 =ũ a n,0 +Γ
From Appendices 2, 3 we haveǫ = O(K −1 ), which depends on the ancillary family through Q abκ and H (−1) κλa . Hence it follows that the second-order power functionPT 2 (s) is common to all the first-order uniformly efficient sequential tests.
(iii) A class of efficient sequential tests is introduced whose ancillary family satisfies
and a sequential testT with a pair of proportions (k 1 , k 2 ) is said to be the sequential
where functions ∆P 1 (s), ∆P 2 (s), ξ 0m (s) are the same as given in Proposition 4.2.
(iv) Using the stopping rule derived from (3.41) (cf. Okamoto et al., 1991) ,
we haveγ 2 = 0, so that the third-order power loss function of a sequential m-flat k
When M c is totally e-umbilic in M e or equivalently in R Mc , we have κ 2 = 0, and thus a sequential m-flat k = (k 1 , k 2 )-test is third-order uniformly efficient in the sense
(6.8)
EXAMPLES

von Mises-Fisher model
This is an (m + 1, m)-curved exponential family, of which density function with respect to the invariant measure on the m-dimensional unit sphere under rotational transformations is given by (cf. Barndorff-Nielsen et al., 1989, p.76) 
The related geometrical quantities are given below.
This model is totally e-umbilic in M e or equivalently in 
where Dã i (ã = 1, . . . , m, i = 1, . . . , m + 1) are constants with rank Dã i = m.
Hyperboloid model
This is an (m + 1, m)-curved exponential family, of which density function with respect to the invariant measure on the m-dimensional unit hyperboloid under hyperbolic transformations is given by (cf. Barndorff-Nielsen et al., 1989, p.104)
where 
Numerical results
We examine our theoretical results numerically by using the von Mises-Fisher and the hyperboloid models. It will be shown that the sequential m-flat test is uniformly superior to the nonsequential m-flat tests. At first the third-order power loss functions in the nonsequential tests are evaluated in the two dimensional case m = 2. We take 20 values of the distance s from 0 to 5, and for each value of s, we select the number of H 1 equally spaced alternatives. At each point of alternatives, the number of N random simulated data are generated. The empirical average power P Ke (s) of an m-flat k-test is calculated as the number of rejections relative to the number of H 1 . Tests are compared by the empirical third-order power loss function
where P K * e (s) denotes the empirical average power of the third-order s-efficient test for each value of s. 
Then the rejection region of the sequential m-flat k * = (0, 0)-test is given by (6.3) 
DISCUSSION
Conformal geometry of statistical manifold has produced the concrete third-order efficient sequential test procedure in a multidimensional curved exponential family M c . The method is divided into two stages: the first is to choose the stopping rule which reduces the mean 1-ES curvature of the conformally transformedM c to zero, and the second is to determine the significance of the null hypothesis based on the mixture-flat k-test statistic at the stopping time. This method was also designed to verify that the totally exponential umbilic statistical manifold (TEU for short) guarantees the third-order uniformly efficient sequential test procedure. TEU implies the conformal mixture (exponential) flatness, and this flatness leads to a gauge function ν(u) > 0 and a dual affine coordinate system ofM c which reduces the (−1)-connection ofM c to zero. This coordinate system is not pertinent to the power function itself but is effective for the simplification of the sequential mixtureflat k-test statistic without the bias-correction. Therefore TEU can be regarded as an f.r.m. exponential family in the appropriate sequential inferential procedure. The vonMises Fisher model and the hyperboloid model are the examples of the dual quadric hypersurface which was coined in the previous work (Kumon et al., 2011) . This type of hypersurface belongs to the class of TEU, and the complete characterization of TEU remains a future subject.
The present and the previous works exhibit one feature of active information geometry which encompasses geometries not only as interpretations but as strategic actions. It has been recognized that the sequential inferential procedures are rather restrictive in the sense that they cannot reduce the anisotoropy of statistical manifold. Another feature of the proposed spirit can be found in the field of dynamical systems, where dynamical actions such as feedback and feedforward may produce more flexible geometrical actions on system manifolds. This is a promising theme which is to be studied in a future work.
APPENDICES 1 Edgeworth expansion of f (ŵ, u)
The observed sufficient statisticx is decomposed into (û,v) byx = η(û,v), implying that x is in the ancillary subspace A(û) and its coordinates arev in A(û). 
cdλ g (ab g cd) g κλ h 3 (c 0 ).
Since it needs long and complicated calculations to derive Proposition 3.2, we only enumerate key formulae on the integrations of the tensorial Hermite polynomials which were also used to get ǫ 0 , ǫ 1 . The termÃ K (ũ * n,s,e ; u s,e ) does not depend on the ancillary familyÃ, so that it is common to all the efficient sequential tests. The termB K (ũ * n,s,e ; u s,e ) shows that the density functioñ f (ũ * n,s,e ; u s,e ) depends onÃ through the two geometrical quantitiesQ abκ and H (−1) κλa . Thus whenÃ is associated with a sequential test, the third-order characteristics of an efficient sequential test are determined by the anglesQ abκ between the boundary ∂R of the critical regionR andM c , and the (−1)-ES curvature H (−1) κλa of ∂R.
