Abstract-Physical activity (PA) can influence heart rate(HR). But the relationship between HR and PA is hard to describe. In our previous works, HR prediction models based on PA were designed. However, the prediction time length and accuracy are usually hard to compromise. In this study, a new HR prediction method is proposed. The predicted HR is used as the input in the next prediction step. Only HR at the initial time step and PA signals are needed in a long prediction time length. Evolutionary neural network is used as the mathematic basic of the predictor to ensure the prediction accuracy. The results show the predicted HR can trace the actual HR well.
I. INTRODUCTION
Heart Rate (HR) signal analysis is widely used in the medicine and medical research area. It is recognized [1] [2] [3] that physical activities (PA) have great effects on the changes of heart rate. However, few works had discussed the relationship between PA and HR: Pawar el al. [4] presented one body movement activity detection system which was based on ECG signal, but not HR. Meijer el al. [5] built a linear relationship between the HR and the body movements. However, the experiments were implemented in specific conditions and the body movement was recorded as the counted number of activities, which could not appropriately reflect the actual PA.
The main purpose of this paper was to build a prediction model using the feedforward neural network to reflect the effects of PA on the HR. The model was based on the author's previous works [6] [7] [8] where models for single time step and multiple time step prediction were designed respectively. The single time step prediction and multiple time step prediction was showed in Fig. 1 . The multiple time step prediction [8] aims at performing a longer time length prediction, but comparing to the single time step prediction [6] [7] , its accuracy was much worse. The object of this paper is to design a model for multi-step prediction with a relative high accuracy.
Feedforward neural network (FFNN) [9] was chosen as the mathematical model of the predictor for its intrinsic 
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2) HR n + Figure 1 : Single-step and multi-step prediction concept: HR with a wave line above is the predicted HR while actual HR does not have a wave line nonlinearity and computational simplicity. Different from our previous works, Evolutionary Algorithm was used to optimise the structure and inner weight of the FFNN to ensure the accuracy of the mutiple time step predictor.
Four signals were recorded: HR and accelerations in 3 directions: , , . After preprocessing, the four synchronized time sequences ( ) and ( ), ( ), ( ) were used as the training and test data set for the predictor.
Considering that all of the signals are non-constrained and real-time data, the predictor has the potential to be used in various areas, such as: cardiopathy research and diagnosis, heart attack warning indicator, sports capability measure and mental activity evaluation, etc.
II. THE RESEARCH METHOD

A. HR Prediction Model
To investigate the relationship between the HR and PA, all the signals need to be recorded simultaneously. The left part of Fig. 2 shows the subject (user) wearing the monitor. The specification of the monitor will be described in Section II-B.
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The Block diagram of the whole system in this work: HR with a wave line above is the predicted heart rate while HR without a wave line is the real heart rate 
B. Heart Rate and Physical Activity Recorder
Many studies on HR are based on the experimental data gathered in specific conditions and/or environments, whereas, this research was conducted with the data collected from normal daily activities, without any pre-planned routine. Consequently, a portable device is needed, which can monitor and record the HR and PA signals simultaneously for a period of time with relatively high accuracy. According to the device requirements, one commercial product Alive Heart Monitor (AHM) is chosen for our experiments. The collected data can be saved in an internal SD memory card or transmitted to PC, smart phone or PDA using Bluetooth in real time. The data specification of the AHM is shown in Table. I.
C. Signal Preprocess
The sampling rates of HR and acceleration are set differently in the AHM, 1 samples/sec and 75 samples/sec respectively, but the inputs of the neural network are required to be sequences with same sampling rate. Here, ℎ ( ) and ( ), ( ), ( ) are converted into four synchronized sequences ( ) and ( ), ( ), ( ) through a processing period .
Assume the whole recording period is , the recorded data on each signal channel are evenly divided into N segments, where each segment has the length of :
and ( ) rounds to the nearest integer towards minus infinity. The recorded data are divided into N segments on each channel.
Each HR segment has ℎ samples:
and each acceleration segment has samples:
When = 4s, HR segment has 1 sample/s× 4s = 4 samples ( ℎ ), and each acceleration segment has 75 samples/s×4s = 300 samples ( ). Then, the ℎ ( = 1, . . ., ) ℎ segment is converted into ( ) with the equation 4, and the ℎ , , segments are converted into ( ), ( ), ( ) with the equation 5.
It should be noted that the function of is not only to synchronize the inputs to neural network, but also to help stabilize the prediction accuracy through averaging the noises. This works well, especially when some signals have random noises.
D. Evolutionary Neural Network
( ) and ( ), ( ), ( ), ( ) and ( + 1) showed nonlinear relationships in the data set obtained from the AHM, especially when is a relatively large value. Therefore, a mathematical method aiming at nonlinear prediction is needed. FFNN appears to be a good candidate. With a certain structure, multi-layer FFNN can be used as a general function approximator [10] .
Normally, the FFNN is trained with backpropagation method for its good local search ability, but trapping in the local extremum and slow convergence speed are still big problems. Here, Evolutionary Algorithm was adopted for the optimization and training of the FFNN, not only for the inner weights of FFNN, but also the neural network structure of FFNN. Because 3-layer FFNN can approximate any continuous function with arbitrary precision [11] , 3-layer FFNN was selected as the model of this predictor.
Considering that the number of neuron is always integer and weight values are always real number, Simple Genetic Algorithm(SGA) [12] and Evolutionary Strategy(ES) [13] were selected for optimizing the hidden neuron number and inner weights respectively for their different encodings.
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III. EXPERIMENT
A. Experiment Specifications
In this paper, the experiment subject was a 33 years male with no record of heart disease. The recording time period was 90 minutes (preprocess interval=30s). During this continuous period, the subject wore an AHM and performed the daily activities. The recorded signals were evenly separated as two parts. In the two schemes, the first part of signals(45min) were adopted as the training set, which was used to train the FFNN; the remaining part of signals(45min) was for the test set, which was used to validate the trained neural network. Therefore, for both the training and test sets, N = 90.The signals ( ) and ( ), ( ), ( ) of the training set and test set were preprocessed using 4 and 5, and would be used in our follow experiment.
C/C++ was chosen as the programming language. Threelayer FFNN was selected as the predictor for this experiment. The four inputs of the FFNN were the predicted HR of the previus time step˜( ) and ( ), ( ), ( ). The output layer (the last layer) had one neuron,˜( +1), the predicted HR of the next time step. The structure of FFNN was optimised using the SGA for 100 generations in which the weights and biases inside FFNN were searched by ES for 200 generations. Fig. 3 shows the general structure of FFNN used in this paper. Fig. 4 shows the whole process flowchart of this work.
B. Experiment Results
The performance of the neural network predictor on the training set and test set is shown in Fig. 5 . To make a clear identification, the predicted ( +1) is denoted with a red unbroken line, while the actual ( + 1) is represented by a blue dashed line. The figures indicate that the predicted ( + 1) can trace the variance of ( + 1) on both the training set and test set after training.
The Residual Errors(RE) between the actual ( + 1) and the predicted( + 1) are also shown in Fig.5 . The The MAEs of the predictor increased obviously as the prediction interval raised. However, a larger prediction interval could also bring more useful information into a same size training set and often represents a better performance of the predictor.
IV. CONCLUSION AND FUTURE WORK
In this experiment, prediction was performed every 30 seconds. Predicted results were close to the actual data. The mean absolute error could be restricted within a small range (inside 5). The consistency of the prediction needs be improved and will be addressed in the future work.
To validate the universality of the proposed method and improve the neural network performance, more and deeper investigations should be implemented. Firstly, more and various Data from subjects of varying age, gender and health level should be tested. Secondly, more tests on different system parameters should be made, including prediction interval, the type of neural network. total time length and sampling rate of the hardware. And the most important factor to improve this system may be the PA Preprocess part. More useful signals preprocessed from PA (standard deviation, gradient) could be added into the predictor as inputs. Another possible varying factors include: data structure and improved training algorithm.
