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Résumé
Nous définissons une notion d’information d’une variable aléatoire, qui permet en particulier
de modéliser les erreurs d’estimation. Nous bâtissons un opérateur d’agrégation d’informations,
qui reste cohérent avec la réduction des erreurs d’estimation lors de la réitération d’observations
d’une même variable aléatoire. Nous évoquons alors les problèmes liés à l’usage du krigeage en
environnement bruité, et proposons l’usage de l’opérateur d’agrégation comme alternative à la
construction de surfaces de réponse et à l’estimation de la variance de krigeage. Un algorithme
d’optimisation utilisant ces surfaces de réponse alternatives est proposé. Quelques applications
numériques illustrent enfin l’intérêt de ces surfaces de réponse et de l’algorithme proposé.
mots-clés : Agrégation d’informations, krigeage, optimisation globale, fonction objectif bruitée,
potentiel, fonction d’information.
1 Introduction
Considérons le champ aléatoire suivant, défini sur un domaine Θ ⊂ Rd, d ∈ N∗ :
F (θ) = f(θ) + (θ) , θ ∈ Θ ,
où f(θ), θ ∈ Θ est une fonction déterministe réelle, continue mais non nécessairement dérivable, et où
{(θ)}θ∈Θ est un bruit que l’on cherche à éliminer, d’espérance nulle, éventuellement non homogène,
mais sans structure de dépendance : les éléments distincts de {(θ)}θ∈Θ sont mutuellement indépen-
dants.
Pour chaque point θ ∈ Θ, on suppose qu’un observateur ne peut pas disposer directement de la
valeur de f(θ), mais seulement de tirages de la variable aléatoire F (θ).
Krigeage en environnement aléatoire Dans la théorie du krigeage, on se place sous l’hypothèse
supplémentaire que {f(θ)}θ est une trajectoire déterministe générée par un champ gaussien {X(θ)}θ∈Θ.
Considérons un ensemble de nT points déjà observés T = {θ1, . . . , θnT }, nT > 1. En chaque point θ ∈ T ,
on suppose que l’on dispose d’un échantillon de nθ tirages de F (θ) : {F1(θ), . . . , Fnθ(θ)}. Considérons
tout d’abord les surfaces de réponse qui tentent de prédire F (θ) sur des sites θ inexplorés. Un technique
possible pour construire de telles surfaces de réponse est ce que nous appellerons par la suite le krigeage
avec effet pépite. Ce type de krigeage considère bien le bruit , et tente d’exprimer un prédicteur F˜
de F comme une combinaison linéaire des valeurs observées aux points de T . La présence d’un bruit
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supplémentaire induit un accroissement ponctuel de la variance sur les seuls points d’observation, et
cause ainsi une discontinuité dans la fonction de covariance, usuellement qualifiée d’effet pépite.
Cov (F (θ1), F (θ2)) = Cov (X(θ1), X(θ2)) + 1θ1=θ2Cov ((θ1), (θ2)) , θ1, θ2 ∈ Θ .
Des exemples dans lesquels les prédictions par krigeage basées sur ce modèle sont meilleures que les
prédictions issues de régression sont proposés par [34]. La recherche d’un prédicteur de F est un
domaine de recherche populaire [voir par exemple 21]. Dans ce type de recherche, il est tenu compte
du bruit entachant la fonction f , mais on ne cherche pas explicitement à éliminer ce bruit. A notre
connaissance, la littérature de krigeage est plus réduite lorsqu’il s’agit de prédire f et non F sur des
sites inexplorés en réduisant explicitement le bruit pesant sur f . Il s’agit dans ce cas d’une prédiction en
présence d’observations incomplètes, parce que l’on estime alors uniquement une distribution possible
de f à chaque point d’observation, et non une valeur déterministe fixée.
Raisons d’une alternative Lorsque f est estimée à l’aide de simulations stochastiques, le simula-
teur renvoie bien des valeurs F (θ) centrées sur f(θ) et la technique de krigeage à effet pépite peut être
utilisée (θ ∈ Θ). Néanmoins, dans beaucoup de situations, on cherche en effet à prédire f et non F .
Lorsque deux sites d’exploration sont très proches, la variance de la prédiction de f doit être réduite
sur chacun des sites. Par ailleurs, le poids affecté à une observation très bruitée doit intuitivement
être très réduit. Dans la mesure où le krigeage propose une interpolation de F et non de f , on peut se
demander si le krigeage conduit bien à ce type de comportement, d’autant que l’amplitude du bruit
peut être radicalement différente d’un site à un autre. Ces questions et la question du choix des effets
pépite sont discutées dans [28]. En outre, à supposer que le krigeage soit retenu, des problèmes peuvent
subsister :
– Le krigeage implique l’inversion de matrices qui peuvent être très grandes lorsque l’on dispose
d’un nombre élevé d’observations. Cette inversion peut en conséquence être très lente et coû-
teuse. Même si l’on considère les seules observations suffisamment proches d’un point donné, les
procédures d’optimisation peuvent conduire à une grande densité d’observations aux alentours
d’un point jugé intéressant (cela constitue même un objectif des procédures d’optimisation).
– La fonction de covariance est inconnue en pratique. Bien qu’elle puisse être estimée, elle peut
être entachée d’erreurs d’estimation importantes. En outre, lors de procédures d’optimisation,
lorsque la densité des points explorés augmente autour d’une solution potentielle, la corrélation
devient très forte et la nécessité de prendre en compte les corrélations croisées semble moins
évidente.
– Enfin, le non-respect des hypothèses prises de stationnarité peuvent parfois rendre le krigeage
moins performant que des interpolations plus simples.
Pour ces raisons, nous envisagerons dans les sections suivantes une alternative au krigeage.
Contraintes pour les alternatives La recherche d’un optimum global de f(θ) va conduire l’ob-
servateur à opérer des tirages de F (θ) en différents points de Θ. Afin de déterminer où explorer la
fonction, il apparaît en premier lieu nécessaire de disposer d’intervalles de confiance pour la valeur de
f en des points θ non encore explorés. Dans un souci global d’économie du nombre de tirages, il va
s’agir d’exploiter au mieux les informations obtenues grâce aux précédents tirages de F .
Cette question introduit la problématique plus générale de l’agrégation des informations. Supposons
que l’on dispose de n1 observations de F en un point θ1, et n2 observations en un point θ2. Il semble
logique d’exiger, lorsque θ1 et θ2 sont presque confondus, que cet ensemble d’observations soit presque
équivalent à n1 + n2 observations en θ1. La formalisation de cette équivalence nous conduira à définir
précisément une information, et la façon dont l’on agrège les informations.
Structure du document Dans une section 2, nous étudierons l’information définie pour une unique
variable aléatoire réelle. Nous utiliserons ensuite ces définitions et propriétés sur des ensembles de va-
riables aléatoires réelles (par exemple issues de champs gaussiens). Nous définirons alors un opérateur
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de dégradation d’information, qui permettra notamment de prendre en compte les incertitudes liées
aux distances spatiales entre deux observations. Dans une section 3, nous proposerons l’utilisation
d’informations agrégées pour la construction de surfaces de réponse alternatives. Dans une section 4,
nous bâtirons un algorithme d’optimisation très simple exploitant les propriétés de ces surfaces de ré-
ponses alternatives. Enfin, dans une section 5, des applications numériques illustreront la construction
de surfaces de réponse et le comportement de l’algorithme d’optimisation proposé.
2 Agrégation d’informations
2.1 Notion d’information
Nous allons évoquer ici des considérations élémentaires sur les erreurs d’estimation, afin de forma-
liser la notion d’agrégation d’information. L’information la plus complète caractérisant une variable
aléatoire est sa loi. Néanmoins, en présence d’un nombre limité d’observations, nous allons représenter
la connaissance d’une variable aléatoire au moyen de deux réels, qui quantifierons par la suite une
moyenne et une variance. Cette représentation s’avérera notamment intéressante lorsque nous consi-
dérerons des champs gaussiens. La notion d’information développée ici n’est pas a priori liée à la
théorie de l’information de Shannon ou à l’entropie. Nous avons néanmoins utilisé le même vocable
d’information.
Définition 1 (Information) Nous appellerons information une quantité : I = (m,σ2) ∈ R × R¯+.
Nous dirons que l’information est certaine si σ2 = 0. Nous dirons que l’information est nulle si
σ2 = +∞.
2.2 Informations et erreurs d’estimation
Nous allons dans un premier temps essayer de représenter l’incertitude liée à l’estimation d’une
variable aléatoire réelle X.
Définition 2 (Information d’estimation) Soit un ensemble de tirages G = {X1, . . . , Xn} d’une
variable aléatoire générique X, n ∈ N∗ (on suppose que les tirages correspondent à une réalisation
d’une suite iid de variables aléatoires de même loi que X). On suppose également que les deux premiers
moments de X sont finis et que la variance σ2X de X est connue.
Nous dirons que I = I (G, σX) est l’information d’estimation, en connaissance de G et de σX , lorsque :
I (G, σX) = (m,σ2) avec
{
m = 1n
∑
Xi∈GXi,
σ2 = σ
2
X
n
Cette définition permet de représenter de façon logique l’incertitude liée à l’estimation de la variable
aléatoire X :
– la première composante m de l’information représente la moyenne empirique de X en connais-
sance de G.
– La seconde composante σ2 de l’information représente la variance de cette moyenne empirique
en connaissance de G et de σX . Cette seconde composante quantifie donc l’erreur d’estimation
commise lors de l’estimation de la moyenne de X.
Soient I1, I2 deux informations : I1 = (m1, σ21) et I2 = (m2, σ22). Nous allons essayer de spécifier
les contraintes souhaitables pour qu’une information I = (m,σ2) représente l’agrégation des deux
informations I1 et I2. La définition précédente va nous permettre de formaliser l’agrégation d’informa-
tion : l’agrégation des informations d’estimation issues de deux ensembles de tirages G1 et G2 devra
simplement correspondre à l’information issue de l’ensemble des tirages G1 ∪G2.
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Définition 3 (Agrégation cohérente) Soient deux ensembles de tirages G1 et G2 d’une variable
aléatoire générique X dont les deux premiers moments sont finis, et dont la variance σ2X > 0 est
connue. Soient I1 et I2 les informations d’estimation en connaissance respectivement de G1 et de G2 :
I1 = I (G1, σX) et I2 = I (G2, σX),
Nous dirons qu’une information I est l’agrégation cohérente des informations I1 et I2 si I est l’infor-
mation d’estimation en connaissance de G1 ∪G2 :
I = I (G1 ∪G2, σX)
Proposition 1 (Condition d’agrégation cohérente) Soient deux ensembles de tirages G1 et G2
d’une variable aléatoire générique X dont les deux premiers moments sont finis, et dont on connaît la
variance σ2X > 0. Soient I1 et I2 les informations d’estimation en connaissance respectivement de G1
et de G2 :
I1 = I (G1, σX) et I2 = I (G2, σX),
Soit I l’information résultant de l’agrégation cohérente de I1 et I2. Si n1 et n2 désignent les cardinaux
respectifs de G1 et G2, alors I est telle que :
I = (m,σ2) avec
{
m = n1n1+n2m1 +
n2
n1+n2m2
σ2 = σ
2
X
n1+n2
(1)
Proof: L’information I étant l’agrégation cohérente de I1 et I2, on a m = 1n1+n2
∑
Xi∈G1∪G2 Xi et
σ2 = σ
2
X
n1+n2 . Par définition de I1 et I2, on en déduit pour la moyenne m =
1
n1+n2 (n1m1+n2m2). 2
On aimerait par ailleurs ne faire dépendre (m,σ2) que de (m1, σ21) et (m2, σ22). Il faut donc chercher
à exprimer (m,σ2) indépendamment de n1 et n2.
2.3 Définition et propriétés de l’agrégation
Définissons tout d’abord l’opérateur d’agrégation que nous allons utiliser.
Définition 4 (Opérateur d’agrégation) Soient deux informations (m1, σ21) et (m2, σ22), avec σ1σ2 >
0. On définit l’opérateur d’agrégation ⊕ tel que :
(m1, σ21)⊕ (m2, σ22) = (m,σ2) ,
avec
 m =
σ22
σ21+σ22
m1 + σ
2
1
σ21+σ22
m2 ,
σ2 = σ
2
1σ
2
2
σ21+σ22
,
(2)
Proposition 2 (Cohérence de l’opérateur d’agrégation) Lorsque I1 et I2 sont les informations
d’estimation de deux ensembles de tirages G1 et G2, alors l’information I = I1 ⊕ I2 est l’agrégation
cohérente de I1 et I2.
Proof: Soient deux ensembles de tirages G1 et G2 d’une variable aléatoire générique X dont les deux
premiers moments sont finis, et dont on connaît la variance σ2X > 0. Soient n1 et n2 les cardinaux
respectifs de G1 et G2, n1, n2 ∈ N∗. Supposons que I1 = (m1, σ21) et I2 = (m2, σ22) sont les informations
d’estimation en connaissance respectivement de G1 et de G2 :
I1 = I (G1, σX) et I2 = I (G2, σX),
Notons I = (m,σ) = I1 ⊕ I2. Il s’agit de montrer que
I1 ⊕ I2 = I (G1 ∪G2, σX) .
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Pour la variance, σ2 = σ2X/(n1 +n2). Pour les ensembles d’observation G1 et G2, l’erreur d’estima-
tion de la moyenne de X est respectivement quantifiée par σ21 =
σ2X
n1
et σ22 =
σ2X
n2
. De par la définition
de ⊕, la variance σ2 dans l’information I est σ2 = σ21σ22/(σ21 + σ22), de sorte que 1/σ2 = n1+n2σ2X et
finalement l’équation 1 est bien respectée pour la variance :
σ2 = σ
2
X
n1 + n2
.
Pour les moyennes, les moyennes empiriques dans I1 et I2 sont respectivement :m1 = 1n1
∑
Xi∈G1 Xi
et m2 = 1n2
∑
Xi∈G2 Xi. De par la définition de ⊕, on établit facilement m = σ
2
σ21
m1 + σ
2
σ22
m2. Or
σ21 = σ2X/n1, σ22 = σ2X/n2 et σ2 = σ2X/(n1 + n2). On vérifie alors que m = n1n1+n2m1 +
n2
n1+n2m2, et
finalement l’équation 1 est bien respectée pour la moyenne.
m = 1
n1 + n2
∑
Xi∈G1∪G2
Xi
Finalement, les conditions de la proposition 1 sont respectées, et l’on a donc I1 ⊕ I2 = I (G1 ∪
G2, σX). 2
On montre également que l’agrégation d’informations ne dépend pas de l’ordre d’agrégation.
Proposition 3 (commutativité) L’opérateur ⊕ est commutatif : soient deux informations non cer-
taines I1 et I2 :
I1 ⊕ I2 = I2 ⊕ I1
Proof: Se déduit directement par symétrie des expressions définissant l’opérateur ⊕. 2
Ensuite, les conséquence d’ajout d’informations sont logiques : l’agrégation d’information conduit
notamment à une diminution d’incertitude.
Proposition 4 (Domaine de l’information agrégée) Soient deux informations non certaines I1 =
(m1, σ1), I2 = (m2, σ2). Soit I = (m,σ) = I1 ⊕ I2.
m ∈ [m1,m2] ,
σ 6 min {σ1, σ2} .
Proof: Se déduit facilement de la définition de l’opérateur ⊕. 2
Le fait que l’agrégation conduise à une moyenne m appartenant à [m1,m2] peut revêtir un intérêt
lorsque les quantités à agréger sont bornées (par exemple lorsque l’on estime des probabilités).
Enfin, l’ajout d’une information infiniment incertaine correspond à n’ajouter aucune information,
et une information certaine annihile les effets des informations incertaines :
Proposition 5 (valeurs particulières d’agrégation)
(m1, σ21)⊕ (m2,+∞) = (m1, σ21)
(m1, σ21)⊕ (m2, 0) = (m2, 0) , si σ1>0 ,
(m1, 0)⊕ (m2, 0) =
(
m1 +m2
2 , 0
)
par convention .
Proof: Se déduit facilement de la définition de l’opérateur ⊕. En principe, aucun modèle ne devrait
conduire à agréger deux informations certaines contradictoires (m1, 0) et (m2, 0) avec m1 6= m2.
La dernière convention est choisie pour parer à une telle éventualité : elle est cohérente avec le cas
m1 = m2, et revient à imaginer dans le cas contraire qu’une source d’incertitude à été négligée, frappant
de la même façon m1 et m2, par exemple une erreur de précision arithmétique causant indûment
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m1 6= m2. Cette convention permet d’éviter la distinction de cas particuliers lors de l’implémentation
pratique de ⊕, car elle correspond à l’agrégation d’informations auxquelles on a rajouté une source
négligeable d’incertitude  :
(m,σ2) = lim
→0(m1, σ
2
1 + 2)⊕ (m2, σ22 + 2)
2
Proposition 6 (interpolation) Considérons deux variables aléatoires X1 = m1 +E1 et X2 = m2 +
E2, où m1 et m2 sont déterministes, E1 et E2 sont deux bruits centrés de variances respectives σ21
et σ22. Notons I1 = (m1, σ21) et I2 = (m2, σ22) les informations correspondantes. Notons I = (m,σ2),
alors :
I = I1 ⊕ I2 ⇔
 m = E
[
X̂
]
σ2 = V
[
X̂
] avec X̂ = σ22
σ21 + σ22
X1 +
σ21
σ21 + σ22
X2 .
Proof: Découle directement du calcul de E
[
X̂
]
et V
[
X̂
]
, qui permet de retrouver la définition de
l’opérateur ⊕. 2
Cette propriété permet de voir l’agrégation d’information comme une interpolation dont les coef-
ficients sont proportionnels au degré de certitude de chaque information.
Ce type d’interpolation peut être rapproché de la théorie de la crédibilité, bien que les objectifs de
cette théorie diffèrent légèrement [8]
Définition 5 (Agrégation totale d’un ensemble d’information) Supposons que l’on ait un en-
semble d’informations {I1, . . . In}, n > 2. Nous appellerons l’information totale de cet ensemble la
quantité :
I =
n⊕
i=1
Ii = I1 ⊕ · · · ⊕ In .
Remarque 1 (Allure de l’agrégation totale) Si pour tout j ∈ {1, . . . , n}, Ij = (mj , σ2j ), n > 2,
alors :
I1 ⊕ · · · ⊕ In = (Mn, Vn), avec
{
Mn = PnSn
∑n
i=1
mi
σ2i
,
σ2 = PnSn ,
où
{
Pn =
∏n
i=1 σ
2
i ,
Sn =
∑
16j1<···<jn6n−1 σ
2
j1 . . . σ
2
jn−1 .
Ce résultat se montre aisément par récurrence, en utilisant le fait que Pn + σ2nSn = Sn+1.
Cette dernière formule permet de mieux faire le lien avec d’autres techniques d’interpolation, et de
visualiser l’allure de l’interpolation réalisée. Toutefois, lors de l’implémentation de l’agrégation de
plusieurs points, il est naturellement plus rapide de calculer l’information agrégée en utilisant itérati-
vement l’opérateur ⊕ tel qu’il est présenté dans la définition 4.
2.4 Dégradation d’information
L’intérêt de l’opérateur ⊕ précédemment défini est qu’il permet l’agrégation d’informations sans
connaissance ni de l’ensemble des observations G, ni de la variance supposée connue σX . Il devient
alors possible, par exemple, de tenir compte d’informations entachées d’autres sources d’incertitudes
que l’estimation : erreurs liées à des informations incomplètes, à une source supplémentaire de bruit,
à une distance spatiale, etc.
Nous allons ici envisager un mécanisme de dégradation d’information. En pratique, une information
peut en effet être dégradée pour plusieurs raisons :
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– distance spatiale : une observation d’une fonction aléatoire a pu être menée en un point distinct
de celui que l’on aimerait explorer. Pour autant, si le point observé est proche, une information
est quand même partiellement exploitable.
– distance temporelle : des observations d’une variable aléatoire ont pu être menées suffisamment
loin dans le passé, et loi de la variable aléatoire considérée peut avoir évolué au fil du temps.
L’allure de ce qu’était la loi de cette variable aléatoire est partiellement informative.
– variation de contexte : assimilable en un sens à une distance spatiale et temporelle, mais parfois
plus difficilement paramétrable, le contexte d’observation d’une variable aléatoire peut avoir
évolué. Ainsi, dans un environnement économique globalement changé, les conclusions d’hier
peuvent n’être que partiellement informatives.
– prudence de l’observateur : l’observateur peut délibérément atténuer la confiance qu’il accorde
à certaines observations, dans un souci prudentiel. Cela peut être requis d’un point de vue
réglementaire, ou pour tenter de prendre en compte des variations de contexte qui n’ont pu être
intégrées au modèle.
– imprécisions numériques : des sources de bruit supplémentaires peuvent apparaître naturel-
lement, sans être a priori intégrées au modèle. Il peut s’agir par exemple d’une imprécision
numérique.
– etc.
Nous nous intéresserons ici à une dégradation d’une information I par modification du deuxième
paramètre de celle-ci, correspondant à l’erreur d’estimation pour une information d’estimation. L’in-
formation dégradée sera notée Dh(I) :
Définition 6 (information dégradée) Nous appellerons DhI l’information dégradée de l’informa-
tion I par un bruit h ∈ R+, telle que :
I = (m,σ2) ,
Dh(I) = (m,σ2 + h2) ,
Lorsque h = 0, l’information est inchangée. Lorsque h = +∞, l’information devient nulle.
Remarque 2 La dégradation d’une information correspond à l’ajout d’un bruit indépendant, d’espé-
rance nulle et de variance h2.
Imaginons un vecteur gaussien (X1, X2) avec ρ = Cov(X1, X2),mi = E [Xi], σi = V [Xi], i ∈ {1, 2}.
La loi conditionnelle de X1 sachant X2 est bien connue :
X1 X2 ∼ N
(
m1 +
ρ
σ2
(X2 −m2), σ21 − ρ2/σ22
)
.
Supposons queX1 = G(θ1) etX2 = G(θ2), oùG est un champ gaussien, et notons d la distance séparant
X1 et X2. Imaginons que l’on observe X2 = x2 , et que l’on suppose que G est un champ gaussien
stationnaire isotrope, de noyau de covariance défini par la fonction k(d), de sorte que σ1 = σ2 = σ et
ρ = k(d). La variance conditionnelle de X1 sachant X2 est donnée par σ2 − k2(d)/σ2.
Imaginons désormais la situation où l’on considère l’information certaine I2 = (x2, 0) correspondant
à X2 au point θ2. La projection de cette information au point θ1 revient à déterminer l’information
dégradée Iθ2(θ1) = Dh(I2) = (x2, h2(d)).
L’information Iθ2(θ1) aura la même variance que G(θ1) sachant G(θ2) si :
h2(d) = σ2 − k2(d)/σ2
En notant γ(d) = σ2 − k(d), on établit alors le résultat suivant.
Proposition 7 (dégradation d’information et processus gaussien) Considérons un processus
gaussien stationnaire isotrope G, de variogramme γ(d). La dégradation d’information liée à la connais-
sance de G en un unique point situé à une distance d est telle que :
h2(d) = γ(d)
(
2− γ(d)
σ2
)
.
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Proposition 8 (lien avec variogramme exponentiel généralisé) Pour un processus gaussien sta-
tionnaire isotrope de variogramme exponentiel généralisé,
γ(d) = σ2
(
1− e−(d/w)p
)
,
avec σ > 0, w > 0 et p ∈]0, 2], la dégradation d’information à une distance d correspond à l’ajout d’un
bruit h(d) tel que :
h2(d) = σ2
(
1− e−2(d/w)p
)
.
En particulier, pour ce même variogramme exponentiel généralisé, lorsque (d/w)p est petit, h2(d) '
2σ2(d/w)p et h(d) ' σ√2/wpdp/2.
3 Surfaces de réponse par agrégation d’informations
Supposons qu’un observateur observe des réalisations d’une variable aléatoire F (θ), d’espérance
f(θ). Comment bâtir un prédicteur de f en dehors des points d’observation ? Comment représenter la
connaissance qu’a l’observateur de f(θ) ?
L’idée est d’ajouter une source d’incertitude à la deuxième composante d’une information avant de
l’agréger : vue du point θ, l’information disponible en un point θ′ n’est que partiellement informative.
Cela revient à dire qu’une information θ′ vue de θ est dégradée, par exemple en fonction de la distance
dθ,θ′ de θ à θ′ :
L’ampleur de dégradation peut être quantifiée par une fonction h(θ, θ′). Néanmoins, par souci de
concision, nous supposerons ici que la dégradation ne dépend ici que de la distance considérée dθ,θ′ .
La dégradation sera donc une fonction h(d) croissante en fonction de la distance d considérée, telle
que h(0) = 0 et h(+∞) = +∞.
Définition 7 (information projetée) L’information disponible en un point θ compte tenu d’une
information I(θ′) = (m′, σ′2) en un point θ′ sera notée Iθ′(θ) et nommée information de θ′ projetée en
θ :
Iθ′(θ) = (m′, σ′2 + h2(dθ,θ′)) ,
avec I(θ′) = (m′, σ′2) .
où dθ,θ′ représente une distance entre θ et θ′.
Remarque 3 (agrégation d’une information distante) Soient deux points θ et θ′. Supposons
qu’une information I(θ) = (m,σ2) est disponible en θ, et que l’on agrège Iθ′(θ). D’après la définition
de l’information projetée, en utilisant la définition de l’opérateur ⊕, on a, en notant h2d = h2(dθ,θ′) :
I(θ)⊕ Iθ′(θ) = (m′′, θ′′) ,
avec

m′′ = σ
′2+h2d
σ2+σ′2+h2
d
m+ σ2
σ2+σ′2+h2
d
m′ ,
σ′′2 = σ
2σ′2+σ2h2d
σ2+σ′2+h2
d
.
En particulier, on peut noter pour les moyennes :
m′′ = αd,σ,σ′m+ (1− αd,σ,σ′)m′ , avec αd,σ,σ′ = σ
′2 + h2d
σ2 + σ′2 + h2d
.
Définition 8 (information totale en un point) Supposons que l’on explore un ensemble fini de n
points T = {θ1, θ2, . . . θn}, et que l’on dispose en chaque point exploré θi ∈ T d’une information Iθi,
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n ∈ N∗. Nous appellerons information totale au point θ l’agrégation IT (θ) de toutes les informations
disponibles, dégradées en fonction de la distance :
IT (θ) =
⊕
θi∈T
Iθi(θ) .
avec Iθi(θ) l’information obtenue au point θ grace à l’observation θi.
Remarque 4 Le choix d’une fonction h telle que h(d) = +∞ pour tout d > d0 donné, d0 ∈ R+,
conduit à ne prendre en compte pour θ que les informations disponibles sur des points situés à une
distance inférieure ou égale à d0 : seuls les explorations des points situés dans une sphère Sd0(θ), de
rayon d0 et centrée sur θ, seront utilisées pour l’information IT (θ). Dans ce cas, pour tout point θ,
IT (θ) = IT∩Sd0 (θ)(θ).
Définition 9 (Fonction d’information) Soit une fonction réelle aléatoire F (θ), θ ∈ R+. Supposons
que l’on observe un ensemble de réalisations indépendantes de F en différents points déjà explorés d’un
ensemble T . Nous définirons la fonction d’information f˜T de F la fonction aléatoire telle que : ∀θ ∈ Θ,
f˜T (θ) est une variable aléatoire normale ayant pour espérance et pour variance les deux composantes
respectives de IT (θ) :
f˜T (θ) ∼ N (m,σ2) , avec (m,σ2) = IT (θ) .
La structure de dépendance entre les f˜(θ) n’est pas ici précisée. Dans les cas où elle s’avère nécessaire,
elle doit être construite de façon à être aussi proche que possible de celle des X(θ), processus gaussien
dont on suppose que f est une trajectoire (sans considération de bruit  ni d’effet pépite correspondant).
En effet, f˜T est un prédicteur de f au vu de l’ensemble d’observations aux points de T . En un point
θ non observé, conditionnellement à f˜T (θ) = x, x ∈ R, on doit avoir f˜T (θ + h) proche de x lorsque
d(x, x+ h) tend vers 0.
La fonction d’information associe à chaque θ ∈ Θ un prédicteur aléatoire f˜T (θ). Ce prédicteur est
la représentation de f(θ) = E [F (θ)] par l’observateur, en connaissance des observations T .
– Lorsque f(θ) est connu, f˜T (θ) = f(θ).
– Lorsque θ est l’unique point exploré de T , f˜T (θ) est une v.a. de loi normale, centrée sur la valeur
estimée f̂(θ) (moyenne empirique des observations), et d’écart-type identique à celui de cette
moyenne empirique.
– Un intervalle de confiance Ir = [f̂(θ) − r, f̂(θ) + r] peut être construit pour f en choisissant r
tel que P
[
f˜T (θ) ∈ Ir
]
> 1− ,  ∈]0, 1[.
L’avantage notable de cette approche est qu’en un point θ, l’intervalle de confiance obtenu peut être
beaucoup moins étendu qu’en utilisant des statistiques isolées au seul point θ. La prise en compte des
informations aux points adjacents est susceptible de beaucoup améliorer l’estimation, si toutefois les
paramètres de l’hypothèse de dégradation spatiale sont convenablement choisis.
Lorsque deux points observations θ1 et θ2 sont très proches, l’observation de n réalisations de F (θ1)
d’une part et de n réalisations de F (θ2) d’autre part revient bien à considérer ces 2n réalisations au
seul point θ1.
L’intérêt majeur de l’opérateur ⊕ présenté est qu’il permettra d’agréger des informations dégra-
dées, là où il serait délicat d’envisager des erreurs d’estimations. Ainsi, si l’on considère un point θ non
exploré mais dans un voisinage de points d’exploration, le nombre d’observations à l’origine de l’in-
formation dégradée en θ est perdu. Il serait envisageable de comptabiliser chaque observation comme
une observation partielle (comme une demi-observation par exemple), mais le lien avec l’ajout d’un
bruit est alors moins évident.
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4 Optimisation et inversion de quantiles
Supposons que l’on cherche à minimiser la fonction objectif f(θ) en déterminant le minimum m∗
de cette fonction ainsi que les minimiseurs de Θ :
m∗ = inf
θ∈Θ
{f(θ)} .
De très nombreux algorithmes d’optimisation existent. Dans le cas d’une fonction objectif f non
bruitée et de la recherche d’un optimum local, on peut consulter par exemple les méthodes de descente
de gradient, de Newton-Raphson, de Hooke et Jeeves, la méthode de [25], ou des méthodes spécifi-
quement adaptées à certaines formes de f , comme lorsque f est convexe. S’il s’agit de la recherche
d’un optimum global, les recherches sont plus récentes et l’on pourra se référer par exemple à [14].
L’optimisation Lipschitzienne, l’algorithme de Schubert [cf. 31] ou l’algorithme DIRECT [cf. 17, 18]
sont des algorithmes de type Branch and Bound qui s’intègrent dans ce cadre [cf. 23, 15, 11, 12, 35,
pour une revue de différentes techniques].
Dans le cas d’une fonction objectif bruitée, différents algorithmes stochastiques visent à rechercher
un optimum local ou des racines [cf. 20, 5, 33, 29]. Enfin, dans le cas de la recherche d’un minimum
global d’une fonction bruitée non nécessairement convexe, des méthodes de recuit simulé [cf 1, 6]
ou des méthodes génétiques [cf. 2, 24] sont envisageables, bien que le bruit rende le problème plus
difficile [cf 9]. Quelques méthodes dérivées d’approches Branch-and-Bound existent [cf. par exemple
26]. Une classification d’algorithmes basés sur des surfaces de réponse peut être trouvée dans [19]. Des
méthodes utilisant l’entropie de Shannon (IAGO) ou des algorithmes dérivées de EGO sont développées
dans [3, 27] ainsi que dans les autres présentations du Workshop on Noisy Kriging-based Optimization
(Berne, novembre 2010).
Dans [30] un algorithme d’optimisation dérivé d’une approche de type Branch-and-Bound se fonde
sur l’estimation d’une quantité nommée "potentiel" et calculable pour chaque point candidat. Cette
quantité traduit la probabilité que le prédicteur de la fonction f conduise, en un point donné, à un
optimum meilleur que celui observé. Nous reprenons ici l’idée d’un potentiel, en montrant que l’on peut
bâtir un potentiel calculé à partir d’agrégation d’informations (cf définition 10). En outre, plutôt que
de partitionner la zone de recherche, nous supposerons que l’on se donne à chaque étape un ensemble
de points candidats, ce qui conduira à un algorithme dont l’implémentation est beaucoup plus simple.
Il est de nombreuses situations où l’on cherche à déterminer l’ensemble des points conduisant à
une valeur de f appartenant à un intervalle donné J :
S(J) = {θ ∈ Θ, f(θ) ∈ J} , J ⊂ R .
Les intervalles J considérés peuvent revêtir de nombreuses formes :
– Considérons la variable aléatoire Q = f(U), où U est une variable aléatoire de loi connue sur
le domaine Θ. La recherche des quantiles de Q revient à rechercher les points conduisant f à
appartenir à Jq = inf {x ∈ R, P [Q > x] > q}. Il s’agit alors de déterminer S(Jq), q ∈ [0, 1].
Ce type d’application revêt une grande importance dans le cadre de l’assurance et de la finance,
notamment lorsque l’application de règles prudentielles impose aux organismes financiers ou
assureurs de disposer d’une réserve d’argent suffisante pour ne pas être ruiné dans un certain
pourcentage de scénarios.
– Les problèmes classiques d’optimisation globale reviennent quant-à-eux à déterminer S(J), avec
J =]−∞,m∗], où m∗ désigne la valeur minimale, supposée finie de f : m∗ = inf {f(θ), θ ∈ Θ} .
Là encore, ce type d’application permet par exemple d’optimiser un indicateur de gain ou un
indicateur de risque dans un cadre d’allocation optimale ou de réassurance optimale. Plus géné-
ralement, de très nombreux problèmes d’ingénierie et de recherche opérationnelle conduisent à
ce type d’optimisation.
– Enfin, la recherche des points conduisant f à appartenir à J = [−η, η], η ∈ R+, revient à la
recherche de racines de f .
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A titre d’exemple, lorsque J =]−∞,m∗], l’algorithme 1 vise à obtenir un estimateur de la valeur
supposée unique de l’optimum global m∗ = infθ∈T f(θ), ainsi que des zones de confiance pour les
minimiseurs supposés.
Cet algorithme s’appuie sur la notion de potentiel d’un point que nous définissons de la façon
suivante :
Définition 10 (potentiel) Nous définissons le potentiel d’un point θ, en connaissance d’un échan-
tillon T et d’un intervalle J comme :
βT,J(θ) = P
[
f˜T (θ) ∈ J
]
.
Par convention, en l’absence d’information tout point est susceptible de conduire à f ∈ J : β∅,J(θ) = 1.
En un point θ ∈ Θ, une fois défini f˜T le prédicteur (aléatoire) de la fonction f (déterministe
mais parfois bruitée), il est possible de définir différentes quantités indiquant si f˜T est susceptible
d’appartenir à un intervalle cible J au point θ. Dans le cas de l’optimisation, pour J =] − ∞,m],
la définition d’un potentiel βT,m(θ) se rapproche de l’usage classique d’un Expected Improvement
EIT,m(θ) [cf. 18, pour une surface de réponse f˜T construite différemment] :
βT,m(θ) = P
[
f˜T (θ) < m
]
et EIT,m(θ) = E
[(
m− f˜T (θ)
)
+
]
=
∫ m
−∞
βT,s(θ)ds .
On peut ainsi voir l’expected improvement comme un potentiel agrégé. Le débat de l’usage de l’une ou
l’autre de ces quantités rejoint le débat du choix de mesures de risques (Value-at-risk ou Tail-Value-
at-risk, cf. [10]), l’expected improvement possédant par exemple une propriété de sous-additivité. Ce
choix peut aussi être vu comme le choix d’une moyenne conditionnelle ou d’une médiane conditionnelle,
cette dernière étant plus robuste au sens de Hampel et Huber [cf. 13, 16].
Définition 11 (zone de confiance) Nous définissons la zone de confiance pour l’intervalle J en
connaissance de l’échantillon T et du seuil s comme :
ßT,s(J) = {θ ∈ Θ, βT,J(θ) > s} .
En supposant f˜T (θ) de loi normale pour tout θ ∈ Θ, alors l’information IT (θ) = (m,σ) disponible
en θ donne la moyenne et la variance de cette loi. Dans le cas gaussien, cette information est donc
suffisante pour déterminer le potentiel
Proposition 9 (valeur du potentiel dans le cas gaussien) Notons Φ la fonction de répartition
d’une loi normale centrée réduite. f˜T (θ) étant supposée de loi normale pour tout θ ∈ Θ, alors pour
J = [a, b], a, b ∈ R :
βT,J(θ) = Φ
(
b−m
σ
)
− Φ
(
a−m
σ
)
,
avec (m,σ) = IT (θ) .
L’idée de l’algorithme 1 est de piocher un ensemble de points candidats pour l’exploration, de
calculer leur potentiel, et choisir le point à explorer en fonction de son potentiel.
On pourrait ne piocher qu’un point à chaque étape, et effectuer une méthode des rejets pour
n’explorer le point que si un tirage uniforme sur [0, 1] est inférieur à son potentiel. En grande dimension,
le nombre de points pouvant être rejeté risque d’être important, et on ne contrôlerait pas ainsi le
nombre de tentatives avant de valider un point pour l’exploration. C’est la raison pour laquelle nous
proposons de sélectionner un point pour l’exploration parmi un ensemble de candidats Θe de taille ne
à fixer.
Supposons que l’on dispose de ne candidats à départager, pour lesquels ne potentiels ont été
calculés. On peut imaginer sélectionner le point de potentiel maximal parmi ces candidats (choix que
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nous qualifierons de priorité absolue) ou de choisir un point avec une probabilité proportionnelle à son
potentiel (choix que nous qualifierons de priorité relative). Dans le cas d’une priorité absolue, le choix
de ne = 1 conduit à une exploration uniforme de la zone de départ, tandis que ne → +∞ conduirait à
choisir un des points de potentiel maximal sur la zone de départ (par exemple celui ayant conduit à une
valeur optimale). Un compromis entre ces deux solutions semble souhaitable. Nous retiendrons donc
le choix d’une priorité relative : dans ce cas, le choix de ne = 1 conduit à une exploration uniforme
de la zone de départ, tandis que ne → +∞ a moins d’incidence sur l’exploration que le choix d’une
priorité absolue.
L’algorithme 1 permet ainsi de construire itérativement l’ensemble Tj des points observés à l’étape
j et la succession des estimateurs Jj de l’intervalle cible J . La constante n représente le nombre
d’étapes de l’algorithme.
Algorithme 1 algorithme d’exploration par potentiel
Entrée: n, ne, n0, fonction h, zone de départ Θ
T0 = ∅
J0 = R
pour j = 0 à n− 1
échantillon uniforme sur Θ
générer un échantillon Θe = {θ1, . . . , θne} pioché de façon uniforme sur Z0
Calcul des potentiels
pour tout θ ∈ Θe, déterminer βTj ,Jj (θ)
Exploration d’un point de Θe
piocher un point θ+ de Θe en fonction des
{
βTj ,Jj (θ)
}
θ∈Θe
Tj+1 = Tj ∪
{
θ+
}
générer un échantillon de taille n0 de tirages de F (θ+)
calculer I(θ+) et estimer Jj+1
fin pour
Sortie: Jn
Sortie: ∀θ ∈ Tn, ITn(θ), βTn,Jn(θ)
Du fait de T0 = ∅ et de β∅,J(θ) = 1, le premier point θ+ est sélectionné sans préférence parmi les
ne candidats. Il est naturellement possible de placer l’exploration de ce premier point en initialisation
de l’algorithme. Il s’agit d’ailleurs d’une propriété intéressante de cet algorithme, qui ne requiert pas
d’exploration préalable de la fonction objectif et permet donc d’utiliser T = ∅.
Le détail de l’estimation des Jj+1 à l’étape j en fonction des points déjà explorés θ1, . . . , θj n’est
pas ici fourni dans la mesure ou cette estimation peut différer en fonction de la signification de
l’intervalle cible J . Lorsqu’il s’agit de la recherche d’un minimum m∗, on peut prendre par exemple
Jj+1 =]−∞,m∗j ], avec :
m∗j = minθ∈T
{
mTj (θ) + λσTj (θ)
}
,
où
(
mTj (θ), σTj (θ)
)
= ITj (θ) ,
où λ est une constante numérique détaillée dans la partie application numérique, et où T représente
un ensemble de points sur lequel est conduite cette estimation, par exemple l’ensemble des points
déjà explorés θ1, . . . , θj . L’idée de la constante λ est d’intégrer une certaine prudence dans cette
estimation : le minimum estimé sera supposé inférieur à mi+λσi avec une probabilité suffisante, et les
points conduisant à un minimum potentiellement inférieur à ce seuil relevé seront jugés intéressants.
Cette constante λ permet ainsi d’éviter les situations où, du fait d’une grande volatilité, on a estimé
en θi un minimum m∗(θi) beaucoup plus petit que l’optimum m∗. Cette dernière situation est à éviter
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dans car elle exclut l’exploration de beaucoup de points pour lesquels f est pourtant proche du vrai
m∗.
Le tirage des candidats de façon uniforme peut se faire, lorsque Θ est représenté par une union
finie de simplexe, à l’aide de la méthode de Kraemer, détaillée dans [32] (en finance, par exemple,
la recherche de pourcentages d’allocation d’actifs conduit à une recherche à mener dans le simplexe
orthogonal unité). Si de nombreuses zones sont a priori exclues de l’analyse, et si l’on désire limiter le
nombre ne de candidats, il est possible de modifier ce choix de distribution uniforme initiale.
Par ailleurs, on peut imaginer une évolution de la fonction h en fonction de l’étape en cours, la
connaissance sur la régularité de h s’affinant au fur et à mesure de l’exploration de la fonction bruitée.
Des éléments sur l’estimation de la fonction h peuvent être trouvés dans [30].
5 Illustrations numériques
5.1 Surfaces de réponse en dimension 1
Dans ce paragraphe, nous comparons des surfaces de réponse obtenues par krigeage ou par agré-
gation d’information, en présence d’un bruit non homogène et d’ampleur importante.
Dans une première application, nous essayons d’estimer la probabilité pθ de réalisation d’une
variable aléatoire de type Bernoulli, pour un paramètre θ ∈ R. Cela correspond à la situation classique
où l’on essaye d’estimer une probabilité au vu de réalisations appartenant à {0, 1}. Il ne s’agira pas
de trouver le meilleur modèle pour faire ce type de prédiction, mais d’analyser sur cet exemple simple
le comportement de l’agrégation d’information et du krigeage.
On considère donc le modèle suivant :
F (θ) = pθ + (θ) ,
où F (θ) est une variable aléatoire de type Bernoulli de paramètre pθ, donc d’espérance E [F (θ)] = pθ.
Les bruits distincts de {(θ)}θ∈Θ sont donc d’espérance nulle, et considérés mutuellement indépendants.
La probabilité pθ varie pour différents paramètres θ ∈ R en entrée, et la connaissance d’estima-
tions de pθ en d’autres points d’un ensemble déjà exploré T constitue naturellement une information
intéressante. Nous avons considéré dans nos applications l’ensemble Θ = [0, ν], ν ∈ R, et
pθ =
1
2 (1 + cos(θ)) .
On note T ⊂ Θ l’ensemble des points déjà explorés : en chaque point exploré θ ∈ T , on dispose
de nθ > 2 observations. Ces observations forment une réalisation (F1(θ), . . . , Fnθ(θ)) d’une suite de
variables aléatoires iid de loi Bernoulli de paramètre pθ. On dispose donc de l’estimateur p̂θ de pθ et
de la variance d’estimation σ2e(θ) = V [p̂θ] :
p̂(θ) = 1
nθ
nθ∑
j=1
Fj(θ) , σ̂2(θ) =
1
nθ − 1
nθ∑
j=1
(Fj(θ)− p̂(θ))2 et σ̂2e(θ) =
1
nθ
σ̂2(θ) .
En dehors des points θ ∈ T d’observations, un prédicteur p˜(θ) est construit, associé à une variance
de prédiction σ˜(θ). Ce prédicteur peut être obtenu soit par agrégation d’information, soit par krigeage.
Les figures 1 et 2 montrent l’allure des prédicteurs obtenus. Dans toutes ces illustrations, nous avons
considéré le cas où ν = 10, où l’ensemble T des sites déjà explorés est constitué de nT = 25 réalisations
de variables aléatoires uniformes sur Θ (et mutuellement indépendantes). En chaque site exploré θ ∈ T ,
on estime pθ à partir d’un échantillon de nθ valeurs (avec nθ = 20 ou nθ = 5). Dans ces deux figures,
le krigeage se base sur une structure de covariance de type gaussienne dont les paramètres ont été
estimés par la méthode des moindres carrés pondérés en utilisant le logiciel R. L’utilisation d’autres
méthodes d’estimation comme le maximum de vraisemblance ou par moindres carrés classiques, ne
modifie pas sensiblement la surface de réponse.
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Fig. 1 – Allure de prédicteurs p˜θ de pθ obtenus par krigeage, sans effet pépite (à gauche), ou avec effet pépite
stationnaire (à droite). Les cercles représentent les estimations bruitées de pθ.
La figure 1 montre deux écueils à éviter lorsqu’on utilise le krigeage en environnement bruité : la
non-considération d’effet pépite force le krigeage à passer par tous les points observés, et peut ainsi
conduire à assimiler des variations proches liées au bruit à une très brusque variation de la fonction
objectif. A contrario, la considération d’un effet pépite stationnaire conduit dans ce modèle, pour
certaines simulations, à une sur-évaluation du bruit aux sommets des crêtes, et à une interpolation
d’amplitude beaucoup trop faible.
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Fig. 2 – Allure des prédicteurs p˜θ de pθ obtenus par agrégation d’information avec h(d) = σKd2 (en pointillés),
ou par krigeage (tirets), les cercles représentent les estimations bruitées de pθ. A gauche : nθ = 20, à droite :
nθ = 5.
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La figure 2 montre deux prédicteurs : l’un obtenu avec un krigeage avec effet pépite et matrice
de covariance gaussienne estimée (moindre carrés), l’autre avec l’agrégation d’information, avec une
fonction de dégradation d’information très simple : h(d) = σKd2.
En pratique, l’estimation du paramètre σK de la fonction de dégradation h a été conduite de la
façon suivante : en supposant que l’on dispose d’une unique information certaine (pθ′ , 0) en un point
θ′, l’information projetée en θ est (pθ′ , h2(dθ,θ′)), où dθ,θ′ représente une distance entre θ et θ′. Cela
revient à supposer qu’en l’absence de bruit, le prédicteur p˜θ de pθ est distribué selon une loi normale
d’écart-type h(dθ,θ′) = σKdθ,θ′ , et que (p˜θ − pθ′)/dθ,θ′ est de loi normale centrée et d’écart-type σK .
Pour U1 et U2 variables aléatoires uniformes indépendantes sur Θ, nous avons calculé la variable aléa-
toire IR = (pU1 − pU2)/d(U1, U2), et pris σK égal à l’écart-type empirique d’un échantillon issu de IR.
Sur les parties gauche et droite de la figure 2, krigeage comme agrégation d’information s’écartent
naturellement de la cible, dans la mesure ou l’on ne dispose plus d’observations pour l’estimer. En
présence de peu d’observations pour estimer pθ, par exemple lorsque nθ = 5, l’estimateur p̂θ subit
un bruit important, et les prédicteurs sont plus éloignés de la cible, tant pour le krigeage que pour
l’agrégation d’incertitudes. Dans ces figures, en dépit des paramètres supplémentaires et des inversions
de matrices qu’utilise le krigeage, les résultats issus de l’agrégation d’information semblent acceptables,
sans toutefois deviner exactement la position de pθ du fait de l’incidence des erreurs d’estimation.
5.2 Surfaces de réponse en dimension 2
La zone Θ initiale est ici supposée être un simplexe, situation qui survient notamment lors de la
recherche de poids d’allocation d’actifs en finance, les pourcentages d’allocation se sommant à un [cf.
30].
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Fig. 3 – Courbes de niveaux de la fonction f(θ) en l’absence de bruit (σB = 0).
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Nous prenons ici en dimension d = 2 :
f(θ) = (min(x, y)− 0.1)2 + (max(x, y)− 0.6)2 ,
F (θ) = f(θ) + σB(U − 0.5) ,
θ = (x, y) ,
où U est une variable aléatoire de loi uniforme sur [0, 1]. La fonction f possède deux minima, l’un en
θ∗1 = (0.1, 0.6), l’autre en θ∗2 = (0.6, 0.1). La valeur de f en ces deux points est f(θ∗1) = f(θ∗2) = 0.
Afin d’imaginer les variations possibles de cette fonction, la fonction f atteint son maximum sur Θ en
θ = (0, 0) et l’on a alors f(θ) = 0.37. Nous utiliserons par la suite un bruit d’amplitude σB = 0.1, qui
est donc assez élevé au vu de cette amplitude de 0.37 de variation de f . Les courbes de niveau de la
fonction f non bruitée sont présentées dans la figure 3.
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Fig. 4 – Courbes de niveaux estimées de la fonction f , en présence d’un bruit σB = 0.1, par agrégation
d’information avec h(d) = d2 (à gauche), potentiel correspondant (à droite).
Dans les figures 4 et 5, différentes surfaces de réponse ont été produites à partir d’un ensemble T
de nT = 100 points déjà explorés, représentés par des points noirs. En chaque point observé θ ∈ T , les
estimations de f(θ) et de l’erreur d’estimation σe(θ) ont été menées à partir de nθ = 10 réalisations
de F (θ). Dans la figure 4, les courbes de niveaux obtenues par agrégation d’information montrent
l’interpolation réalisée de f en présence d’un bruit σB = 0.1. Les potentiels correspondant donnent la
valeur de P
[
f˜T (θ) < mT + 2σT
]
, où (mT , σT ) correspond à l’information totale au point minimiseur
estimé. La figure 5 donne les mêmes courbes obtenues par krigeage avec une covariance gaussienne et
un effet pépite, estimés par la méthode des moindres carrés pondérés.
Si le krigeage se comporte ici très bien, l’agrégation d’information reste également intéressante,
malgré l’absence d’inversion de matrice et un nombre de paramètres ici très limité.
5.3 Optimisation
L’algorithme d’optimisation proposé dans la section 4 repose sur l’idée d’une exploration privilégiée
des zones de fort potentiel, à l’instar de l’algorithme de type Branch-and-Bound développé dans [30].
Nous reprenons ici la même fonction test que celle présentée en 5.2.
La fonction de dégradation utilisée pour cet exemple est la fonction suivante :
h(d) = σKdα ,
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Fig. 5 – Courbes de niveaux estimées de la fonction f , en présence d’un bruit σB = 0.1, par krigeage (à
gauche), potentiel correspondant (à droite).
où (σK , α) sont des constantes liées à la régularité de la fonction objectif. Des propositions pour
l’estimation des constantes en question, basées sur des techniques de maximisation de vraisemblance,
peuvent être trouvées dans [30]. Dans les applications numériques présentées, nous avons utilisé par
exemple (σK , α) = (0.6, 1.2). Ces quantités peuvent être mises en correspondance avec un variogramme
exponentiel généralisé (cf. Prop 8), mais correspondent ici à une fonction un peu plus régulière que
celle générée par un processus gaussien de noyau de covariance gaussien. Lors de chaque exploration
d’un nouveau point θ, n0 tirages de F (θ) sont opérés afin d’estimer la variance, supposée inconnue,
de F (θ).
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Fig. 6 – Position des 1000 premiers points d’exploration obtenus pour ne = 100, par agréagation
d’information (gauche) et valeur absolue du logarithme base 10 de la distance minimale à un optimum,
en fonction du nombre de points explorés (droite). λ = 2, n0 = 10, σB = 0.1.
La figure 6 montre un comportement logique de l’algorithme, qui privilégie l’exploration de chacune
des deux zones susceptibles de contenir un optimum. Sur la partie droite de la figure 6 apparaît la
valeur absolue du logarithme base 10 de la distance minimale entre les points explorés et une des deux
17
solutions. Cette quantité donne une indication sur le nombre de décimales de la distance à une solution :
ainsi, avec un unique candidat ne = 1, la distance à la solution est de l’ordre de 10−2, tandis qu’avec
ne = 1000 candidats, elle est plutôt de l’ordre de 10−3. Le choix ne = 1 correspond à une exploration
uniforme du domaine de recherche. Comme on peut le constater, pour ne > 1 l’algorithme explore
plus rapidement des points à faible distance d’un optimum que lors d’une exploration uniforme : sur
ces trajectoires une centaine d’observations choisies avec ne = 100 sont suffisantes pour obtenir une
meilleure précision qu’avec un millier d’observations uniformément réparties (ne = 1).
Pour un nombre d’étapes fixé, du fait de la nature aléatoire de ces trajectoires, le choix d’un
ne supérieur ne garantit pas que le plus proche point exploré sera meilleur. Par contre, le nombre
d’évaluation de F ne dépend pas de ne : le calcul du potentiel des ne candidats ne requiert aucune
exploration supplémentaire, et dans le cas où l’évaluation de F est particulièrement coûteuse, le choix
d’un ne élevé modifiera peu le temps d’exécution de l’algorithme.
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Fig. 7 – Position des 1000 premiers points d’exploration obtenus pour ne = 1000, par une version
adaptée de l’algorithme EGO (gauche) et valeur absolue correspondante du logarithme base 10 de la
distance minimale à un optimum, en fonction du nombre de points explorés (droite). λ = 2, n0 = 10,
σB = 0.1.
La figure 7 montre le comportement d’une version adaptée de l’algorithme EGO sur ce même
type de données. Cette version d’EGO s’appuie sur l’algorithme 1, en calculant un Expected Improve-
ment [cf. 18, 22] au lieu du potentiel, en en choisissant comme futur point d’exploration celui (parmi
les candidats de Θe) maximisant cet Expected Improvement. A chaque étape j de l’algorithme, la
covariance exponentielle avec effet pépite est estimée (par la méthode des moindres carrés pondérés).
Le comportement est très voisin de celui de l’algorithme présenté. L’algorithme semble légèrement
plus sensible à l’augmentation du nombre de points candidats ne, le passage à ne = 1000 candidats
conduisant à une amélioration significative. Là encore, les mille inversions de matrices comportant
jusqu’à un million de termes n’apportent pas, en environnement bruité, de précision supplémentaire
sur le résultat final.
Avec cette même fonction objectif, il apparaît par ailleurs que l’usage de l’algorithme d’optimisation
locale stochastique de Kiefer-Wolfowitz-Blum, lorsqu’il est initialisé avec une suite de valeurs par défaut
non spécifiquement optimisée, conduit à une précision inférieure, de l’ordre de 3.3 · 10−2, même après
2000 explorations [cf. 30, pour plus de détails].
Enfin, l’algorithme présenté n’est pas limité à la dimension d = 2. Toutefois, comme cela est évoqué
dans [4] et [30], ce type d’algorithme est vite piégé par la dimension de l’espace à explorer : lorsque
la dimension augmente, l’information recueillie en chaque point exploré devient insuffisante et le gain
de performance par rapport à une exploration uniforme du domaine s’estompe.
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6 Conclusion
Nous avons proposé dans cette étude une définition de l’information d’une variable aléatoire et
nous avons vu comment agréger des informations de façon à tenir compte de la réduction du bruit
lorsque l’on réitère des tirages d’une même variable aléatoire.
La méthode proposée présente l’avantage de réduire simplement les erreurs d’estimation, notam-
ment lorsque la fonction objectif est très bruitée. Le remplacement de l’hypothèse de processus gaussien
sous-jacent (utilisée dans les modèles de krigeage) par une hypothèse de dégradation d’information
permet l’utilisation d’une fonction de dégradation d’information, d’usage plus simple qu’une fonction
de covariance, dans la mesure où l’agrégation d’information ne requiert pas d’inversion de matrices.
Cette hypothèse peut être débattue, mais l’abandon d’inversion de matrice devient numériquement
incontournable lorsque le nombre de points exploré est élevé.
La variance du prédicteur obtenu s’obtient naturellement, par construction. Malgré des résultats
perfectibles lorsque les sites d’observations sont très distants, l’intérêt majeur de l’agrégation d’infor-
mation est la prise en compte de la réduction de l’erreur d’estimation lorsque les points observés se
rapprochent, situation survenant naturellement lors de la recherche d’optimum.
De nombreuses pistes et extensions peuvent être apportés au travail présenté ici :
– Les estimations des erreurs d’estimation en chaque point exploré reposent sur la réitération de
n0 tirages, la question du choix de n0 reste ici en suspens.
– L’usage d’un ensemble de candidats choisis de façon uniforme peut conduire à un choix de ne
élevé afin de garantir l’exploration de chaque zone potentiellement intéressante. La modification
de la loi de la position d’un candidat a priori peut constituer une piste intéressante.
– L’analyse détaillée des performances comparées des différents algorithmes d’optimisation globale
d’une fonction bruitée permettrait de mieux quantifier l’intérêt de la prise en compte de la
réduction du bruit d’estimation au fil des tirages. Le grand nombre d’algorithmes et de fonctions
tests peut néanmoins conduire à une étude assez longue.
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