In iterative positron emission tomography (PET) image reconstruction, the statistical variability of the PET data precorrected for random coincidences or acquired in sufficiently high count rates can be properly approximated by a Gaussian distribution, which can lead to a penalized weighted least-squares (PWLS) cost function. In this study, the authors propose a proximal preconditioned gradient algorithm accelerated with ordered subsets (PPG-OS) for the optimization of the PWLS cost function and develop a framework to incorporate boundary side information into edge-preserving total variation (TV) and Huber regularizations. Methods: The PPG-OS algorithm is proposed to address two issues encountered in the optimization of PWLS function with edge-preserving regularizers. First, the second derivative of this function (Hessian matrix) is shift-variant and ill-conditioned due to the weighting matrix (which includes emission data, attenuation, and normalization correction factors) and the regularizer. As a result, the paraboloidal surrogate functions (used in the optimization transfer techniques) end up with high curvatures and gradient-based algorithms take smaller step-sizes toward the solution, leading to a slow convergence. In addition, preconditioners used to improve the condition number of the problem, and thus to speed up the convergence, would poorly act on the resulting ill-conditioned Hessian matrix. Second, the PWLS function with a nondifferentiable penalty such as TV is not amenable to optimization using gradient-based algorithms. To deal with these issues and also to enhance edgepreservation of the TV and Huber regularizers by incorporating adaptively or anatomically derived boundary side information, the authors followed a proximal splitting method. Thereby, the optimization of the PWLS function is split into a gradient descent step (upgraded by preconditioning, step size optimization, and ordered subsets) and a proximal mapping associated with boundary weighted TV and Huber regularizers. The proximal mapping is then iteratively solved by dual formulation of the regularizers. Results: The convergence performance of the proposed algorithm was studied with three different diagonal preconditioners and compared with the state-of-the-art separable paraboloidal surrogates accelerated with ordered-subsets (SPS-OS) algorithm. In simulation studies using a realistic numerical phantom, it was shown that the proposed algorithm depicts a considerably improved convergence rate over the SPS-OS algorithm. Furthermore, the results of bias-variance and signal-to-noise evaluations showed that the proposed algorithm with anatomical edge information depicts an improved performance over conventional regularization. Finally, the proposed PPG-OS algorithm is used for image reconstruction of a clinical study with adaptively derived boundary edge information, demonstrating the potential of the algorithm for fast and edge-preserving PET image reconstruction. 
I. INTRODUCTION
Positron emission tomography (PET) is one of the leading molecular imaging modalities for the detection, staging, and monitoring of metabolically active lesions in oncology, 1 the diagnosis and risk stratification of cardiovascular diseases in cardiology, 2 functional brain imaging in a wide variety of clinical neurological applications 3 and many other medical disciplines. Over the years, PET imaging has experienced considerable advances in data acquisition and image reconstruction. 4, 5 The development of model-based statistical image reconstruction techniques has substantially increased the quantitative accuracy of PET images. These reconstruction techniques can explicitly account for the physical and statistical processes involved in the image formation procedure and allow for the incorporation of prior knowledge and side information about the PET activity distribution. 6, 7 In the Bayesian estimation framework (under zero-one loss function), statistical reconstruction techniques are formulated as the maximum a posteriori (MAP) estimation of the underlying PET image given the acquired emission data. Specifically, MAP reconstruction attempts to estimate an image that has the maximal statistical consistency with measured data (expressed as maximum Poisson or Gaussian likelihood) and at the same time is in conformance with a priori knowledge (expressed as a priori distribution or penalty function). 8 The statistical variability of prompt PET measurements is best described by the Poisson distribution; however, when the measurements are corrected for accidental coincidences or acquired at sufficiently high count rates, the Poisson distribution can be approximated to the Gaussian distribution. 9 Making use of the Gaussian model or likelihood leads to a weighted least-squares (WLS) data-consistency term, which when augmented by a priori or penalty function results in a penalized weighted least-squares (PWLS) cost function. 9 In the PWLS reconstruction, the mean and variance of the measured data are assumed to be known following the correction for attenuation, detector normalization, and accidental coincidences. The minimization of the resulting cost function maximizes the posterior probability of the underlying activity distribution given the measured data. The penalty function penalizes deviations from an a priori knowledge and in fact imposes our expectations about the image being estimated. For this purpose, quadratic Tikhonov-based penalty functions have been widely used to suppress noise and impose smoothness during reconstruction. 10 These priors effectively suppress noise on the assumption that sharp transitions between adjacent voxels are probably due to noise. 8 However, as a compromise, the sharp edges at the boundaries of organs or lesions are blurred. To avoid the smoothing of boundaries, a variety of edge-preserving nonquadratic penalty functions have been studied in the literature, [11] [12] [13] [14] [15] [16] [17] among which Huber 18 and total variation (TV) (Ref. 19 ) have garnered significant attention. These penalty functions or regularizers emphasize on the smoothing or regularization of neighboring voxels with small intensity differences, while retaining edges between the voxels with large intensity differences. In most of the above approaches, boundaries are detected based on the short-range and local interactions of neighboring voxels. In an attempt to encourage the formation and preservation of continuous boundaries, various penalty functions have been proposed to exploit the nonlocal features captured from the image itself [20] [21] [22] or from other side information. 23 , 24 Yu and Fessler 20 proposed a boundary weighted quadratic prior which adaptively derives boundary weights (curves) between organs and thereby penalizes local differences inside each region more than those across boundaries. With the advent of dual modality PET/CT and more recently PET/MR scanners, the penalty functions exploiting anatomical side information, known as anatomical priors, have gained attention in PET image reconstruction. [25] [26] [27] [28] Anatomical priors are commonly used to encourage spatial smoothness within organs in PET images while discouraging it across organ boundaries. For this purpose, some groups incorporated anatomical labels and boundaries into the quadratic priors. 24, 25, 29, 30 The mutual information and joint entropy prior between the anatomical and functional images have also been used further to regulate the global distribution of activity within organs during the reconstruction task. 27, 31 To optimize the PWLS cost function with anatomically weighted quadratic penalty function, Comtat et al. 32 used successive overrelaxation (SOR) algorithm, while Dewaraja et al. 29 used separable paraboloidal surrogates accelerated with ordered subsets (SPS-OS) for a similar penalty function. In general, several efficient algorithms have been proposed for the optimization of PWLS cost function, mostly in the context of transmission tomography, such as SPS-OS, 33 block coordinate descent, 34 and preconditioned conjugate gradient (PCG) methods. 35 However, there are some issues and considerations in developing optimization algorithms for the PWLS cost function. First issue is the ill-conditioning and shift-variance of its second-order derivative (Hessian) due to its weighting matrix (see Sec. II) and the penalty function, particularly with edge-preserving penalties. 36 As a result, the paraboloidal surrogate functions end up with high curvatures 33 and gradientbased algorithms with small step-sizes, leading to slow convergence. In addition, preconditioners used to improve the condition number of the Hessian, and thus to speed up the convergence, would act poorly on the resulting ill-conditioned Hessian matrix. 36 Some special shift-invariant weighting matrices and preconditioners have been proposed to deal with this issue, however, through making a number of assumptions and introducing computational complexities. 35, 37 Another issue arises when employing noncontinuously differentiable penalty functions such as TV. As a result, the PWLS cost function would not be amenable to optimization using conventional gradient-based algorithms. A conventional approach to address the nondifferentiability and the so-called staircasing effect of the TV penalty is to smooth it with a Huber norm. 38 Staircasing refers to the formation of artificially flat regions in the reconstructed images. Another approach is variable splitting and dual formulation of TV prior as proposed by Chambolle. 39 Recently, Ramani and Fessler 40 employed variable splitting and augmented Lagrangian methods to reduce the PWLS problem into independent subproblems toward addressing the above issues.
In this study, we describe an approach to improve the convergence rate of existing gradient-based algorithms for the PWLS cost function and also for the first time to enhance the edge-preserving effect of the Huber and TV functions by incorporating additional anatomical boundary information (as weights) into their dual formulations. To address the illconditioning of the Hessian matrix due to the penalty function, and also to provide a framework for the dual formulation of weighted TV and Huber priors, we followed a proximal point technique to surrogate the PWLS cost function with a proxy function. The proxy or surrogate was split into a gradient descent and a proximal mapping associated with the priors or regularizers. The convergence rate of the gradient descent step was improved by preconditioning, step size optimization, and ordered subsets; thereby, a proximal preconditioned gradient algorithm accelerated with ordered subsets (PPG-OS) was derived. The performance of the proposed algorithm was studied for three different preconditioners and compared with the SPS-OS algorithm in a simulation study. Finally, the proposed image reconstruction algorithm with boundary weighted regularization was assessed using simulation and clinical studies.
II. THEORY

II.A. The PWLS cost function
Let x ∈ R N be the true activity distribution being observed by a PET imaging system, described by the geometric system matrix G ∈ R M×N . Under Poisson photon counting statistics (no dead time or data correction), the negative Poisson loglikelihood for observing the measured prompt coincidences y p ∈ Z M given x is described by
where
G ji x i is the expected number of counts in jth line-of-response (LOR), and n j , a j ,r j account for detector efficiency, photon attenuation, and expected random and scatter coincidences in the jth LOR, respectively. The quadratic approximation of (x) in Eq. (1) around an estimate of the trues at the jth LOR, i.e.,ŷ j , yields a WLS cost
whereŷ is a precorrected emission sinogram. The details of the above derivation are given in Appendix A. To penalize estimates of x deviating from a priori knowledge, the cost function in Eq. (2) can be augmented by a penalty or regularizer, R(x), which results in the following penalized WLS cost function:
where W = diag {w 1 , . . . , w M } and β > 0 is a regularization parameter that controls the balance between the fidelity of Gx to the data and the regularity of x to a priori knowledge. In this study, we describe an algorithm for the optimization of PWLS cost function which: (i) allows for efficient implementation of an edge-preserving regularization capable of incorporating anatomical edge information and (ii) possesses an improved convergence rate. We consider a 3D regularizer of the general form
T ∈ R 3N×N is a derivative matrix, composed of first-order finite difference matrices in horizontal, vertical, and axial directions, ϕ : R → R is a nonconvex potential function, differentiable on R\ {0} and the ω i s are weighting factors that control the strength of regularization between voxels. The conventional quadratic regularization uses ϕ Q (t) = t 2 /2, which tends to blur edges by assigning high penalties on large voxel differences. The anisotropic TV regularizer makes use of an absolute value potential function ϕ TV (t) = |t| to preserve sharp edges while suppressing noise. 19 There are, however, two issues with the TV regularizer. First, as this regularizer (with unit weights) is locally edge preserving, it sometimes results in staircasing in the reconstructed images. Second, it is not continuously differentiable because of the nondifferentiability of the absolute value function at points [Dx] i = 0. As a result, the PWLS cost function is not amenable to optimization using conventional gradient-based approaches. To address these issues, the absolute value function is usually smoothed to |t| ≈ √ t 2 + or an anisotropic Huber potential function is employed, which is given by
where > 0 and δ > 0 control the smoothing and thus the edge-preserving effects. Note that when or δ = 0, the smoothed TV penalty reduces to a nonsmooth TV penalty. TV and Huber regularizations with unit weights detect and preserve edges based on information derived from short-range interactions between neighboring voxels. In this study, we describe an approach to improve the global edge-preservation property of these regularizers using the weights, ω i , based on the information captured from the images being regularized 20 or from side information of CT or MRI.
23, 29
II.B. The proposed algorithm
As mentioned earlier, there are two issues in the optimization of PWLS cost function making use of a (weighted) TV or Huber regularization, (i) the ill-conditioning of its Hessian matrix, which ends up with the slow convergence of optimization algorithms and (ii) the noncontinuous differentiability of TV regularizer. The presence of weighting factors can introduce additional shift-variance into the Hessian matrix and thus make the optimization of this cost function more challenging.
To optimize the PWLS function in Eq. (3), we follow a proximal point method, 41, 42 wherein, one iteratively adds a proximal penalty term to an original cost function ψ(x). As a result, an easy-to-optimize proxy or surrogate function, ψ(x, x k ), can be obtained whose optimization guarantees that of the original cost function. In this sense, the proximal point technique follows the same idea of optimization transfer techniques. 43 Therefore, we iteratively estimate the solution of the problem (3) by
, of the PWLS functional and π satisfies π ≥ λ max (G T W G)/2. λ max ( · ) denotes the largest eigenvalue. Note that the surrogate function in Eq. (6) satisfies the monotonicity conditions for surrogates, 43, 44 i.e., it (i) coincides with ψ(x) at point x = x k , (ii) has a matched gradient as ψ(x) at that point, and (iii) lies above this function at other points. By some algebra, the surrogate can be written as
where ∇φ(
. Hence, we split the optimization problem in Eq. (6) into two steps: (i) a gradient descent
where τ = 1/π is a step size, and (ii) a proximal mapping associated with the regularizer R(x)
where C is a constant. This algorithm is known as the proximal gradient algorithm. 45, 46 To improve the convergence rate of this algorithm for PET image reconstruction, we propose to upgrade the step in Eq. (8) to a proximal preconditioned gradient algorithm accelerated with (i) ordered subsets (PPG-OS) and (ii) step size optimization.
II.B.1. Preconditioning and step size optimization
Generally, an ideal preconditioner, P ∈ R N×N , for PGtype algorithms, that aims to optimize the PWLS objective function, would be the inverse of the Hessian matrix such that P H = I N , where the condition number of the matrix P H, i.e., the ratio of its largest to smallest eigenvalues, is minimal (unity). However, because of the ill-conditioning of the Hessian due to the weighting matrix W and the penalty R(x), 35 the exact computation of the inverse of the Hessian is impractical and thus approximations are used. In the applied splitting technique, the Hessian matrix is reduced to G T W G, which is better conditioned than H, particularly when the regularizer is nonquadratic and edgepreserving. In this work, we employed three different diagonal preconditioners including:
, which uses the inverse of the diagonal elements of the Hessian matrix, 47 
, where > 0 ensures the positivity of this EM-type preconditioner and 1 ∈ R M . 48 The preconditioner P 2 has been inspired from De Pierro's convexity method to the data fidelity term in Eq. (4) (see Ref. 49 ). As we extended the step in Eq. (8) to a preconditioned gradient descent, the step size τ should satisfy:
Proof follows from Theorem 8.3 in Ref. 50 . To achieve the maximum amount of decrease of the cost function, the step size can be obtained by the following maximization:
whereby, an optimal step size is obtained by
II.B.2. Proximal mapping
To solve the primal problem (9) for a (nondifferentiable) weighted TV and weighted Huber and penalty functions, we cast it into its dual problem by making use of an extended dual formulation of these penalty functions. First, we notice that the weighted absolute value of a scalar x ∈ R with the weight ω > 0 can be defined as
Hence, using the above fact, one can define a weighted TV function in its dual formulation by:
Since the Huber penalty function generalizes the TV one, we define the weighted version of Huber regularizer in duality context by 51, 52 R ω
where the quadratic term (δ/2)z T z accounts for the smoothness of the Huber penalty such that δ = 0 reduces it to a weighted TV penalty. Using this formulation, the nondifferentiability of the TV function is transferred to the set Q, which can be easily addressed during the proximal mapping. By plugging Eq. (13) into Eq. (9), one arrives at the following primal-dual problem, which is convex in the primal variable x and concave in the dual variable z:
To solve this problem, we exchange the order of the maximization and minimization using the min-max property, reduce τ β to β, and minimize the problem with respect to x. Substituting the resulting solution x =x − βD T z into the max problem gives
We address the non-negativity on this solution later within the body of the algorithm (Algorithm 1, step 6a). The above problem is then cast into the following minimization by multiplying its objective with −1/β 2 and completing the square:
To find the solution of the above constrained problem, we follow the proximal point method by adding the proximal penalty 1 2 z − z n 2 to its objective, where = αI 3N − DD T , I 3N is a 3N × 3N identity matrix and the parameter α should satisfy α ≥ λ max (DD T )/2. By some algebra, dropping constant terms and letting σ = β/α, the minimizer of the problem then reads:
As the above problem is separable, one can solve it componentwise subjected to the constraint |z i | ≤ ω i . One can show that for |b i | ≤ ω i , the solution is z 
To this end, Algorithm 1 summarizes the proposed PPG algorithm, whose convergence rate was improved by ordered subsets. Note that subsetization is employed within steps 1 through 4 and hence step size optimization is carried out for each subset.
ALGORITHM I. PPG-(OS) algorithm.
Initialize:
In this algorithm, the non-negativity constraint declared in problem (14) is imposed on the primal variable x n on step 6a, where [t] + = max(0, t) is a non-negativity operator. In this study, we approximated the largest eigenvalue of the matrix DD T using power iteration method, 53 which was found to be less than 8 in 2D regularization and 12 in the 3D case. Therefore, in Algorithm 1, one can initialize the parameter α ≥ 4 in 2D and 6 in 3D cases. In the thresholding scheme in Eq. (18), the boundary weights {ω 1 , . . . , ω 3N } ∈ [a, 1], 0 < a < 1, are chosen such that lower weights are assigned to the smoothing of boundary regions and thereby the global edge-preserving effect of the resulting algorithm is improved. The weights can be derived from anatomical side information or from the image being regularized. In this study, we derived weighting factors by the following equation:
where S a (t) is a scaling function that maps the range of t to [a, 1] and Edge( · ) is an edge detector. We used 2D Canny edge detector 55 using MATLAB's edge function with automatic threshold selection. In Eq. (4), three weighting factors were defined for the gradient of each voxel in horizontal, vertical, and axial directions. The weights given by Eq. (19) were therefore concatenated to obtain such directional weights at each voxel. In all experiments, we set a = 0.01, since noise can reside on edges and therefore nonzero weights are prudent to suppress noise at edges.
In this study, we compared the convergence rate of the proposed PPG-OS algorithm with the SPS-OS algorithm in the optimization of the PWLS cost function. The details of the implementation of SPS-OS algorithm are given in Appendix B.
III. METHODS
The performance of the proposed algorithm was evaluated using simulated and clinical studies. In this section, we describe the evaluation procedure of the algorithm and provide the methods and definitions relevant to the studies. 
III.A. Simulation study
For the purpose of realistic simulations, we simulated a typical activity distribution with several metabolically active regions and a lesion using a 256 × 256 T1-weighted brain MR image. The activity concentration in the gyrus and the tumor were assigned an average tumor-to-background ratio of 1.6 and 1.9, respectively. The simulated activity distribution and the MR images together with a corresponding MR-derived attenuation map are shown in Figs. 1(a)-1(c) . The attenuation map is composed of linear attenuation coefficients of bone (0.120 cm −1 ), soft tissue (0.096 cm −1 ), and air (0 cm −1 ). The MR image was further used to derive anatomical boundaries for the weighted regularization method elaborated in Sec. II.B.2. The projection data of the simulated activity distribution were computed analytically for a PET scanner with parallel strip-integral geometry (4.06 mm strip width, 258 radial samples, and 404 angular samples uniformly spaced over 180
• ). The system matrix describing this scanner was generated using the Image Reconstruction Toolbox (IRT) developed by Fessler 56 and the images reconstructed with image resolution of 256 × 256 and pixel size of 1.94 × 1.94 mm 2 . Following the attenuated forward projection of the simulated activity distribution, 10 Poisson noise realizations were simulated with a total count of 6 × 10 6 and 10% random coincidence rate. Figure 1(d) shows the image reconstructed from a given noise realization using the standard OSEM (15 iterations and 6 subsets) algorithm. As expected, the conventional OSEM algorithm enforces maximal consistency between the reconstructed image and the noisy emission data; thereby, the final image tends to be noisy.
In the simulation study, we objectively compared the proposed PPG-OS algorithm (using the preconditioners P 1 , P 2 , and P k 3 ) with the SPS-OS algorithm for six ordered subsets. All reconstructions were initialized with a zero initial image. For the evaluation of the algorithms, we consider Huber regularization with the smoothing parameter δ = 0.5 for two reasons: (i) to avoid the staircasing artifacts resulting from nonsmooth TV regularization and (ii) to make the resulting PWLS cost function differentiable and thus amenable to optimization using the SPS-OS algorithm. In all reconstructions using the proposed algorithm, the proximal mapping of the regularizer (step 6 in Algorithm 1) was performed by T = 5 iterations, which was found to be enough for the regularization step. As presented in Algorithm 1, a global convergence was declared when the relative change of the image estimate between two successive iterations falls below a tolerance of η = 5 × 10 −4 . To assess the convergence rate of the algorithms, we heuristically chose three regularization parameters that resulted in the highest signal-to-noise ratio (SNR) between the actual image, x * , and the reconstructed imagex after convergence. The SNR is defined as
In the next step, the impact of boundary-weighted regularization on the convergence rate of the PPG-OS algorithm as well as image quality was, respectively, evaluated in terms of SNR and bias-variance trade-off over the simulated noise realizations. We followed a region-of-interest (ROI) based approach to assess the bias vs variance performance of the proposed algorithm. As shown in Fig. 1(e), 8 ROIs (∼15 mm in diameter) were drawn over different regions of the designed brain phantom. For each ROI, bias was calculated by 
, and
, m is the number of noise realizations, n is the number of voxels in the ROI, x (j) is the image reconstructed from jth noise realization, and x * is the true object distribution. The variance was also obtained by normalized standard deviation (NSD) for each ROI
i represents the ensemble mean value of voxel i. For each ROI, bias was plotted against NSD values as a function of iteration number and the performance of weighted regularization was compared with the conventional regularization.
III.B. Clinical PET study
The proposed PPG-OS-P2 algorithm was employed for image reconstruction of a clinical brain PET/CT scan. The patient was administrated with 205 MBq of 18 F-FDG and a dynamic study (60 min) was acquired on the Biograph 64 True Point PET/CT scanner (Siemens Healthcare, Erlangen). The PET scanner operates in fully 3D mode and records prompt and random coincidences in 32-bit list-mode packets, which include the sinogram bin address of each event. Based on bin addresses, the data were histogrammed for a 15 min (0-15 min) static study (∼78 × 10 6 prompts) using an inhouse list-mode histogrammer and thereby the prompts, randoms, and net true sinograms were generated with a size of 336 × 336 × 313. Standard corrections were applied on the net-true sinograms (attenuation, normalization, and scatter) to obtain the precorrected sinogramŷ. The data were then reconstructed in 3D mode using the PPG-OS-P2 algorithm with conventional Huber and weighted Huber regularizations. Siddon's algorithm 57 was used to derive a line integral-based geometric system matrix for the Biograph True Point scanner. A hybrid of system matrix precomputation and inplane and axial symmetry translations was utilized for a fast and memory efficient image reconstruction. At the end, the preconditioner P 2 was precomputed and an image volume of 336 × 336 × 81 size was reconstructed using the proposed algorithm (8 iterations and 14 subsets). For weighted regularization, we followed an approach in which the boundary weights were iteratively derived from the image estimates during the reconstruction using Eq. (19). Table I summarizes the SNR performance of the studied algorithms after their convergence as well as the number of required iterations for the ten noise realizations (ten-trial) and a single noise realization (single-trial). As presented, the algorithms depict nearly similar SNR performance for the chosen regularization parameters; however, the proposed PPG-OS algorithm achieves its SNR performance in a considerably fewer number of iterations in comparison with the SPS-OS algorithm. Furthermore, the ten-trial average performance shows that the proposed algorithm with the preconditioner P 2 results in a higher SNR and a lower range of iterations in comparison with the other two preconditioners. Table I and for two different regularization parameters. It turns out that the proposed algorithm achieves a considerably improved convergence rate over the SPS-OS algorithm and depicts the fastest convergence rate with the preconditioner P 2 . The PPG-OS-P1 and PPG-OS-P2 algorithms present generally with similar convergence rates, while PPG-OS-P3 lags behind at early iterations and approaches them at the last iterations. The same trend was almost observed for the other noise realizations. It should be emphasized that the convergence behavior of the PPG-OS-P3 algorithm highly depends on the parameter used to ensure the positivity of the preconditioner. In this study, we set = 1 × 10 −4 and observed that larger values of improve the initial convergence of the resulting algorithm, however, they could not ensure a convergence rate as fast as smaller values. Figures 2(c) and 2(d) show the performance of the algorithms in terms of the relative error between two successive estimates as a function of computation (CPU) time. The results show that after a CPU time of 120 s, the PPG-OS algorithm reduces the relative error more than the SPS-OS algorithm and hence provides a faster convergence. In the implementation and comparison of both algorithms, the same forward and backward projector as well as the same number of subsets were used. It was found that the average computation time per iteration of our algorithm is 2.92 s while it is 1.45 s in the case of SPS-OS. This increased computation time is mostly due to step size optimization and iterative proximal mapping. Figure 3 shows the evolution of the image solution with iteration number for the studied algorithms. Consistent with Table I and Fig. 2 , the results show the improved convergence rate of the proposed algorithm, particularly with the preconditioners P 1 and P 2 , over the SPS-OS algorithm. It can be observed that after two iterations, PPG-OS-P1 and PPG-OS-P2 algorithms estimate the hot and cold spots faster than their counterpart. The last column in this figure shows the image estimates after convergence for the chosen regularization parameters.
IV. RESULTS
IV.A. Simulation studies
IV.A.1. Convergence rate
For image reconstruction of the clinical study presented in Sec. IV.B, we utilized the proposed PPG-OS algorithm with the preconditioner P 2 because (i) it showed a higher SNR and better convergence rate in comparison with the other two preconditioners according to simulation results, and (ii) contrary to preconditioner P 1 , preconditioner P 2 does not need direct access to the Hessian matrix, and hence the precomputation of the system matrix. For clinical datasets, the system matrix is a very large-sized matrix that raises memory shortage issues. As a result, P 2 can be precomputed using on-the-fly forward and backprojections. Generally, the computation of an optimal step size [Eq. (11)] for large-sized clinical data increases remarkably the overall reconstruction time of the proposed subsetized algorithm, because of additional forward projection of each descent direction, P∇φ(x k ), in each subset. To reduce computation time, we designed an experiment to find a FIG. 3 . The evolution of images reconstructed by the studied algorithms as a function of iteration (for β = 0.04 and 0.4 for PPG-OS and SPS-OS, respectively). The last column shows the image estimates after convergence. As can be seen, the proposed algorithm with the preconditioners P 1 and P 2 show an improved initial and overall convergence. The display window is the same for all images. fixed, near-to-optimal step size for the PPG-OS-P2 algorithm according to the condition 0 < τ k ≤ 2/λ max (P G T W G). Using the power iteration method, it was found that the largest eigenvalue of the P 2 G T W G matrix is close to unity for all noise realizations and for a strip-or line-integral geometry, i.e., λ max P 2 G T W G ∼ = 1. As a result, one can declare 0 < τ ≤ 2. Figure 4 compares the convergence rate of the PPG-OS-P2 algorithm for optimal and fixed step sizes and the same noise realization and regularization parameter (β = 0.06). The results show that as the step size increases up to 2, the convergence rate of the resulting algorithm approaches the algorithm with optimal step sizes. The same trend was observed with other noise realizations and regularization parameters. As a result, with the step size τ = 2, one can considerably save computation time, yet exploit a favorable convergence rate.
IV.A.2. Regularization with boundary side information
To incorporate anatomical side information into Huber regularization in the form of weighting factors, we derived the anatomical boundaries from the MR image shown in Fig. 1(b) using Canny edge detector with automatic threshold selection according to Eq. (19) . The images reconstructed using the PPG-OS-P2 algorithm with and without boundary weighting are shown in Fig. 5 . The first row shows the actual activity distribution and the images reconstructed using conventional Huber regularizer with regularization parameters β = 0.04 and 0.06, respectively. The second row shows, respectively, the derived weighting factors and the image reconstructed using weighted Huber regularization with the above mentioned β parameters. The visual comparison of the images reveals that the incorporation of boundary information in the reconstruction process improves the accuracy of the estimated images. As can be seen, the weights tend to suppress the smoothing effect of the regularization across edges and therefore to increase image contrast. shows the boundary weights used in the regularization and the images reconstructed using the PPG-OS-P2 algorithm with weighted regularization and the same βs. The display window is the same for all images. Figure 6 compares line profiles through the true activity distribution and the images reconstructed with and without boundary weighted regularization. The profiles show that the weighted regularization (R W ) increases the contrast particularly in regions where the conventional unweighted regularization (R) reduces contrast. Note that the metabolically active regions with weak boundary weights or without any corresponding anatomical boundary (e.g., the hot tumor) depict qualitatively nearly the same line profiles in the reconstructed images. Note that the edge enhancement in R W profiles depends on the strength of edges; thereby, strong edges are more enhanced than the weak ones.
To further quantitatively compare the regularization techniques, we evaluated their bias-variance performance for the ROIs shown in Fig. 1(e) over ten noise realizations of the emission data reconstructed using the PPG-OS-P2 algorithm. Figure 7 shows the bias-variance performance of the regularization techniques as a function of iteration number for regularization parameters of 0.04 and 0.06. Note that each point corresponds to one iteration and six subsets. The results show that the incorporation of the anatomical boundary information in the regularization substantially reduces the bias, thus allowing for more accurate estimation of the true activity distribution; however, it increases the noise. The regions with weak boundaries or without any corresponding anatomical boundaries (e.g., ROIs 3 and 5) show an improved bias-variance performance, while the regions with strong boundaries (e.g., ROIs 2 and 6) depict a substantial improvement in bias. The plots also show that in this simulation study, the regularization parameter β = 0.06 generally decreases the variance while increasing the bias. Therefore, it can be concluded that weighted regularization with a higher regularization parameter can give rise to a better bias-variance trade off.
We also evaluated the impact of the weighting scheme on the SNR and convergence performance of the proposed PPG-OS algorithm. Table II presents the results for the preconditioners P 1 , P 2 , and P 3 and the ten noise realizations (ten-trial) and a single noise realization (single-trial). In comparison with Table I , the results show that the incorporation of the anatomical boundary information in the regularization step reduces the convergence rate of the resulting algorithms, however, prudently improves their SNR performance for β = 0.04 and 0.06. In the case of β = 0.02, both SNR and convergence rate decrease, which should be attributed to the fact that the noise tends to reside on edges where regularization is suppressed [according to the lower bound a in Eq. (19) ] and this low β is not sufficient to remove the noise and hence to establish the convergence path of the algorithm. Figure 8 shows the transverse, coronal, and sagittal planes of the clinical study reconstructed using the PPG-OS-P2 algorithm with conventional (unweighted) and weighted Huber regularizations (β = 0.04, δ = 0.08) together with the weighting factors at the last iteration. The algorithm has successfully reconstructed this precorrected PET study at a typical Fig. 8 , the derived weighting factors have also considerably improved the image contrast in these planes.
IV.B. Clinical PET study
V. DISCUSSION
In this study, we developed an algorithm for the optimization of PWLS cost function in PET image reconstruction with an improved convergence rate and described the capability of FIG. 8 . PET images (transverse, coronal, and sagittal slices) of the clinical brain study reconstructed using the proposed PPG-OS-P2 algorithm with Huber and weighted Huber regularizations. The boundary weighting factors derived from the last iteration are also shown. the algorithm to incorporate anatomical edge information into the regularization step exploiting total variation and Huber regularizations.
V.A. Convergence rate and parameter selection
In principle, an iterative algorithm is globally convergent if for any arbitrary initial estimate the algorithm is guaranteed to converge to a solution where the gradient of the cost function is zero. 50 However, in practice, an iterative algorithm is said to be convergent if it reaches a solution where the image estimates do not change (or practically change within a tolerance) with succeeding iteration. 58 The convergence rate is often referred to as the number of iterations it takes the algorithm to reach a convergent solution. In this study, it was shown that the proposed algorithm depicts a fast convergence rate in the optimization of PWLS cost function. The average SNR results in Table I show that for the same regularization parameter, the proposed algorithm, and the SPS-OS algorithm converge roughly to the same solution. However, the range of iterations show that the proposed algorithm converges in a fewer number of iterations. Generally, the convergence rate of gradient-based algorithms depends highly on the condition number of the Hessian matrix of the cost function. 50 In this regard, preconditioners are used to improve the conditioning of the problem. The Hessian matrix of the PWLS cost function is ill-conditioned due to the weighting matrix and the penalty function. As elaborated in Sec. II.B, we split the optimization of PWLS into two steps. This procedure reduced the Hessian matrix of PWLS to its Fisher information matrix and hence removing the additional shift variance induced by the regularizer. As a result, the preconditioners can more effectively approximate the inverse of the resulting Hessian matrix, and therefore, the order of convergence of the resulting algorithm is improved. According to Eq. (B1), in Appendix B, the SPS-OS algorithm has also a preconditioned gradient form. In this algorithm, the Hessian matrix, however, includes the second-order derivative of the regularizer and therefore the preconditioner should approximate the inverse of this matrix with a comparatively higher condition number. Generally, the preconditioners increase the convergence rate of the algorithm and in principle should not have an effect on the final solution. 35 The results shown in Tables I  and II show that the proposed algorithm with the studied preconditioners achieves nearly the same average SNR performance over 10 Poisson noise realizations. In accordance with Fig. 3 (right column), this implies that the proposed algorithm with the studied preconditioners converges to nearly the same solution. The results, however, show that the preconditioner P 2 , inspired by De Pierro's convexity trick, depicts the best convergence rate. It should be noted that the SPS-OS algorithm exploits a preconditioner with the same structure [see Eq. (B1)].
The convergence properties of an optimization algorithm depend on the choice of involved parameters. The results presented in Table I show that by increasing the regularization parameter β, the convergence rate of the algorithms is improved. This is mainly due to a higher regularization and faster stabilization of the solution in terms of noise and fluctuations between two successive iterations. In this work, we studied the edge-preserving Huber prior, which reduces the staircasing of the TV prior. In the simulation study, we experimentally set the smoothing parameter δ = 0.5 to avoid the staircasing while in the clinical dataset we used δ = 0.08. Generally, this parameter should be chosen according to the level of noise and the intrinsic smoothing effect of basis functions used in the discretization of activity distribution. In noisy datasets, Huber regularization with lower values of δ tends to preserve false details formed by noise, particularly with rectangular basis functions (voxels) that do not possess an intrinsic smoothing effect. Hence, the parameter δ should be increased accordingly to effectively reduce noise and staircasing effect. The convergence rate of algorithms such as SPS-OS depends on δ, since the condition number of the problem is inversely related to this parameter (see Theorem 3.1 in Ref. 59 ). This implies that the convergence rate of the proposed splitting based algorithm should, in principle, be independent of δ. The PPG-OS algorithm also includes two other parameters, α and T, which are, respectively, the largest eigenvalue of the DD T matrix (see Sec. II.B.2), and the number of subiterations in the proximal mapping (see Algorithm 1). The parameter α was set to 5 (larger than 4) in the 2D regularization in the simulation study and 7 (larger than 6) in the 3D regularization for clinical studies. It was found that setting the values of this parameter lower than the abovementioned limits results in artifacts and in some cases the divergence of the algorithm. The number of subiterations T was set to 5 in both simulation and clinical studies. Generally, this parameter implicitly controls the amount of regularization and can potentially impact the convergence rate; however, we found that a higher number of subiterations has the same impact as the abovementioned value. Finally, the number of ordered subsets was set to six and kept constant in our comparisons. Increasing the number of subsets can in principle improve the convergence rate of the proposed algorithm and generally the algorithms exploiting the subsetization.
V.B. Incorporation of anatomical edge information
The major motivation for the incorporation of boundary information, derived from CT and MR images 28, 29 or from the emission/transmission image being regularized 20 into the regularization step is to promote the formation and preservation of continuous boundaries and therefore to improve image quantification and tumor delineation. In this study, we showed that the proposed algorithm can be extended to incorporate such information into the dual formulation of the edge-preserving TV and Huber regularizer according to our observations in Eq. (12) . The Canny edge detection operator was used to derive such boundary information from a MR image, in our simulation study, and from the emission image, in our clinical study. The comparison of the results shown in Tables I and II demonstrates that the average SNR with weighted regularization is improved, however, at the expense of increased convergence rate. This is due to the fact that noise also resides in boundary regions and reduced values of a in Eq. (19) tend to preserve noise in those regions. The bias-variance evaluations in the simulation study showed that a boundary-weighted Huber regularization noticeably reduces bias; however, it can increase variance particularly in regions with strong boundaries. In general, an improved biasvariance trade-off can be achieved by adjusting the parameter a as well as the regularization parameter β. Canny's edge detection method is based on the assumption that in regions where the amplitude of image gradient is high, an edge probably exists. It exploits hysteresis thresholding to detect edges and thus is somewhat robust to noise. However, at higher noise levels, it might pick up false edges. To enhance the robustness of this edge detector, particularly for the task of simultaneous edge-detection and image reconstruction, the procedure can be improved by edge detection methods based on local mutual information. 60 In this study, we introduced the PPG-OS algorithm and demonstrated its improved convergence rate as well as its ability to incorporate the anatomical boundary information. Future work is therefore to evaluate the algorithm with more adaptive edge detection techniques in clinical PET/MR datasets.
VI. CONCLUSION
In this study, we proposed a splitting-based preconditioned conjugate gradient algorithm accelerated with ordered subsets for the PWLS reconstruction of PET data. The splitting allowed for decoupling of the penalty function from the PWLS cost function, thereby (i) the ill-conditioning of its Hessian and thus convergence rate of the resulting algorithm was improved and (ii) a proximal subproblem was obtained for implementing adaptively or anatomically weighted TV and Huber regularizations in their dual formulations. The proposed algorithm was studied for three different diagonal preconditioners and compared with the SPS-OS algorithm. In simulation studies, it was demonstrated that the proposed algorithm achieves a considerable improved convergence rate over its counterpart. The performance of the proposed algorithm with boundary-weighted regularization was also evaluated using both simulation and clinical studies. It was concluded that the proposed PPG-OS algorithm is efficient in terms of convergence rate and capable of incorporating boundary side information in the regularized PET image reconstruction.
