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We ﬁrst introduce the σ -Wedderburn radical and the σ -Levitzki
radical of a ring R , where σ is an automorphism of R . Using the
properties of these radicals, we study the Wedderburn radical of
the skew polynomial ring R[x;σ ] and the skew Laurent polynomial
ring R[x, x−1;σ ], and next observe the Levitzki radical of R[x;σ ]
and R[x, x−1;σ ]. Furthermore we characterize the upper nilradical
of R[x;σ ] and R[x, x−1;σ ], via the upper σ -nil radical of R .
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Throughout this note, R denotes an associative ring with identity, and σ denotes an automorphism
of R . Let W (R), P (R), L(R), N(R) and J (R) denote the Wedderburn radical, the prime radical, the
Levitzki radical, the upper nilradical, and the Jacobson radical of R , respectively. We use Z to de-
note the ring of integers. We refer to [9] for basic facts of skew polynomial rings and skew Laurent
polynomial rings.
The study of radicals of skew polynomial rings in relation to σ -radicals has occurred often over
multiple decades. The prime radical of skew polynomial rings is being analyzed by Pearson and
Stephenson [11]. They proved P (R[x;σ ]) = (P (R) ∩ Pσ (R)) + Pσ (R)xR[x;σ ], where Pσ (R) is the
σ -prime radical of R which was introduced in [11]. For the Jacobson radical of skew polynomial
ring, Bedi and Ram [1] proved J (R[x;σ ]) = (I ∩ J (R)) + IxR[x;σ ], and moreover, if σ is of locally
ﬁnite order then J (R[x;σ ]) = I[x;σ ], where I = {r ∈ R | rx ∈ J (R[x;σ ])}. On the other hand, Pearson,
Stephenson and Watters introduced other radicals like as the σ -nil radical, the σ -Jacobson radical,
the σ -Kleinfeld radical, and the σ -Brown–McCoy radical, and then show that R[x;σ ] is a σ -Jacobson
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C.Y. Hong et al. / Journal of Algebra 331 (2011) 428–448 429ring if and only if R is a σ -Jacobson ring in [12]. The concept of the upper σ -nil radical was also
introduced in [7] which is the same concept as σ -nil radicals of [12] by [7, Proposition 3.7].
For the continuation of radicals of skew polynomial rings, in this paper, we ﬁrst introduce other
σ -radicals analogous to the Wedderburn radical and the Levitzki radical of rings. Using the properties
of these radicals, we study the Wedderburn radical of R[x;σ ] and R[x, x−1;σ ], and then we observe
the Levitzki radical, and the upper nilradical of R[x;σ ] and R[x, x−1;σ ]. In Section 1, the deﬁnitions
of the σ -Wedderburn radical, the σ -Levitzki radical and related ideals are formulated. In Section 2,
we study the σ -radicals of R[X] induced by σ -radicals of R . Then, in Section 3, we characterize
the Wedderburn radical, the Levitzki radical, and the upper nilradical of R[x;σ ] and R[x, x−1;σ ] via
related σ -nil radicals of R .
1. Radicals induced by an automorphism
We begin by giving a series of deﬁnitions with the aim of producing generalizations of classical
radicals. Let R be a ring and I an ideal of R . If σ(I) ⊆ I , then I is called σ -ideal. If σ(I) = I , then
I is called σ -invariant. The following deﬁnitions are found in [7]. An element a of R is called σ -
nilpotent if for any integer l  1, there exists a positive integer m = m(l), depending on l, such that
aσ l(a)σ 2l(a) · · ·σml(a) = 0; A subset S of R is called σ -nil if every element in S is σ -nilpotent. Due
to Lam, Leroy and Matcsuk [7], the upper σ -nil radical of R , denote by Nσ (R), is given by Nσ (R) =∑{I | I is σ -nil σ -ideal of R}. A subset S of R is called σ -n-nil (n  1) if every element in S is σm-
nilpotent for any m n. Pearson, Stephenson and Watters [12] also introduced the σ -nil radical of R
by the sum of all σ -invariant σ -n-nil ideals for some n 1. Note that the upper σ -nil radical is equal
to the σ -nil radical by [7, Proposition 3.7].
We now introduce other σ -radicals analogous to the Wedderburn radical and the Levitzki radical
of a ring R .
Deﬁnition 1.1.
(1) A subset S of R is called σ -nilpotent if for any integer l  1, there exists a positive integer m =
m(l) such that Sσ l(S)σ 2l(S) · · ·σml(S) = 0.
(2) A subset S of R is called locally σ -nilpotent if every ﬁnite subset of S is σ -nilpotent.
(3) The σ -Wedderburn radical of R , denoted by Wσ (R), is given by
Wσ (R) =
∑
{I | I is a σ -nilpotent σ -ideal of R}.
(4) The σ -Levitzki radical of R , denoted by Lσ (R), is given by
Lσ (R) =
∑
{I | I is a locally σ -nilpotent σ -ideal of R}.
According to Pearson and Stephenson [11], a proper σ -ideal P of R is σ -prime if whenever AB ⊆ P
for an ideal A and a σ -ideal B , we have that either A ⊆ P or B ⊆ P . If in addition P is σ -invariant,
then P is called strongly σ -prime; a proper σ -ideal Q of R is σ -semiprime if for any ideal A and an
integer m such that Aσ n(A) ⊆ Q for all n  m, we have A ⊆ Q . Notice that any σ -prime ideal is
σ -semiprime. Pearson and Stephenson [11] deﬁned the σ -prime radical of R , denoted by Pσ (R), as
the intersection of all strongly σ -prime ideals of R .
We have the following lemma with the help of [7, Lemma 2.2, Theorem 4.21] and [11].
Lemma 1.2. For a proper σ -invariant ideal P of R, the following conditions are equivalent:
(1) P is σ -prime.
(2) For a,b ∈ R, if for some positive integer m, aRσ n(b) ⊆ P for all nm then a ∈ P or b ∈ P .
(3) For a,b ∈ R, if for some integer m, aRσ n(b) ⊆ P for all nm then a ∈ P or b ∈ P .
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P for all integers n  m, where m is a positive integer. Consider the ideal
∑∞
n=m Rσ n(b)R . Then∑∞
n=m Rσ n(b)R is a σ -ideal of R , and moreover (RaR)(
∑∞
n=m Rσ i(b)R) ⊆ P . Since P is σ -prime,
a ∈ P or σ n(b) ∈ P for all nm, and therefore a ∈ P or b ∈ P since P is σ -invariant.
Conversely, let I and J be ideals of R with J a σ -ideal. Suppose I J ⊆ P . For any b ∈ J , we have
σ n(b) ∈ J for all positive integer n. Thus aRσ n(b) ⊆ I J ⊆ P for any a ∈ I . By hypothesis, a ∈ P or
b ∈ P , and therefore I ⊆ P or J ⊆ P . 
Remark. Note that a σ -ideal P of R is σ -semiprime if and only if for a ∈ R , if for some integer m,
aRσ n(a) ⊆ P for all nm then a ∈ P by the same method as in the proof of Lemma 1.2.
Due to [3], an element a ∈ R is called strongly σ -nilpotent if for any sequence (tn)∞n=0 of positive
integers such that tn+1  1 + ∑ni=0 ti , and for any sequence (an)∞n=0 such that a0 = a and an+1 ∈
anRσ tn (an) for all n 0, there is an integer m such that am = 0. The following results can be founded
in [3].
Proposition 1.3. Pσ (R) = {a ∈ R | a is strongly σ -nilpotent} and Pσ (R) is a σ -nil σ -invariant ideal of R.
Moreover, Pσ (R) is the smallest σ -semiprime ideal of R.
Pearson, Stephenson and Watters proved Pσ (R) ⊆ Nσ (R) ⊆ Jσ (R), where Jσ (R) denotes the σ -
Jacobson radical deﬁned by the intersection of all the σ -primitive ideals of R [12, Proposition 3.9].
We now prove the inclusions Wσ (R) ⊆ Pσ (R) ⊆ Lσ (R) ⊆ Nσ (R).
Lemma 1.4.
(1) Let I be a σ -ideal of R. Then I is σ -nilpotent if and only if for any integer l 1, there exists a positive
integer N, not depending on l, such that Iσ l(I)σ 2l(I) · · ·σ Nl(I) = 0. Actually, the N is the index in the
case l = 1.
(2) If I and J are σ -nilpotent σ -ideals of R, then I + J is σ -nilpotent.
Proof. (1) Suppose that I is σ -nilpotent. Then Iσ(I)σ 2(I) · · ·σ N (I) = 0 for some N  1. Since I is a
σ -ideal, for any integer l 1, Iσ l(I)σ 2l(I) · · ·σ Nl(I) ⊆ Iσ(I)σ 2(I) · · ·σ N (I) = 0, completing the proof.
(2) By (1), for any integer l  1, there exist positive integers N1 and N2, not depending on l, such
that Iσ l(I) · · ·σ N1l(I) = 0 and Jσ l( J ) · · ·σ N2l( J ) = 0, respectively. Put N = N1 + N2. Then
(I + J )σ l(I + J ) · · ·σ Nl(I + J ) = Iσ l(I) · · ·σ Nl(I) + · · · + Jσ l( J ) · · ·σ Nl( J ).
The number of I or J occurring in each term of this equality is  N1 or  N2. Using the fact that I
and J are σ -ideals, each term of the equality is contained in Iσ l(I) · · ·σ N1l(I) or Jσ l( J ) · · ·σ N2l( J ).
Thus (I + J )σ l(I + J ) · · ·σ Nl(I + J ) = 0, and therefore I + J is σ -nilpotent. 
Proposition 1.5. Wσ (R) ⊆ Pσ (R).
Proof. Let a ∈ Wσ (R). Assume that a /∈ Pσ (R). Then there exists a σ -prime ideal P with a /∈ P . Since
a ∈ Wσ (R), a ∈ I for some σ -nilpotent σ -ideal I of R . Then by Lemma 1.4(1), for any integer l  1,
there exists a positive integer n, not depending on l, such that Iσ l(I)σ 2l(I) · · ·σ nl(I) = {0} ⊆ P . Since
I  P , σ l(I)σ 2l(I) · · ·σ nl(I) ⊆ P . Since P is σ -invariant, Iσ l(I) · · ·σ (n−1)l(I) ⊆ P . Continuing this pro-
cess, we have a ∈ I ⊆ P , a contradiction. 
The following example shows that Wσ (R)  Pσ (R) for an automorphism σ of R in general.
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n3 − n2  (n2 − n1)2}〉 be the ideal of K [{ti}i∈Z], modifying the construction of Ram [13]. Deﬁne
R = K [{ti}i∈Z]/ J . The K -automorphism σ of K [{ti}i∈Z] deﬁned by sending each ti to ti+1 induces an
automorphism σ on R . Let I =∑∞i=−∞ σ i(t1)R and f =∑ﬁnite ti1ti2 · · · ti ji ∈ I . Put
D = {|iu − iv | ∣∣ iu, iv are indices occurring in a monomial of f }
and k =max(D). Then we have
f σ l( f )σ 2l( f ) · · ·σ (k+l)2l( f ) = 0
for any integer l  1. Fix l  1. We claim that f is strongly nilpotent. Suppose by way of contradic-
tion that f is not strongly nilpotent, that is f /∈ Pσ (R). Put f = f0. Then f0 /∈ P for some σ -prime
ideal P of R . Thus by Lemma 1.2, there is an integer s0  1 and r0 ∈ R such that f0r0σ s0 ( f0) /∈ P .
Letting f1 = f0r0σ s0 ( f0), we get f2 = f1r1σ s1 ( f1) /∈ P for some r1 ∈ R and s1  1 + s0. Then
f2 = f0σ s0 ( f0)σ s0+s1 ( f0)r2 for some r2 ∈ R . Continuing this process, we have sequences ( fm)∞m=0 in R
and (sm)∞m=0 of positive integers such that sm+1  1+
∑m
i=0 si and fm+1 = fmrmσ sm ( fm) with fm /∈ P
for all m  0, and so fm+1 = f0σ s0 ( f0)σ s0+s1 ( f0) · · ·σ s0+s1+···+sm ( f0)rm+1 /∈ P for some rm+1 ∈ R for
all m 0, but it is impossible because there exists an integer N such that
∑N
i=0 si  (k + l)2l. Clearly,
I is a σ -ideal of R . Therefore I ⊆ Pσ (R) by Proposition 1.3, entailing t1 ∈ Pσ (R).
Next we will show I  Wσ (R). Let J = ∑∞i=0 σ i(t1)R ⊆ I and suppose t1 ∈ Wσ (R). Then, by
Lemma 3.1 to follow, Jσ( J )σ 2( J ) · · ·σ k( J ) = 0 for some integer k 1. Thus
0= t1σ(tk)σ 2(t2k) · · ·σ k(tk2) = t1tk+1t2k+2 · · · tk2+k.
But (k2 + k) − (k + 1) = k2 − 1< k2, a contradiction. This yields t1 /∈ Wσ (R) by Lemma 3.1 to follow.
Next we prove that Pσ (R) ⊆ Lσ (R) by using the following lemma.
Lemma 1.7.
(1) Let I and J be locally σ -nilpotent ideals of R with J a σ -ideal. Then I + J is a locally σ -nilpotent ideal
of R.
(2) Let I and J be locally σ -nilpotent right ideals of R with σ(I) ⊆ I and σ( J ) ⊆ J . Then R I and I + J are
locally σ -nilpotent σ -ideals.
(3) Lσ (R) is the largest locally σ -nilpotent σ -ideal of R.
Proof. (1) We refer the proof of [7, Proposition 3.4]. Let C = {a1 + b1,a2 + b2, . . . ,an + bn} be a subset
of I + J , where ai ∈ I and b j ∈ J . Let l 1. Since I is locally σ -nilpotent, there exists a positive integer
k = k(l) such that Aσ l(A) · · ·σ kl(A) = 0, where A = {a1, . . . ,an}. Then since J is a σ -ideal,
(ai1 + bi1)σ l(ai2 + bi2) · · ·σ kl(aik+1 + bik+1) = ai1σ l(ai2) · · ·σ kl(aik+1) + α = α
for some α ∈ J , where ai j ∈ A. Let B be the set of all such α’s. Then B is a ﬁnite subset of J
since l and k are ﬁxed. Since J is locally σ -nilpotent, there exists a positive integer t such that
Bσ (k+1)l(B) · · ·σ t(k+1)l(B) = 0. Then
(ai1 + bi1)σ l(ai2 + bi2) · · ·σ kl(aik+1 + bik+1)σ (k+1)l(aik+2 + bik+2) · · ·σ Nl(ai(t+1)k+t+1 + bi(t+1)k+t+1)
= α1σ (k+1)l
(
(aik+2 + bik+2)σ l(aik+3 + bik+3) · · ·σ kl(ai2k+2 + bi2k+2)
) · · ·
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(
(ai2k+3 + bi2k+3)σ l(ai2k+4 + bi2k+4) · · ·σ kl(ai3k+3 + bi3k+3)
) · · ·
...
= α1σ (k+1)l(α2)σ 2(k+1)l(α3) · · ·σ t(k+1)l(αt+1) ∈ Bσ (k+1)l(B)σ 2(k+1)l(B) · · ·σ t(k+1)l(B) = 0
where N = t(k + 1) + k and α1, . . . ,αt+1 ∈ B . This yields
Cσ l(C) · · ·σ Nl(C) = 0.
(2) Let S = {∑ﬁnite riai | ai ∈ I, ri ∈ R} be a ﬁnite subset of R I . Fix an integer l  1. Let S ′ = {airi |∑
ﬁnite riai ∈ S}. Then S ′ is a ﬁnite subset of I , and so S ′σ l(S ′)σ 2l(S ′) · · ·σml(S ′) = 0 for some positive
integer m. Thus S is also σ -nilpotent.
By the preceding argument, R I and R J are locally σ -nilpotent and so is R I + R J by (1). Thus
I + J ⊆ R I + R J is locally σ -nilpotent.
(3) It follows from (1). 
Proposition 1.8. Pσ (R) ⊆ Lσ (R).
Proof. By Proposition 1.3, Pσ (R) is the smallest σ -semiprime ideal. So it suﬃces to show that Lσ (R)
is σ -semiprime. Note that Lσ (R) is a σ -ideal by the deﬁnition of it. Assume on the contrary that
Lσ (R) is not σ -semiprime. Then there exists a ∈ R\Lσ (R) such that aRσ n(a) ⊆ Lσ (R) for all n m
for some integer m. Since a /∈ Lσ (R), there exists an integer k 1 such that
aσ k(a)σ 2k(a) · · ·σ sk(a) = 0 for all s 1. (1)
But aRσ n(a) ⊆ Lσ (R), and so aσ k(a)σ 2k(a) · · ·σ s1k(a) ∈ Lσ (R) for some s1km. Thus, from the non-
equality (1), we get a non-stationary sequence
0 = aσ k(a)σ 2k(a) · · ·σ s1k(a),
0 = aσ k(a) · · ·σ s1k(a)σ (s1+1)k(aσ k(a) · · ·σ s1k(a)),
0 = aσ k(a) · · ·σ s1k(a)σ (s1+1)k(aσ k(a) · · ·σ s1k(a))σ 2(s1+1)k(aσ k(a) · · ·σ s1k(a)),
...
0 = aσ k(a) · · ·σ s1k(a)σ (s1+1)k(aσ k(a) · · ·σ s1k(a)) · · ·σ t(s1+1)k(aσ k(a) · · ·σ s1k(a))
for all t  1. But Lσ (R) is locally σ -nilpotent by Lemma 1.7(3). Then since aσ k(a)σ 2k(a) · · ·σ s1k(a) ∈
Lσ (R), we have
aσ k(a) · · ·σ s1k(a)σ (s1+1)k(aσ k(a) · · ·σ s1k(a)) · · ·σ t1(s1+1)k(aσ k(a) · · ·σ s1k(a))= 0
for some t1  1. This induces a contradiction. 
In the following example we use the result: for positive integers k and m, let G(k,m) denote the
least integer such that if g  G(k,m) and if A = (an)g−1n=0 is a strictly increasing sequence of integers
with bounded gap an − an−1 m, 1  n  g − 1, then A contains a k-term arithmetic progression.
The number of G(k,m) does exist [10]. The existence of G(k,m) is an easy consequence of Van der
Waerden’s theorem [4,15].
Using this result, we show that Pσ (R)  Lσ (R) for an automorphism σ of R as follows.
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n3 − n2 = n2 − n1 > 0}〉 be the ideal of K [{ti}i∈Z], according to the construction of Ram [13]. Deﬁne
R = K [{ti}i∈Z]/ J . The K -automorphism σ of K [{ti}i∈Z] deﬁned by sending each ti to ti+1 induces
an automorphism σ on R . Ram proved that the skew polynomial ring R[x;σ ] is prime [13, Exam-
ple 3.2(ii)]. Thus Pσ (R) = 0 by [11, Corollary 1.4].
Consider the σ -ideal I = ∑∞i=0 σ i(t1)R of R . Let S be a ﬁnite subset of I . Then S ⊆ ∑ki=1 ti R ,
after reordering if necessary, where k  3. We claim that for any integer l  1, there exists
a positive integer N = N(l) such that Sσ l(S)σ 2l(S) · · ·σ Nl(S) = 0. For this, it suﬃces to show
ti0σ
l(ti1)σ
2l(ti2 ) · · ·σ Nl(tin ) = 0 for any i j ∈ {1,2, . . . ,k}. Consider the increasing sequence
i j0 < i j1 + k2l < i j2 + 2k2l < · · · < i jn + nk2l
with bounded gap k2l + k, where i js ∈ {1,2, . . . ,k} and n  G(3,k2l + k). Then by [10], the sequence
contains an arithmetic progression of length 3. Therefore t1 ∈ Lσ (R) by Lemma 3.9 to follow, com-
pleting the proof.
To show that Lσ (R)  Nσ (R) for an automorphism σ of R , we introduce the Morse semigroup G
generated by two elements a and b satisfying the relations U3 = 0 for every product U of a’s and b’s,
constructed as follows: consider the following sequence of a’s and b’s
a | b | ba | baab | baababba | · · · .
Hedlund and Morse [5] proved that there is no block of terms U such that the block UUU occurs in
the sequence.
By the deﬁnition of Lσ (R), it is clear that Lσ (R) ⊆ Nσ (R). We now show that Lσ (R)  Nσ (R) for
an automorphism σ of R .
Example 1.10. We refer an example in [14]. Let K be a countable ﬁeld and A¯ be the algebra of
polynomials with zero constant terms in noncommuting indeterminates t1, t2, t3 over K . Then the
elements in A¯ can be enumerated, i.e., A¯ = {a1,a2, . . .}. Let I = 〈{a3dega11 ,a3
dega2
2 , . . .}〉 be an ideal of
A¯ generated by the subset {a3dega11 ,a3
dega2
2 , . . .}, where degai denotes the degree of the polynomial ai .
Put R0 = A¯/L and R = K + R0. The K -automorphism σ of A¯ deﬁned by t1 → t2, t2 → t3 and t3 → t1
induces an automorphism σ on R .
We ﬁrst claim Lσ (R) = 0. Note that Lσ (R) ⊆ Nσ (R) ⊆ R0. Assume 0 = f ∈ Lσ (R) and take two
distinct elements a,b in R f R ⊆ Lσ (R). Then by the result of Hedlund and Morse [5], we can
choose a subset α0,α1, . . . ,αk in {a,b} such that α0α1 · · ·αk = 0. Let B = {α0,α1, . . . ,αk}. Since
B ⊆ R f R ⊆ Lσ (R), there exists a positive integer m such that Bσ 3(B) · · ·σ 3m(B) = 0. In case m < k,
we get α0α1 · · ·αk = 0, a contradiction. In case m > k, we can also take αi ’s in {a,b} such that
α0α1 · · ·αkαi1 · · ·αit = 0, where t  m − k. Then t + k  m and so α0α1 · · ·αkαi1 · · ·αit = 0, a con-
tradiction. Therefore Lσ (R) = 0.
Next we claim that Nσ (R) = 0. Actually we show Nσ (R) = R0. Let f ∈ R0 and l( 1) be an integer.
If l = 3k for some positive integer k, then f σ l( f )σ 2l( f ) · · ·σ 3deg f l( f ) = f 3deg f −1 = 0. Suppose l = 3k
and let g = f σ l( f )σ 2l( f ). Then
f σ l( f )σ 2l( f )σ 3l( f )σ 4l( f )σ 5l( f ) · · · = f σ l( f )σ 2l( f ) f σ l( f )σ 2l( f ) · · · .
Since g3
deg g = 0, f σ l( f )σ 2l( f ) · · ·σ 33deg g l ( f ) = 0. Therefore f ∈ Nσ (R), and consequently Nσ (R) = R0.
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Let X be the set of commuting indeterminates. If σ is an automorphism of R then σ induces
an automorphism, still denoted by σ , on R[X], by σ(a0 +∑nj=1 a j I j) = σ(a0) +∑nj=1 σ(a j)I j , where
each I j is a ﬁnite product of indeterminates in X . If J is a σ -ideal of R then σ also induces an
endomorphism, still denoted by σ , on R/ J , by σ(a + J ) = σ(a) + J . If σ( J ) = J , then σ induces an
automorphism.
Lemma 2.1.
(1) Lσ (R/Lσ (R)) = 0.
(2) If Lσ (R[X]) = 0 then Lσ (R) = 0.
Proof. (1) Note that Lσ (R) is a σ -invariant ideal of R by Lemma 3.9 to follow. Let R¯ = R/Lσ (R)
and I¯ a locally σ -nilpotent σ -ideal in R¯ . We claim that I is locally σ -nilpotent. Note that I is a
σ -ideal. Let S be a ﬁnite subset of I . Then S¯ ⊆ I¯ , and so, for a ﬁxed integer l  1, there exists a
positive integer t = t(l) such that S¯σ l( S¯) · · ·σ tl( S¯) = 0¯, and hence Sσ l(S) · · ·σ tl(S) ⊆ Lσ (R). Letting
T = Sσ l(S) · · ·σ tl(S) then T is a ﬁnite subset of Lσ (R). By Lemma 1.7(3), Lσ (R) is locally σ -nilpotent,
and so for (t + 1)l, there exists a positive integer n such that Tσ (t+1)l(T ) · · ·σ n(t+1)l(T ) = 0. Therefore
I ⊆ Lσ (R).
(2) Let σ be an automorphism of R[X] induced by σ . Let I be a nonzero locally σ -nilpotent σ -
ideal of R[X]. Let X1 be the set of all indeterminates occurring in all polynomials in I . Let ∅ = X0
be a ﬁnite subset of X1. Set A be the set of all polynomials in I which are contained in R[X0]. Note
R[X0] = R[Y0][x] for each x ∈ X0 and Y0 = X0\{x}. Let S = R[Y0] so that R[X0] = S[x]. Let J be the
ideal of R[X0] generated by A. Since I is a σ -ideal, so is J .
Next let K be the ideal of S generated by leading coeﬃcients of polynomials in J . Then K is a
nonzero σ -ideal of S since J is a σ -ideal of R[X0]. Let {am1 ,am2 , . . . ,amn } be a ﬁnite subset of K .
Then there exists a ﬁnite subset { f1, f2, . . . , fn} ⊆ J such that ami is the leading coeﬃcient of f i for
each i. Since J is locally σ -nilpotent, for any integer l  1, there exists a positive integer t such that
f i1σ
l( f i2 ) · · ·σ tl( f it ) = 0, where i j ∈ {1,2, . . . ,n}. Thus ami1σ l(ami2 ) · · ·σ tl(amit ) = 0. Therefore K is
locally σ -nilpotent σ -ideal of S , and hence Lσ (R[Y0]) = 0.
Now let H be a nonzero locally σ -nilpotent σ -ideal of R[Y0], and then we proceed the above
process. Continuing this process, we get Lσ (R) = 0. 
Theorem 2.2. Lσ (R[X]) = Lσ (R)[X].
Proof. Note that (R/Lσ (R))[X] ∼= R[X]/Lσ (R)[X]. By Lemma 2.1(1), Lσ (R[X]/Lσ (R)[X]) = 0, and so
Lσ (R[X]) ⊆ Lσ (R)[X]. To show the reverse inclusion, let I be a locally σ -nilpotent σ -ideal of R .
We claim that I[X] ⊆ Lσ (R[X]). Let S = { f1, f2, . . . , fn} ⊆ I[X], and let A be the set of all coeﬃ-
cients of polynomials in S . Then A is a ﬁnite subset of I . Since I is locally σ -nilpotent, for any
integer l  1, there exists a positive integer t = t(l) such that Aσ l(A) · · ·σ tl(A) = 0. This implies
that Sσ l(S) · · ·σ tl(S) = 0, and so S is σ -nilpotent. Thus I[X] ⊆ Lσ (R[X]), and therefore Lσ (R)[X] ⊆
Lσ (R[X]), completing the proof. 
Moreover, by the same methods as in the proofs of Lemma 2.1 and Theorem 2.2, we have the
following.
Theorem 2.3. Wσ (R[X]) = Wσ (R)[X].
Lemma 2.4. A ring R is σ -prime (resp. σ -semiprime) if and only if R[X] is σ -prime (resp. σ -semiprime).
Proof. We apply the well-known method for the (semi)prime case as in the proof of [6, Proposi-
tion 10.18]. Let S = R[X] be σ -prime, and for some m ∈ Z suppose aRσ n(b) = 0 for all nm where
a,b ∈ R . Then aSσ n(b) = aR[X]σ n(b) = 0 and so a = 0 or b = 0, obtaining that R is σ -prime.
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where f , g ∈ S . Note that there is a ﬁnite subset X0 of X such that f , g ∈ R[X0], concluding
f R[X0]σ n(g) = 0. Thus it suﬃces to consider the case of X being ﬁnite, and moreover the induc-
tion enables the computation for R[x] for a single indeterminate x to complete the proof. Let a and
b be the leading coeﬃcients of f and g , respectively. Then f R[x]σ n(g) = 0 implies that aRσ n(g) = 0
for all nm; hence we get a = 0 or b = 0. Thus f = 0 or g = 0.
The semiprime case can be proved when a = b and f = g . 
Theorem 2.5. Pσ (R[X]) = Pσ (R)[X].
Proof. We apply the well-known method for the (semi)prime case as in the proof of [6, Proposi-
tion 10.19]. Since R/Pσ (R) is σ -semiprime, R[X]/Pσ (R)[X] (∼= (R/Pσ (R))[X]) is σ -semiprime by
Lemma 2.4, i.e., Pσ (R)[X] is σ -semiprime ideal of R[X]. Thus Pσ (R[X]) ⊆ Pσ (R)[X] by Proposi-
tion 1.3.
Conversely, it suﬃces to show Pσ (R)[X] ⊆ Q for any σ -prime ideal Q of R[X]. First we claim
that Q ∩ R is a σ -prime ideal in R . For some m ∈ Z suppose aRσ n(b) ⊆ Q ∩ R for all n m where
a,b ∈ R . Then
aR[X]σ n(b) = aRσ n(b)[X] ⊆ Q
and hence we get a ∈ Q or b ∈ Q . It is immediate that Pσ (R) ⊆ Q ∩ R ⊆ Q , and consequently
Pσ (R)[X] ⊆ Q , completing the proof. 
3. Wedderburn, Levitzki and upper nil radicals of skew polynomial rings and skew Laurent
polynomial rings
In this section, we observe the Wedderburn radical, the Levitzki radical and the upper nil radical
of skew polynomial rings and skew Laurent polynomial rings via related σ -radicals.
Lemma 3.1.
(1) Wσ (R) is a σ -invariant ideal of R.
(2)
Wσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=0
Rσ i(a)R is σ -nilpotent
}
=
{
a ∈ R
∣∣∣ ∞∑
i=m
Rσ i(a)R is σ -nilpotent for every m ∈ Z
}
=
{
a ∈ R
∣∣∣ ∞∑
i=n
Rσ i(a)R is σ -nilpotent for some n 0
}
=
{
a ∈ R
∣∣∣ ∞∑
i=0
σ i(a)R is σ -nilpotent
}
.
(3) If R is left or right Noetherian then Wσ (R) = {a ∈ R |∑∞i=−∞ Rσ i(a)R is σ -nilpotent}.
Proof. It is obvious that K is σ -nilpotent if and only if so is σ−1(K ) if and only if so is σ(K ) for an
ideal K of R . We will use this freely.
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σ−1(Wσ (R)). Then a ∈∑ﬁnite I j , where each I j is a σ -nilpotent σ -ideal of R . Since I j is a σ -ideal,
I j ⊆ σ−1(I j) and so σ(σ−1(I j)) = I j ⊆ σ−1(I j). This implies that σ−1(I j) is a σ -ideal of R . Moreover
σ−1(I j) is also σ -nilpotent since I j is σ -nilpotent. Thus
∑
ﬁnite σ
−1(I j) ⊆ Wσ (R) by Lemma 1.4(2),
and hence σ−1(a) ∈ Wσ (R). This yields σ−1(Wσ (R)) ⊆ Wσ (R), entailing Wσ (R) ⊆ σ(Wσ (R)).
(2) Let A = {a ∈ R |∑∞i=0 Rσ i(a)R is σ -nilpotent}. Then, clearly A ⊆ Wσ (R). For the reverse in-
clusion, let w ∈ Wσ (R). Then there exist σ -nilpotent σ -ideals I j in R such that w ∈ ∑ﬁnite I j . By
Lemma 1.4(2),
∑
ﬁnite I j is also a σ -nilpotent σ -ideal of R . Thus
∑∞
i=0 Rσ i(w)R is σ -nilpotent since∑∞
i=0 Rσ i(w)R ⊆
∑
ﬁnite I j . Therefore Wσ (R) ⊆ A, entailing Wσ (R) = A.
To obtain the second expression of Wσ (R), let a ∈ Wσ (R). Then, by (1), σ− j(a) ∈ Wσ (R) for every
positive integer j. So the σ -ideal
∑∞
i=0 Rσ i(σ− j(a))R is σ -nilpotent by the ﬁrst expression of Wσ (R).
This yields
Wσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=m
Rσ i(a)R is σ -nilpotent for everym ∈ Z
}
.
Considering the including relation between the ﬁrst and second expressions, we also obtain
Wσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=n
Rσ i(a)R is σ -nilpotent for some n 0
}
.
Finally, let B = {a ∈ R | ∑∞i=0 σ i(a)R is σ -nilpotent}. If ∑∞i=0 σ i(a)R is σ -nilpotent then so is
R(
∑∞
i=0 σ i(a)R) =
∑∞
i=0 Rσ i(a)R , entailing a ∈ Wσ (R) and B ⊆ Wσ (R). Conversely let a ∈ Wσ (R).
Then
∑∞
i=0 Rσ i(a)R is σ -nilpotent by the ﬁrst expression of Wσ (R), and so
∑∞
i=0 σ i(a)R is σ -
nilpotent, obtaining B ⊇ Wσ (R).
(3) Let C = {a ∈ R | ∑∞i=−∞ Rσ i(a)R is σ -nilpotent}. If ∑∞i=−∞ Rσ i(a)R is σ -nilpotent then so
is
∑∞
i=0 Rσ i(a)R , entailing a ∈ Wσ (R) and C ⊆ Wσ (R). Conversely let a ∈ Wσ (R). Then there ex-
ist σ -nilpotent σ -ideals I j ( j ∈ J and | J | < ∞) in R such that a ∈ ∑ j∈ J I j . Since I j is a σ -ideal,
I j ⊆ σ−1(I j) and so σ(σ−1(I j)) = I j ⊆ σ−1(I j); hence σ−1(I j) is a σ -ideal. Inductively we get
that σ−k(I j) is a σ -nilpotent σ -ideal of R for every positive integer k. Now we have σ−k(a) ∈∑
ﬁnite σ
−k(I j) for every positive integer k, and so
∞∑
k=1
Rσ−k(a)R ⊆
∑
j∈ J
∞∑
k=1
σ−k(I j).
Here we have an ascending chain of ideals
σ−1(I j) ⊆ σ−2(I j) ⊆ · · · ⊆ σ−k(I j) ⊆ · · · .
But if R is left or right Noetherian, there exists a positive integer N such that σ−N (I j) =
σ−(N+1)(I j) = σ−(N+2)(I j) = · · · . This yields ∑∞k=1 σ−k(I j) = σ−N (I j) and
∑
j∈ J
∞∑
k=1
σ−k(I j) =
∑
j∈ J
σ−N(I j).
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nilpotent since every σ−N (I j) is a σ -nilpotent σ -ideal of R . This entails that
∑∞
k=1 Rσ−k(a)R is also
σ -nilpotent. From a ∈ Wσ (R), we already have that ∑∞i=0 Rσ i(a)R is σ -nilpotent by (2). Therefore
∞∑
i=−∞
Rσ i(a)R =
∞∑
i=0
Rσ i(a)R +
∞∑
k=1
Rσ−k(a)R
is also σ -nilpotent by Lemma 1.4(2), entailing a ∈ C and C = Wσ (R). 
Lemma 3.2. Let R be a right ideal I of R with σ(I) ⊆ I , and n  1. Then I is σ -nilpotent if and only if I is
σ n-nilpotent.
Proof. Suppose that I is σ -nilpotent. For an integer l  1, there exists a positive integer N such that
Iσ l(I)σ 2l(I) · · ·σ Nl(I) = 0. Since σ(I) ⊆ I , we also have
0= Iσ l(I)σ 2l(I) · · ·σ Nl(I)
⊇ Iσ l(σ (n−1)l(I))σ 2l(σ (n−1)2l(I)) · · ·σ Nl(σ (n−1)Nl(I))
= Iσ nl(I)σ n2l(I) · · ·σ nNl(I),
entailing that I is σ n-nilpotent.
Conversely suppose that I is σ n-nilpotent. For an integer l  1, Iσ l(I)σ 2l(I) · · ·σ (n−1)l(I) ⊆ I . Put
I ′ = Iσ l(I)σ 2l(I) · · ·σ (n−1)l(I). Since I is σ n-nilpotent and I ′ ⊆ I , there exists a positive integer t
such that I ′σ nl(I ′)σ 2nl(I ′) · · ·σ (tn+n−1)l(I ′) = 0. Replacing I ′ by Iσ l(I)σ 2l(I) · · ·σ (n−1)l(I), we obtain
Iσ l(I)σ 2l(I) · · ·σ (tn+n−1)l(I) = 0. 
Let x−1a = bx−1 for a,b ∈ R . Then a = xbx−1 = σ(b) and so b = σ−1(a). Inductively x−na =
σ−n(a)x−n for any n 1.
Theorem 3.3. W (R[x, x−1;σ ]) = (W (R) ∩ Wσ (R))[x, x−1;σ ] = Wσ (R)[x, x−1;σ ].
Proof. Let S = R[x, x−1;σ ] and f (x) =∑m2i=m1 aixi ∈ W (S) with m1 m2 ∈ Z. Then S f (x)S is nilpotent
and so (S f (x)S)k = 0 for some integer k 2. Without loss of generality, we can put f (x) =∑mi=0 aixi
with m 0. Especially (Rxα1 f (x))(Rxα2 f (x)) · · · (Rxαk f (x)) = 0 for every αp ∈ Z (p = 1,2, . . . ,k), and
so
Rσ t0(a0)Rσ
t1(a0)R · · · Rσ tk−1(a0)R = 0 (1)
for any integers ti ’s. Notice that every coeﬃcient of every polynomial in (Sa0S)k is contained in the
left side of the equality (1). Thus (Sa0S)k = 0 and so a0 ∈ W (S) (hence a0 ∈ W (R)).
Here let I =∑∞i=0 Rσ i(a0)R . Then clearly I is a σ -ideal of R . Note that for any integer l 1, every
sum-factor of every element in Iσ l(I)σ 2l(I) · · ·σ (k−1)l(I) is of the form
rs1σ
p1(a0)rs2σ
p2(a0)rs3 · · ·σ pk (a0)rsk+1 (2)
for some ri j ’s in R and some nonnegative integers pi ’s. But the product (2) is contained in the left
side of the equality (1), and so Iσ l(I)σ 2l(I) · · ·σ (k−1)l(I) = 0. Thus I is a σ -nilpotent σ -ideal, entailing
a0 ∈ Wσ (R) by Lemma 3.1, entailing a0 ∈ W (R) ∩ Wσ (R).
Next since a0 ∈ W (S) and f (x) ∈ W (S), a1x + a2x2 + · · · + amxm ∈ W (S), and so a1 + a2x + · · · +
amxm−1 ∈ W (S). Let f1(x) = a1 + a2x + · · · + amxm−1 ∈ W (S), and repeat the above process. Then
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Therefore f (x) ∈ (W (R) ∩ Wσ (R))[x, x−1;σ ].
Conversely, let g(x) =∑m2i=mi bixi ∈ Wσ (R)[x, x−1;σ ] with m1 m2 ∈ Z. We will show that Sg(x)S
is nilpotent, and so we can put g(x) =∑mi=1 bixi with m 1 without loss of generality.
Set Ki =∑∞j=0 Rσ j(bi)R for i = 1, . . . ,m. Then the σ -ideals Ki ’s are σ -nilpotent by Lemma 3.1.
Next put K =∑mi=1 Ki . Then the σ -ideal K is also σ -nilpotent by Lemma 1.4(2). Moreover since K is a
σ -ideal, Lemma 1.4(1) implies that there exists a positive integer N such that Kσ s(K ) · · ·σ sN (K ) = 0
for all s  1. Consider the product (Sg(x)S)m(N+1) and let P be a sum-factor of the expansion of
(
∑
ﬁnite h j(x)g(x)k j(x))
m(N+1) ∈ (Sg(x)S)m(N+1) . Then bixi must occurs at least (N + 1)-times in P for
some i ∈ {1, . . . ,m}, and so P is contained in
(
Kx j0
)
Kix
i(Kx j1)Kixi(Kx j2) · · · Kixi(Kx jN )Kixi(Kx jN+1)
where jt ∈ Z for t = 0,1, . . . ,N + 1. Notice that
Kix
i(Kx j1)Kixi(Kx j2) · · · Kixi(Kx jN )Kixi(Kx jN+1)
= Kiσ i(K )xi+ j1 Kiσ i(K )xi+ j2 · · · Kiσ i(K )xi+ jN Kiσ i(K )xi+ jN+1
⊆ Kiσ i(K )xi+ j1σ i(K )xi+ j2 · · ·σ i(K )xi+ jNσ i(K )xi+ jN+1
= Kiσ i(K )σ 2i+ j1(K )x2i+ j1+ j2 · · ·σ i(K )xi+ jNσ i(K )xi+ jN+1
= Kiσ i(K )σ 2i+ j1(K )σ 3i+ j1+ j2(K ) · · ·σ Ni+
∑N−1
t=1 jt (K )σ (N+1)i+
∑N
t=1 jt (K )xNi+
∑N+1
t=1 jt
⊆ Kσ i(K )σ 2i+ j1(K )σ 3i+ j1+ j2(K ) · · ·σ (N+1)i+
∑N
t=1 jt (K )xNi+
∑N+1
t=1 jt
= Kσ i(K )σ 2i(σ j1(K ))σ 3i(σ j1+ j2(K )) · · ·σ (N+1)i(σ∑Nt=1 jt (K ))xNi+∑N+1t=1 jt . (3)
Put M =∑N+1t=1 | jt |. Then M +∑kt=1 jt  0 for all k = 1, . . . ,N + 1, and so the image of the coeﬃcient
of the term (3) under σM is as follows:
σM
(
Kσ i(K )σ 2i
(
σ j1(K )
)
σ 3i
(
σ j1+ j2(K )
) · · ·σ (N+1)i(σ∑Nt=1 jt (K )))
= σM(K )σ i(σM(K ))σ 2i(σM+ j1(K ))σ 3i(σM+( j1+ j2)(K )) · · ·σ (N+1)i(σM+(∑Nt=1 jt )(K ))
⊆ Kσ i(K )σ 2i(K ) · · ·σ Ni(K )σ (N+1)i(K ) = 0.
But σM is also an automorphism, and so Kσ i(K )σ 2i(σ j1 (K ))σ 3i(σ j1+ j2 (K )) · · ·σ (N+1)i(σ
∑N
t=1 jt (K )) =
0. This yields (Kx j0 )Kixi(Kx j1 )Kixi(Kx j2 ) · · · Kixi(Kx jN )Kixi(Kx jN+1 ) = 0, entailing P = 0. Thus Sg(x)S
is nilpotent and g(x) ∈ W (S).
With these two proofs, we now obtain the equality W (R[x, x−1;σ ]) = (W (R)∩Wσ (R))[x, x−1;σ ] =
Wσ (R)[x, x−1;σ ]. 
Corollary 3.4. Wσ (R) ⊆ W (R).
Note. (1) If R is left or right Noetherian then Wσ (R) = W (R).
(2) If R is left or right Noetherian then W (R[x, x−1;σ ]) = W (R)[x, x−1;σ ] = Wσ (R)[x, x−1;σ ].
Proof. (1) It suﬃces to show Wσ (R) ⊇ W (R) by Corollary 3.4. Let a ∈ W (R). Then RaR is nilpotent
and so σ i(RaR) = Rσ i(a)R is also nilpotent for any i ∈ Z. Say (RaR)k = 0 for some k  1. This yields
(Rσ i(a)R)k = 0. If R is left or right Noetherian then
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i=−∞
Rσ i(a)R =
N∑
i=−N
Rσ i(a)R
for some N  1, considering the ascending chain
RaR ⊆
1∑
i=−1
Rσ i(a)R ⊆
2∑
i=−2
Rσ i(a)R ⊆ · · · .
Then
( ∞∑
i=−∞
Rσ i(a)R
)(2N+1)k
=
(
N∑
i=−N
Rσ i(a)R
)(2N+1)k
= 0,
and so for any l  1 we have Iσ l(I) · · ·σ (2N+1)kl(I) = 0 where I =∑∞i=−∞ Rσ i(a)R . This implies that
I is σ -nilpotent, and hence a ∈ Wσ (R) by Lemma 3.1(3).
(2) It follows from Theorem 3.3 and (1). 
An automorphism σ of R is of locally ﬁnite order if for every r ∈ R there exists a positive integer
n = n(r) such that σ n(r) = r.
Lemma 3.5. W (R) = Wσ (R) when σ is of locally ﬁnite order.
Proof. Let a ∈ W (R) and σ k(a) = a for some k  1. Then (RaR)m = 0 for some integer m  2.
Note that σ i(RaR) = Rσ i(a)R is nilpotent for each integer i  0. Since σ k(a) = a, ∑∞i=0 Rσ i(a)R =∑k−1
i=0 Rσ i(a)R is nilpotent and a σ -ideal. Put A =
∑k−1
i=0 Rσ i(a)R and At = 0 for some integer t  2.
Thus for any integer l 1, Aσ l(A) · · ·σ (t−1)l(A) ⊆ At = 0, and therefore a ∈ Wσ (R). 
Theorem 3.6. W (R[x;σ ]) = W (R)[x;σ ] when σ is of locally ﬁnite order.
Proof. Let S = R[x;σ ] and f (x) =∑mi=0 aixi ∈ W (S). Then S f (x)S is nilpotent and so (S f (x)S)k = 0
for some integer k 2. Especially (Rxα1 f (x))(Rxα2 f (x)) · · · (Rxαk f (x)) = 0 for every αp  0 (p = 1,2,
. . . ,k), and we get
Rσ t0(a0)Rσ
t1(a0)R · · · Rσ tk−1(a0)R = 0 (1)
for any nonnegative integers ti ’s satisfying t0  t1  · · ·  tk−1. This implies (Rσ i(a0)R)k = 0 for all
i  0; hence (
∑s
i=0 Rσ i(a0)R)(s+1)k = 0 for any s  0. Now let σ s0 (a0) = a0 for some s0  1, and let
I =∑∞i=0 Rσ i(a0)R . Then I =∑s0−1i=0 Rσ i(a0)R, and I is nilpotent and σ(I) = I . Thus, for any integer
l  1, Iσ l(I)σ 2l(I) · · ·σ (s0k−1)l(I) = I s0k = 0 and so I is a σ -nilpotent σ -invariant ideal, entailing a0 ∈
Wσ (R) = W (R) by Lemmas 3.1 and 3.5.
We here claim that a0 ∈ W (S). Let g = g0(x)a0g1(x)a0g2(x) · · ·a0gs0k(x) ∈ (Sa0S)s0k . Then each co-
eﬃcient of this polynomial g is contained in I s0k , and so g is zero. This implies that Sa0S is nilpotent
and so a0 ∈ W (S).
Next let f1(x) = f (x) − a0 ∈ W (S) and so (S f1(x)S)q = 0 for some integer q 2. Thus we get
Rσ t0(a1)Rσ
1+t1(a1)R · · · Rσ q−1+tq−1(a1)R = 0 (2)
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let J = ∑∞i=0 Rσ i(a1)R . Then clearly J = ∑s1−1i=0 Rσ i(a1)R and σ( J ) = J . Note that for any integer
l 1, every sum-factor of every element in Jσ l( J )σ 2l( J ) · · ·σ (q−1)l( J ) = J q is of the form
rs0σ
p0(a1)rs1σ
p1(a1)rs2 · · · rsq−1σ pq−1(a1)rsq
for some ri j ’s in R and some integers pi ’s, where 0  pi  s1 − 1. Suppose that pi  p j for i < j.
Since σ s1 (a1) = a1, we can take σ p j (a1) = σ ns1+p j (a1) such that pi < nsi + p j for some n  1.
Then Eq. (2) implies Jσ l( J )σ 2l( J ) · · ·σ (q−1)l( J ) = 0. Thus J is a σ -nilpotent σ -invariant ideal, and
so a1 ∈ Wσ (R) = W (R) by Lemmas 3.1 and 3.5. By the same method as above, we get a1 ∈ W (S).
Consequently, we have a0,a1, . . . ,am ∈ Wσ (R) inductively. This yields W (S) ⊆ W (R)[x;σ ].
Conversely, let g(x) =∑mi=0 bixi ∈ Wσ (R)[x;σ ]. Let σ si (bi) = bi and Ki =∑si−1j=0 Rσ j(bi)R for i =
0,1, . . . ,m. Then each Ki is σ -invariant and so nilpotent. This implies that each Ki[x;σ ] is also a
nilpotent ideal of S and so is
∑m
i=0 Ki[x;σ ]. Therefore g(x) ∈
∑m
i=0 Ki[x;σ ] ⊆ W (S). 
In Theorem 3.6, the condition “σ is of locally ﬁnite order” is essential by the following example.
Example 3.7. For i ∈ Z, let Fi = F be a ﬁeld and put K = ⊕i∈Z Fi . Let R = 〈⊕i∈Z Fi, 〈1〉〉 be the
F -subalgebra of
∏∞
i=1 Fi generated by
⊕
i∈Z Fi and 〈1〉, where 〈1〉 is the identity of
∏
i∈Z Fi . Let σ
be an automorphism of R deﬁned by σ(
∑
ai) =∑ai+1. Suppose that 0 = a =∑ai ∈ R is such that
ai = 0 for all m  i  n, where m,n denote ﬁxed integers. Note that (R[x;σ ]axR[x;σ ])n−m+2 = 0
by [7, Example 4.5]. Hence ax ∈ W (R[x;σ ]), but ax /∈ W (R)[x;σ ] = Wσ (R)[x;σ ], in fact, W (R) =
Wσ (R) = 0. Here obviously σ is not of locally ﬁnite order.
By the following proposition, we can obtain W (R[[x]]) = W (R)[[x]] for a ring R , which is com-
pared with W (R[x]) = W (R)[x] [2, Corollary 4].
Proposition 3.8. W (R[[x;σ ]]) = W (R)[[x;σ ]] when σ is of locally ﬁnite order.
Proof. The proof for “⊆” is similar to one of Theorem 3.6. For the converse, let g(x) =∑mi=0 bixi ∈
Wσ (R)[[x;σ ]]. Let σ si (bi) = bi and Ki =∑si−1j=0 Rσ j(bi)R for i = 0,1, . . .. Then each Ki is σ -invariant
and so nilpotent, entailing Ki[[x;σ ]] ⊆ W (R[[x;σ ]]). Thus g(x) ∈∑∞i=0 Ki[[x;σ ]] ⊆ W (R[[x;σ ]]). 
We now turn our attention to observe the Levitzki radical of R[x;σ ]. Note that L(R) = {a ∈ R |
aR is locally nilpotent} with the help of [6, Proposition 10.31]. We can also obtain similar results
about the σ -Levitzki radical.
Lemma 3.9.
(1) Lσ (R) is a σ -invariant ideal of R.
(2)
Lσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=0
Rσ i(a)R is locally σ -nilpotent
}
=
{
a ∈ R
∣∣∣ ∞∑
i=m
Rσ i(a)R is locally σ -nilpotent for each m ∈ Z
}
=
{
a ∈ R
∣∣∣ ∞∑ Rσ i(a)R is locally σ -nilpotent for some n 0
}i=n
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{
a ∈ R
∣∣∣ ∞∑
i=0
σ i(a)R is locally σ -nilpotent
}
=
{
a ∈ R
∣∣∣ ∞∑
i=−∞
Rσ i(a)R is locally σ -nilpotent
}
.
Proof. We apply the proof of Lemma 3.1. It is obvious that S is σ -nilpotent if and only if so is σ−1(S)
if and only if so is σ(S) for a subset S of R . We will use this freely.
(1) Since σ(Lσ (R)) ⊆ Lσ (R) by the deﬁnition, Lσ (R) ⊆ σ−1(Lσ (R)). For the reverse inclusion, let
σ−1(a) ∈ σ−1(Lσ (R)). Then a ∈∑ﬁnite I j , where each I j is a locally σ -nilpotent σ -ideal of R . Since I j
is a σ -ideal, σ−1(I j) is a σ -ideal of R by the proof of Lemma 3.1(1). Moreover σ−1(I j) is also locally
σ -nilpotent since I j is locally σ -nilpotent. Thus
∑
ﬁnite σ
−1(I j) ⊆ Lσ (R) by Lemma 1.7(1), and this
yields σ−1(a) ∈ Lσ (R). This yields σ−1(Lσ (R)) ⊆ Lσ (R), entailing Lσ (R) ⊆ σ(Lσ (R)).
(2) Let A = {a ∈ R |∑∞i=0 Rσ i(a)R is locally σ -nilpotent}. Then A ⊆ Lσ (R) clearly. For the reverse
inclusion, let w ∈ Lσ (R). Then there exist locally σ -nilpotent σ -ideals I j in R such that w ∈∑ﬁnite I j .
By Lemma 1.7(1),
∑
ﬁnite I j is also a locally σ -nilpotent σ -ideal of R . Thus
∑∞
i=0 Rσ i(w)R is also
locally σ -nilpotent since
∑∞
i=0 Rσ i(w)R ⊆
∑
ﬁnite I j . Therefore Lσ (R) ⊆ A, entailing Lσ (R) = A.
To obtain the second expression of Lσ (R), let a ∈ Lσ (R). Then, by (1), σ− j(a) ∈ Lσ (R) for every
positive integer j. So the σ -ideal
∑∞
i=0 Rσ i(σ− j(a))R is locally σ -nilpotent by the ﬁrst expression
of Lσ (R). This yields
Lσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=m
Rσ i(a)R is locally σ -nilpotent for eachm ∈ Z
}
.
Considering the including relation between the ﬁrst and second expressions, we also obtain
Lσ (R) =
{
a ∈ R
∣∣∣ ∞∑
i=n
Rσ i(a)R is locally σ -nilpotent for some n 0
}
.
Next, let B = {a ∈ R | ∑∞i=0 σ i(a)R is locally σ -nilpotent}. If ∑∞i=0 σ i(a)R is locally σ -nilpotent
then so is R(
∑∞
i=0 σ i(a)R) =
∑∞
i=0 Rσ i(a)R , entailing a ∈ Lσ (R) and B ⊆ Lσ (R). Conversely let
a ∈ Lσ (R). Then ∑∞i=0 Rσ i(a)R is locally σ -nilpotent by the ﬁrst expression of Wσ (R), and so∑∞
i=0 σ i(a)R is also locally σ -nilpotent, obtaining B ⊇ Lσ (R).
Finally, we will show Lσ (R) = {a ∈ R |∑∞i=−∞ Rσ i(a)R is locally σ -nilpotent}. To see this, it suf-
ﬁces to show
∑∞
i=−∞ Rσ i(a)R is locally σ -nilpotent for any a ∈ Lσ (R). Let S be a ﬁnite subset
of
∑∞
i=−∞ Rσ i(a)R . Then there exists n ∈ Z such that S ⊆
∑∞
i=n Rσ i(a)R . By the argument above,∑∞
i=n Rσ i(a)R is locally σ -nilpotent, and so S is σ -nilpotent. 
The following is similar to Lemma 3.2.
Note. Let I be a right ideal of R with σ(I) ⊆ I , and n 1. Then I is locally σ -nilpotent if and only if
I is locally σ n-nilpotent.
Proof. We apply the proof of Lemma 3.2. Let l  1 and S be a ﬁnite subset of I . Suppose that I is
locally σ -nilpotent. Since I is locally σ -nilpotent, there exists N = N(nl) 1 for any n 1 such that
0 = Sσ nl(S)σ 2nl(S) · · ·σ Nnl(S) = Sσ nl(S)σ n2l(S) · · ·σ nNl(S),
entailing that I is locally σ n-nilpotent.
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Moreover Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S) is also ﬁnite. Put S ′ = Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S). Since I is lo-
cally σ n-nilpotent and S ′ ⊆ I is ﬁnite, there exists a positive integer t such that
0= S ′σ nl(S ′)σ 2nl(S ′) · · ·σ tnl(S ′)
= (Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S))σ nl(Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S)) · · ·
σ tnl
(
Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S))
= Sσ l(S)σ 2l(S) · · ·σ (n−1)l(S)σ nl(S)σ (n+1)l(S) · · ·σ (tn+n−1)l(S). 
The following result can be proved by the same method as in the proof of Lemma 2.1(1).
Lemma 3.10. Let R¯ = R/I , where I is a locally σ -nilpotent σ -invariant ideal of R. If a¯ ∈ Lσ (R¯), then
a ∈ Lσ (R).
Recall that x−na = σ−n(a)x−n (equivalently, axn = xnσ−n(a)) for any n 1 and a ∈ R .
Theorem 3.11. L(R[x, x−1;σ ]) ⊆ (L(R) ∩ Lσ (R))[x, x−1;σ ].
Proof. Let S = R[x, x−1;σ ] and f (x) =∑m2i=m1 aixi ∈ L(S) with m1 m2 ∈ Z. Then S f (x)S is locally
nilpotent. Without loss of generality, we can put f (x) =∑mi=0 aixi with m 0. Let B = {a0r1, . . . ,a0rt}
be a ﬁnite subset of a0R for ri ∈ R . Then C = { f (x)r1, . . . , f (x)rt} is a ﬁnite subset in S f (x)S . But
S f (x)S is locally nilpotent, and so Ck = 0 for some integer k 2. Then we have
f (x)ri1 f (x)ri2 · · · f (x)rik = 0 (1)
where ri j ∈ {r1, . . . , rt}. The term of the lowest degree in the equality (1) is
a0ri1a0ri2 · · ·a0rik , (2)
and so this product (2) is also zero. This yields Bk = 0 and so a0 ∈ L(R).
Here let I = ∑∞i=0 σ i(a0)R . Let B1 = {b1, . . . ,bt} be a ﬁnite subset of I such that b1 =∑n1
i=0 σ
i(a0)r1i , . . . ,bt =
∑nt
i=0 σ
i(a0)rti for ri j ∈ R , and 0 n1  · · · nt . Let
C1 =
{
x j f (x)x− jr j
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}
= {σ j( f (x))r j ∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}
where σ(
∑
bixi) = ∑σ(bi)xi (for ∑bixi ∈ S) is the automorphism of S induced by the automor-
phism σ of R . Let l 1 and consider another set
C2 = xlC1 = σ l(C1)xl =
{
xlσ j
(
f (x)
)
r j
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}
= {σ l(σ j( f (x))r j)xl ∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}.
Then C2 is also a ﬁnite subset of S f (x)S , and so Ch2 = 0 for some integer h 2 since S f (x)S is locally
nilpotent. Every sum-factor in Ch2 is of the form
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= σ l(σ j1( f (x))r j1)σ 2l(σ j2( f (x))r j2)x2l · · · (σ l(σ jh ( f (x))r jh)xl)
...
= σ l(σ j1( f (x))r j1)σ 2l(σ j2( f (x))r j2) · · ·σ hl(σ jh( f (x))r jh)xhl
where r jq ∈ {r j | j = 10, . . . ,1n1 , . . . , t0, . . . , tnt }. Whence
σ l
(
σ j1
(
f (x)
)
r j1
)
σ 2l
(
σ j2
(
f (x)
)
r j2
) · · ·σ hl(σ jh ( f (x))r jh)= 0. (3)
The term of lowest degree in the equality (3) is
σ l
(
σ j1(a0)r j1
)
σ 2l
(
σ j2(a0)r j2
) · · ·σ hl(σ jh (a0)r jh) (4)
and so this product (4) is also zero. This yields B1σ l(B1) · · ·σ hl(B1) = 0 and so a0 ∈ Lσ (R) by Lem-
ma 3.9(2), entailing a0 ∈ L(R) ∩ Lσ (R).
Note that Rσ i(a0)R is locally nilpotent for any i ∈ Z since Ra0R is locally nilpotent. Moreover,
σ i(a0) ∈ Lσ (R) since Lσ (R) is σ -invariant by Lemma 3.9(1). Thus σ i(a0) ∈ L(R) ∩ Lσ (R) and so∑∞
i=−∞ Rσ i(a0)R ⊆ L(R) ∩ Lσ (R).
Next let J = ∑∞i=−∞ Rσ i(a0)R ⊆ L(R) ∩ Lσ (R) and S1 = S/S J S . Put f1(x) = a1x + · · · + amxm .
Let B2 = {a1r1, . . . ,a1rt} be a ﬁnite subset of a1R for ri ∈ R , and B¯2 = {a¯1r¯1, . . . , a¯1r¯t}. Then C3 =
{ f¯1(x)r¯1, . . . , f¯1(x)r¯t} is a ﬁnite subset of S1 f¯1(x)S1. Since S1 f¯ (x)S1 = S1 f¯1(x)S1 is locally nilpotent
in S1, Ck3 = 0 in S1 for some k 2. This implies B¯k2 = 0 in S1, and so Bk2 ⊆ S J S . In fact Bk2 ⊆ R J R = J .
Since J is locally nilpotent by the preceding argument, (Bk2)
s = 0 for some s 2, entailing a1 ∈ L(R).
We will prove a1 ∈ Lσ (R). It suﬃces to show a¯1 ∈ Lσ (R/ J ) by Lemma 3.10. Let R¯ = R/ J and J¯1 =∑∞
i=0 σ i(a¯1)R¯ . Let B3 = {b¯1, . . . , b¯t} be a ﬁnite subset of J¯1 such that b¯1 =
∑n1
i=0 σ
i(a¯1)r¯1i , . . . , b¯t =∑nt
i=0 σ
i(a¯1)r¯ti for r¯i j ∈ R¯ , and 0 n1  · · · nt . Let
C4 =
{
σ j
(
f¯1(x)
)
σ−1(r¯ j)
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}.
Let l 1 and consider another set
C5 = xlC4 = σ l(C4)xl =
{
xlσ j
(
f¯1(x)
)
σ−1(r¯ j)
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}
= {σ l(σ j( f¯1(x))σ−1(r¯ j))xl ∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}.
Then C5 is also a ﬁnite subset of S1 f¯1(x)S1, and so Ch5 = 0 in S1 for some integer h 2.
By the preceding argument,
σ l
(
σ j1
(
f¯1(x)
)
σ−1(r¯ j1)
)
σ 2l
(
σ j2
(
f¯1(x)
)
σ−1(r¯ j2)
) · · ·σ hl(σ jh ( f¯ (x))σ−1(r¯ jh ))= 0
in S1. Thus
σ l
(
σ j1(a¯1)r¯ j1
)
σ 2l
(
σ j2(a¯1)r¯ j2
) · · ·σ hl(σ jh (a¯1)r¯ jh)= 0
in R¯ . This yields B3σ l(B3) · · ·σ hl(B3) = 0 in R¯ and hence a¯1 ∈ Lσ (R¯) by Lemma 3.9(2). Now a1 ∈
Lσ (R) by Lemma 3.10.
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∑∞
i=−∞ Rσ i(a1)R ⊆ L(R) ∩ Lσ (R). Moreover
∑∞
i=−∞ Rσ i(a0)R +∑∞
i=−∞ Rσ i(a1)R ⊆ L(R) ∩ Lσ (R) by Lemma 1.7(1).
Suppose inductively that ai ∈ L(R) ∩ Lσ (R) for i = 0,1, . . . ,w − 1. Then ∑∞i=−∞ Rσ i(a0)R + · · · +∑∞
i=−∞ Rσ i(aw−1)R ⊆ L(R) ∩ Lσ (R) by the same argument as above. Say V =
∑∞
i=−∞ Rσ i(a0)R +
· · · +∑∞i=−∞ Rσ i(aw−1)R and T = SV S. Let Sw = S/T and fw(x) = ∑mi=w aixi . Then Sw f¯ (x)Sw =
Sw f¯w(x)Sw . Let B3 = {aw v1, . . . ,aw vt} be a ﬁnite subset of aw S for vi ∈ S (i = 1, . . . , t). Then C6 =
{ f (x)v1, . . . , f (x)vt} is a ﬁnite subset in S f (x)S , and so Ck6 = 0 for some integer k  2. Then Ck6 = 0
implies Ck7 ⊆ T , where C7 = { fw(x)v1, . . . , fw(x)vt} is a ﬁnite subset in S fw(x)S . This yields Bk3 ⊆ V
by the same argument as above. But Bk3 is also ﬁnite and V is locally nilpotent. So B
k
3 is also nilpotent,
and so aw ∈ L(R).
To obtain aw ∈ Lσ (R), it suﬃces to show a¯w ∈ Lσ (R/V ) by Lemma 3.10. Here let R¯ = R/V and K¯ =∑∞
i=0 σ i(a¯w)R¯ . Let B4 = {b¯1, . . . , b¯t} be a ﬁnite subset of K¯ such that b¯1 =
∑n1
i=0 σ
i(a¯w)r¯1i , . . . , b¯t =∑nt
i=0 σ
i(a¯w)r¯ti for r¯i j ∈ R¯ , and 0 n1  · · · nt . Let
C8 =
{
σ j
(
f¯ w(x)
)
σ−w(r¯ j)
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}.
Let l 1 and consider another set
C9 = xlC8 = σ l(C8)xl =
{
xlσ j
(
f¯ w(x)
)
σ−w(r¯ j)
∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}
= {σ l(σ j( f¯ w(x))σ−w(r¯ j))xl ∣∣ j = 10, . . . ,1n1 , . . . , t0, . . . , tnt}.
Then C9 is also a ﬁnite subset of Sw f¯w(x)Sw , and so Ch9 = 0 in Sw for some integer h 2.
Thus, through the same argument as above, we get
σ l
(
σ j1
(
f¯ w(x)
)
σ−w(r¯ j1)
)
σ 2l
(
σ j2
(
f¯ w(x)
)
σ−w(r¯ j2)
) · · ·σ hl(σ jh ( f¯ (x))σ−w(r¯ jh ))= 0
in Sw . Thus
σ l
(
σ j1(a¯w)r¯ j1
)
σ 2l
(
σ j2(a¯w)r¯ j2
) · · ·σ hl(σ jh (a¯w)r¯ jh)= 0
in R¯ . This yields B4σ l(B4) · · ·σ hl(B4) = 0 in R¯ and hence Lemma 3.9(2) implies a¯w ∈ Lσ (R¯). Now
aw ∈ Lσ (R) by Lemma 3.10, entailing aw ∈ L(R) ∩ Lσ (R). Therefore we have L(R[x, x−1;σ ]) ⊆ (L(R) ∩
Lσ (R))[x, x−1;σ ]. 
By Note after Proposition 3.17 below, L(R[x, x−1;σ ]) = (L(R)∩Lσ (R))[x, x−1;σ ] = L(R)[x, x−1;σ ] =
Lσ (R)[x, x−1;σ ] when R is left or right Noetherian. In general, L(R) = Lσ (R) by Example 3.14 below.
Lemma 3.12. L(R) = Lσ (R) when σ is of locally ﬁnite order.
Proof. Letting a ∈ Lσ (R) and σ k(a) = a, then RaR is locally σ -nilpotent. Note that every σ -
nilpotent ﬁnite subset of R is nilpotent and so Lσ (R) ⊆ L(R). Conversely, let a ∈ L(R). Then aR
is locally nilpotent. Note that σ i(aR) = σ i(a)R is locally nilpotent for each integer i  0. Since
σ k(a) = a, ∑∞i=0 Rσ i(a)R = ∑k−1i=0 Rσ i(a)R is a locally nilpotent σ -ideal. Let S = {∑ﬁnite σ j(a)r |
j = 0,1, . . . ,k − 1} be a ﬁnite subset of ∑k−1i=0 σ i(a)R . For each r, we let σ kr (r) = r. Consider
S ′ = {∑ﬁnite σ i(a)σ t(r) |∑ﬁnite σ j(a)r ∈ S}, where i ∈ {0,1, . . . ,k − 1} and t ∈ {0,1, . . . ,kr − 1}. No-
tice that σ u(S ′) ⊆ S ′ for all u  1 and |S ′| < ∞. Then S ′n = 0 for some n  2. Therefore for any
integer l 1, Sσ l(S) · · ·σ (n−1)l(S) ⊆ S ′σ l(S ′) · · ·σ (n−1)l(S ′) ⊆ S ′n = 0. 
Like the Wedderburn radical of R[x;σ ], L(R[x;σ ]) = Lσ (R)[x;σ ] by Example 3.14 below. However
we have the following.
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Proof. Let T = R[x;σ ] and f (x) =∑mi=0 aixi ∈ L(T ). Then f (x)T is locally nilpotent in T . Note that
σ induces an automorphism of R[x;σ ] via σ( f (x)) −→ ∑mi=0 σ(ai)xi , and we again denote this
automorphism by σ . By Lemma 3.9(2), we ﬁrst claim that
∑∞
i=0 σ i(a0)R =
∑k0−1
i=0 σ
i(a0)R is lo-
cally σ -nilpotent in R , where σ k0 (a0) = a0. Let S = {∑ﬁnite σ ih (a0)rih | ih = 0,1,2, . . . ,k0 − 1} be
a ﬁnite subset of
∑k0−1
i=0 σ
i(a0)R . Consider S ′ = {∑ﬁnite σ i(a0)σ j0 (rih ) |∑ﬁnite σ ih (a0)rih ∈ S}, where
0 ih  k0 − 1 and j0 runs in the set A =⋃ih Aih with Aih = {0,1, . . . ,kih − 1 | σ kih (rih ) = rih }. Note
here that A is ﬁnite since {rih } is ﬁnite. Then σ u(S ′) ⊆ S ′ and σ u(S) ⊆ S ′ for all u  0, moreover
|S ′| < ∞. Fix an integer l  1. We will show that S ′σ l(S ′) · · ·σ sl(S ′) = 0 for some positive integer s.
Then clearly Sσ l(S) · · ·σ sl(S) = 0. Now consider the subset
V =
{∑
ﬁnite
σ ih
(
f (x)
)
σ j0(rih )
∣∣∣ ∑
ﬁnite
σ ih (a0)rih ∈ S
}
of T f (x)T . Since T f (x)T is also locally nilpotent and |V | < ∞, we get V t0 = 0 for some t0  2,
entailing (S ′)t0 = 0. Since σ u(S ′) ⊆ S ′ for all u  1, we obtain
S ′σ l
(
S ′
) · · ·σ (t0−1)l(S ′)= 0.
This yields a0 ∈ Lσ (R) = L(R).
Next note that σ i(a0) ∈ Lσ (R) for any i ∈ Z since Lσ (R) is σ -invariant by Lemma 3.9(1).
Thus
∑∞
i=−∞ Rσ i(a0)R ⊆ Lσ (R) = L(R). Let I =
∑∞
i=−∞ Rσ i(a0)R and consider T¯ = T /T IT . Then
since f (x)T is locally nilpotent in T , f¯ (x)T¯ is also locally nilpotent in T¯ . We identify polyno-
mials of T with their images in T¯ , and so we may let f¯1(x) = a1x + · · · + amxm . Put S1 =
{∑ﬁnite σ ih (a1)sih | ih = 0,1, . . . ,k1 − 1} be a ﬁnite subset of ∑k1−1i=0 σ i(a1)R , where σ k1 (a1) = a1.
Let S ′1 = {
∑
ﬁnite σ
ih (a1)σ j1 (sih ) |
∑
ﬁnite σ
ih (a1)sih ∈ S}, where 0  i  k1 − 1 and j1 runs in the set
B =⋃ih Bih with Bih = {0,1, . . . , vih −1 | σ vih (sih ) = sih }. Note here that B is ﬁnite since {sih } is ﬁnite.
Then σ u(S ′1) ⊆ S ′1 and σ u(S1) ⊆ S ′1 for all u  0, moreover |S ′1| < ∞. By the preceding argument,
(S ′1)t1 ⊆ T IT for some t1  2. Note that (S ′1)t1 ⊆ R I R = I . Since I is locally nilpotent, (S ′1)t2 = 0 for
some t2  2. Hence we have
S ′1σ l
(
S ′1
) · · ·σ (t2−1)l(S ′1)= 0,
entailing a1 ∈ Lσ (R).
By the same argument as above, J =∑∞i=−∞ Rσ i(a0)R+∑∞j=−∞ Rσ j(a1)R is a locally σ -nilpotent
ideal of R . Consider T /(T IT + T J T ). Proceeding in this manner, we ﬁnally obtain a0, . . . ,am ∈ Lσ (R) =
L(R) inductively.
For the converse, it suﬃces to show that f (x)T is locally nilpotent for any f (x) = ∑mi=0 aixi ∈
L(R)[x;σ ] = Lσ (R)[x;σ ]. Let S = { f (x)g1(x), . . . , f (x)gt(x) | gi(x) ∈ T } be a ﬁnite subset of f (x)T , and
let gi(x) = bi0 + bi1x+ · · · + bini xni . Consider the set
S ′ = {σ l(awσ w(bi j )) ∣∣ w = 0,1, . . . ,m and l = 0,1, . . . , tw,i j},
where tw,i j is the order of awσ
w(bi j ). Since σ
l(aw) ∈ Lσ (R) = L(R) for any l and w , we get S ′ is
a ﬁnite subset of L(R), and so S ′ is nilpotent since L(R) is the largest locally nilpotent ideal of R .
Therefore S is a nilpotent subset of T since every sum-factor of every coeﬃcient of a polynomial in
all powers of S is contained in the power of S ′ , completing the proof. 
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Lemma 3.12 and Theorem 3.13. Moreover, it shows that L(R[x;σ ]) = Lσ (R)[x;σ ].
Example 3.14. Let K be an inﬁnite ﬁeld and K [{ti}i∈Z] the polynomial ring over K , and J = 〈{tn1tn2tn3 |
n3 − n2 = n2 − n1 > 0}〉 be the ideal of K [{ti}i∈Z]. Deﬁne R = K [{ti}i∈Z]/ J . The K -automorphism σ of
K [{ti}i∈Z] deﬁned by sending each ti to ti+1 induces an automorphism σ on R . Note that σ is not of
locally ﬁnite order.
Since t1 is not nilpotent, t1R is not locally nilpotent. Thus t1 /∈ L(R), but t1 ∈ Lσ (R) referring
Example 1.9. Hence L(R) = Lσ (R). This implies that the condition “σ is of locally ﬁnite order” in
Lemma 3.12 is essential. Moreover, since t1xR[x;σ ] is a locally nilpotent ideal, L(R[x;σ ]) = L(R)[x;σ ].
Note that N(R[x;σ ]) = Nσ (R)[x;σ ] in general, where N(R[x;σ ]) denotes the upper nilradical of
R[x;σ ]. By the same method as in the proof of Lemmas 3.1(2) and 3.9(2), we have Nσ (R) = {a ∈ R |∑∞
i=0 Rσ i(a)R is σ -nil}.
Theorem 3.15. N(R[x, x−1;σ ]) ⊆ (N(R) ∩ Nσ (R))[x, x−1;σ ].
Proof. Let T = R[x, x−1;σ ] and f (x) = ∑m2i=m1 aixi ∈ N(T ) with m1  m2 ∈ Z. Then T f (x)T is a nil
ideal of T . Without loss of generality, we can put f (x) =∑mi=0 aixi with m 0. Note that Tσ j( f (x))T
is also nil for any j  0. We ﬁrst claim a0 ∈ N(R). Let ∑ﬁnite ra0s ∈ Ra0R . Note that ∑ﬁnite ra0s +∑
ﬁnite ra1σ(s)x+ · · · +
∑
ﬁnite ramσ
m(s)xm ∈ T f (x)T . Thus (∑ﬁnite ra0s)k = 0 for some integer k 2,
entailing Ra0R is nil. We next claim a0 ∈ Nσ (R). Let ∑ﬁnite rσ j(a0)s ∈∑∞i=0 Rσ i(a0)R . Fix an integer
l 1. Then
∑
ﬁnite
rσ j(a0)σ
l(σ−l(s))xl + · · · + ∑
ﬁnite
rσ j(am)σ
m+l(σ−l(s))xm+l ∈ ∑
ﬁnite
Tσ j
(
f (x)
)
xlT .
Put α = ∑ﬁnite rσ j(a0)s. Since ∑ﬁnite Tσ i( f (x))xlT is nil, ασ l(α) · · ·σ nl(α) = 0. This implies that∑∞
i=0 Rσ i(a0)R is σ -nil. Therefore a0 ∈ N(R) ∩ Nσ (R).
To show a1 ∈ N(R) ∩ Nσ (R), we consider T¯ = T /T IT , where I = ∑∞i=0 Rσ i(a0)R . Since T f (x)T
is nil in T , T¯ f¯ (x)T¯ is nil in T¯ . We identify polynomials of T with their images in T¯ , and so
we may let f¯ (x) = a1x + · · · + amxm . Then T¯ f¯ (x)T¯ = T¯ (a1x + · · · + amxm)x−1 T¯ = T¯ (a1 + · · · +
am−1xm−1)T¯ . By the same method as above, Ra1R is nil. Let β = ∑ﬁnite rσ j(a1)s ∈ ∑∞i=0 Rσ i(a1)R
Since T¯ (a1 + · · · + am−1xm−1)xl T¯ is nil for an integer l  1, βσ l(β) · · ·σ nl(β) ∈ I for some n  1.
Put γ = βσ l(β) · · ·σ nl(β). Since I is σ -nil, γ σ (n+1)l(γ ) · · ·σ pl(γ ) = 0 for some p  2, entailing
a1 ∈ Nσ (R) by Lemma 3.1. Continuing this process, we get a0,a1, . . . ,am ∈ N(R) ∩ Nσ (R), complet-
ing the proof. 
Theorem 3.16. N(R[x;σ ]) ⊆ Nσ (R)[x;σ ].
Proof. Let T = R[x;σ ] and f (x) =∑mi=0 aixi ∈ N(T ). Then T f (x)T is a nil ideal of T and Tσ j( f (x))T
is also nil for any j  0. By the same method as in the proof of Theorem 3.15, we get a0 ∈ N(R) ∩
Nσ (R).
Next we claim a1 ∈ Nσ (R). Consider T¯ = T /T IT , where I =∑∞i=0 Rσ i(a0)R . Since T f (x)T is nil
in T , T¯ f¯ (x)T¯ is nil in T¯ , and so is T¯σ j( f¯ (x))T¯ for any j  0. Let
∑
ﬁnite rσ
i(a1)s ∈∑∞i=0 Rσ i(a1)R
and ﬁx an integer l 1. Then
∑
r¯σ i(a¯1)σ
l(σ−l(s¯))xl + · · · + ∑ r¯σ i(a¯m)σm+l−1(σ−l(s¯))s¯xm+l−1 ∈ ∑ T¯σ i( f¯ (x))xl−1 T¯ .
ﬁnite ﬁnite ﬁnite
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u  2. Letting β = ασ l(α)σ 2l(α) · · ·σ ul(α), then βσ (u+1)l(β) · · ·σ ql(β) = 0 for some q 3. Hence α is
σ -nilpotent and so
∑∞
i=0 Rσ i(a1)R is σ -nil, entailing a1 ∈ Nσ (R). By the preceding argument, we can
get that
∑∞
i=0 Rσ i(a2)R is σ -2-nil and so is σ -nil by [7, Proposition 3.7]. Continuing this process,
we have a0,a1, . . . ,am ∈ Nσ (R). 
Proposition 3.17. N(R) = Nσ (R) when σ is of locally ﬁnite order.
Proof. Let a ∈ Nσ (R). Then RaR is σ -nil. Let α ∈ RaR and σ k(α) = α. Since RaR is σ -nil, α is nilpo-
tent and so RaR is nil, entailing a ∈ N(R). Conversely, let a ∈ N(R). Then RaR is nil, and so Rσ i(a)R
is nil for any integer i  1. This implies that
∑k−1
i=0 Rσ i(a)R is a nil σ -ideal of R , where σ k(a) = a.
Let α ∈∑k−1i=0 Rσ i(a)R . Then for any integer l  1, ασ l(α)σ 2l(α) · · ·σ (k−1)l(α) ∈∑k−1i=0 Rσ i(a)R . Since∑k−1
i=0 Rσ i(a)R is nil, (ασ l(α)σ 2l(α) · · ·σ (k−1)l(α))t = 0 for some integer t  2. Note that σ nl(α) =
σ (pk+n)l(α) for any integer p  1, where 0 n k − 1. Thus
ασ l(α)σ 2l(α) · · ·σ (k−1)l(α)σ kl(α) · · ·σ ((t−1)k+(k−1))l(α) = 0,
and so α is σ -nilpotent. Therefore
∑k−1
i=0 Rσ i(a)R is a σ -nil σ -ideal of R , entailing a ∈ Nσ (R). 
By Theorem 3.16 and Proposition 3.17, we have N(R[x;σ ]) ⊆ N(R)[x;σ ] when σ is of locally ﬁnite
order.
Note. (1) If R satisﬁes the ascending chain condition on left annihilators, then Pσ (R) = Lσ (R) =
Nσ (R).
(2) If R is a left or right Noetherian ring, then
W (R) = P (R) = L(R) = N(R) = Wσ (R) = Pσ (R) = Lσ (R) = Nσ (R)
and
N
(
R
[
x, x−1;σ ])= Nσ (R)[x, x−1;σ ]= Wσ (R)[x, x−1;σ ]= W (R[x, x−1;σ ]).
Proof. (1) One can compare this proof with one of [7, Proposition 3.14]. It suﬃces to show Nσ (R) ⊆
Pσ (R), considering [12, Proposition 3.9]. Suppose that a ∈ Nσ (R) with (a) as large as possible, where
(a) denotes the left annihilator of a. Assume a /∈ Pσ (R). Then, by Proposition 1.3, aRσ n(a) = 0 for
some n, and so there exists b ∈ R such that abσ n(a) = 0, entailing (a) = (abσ n(a)). Put b = σ n(b′)
for some b′ ∈ R . Then 0 = bσ n(a) = σ n(b′a) and so b′ /∈ (a) = (abσ n(a)). This implies b′abσ n(a) = 0
and σ−n(b′ab) /∈ (a) = (abσ n(a)). Thus 0 = b′abσ n(abσ n(a)) = b′aσ n(b′a)σ 2n(a). Continuing in this
fashion, we get that b′a is not σ -nilpotent, contradicting to b′a ∈ Nσ (R).
(2) Let R be a left or right Noetherian ring. Then N(R) is nilpotent by [8], entailing N(R) = W (R).
Moreover, we have W (R) = Wσ (R) by Note after Corollary 3.4. Next Pσ (R) = P (R) by [7, Corol-
lary 3.13], entailing W (R) = P (R) = L(R) = N(R) = Wσ (R) = Pσ (R) = Lσ (R) = Nσ (R).
Finally, since R is a left or right Noetherian ring, Nσ (R) is nilpotent, and so Nσ (R)[x, x−1;σ ] ⊆
N(R[x, x−1;σ ]). Thus N(R[x, x−1;σ ]) = Nσ (R)[x, x−1;σ ] by Theorem 3.15. 
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