We consider adaptive output feedback neuro-control of uncertain nonlinear systems, and in particular its application to high-bandwidth flight control of unmanned rotorcraft. Given a smooth reference trajectory, the problem is to design a controller that would force the system measurement to track it asymptotically or with bounded errors. The classical approach necessitates building state observers. The state estimates are used both in the controller design and in the adaptation laws. However, finding a good observer for an uncertain nonlinear plant is not an obvious task. We argue that it should be sufficient to build an observer for the output tracking error only. The method is employed in the design of a high-bandwidth attitude command system for an unmanned helicopter.
Introduction
Research in adaptive output feedback control of uncertain nonlinear systems is motivated by the many emerging applications that employ novel actuation devices for active control of flexible structures, fluid flows and combustion processes. These include such devices as piezo electric films, and synthetic jets, which are typically nonlinearly coupled to the dynamics of the processes they are intended to control. Modeling for these applications vary from having accurate low frequency models in the case of structural control problems, to having no reasonable set of model equations in the case of active control of flows and combustion processes. Regardless of the extent of the model accuracy that may be present, an important aspect in any control design is the effect of parametric uncertainty and unmodeled dynamics. While it can be said the issue of parametric uncertainty is addressed within the context of adaptive control, very little can be said regarding robustness of the adaptive process to unmodeled internal process dynamics.
Output feedback control of fully linearizable systems was introduced by Esfandiari and Khalil. 1 In this publication the authors formulated a control methodology that involves a high gain observer for the reconstruction of the unavailable states, and feedback linearization with control saturation to avoid the peaking phenomenon. These results were limited to full relative degree systems. Praly and Jiang 2 gave a solution to the output feedback stabilization control problem for systems in output feedback form. 3 Ref.
3, 4
present backstepping-based approaches to output feedback control of uncertain systems, linear with respect to unknown parameters. A recent extension of these methods due to Jiang can be found in Ref. 5 Recently, the condition of linear dependence upon unknown parameters has been relaxed by introducing neural networks in the observer structure. 6 Adaptive output feedback control using a high gain observer and radial basis function neural networks has been proposed by Seshagiri and Khalil 7 for nonlinear systems, represented by input-output models. Choi and Farrell developed a method that involves the design of an adaptive observer using function approximators and backstepping control. 8 This result is applicable to systems that can be transformed to the output feedback form, in which nonlinearities depend upon measurement only.
The state estimation based adaptive output feedback control design procedure is developed 6 for systems of the form:
which implies that the relative degree of y is 2. In Ref. the methodology is extended to full vector relative de-gree MIMO systems, non-affine in control, assuming each of the outputs has relative degree less or equal to 2:ẋ
These restrictions are related to the form of the observer used in the design procedure. Constructing a suitable observer for a highly nonlinear and uncertain plant is not obvious in general, especially if the plant is of unknown (but bounded) dimension. Therefore, a solution to the adaptive output feedback control problem that avoids state estimation is highly desirable. In Ref.
10 an approach for adaptive output feedback control of full relative degree nonlinear systems has been developed that exploits feedback linearization in the design of a linear observer for the almost linear tracking error dynamics. Here we show that, subject to a set of mild restrictions, the approach can be extended to plants of arbitrary, but otherwise bounded dimension. One implication is that, in addition to being adaptive to parametric uncertainty, the controller architecture is adaptive to unmodeled dynamics as well.
Of particular interest in this paper is the task of high-bandwidth flight control design, which is made possible through neural networks interacting with poorly modeled high frequency dynamics. Our perspective is to account for unmodeled dynamics present within the bandwidth of the control design, by recognizing the effect that these dynamics have in terms of both degree and relative degree of the system. This implies, that in the context of controlling the system with unmodeled dynamics, we must treat the design like an output feedback problem. This is true, even if all the states of the modeled portion of the system are available for feedback. We will illustrate the main ideas by considering high-bandwidth pitch-attitude tracking control design for a linearized representation of the R-50 unmanned helicopter in hover, in which there is significant coupling with control rotor dynamics, actuator dynamics, control limits and effects due to time delay. Pseudo Control Hedgeing (PCH)
11 is used to provide stable adaptation during periods of control saturation.
The paper is organized as follows: we first present the problem formulation followed by developing the controller structure and the observer design. The single hidden layer neural network implementation is given next followed by the boundedness analysis. The method of PCH for coping with control position/rate limits and time delay is discussed next. Design and performance results for a R-50 model helicopter conclude the paper.
Problem Formulation
Consider the following observable nonlinear SingleInput Single-Output (SISO) systeṁ
where x ∈ R n , δ ∈ R, and y ∈ R, f and g are unknown, but sufficiently smooth functions.
Assumption 1 The system (1)satisfies the conditions of output feedback linearization
12 with relative degree r for all (x, δ) ∈ Ω × R, where Ω ⊂ R n .
Based on this assumption, the mapping ξ = Φ(x) where
with L
. . , r − 1 being the Lie derivatives, 12-14 transforms the system (1) into the so called normal form
where
and χ
are the states associated with the internal dynamics. The control objective is to force the system measurement y track a given bounded reference trajectory y c using the only available measured signal ξ 1 .
Controller Design and Tracking Error Dynamics
Appropriate feedback linearization is performed by introducing an invertible transformation:
where v is commonly referred to as pseudo-control and h(ξ 1 , δ) is the best available approximation of h(ξ, δ). Assumingĥ is invertible, the actual control input to the plant can be computed as:
Adding and subtractingĥ(ξ 1 , δ) toξ r = h(ξ, χ, δ), yields:ξ where ∆ represents the difference between true and approximate dynamics:
Design the pseudo-control as:
where v ad is an adaptive control signal generated by a neural network, y
is the r th derivative of the reference command, and v dc is the output of the following dynamic compensator that uses only the available signals to stabilize the linearized system:
From (7), notice that ∆ depends on v ad through v, whereas v ad has to be designed to cancel ∆. Therefore the following assumption is introduced to guarantee existence and uniqueness of a solution for v ad .
Assumption 2 The map v ad → ∆ is a contraction over the entire input domain of interest.
Using (7), the condition in Assumption 2 implies:
which can be re-written in the following way:
Condition (11) is equivalent to:
The first condition states that unmodeled control reversal is not permissible, and the second condition places a lower bound on our estimate of the control effectiveness in (5) . Define the output tracking error as e ∆ = y c −ξ 1 . Then the vector e = e · · · e (r−1) T together with the compensator state will obey the following dynamics, hereafter referred to as tracking error dynamics:
and z is an output error signal available for use in the observer design step. For ease of notation, define the following matrices
and a new vector
With these definitions the error dynamics (14) can be re-written aṡ
Note that A c , b c , c c , d c in (9) should be designed such thatĀ is Hurwitz. Naturally there might be multiple approaches for doing this in the most general case. Also, η needs to be at least of dimension (r − 1).
Design and Analysis of an Observer for the Error Dynamics
For the full state feedback application, [15] [16] [17] [18] Lyapunov like stability analysis of the error dynamics in (17) results in update laws for the adaptive control parameters in terms of the error vector E. In Ref. 9, 19, 20 an adaptive state observer has been developed for the nonlinear plant to provide the necessary estimates in the adaptation laws. However, the stability analysis was limited to second order systems with position measurements. To relax these assumptions, we propose to use a simple linear observer for the tracking error dynamics (17) , assuming that the adaptive part of the control signal can compensate for the inversion error. This observer provides estimates of the unavailable error signals for the update laws of the adaptive parameters that will be presented in the stability analysis section.
Thus, consider the following linear observer for the tracking error dynamic system in (17) :
where K is a gain matrix, and should be chosen in a way to makeĀ − KC asymptotically stable, and z is defined in (17) .
The following remark will be useful in the sequel.
Remark 1 Notice that (18) provides estimates only for the states that are feedback linearized, and not for the states that are associated with the internal dynamics.
This observer design actually ignores the nonlinearities that enter the tracking error dynamics (17) as a forcing function. This can be justified by the fact that the original nonlinear system is feedback linearized, or that v ad nearly cancels ∆. This will be demonstrated through Lyapunov stability analysis. LetÃ
Then the observer error dynamics can be written:
SHL NN Approximation of the Inversion Error
The term "artificial NN" has come to mean any architecture that has massively parallel interconnections of simple "neural" processors. Given x ∈ R N1 , a threelayer NN has an output given by
where σ(·) is activation function, v jk are the first-tosecond layer interconnection weights, and w ij are the second to third layer interconnection weights. θ vj and θ wj are bias terms. Such an architecture is known to be a universal approximator of continuous nonlinearities with "squashing" activation functions.
where (x) is the function reconstruction error. In general, given a constant real number The following theorem extends these results to map the unknown dynamics of an observable plant from available input/output history.
23, 24
Theorem 1 Given
using the input vector
The input/output history of the original nonlinear plant is needed to map ∆ in systems with zero dynamics, because for such systems the unobservable subspace is not estimated by (18) , as noted in Remark 1. If the system has full relative degree, the observer in (18) provides all the estimates needed for the reconstruction of ∆, and no past input/output history is required.
25
The adaptive term in (8) is designed as:
whereM andN are the NN weights to be updated on line. With squashing functions, the equation (25) will always have at least one fixed point solution. Using (23) the error dynamics can be expressed as:
Definẽ
and note that:
where M * , N * are the upper bounds for the weights in (23):
the subscript F denoting the Frobenius norm. With (28), the representation
allows for the following upper bound for some computable α 1 , α 2 :
For the stability proof we will need the following representation:M
Such a representation is achieved via Taylor series expansion of σ(N T µ) around the estimatesN T µ (See Ref. 15 for more details). The following assumption is used in the stability analysis.
Assumption 3 Assume that the input vector to the NN is uniformly bounded:
A similar assumption is made in Ref.
8
With (32) a bound over the compact set D for (w− ) can be presented as follows :
where γ 1 , γ 2 are computable constants, and γ 1 comprises the unknown constant µ * , γ 2 comprises the * . Thus the forcing term in (26) can be written:
subject to (32), (33).
Stability Analysis
The stability analysis of the closed-loop system should be done taking into account the observer error dynamics. We will prove ultimate boundedness of the error signals of the following system:
The following two lemmas are useful in the sequel:
Lemma 1 Let W ,Ŵ , W 0 be matrices in R n×m , and
Then the following is true:
Proof The result follows by using A F = trA T A and some basic properties of matrices.
Lemma 2
26 If A is an asymptotically stable matrix, then given any positive definite symmetric matrix Q 0, there exists a unique positive definite symmetric matrix P 0 such that 
Theorem 2 Let assumptions 1, 2 hold. Consider the following weight adaptation laws:
N = −G 2µÊ T PbM Tσ + k(N − N 0 ) (37) M = −F 2(σ −σ N T µ)Ê T Pb + k(M − M 0 ) (38) for F, G 0, k > 2 κA TP +PÃ = −Q, A T P + PĀ = −Q, for someQ, Q 0 with λ min (Q) > 1, λ min (Q) > 1.
Then the feedback control law given by
guarantees that all signals E,Ẽ,M,Ñ in the closed loop system are ultimately bounded, provided D is sufficiently large.
Proof Consider the following Lyapunov function candidate:
The derivative of V along (35) will bė
With the definition ofẼ =Ê − E and (34), this can be written:
Substituting the adaptive laws implies:
Using Lemma 1, upper bounds from (31) and (33), the derivative of the Lyapunov function candidate can be upper bounded as:
Grouping terms, (41) can be written:
and further put in the form:
where κ 2 = Θα 2 + Pb γ 2 . Upon completion of squares, we get:
which further allows for the following upper bound:
The following conditions
will renderV < 0 outside a compact set. To ensure, that the conditions (46) define a compact set in the space of error variables, introduce the following notations:
and write (46) in the following way: From (48), it follows, that the conditionV < 0 is true everywhere in the space of error variables E,Ẽ,Z, outside the ellipsoid:
which is a compact set that touches the origin. To conclude ultimate boundedness one must define the set of possible initial conditions for the error variables and ensure that this set is an invariant set, including the origin. Introduce the compact sets:
and
Consider the vector
and define the compact set
for a given r > C. The value of C will be specified in the sequel. Consider the Lyapunov function candidate in (40). Let α be the minimum value of the Lyapunov function V on the edge of B r :
Define
This and all other sets defined in this analysis are represented graphically in Figure 1 . We have proven that the derivative of the Lyapunov function candidate (40) is negative definite for
which implies that for the domain
the derivative is sign indefinite. We need to ensure Ω β ⊂ Ω α , making Ω α a positive invariant set. This requirement implies an upper bound to the adaptation gains F and G in Theorem 2. Based on above notations our choice of Lyapunov function can be represented as:
Then α is:
where T m is the minimum singular value of T . The requirement that Ω β ⊂ Ω α imposes the following condition on T m :
This condition can be met by appropriate choice of the parameters in (57). For example, the condition (59) can be viewed in terms of learning rates once the linear design is fixed. If F = γ F I, G = γ G I, then the minimum singular value is determined by the learning rates γ −1
Then the condition (59) yields:
which establishes an upper bound to the learning rates. 
Pseudo-Control Hedging
Adaptive controllers are sensitive to input nonlinearities such as: actuator position limits, actuator rate limits, actuator dynamics and time delay. The concept of hedging the command filter to prevent an adaptation law from seeing these system characteristics is introduced in Ref.
28 This is described below in the context of this application. A pseudo-control hedge (ν h ) is obtained by first estimating the actuator position (δ) using a model for the actuator characteristics. This estimate is then used to compute the difference between commanded pseudo-control and the achieved pseudo-control
The pseudo-control hedge is then subtracted from the command filter state update
where y ref is the unfiltered command signal. This changes the output of the command filter and prevents the NN from seeing the actuator characteristics as model tracking error. The implementation is illustrated in Figs. 2 and 4 , and the manner in which it is incorporated with the command filter is shown in Fig.  3 for the case r = 2. 
Design and Performance Results
To illustrate that the developed approach permits both parametric uncertainty and unmodeled dynamics, we demonstrate a design and performance evaluation for an R-50 experimental helicopter. Fig.4 presents the implementation block diagram. The pitch channel equations of motion of the R-50 helicopter can be expressed as a single-input-multioutput system:
T is the state vector , u being the forward velocity, q the pitch rate, θ the pitch angle, β control rotor longitudinal tilt angle, w vertical velocity, δ longitudinal cyclic input (deflection angle of swashplate in radian) , y is the measurement.
The following linearized model is used for inversion:
where the actual coefficient values are: In Assumption 1 we have assumed the relative degree of the output is known. If we assume that the actuator responds to the commanded input according to the first order dynamics
then θ has relative degree 3. The PD controller has been designed in a way to place the poles of the error dynamics (17) at −20, −8 ± 6i.
As we design an approximate inversion, the worst case is when we have no knowledge about h(ξ, χ, δ) in (3) except the sign of the coefficient of command, then we may simply takeĥ(·) = k sgn ∂h ∂δ δ as a degenerate approximation, with k > 0 sufficiently large to ensure that the condition in (13) is met. However, it is often the case that an approximate expression exists for h (ξ, χ, δ) . Assume the approximate model for h(ξ, χ, δ) is given by:
Substituting this in (3), we obtain ...
T as defined in (2) . Then the λ and b can be related to the desired open loop transfer function ...
The system dynamics (64) can be written:
Combining the above two equations (70) and (71), results in the following:
To construct an inversion law only with available measurements (θ and q) and command (δ c ), we take only q and δ c dependent terms in (72) for the approximation of (ĥ r ) and lump the rest of the terms into the inversion error ∆:
From (74) the approximate inversion law can be deduced:
whereM δ andM q are introduced to account for parametric uncertainty in M δ and M q , respectively. The inversion law in (76) corresponds to having
in (68). The observer poles have been placed to be 4 times faster than those of the error dynamics (17) . The adaptation gains have been set to F = 10I, G = 50I. The following sigmoidal function
has been implemented in the NN design with five hidden neurons, activation potentials chosen to be [2, 1.6, 1.2, 0.8, 0.2]. The σ-modification coefficient k in the NN update laws (37), (38) is selected to be 5. The σ-modification initial matrices M 0 and N 0 are set to zero since no a priori knowledge for estimates of the weight matrices is available. As shown in Fig. 4 , the commanded pitch attitude is processed through a linear 3 rd order filter,
where ω = 10, and ζ = 0.8. Pseudo-control hedging signal ν h is generated as in (61)
and is subtracted from the command filter output ( ... θ ), which becomes the command filter state update ( ... θ − ν h ) as in (62). Note that the instantaneous command filter output in the feed-forward path is not changed by the use of pseudo-control hedge (i.e. it is taken as the command filter output before ν h is subtracted from it.)
Figs 5-8 provide simulated performance results of the adaptive controller. The simulation includes the control rotor dynamics, actuator dynamics ( τ = 0.04 sec.), time delay (T D = 0.03 sec) and control limits (7.8 • in position and 78
• /sec in rate). Figs 5 and 6 show respectively the pitch tracking without NN and with NN. Fig. 5 presents the attitude command system tracking performance in the pitch axis without the aid of the neural network. The horizontal axis in each plot represents time in seconds. In the upper plot a comparison of the command filter output (dashed line, which includes the effect of pseudo-control hedging) with the pitch attitude response of the airframe (solid line) is given.
The input to the command filter is not shown, but is zero for the first 0.5 seconds. The command filter input then steps to an attitude of 0.1 radians for a duration of 1.5 seconds. The input returns to zero at 2.0 seconds, then steps to a value of negative 0.1 radians at 3.0 seconds. The command filter output is notably oscillatory due to the absence of the neural network contribution. The plot in the bottom is the time history of the resulting longitudinal swashplate command (δ) which indicates that the command is regularly both position-saturated and rate-saturated by the actuator model. Fig. 6 repeats the plots presented in Fig. 5 but includes the output of the neural network in the construction of the pseudo-control signal. Acceptable tracking of the filtered and hedged command is obtained even during encounters with position limits and rate limits. The re- sults illustrate the ability of the high-bandwidth flight control system to operate at the physical limits of the aircraft hardware and deliver acceptable tracking performance. Fig. 7 shows the NN weights time history M (Output layer) in the top and N (Input layer) in the middle. The bottom plot in Fig. 7 shows the inversion error (∆) and the output of the NN (ν ad ). It can be seen, ν ad approximates ∆ except when the command is initiated, which causes slight overshoots in the pitch attitude response in Fig. 6 . This demonstrates the effectiveness of PCH in allowing adaptation during periods of control saturation. Fig. 8 shows the error dynamics states in (17) and their estimates computed through the observer (18) . The simulation includes representative control rotor dynamics, along with realistic time delays, actuator dynamics and limits.
Conclusions
A novel error state observer has been demonstrated for use in adaptive control of uncertain nonlinear systems. A key feature is that it permits the design of stable adaptive laws for nonlinear plants that do not have full relative degree. This implies that the resulting controller adapts to both parametric uncertainty and unmodeled dynamics. When combined with Pseudo Control Hedging, the approach can be used to design high-bandwidth controllers that exploit the full nonlinear capabilities of the plant and the actuators.
