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Re´sume´
Ce travail est issu d’un constat concernant l’Ade´quation entre les contraintes as-
socie´es aux Algorithmes de commande et l’Architecture d’un dispositif de commande
nume´rique (A3). En effet, les contraintes temporelles et fonctionnelles de ces algorithmes
se re´percutent sur les choix architecturaux du dispositif. La re´partition des taˆches entre
les parties “caˆble´es” (composants logiques programmables) et les parties “programme´es”
(utilisation de microprocesseurs) ne peut plus se faire a` priori e´tant donne´ les e´volutions
technologiques dans le domaine des composants nume´riques.
La premie`re partie de ce me´moire est consacre´e a` la pre´sentation et a` l’analyse des
taˆches potentielles d’un dispositif de commande de´die´ aux syste`mes e´lectriques avec
leurs contraintes fonctionnelles et temporelles. Dans un second temps, une synthe`se
sur le co-design, the`me de recherche dans le domaine de l’e´lectronique nume´rique, est
de´veloppe´e afin de pre´senter diffe´rentes voies de recherche sur les outils d’aide a` la
conception des dispositifs de commande.
Dans la deuxie`me partie, un outil potentiel, nomme´ “co-simulation”, est e´tudie´ afin
d’en de´terminer l’inte´reˆt et les limites. Les diffe´rentes composantes ne´cessaires a` la mise
en place d’un environnement de co-simulation sont pre´sente´es et de´veloppe´es au travers
d’exemples d’applications.
Une partie de l’environnement de co-simulation est ensuite exploite´e dans la troi-
sie`me section afin d’e´tudier diffe´rentes solutions pour l’implantation d’observateurs de´-
die´s aux convertisseurs multicellulaires se´ries. Des re´sultats expe´rimentaux concernant
l’implantation d’un e´mulateur temps re´el du convertisseur viennent enfin confirmer la
validite´ de l’environnement de co-simulation que nous avons re´alise´. La dernie`re partie
est re´serve´e a` la synthe`se du travail ainsi qu’aux conclusions et perspectives
v
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Abstract
This work results from a report about the lack of adequacy between the constraints
of the control algorithms and the architecture of a control device. The timing and func-
tional constraints of an algorithm has some consequences in the architectural choices
of the control device. According to the technological progress in the electronic com-
ponents, we cannot make the tasks distribution between the hardware part and the
software part any more whithout particular analysis.
The first part is dedicated to the introduction and the analysis of the main potential
tasks which can be implanted on a control device for the electrical systems with their
timing and functional constraints. Then, a synthesis about co-design which is a subject
of research in the electronic domain is made. This synthesis introduces various ways of
research on tools of aided to the design of control devices.
In a second part, one of a possible tool is studied in order to show the interest
and its limits. The different components used to build a co-simulation environment are
presented and developped with some examples.
In a third part, co-simulation elements are used to study various solutions on the
implantation of particular observers. These observers are dedicated to a four level mul-
ticell converter. Some experimental results about an emulator of the multicell converter
(which is a part of the observers) are shown and allow to validate the co-simulation
environment built. The last part is dedicated to the synthesis of the work and to the
conclusions and perspectives.
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Introduction Ge´ne´rale
L
es progre`s dans l’e´lectronique de puissance et dans la conception des machines
e´lectriques donnent naissance a` des syste`mes e´lectriques de plus en plus com-
plexes ayant parfois des proprie´te´s particulie`res. Afin de controˆler de tels
syste`mes, de nouvelles lois de commande sont e´labore´es et leur implantation
entraˆıne de nouvelles contraintes dans l’e´laboration des dispositifs de commande.
Si la commande d’un syste`me e´lectrique requiert en premier lieu un module de
re´gulation dont la synthe`se est base´e sur les outils de l’automatique, les progre`s effectue´s
dans ce domaine et dans celui du traitement du signal et de l’information permettent
d’envisager la mise en place d’autres modules. En effet, on voit de plus en plus apparaˆıtre
des fonctions de surveillance et de diagnostic permettant d’ame´liorer la disponibilite´
du mate´riel. L’estimation et l’observation sont aussi de plus en plus utilise´es afin de
reproduire des grandeurs inaccessibles ou de diminuer, pour des raisons de couˆt ou de
fiabilite´, le nombre de capteurs ne´cessaires a` la commande de tels syste`mes.
La conception d’un dispositif de commande doit donc tenir compte de ces diffe´rentes
contraintes associe´es a` chaque module mis en place. Ces modules peuvent comporter
des calculs complexes, mais aussi des contraintes temporelles et/ou des contraintes de
pre´cision importantes. Ces constatations montrent que la conception des dispositifs
de commande ne peut plus suivre une re`gle unique, mais doit eˆtre adapte´e a` chaque
syste`me.
L’utilisation de l’e´lectronique nume´rique semble alors ine´vitable. Elle n’est d’ail-
leurs plus a` remettre en cause, et elle correspond au premier outil du concepteur pour
l’e´laboration de ces dispositifs.
On peut diviser les composants de l’e´lectronique nume´rique en deux grandes classes.
La premie`re correspond au microprocesseurs et a` ses variantes de´die´es a` des applica-
tions spe´cifiques (comme les DSP pour le traitement du signal). La deuxie`me classe de
composants correspond quant a` elle aux asic’s et aux Composants Logiques Program-
mables (CLP).
Il y a encore peu de temps, le choix d’une architecture de commande e´tait im-
pose´ par des limitations associe´es aux composants utilise´s. En effet, le microprocesseur
e´tait conside´re´ comme relativement lent mais pouvant effectuer des calculs complexes
et les CLP, comme extreˆmement rapides, mais ne pouvant exe´cuter que des ope´rations
simples. Or, la limite entre l’utilisation d’un microprocesseur ou d’un CLP s’ave`re, avec
les progre`s de l’e´lectronique nume´rique, de plus en plus te´nue. En effet, les microproces-
seurs be´ne´ficient de progre`s toujours plus importants concernant l’inte´gration, ce qui
permet d’augmenter leurs fre´quences de fonctionnement et les rend de plus en plus ra-
pides. Les CLP sont aussi en constante e´volution et permettent aujourd’hui de re´aliser
des ope´rations de plus en plus complexes.
De´terminer une architecture optimale, c’est-a`-dire re´pondant aux diffe´rentes con-
traintes temporelles et fonctionnelles du syste`me, tout en restant la plus simple et la
moins che`re possible, est devenue extreˆmement difficile.
De plus, si les composants sont en constante e´volution, les outils et me´thodes de
conception associe´s ne suivent pas la meˆme progression, et des besoins nouveaux appa-
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raissent dans l’aide a` la conception des syste`mes nume´riques.
Ces besoins existent essentiellement lorsque l’on veut construire un syste`me mixte,
compose´ de microprocesseurs et de composants programmables de d’asic, dit aussi ”sys-
te`me mixte logiciel/mate´riel”. Des travaux de recherche sont effectue´s afin de de´velopper
des me´thodes de conception adapte´es a` de tels syste`mes. Ces me´thodes rele`vent de ce
que l’on nomme le ”Co-design”. L’objectif du Co-design est de de´finir des outils et des
me´thodes permettant de trouver la meilleure ade´quation entre la re´alisation logicielle
et la re´alisation mate´rielle, et d’acce´le´rer le de´veloppement en re´alisant la conception
du logiciel et du mate´riel en paralle`le (Concurrent Design).
E´tant donne´ la complexite´ des syste`mes commandes, il paraˆıt inte´ressant d’e´tu-
dier dans quelles mesures le co-design peut re´pondre aux proble`mes spe´cifiques de la
commande de´die´e aux syste`mes e´lectriques. Les travaux pre´sente´s dans ce me´moire
constituent une premie`re e´tape dans cette e´tude, et se veulent prospectifs. Nous avons
cherche´ a` de´velopper des outils typiques du co-design, puis a` les e´prouver en les utilisant
sur des applications particulie`res. Ces travaux sont pre´sente´s en trois parties.
La premie`re partie du me´moire pre´sente les diffe´rentes composantes fonctionnelles
pouvant eˆtre inte´gre´es dans un dispositif de commande, afin de montrer les contraintes
qui peuvent apparaˆıtre lors de sa conception. Nous pre´sentons ensuite les diffe´rentes
solutions technologiques qui peuvent eˆtre exploite´es dans un syste`me de commande
Dans un deuxie`me chapitre, les grands principes associe´s a` une me´thodologie de
co-design, ainsi que les outils qui peuvent eˆtre de´veloppe´s pour appliquer une telle
me´thodologie, sont pre´sente´s. Parmi ces outils, nous mettons en avant la co-simulation
et les avantages qu’elle peut apporter dans la conception des dispositifs de commande
de´die´s aux syste`mes e´lectriques et e´galement son inte´reˆt dans l’inte´gration de lois de
commande.
Dans la deuxie`me partie, nous cherchons a` mettre en place les diffe´rents e´le´ments
permettant de cre´er un environnement de co-simulation. Le premier chapitre de cette
partie est essentiellement base´ sur la recherche de mode`les de simulation pour les micro-
processeurs. Il pre´sente, notamment, un exemple d’application utilisant un simulateur
de jeu d’instructions. Dans un second temps, nous tentons de montrer l’inte´reˆt d’une
technique particulie`re nomme´e simulation compile´e. Le deuxie`me chapitre introduit la
simulation des composants logiques programmables a` l’aide du langage vhdl. Il de´taille
le cycle de conception utilisant le vhdl et pre´sente un outil permettant le couplage d’un
simulateur vhdl avec un logiciel simulant le processus a` commander (saber).
Un exemple, portant sur la commande d’un convertisseur multicellulaire se´rie en
mode hacheur, est alors utilise´ pour valider cet environnement. Ce type de convertisseur
est pre´sente´ plus en de´tail au de´but de la troisie`me partie.
La troisie`me partie porte sur l’e´tude d’architectures mate´rielles pour l’implanta-
tion d’observateurs de´die´s aux convertisseurs multicellulaires se´ries. Elle pre´sente, dans
un premier temps, des solutions d’implantation pour un observateur original appele´
reconstructeur d’e´tat permettant d’estimer les tensions flottantes avec un nombre li-
mite´ de capteurs. Une de ces solutions est teste´e et valide´e en co-simulation. Dans un
second temps nous montrons l’inte´reˆt de la co-simulation dans la conception d’un e´mu-
lateur du convertisseur multicellulaire, e´mulateur qui peut ensuite eˆtre utilise´ pour de
l’observation et du diagnostic.
Enfin, nous pre´sentons les conclusions concernant cette e´tude prospective et nous
donnons les directions de recherche possibles dans l’e´tude du co-design de´die´ a` la concep-
tion des dispositifs de commande pour les syste`mes e´lectriques.
2
Premie`re partie
La commande nume´rique
et le Co-design
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Chapitre 1
Architecture de dispositifs
de commande nume´rique
pour les syste`mes e´lectriques
1.1 Introduction.
L
’utilisation des technologies lie´es a` l’e´lectronique nume´rique dans la commande
des syste`mes e´lectriques est devenue, aujourd’hui, incontournable. Elles ap-
portent, en particulier, une tre`s grande flexibilite´ graˆce a` des composants pro-
grammables qui be´ne´ficient chaque jour des progre`s de la micro-e´lectronique. Ces der-
niers permettent de re´aliser des fonctions complexes (commande non-line´aire, com-
mutation d’algorithme, capteurs indirects,...) avec une facilite´ accrue, compare´e aux
possibilite´s offertes par l’e´lectronique analogique. De plus, dans le cas de contraintes
temporelles se´ve`res, l’utilisation de l’e´lectronique analogique n’est plus, a priori, la so-
lution majeure. En effet, l’association des composants actuels, dont les performances
fre´quentielles sont en constante augmentation, et des techniques de l’automatique per-
met de pallier a` cette contrainte.
Nous traiterons, dans ce me´moire, de la commande nume´rique situe´e au plus proche
du processus a` controˆler. La fonction principale d’une telle commande correspond a`
la re´gulation et a` l’asservissement de grandeurs associe´es au processus, comme par
exemple : la vitesse d’une machine e´lectrique, ou bien la tension de sortie d’un onduleur.
L’utilisateur n’ayant pas d’action directe sur le controˆle du processus, le dispositif de
commande doit avoir une capacite´ a` re´agir par rapport a` des perturbations et des
de´faillances du processus. Le dispositif de commande est un syste`me qui doit donc faire
preuve d’une certaine autonomie. Ces contraintes sont du meˆme ordre que celles d’un
syste`me embarque´.
Un dispositif de commande est de´fini par une structure fonctionnelle se basant sur les
outils de l’automatique et du traitement du signal. Cette structure est ensuite implante´e
en utilisant les ressources disponibles dans le domaine de l’e´lectronique nume´rique.
Afin d’effectuer une synthe`se de ce qui doit eˆtre contenu dans un tel dispositif,
nous allons diviser ce chapitre en deux parties distinctes. Nous pre´senterons d’abord
l’architecture comportementale d’un dispositif de commande afin de de´terminer quelles
fonctionnalite´s doit contenir le dispositif nume´rique (fonctions de calculs arithme´tiques,
de me´morisation, ...). Puis nous verrons les diffe´rents composants qui peuvent constituer
l’architecture mate´rielle d’un tel dispositif.
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1.2 L’architecture fonctionnelle de la commande
et ses contraintes.
1.2.1 La commande et son environnement.
Un syste`me qui requiert un traitement de l’e´nergie e´lectrique utilise un ou plusieurs
convertisseurs statiques auxquels sont associe´s une commande. C’est par l’interme´diaire
de cette commande qu’un convertisseur va pouvoir re´aliser au mieux sa fonction. Le
dispositif de commande doit alors pouvoir communiquer avec son environnement pour
connaˆıtre l’e´tat du processus et modifier cet e´tat a` l’aide du convertisseur.
Convertisseur
Statique
Dispositif
de Commande
Source
d’Energie
Charge
E´lectrique
Syste`me de conversion
E´lectro-me´canique
(ou autre)
Charge
me´canique
(ou autre)
Utilisateur/Machine
ou
°
¯¬ ­
®
Figure I.1.1: La commande et son environnement.
La figure I.1.1 repre´sente la place du dispositif de commande dans un syste`me
e´lectrique. Elle fait notamment apparaˆıtre les diffe´rents signaux qui peuvent interagir
avec la commande. On peut distinguer les signaux qui sont rec¸us par la commande et
ceux qui sont e´mis.
Les signaux rec¸us sont utilise´s pour la mesure de grandeurs ne´cessaires au controˆle
du processus. Parmi ces signaux, des grandeurs e´lectriques en entre´e et en sortie du
convertisseur sont souvent mesure´es (liens ¬ et ­). Le lien ® repre´sente la mesure
de grandeurs physiques de nature diffe´rente comme une tempe´rature ou une vitesse
me´canique.
Le lien ¯ repre´sente la mesure de grandeurs internes au convertisseur. Ces mesures
peuvent s’ave´rer ne´cessaires pour le bon fonctionnement du convertisseur et indirec-
tement pour le controˆle de la charge. C’est le cas, par exemple, des convertisseurs
multicellulaires (mesures de tensions des capacite´s flottantes) et des convertisseurs a`
re´sonance (mesure des grandeurs du filtre re´sonant).
Les signaux e´mis correspondent aux ordres de commande d’ouverture et de ferme-
ture des interrupteurs constituants le convertisseur.
Le lien ° repre´sente le canal de communication entre le dispositif de commande et un
utilisateur ou une machine. Ce lien permet de transmettre au dispositif de commande les
consignes de re´gulation mais aussi de re´cupe´rer diffe´rentes informations sur le syste`me.
En conside´rant ainsi l’environnement, on peut noter des caracte´ristiques communes
a` tout dispositif de commande nume´rique.
Les signaux e´mis et rec¸us par le syste`me de commande sont de plusieurs types. Le
dispositif de commande doit pouvoir mesurer des grandeurs analogiques et/ou nume´-
riques issues des capteurs. Il doit avoir une liaison nume´rique pour la communication
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machine/machine ou homme/machine, et doit pouvoir ge´ne´rer et mesurer des gran-
deurs logiques pour la ge´ne´ration des ordres de commandes et la mesure de grandeurs
e´ve´nementielles.
De plus, un dispositif nume´rique est de part sa nature un syste`me discontinu. Il ne
re´agit avec son environnement exte´rieur (processus a` commander et utilisateur) qu’a`
des instants discrets. Ces instants sont soumis a` des contraintes temporelles qui peuvent
varier de la seconde a` la microseconde selon la dynamique des grandeurs a` re´guler.
L’observation des e´changes entre le syste`me de commande et son environnement
permet d’e´tablir les premie`res caracte´ristiques d’un dispositif de commande nume´rique.
Les autres contraintes sont lie´es aux diffe´rentes taˆches que celui-ci est amene´ a` re´aliser.
1.2.2 Structure fonctionnelle d’un syste`me de commande.
Dans le cas ge´ne´ral, on peut de´couper, du point de vue fonctionnel, un syste`me de
commande en sept fonctions principales (cf. figure I.1.2).
Algorithme
de Commande
Estimation
et/ou
Observation
Commande
Rapproche´e
Ge´ne´ration des ordres
de commande
Surveillance
Protection
Diagnostic
Dialogue
homme/machine
machine/machine
Acquisition
pre´-traitement
Convertisseur
Utilisateurs
Capteurs
Dispositif de commande
Figure I.1.2: Les groupes fonctionnels embarque´s dans un dispositif de commande.
1.2.2.1 Algorithme de commande.
L’algorithme de commande est le centre “ne´vralgique” du dispositif de commande.
C’est le module ou` se calculent les diffe´rentes lois de commande en fonction des gran-
deurs de consigne et des grandeurs mesure´es ou estime´es/observe´es.
Diffe´rents outils mathe´matiques peuvent eˆtre utilise´s pour re´aliser le controˆle. On
peut citer l’automatique line´aire, les re´seaux de neurones, la logique floue, l’optimisa-
tion, ...
Toutes ces me´thodes peuvent faire appel a` des fonctions arithme´tiques (comme l’ad-
dition, la multiplication, etc), mais aussi a` des fonctions transcendantales, des fonctions
d’inte´gration et de de´rivation.
Les diffe´rentes re´gulations qui peuvent eˆtre utilise´es sont divisibles en deux cate´go-
ries du point de vue temporel :
le controˆle a` e´chantillonnage fixe : Il s’agit de re´gulations qui renvoient des gran-
deurs de commande de manie`re re´gulie`re dans le temps. Comme nous l’avons
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vu dans la section pre´ce´dente, les grandeurs a` re´guler peuvent avoir des dyna-
miques tre`s diffe´rentes et les re´gulations qui en de´coulent ont alors des pe´riodes
d’e´chantillonnages adapte´es.
le controˆle re´actif : Il s’agit d’une commande qui re´agit selon des e´ve`nements parti-
culiers comme par exemple le de´passement d’une grandeur par rapport a` un seuil
(cas de la fourchette de courant). Le cas du controˆle re´actif ne permettant pas de
se´parer la commande rapproche´e de la commande algorithmique, il en re´sulte des
contraintes temporelles extreˆmement fortes.
A` l’heure actuelle, dans le cadre de la commande nume´rique, les re´gulations a` e´chan-
tillonnage fixe sont le plus souvent utilise´es et les algorithmes de controˆle re´actif ne´ces-
sitent une adaptation afin d’eˆtre e´chantillonne´s.
Les ordres de commandes obtenus par le controˆle algorithmique sont ensuite envoye´s
au module de commande rapproche´e.
1.2.2.2 Estimation et observation.
Grandeur
de commande
U
Processus
Y
grandeurs mesure´es
Grandeur
a` reproduire
X
Estimateur
Xˆestime´e
Observateur
Yˆ
mesures
observe´es
Xˆobserve´e
−
+
Figure I.1.3: Sche´ma de principe repre´sentant
la diffe´rence entre l’observateur et l’estimateur.
Pour des raisons de couˆt ou des raisons technologiques, il est parfois trop contrai-
gnant de mesurer certaines grandeurs du syste`me. Cependant ces grandeurs peuvent
repre´senter une information capitale pour la commande ou la surveillance. Il est alors
ne´cessaire de reconstruire l’e´volution de ces variables qui ne sont pas issues directe-
ment des capteurs. Il faut donc re´aliser un capteur indirect. Pour cela, on utilise des
estimateurs ou, selon le cas, des observateurs.
Un estimateur permet de reconstruire la grandeur recherche´e en calculant en temps
re´el l’e´volution d’un mode`le du processus commande´.
Dans le cas de l’observateur, on compare l’e´volution du mode`le et du syste`me re´el
en mesurant l’erreur sur des grandeurs que l’on peut directement capter. Cette erreur
est alors utilise´e pour faire converger le mode`le vers le syste`me re´el. Il s’agit un syste`me
boucle´ au contraire de l’estimateur (cf. figure I.1.3).
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L’estimation/observation, qui est un module essentiel, demande souvent des calculs
assez complexes avec des contraintes temporelles identiques a` celles de la re´gulation.
1.2.2.3 Commande rapproche´e (Ge´ne´ration des ordres de commande).
La commande rapproche´e est en liaison directe avec le convertisseur. Elle est, du
point de vue temporel, un des modules les plus critiques. La pre´cision ne´cessaire doit
eˆtre de l’ordre de la centaine de nanosecondes. Une erreur dans la ge´ne´ration des ordres
de commande peut perturber le fonctionnement du syste`me, voir endommager le conver-
tisseur ou sa charge.
Les fonctions utilise´es dans une commande rapproche´e sont en ge´ne´ral une asso-
ciation des fonctions de base de la logique se´quentielle et combinatoire. Un exemple
classique de commande rapproche´e est la ge´ne´ration d’une Modulation de Largeur d’Im-
pulsion (mli).
1.2.2.4 Acquisition et pre´-traitement.
La mesure issue d’un capteur peut eˆtre une grandeur continue, nume´rique ou bi-
naire. La mesure n’est quasiment jamais exploitable par la commande algorithmique
de manie`re directe. Il faut alors effectuer un pre´-traitement sur ces grandeurs. Ce pre´-
traitement peut correspondre a` un filtrage, une mise a` l’e´chelle, ou parfois un calcul
plus complexe comme par exemple, la de´termination d’une fre´quence en utilisant le
signal d’un codeur incre´mental (mesure de vitesse).
Ces grandeurs sont e´chantillonne´es selon des cadences fixe´es par les contraintes
temporelles des modules utilisant ces mesures. Cette cadence peut varier de quelques
millisecondes a` la centaine de nanosecondes.
1.2.2.5 Surveillance et diagnostic.
Le dispositif de commande e´tant un syste`me embarque´, il se doit de pouvoir re´agir
de manie`re autonome en cas de dysfonctionnement du processus afin de ne pas induire
de de´gaˆts irre´me´diables sur celui-ci.
La de´tection des de´fauts et l’adaptation des algorithmes de commande a` ces de´fauts
correspond aux fonctions principales de la surveillance et du diagnostic. Ce sont des
taˆches qui tendent a` prendre de plus en plus d’importance et qu’il devient ne´cessaire
d’inte´grer dans les dispositifs de commande.
La surveillance
Il s’agit d’un module dont le temps de re´action est du meˆme ordre de grandeur
que l’algorithme de commande, ou la commande rapproche´e. Il doit surveiller le bon
comportement du processus commande´ et de´tecter une anomalie “brutale”. Son but
est alors de de´clencher, en fonction de la gravite´ du proble`me, une commutation de
l’algorithme de commande pour une marche de´grade´e ou bien l’arreˆt du syste`me. La
machine d’e´tat est un exemple classique de module de surveillance, les transitions sont
alors associe´es a` des de´tections d’anomalies comme par exemple un de´passement de
seuil pour une grandeur spe´cifique. Cependant lorsque la grandeur surveille´e n’est pas
directement accessible par la mesure, l’utilisation de l’estimation et de l’observation
s’ave`re ne´cessaire.
Le Diagnostic
Il correspond ge´ne´ralement a` l’analyse de donne´es qui permet de de´tecter une pos-
sible de´gradation du processus. Certains diagnostics peuvent eˆtre faits en temps re´el
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afin que l’algorithme de commande puisse s’adapter et diminuer son impact sur la
de´gradation.
1.2.2.6 Dialogue homme/machine ou machine/machine.
Ce module permet de faire le lien entre le dispositif de commande et l’exte´rieur.
Ce lien peut permettre de configurer les modules que nous venons de voir dans le cas
ou` ceux-ci sont parame´tre´s. Il permet notamment de fixer les grandeurs de consigne
pour les re´gulations. Il peut aussi eˆtre utilise´ afin de re´cupe´rer un certain nombre
d’informations utiles pour le diagnostic hors-ligne ou bien pour une commande de plus
haut niveau (commande syste`me).
Il s’agit donc d’un module qui doit ge´rer les flux d’informations entrant et sortant
du dispositif de commande. Selon l’environnement du dispositif, celui-ci peut eˆtre relie´ a`
un re´seau ou une machine de type PC. Il peut donc y avoir diffe´rents types de protocole
de communication (TCP/IP, bus de terrain, ...).
1.2.3 Contraintes fonctionnelles re´sultantes.
Les fonctions de´finies pre´ce´demment, de part leurs actions, ont des priorite´s respec-
tives et des contraintes temporelles diffe´rentes. La figure I.1.4 repre´sente les contraintes
temporelles associe´es a` chaque module que l’on retrouve le plus souvent dans un dispo-
sitif de commande.
centaines de ηs centaines de µs centaines de ms secondes
Surveillance
Acquisition
Commande Rapproche´e
Commande Algorithmique
Diagnostic
Dialogue
t
Fonctions
Figure I.1.4: Contraintes temporelles associe´es aux fonctions du syste`me de
commande.
La re´alisation de ces diffe´rentes fonctions ne´cessite la mise en place d’un ve´ritable
dispositif de commande multi-taˆches qui doit re´pondre a` un certains nombre de pro-
prie´te´s que l’on peut re´sumer ainsi :
une capacite´ d’ordonnancement : le dispositif ayant plusieurs taˆches a` effectuer,
celui-ci doit alors pouvoir les ge´rer en fonction de la priorite´ des diffe´rentes actions
qu’elles re´alisent.
une capacite´ de calculs arithme´tiques rapides : que ce soit la commande, l’estima-
tion/observation ou encore le diagnostic, toutes ces taˆches ne´cessitent des calculs
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arithme´tiques importants avec des pre´cisions relatives et ce, dans des intervalles
de temps parfois tre`s courts.
une capacite´ de traitement en logique combinatoire et se´quentielle : celle-ci est
utilise´e pour la ge´ne´ration des ordres de commande et par le module de sur-
veillance notamment pour de´tecter les de´passements de seuils (comparateurs). Le
calcul logique permet aussi de ge´ne´rer des signaux pe´riodiques pour activer les
acquisitions et certaines taˆches e´chantillonne´es.
une capacite´ de me´morisation : cette me´morisation est ne´cessaire dans le cadre du
diagnostic, mais aussi dans certaines commandes utilisant des fonctions tempo-
relles comme par exemple le calcul de spectres fre´quentiels.
1.3 Architecture mate´rielle
d’un dispositif de commande nume´rique.
1.3.1 Fonctions nume´riques de l’architecture.
Nous avons vu pre´ce´demment les diffe´rentes actions qu’un syste`me de commande
est susceptible d’accomplir et les proprie´te´s que doit de´tenir le dispositif dans ces condi-
tions. Ces proprie´te´s peuvent eˆtre re´unies dans un syste`me tel que celui pre´sente´ sur la
figure I.1.5.
Unite´s de calcul
arithme´tique
de´die´es
et/ou
programmables
Unite´s
de calcul logique
de´die´es
et/ou
programmables
Horloge
temps re´el
PROM
RAM
E/S
nume´riques
E/S
analogiques
Unite´s de Calcul
Unite´s
Me´moires
Entre´es/Sorties
Figure I.1.5: Composants ne´cessaire dans un dispositif de commande nume´rique.
Le module d’Entre´es/Sorties (E/S) nume´riques est difficilement de´finissable a priori
car il de´pend essentiellement de la nature des informations e´change´es et des protocoles
de communication utilise´s.
Le module d’Entre´es/Sorties analogiques rec¸oit les signaux issus des capteurs et
effectue une adaptation, voire un pre´-traitement de ces signaux afin de les transmettre
aux convertisseurs analogiques nume´riques (can). Le nombre de convertisseurs ainsi
que leurs caracte´ristiques sont comple`tement de´pendants des traitements nume´riques
que vont subir les mesures.
La me´moire prom permet la me´morisation de programmes et de donne´es ne´cessaires
aux unite´s de calculs programmables. La me´moire ram permet quant a` elle de me´mo-
riser les donne´es variables dans le temps utilise´es lors du fonctionnement du syste`me.
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Les parame`tres principaux utilise´s pour le choix des unite´s me´moires sont les temps
d’acce`s et la capacite´ de stockage.
Les unite´s de calcul peuvent eˆtre diffe´rencie´es en deux cate´gories : les unite´s pro-
grammables et les unite´s de´die´es. Les unite´s de calcul programmables apportent une
tre`s grande flexibilite´ et prennent peu de place en terme de surface de silicium. Elles
sont par contre assez lentes car elles ne´cessitent des e´changes permanents avec l’unite´
me´moire. Les unite´s de calcul de´die´es sont, elles, beaucoup plus rapides, car les actions
qu’elles doivent re´aliser de´finissent leurs structures. Elles sont cependant moins flexibles
et sont gourmandes en silicium.
Une horloge temps re´el associe´e a` une unite´ de logique se´quentielle de´die´e permet de
ge´ne´rer des horloges avec des phases et des fre´quences sous-multiples. Elles sont utilise´es
pour activer les diffe´rentes actions du dispositif de commande comme les acquisitions,
les re´gulations, etc.
1.3.2 Re´alisation : diffe´rentes solutions technologiques.
Pour re´aliser les diffe´rentes fonctions nume´riques que nous venons de de´crire, il
existe trois grandes technologies possibles (cf. I.1.6).
– Les Composants standards (microprocesseurs et logique ttl ou cmos),
– Les Composants Logiques Programmables,
– Les asic’s,
Spe´cifications
des unite´s de calculs
Composants Standards
Microcontroˆleurs
dsp Digital Signal Processor
µprocesseurs standard
(pentium,powerPC...)
Transputers
. . .
asic’s
Application Specific
Integrated Circuits
clp’s
Composants Logiques Programmables
pal Programmable Array Logic
epld Erasable Programmable Logic Device
fpgas Field Programmable Gate Array
Circuits :
- personnalise´s
- pre´diffuse´s
- pre´caracte´rise´s
Figure I.1.6: Technologies exploitables dans une unite´ de calcul.
Les asic’s qui ne font pas partie des clp (cf. figure I.1.6) sont des circuits inte´gre´s
de´die´s a` une application particulie`re. On peut les re´partir en plusieurs sous-ensembles
parmi lesquels on a : les circuits personnalise´s, les circuits pre´-caracte´rise´s, et les cir-
cuits pre´-diffuse´s (mer de portes). Ils ont un niveau d’inte´gration tre`s e´leve´ et de tre`s
bonnes performances. Cependant, leur conception, de par les technologies employe´es,
est couˆteuse et ne´cessite un temps de de´veloppement relativement long. De plus, un tel
composant est “fige´”. Il peut difficilement prendre en compte une e´volution ou une mise
a` jour de l’algorithme. Enfin, leur utilisation est industriellement viable seulement si le
volume de production est tre`s important.
Les diffe´rents inconve´nients cite´s ci-dessus, nous conduisent a` conside´rer ce type de
technologie comme inade´quat dans le cadre de la recherche d’une architecture optimale.
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Les composants standards de type microprocesseur et les Composants Logiques
Programmable semblent eux beaucoup plus avantageux. Afin de de´terminer les crite`res
de performance associe´s a` ces technologies, nous allons de´crire les principes de base
qu’ils utilisent.
1.3.3 Proprie´te´s des Microprocesseurs.
Le microprocesseur re´pond tre`s souvent a` un grand nombre de proprie´te´s que nous
recherchons dans un dispositif nume´rique. Il en est donc, en ge´ne´ral, le composant
central.
1.3.3.1 Structure ge´ne´rale d’un microprocesseur.
La fonction principale d’un microprocesseur est d’exe´cuter une suite d’instructions
constituant un programme.
L’instruction contient essentiellement deux informations. Elle indique quelle ope´ra-
tion doit eˆtre effectue´e et sur quelles donne´es (ou ope´randes).
La base du fonctionnement d’un microprocesseur repose alors sur trois unite´s fonc-
tionnelles.
la me´moire : elle permet de stocker le programme et les donne´es a` traiter sous forme
nume´rique.
l’unite´ de traitement : elle exe´cute les instructions. Ces instructions correspondent
a` des calculs arithme´tiques et logiques. Cette unite´ travaille sur des entite´s me´-
moire inte´gre´es qui lui sont propres : les registres.
l’unite´ de commande : son roˆle est de rechercher les instructions situe´es en me´moire
puis de les de´coder afin d’indiquer a` l’unite´ de traitement la nature de l’ope´ration a`
effectuer. Si l’ope´ration ne´cessite des ope´randes particuliers, l’unite´ de commande
doit charger ceux-ci dans les registres associe´s a` l’unite´ de traitement.
Instruction
Donne´e
Unite´
de Commande
Registre d’adresseRegistre d’adresse
Registre d’adresse
Unite´
de Traitement
Registre de donne´eRegistre de donne´e
Registre de donne´e
chargement ope´ration
Me´moire
Figure I.1.7: Les unite´s de base constituant un coeur de microprocesseur.
L’exe´cution d’un programme par un microprocesseur est donc constitue´e de nom-
breuses e´tapes. Il en de´coule un temps de calcul rarement ne´gligeable notamment dans
le cadre de la commande de processus e´lectriques. C’est d’ailleurs le crite`re le plus
important dans le choix d’un microprocesseur.
Ce temps de calcul de´pend d’un nombre de facteurs importants qui peuvent eˆtre
re´sume´s dans l’e´quation suivante [17] :
temps
taˆches
=
instructions
taˆches
×
cycles
instructions
×
temps
cycle
(I.1.1)
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Chacun des termes du produit a une valeur qui de´pend de la qualite´ et de l’ade´qua-
tion des diffe´rents composants rentrant en jeu pour l’exe´cution d’un programme sur un
microprocesseur : le programme, le compilateur, et bien e´videmment l’architecture du
microprocesseur et les technologies utilise´es.
• Le facteur
instructions
taˆches
Ce rapport de´pend du programme de´crivant la taˆche a` exe´cuter c.-a`-d. qu’il
de´pend de l’algorithme. En informatique, on peut obtenir un meˆme re´sultat par
le biais d’algorithmes diffe´rents. Cependant, ceux-ci ne seront pas e´quivalents en
terme de nombres d’instructions utilise´es. La qualite´ du compilateur rentre aussi
en jeu puisqu’il doit traduire le programme, e´crit ge´ne´ralement dans un langage
haut niveau, en un flot d’instructions machines. Cette traduction peut s’effectuer
selon diffe´rents crite`res comme la place me´moire, ou le temps d’exe´cution.
• Le facteur
cycles
instructions
Il est lie´ a` deux e´le´ments que sont le compilateur et l’architecture.
Le compilateur doit eˆtre en ade´quation avec l’architecture. Il doit pouvoir adap-
ter le se´quencement des instructions de manie`re a` diminuer le nombre de cycles
utilise´s par instruction.
L’architecture du processeur elle-meˆme joue un roˆle. On peut notamment prendre
le cas des architectures cisc et risc. Une architecture cisc est un processeur
qui contient un grand nombre d’instructions dans son langage machine. Cepen-
dant chacune des ces instructions est complexe et demande un nombre de cycles
important. Une architecture risc contient par contre un nombre d’instructions
faible mais tre`s rapide.
• Le facteur
temps
cycles
Ce facteur est associe´ a` l’architecture du processeur et aux e´le´ments technolo-
giques qui le composent. Il s’agit en particulier de l’horloge de base du micro-
processeur.
L’architecture interne d’un microprocesseur a largement e´volue´e et diffe´rentes tech-
niques mate´rielles ont vu le jour pour diminuer les facteurs de l’e´quation I.1.1. Ces tech-
niques ont donne´ naissance a` des architectures de microprocesseurs adapte´es a` certains
types de programmes. Nous allons voir quelles sont les techniques les plus couramment
utilise´es. Cette connaissance peut permettre de diriger le choix sur un microprocesseur
plutoˆt que sur un autre au regard des taˆches a` exe´cuter.
1.3.3.2 Techniques mate´rielles d’acce´le´rations du traitement d’un programme.
Les co-processeurs
Pour illustrer ceci, nous pouvons citer les Unite´s de Calcul flottant. En vue d’acce´-
le´rer les calculs de donne´es formate´es en flottant, on associe souvent une unite´ de calcul
adapte´e. L’unite´ permet d’acce´le´rer le traitement de ces donne´es. En son absence, le
calcul se fait par une e´mulation logicielle qui consomme e´norme´ment de temps.
Le jeu d’instructions du microprocesseur est alors augmente´ des ope´rations que peut
effectuer le coprocesseur. Cette technique est inte´ressante lorsque le code qui doit eˆtre
exe´cute´ contient des ope´rations complexes re´currentes.
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Architecture Harvard
Unite´ Centrale :
Unite´ de Calcul
+
Unite´ de Traitement
Me´moire
Instructions
+ Donne´es
Unite´ Centrale :
Unite´ de Calcul
+
Unite´ de Traitement
Me´moire
Instructions
Me´moire
Donne´es
Architecture de type
Von Neumann
Architecture de type
Harvard
Figure I.1.8: Comparaison entre l’architecture de Von Neumann et Harvard.
Dans les premie`res architectures qui sont apparues, il n’y avait qu’un seul bus re-
liant le processeur a` la me´moire. Il s’agit des architectures de type Von Neumann. Le
microprocesseur doit lire l’instruction, charger les ope´randes, exe´cuter le calcul, puis
e´crire le re´sultat en me´moire de manie`re totalement se´quentielle. Depuis, sont apparues
les architectures Harvard ou` deux me´moires diffe´rentes interviennent : une me´moire qui
stocke les donne´es, et une me´moire qui stocke les programmes (ensemble des instruc-
tions). Ainsi deux bus diffe´rents relient ces me´moires a` l’unite´ centrale. Deux actions
diffe´rentes peuvent eˆtre exe´cute´es en paralle`le comme par exemple : charger une ins-
truction de la me´moire de programmes dans l’unite´ de commande et e´crire en meˆme
temps le re´sultat de l’instruction pre´ce´dente dans la me´moire de donne´es.
Ce type d’architecture permet donc d’acce´le´rer le traitement d’un programme. Cette
architecture est souvent exploite´e en utilisant un pipeline.
Principe du pipeline
Le principe du pipeline est pre´sente´ dans le sche´ma I.1.9. Les diffe´rentes e´tapes qui
constituent l’exe´cution d’une instruction sont se´quentielles et peuvent eˆtre re´alise´es par
des unite´s inde´pendantes. On peut ge´ne´ralement les de´couper en quatre ou cinq phases :
1. le chargement de l’instruction dans l’unite´ de commande,
2. le de´codage de l’instruction,
3. le chargement des ope´randes,
4. l’exe´cution de l’instruction par l’unite´ de calcul,
5. l’e´criture du re´sultat en me´moire.
Ainsi, comme il est indique´ sur la figure I.1.9, durant le chargement de l’instruction
3, l’instruction 2 est de´code´e et les ope´randes de l’instruction 1 sont charge´es. lorsque
le pipeline est “plein”, es instructions sont exe´cute´es en 1 cycle au lieu de 4 ou 5.
Cependant certaines instructions peuvent rompre la chaˆıne de traitement. Ce cas est
ge´ne´ralement duˆ a` une de´pendance des donne´es entre les instructions qui se suivent ou
a` des branchements conditionnels. Certains algorithmes profitent tre`s peu de ce type
d’architecture.
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Chargement De´codage Ope´rande Exe´cution E´criture Cycles
5
4
3
2
1Inst 1
Inst 1
Inst 1
Inst 1
Inst 1
Inst 2
Inst 2
Inst 2
Inst 2
Inst 3
Inst 3
Inst 3
Inst 4
Inst 4Inst 5
1 cycle
4 cycles
Figure I.1.9: Principe du pipeline.
Architecture VLIW1
Cette architecture est utilise´e pour des instructions dont le format est supe´rieur
au format habituel de 16 ou 32 bits (voire 64). Il s’agit d’instructions code´es sur 128
ou 256 bits. Ce format d’instruction permet de charger en un meˆme cycle de lecture
plusieurs instructions code´es au format de 32 bits. Sous la condition ou` il n’y ait pas de
de´pendance entre les instructions qui forment le mot de 128 ou 256 bits, on peut traiter
plusieurs calculs en paralle`le. Ceci implique alors une redondance des unite´s de calcul.
Une telle architecture implique aussi que le compilateur ait pu analyser de manie`re
pre´cise la de´pendance des donne´es, afin de constituer les instructions longues.
Registres
UAL
UAL
Flottant
multiplieur
Figure I.1.10: Repre´sentation d’une architecture VLIW.
1.3.3.3 Cas particulier des processeurs spe´cifiques de type DSP
Les dsp (Digital Signal Processing) sont des microprocesseurs de´die´s au traitement
du signal et destine´s aux applications ne´cessitant de nombreux calculs (transforme´e de
Fourier, produits de convolutions, . . . ). La particularite´ de ces puces est de regrouper
un certain nombre d’e´le´ments architecturaux qui les rend adapte´es aux calculs intensifs.
Ces e´le´ments sont en ge´ne´ral les suivants :
– une architecture Harvard, se´parant bus programme et bus donne´es,
– des instructions adapte´es aux ope´rations classiques de traitement de signaux :
multiplication & accumulation en un seul cycle d’instruction (mac), transferts de
donne´es par dma (Direct Access Memory) pour la plupart,
– un adressage circulaire permettant de ne pas faire des tests de modulo sur les
pointeurs de tampons,
– un mode d’adressage par inversion de bits servant a` re´organiser les e´chantillons
de sortie de transforme´es de Fourier Rapides (fft),
1Very Large Instruction Word
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– des banques de me´moire, permettant de scinder par exemple partie re´elle et partie
imaginaire,
– une architecture a` pipeline permettant de paralle´liser le maximum d’ope´rations
e´le´mentaires (pre´chargement d’instruction, chargement des donne´es, exe´cution
d’ope´rations arithme´tiques/flottantes, stockage des re´sultats)
Ces diffe´rents atouts ne se retrouvent pas sur tous les dsp. Cependant, ces exemples
caracte´risent les spe´cificite´s architecturales qui peuvent eˆtre faites sur ce type de mi-
croprocesseur.
Nous pre´sentons ces microprocesseurs car ce sont actuellement les architectures les
plus prise´es pour l’implantation de commandes de syste`mes e´lectriques. Cependant,
ces processeurs sont fortement adapte´ a` des calculs lie´s aux traitement du signal. Ils
sont donc conc¸us pour traiter des flots de calculs, et les tests de conditions et les
branchements sont tre´s pe´nalisants puisqu’ils tendent a` vider le pipeline ; ce qui ralentit
le fonctionnement et peut faire perdre l’inte´reˆt de l’utilisation de tels processeurs.
On voit cependant des dsp avec des architectures de plus en plus complexes qui
font apparaˆıtre une forte potentialite´ dans le calcul paralle`le puisqu’ils inte`grent des
instructions longues (architecture vliw).
Lorsque l’on fait le bilan des diffe´rentes architectures de microprocesseurs, il est
difficile de dire a priori celle qui sera la plus adapte´e pour un dispositif de commande.
En effet les performances ne de´pendent pas que du microprocesseur mais aussi du
compilateur et de leur ade´quation avec l’algorithme. De plus, comme nous venons de le
voir, les techniques d’acce´le´ration ne sont efficaces que sous certaines conditions.
Une architecture de microprocesseur peut alors eˆtre plus adapte´e pour une taˆche
que pour une autre...
En conse´quence les microprocesseurs ne peuvent pas, sous des contraintes tempo-
relles trop fortes, re´pondre a` tous les besoins fonctionnels.
Le cas de la mli est significatif : cette fonction ne peut eˆtre exe´cute´e de manie`re
logicielle e´tant donne´e la pre´cision temporelle recherche´e (la centaine de nanoseconde). Il
apparaˆıt alors ne´cessaire de constituer, dans certains cas, des unite´s de calculs logiques,
et meˆme parfois arithme´tiques, de´die´es a` une taˆche bien spe´cifique. Ceci est rendu
possible par l’utilisation des composants logiques programmables. Il en existe un grand
nombre de varie´te´s. Nous allons donc dans un premier temps de´crire les diffe´rentes
technologies et architectures des composants logiques programmables existantes afin
d’analyser leur potentiel.
1.3.4 Proprie´te´s des composants logiques programmable.
Un composant logique programmable de´signe un circuit inte´gre´ qui, en sortie d’usine,
n’a pas de fonctionnalite´s fige´es. Pour lui en donner, il faut le programmer. Cette pro-
grammation peut se faire a` l’aide d’une machine spe´cialement conc¸ue a` cet effet, ou
bien a` partir d’un PC. Certains composants ne peuvent se programmer qu’avant leur
utilisation, d’autre peuvent se programmer ou se reprogrammer “sur site”.
Parmi les composants logiques programmables, on peut diffe´rencier deux grandes
classes :
– les me´moires mortes programmables,
– les composants conside´re´s comme “calculateurs logiques programmables”
Dans les composants conside´re´s comme calculateurs logiques, on distingue en terme
de capacite´s fonctionnelles trois cate´gories : les pal, les epld et les fpga.
Afin de situer ces diffe´rents composants les uns par rapport aux autres en terme de
capacite´s fonctionnelles, nous allons en pre´senter les caracte´ristiques essentielles.
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1.3.4.1 Me´moires mortes programmables.
Les prom sont construites sur un re´seau de ET (circuits de de´codage d’adresse) fixe
et de OU (donne´es place´e en me´moire) programmable.
D3D2D1D0
A3A2A1A0
Structure à OU programmable
Structure à ET fixe
Figure I.1.11: Structure d’une prom.
Les diffe´rences existant entre les types de prom re´sident dans les technologies utili-
se´es, qui permettent des taux d’inte´gration plus ou moins importants, et dans le mode de
programmation possible. On distingue les me´moires mortes programmables une seule
fois (prom a` fusible), et les me´moires mortes reprogrammables. Dans cette dernie`re
cate´gorie, il existe deux techniques couramment utilise´es : effacement par ultra violet
ou effacement e´lectrique. Elles se nomment alors respectivement uvprom et eeprom2.
Parmi les eeprom, les flash eprom sont particulie`rement performantes et reprogram-
mables “sur site”.
Les me´moire mortes sont essentiellement utilise´es pour stocker des programmes
utilise´s par les microprocesseurs ou des donne´es fixes comme dans le cas de la tabulation
de fonctions complexes.
Mais, elles peuvent aussi eˆtre utilise´es pour remplir des fonctions logiques simples
comme un de´codage d’adresse ou bien, comme le montre la figure I.1.12, un automate
programmable simple. Ce dernier cas est d’ailleurs couramment utilise´ dans la com-
mande des convertisseurs statiques pour ge´ne´rer une mli[26].
1.3.4.2 Les PALs.
Les pals sont historiquement les premie`res ge´ne´rations de composants de´die´s au
calcul logique programmable. Le principe existe depuis plus de 20 ans. Il correspond en
fait a` un re´seau de ET et de OU programmable. Les sorties peuvent eˆtre reboucle´es sur
les entre´es et la pre´sence de bascules permet d’effectuer des fonctions combinatoires et
se´quentielles plus complexes. On peut ainsi re´aliser avec ces composants toutes sortes
de fonctions logiques de base comme des compteurs, des de´codeurs, des automates, etc.
2Electrically Erasable Programmable Read Only Memory
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Horloge Compteur PROM
A0
Ax
D0
Dx
Interface
de puissance
Interface
de puissance
Figure I.1.12: Structure d’un automate de commande rapproche´e utilisant une prom.
1.3.4.3 Les EPLDs.
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Figure I.1.13: Structure ge´ne´rale d’un EPLD.
Le terme epld est issu de la socie´te´ Altera qui a mis sur le marche´ les premiers
composants de ce type. Ces composants ont un niveau d’inte´gration bien plus important
que les pals. Une vue simplifie´e est de conside´rer les epld comme un re´seau de pal.
Ils peuvent en effet remplacer des re´alisations utilisant 20 a` 25 pal. La figure I.1.13
montre la structure d’un epld. Les macro-cellules ont une structure ressemblant a` celle
des pal mais la bascule peut eˆtre configure´e en bascule d, rs,. . . Ces macro-cellules
sont regroupe´es et relie´es entre elles pour former un bloc logique. Les blocs logiques
sont relie´s a` une matrice d’interconnexion programmable.
Seules les re´centes versions d’epld sont programmables sur site. Cependant, les
eplds comportent a` l’inte´rieur des macro-cellules une structure d’interconnexion fixe,
ce qui induit un grand nombre de portes inutilisables par le reste du circuit. De plus,
s’ils disposent d’un nombre important d’entre´es, il n’y a que peu de sorties (sorties des
macro-cellules).
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1.3.4.4 Les FPGAs.
Afin de reme´dier aux diffe´rentes limitations des eplds, la socie´te´ Xilinx a invente´
au de´but des anne´es 80 des composants dont les interconnexions e´taient beaucoup plus
configurables.
*
Re´seau d’interconnexions
Blocs
d’Entre´es/Sorties
Blocs
logiques
Figure I.1.14: Architecture conceptuelle d’un FPGA.
Ces composants, nomme´s lca3, sont base´s sur le principe des re´seaux de portes
logiques programmables par masque (technique utilise´ dans la cre´ation des ASICs pre´-
diffuse´s). Cependant, les portes e´le´mentaires sont remplace´es par des blocs logiques
configurables capables d’effectuer diffe´rentes fonctions combinatoires et se´quentielles
(CLB4). Ils correspondent aux macro-cellules des eplds et le re´seau d’interconnexion
est totalement reprogrammable puisque l’ensemble est controˆle´ par une me´moire ram.
La socie´te´ Altera a de´veloppe´ le meˆme type de composants nomme´s “Flex”.
L’utilisation de ces principes et de ces technologies apporte un plus grand niveau
d’inte´gration et une flexibilite´ beaucoup plus importante qui permet de mieux exploiter
les ressources internes de ces composants.
De plus, la programmation e´tant base´e sur de la me´moire ram, ils sont program-
mables “sur site” (en quelques millisecondes) et sont re-configurables dynamiquement.
Ces composants permettent de re´aliser des fonctions logiques et des fonctions de
me´morisation d’un niveau tre`s e´leve´ (ram, fifo5s) mais aussi de ve´ritables ual6. Ces
composants sont utilise´s pour effectuer du calcul de´die´. En effet, en re´alisant certains
traitements par un “caˆblage de portes logiques”, on peut fortement acce´le´rer le calcul
d’une taˆche. Par exemple, si une ope´ration correspondant a` une instruction de mi-
croprocesseur est caˆble´e dans un fpga, les actions de chargement et de de´codage de
l’instruction deviennent inexistantes, et plusieurs ope´rations peuvent eˆtre traite´es en
paralle`le.
3Logic Cell Array
4Configurable Logic Bloc
5First-In First-Out
6Unite´ Arithme´tique et Logique
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Comme nous venons de le voir, la gamme de composants logiques programmables est
assez large. Elle permet de re´aliser un tre`s grand nombre de fonctions. On peut effectuer
une simple me´morisation en utilisant une prom ou bien, au couˆt d’une certaine com-
plexite´, on peut concevoir une commande de machine en effectuant une interconnexion
de fpga [53].
Nous avons vu aussi que chaque composant avait des spe´cificite´s particulie`res qui
lui donnent un certain champ d’application. Cependant, ces champs d’applications se
recouvrent en partie. Il est donc parfois difficile de de´terminer a priori quel composant
est le plus adapte´ pour re´aliser une fonction particulie`re.
Notons aussi que la limitation premie`re de ces composants est lie´e au nombre de
portes disponibles, meˆme si cette contrainte est de plus en plus repousse´e vu le niveau
d’inte´gration utilise´.
1.3.5 Les Entre´es Analogiques.
Nous venons de voir les diffe´rentes technologies qui pouvaient re´pondre a` la re´a-
lisation des ensembles {Unite´s de calculs, Unite´s Me´moires}. Ce sont des ensembles
qui sont primordiaux pour re´aliser un syste`me de commande nume´rique. Mais ceux-
ci ne pourront fonctionner correctement que s’ils rec¸oivent une information adapte´e.
C’est le roˆle des can7 que de transmettre les informations analogiques au “monde” du
nume´rique. Leur choix est donc tout aussi important.
Ces convertisseurs ont un double effet sur le signal analogique initial :
– l’e´chantillonnage : on passe d’une valeur continue dans le temps a` une valeur
discre`te.
– Le deuxie`me impact, correspond a` la quantification. Une grandeur continue peut
prendre une infinite´ de valeurs alors que, dans un syste`me nume´rique, le nombre
de valeurs que peut prendre une grandeur est fini. Les can’s ge´ne`rent alors un
bruit dit “bruit de quantification” par rapport a` la grandeur analogique.
De plus, les calculs qu’effectuent les convertisseurs, pour transformer une informa-
tion analogique en une information nume´rique, demandent un temps non ne´gligeable
par rapport aux contraintes de calculs lie´es a` la commande des syste`mes e´lectrique.
Le bruit de quantification ainsi que le temps de conversion sont alors les parame`tres
les plus importants a` prendre en compte lors du choix des can’s pour leur utilisation
dans un dispositif de commande.
1.4 Conclusion.
Nous avons vu dans ce chapitre qu’un dispositif de commande pouvait eˆtre charge´
d’effectuer des taˆches de diffe´rents types (commande, observation, surveillance, . . . ). Le
spectre des fonctionnalite´s requis par un dispositif de commande peut donc eˆtre tre`s
large.
Nous avons vu ensuite que la re´alisation des diffe´rentes fonctionnalite´s pouvait
se faire en utilisant l’association de diffe´rentes technologies nume´riques. Cependant,
lorsque l’objectif est de concevoir une architecture en totale ade´quation avec les al-
gorithmes de commande, afin d’obtenir les meilleurs performances pour un couˆt, une
complexite´ et un temps de de´veloppement les plus faibles possibles, le choix des diffe´-
rents composants et de leur association est extreˆmement difficile. En effet, le nombre
de parame`tres a` prendre en compte et leurs interactions rend de´licat le choix d’une
architecture.
7Convertisseurs Analogique Nume´rique
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Actuellement on sait que l’association des technologies nume´riques permet de re´-
pondre aux diffe´rentes fonctionnalite´s demande´es. Cependant une sous-exploitation de
ces technologies et de leurs associations est pallie´e par l’utilisation des composants
sur-performants. Ceci implique un couˆt et un temps de de´veloppement non ne´gligeable.
La recherche d’une me´thodologie pour la conception d’une architecture optimise´e
paraˆıt donc inte´ressante surtout lorsque le dispositif doit ensuite eˆtre produit de manie`re
industrielle. Ce domaine de recherche concernant les syste`mes purement e´lectroniques
est actuellement en plein effervescence, notamment pour les syste`mes mixtes logiciels et
mate´riels. Les me´thodologies de conception des syste`mes mixtes sont nomme´s me´tho-
dologies de co-design. Dans le chapitre suivant, nous allons de´crire a` quoi correspond
une telle me´thodologie et quels sont les outils qu’elle utilise. Ainsi nous pourrons voir
s’il est possible d’exploiter de tels outils dans la recherche d’une architecture optimale
pour la commande des syste`mes e´lectriques.
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Chapitre 2
Les e´le´ments du Co-Design
2.1 Introduction.
L
’e´volution des technologies dans le domaine de l’e´lectronique nume´rique a ces
dernie`res anne´es e´te´ d’une importance conside´rable. Cette progression s’est faite
tant au niveau de l’inte´gration des circuits spe´cifiques qu’au niveau des archi-
tectures de microprocesseurs et de leur fre´quence de fonctionnement. Cette e´volution
engendre des potentialite´s tre`s importantes. Cependant, ces potentialite´s sont actuel-
lement sous-exploite´es car l’e´volution des me´thodes de conception associe´es n’a pas
suivie la meˆme croissance. Il existe notamment des lacunes dans les me´thodologies de
conception lorsqu’il s’agit de de´finir une architecture combinant des microprocesseurs
standards et des composants spe´cialise´s.
Le terme de Co-design est apparu pour de´finir une me´thodologie de conception des
syste`mes mixtes : mate´riels (asic’s incluant les composants logiques programmables)
et logiciels (algorithmes programme´s sur microprocesseurs).
La mise en place de syste`mes complexes, rendue possible par les progre`s techno-
logiques, ne permet plus d’appre´hender aise´ment les proble`mes de conception de bas
niveau. Il faut alors augmenter le niveau d’abstraction ce qui implique la construction
d’outils pour l’interpre´tation, l’analyse et la retranscription vers des fonctions de bas
niveau. Les me´thodologies de co-design se proposent d’inte´grer ce type d’outils dans
le cadre des syste`mes mixtes mate´riel/logiciel. Ces me´thodologies doivent notamment
prendre en compte le caracte`re he´te´roge`ne de tels syste`mes. Le co-design cherche a`
re´pondre a` deux exigences principales qui sont :
– de´terminer le meilleur compromis entre la re´alisation logicielle et la re´alisation
mate´rielle,
– augmenter la productivite´ en effectuant la conception du logiciel et du mate´riel
de manie`re simultane´e (concurrent design).
Nous allons essayer de de´finir au mieux les diffe´rentes activite´s que couvre une
me´thodologie de co-design, afin de voir dans quelle mesure une telle me´thodologie peut
re´pondre aux proble`mes de la conception d’un dispositif de commande nume´rique de´die´
aux syste`mes e´lectriques.
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2.2 La me´thodologie de Co-design
2.2.1 Cycle de conception actuel des syste`mes e´lectroniques
Le cycle de conception que nous allons aborder concerne les syste`mes de l’e´lectro-
nique nume´rique. Ils sont essentiellement compose´s des e´le´ments e´nonce´s dans la section
1.3.2 du chapitre 1. Ils comportent donc des composants dit standards du type micro-
processeurs pouvant embarquer du logiciel (nous les nommerons processeurs logiciels),
et des composants de´die´s que sont les asic’s et les composants logiques programmables
(cette deuxie`me cate´gorie sera nomme´e processeur mate´riel).
Le cycle de conception d’un syste`me e´lectronique compose´ des deux types de pro-
cesseurs suit le plus souvent le diagramme propose´ dans la figure I.2.1.
Le cahier des charges. Il est le plus souvent re´dige´ en langage naturel. Il sert de point
de de´part et de support pour de´terminer les spe´cifications comportementales du
syste`me.
Spe´cifications syste`mes. Ces spe´cifications ont pour but de de´crire les diffe´rentes
fonctions qui devront eˆtre de´veloppe´es ainsi que leurs interactions. L’assemblage
des diffe´rentes fonctions de´finit alors le syste`me tel qu’il doit eˆtre pour remplir les
conditions de´crites dans le cahier des charges. Ces spe´cifications sont tre`s souvent,
elles aussi, re´dige´es en langage naturel. Cela comporte plusieurs points ne´gatifs :
– en utilisant un tel mode de spe´cification, il peut apparaˆıtre des ambiguı¨te´s duˆ
au vocabulaire utilise´.
– pour des raisons de lisibilite´ une description peut parfois manquer de pre´cision.
– en utilisant le langage naturel, la description correspond souvent a` une liste de
sce´narios possibles, mais une telle e´nume´ration peut ne pas eˆtre comple`te.
Ces diffe´rents points sont alors sources d’incompre´hension et d’erreurs. Afin d’an-
nuler ces sources d’erreurs, il est de plus en plus courant d’utiliser des langages
plus formels pour spe´cifier le syste`me. L’utilisation de tels langages permet de de´-
velopper des outils aidant a` valider les spe´cifications. Ce type d’outil est d’ailleurs
utilise´ dans la description des syste`mes logiciels et des te´le´communications.
Le partitionnement. Il correspond aux choix de l’architecture et a` la re´partition des
diffe´rentes taˆches sur les composants choisis. Ces choix sont faits a priori. Ils
sont souvent dirige´s par l’expe´rience des de´cideurs ou bien par la re´utilisation de
produits de´ja` existants. L’exploration des diffe´rentes possibilite´s semble en effet
souvent trop longue et trop couˆteuse
Les spe´cifications logicielles et mate´rielles. Une fois le partitionnement de´termine´,
le travail est souvent attribue´ a` deux e´quipes distinctes.
Or, de l’expe´rience d’un corps de me´tier naˆıt un syste`me de spe´cifications adapte´
aux proble`mes qu’il est amene´ a` rencontrer. Les spe´cifications qui e´taient de´-
crites au niveau syste`me sont donc souvent re´e´crites sous une forme adapte´e et
compre´hensible pour l’e´quipe conside´re´e (logicielle ou mate´rielle).
Cette phase de “reprise en main” met souvent en exergue des points non pris en
compte dans la spe´cification syste`me, ce qui ame`ne alors un premier rebouclage
afin d’ame´liorer ces spe´cifications.
Synthe`se du logiciel et du mate´riel. Elles sont souvent effectue´es de manie`re trop
se´pare´es, sans prendre en compte les caracte´ristiques de la partie comple´mentaire.
L’inte´gration. Ce n’est qu’a` partir de cette e´tape que le logiciel peut eˆtre re´ellement
teste´ sur le prototype mate´riel. Mais, la de´tection d’erreurs a` ce stade est souvent
couˆteuse car leurs corrections ne´cessitent des retours sur l’e´tape de synthe`se.
L’e´valuation des performances. Lorsque le prototype fonctionne, on peut alors me-
surer les performances pre´cises du syste`me. Si celles-ci ne sont pas suffisantes, on
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peut eˆtre amene´ a` re´e´crire une partie du logiciel, ou bien remonter dans la chaˆıne
de conception afin de re´e´valuer le partitionnement. Dans le pire des cas, un autre
choix doit eˆtre fait pour l’architecture en terme de composants.
Cahier des Charges
Spe´cifications
au niveau syste`me
Ve´rification
des spe´cifications
syste`mes
Partitionnement
Spe´cifications
mate´rielles
Spe´cifications
logicielles
Synthe`se
du mate´riel
Synthe`se
du logiciel
Tests unitaires Tests unitaires
Tests d’Integration
E´valuation des performances
Figure I.2.1: Cycle de conception actuel
Un tel cycle de conception peut amener a` des proble`mes qui sont re´solus par de
nombreux retours en arrie`re. Ces retours sont couˆteux en temps de de´veloppement et
peuvent aussi remettre en cause le choix des composants mate´riels.
Une me´thodologie de co-design tente de re´soudre les diffe´rents proble`mes qui viennent
d’eˆtre souleve´s par l’utilisation de me´thodes et d’outils tout au long de la chaˆıne de
conception.
2.2.2 La me´thodologie de co-design
Le but d’une me´thodologie de co-design est d’aider le concepteur a` obtenir un
produit fini en respectant les contraintes fixe´es par le cahier des charges pour un temps
de de´veloppement et un couˆt les plus faibles possibles.
De manie`re ge´ne´rale, une me´thodologie organise et coordonne l’utilisation de diffe´-
rentes techniques et de diffe´rents outils qui permettent d’aboutir au produit final. Les
e´tudes sur le co-design tendent a` de´finir des me´thodes et des outils cohe´rents qui peuvent
eˆtre applique´s tout au long de la chaˆıne de conception du produit. Le co-design englobe
par conse´quent les diffe´rents domaines aborde´s lors de la conception d’un syste`me mixte.
Ces domaines sont : la spe´cification au niveau syste`me, l’analyse des spe´cifications et
la re´partition logiciel/mate´riel, la synthe`se logicielle et mate´rielle et l’estimation de
performances.
Le co-design va donc rajouter, dans les diffe´rentes e´tapes de conception, des outils
permettant de valider et de tester les choix effectue´s. L’ajout de ces outils et des for-
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Figure I.2.2: Les domaines de recherche pour le co-design
malismes associe´s semble rendre le cycle de de´veloppement plus lent mais il permet de
de´tecter certaines erreurs tre`s toˆt dans le cycle de conception et diminue donc leurs pro-
pagations jusqu’a` l’e´tape d’inte´gration. Cette diminution permet de re´duire le nombre
de “rebouclage” et acce´le`re donc le processus de conception complet.
Nous allons aborder chacun de ces domaines du point de vue du co-design afin de
montrer les diffe´rents outils qui peuvent eˆtre e´labore´s dans chacun des ces domaines
ainsi que leurs liaisons.
2.3 Les spe´cifications fonctionnelles
Les spe´cifications au niveau syste`me permettent de de´crire l’ensemble des fonctions
ne´cessaires ainsi que leurs diffe´rents liens sans prendre en compte les proble`mes d’im-
plantation.
La de´finition de mode`les formels pour la description fonctionnelle d’un syste`me est
un des the`mes de recherche du co-design. En utilisant de tels mode`les, il est possible
d’e´liminer la plupart des erreurs que nous avons mentionne´es dans le cadre de la spe´ci-
fication a` l’aide d’un langage naturel.
L’utilisation de spe´cifications formelles doit donc permettre de rendre les descrip-
tions non-ambigu¨es et comple`tes pour de´crire la totalite´ des comportements. Ces spe´-
cifications doivent pouvoir eˆtre re´utilisables afin d’acce´le´rer les de´veloppements futurs.
Se pose alors le proble`me du choix ou de la cre´ation de langages permettant d’e´labo-
rer les spe´cifications et de repre´senter aise´ment les mode`les formels utilise´s. Des outils
base´s sur les langages choisis peuvent eˆtre construits pour analyser, ve´rifier et simuler
les spe´cifications.
Pour pre´senter le type de langages et de mode`les exe´cutables qui sont utilise´s dans
le cadre du co-design, nous allons tout d’abord rappeler les concepts qui doivent eˆtre
pris en compte pour la spe´cifications des syste`mes temps-re´el.
2.3.1 Les syste`mes temps re´el
Un syste`me temps re´el doit re´pondre a` un besoin dans un temps de´termine´. Ce
besoin est signale´ par des e´ve`nements exte´rieurs au syste`me. Le calcul d’une re´ponse
doit alors se faire sous une contrainte de temps tout en restant a` l’e´coute d’autres
e´ve`nements exte´rieurs.
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Les syste`mes temps re´el sont alors souvent compose´s de deux classes de syste`mes :
(a) Syste`me transformationnel (b) Syste`me re´actif
Figure I.2.3: Les syste`mes temps re´els compose´s de deux classes
– les syste`mes transformationnels : ce sont des syste`mes qui rec¸oivent des entre´es
lors de leurs activations et qui calculent des sorties de´pendantes de ces entre´es.
– les syste`mes re´actifs : ce sont des syste`mes qui surveillent de manie`re continu
l’environnement exte´rieur et e´mettent leurs grandeurs de sorties lors d’e´ve`nements
associe´s aux signaux exte´rieurs. (ex : les interfaces homme/machine comme la
gestion du clavier).
Pour spe´cifier l’association et le fonctionnement des tels syste`mes, on doit pouvoir
spe´cifier en plus des actions de calculs, 4 concepts de base. Ces concepts sont :
la concurrence : elle permet d’indiquer les actions qui peuvent eˆtre mene´es en paral-
le`le. Cela permet de simplifier la repre´sentation du syste`me. La concurrence doit
pouvoir eˆtre repre´sente´e a` plusieurs niveaux (taˆche, instruction, ope´ration).
la hie´rarchie : pouvoir hie´rarchiser un syste`me permet de controˆler sa complexite´.
Dans le cas d’un syste`me complexe, il est extreˆmement difficile de de´crire le sys-
te`me directement. On pre´fe´rera faire une de´composition en sous-syste`mes plus
faciles a` traiter.
la communication : de´crire la communication est essentiel pour repre´senter les liens
entre les modules concurrents. Il existe principalement deux types de communica-
tion : la communication par me´moire partage´e, ou` les diffe´rents modules e´crivent
et lisent dans une me´moire commune, et la communication par e´change de mes-
sage, ou` les modules communiquent selon un protocole particulier.
la synchronisation : elle permet de coordonner l’exe´cution des diffe´rents modules
concurrents ainsi que leurs communications.
Nous allons voir que peu de mode`les au niveau syste`me peuvent repre´senter ces
quatre concepts de manie`re e´quivalente. Notons aussi que les mode`les doivent per-
mettre la spe´cification de calculs arithme´tiques et logiques ainsi que les expressions
algorithmiques usuelles telles que l’ite´ration et le branchement.
2.3.2 Les repre´sentations formelles fondamentales
Nous allons e´nume´rer un certain nombre de mode`les de bases utilise´s pour repre´-
senter les spe´cifications d’un syste`me sous une forme analysable et exe´cutable.
Ces mode`les diffe`rent par le fait qu’ils repre´sentent un syste`me sous un axe particu-
lier. On peut d’ailleurs classer ces repre´sentations en diffe´rentes cate´gories : les mode`les
oriente´s e´tat et les mode`les oriente´s activite´s.
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2.3.2.1 Les mode`les oriente´s e´tats
Cette mode´lisation est adapte´e pour repre´senter les syste`mes dits de controˆle ou re´-
actifs. Ils permettent de repre´senter le comportement temporel d’un syste`me par rapport
aux diffe´rents e´ve`nements qui peuvent survenir. Ce sont des mode`les qui permettent
de recenser les e´tats que peut prendre le syste`me et qui expriment les conditions de
passage d’un e´tat a` l’autre.
Automate a` e´tats finis
Le principe des automates est de repre´senter la solution d’un proble`me par une suc-
cession d’e´tapes de´finies, se´pare´es les unes des autres. Chaque e´tape est repre´sente´e par
une valeur faisant partie d’un ensemble fini que l’on appelle l’e´tat (interne) du syste`me.
Cet e´tat est physiquement mate´rialise´ par un nombre contenu dans une me´moire.
La machine a` e´tats finis est un mode`le formel et de´terministe (un seul e´tat possible)
qui est utilise´ dans la synthe`se des fonctions logiques se´quentielles.
La repre´sentation formelle d’un automate a` e´tats finis correspond a` un Quintuplet :
< E,S,Q,w : E ×Q→ S, δ : E ×Q→ Q >
– S = {s1, s2, . . .} correspond a` l’ensemble des combinaisons des sorties,
– E = {e1, e2, . . .} correspond a` l’ensemble des combinaisons des entre´es,
– Q = {q1, q2, . . .} correspond a` l’ensemble des e´tats possibles du syste`me,
– w est la fonction de calcul du vecteur de sortie,
– δ est la fonction de calcul de l’e´tat suivant.
Une machine a` e´tats finis peut se repre´senter graphiquement par un diagramme
d’e´tats et de transitions (figure I.2.4).
Exemple de repre´sentation : controˆle d’un ascenseur. Le controˆle d’un
ascenseur peut eˆtre mode´lise´ par une machine a` e´tats finis comme suit :
Q1 Q2
Q3
r2/m1
r1/d1
r1/d2
r3/m2
r3/m1
r2/d1
r1/n
r2/n
r3/n
Figure I.2.4: Exemple de mode´lisation par machine a` e´tats finis
Q = {q1, q2, q3} les 3 e´tages repre´sentent les trois e´tats possibles.
E = {r1, r2, r3} les requeˆtes d’acce`s a` un des trois e´tages repre´sentent l’ensemble
des entre´es.
S = {d1, d2, n,m1,m2} l’ensemble des sorties est repre´sente´ par la direction et le
nombre d’e´tages a` franchir (d1 repre´sente ainsi la demande de descendre d’un e´tage).
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Cependant, une repre´sentation par machine a` e´tats finis deviendra tre`s vite illi-
sible pour des applications importantes, qui ne´cessitent d’utiliser un tre`s grand nombre
d’e´tats. Cela peut eˆtre e´vite´ en e´tendant le formalisme par l’utilisation d’instructions
d’assignation de variables internes. Ces variables re´duisent la complexite´ apparente des
automates en cachant des informations de moindre importance. Par exemple, si on uti-
lise une variable pour exprimer la valeur d’un octet, on n’aura pas besoin d’exprimer les
diffe´rentes valeurs de cet octet en 256 e´tats diffe´rents. On parle alors de machine a` e´tat
finis e´tendue ou bien de machine a` e´tats finis avec chemin de donne´es. Ces mode`les ne
permettent pas cependant de repre´senter la concurrence et la hie´rarchie. Il ne rend pas
non plus compte de la complexite´ d’une activite´ en terme de calcul pour le traitement
des donne´es.
Re´seau de Pe´tri
Le re´seau de Pe´tri est repre´sente´ par un quadruplet R =< P, T, Pre, Post >.
ou` :
– P : est un ensemble fini de places,
– T : est un ensemble fini de transitions,
– Pre : P × T −→ N est l’application places pre´ce´dentes,
– Post : P × T −→ N est l’application places suivantes.
Les applications peuvent eˆtre repre´sente´es de manie`re alge´brique en conside´rant
le re´seau de Pe´tri comme un graphe contenant deux types de noeuds : les places et
les transitions. L’application Pre repre´sente alors les arcs qui relient une place a` une
transition et l’application Post repre´sente les arcs qui relient les transitions aux places.
Un re´seau de pe´tri permet de repre´senter les syste`mes ayant des e´tats concurrents. Il
est possible de repre´senter un grand nombre de caracte´ristiques d’un syste`me temps re´el
comme la mise en se´quence (a), le branchement (b), la synchronisation (c), le partage
de ressources (e) et la concurrence (d) (figure I.2.5).
(a) (b) (c)
(e)(d)
Figure I.2.5: Repre´sentations par les re´seaux de Pe´tri
de changements d’e´tats d’un syste`me temps re´el
Ils ont e´te´ utilise´s pour la mise en place d’une me´thodologie de conception pour la
commande de syste`mes e´lectriques axe´e sur la suˆrete´ de fonctionnement[5].
La notion de hie´rarchie dans les re´seaux de pe´tri n’est cependant pas pre´sente.
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2.3.2.2 Les mode`les oriente´s activite´s
Ces mode`les sont utilise´s pour repre´senter les syste`mes dont la taˆche principale
correspond a` un traitement de donne´es (syste`mes transformationnels).
Diagramme de flots de donne´es
Le diagramme de flots de donne´es repre´sente un calcul ou` les arcs repre´sentent le
transfert d’une donne´e et les noeuds repre´sentent une activite´ comme une instruction,
une ope´ration arithme´tique, une fonction, etc. On distingue aussi deux autres types
de noeuds, les noeuds d’entre´es et de sorties et les noeuds de stockage (me´moire). Ce
mode`le supporte la hie´rarchie : l’activite´ d’un noeud peut eˆtre un autre graphe de flots
de donne´es.
E1 E3
+ × S
E2
ad1 m1
Figure I.2.6: Exemple de diagramme de flots de donne´es
Cette mode´lisation est souvent utilise´e dans le domaine du traitement du signal
pour repre´senter diffe´rents calculs comme les filtres nume´riques, ou bien les transfor-
me´es de Fourier rapide (fft1). Une proprie´te´ importante de ce type de diagramme est
qu’il repre´sente naturellement la de´pendance des ope´rations par rapport aux donne´es.
On peut de´terminer aise´ment l’ordonnancement des taˆches ainsi que le paralle´lisme
potentiel.
Diagramme de flots de controˆle
Dans ces diagrammes, les arcs, qui indiquent la mise en se´quence des ope´rations,
repre´sentent un flot de controˆle. Ils sont adapte´s pour repre´senter des algorithmes com-
portant des branchements et des ite´rations. Ce type de graphe permet de spe´cifier
l’ordonnancement et les activite´s qui ne de´pendent pas d’e´ve`nements externes.
2.3.2.3 Les mode´lisations he´te´roge`nes
Les diffe´rents mode`les que nous venons de voir sont tre`s fortement oriente´s et ne
permettent de repre´senter que des syste`mes bien particuliers. Aussi, on associe parfois
les diffe´rents mode`les afin de pouvoir repre´senter aise´ment une plus grande gamme de
syste`mes. On peut citer comme exemple caracte´ristique le mode`le de graphe de flots
de donne´es et de controˆle qui associe, comme son nom l’indique, les deux diagrammes
d’activite´s vu pre´ce´demment. Le couplage de deux diagrammes se fait par la hie´rarchie :
une activite´ est soit un diagramme de flots de controˆle, soit un diagramme de flots de
donne´es, soit une activite´ de base.
Parmi les projets de co-design, le projet Ptolemy [63] utilise la mode´lisation he´-
te´roge`ne. Dans ce projet, un grand nombre de mode`les diffe´rents ont e´te´ implante´s a`
1Fast Fourier Transformed
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De´but
J = 1, Max = 0
J = J + 1
J > N Mem(J) > MAX MAX = Mem(J)
Fin
Non Oui
Non
Oui
Figure I.2.7: Exemple de diagramme de flot de controˆle
partir d’une plateforme ouverte oriente´e objet et peuvent eˆtre combine´s de la meˆme
manie`re que les cdfg2.
2.3.3 Les langages de spe´cification et les projets de Co-design
Nous venons de voir les diffe´rents mode`les permettant de repre´senter un syste`me,
le simuler et l’analyser. La construction de ces mode`les analysables et/ou exe´cutables
se fait alors par l’interme´diaire d’un ou plusieurs langages qui permettent de capturer
les spe´cifications du syste`me.
Dans le domaine du co-design, diffe´rents projets ont vu le jour et ces projets ont
choisi un ou des langages de spe´cifications diffe´rents selon le type de syste`me qu’ils
doivent e´tudier et la me´thodologie qu’ils veulent e´tablir. Nous re´capitulons dans cette
section les langages les plus utilise´s pour la spe´cification de syste`mes mixtes, ainsi que
certains projets de co-design les exploitant.
2.3.3.1 Les langages de description mate´riel
VHDL
Le langage vhdl est un langage de description mate´riel des syste`mes nume´riques.
C’est un langage standard ieee.
Le vhdl est base´ sur l’assemblage de composants nomme´s entite´s. Ces entite´s
peuvent eˆtre de´finies par le langage sous la forme d’instructions se´quentielles et/ou
paralle`les. Ces instructions peuvent soit correspondre a` l’assemblage d’autres entite´s,
soit correspondre a` des instructions de base du langage.
Certaines variables peuvent eˆtre e´value´es dans le temps.
La communication entre les entite´s se fait par l’interme´diaire de me´moires partage´es
repre´sente´es par des signaux.
C’est un langage qui permet de repre´senter la plupart des concepts ne´cessaires a` la
description des syste`mes temps re´el. Il n’a cependant pas d’instructions spe´cifiques aux
transitions d’e´tats et permettant de de´finir des exceptions.
Il est utilise´ par plusieurs projet de co-design notamment le projet Lycos (LYngby
COSynthesis)[48]. Ce projet, de l’universite´ technique du Danemark, traduit les spe´ci-
fications vhdl en un graphe de flots de donne´es et de controˆle sous un format interme´-
2Control/Data Flow Graph
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diaire qui peut ensuite servir a` diffe´rents outils et notamment un outil de simulation
de ces spe´cifications et un outil de partitionnement.
HardwareC
Le langage HardwareC est un langage de description mate´riel issu du langage C
et e´tendu par l’adjonction d’instructions et de constructions utiles a` la description
mate´rielle des syste`mes nume´riques. Il n’est cependant que tre`s peu utilise´ par les
outils commerciaux de synthe`se nume´rique.
Le projet Vulcan dirige´ par R.K.Gupta utilise ce langage de spe´cification pour le
traduire en un graphe de flots de donne´es et de controˆle qui doit ensuite eˆtre implante´
sur une architecture fixe comprenant un asic et un microprocesseur.
SystemC
Le langage SystemC est un ensemble de classes C++ de´die´ a` la conception des
syste`mes e´lectroniques. En fait, SystemC, tout en restant compatible avec le C Ansi,
introduit de nouveaux concepts lui permettant de faire de la conception au niveau
syste`me d’un circuit :
– gestion des aspects temporels (description des horloges) ;
– bibliothe`que de classes C++ pour la description de ports, d’interfaces, etc. ;
– gestion du paralle´lisme ;
– spe´cifications pour la ve´rification.
Les diffe´rents types de base sont : le bit, le vecteur de bit, l’entier, le flottant, le
signal 4 e´tats (0,1,X,Z), et meˆme le nombre a` virgule fixe.
Un consortium : The Open SystemC Initiative [1] essentiellement dirige´ par Synop-
sys, a mis en place une plateforme d’e´change qui contient notamment un compilateur et
l’ensemble des librairies ne´cessaires a` la simulation du langage SystemC. Ce langage a
pour objectif de supplanter les langages hdl en introduisant la spe´cification des parties
logicielles.
2.3.3.2 Langages de spe´cifications de´die´s.
SDL
Le langage sdl (Specification and Description Language) a e´te´ de´fini pour de´crire les
syste`mes temps re´els distribue´s et de´die´s a` la te´le´communication. Il est standardise´ par
l’itu3. Un syste`me de´crit en sdl est compose´ d’un ensemble de processus communiquant
au travers de signaux[49]. Ces processus sont ensuite de´finis comme des automates a`
e´tats finis. La communication (implicite au langage) est totalement asynchrone.
Ce langage est utilise´ dans le projet Cosmos [23] qui traduit les spe´cifications en
un format interme´diaire qui repre´sente un ensemble de machines a` e´tats finis e´tendues
(acceptant la hie´rarchie) et communiquant par des appels de proce´dure a` distance rpc
(Remote Procedure Call).
StateCharts
Les Statecharts, de´finis par David Harel, correspondent a` un langage graphique
permettant de repre´senter des machines a` e´tats finis avec en plus une description de
concurrence et de communication. Ce langage est utilise´ pour la spe´cification des logi-
ciels de syste`mes temps re´els embarque´s
Il existe un langage tre`s proche des StateCharts de´fini dans le cadre du co-design
comme une extension, le langage SpecChart de D. Gajski [24].
3International Telecommunication Union
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2.3.3.3 Les langages Synchrones
Les langages synchrones ont e´te´ de´finis pour de´crire le fonctionnement des syste`mes
temps re´el. Pour cela, une se´mantique temporelle a e´te´ ajoute´e par rapport aux lan-
gages asynchrones tels que AdA, C, ... Ceci permet d’indiquer a` quel instant intervient
une ope´ration. Un instant donne´ n’est pas indique´ par rapport au temps physique mais
au travers du comptage d’e´ve`nements[28]. Afin de rester inde´pendant de toutes imple´-
mentations, ces langages font deux hypothe`ses fortes : les temps de calcul et les temps
de communication sont conside´re´s comme nuls. Parmi les langages synchrones, deux
langages ont e´te´ utilise´s pour des projets de Co-design.
Esterel
Le langage Esterel est un langage synchrone oriente´ controˆle. Il est utilise´ dans
le projet de co-design Polis [61] qui retranscrit les spe´cifications en un ensemble de
machines d’e´tats finis supportant la concurrence et la communication Il existe aussi des
compilateurs du langage Esterel en un ensemble d’e´quations boole´ennes utilise´es dans
la conception de processeur mate´riel.
Signal
Le langage Signal [38] est un langage synchrone oriente´ activite´. Il est utilise´ dans
le projet Syndex pour construire un graphe de flots de donne´es utilise´ ensuite pour
re´partir les taˆches sur une architecture multi-processeurs.
On constate qu’un grand nombre de langages a e´te´ utilise´ pour saisir les spe´cifica-
tions dans le co-design. On constate que le choix d’un langage de´pend des parame`tres
sur lesquels on veut agir pour tester diffe´rentes conceptions et donc du type d’outils
que l’on veut mettre en place pour aider le concepteur mais aussi du type de syste`me
a` concevoir.
Si l’application est essentiellement re´active et contient peu de calcul, on utilisera
plutoˆt un langage permettant de ge´ne´rer facilement un ensemble de machine a` e´tats
finis. Si l’application comporte beaucoup de sous-syste`mes du type transformationnel,
on choisira alors un langage permettant de ge´ne´rer un graphe de flots de controˆle et de
donne´es.
Dans le cas d’un syste`me mixte, ou` l’on conside`re que la re´activite´ et la transfor-
mation ont autant d’importance, on utilisera une spe´cification he´te´roge`ne.
La granularite´ est aussi un parame`tre important qui influe sur le choix du langage
de spe´cification a` utiliser. Le choix de ce parame`tre de´pend du type d’outil utilise´ en
aval des spe´cifications, lorsque le concepteur fait faire le partitionnement et la synthe`se.
Si l’on conside`re par exemple une granularite´ au niveau de l’instruction, voir au
niveau du bit, le choix d’un langage de spe´cification tel que sdl ou bien StateCharts
ne semble pas re´ellement adapte´, car le formalisme ne permet pas de de´crire les fonc-
tionnalite´s de manie`re suffisamment simple.
2.4 L’exploration d’architectures.
2.4.1 Les choix dans une me´thodologie d’exploration d’architectures
Une fois que les spe´cifications ont e´te´ valide´es, il faut de´terminer l’architecture sur
laquelle seront de´veloppe´es les fonctions. Cette architecture doit satisfaire un ensemble
de contraintes et/ou minimiser un certain nombre de parame`tres comme le temps de
calcul, la consommation, le poids, la fiabilite´, le couˆt, etc.
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Lors du choix de l’architecture, le concepteur est amene´ a` choisir les fonctionnalite´s
qui seront re´alise´es en logiciel, c.-a`-d. implante´es sur un ou plusieurs microprocesseurs,
que nous nommerons processeurs logiciels, et celles qui seront re´alise´es par l’association
de composants spe´cifiques, que nous nommerons processeurs mate´riels. Mais pour cela,
le concepteur doit aussi choisir le type et le nombre de composants qui constitueront
l’architecture. Il y a donc deux proble´matiques dans l’exploration d’architectures qui
sont : la se´lection des composants et le partitionnement des fonctionnalite´s sur ces
composants.
Choix
des composants
Spe´cifications
Fonctionnelles
Niveau d’abstraction
Granularite´
Partitionnement
logiciel mate´riel
Recherche
automatique
Algorithme
d’optimisation
Recherche
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Dynamique Co-simulation
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Figure I.2.8: Les principaux proble`mes associe´s a` l’exploration d’architecture
Un des buts principaux de la recherche en co-design est d’e´laborer les outils permet-
tant d’aider a` choisir cette architecture. La figure I.2.8 repre´sente le cycle de recherche
d’une architecture optimale et en montre les diffe´rentes e´tapes.
Il apparaˆıt alors deux types d’outils ne´cessaires a` l’e´laboration de ce cycle. Le pre-
mier correspond aux outils de partitionnement et le second comprend les outils d’esti-
mation de performances associe´s a` une architecture. Ces outils peuvent eˆtre de nature
diffe´rente selon les choix me´thodologiques qui sont :
– la granularite´,
– le type de partitionnement : automatique ou interactif,
– le type d’estimation : statique ou dynamique.
2.4.2 La granularite´
Les spe´cifications fonctionnelles peuvent avoir diffe´rents niveaux de granularite´. La
granularite´ correspond aux e´le´ments qui seront conside´re´s comme indivisibles pour le
partitionnement. Ces atomes peuvent eˆtre la taˆche, la fonction ou proce´dure, ou bien
l’instruction.
Le choix de la granularite´ influe fortement sur le type de partitionnement et les per-
formances globales du syste`me [32]. Si l’on conside`re par exemple un syste`me constitue´
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de deux taˆches macroscopiques T1 et T2 et une architecture constitue´e d’un proces-
seur logiciel (SW) et d’un processeur mate´riel (HW), il y a alors quatre possibilite´s de
partitionnement :
1. T1, T2 −→ SW
2. T1 −→ SW ; T2 −→ HW
3. T2 −→ SW ; T1 −→ HW
4. T1, T2 −→ HW
Les cas 1 et 4 sont triviaux. Les syste`mes logiciels/mate´riels correspondent aux cas 2 et
3. Cependant, il se peut que les contraintes du syste`me soient satisfaites en n’implantant
dans le processeur mate´riel qu’une boucle de calcul intensive contenue dans une des deux
taˆches. Mais, e´tant donne´e la granularite´ conside´re´e, toute la taˆche doit eˆtre implante´e
sur le processeur mate´riel ce qui est plus couˆteux que ne´cessaire. Cette exemple montre
l’impact d’une granularite´ trop “grossie`re”.
Dans le cas contraire, si la granularite´ est trop fine, le champ d’exploration peut
devenir trop important.
La granularite´ devra donc eˆtre choisie en fonction du niveau de complexite´ des
syste`mes e´tudie´s et des outils de spe´cification et de partitionnement que l’on veut
mettre en place.
2.4.3 Le partitionnement
L’exploration de toutes les architectures possibles pour un syste`me donne´ est impra-
ticable en re´alite´, car pour un nombre de composants C et une granularite´ compose´s de
A atomes, l’ensemble des solutions possibles est exponentiel : CA. Il existe alors deux
approches diffe´rentes pour le partitionnement.
2.4.3.1 La recherche interactive
Cette recherche se base sur l’expe´rience et l’esprit d’analyse du concepteur qui de´cide
des partitionnements a` estimer afin de trouver l’architecture qui permet de respecter les
contraintes. Dans ce cas, l’environnement de co-design doit fournir a` l’utilisateur une
boˆıte a` outils lui permettant de se´lectionner un ensemble d’atomes et de les affecter a` un
composant particulier. Ce type d’outil a e´te´ implante´ dans le projet de co-design Cosmos
[49]. Le projet Ptolemy utilise des me´canismes identiques permettant de de´couper les
spe´cifications en plusieurs taˆches et d’associer un langage particulier pour la synthe`se de
chaque taˆche. Le de´coupage doit en plus tenir compte des interfaces de communications
entre les taˆches qui ne sont pas sur le meˆme composant.
2.4.3.2 La recherche automatique.
La recherche automatique est base´e sur un algorithme dit “heuristique” qui ne par-
court qu’une partie de l’arbre des solutions. Cette approche a e´te´ utilise´e dans plusieurs
projets. Cependant la complexite´ du proble`me e´tant importante, les projets fixent le
choix des composants. Ce choix correspond a` l’association d’un processeur logiciel et
d’un processeur mate´riel. L’algorithme est alors un algorithme dit de partitionnement.
Le proble`me du partitionnement se rame`ne alors a` un proble`me de re´partition des
taˆches entre le processeur logiciel et mate´riel.
Pour la re´solution automatique du partitionnement, un graphe de type flots de
donne´es et de controˆle est ge´ne´ralement utilise´. Ce type de graphe permet en effet de
re´soudre une partie du proble`me de l’ordonnancement des atomes. En effet, l’algorithme
de partitionnement doit, pour re´partir les diffe´rents atomes sur le processeur logiciel et
le processeur mate´riel, de´terminer l’ordre d’exe´cution de ceux-ci.
La re´partition se fait ge´ne´ralement en conside´rant trois crite`res :
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1. le temps de calcul,
2. la taille du syste`me : elle correspond, dans le cas du processeur mate´riel, au
nombre de portes logiques et de bascules utilise´es et, dans le cas du processeur
logiciel, au nombre d’octets ne´cessaires a` la sauvegarde du programme et des
donne´es associe´es,
3. la communication entre le processeur mate´riel et le processeur logiciel (quantite´
de donne´es transfe´re´es).
Ces trois crite`res dans certains algorithmes sont normalise´s et compose´s pour construire
une fonction couˆt :
fonction couˆt = k1 ∗ temps calcul + k2 ∗ taille + k3 ∗ communication
Les me´thodes de partitionnement sont alors construites de la manie`re suivante.
Une premie`re partition est e´labore´e manuellement ou automatiquement. Certains
projets partent d’une partition qui est soit entie`rement logicielle (le projet Cosyma
[57]) et dans ce cas elle ne re´pond pas, en ge´ne´ral, au crite`re de temps de calcul, soit
entie`rement mate´rielle (projet Vulcan [29]) et elle a un couˆt important en terme de
taille.
A` partir de la partition initiale, l’algorithme de partitionnement va de´placer des
atomes entre le processeur logiciel et le processeur mate´riel afin de diminuer la fonc-
tion couˆt et de respecter les contraintes. Le de´placement des atomes n’est cependant
pas ale´atoire mais se base sur des crite`res de proximite´ afin de limiter le nombre de
communications entre le logiciel et le mate´riel.
Apre`s chaque de´placement la fonction couˆt est re´e´value´e en estimant les diffe´rents
crite`res et un partitionnement est de nouveau effectue´ jusqu’a` obtenir un minimum
de la fonction couˆt. Ce minimum est cependant tre`s souvent un minimum local e´tant
donne´ les algorithmes utilise´s. En effet, on utilise des heuristiques comme les algorithmes
gloutons [29], le recuit simule´ [57] ou bien la programmation line´aire entie`re[55].
Les deux approches se basent sur une estimation des performances du syste`me. Ces
performances se composent essentiellement du temps de calcul et de la taille de chaque
re´partition. Notons cependant que d’autres crite`res peuvent aussi s’ajouter comme la
consommation et le couˆt du syste`me. L’estimation des performances est donc une e´tape
tre`s importante dans l’exploration des architectures qui ne peut se dissocier, comme
nous allons le voir, de la synthe`se des parties mate´rielles et logicielles.
2.5 Synthe`se et estimation statique d’un syste`me mixte
logiciel/mate´riel
Pour la recherche d’une configuration optimale, il est inte´ressant de pouvoir estimer
rapidement les diffe´rentes me´triques d’une partition donne´e. Ce facteur (vitesse d’esti-
mation) permet d’augmenter, dans un temps donne´, le nombre de solutions explore´es
dans le cadre de l’approche interactive, et d’acce´le´rer la convergence des algorithmes,
dans le cadre d’une recherche automatique. Cependant la rapidite´ et la pre´cision d’une
estimation sont des crite`res antagonistes. En effet, plus un mode`le d’estimation est pre´-
cis, plus le temps de calcul associe´ est grand. Ce rapport rapidite´/pre´cision ne doit pas
eˆtre trop important car il peut influer sur le re´sultat final.
On peut classer les mode`les d’estimation du logiciel comme du mate´riel en deux
grandes cate´gories : les mode`les statiques et les mode`les dynamiques. Le mode`le dyna-
mique ne´cessite une simulation du syste`me avec excitation des entre´es. Ce type d’es-
timation est rarement utilise´ dans le cadre d’un rebouclage pour le partitionnement
automatique. Les mode`les statiques sont eux, par contre, souvent utilise´s. Dans cette
36
2.5 Synthe`se et estimation statique d’un syste`me mixte logiciel/mate´riel
section, nous allons voir les diffe´rente e´tapes de la synthe`se afin de situer les diffe´rents
mode`les d’estimations statiques possibles et leurs niveaux de pre´cision.
2.5.1 Inte´reˆt de la simulation fonctionnelle dans l’estimation
La simulation fonctionnelle avant partitionnement peut apporter diffe´rentes infor-
mations aidant a` l’estimation des performances et donc au partitionnement. En ef-
fet, lorsque les spe´cifications fonctionnelles sont exe´cutables, il est possible d’ajouter
des annotations permettant de connaˆıtre la fre´quence d’exe´cution des instructions, des
fonctions, ou des taˆches du syste`me. Ce sont des techniques couramment utilise´es dans
le domaine du logiciel (utilisation de “profiler”). Elles permettent, dans ce domaine, de
repe´rer les fonctions qui sont le plus utilise´es ou qui sont les plus “gourmandes en temps
de calcul”. Ce repe´rage permet de de´terminer les fonctions qui doivent eˆtre optimise´es
[49].
Il est aussi possible de relever la fre´quence de lecture et d’e´criture concernant les
variables, et de de´terminer le nombre d’ite´rations des boucles non-de´terministes. L’en-
semble de ces informations peut eˆtre utilise´ pour mode´liser le fonctionnement du sys-
te`me en valeurs moyennes. Il est aussi possible d’utiliser les valeurs maximales obtenues
par simulation pour de´terminer les “chemins critiques” de l’algorithme.
2.5.2 Synthe`se et Estimation du processeur logiciel
2.5.2.1 Les e´tapes de la synthe`se du logiciel
Afin de discuter des diffe´rents mode`les d’estimation possibles, nous allons tout
d’abord de´crire le flot de conception d’une application logicielle.
La conception du syste`me logiciel, apre`s les spe´cifications, correspond a` la synthe`se.
Cette synthe`se de´bute par un raffinement des spe´cifications fonctionnelles qui fixent
notamment l’ordonnancement et la priorite´ des diffe´rentes taˆches sur le microprocesseur.
En effet, cet ordonnancement n’est pas force´ment pris en compte dans les spe´cifications :
si, par exemple, deux taˆches qui ont e´te´ spe´cifie´es comme concurrentes doivent eˆtre
re´alise´es en logiciel, le microprocesseur qui constitue une ressource critique doit eˆtre
partage´ entre ces deux taˆches. Selon le type d’application, diffe´rents ordonnancements
peuvent eˆtre utilise´s (statique ou dynamique, pre´emptif ou non-pre´emptif). Un syste`me
d’exploitation temps re´el peut eˆtre utilise´, afin de ge´rer les diffe´rentes taˆches que le
microprocesseur doit exe´cuter. Tous ces choix constituent une partie de la synthe`se
du logiciel. Cependant, les contraintes de temps et de suˆrete´ de fonctionnement des
applications temps-re´el limitent fortement la complexite´ et le type d’ordonnancement
possible.
La deuxie`me partie de la synthe`se correspond a` l’e´criture de l’algorithme de chaque
taˆche a` l’aide d’un langage de haut niveau comme le C, l’Ada,... Cette e´criture, dans
le cas ou` les spe´cifications sont suffisamment pre´cises, peut eˆtre en partie automatise´e
(ge´ne´ration de code). Le code e´crit est alors compile´. La compilation passe par plusieurs
e´tapes parmi lesquelles apparaˆıt la ge´ne´ration du code en langage d’assemblage tota-
lement de´die´ a` un microprocesseur particulier. Enfin, le programme de´crit en langage
d’assemblage est compile´ pour donner le code objet charge´ en me´moire.
L’estimation statique porte essentiellement sur la deuxie`me partie de la synthe`se.
Remarque 2.5.1 (Sur la Compilation). Pour obtenir le code assembleur, le com-
pilateur passe par des e´tapes interme´diaires bien spe´cifiques [2]. Durant ces e´tapes, la
plupart des optimisations du code sont effectue´es. Il existe des optimisations a` diffe´rents
niveaux. Certaines peuvent eˆtre inde´pendantes du microprocesseur cible et fortement
de´pendantes du code source, comme par exemple l’e´limination de sous-expression com-
mune et la propagation des constantes. D’autres optimisations peuvent eˆtre applique´es
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Figure I.2.9: Flot de synthe`se du logiciel
par rapport a` l’architecture notamment a` l’utilisation des diffe´rentes ressources comme
les registres spe´cifiques (flottants, entiers), l’utilisation du pipeline, ou bien l’utilisation
d’une architecture de type vliw.
L’estimation des diffe´rentes mesures peut s’effectuer a` plusieurs niveaux de compi-
lation. Cependant nous allons voir que plus l’estimation intervient tardivement dans la
synthe`se, plus celle-ci sera pre´cise.
2.5.2.2 Les diffe´rents niveaux d’estimation possibles.
Estimation au niveau du code source
La premie`re estimation qui peut eˆtre faite correspond au niveau fonctionnel. A` ce
niveau, aucun microprocesseur n’a encore e´te´ choisi. Si l’outil de spe´cification utilise´
initialement dans le cycle de conception est suffisamment pre´cis (ou les spe´cifications
peuvent eˆtre aise´ment affine´es), on peut utiliser ces spe´cifications en associant un temps
de calcul et une taille me´moire a` chaque atome du syste`me. Cette me´thode requiert
alors la ge´ne´ration d’une base de donne´es pour les diffe´rents atomes possibles. Cepen-
dant l’addition du temps de calcul de chaque atome n’est que tre`s rarement e´gal au
temps de calcul de l’association des atomes. Ce proble`me est induit par les diffe´rentes
transformations que subit le code durant les e´tapes de compilation.
Une possibilite´ du meˆme ordre de pre´cision consiste a` ge´ne´rer, a` partir des spe´ci-
fications, le code de haut niveau puis d’analyser le programme en associant, comme
pre´ce´demment, un temps de calcul particulier a` chaque instruction. Ce type d’estima-
tion a d’ailleurs e´te´ re´alise´ dans le cadre du projet polis. Les re´sultats obtenus indiquent
des erreurs sur les estimations allant jusqu’a` 20% pour des codes dont la structure est
assez re´gulie`re.
Estimation au niveau du code assembleur
Une autre possibilite´ pour l’estimation du logiciel est de compiler le langage de
haut niveau en un code assembleur ge´ne´rique. Ce dernier n’est associe´ a` aucun mi-
croprocesseur spe´cifique, mais il reproduit les instructions commune´ment utilise´es dans
les microprocesseurs comme l’addition, la soustraction, la multiplication, le chargement
d’une instruction vers un registre, etc. Ce compilateur doit pouvoir re´aliser certaines
optimisations, toujours inde´pendamment d’un microprocesseur donne´.
Le code assembleur ge´ne´rique est ensuite analyse´ par un outil auquel on spe´cifie un
fichier dit de “technologie”. Dans ce fichier, chaque instruction ge´ne´rique est e´tiquete´e
d’une information de temps de calcul et de taille me´moire, ces informations e´tant lie´es
a` un microprocesseur particulier.
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Cet outil comporte des inte´reˆts et des inconve´nients. L’inte´reˆt principal est qu’il
est possible de faire l’analyse pour un nouveau microprocesseur de manie`re rapide et
simple. Il suffit en effet de cre´er le fichier de“technologie” contenant les informations sur
la taille me´moire et de temps de calcul de chaque instruction. L’inconve´nient principal
est lie´ au fait que le compilateur est totalement dissocie´ du processeur cible. Or il existe
une e´troite relation entre le jeu d’instruction du microprocesseur et le compilateur de´die´
qui permet de faire des optimisations particulie`res. De plus le code assembleur ge´ne´rique
ne peut contenir que les instructions communes aux diffe´rents microprocesseurs, ce qui
exclut les instructions qui font la particularite´ d’un microprocesseur. Cette technique
sera par exemple peu efficace dans le cas de microprocesseurs cisc [27].
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Figure I.2.10: Deux types d’estimateurs possibles au niveau assembleur
La deuxie`me possibilite´ est d’utiliser le compilateur de´die´ a` chaque microprocesseur
afin d’optimiser le code assembleur. Puis un estimateur associe´ au langage assembleur
du processeur cible est utilise´ pour de´terminer les mesures de temps de calcul et de
taille me´moire. L’inconve´nient principal est bien sur l’acce`s aux diffe´rents compilateurs
et la construction d’un estimateur de´die´.
Nous pouvons constater qu’un outil d’estimation peut eˆtre utilise´ a` chaque e´tape
de la synthe`se. Cependant, plus l’estimation est fait tardivement dans la synthe`se du
logiciel, plus les outils sont complexes et difficiles a` mettre en œuvre. En contre partie, la
pre´cision des estimations augmente avec la prise en compte de plus en plus importante
des technologies utilise´es.
Le choix de l’estimateur utilise´ devra donc eˆtre adapte´ a` la pre´cision recherche´e et
a` l’exploitation des mesures. Il est notamment pre´fe´rable d’augmenter la pre´cision au
fur et a` mesure que l’on avance dans le cycle de conception afin de valider au mieux les
choix ante´ce´dents.
2.5.3 Synthe`se et Estimation des performances du processeur mate´-
riel
La synthe`se d’un syste`me mate´riel peut suivre diffe´rentes me´thodes. La me´thode
dite ascendante (bottom-up) se base sur un ensemble de modules caracte´rise´s par leurs
fonctionnalite´s et leurs performances. La conception se fait alors par la construction
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d’une architecture constitue´e de ces modules et respectant les contraintes impose´es par
le cahier des charges.
La conception peut se faire aussi selon une me´thode descendante (top-down), qui
est base´e sur le raffinement progressif des spe´cifications identifie´es a` partir du cahier
des charges. Le co-design se base sur une conception descendante en utilisant les spe´ci-
fications fonctionnelles de´crites au niveau syste`me comme point de de´part.
Dans le cadre des processeurs mate´riels, la synthe`se est compose´e de deux e´tapes.
La premie`re correspond a` la synthe`se architecturale, la seconde est nomme´e synthe`se
logique.
2.5.3.1 La synthe`se architecturale
La synthe`se architecturale est aussi nomme´e synthe`se comportementale ou synthe`se
de haut niveau. Le but de cette synthe`se consiste a` transformer la description fonction-
nelle du syste`me en une architecture nume´rique appele´e commune´ment : description au
niveau registre (rtl4). La description rtl repre´sente le fonctionnement du syste`me en
utilisant les structures nume´riques fondamentales que sont les alu, les multiplexeurs,
les de´codeurs, les registres, etc.
Une me´thodologie de co-design cherche a` inclure des outils de synthe`se architec-
turale automatique ou semi-automatique. Ce type d’outil retranscrit une spe´cification
fonctionnelle en l’association de deux type d’entite´s : le chemin de donne´es et l’unite´
de controˆle. Par analogie avec les microprocesseurs, le chemin de donne´es correspond a`
l’ensemble {me´moire de donne´es + registres de donne´es + alu} et l’unite´ de controˆle
a le meˆme roˆle que l’ensemble {unite´ de commande + registres d’adresses + me´moire
programme}.
Le chemins de donne´es est donc compose´ de trois types de composants :
1. les unite´s de stockage,
2. les unite´s fonctionnelles comme les alu, les comparateurs, multiplieurs, etc,
3. les unite´s d’interconnexions.
L’unite´ de controˆle est une machine a` e´tats finis qui se´quence l’exe´cution des ope´-
rations dans le chemin de donne´es.
La synthe`se de l’unite´ de controˆle et du chemin de donne´es s’effectue en deux e´tapes :
l’ordonnancement et l’allocation des ressources [74].
– L’ordonnancement permet de de´terminer le se´quencement des calculs. Une se´-
quence pouvant comporter plusieurs ope´rations en paralle`le.
– L’allocation des ressources se´lectionne le type et la quantite´ des modules mate´riels
issus d’une bibliothe`que, et les met en correspondance avec chaque ope´ration. Elle
accomplit e´galement les allocations de registres et des connexions.
La synthe`se se base sur l’optimisation d’une fonction couˆt qui est une combinaison
du couˆt des ressources mate´rielles, du cycle d’exe´cution, et du nombre d’e´tapes de
controˆle.
2.5.3.2 La synthe`se logique
La synthe`se logique consiste a` transformer une description rtl en un ensemble de
portes logiques tout en de´terminant une interconnexion optimale. Cette synthe`se est
totalement de´pendante du composant sur lequel seront implante´es les fonctions que l’on
veut re´aliser.
Une phase d’optimisation logique cherche a` re´e´crire les e´quations boole´ennes (pour
un circuit combinatoire) ou a` minimiser le nombre d’e´tats (pour un circuit se´quentiel)
d’un bloc de´crit au niveau rtl. Une phase d’allocation technologique de´termine la
4Register Transfer Level
40
2.6 La co-simulation
E1 E2 E3 E4 E5 E6
× +
+
× +
+
S1 S2
E1 E2 E3 E4 E5 E6
× +
+
× +
+
S1 S2
E1 E2 E3 E4 E5 E6
150
×
80 +
+
+
×
+
S1 S2
(a)
cycles d’horloge : 380 ns
temps d’execution : 380 ns
Resources : 2 ×, 4 +
(b)
cycles d’horloge : 150 ns
temps d’execution : 600 ns
Resources : 1 ×, 1 +
(c)
cycles d’horloge : 80 ns
temps d’execution : 400 ns
Resources : 1 ×, 1 +
Figure I.2.11: Influence des parame`tres de la synthe`se architecturale
dans les me´triques du syste`me
meilleure structure a` base de cellules standards dans une technologie donne´e ou la
meilleure programmation d’un circuit fpga.
Cette synthe`se s’effectue en essayant d’optimiser la surface de silicium utilise´e et les
de´lais ou temps de propagation des signaux entre les diffe´rentes portes logiques.
2.5.3.3 L’estimation des performances
Apre`s avoir de´fini les diffe´rentes e´tapes de la synthe`se du processeur mate´riel, on
peut de´finir les diffe´rents niveaux d’estimations possibles.
Le premier niveau correspond au niveau des spe´cifications fonctionnelles, apre`s avoir
construit le graphe de flots de controˆle et de donne´es. Puisqu’aucune synthe`se n’a encore
e´te´ exe´cute´e, il n’est pas possible d’estimer correctement le nombre de portes logiques
qui seront utilise´es. Cela ne peut eˆtre fait qu’en limitant l’exploration de la synthe`se
architecturale (paralle´lisation maximale des calculs ou minimisation des ressources).
Dans ce cadre plus restreint, une analyse du cdfg peut permettre d’estimer le nombre
de ressources utilise´es et donc d’estimer approximativement la taille re´sultante.
L’estimation apre`s la synthe`se architecturale semble, quant a` elle, relativement pre´-
cise, en conside´rant une bibliothe`que de composants fondamentaux caracte´rise´s par le
nombre de portes qu’ils utilisent et leurs temps de calculs. Il manque cependant l’en-
semble des temps de propagation associe´s au routage.
L’estimation apre`s synthe`se logique correspond a` l’estimation la plus pre´cise et
donne alors pour le temps de calcul, le temps de propagation du chemin critique.
Actuellement, l’estimation des performances apre`s synthe`se architecturale ou syn-
the`se logique est couramment utilise´e dans les outils commerciaux et ne pose pas de
proble`mes particuliers. La synthe`se architecturale est, par contre, loin d’eˆtre un domaine
maˆıtrise´.
2.6 La co-simulation
Apre`s le partitionnement, nous avons vu que les synthe`ses du logiciel et du mate´riel
sont constitue´es de plusieurs e´tapes. Le re´sultat de ces e´tapes correspond soit a` des
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spe´cifications plus raffine´es sur le fonctionnement du syste`me, soit a` un code dans
un langage inte´grant des informations technologiques de plus en plus pre´cises. Il est
d’ailleurs pre´fe´rable de valider chaque e´tape de la synthe`se car, dans le cas contraire,
des erreurs peuvent s’introduire tre`s toˆt et se propager durant les autres e´tapes de la
synthe`se. La de´tection tardive demande alors des ite´rations et des investigations plus
longues pour de´terminer la source de l’erreur.
Pour valider simultane´ment les e´tapes de la synthe`se du logiciel et de la synthe`se
du mate´riel, on utilise des techniques dites de co-simulation qui consistent a` simuler
conjointement la partie mate´rielle et la partie logicielle du syste`me.
Un syste`me mixte logiciel/mate´riel e´tant compose´ de microprocesseurs et d’asic’s,
la co-simulation consiste a` simuler le logiciel sur un mode`le plus ou moins pre´cis du mi-
croprocesseur et a` coordonner cette simulation avec la simulation d’un asic (le plus sou-
vent mode´lise´ en hdl5). Selon les mode`les de simulation utilise´s lors d’une co-simulation,
on peut valider le fonctionnement mais aussi faire des estimations dynamiques sur les
performances du syste`me comme le temps de calcul et l’utilisation dynamique de la
me´moire.
2.6.1 La co-simulation dans le cycle de conception
La co-simulation peut eˆtre utilise´e pour ve´rifier diffe´rentes e´tapes de la synthe`se (cf.
figure I.2.12).
Le premier niveau correspond a` la simulation conjointe des spe´cifications du proces-
seur mate´riel de´crites en hdl et les spe´cifications du logiciel e´crites en langage de haut
niveau. Cette co-simulation permet de faire une ve´rification fonctionnelle des deux par-
ties et de leurs communications. A` ce stade, il n’est pas encore possible de de´terminer
les temps de calcul des diffe´rentes parties.
Une co-simulation de deuxie`me niveau peut ensuite eˆtre exe´cute´e pour valider le
bon fonctionnement du processeur mate´riel apre`s la synthe`se architecturale. La simu-
lation s’effectue alors avec une pre´cision temporelle correspondant au cycle d’horloge
du processeur mate´riel.
A` partir de ce niveau, le logiciel peut soit eˆtre adapte´, soit eˆtre utilise´ avec un mode`le
de microprocesseur permettant au minimum de reproduire son interface externe (les
bus de donne´es, d’adresse, les interruptions,...). Diffe´rents mode`les de microprocesseurs
peuvent re´pondre a` ce premier crite`re et donner d’autres informations avec des niveaux
de granularite´ diffe´rents (instruction assembleur, cycle d’horloge, nanoseconde,...).
Le dernier niveau de co-simulation utilise une description du processeur mate´riel
par des portes logiques, en conside´rant les proprie´te´s associe´es a` une technologie d’inte´-
gration particulie`re (type de fpga, d’epld, etc). Ce niveau permet alors de ve´rifier le
bon comportement du syste`me en tenant compte de certains impe´ratifs technologiques
comme les temps de propagation.
Un environnement de co-simulation ne´cessite aussi l’utilisation de me´canisme de
communication entre les diffe´rentes applications et l’utilisation de mode`les de micro-
processeurs avec diffe´rents niveaux de pre´cision. Or ces deux aspects sont actuellement
tre`s peu de´veloppe´s et sont donc tre`s loin d’eˆtre ge´ne´riques.
2.6.2 Inte´reˆt de la co-simulation dans la commande des syste`mes e´lec-
triques
Actuellement, la conception d’une architecture de commande pour les syste`mes e´lec-
triques ne´cessite ge´ne´ralement l’utilisation conjointe de composant logiques program-
mables et de microprocesseurs. Le clp est alors utilise´ pour effectuer les taˆches ayant
une contrainte temporelle dure mais dont les calculs sont relativement simples et le
5Hardware Description Language
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Figure I.2.12: Les diffe´rentes co-simulation possibles lors de la synthe`se du syste`me
microprocesseur est utilise´ pour traiter des algorithmes et des ope´rations arithme´tiques
plus complexes.
Cependant, comme l’indique la figure I.2.13, graˆce a` l’e´volution des technologies, les
composants de type fpga permettent d’inte´grer des calculs de plus en plus complexes et
les microprocesseurs ont des cycles d’horloge de plus en plus faibles. La re´partition des
taˆches et le choix des composants constituant la commande d’un syste`me e´lectrique sont
donc des proble`mes typiques auxquels peut re´pondre une me´thodologie de co-design.
temps
de calcul
Capacite´
d’inte´gration
micro-
processeur
FPGA
E´volution
technologique
Figure I.2.13: E´volution technologique des composants e´lectroniques
Dans le but d’e´tablir un environnement de co-design de´die´ a` la conception de com-
mande pour les syste`mes e´lectriques, nous avons choisi de commencer par explorer les
proble`mes associe´s a` la co-simulation. Cette premie`re exploration permettra alors de
de´terminer les besoins en de´veloppement et l’inte´reˆt de ce domaine, mais aussi quels
outils pourront eˆtre mis en place en amont de la co-simulation.
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La co-simulation semble en effet apporter une aide dans la conception sous deux
formes diffe´rentes.
Premie`rement, la co-simulation permet de valider la synthe`se conjointe du logiciel
et du mate´riel. Une telle simulation permet l’acce`s a` des grandeurs qu’il est difficile
d’acque´rir sur un prototype re´el notamment sur les clp. La co-simulation peut donc
acce´le´rer le de´veloppement d’une application.
Durant la synthe`se, des choix sur le type et la taille des variables doivent eˆtre faits
(8, 16, 32 bits, entier, flottants). Dans le cadre de la commande, ces choix peuvent influer
sur les performances. La co-simulation peut permettre d’e´valuer rapidement l’impact
de ces choix.
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Figure I.2.14: Environnement de co-simulation adapte´ a` la commande des syste`mes
e´lectriques
Deuxie`mement, la co-simulation peut permettre d’estimer les temps de calculs et
l’utilisation dynamique des me´moires. Ces re´sultats peuvent alors confirmer ou re´futer
le choix des composants avant la re´alisation du prototype re´el et aider a` valider un
partitionnement particulier.
Pour cela, la co-simulation doit inclure un troisie`me domaine qui correspond a` la
simulation du processus a` commander. La figure (I.2.14) re´sume les e´le´ments ne´cessaire
pour effectuer la co-simulation d’un dispositif de commande d’un syste`me e´lectrique.
Dans un tel environnement, on peut en effet effectuer une co-simulation de premier
niveau a` l’aide d’un simulateur de langage HDL, d’un compilateur de programme C,
et du simulateur du processus e´lectrique commande´. Si l’ensemble des syste`mes de
communications sont mis en place, on peut aussi envisager d’utiliser deuxie`me niveau
de co-simulation qui utilise des mode`les de microprocesseurs et un simulateur HDL
avec des mode`les de composants nume´riques. Ce deuxie`me niveau permet d’inte´grer les
contraintes technologiques et de voir l’impact de ceux-ci sur la commande du syste`me.
2.7 Conclusion
En parcourant les diffe´rentes e´tapes de la conception d’un syste`me mixte logiciel/-
mate´riel, nous avons pre´sente´ les diffe´rents outils qui pouvaient aider le concepteur
dans sa taˆche. Nombre de ces outils semblent avoir un inte´reˆt pour permettre d’inte´-
grer au mieux un syste`me de commande pour les dispositifs e´lectriques. Cependant,
plusieurs domaines ne sont pas encore au point ou sont tre`s limite´s comme la recherche
de partitionnement automatique.
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De plus, il n’existe pas d’environnement permettant de faire l’ensemble du cycle
de conception et qui soit adapte´ a` la commande des syste`mes e´lectriques. Nous nous
sommes attarde´s dans ce chapitre sur deux e´tapes particulie`res que sont la spe´cification
d’une part et l’estimation des performances d’autre part. En effet, il semble que le noeud
du proble`me pour e´tablir une me´thodologie du co-design soit de relier ces deux extreˆmes.
Il faut donc rechercher les mode`les de spe´cification les plus adapte´s aux syste`mes a`
concevoir tout en ayant une forme la plus simple possible, afin de pouvoir construire
des outils d’analyse puissants permettant d’estimer rapidement les performances. Cette
partie repre´sente la partie haute du cycle de conception, lorsque les diffe´rents choix ont
e´te´ re´alise´s, il faut aider le concepteur a` effectuer la synthe`se de ses spe´cifications. Dans
ce domaine, la co-simulation semble un outil inte´ressant puisqu’elle peut lui permettre
de de´tecter des erreurs bien avant la validation expe´rimentale. Elle peut aussi lui donner
des informations pre´cises concernant les performances, ce qui peut confirmer ses choix
ou bien lui permettre de revenir en arrie`re dans le cycle de conception avant d’avoir
re´aliser un quelconque prototype du syste`me.
Nous allons tenter de ve´rifier que cela est applicable dans le cas de la commande
des syste`mes e´lectriques, en adaptant la co-simulation a` nos besoins propres. Il nous
faut pour cela de´velopper les outils de co-simulation en prenant en compte le syste`me
e´lectrique a` commander. C’est d’ailleurs dans la deuxie`me partie de ce me´moire que nous
pre´sentons les diffe´rentes approches effectue´es sur la co-simulation pour l’inte´gration des
lois de commande de´die´es aux syste`mes e´lectriques.
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Deuxie`me partie
La co-simulation
dans le cadre de la commande
des syste`mes e´lectriques
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Chapitre 3
La co-simulation :
Cas des microprocesseurs
3.1 Introduction.
A`
l’heure actuelle, dans un dispositif de commande nume´rique, le composant cle´
correspond au microprocesseur qui peut avoir en charge plusieurs taˆches, qui
peuvent aller de la re´gulation a` l’interface homme/machine. De plus, dans le
cadre des syste`mes e´lectriques, les modules de re´gulation posse`dent des constantes de
temps extreˆmement faibles et tre`s peu modifiables. Ce qui nous conduit donc a` des
syste`mes temps re´el ayant des contraintes temporelles se´ve`res.
Le choix du microprocesseur est alors de´terminant, et il est souvent difficile d’e´valuer
ses performances re´elles avant les essais expe´rimentaux, notamment, les temps de calculs
associe´s aux diffe´rentes taˆches.
Ce constat nous a amene´, dans un premier temps, a` rechercher dans la co-simulation
une solution pour estimer les performances temporelles.
3.2 Diffe´rents mode`les de microprocesseur.
Actuellement, il existe plusieurs techniques permettant de simuler le comportement
du microprocesseur. La varie´te´ de ces techniques est due au fait que chacune re´pond a`
des besoins diffe´rents. Nous allons pre´senter les principales techniques existantes [66, 15],
afin d’identifier les mode`les les plus approprie´s aux diffe´rents niveaux de co-simulation
de´sire´s pour nos applications.
3.2.1 Simulation mate´rielle.
Le mode`le “mate´riel” correspond a` la mode´lisation la plus fine du microprocesseur.
Elle consiste a` reproduire le fonctionnement logique des diffe´rents modules composant
le microprocesseur comme l’unite´ de commande, l’unite´ arithme´tique et logique (UAL),
etc. C’est un mode`le qui est ge´ne´ralement de´crit en utilisant un langage de description
mate´riel (comme le vhdl). Ces mode`les sont souvent de´veloppe´s par les concepteurs du
microprocesseur pour leurs besoins propres. Ils sont cependant rarement accessibles au
grand public pour des raisons de proprie´te´ intellectuelle, les seuls mode`les accessibles
sont souvent associe´s a` des microprocesseurs relativement vieux. E´tant tre`s de´taille´,
ces mode`les sont tre`s gourmands en temps de calcul et rendent compte de de´tails qui
s’ave`rent inutiles par rapport a` nos objectifs.
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3.2.2 Simulation du jeu d’instructions.
Le mode`le de simulation mate´riel vu au paragraphe 3.2.1 posse`de une pre´cision de
l’ordre de la nanoseconde, voire de la pe´riode d’horloge du microprocesseur. Cependant,
ce dernier peut aussi eˆtre mode´lise´ avec une pre´cision correspondant a` l’e´volution du
compteur programme, ce qui correspond a` l’exe´cution d’un cycle me´moire ou d’une
instruction. Nous avons re´fe´rence´ deux types de simulateur a` ce niveau de pre´cision.
3.2.2.1 Simulation interpre´te´e.
Le simulateur du jeu d’instructions utilisant la technique dite de simulation inter-
pre´te´e est le plus couramment utilise´. En ge´ne´ral, ce type de mode`le fait partie des outils
de de´veloppement distribue´s e´galement avec le compilateur, l’assembleur, l’e´diteur de
liens et le de´bogueur, fournis par le constructeur.
Ce mode`le interpre`te chaque instruction du microprocesseur et reproduit fonction-
nellement l’ope´ration a` l’aide de registres virtuels. Il doit eˆtre capable, entre autres, de
charger le code exe´cutable, cense´ eˆtre charge´ sur la cible, dans une me´moire virtuelle
puis re´aliser les phases de de´codage et d’exe´cution.
Ce type de mode`le apparaˆıt, actuellement, comme un outil essentiel dans le cadre
du co-design et notamment dans l’e´tape de synthe`se puisqu’il permet de valider le fonc-
tionnement du code [44]. Cependant, il existe tre`s peu de mode`les “ouverts” permettant
une connexion avec d’autres logiciels afin de pouvoir les exploiter en co-simulation.
De plus, le temps d’interpre´tation de chaque instruction n’est pas ne´gligeable, ce qui
entraˆıne un temps de simulation relativement important.
3.2.2.2 Simulation compile´e.
La simulation compile´e est une technique beaucoup moins re´pandue mais plus effi-
cace en terme de temps de simulation [75, 39]. Le principe de cette technique consiste a`
retranscrire une instruction du microprocesseur cible en une instruction identique pour
la station de travail ou, si elle n’existe pas, une se´rie d’instructions reproduisant la
meˆme fonctionnalite´. Ainsi, les ope´rations de chargement et de de´codage d’instructions
re´alise´es dans la simulation interpre´te´e ne sont plus ne´cessaires car elles sont de´por-
te´es dans la fonction de retranscription. La simulation du microprocesseur est donc
fortement acce´le´re´e.
3.2.3 Annotation du code source.
L’annotation du code source est une me´thode qui ne tient pas compte du fonc-
tionnement interne du microprocesseur [69]. Seul le temps de calcul est estime´ et le
programme source est exe´cute´ apre`s une simple compilation sur une station de travail.
Il s’agit de la technique e´nonce´e dans la section 2.5.2.2 page 38 du chapitre 2 qui consiste
a` exe´cuter le code source en rajoutant des instructions et des variables permettant de
calculer la dure´e d’exe´cution du programme. Ce type de simulation est peu pre´cis et
ne tient pas, ou tre`s peu, compte des optimisations produites par le compilateur en
fonction de l’architecture de la cible, comme par exemple le pipeline.
3.2.4 Mode´lisation au niveau bus.
Ce mode`le repre´sente le fonctionnement du microprocesseur au niveau de ses bus
externes comme le bus de donne´es ou le bus d’adresse. Il est utilise´ pour re´aliser des
bancs de test sur les interfaces mate´rielles avec le microprocesseur. Il ne permet pas de
faire des estimations sur les performances du microprocesseur lui-meˆme, mais permet
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une validation de l’environnement proche du microprocesseur comme les acce`s me´moire
ou les can et cna [33].
Parmi les diffe´rentes me´thodes e´nume´re´es, les simulateurs de jeux d’instructions
semblent pre´senter le meilleur compromis entre pre´cision et dure´e de simulation pour
eˆtre inte´gre´ dans un outil de co-simulation (utilise´ pour la synthe`se et la ve´rification). En
effet, la simulation du jeu d’instructions permet d’estimer le temps de calcul de manie`re
relativement pre´cise (si l’on connaˆıt le temps d’exe´cution de chaque instruction), et le
niveau de repre´sentation permet de prendre en compte les proble`mes d’optimisation
associe´s a` l’architecture meˆme du microprocesseur (niveau assembleur).
Apre`s avoir de´termine´ le type de simulateur de microprocesseur qui semble le plus
approprie´, il nous faut maintenant e´valuer l’inte´reˆt d’un tel outil dans le cadre de la
commande des syste`mes e´lectriques. Cette e´valuation ne´cessite alors de mettre en place
un environnement minimal permettant d’effectuer des tests de co-simulation.
3.3 Simulation interpre´te´e du jeu d’instructions.
E´tude de cas : le 68332.
Les choix pour mettre en place un environnement minimal de co-simulation se sont
porte´s, dans un premier temps, sur l’utilisation d’un simulateur du jeu d’instructions du
micro-controˆleur 68332 de Motorola associe´ a` un simulateur de type syste`me nomme´
saber tre`s utilise´ dans la communaute´ du ge´nie e´lectrique. L’utilisation de ces deux
logiciels va permettre de re´aliser la co-simulation d’une commande nume´rique de ma-
chine a` courant continu. E´tant donne´ qu’un prototype mate´riel d’une telle application
est disponible, la co-simulation pourra eˆtre confronte´e a` des re´sultats expe´rimentaux.
A` l’aide de la co-simulation, nous chercherons alors a` estimer les temps de calcul
de la commande et a` comparer les re´sultats selon le type de codage utilise´, permettant
ainsi d’optimiser le format de repre´sentation des variables utilise´es dans l’algorithme
de controˆle.
3.3.1 Syste`me co-simule´.
3.3.1.1 Pre´sentation de la maquette expe´rimentale.
Le sche´ma de principe du dispositif est donne´ par la figure II.3.1. L’e´tage de puis-
sance est compose´ d’une source de tension continue, d’un hacheur quatre quadrants,
d’un moteur et d’une ge´ne´ratrice de´bitant sur un plan de charge. Cet e´tage est e´quipe´
de capteurs et d’actionneurs relie´s aux diffe´rents pe´riphe´riques du calculateur.
Le dispositif de commande est construit autour du micro-controˆleur 68332. Il com-
prend diffe´rentes interfaces permettant l’e´change d’informations avec le proce´de´ et l’uti-
lisateur.
Les pe´riphe´riques du dispositif de commande
Parmi les principaux pe´riphe´riques du dispositif de commande repre´sente´s sur la
figure II.3.1, on distingue :
– Un temporisateur programmable (ptm1) comportant 3 ports, utilise´ pour ge´ne´rer
les ordres de commande de´die´s au hacheur et les horloges temps re´el.
– Une interface paralle`le (pia2) 8 bits pour acque´rir la vitesse du moteur calcule´e
par un fre´quenceme`tre.
1Programmable Timer Module
2Peripheral Interface Adaptator
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Figure II.3.1: Sche´ma de principe de la maquette expe´rimentale.
– Un convertisseur analogique-nume´rique (can) 8 bits, signe´ ayant un temps de
conversion de 2.5 µs, et utilise´ pour acque´rir la valeur moyenne du courant ma-
chine Im obtenue apre`s filtrage.
– Un convertisseur nume´rique-analogique pouvant eˆtre utilise´ pour ge´ne´rer un cou-
rant de consigne Iref , dans le cas d’un controˆle par fourchette.
Le micro-controˆleur 68332
Il s’agit d’un micro-controˆleur 32 bits, base´ sur l’architecture du 68000 (16 bits
de donne´es et 24 bits d’adresses). Les e´changes avec les circuits pe´riphe´riques peuvent
s’effectuer de manie`re synchrone ou asynchrone. Il comprend en interne de la me´moire
vive (256k), plusieurs modules spe´cifiques et quelques interfaces d’entre´e/sortie. Les
caracte´ristiques essentielles de ce micro-controˆleur sont les suivantes :
– Horloge programmable de 131 kHz a` 20,972 MHz,
– Module Central Processing Unit (cpu) - l’unite´ centrale est base´e sur une archi-
tecture 32 bits et pre´sente les meˆmes ressources mate´rielles que le 68000. Le code
de programmation est compatible avec celui du 68010,
– Module System Integration Module (sim) - il permet de configurer diffe´rents pa-
rame`tres, tel que la fre´quence d’horloge, les chips selects, les interruptions, etc...
– Module Time Processor Unit (tpu) - 16 temporisateurs programmables 16 bits
pouvant servir de ge´ne´rateurs de signaux carre´s programmables et fonctionner
en fre´quenceme`tre/pe´riodeme`tre. On utilisera ce module pour mesurer le temps
d’exe´cution des programmes.
– Module Queue Serial Module (qsm) - 2 entre´es/sorties se´ries synchrones et asyn-
chrones, exploite´es en particulier pour le te´le´chargement des programmes via un
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ordinateur hoˆte de type PC.
Sur le dispositif expe´rimental, ce micro-controˆleur est utilise´ comme un micropro-
cesseur, a` savoir : la partie CPU et le module SIM pour la configuration du syste`me.
Les pe´riphe´riques externes sont connecte´s de manie`re classique par l’interme´diaire des
bus de donne´es, d’adresses et de controˆle.
A` partir de cette maquette, on peut re´aliser les configurations suivantes :
– la re´gulation nume´rique du courant dans la machine,
– la re´gulation nume´rique de vitesse et la re´gulation du courant peut eˆtre relaye´e a`
une re´gulation de nature analogique, en positionnant le commutateur K a` 0 (cf.
figure II.3.1),
– la re´gulation de vitesse et la re´gulation de courant peuvent eˆtre toutes les deux
nume´riques (commutateur K a` 1).
3.3.1.2 Principe de la commande.
Mode´lisation
Afin d’expliquer les principes de cette commande, nous pre´sentons brie`vement la
mode´lisation de l’e´tage de puissance. Cette e´tage de puissance est constitue´ du hacheur
4 quadrants, de la machine a` courant continu, et de la charge compose´e d’une ge´ne´ratrice
a` courant continu de´bitant sur un plan de charge (re´sistance Z sur la figure II.3.1).
Le mode`le est base´ sur les hypothe`se suivantes :
– les machines a` courant continu ont un flux constant sur toute la plage de fonc-
tionnement,
– la fre´quence de fonctionnement du hacheur est suffisante pour conside´rer comme
ne´gligeable l’influence de l’ondulation de courant ∆I.
Selon ces hypothe`ses et en notant Vm, Im les valeurs moyennes en tension et en
courant aux bornes de l’induit du moteur, on obtient les e´quations (II.3.1) mode´lisant
le syste`me.
Pour le moteur :
Vm −E = L.
dIm
dt
+ R.Im avec E = K.Ω (II.3.1a)
Cem− Cr = J.
dΩ
dt
+ f0.Ω avec Cem = Kem.Im (II.3.1b)
Pour la ge´ne´ratrice :
Cr = Kem.Ig = Kem.
K.Ω
R + Z
= f1.Ω (II.3.1c)
Pour le hacheur :
Vm = (2.α− 1).Uc = 2.β.Uc (II.3.1d)
−0.5 ≤ β ≤ 0.5 et 0 ≤ α ≤ 1 (II.3.1e)
α repre´sente le rapport cyclique du hacheur. Ce rapport cyclique correspond a` la
valeur moyenne du signal de commande envoye´ aux interrupteurs du hacheur, soit
α = ton
Td
. Comme il s’agit d’un hacheur 4 quadrants, lorsque Rc vaut 1, on applique aux
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bornes de la machine la tension Uc et lorsque Rc vaut 0, on lui applique la tension −Uc.
β est de´fini comme suit :
β = α−
1
2
(II.3.2)
temps
Td
Rc
ton
Figure II.3.2: Signal de commande des interrupteurs du hacheur.
Strate´gie de commande
Les e´quation pre´ce´dentes montrent que pour controˆler la vitesse, il faut agir sur le
couple (Cem) et donc controˆler le courant moyen Im. Les e´quations e´tant couple´es,
la commande de la machine a` courant continu utilise l’hypothe`se de la se´paration des
modes :
On suppose que la constante de temps me´canique du moteur τm =
J
f0+f1 (eq.
II.3.1b) est tre`s grande devant la constante de temps e´lectrique τe =
L
R
(eq. II.3.1a)
τe << τm
1. ainsi, la vitesse est conside´re´e comme constante lors de la synthe`se du re´gulateur
de courant,
2. le couple e´lectromagne´tique Cem est conside´re´ comme e´gal a` sa re´fe´rence lors de
la synthe`se du re´gulateur de vitesse.
Ces hypothe`ses permettent d’utiliser une structure de boucles imbrique´es (fig. II.3.3).
β = α− 1
2
et α : Rapport cyclique
⊗
Re´gulation
de
vitesse
⊗
Re´gulation
de
courant
Hacheur
+
MCC
Charge
+Ωref +Iref β
-
Im
-
Ωm
Figure II.3.3: sche´ma bloc de la re´gulation de vitesse par se´paration des modes.
Dans un premier temps, seule la boucle de re´gulation nume´rique de courant est ef-
fectue´e sur le microprocesseur, ce qui correspond a` une commande en couple du moteur.
Le cahier des charges de la re´gulation de courant e´tant le suivant :
– erreur statique nulle en re´gime permanent
– bonne dynamique en re´gime transitoire
– pas de de´passement lors d’un e´chelon de re´fe´rence pour e´viter le surdimensionne-
ment du hacheur en courant
L’implantation nume´rique du PI a e´te´ re´alise´e en utilisant la the´orie des syste`mes
continus puis en approximant par la me´thode des rectangles la variable de Laplace
p→ 1−z
−1
Te
. La valeur de β e´tant par de´finition limite´e entre -0.5 et 0.5, cette limitation
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est prise en compte dans le re´gulation de manie`re dynamique, ce qui ne´cessite des
calculs supple´mentaires lorsque la valeur de β calcule´e de manie`re classique de´passe les
limitations.
En dehors des cas de saturation, on a le calcul suivant :
∫ k.Te
0
ε(t).dt =
∫ (k−1).Te
0
ε(t).dt +
Te
Ti
.ε(k.Te) (II.3.3)
β =Kp.ε(k.Te) +
∫ k.Te
0
ε(t).dt (II.3.4)
Lorsqu’il y a saturation on a alors :
si β > βmax
β =βmax (II.3.5)
ε(k.Te) =
βmax −
∫ (k−1).Te
0 ε(t).dt
Te
Ti
+ Kp
(II.3.6)
∫ k.Te
0
ε(t).dt =
∫ (k−1).Te
0
ε(t).dt +
Te
Ti
.ε(k.Te) (II.3.7)
Ce calcul, qui consiste a` re´ajuster le terme inte´gral, permet de garder la line´arite´
du correcteur lors de la saturation de β [64].
Le programme de re´gulation est active´ en temps re´el avec une pe´riode e´gale a` Te,
les fonctions assure´es par le micro-controˆleur sont donne´es sur la figure II.3.4. Le port
3 du PTM ge´ne`re le signal de commande Rc en fonction de la valeur de β.
k.T
e
(k + 1).T
e
ge´ne´ration du signal
d’interruption par le port 2
du PTM
Demande de
mesure de
Im au CAN
Attente de la
fin de
conversion
Calcul de β
Envoi de β
sur la port 3
du PTM
Demande de
mesure de Im
au CAN
Figure II.3.4: les diffe´rentes e´tapes dans la re´gulation de courant effectue´e par le
68332.
3.3.2 Un premier environnement de co-simulation.
Afin de valider notre re´gulation de courant, nous souhaitons utiliser un environne-
ment de co-simulation inte´grant un simulateur du microprocesseur 68332 et un simula-
teur de type syste`me tel que saber afin de simuler l’e´tage de puissance. Les parties a`
simuler par chaque simulateur sont repre´sente´es sur la figure II.3.5.
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Machine ChargeConvertisseurControle
Microprocesseur
68332
Sim68k
simulateur
du jeu d'instructions
Charge
Machine
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4 quadrants
P.T.M.
Simulateur SABER
Im
β
Iref
Im
ε
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Systeme electrique
C.N.A.
C.A.N.
Figure II.3.5: Un premier environnement de co-simulation recherche´.
31 16 15 8 7 0
D0
D1
D2
D3
D4 Registres de Donne´es
D5
D6
D7
31 16 15 0
A0
A1
A2
A3 Registres d’adresses
A4
A5
A6
31 16 15 0
A7 Pointeur de pile
31 0
PC Compteur Programme
15 8 7 0
CCR Registre de code condition
(a) Mode`le de programmation pour l’utilisateur
31 16 15 0
A7’ Pointeur de pile du superviseur
15 8 7 0
CCR SR Registre d’e´tat
31 0
PC Registre des vecteurs
(b) Mode`le de programmation pour le superviseur
Tableau II.3.1: Les mode`les de programmation du 68332.
3.3.2.1 Le mode`le de simulation du 68332–sim68k.
La simulation interpre´te´e du 68332 est essentiellement base´e sur le mode`le de pro-
grammation du microprocesseur. Ce mode`le est issu de la description de l’architecture
au niveau des registres (cf. tableau II.3.1) :
– 8 registres de donne´es 32 bits : D0, D1, . . . , D7
– 8 registres d’adresses de 32 bits : A0, A1, . . . , A7
– 1 compteur de programme de 32 bits : PC
– 1 registre d’e´tat (status register) de 16 bits : SR
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La mode´lisation se limite a` l’unite´ centrale et a` une partie de la me´moire vive, qui
sont les ressources utilise´es pour le calcul des algorithmes de re´gulation que nous allons
e´tudier.
Ope´rations logicielles exe´cute´es pour la
simulation du microprocesseur 68332︸ ︷︷ ︸
me´moire[10k] ⇐ mfill()


la fonction mfill() lit un
fichier executable de´die´
au 68332 et remplit le
tableau me´moire
PC ⇐ 0xA6


le compteur programme
est initialise´ a` l’adresse
correspondant au de´but
du programme a` simuler
instr ⇐ me´moire[PC]
PC ⇐ PC + 2


chargement de
l’instruction courante
e´crite en me´moire
virtuelle
instr & mask[i]
=
opcode[i]
i ⇐ i+1


De´termination de
l’ope´ration demande´e
par l’instruction
courante parmi les codes
ope´rations connus
fonction[i](instr)
add_cycle()


Execution de l’ope´ration
demande´ sur les registres
virtuelles du 68332
et augmentation du
nombre de cycle
d’horloges correspondant
a` l’execution de
l’ope´ration
Test si demande
d’arreˆt du programme Fin du programme
oui
non
boucle
exec instr
oui
Fonctions et variables principales du sim68k
opcode[i] tableau des codes ope´rations connus
mask[i] tableau des masques de bits associe´s aux codes ope´rations i
fonction[i] fonction re´alisant l’ope´ration i
Figure II.3.6: Fonctionnement logiciel de sim68k.
Sim68k est programme´e en utilisant les principes suivants : a` chaque registre du
mode`le de programmation est associe´ une variable globale et la me´moire virtuelle du
68332 correspond a` un tableau d’octets (char me´moire[]). Dans les simulations que
nous avons faites, le code de la re´gulation que nous avons exe´cute´ n’a pas de´passe´ la
taille de 10k octets. La simulation de l’exe´cution d’un programme se passe alors selon
les e´tapes de´crites en figure II.3.6.
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3.3.2.2 Le simulateur de type syste`me SABER.
Le logiciel de simulation utilise´ pour repre´senter le fonctionnement du processus
(e´tage de puissance) correspond au logiciel saber de´veloppe´ par Analogy Incorporation
et actuellement maintenu par Avant ! Le choix de ce logiciel s’est base´ sur plusieurs
crite`res que nous allons exposer par la suite.
Un syste`me sous saber est scinde´ en deux parties : les composants analogiques et les
composant nume´riques. Un moteur de simulation est associe´ a` chacune de ces parties.
Nous en pre´sentons les grands principes sachant qu’une description plus pre´cise est
disponible dans [45].
Le moteur de simulation analogique de SABER
Sa structure est base´e sur la repre´sentation nodale d’un syste`me physique, c’est-a`-
dire qu’un composant analogique peut-eˆtre de´fini comme un module comportant des
points de connexions.
Sur chacun des points, deux grandeurs sont explicitement de´clare´es : une grandeur
de type flux et une grandeur de type potentiel. Une relation entre les deux types de
grandeurs mode´lise le comportement du composant (en ge´ne´ral, un jeu d’e´quations
diffe´rentielles line´aires ou non).
Par exemple, dans le cas d’une re´sistance, deux noeuds sont de´finis aux bornes de
celle-ci. Chacun de ces noeuds posse`de un potentiel e´lectrique (V1 et V2) (grandeur de
type potentiel) et est traverse´ par un courant I (grandeur de type flux). La relation
habituelle I = V2−V1
R
mode´lise alors le comportement de la re´sistance.
Un grand nombre de composants physiques peuvent eˆtre repre´sente´s en utilisant ce
principe, qu’ils soient e´lectrique ou me´canique. En effet, dans ces deux domaines de
la physique on peut identifier des variables de flux et des potentiels. On retrouve les
e´quivalences suivantes :
– le courant, la force, et le couple sont des grandeurs de type flux,
– la tension, et la vitesse sont de type potentiel.
Les lois de Kirchoff peuvent alors eˆtre applique´es pour repre´senter l’interaction
entre les composants et une analyse transitoire du syste`me est effectue´e en inte´grant
nume´riquement le syste`me d’e´quations diffe´rentielles non-line´aires qui en re´sulte.
Le moteur de simulation nume´rique
Il correspond a` un simulateur d’e´ve`nement. Ce type de simulateur est adapte´ a` la
simulation des grandeurs qui e´voluent de manie`re discre`te dans le temps.
Par de´finition, tous les changements associe´s a` une grandeur discre`te sur un horizon
donne´, peuvent eˆtre e´nume´re´s par un nombre fini de dates.
L’e´tat d’un syste`me discret est alors est repre´sente´ par un ensemble de variables
discre`tes qui sont de´finies par un couple (valeur,date), la date e´tant celle a` partir de
laquelle la valeur est effective.
La simulation du syste`me discret consiste a` mettre a` jour l’e´tat du syste`me a`
chaque fois qu’une variable change de valeur (e´ve`nement). Cette mise a` jour ge´ne`re
alors d’autres e´ve`nements a` la meˆme date ou a` une date future.
L’ensemble des e´ve`nements en attente d’e´mergence est ordonne´ et mis a` jour par ce
qui est appele´ l’e´che´ancier.
L’ensemble des composants nume´riques et analogiques sont de´crits selon un langage
propre au logiciel saber de´nomme´ mast.
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Principe de communication entre la simulation analogique et la simulation
nume´rique
L’e´change des donne´es du monde nume´rique vers le monde analogique est re´alise´
par l’algorithme de Calaveras, qui comprend 3 e´tapes :
1. Calcul de l’e´tat des grandeurs analogiques en n + 1 : X 1n+1
2. De´tecter si entre tn et tn+1, il s’est produit un e´ve`nement nume´rique de date tevent
3. Dans l’affirmative, et si le composant nume´rique contient l’instruction
mast schedule_next_time(tevent), le syste`me analogique est re´e´value´ a` cet ins-
tant par une interpolation du second degre´ du type :
X2n+1 = a× t
2
event + b× tevent + c (II.3.8)
a` partir des donne´es Xn−1, Xn et X1n+1.
Le point X1n+1 est ensuite rejete´ et remplace´ par le point X
2
n+1. L’horloge analo-
gique est alors recale´e a` tevent.
L’e´change des donne´es du monde analogique vers le monde nume´rique utilise une
instruction threshold() qui permet de de´clencher un e´ve`nement discret a` partir d’une
grandeur analogique lors du franchissement d’un seuil. Le principe d’e´change est le
suivant : le simulateur analogique e´value X1n+1. Si celui-ci de´passe le seuil indique´ avec
la commande threshold(X0), le vecteur X0 est calcule´ en effectuant une interpolation
entre le point Xn et le point Xn+1.
Le monde analogique et le monde discret e´changent donc des informations suivant
les deux instructions de´crites pre´ce´demment :
– threshold() analogique → discret
– schedule_next_time() discret → analogique
Le choix de saber permet donc de connecter aise´ment tout type de syste`me nume´-
rique par l’interme´diaire du moteur de simulation a` e´ve`nement discret et son interface
avec le monde analogique.
De plus, les composants analogiques peuvent eˆtre de´crits selon des mode`les mathe´-
matiques bien connus (relations alge´bro-diffe´rentielles), et son aspect modulaire permet
de de´finir des mode`les plus ou moins fins du processus et de les inter-changer aise´ment.
3.3.2.3 L’interface SABER ⇔ SIM68K.
Le logiciel saber permet d’appeler des fonctions e´crites en “C”. L’interfac¸age entre
les deux logiciels va s’effectuer graˆce a` cette proprie´te´.
En effet, une fonction de´crite en langage “C” nomme´e inter_sab_68k() et situe´e
dans un composant nume´rique (saber), est appele´e a` chaque front montant d’une hor-
loge de pe´riode Te mode´lisant le port 2 du ptm (qui joue le roˆle d’une horloge temps
re´elle sur la maquette expe´rimentale). Cette fonction communique alors avec sim68k
par deux interme´diaires. Tout d’abord, elle a acce`s a` la me´moire virtuelle du micro-
processeur. Ensuite elle controˆle l’exe´cution du programme car c’est elle qui controˆle le
de´roulement de la boucle exec_instr de´finie sur la figure II.3.6 page 57. Cette fonction
peut donc e´crire la donne´e nume´rique correspondant au courant Im venant du can et
lire la donne´e que le microprocesseur veut attribuer au port 3 du ptm, correspondant
a` la valeur de β, pour commander le hacheur. La mise a` jour de β se fait en tenant
compte du temps de calcul associe´ a` la re´gulation.
En effet, la proce´dure inter_sab_68k() a acce`s a` la variable indiquant le nombre
de cycles qu’exe´cute le microprocesseur. Ainsi la valeur de β peut eˆtre prise en compte
par l’e´che´ancier pour une mise a` jour a` la date tps calc. Ces principes sont repre´sente´s
sur la figure II.3.7.
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saber
a Liens e´tablis entre
saber et sim68k
Processus
Interface
saber ⇔ sim68k
Horloge
temps re´el
Td
Simulateur 68k
inter sab 68k()
memoire[]
addresse donnee
...
...
PTM βnum
CAN Imnum
...
...
β et Im
controˆle de
l’execution
E´change des donne´es
entre saber et sim68k
k.Te
Conversion analogique
nume´rique de Im
Execution de la
re´gulation instruction
par instruction
De´tection de l’e´criture
de β dans
me´moire[ptm2]=βnum
3 application de β
a` la date tps calc
(k + 1).Te
1
Im
2 (β, tps calc)
temps saber
e´venement dans inter sab 68k()
b Chronogramme
des e´changes entre
saber et sim68k
Figure II.3.7: Principe de la connexion saber sim68k.
Afin d’e´valuer au mieux le temps de calcul, le simulateur a e´te´ modifie´ pour prendre
en compte le nombre de cycles d’horloges lors d’une lecture ou d’une e´criture correspon-
dant a` des adresses de pe´riphe´riques. En effet, les diffe´rents pe´riphe´riques de la maquette
e´tant des modules synchrones, leurs acce`s sont cadence´s sur une horloge particulie`re
qui implique des temps plus longs.
La co-simulation dans la cadre de la re´gulation de courant nous a permis alors
d’estimer le temps de calcul mais aussi de ve´rifier la validite´ du code de commande
e´crit.
Ainsi, dans ce premier environnement de co-simulation, nous avons re´alise´ un mo-
dule nomme´ inter_sab_68k() qui permet d’interfacer le logiciel saber a` un simulateur
de microprocesseur en tenant compte des pe´riphe´riques d’entre´es/sorties. Cet environ-
nement a e´te´ re´alise´ de fac¸on a` simplifier l’utilisation.
Ainsi, l’e´tage de puissance correspondant au processus est mode´lise´ sous saber et
l’utilisation du simulateur sim68k se pre´sente simplement comme un bloc e´chantillonne´
effectuant le calcul de la re´gulation avec, comme entre´e, le courant Im et, comme sortie,
β. Ce bloc s’utilise simplement en connectant ses entre´es et sorties au reste du processus
et en indiquant le fichier binaire que doit charger sim68k dans sa me´moire virtuelle (cf.
figure II.3.8).
Le sche´ma ge´ne´ral du syste`me sous saber est d’ailleurs de´crit sur la figure II.3.9.
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Figure II.3.8: Proprie´te´s vue par saber du simulateur sim68k.
1
2
3
4
5
Figure II.3.9: Sche´ma ge´ne´ral de´crit sous saber.
On peut y voir les e´le´ments suivants :
¬ le module repre´sentant le microprocesseur 68332,
­ le module calculant les ordres de commande et correspondant au port 3 du p.t.m
sur la maquette expe´rimentale,
® le mode`le saber de la machine a` courant continu,
¯ la charge repre´sente´e par un frottement visqueux du type Cr = f1.Ω,
° le filtre associe´ a` la mesure du courant Im.
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3.3.2.4 Re´sultats de co-simulation de la re´gulation de courant.
Les re´sultats pre´sente´s ici n’ont pas pour but d’e´tudier la structure de re´gulation
mais de confronter les re´sultats obtenus par co-simulation aux re´sultats expe´rimentaux.
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Figure II.3.10: Re´gulation de courant de type PI sans compensation de f.e.m.
Nous pre´sentons ici, le re´sultat de simulation dans le cas ou` l’on effectue une re´gu-
lation de courant a` l’aide d’un correcteur PI (Proportionnel Inte´gral). Cette re´gulation
ne prend pas en compte l’e´volution de la f.e.m, ce qui engendre de faibles performances
lorsque l’erreur, entre le courant de re´fe´rence Iref et le courant d’induit Im, est faible.
Le profil de simulation pre´sente´ correspond au de´marrage de la machine a` demi-
charge, avec un courant de re´fe´rence e´gal a` sa valeur nominale. On observe, figure II.3.10,
le phe´nome`ne classique du de´crochage du courant. En effet, e´tant en pre´sence d’une
commande en couple, la vitesse de rotation a` tendance a` augmenter. Cependant, la
force contre-e´lectromotrice E = Kem.Ω ne peut plus eˆtre compense´e par la tension du
hacheur Vm = 2.β.Uc car la valeur de β entre en saturation.
Le courant expe´rimental e´tant fortement bruite´, les courbes suivantes sont pre´sen-
te´es en lissant celui-ci, afin d’observer l’e´volution de la valeur moyenne.
Les temps de calcul affiche´s figure II.3.10 correspondent aux temps de calcul de la
re´gulation en tenant compte des acce`s aux pe´riphe´riques exte´rieurs. Les diffe´rences que
l’on constate entre la co-simulation et les re´sultats expe´rimentaux peuvent provenir de
diffe´rentes sources potentielles. En effet, il existe des erreurs de mesures car celles-ci
sont effectue´es a` l’aide d’un temporisateur programmable (module tpu) utilisant une
horloge quatre fois plus lente que l’horloge syste`me. De plus, la prise en compte des
temps d’acce`s aux pe´riphe´riques exte´rieur dans le temps de calcul estime´ par sim68k
reste encore approximatif. Compte tenu des ces diffe´rentes sources d’erreurs, les e´carts
obtenus semblent acceptables (≈ 8%).
Nous avons ensuite e´value´ la re´gulation en conside´rant deux implantations nume´-
riques diffe´rentes. La re´gulation a e´te´ code´e en utilisant des variables entie`res de taille
32 bits (type integer) puis de taille 16 bits (type short).
On constate dans ce cas que le temps de calcul entre les deux routines de re´gula-
tion est tre`s peu diffe´rent (figure II.3.11) et que la re´gulation en elle-meˆme subit peu
l’influence du format de codage (figure II.3.12).
Cependant ce genre d’information peut eˆtre utile dans le cas ou` l’on cherche a`
diminuer la taille du code au maximum, ou bien lorsque la taille des variables permet
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Figure II.3.11: Comparaisons de la re´gulation selon le format de codage
32 bits (int) ou 16 bits (short).
d’augmenter le de´bit des donne´es vers un autre e´quipement.
3.3.3 Cas d’un syste`me multitaˆche.
Dans l’e´tude pre´ce´dente, le microprocesseur n’avait qu’une seule taˆche. Par ailleurs,
le me´canisme d’interruption n’a pas e´te´ pris en compte. Dans le cas de plusieurs taˆches,
il devient ne´cessaire d’inte´grer ce me´canisme en particulier pour la gestion des priorite´s.
sim68k ne simulant pas la gestion des interruptions mate´rielles dans sa version ini-
tiale, nous avons rajoute´ un module permettant de les prendre en compte. Nous l’avons
ensuite valide´ dans le cas d’une double re´gulation nume´rique : re´gulation de vitesse et
re´gulation de courant (configuration de´crite en 3.3.1.1 page 53).
3.3.3.1 La gestion des interruptions.
Une interruption est un signal mate´riel provoquant une rupture de se´quence dans
le de´roulement du programme en cours. Pour re´aliser la rupture de se´quence, le mi-
croprocesseur recherche l’adresse du nouveau programme a` exe´cuter dans la table des
vecteurs. Il utilise pour cela le nume´ro de vecteur dont le roˆle est de pointer sur cette
adresse.
Dans le cas que nous allons e´tudier, le microprocesseur calcule automatiquement
le nume´ro de vecteur a` utiliser. Un masque contenu dans le registre d’e´tat indique le
niveau de priorite´ en cours. Les interruptions de niveau infe´rieur ou e´gal au niveau de
priorite´ courante sont inhibe´es. Le 68000 comprend 7 niveaux de priorite´.
Lorsqu’une interruption est prise en compte, la se´quence de traitement est la sui-
vante :
1. Copie du registre d’e´tat dans un registre interne au 68000,
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Figure II.3.12: Comparaison des re´sultats suivant le format de codage
32 bits (int) ou 16 bits (short).
2. Passage en mode superviseur et inhibition du mode trace,
3. recherche du n◦ de vecteur, cette recherche se fait de manie`re automatique par le
microprocesseur et correspond au calcul suivant : (I2 I1 I0)2 + (24)10
4. sauvegarde du compteur programme et du registre d’e´tat dans la pile superviseur
pointer par A′7 (cf. tableau 3.1(b) page 56),
5. recopie du niveau de priorite´ (I0,I1,I2) dans le registre d’e´tat SR,
6. recherche de l’adresse du programme a` exe´cuter dans la table des vecteurs,
7. mise de cette adresse dans le compteur programme,
8. exe´cution de la routine,
9. fin de la routine par l’instruction RTE qui recharge l’ancien contexte, c’est-a`-dire
le registre d’e´tat et le compteur programme qui e´taient sauvegarde´s dans la pile
superviseur.
Comme la rupture de se´quence ne s’effectue qu’a` la fin de l’exe´cution d’une ins-
truction, nous avons ajoute´ le module reproduisant une partie de ce me´canisme dans
la boucle exec_instr (figure II.3.6 page 57).
3.3.3.2 Mise a` jour de l’interface saber sim68k.
Afin de prendre en compte la gestion des interruptions mate´rielles et d’effectuer le
co-simulation de la double re´gulation nume´rique, l’interface entre saber et sim68k a
e´te´ le´ge`rement modifie´e.
On conside`re que les dates d’interruption sont connues, puisque nous effectuons des
re´gulations a` e´chantillonnage re´gulier. saber est toujours conside´re´ comme maˆıtre et
sim68k comme esclave. Cependant l’arreˆt de sim68k peut maintenant s’effectuer dans
deux cas :
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1. la routine de courant se termine et renvoie la valeur de β,
2. une nouvelle interruption est demande´e, on doit alors mettre a` jour les grandeurs
d’entre´e (vitesse et/ou courant d’induit).
temps saber
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Figure II.3.13: Communication saber ⇔ sim68k : cas de la double re´gulation.
Le sche´ma II.3.13 repre´sente la communication entre saber et sim68k dans le cas de
la double re´gulation et lorsque la routine d’interruption utilise´e pour calculer la valeur
de β interrompt la routine de vitesse. Nous avons repre´sente´ les e´changes en 9 e´tapes.
Nous e´nume´rons ces 9 e´tapes :
¬ envoi d’une demande d’interruption a` sim68k de niveau 2 (routine de vitesse),
­ la routine s’exe´cute jusqu’a` ce que le nombre de cycles atteigne une valeur telle
que la routine de courant doive eˆtre appele´e,
® simulation du syste`me sous saber jusqu’a` la demande d’interruption pour l’exe´-
cution de la routine de courant,
¯ demande d’interruption de niveau 1 (re´gulation de courant) prise en compte sous
sim68k et mise a` jour de la mesure du courant d’induit Im,
° simulation de la routine de courant jusqu’a` l’e´criture de β sur le port 3 du ptm,
puis envoie de la valeur de β et de sa date de mise a` jour,
± simulation sous saber jusqu’a` la mise a` jour de β sur le ptm 3,
² reprise du calcul de la routine de vitesse,
³ fin de la routine de vitesse,
´ simulation jusqu’a` la prochaine demande d’interruption.
3.3.3.3 Re´sultats.
Nous pre´sentons ici les re´sultats de simulation dans le cas ou` la vitesse et le courant
sont re´gule´s nume´riquement par le microprocesseur. Les re´gulateurs utilise´s sont de type
PI, et synthe´tise´s selon l’hypothe`se de la se´paration des modes (cf. section 3.3.1.2 page 54).
La figure II.3.14 repre´sente l’e´volution de la vitesse, celle-ci e´volue jusqu’a` atteindre
un maximum en 4 ms. En fait, la re´fe´rence de vitesse qui a e´te´ choisie est volontairement
trop importante, les re´gulations cherchant a` atteindre cette re´fe´rence vont entrer en
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saturation, ce qui nous permet de tester diffe´rents cas possibles dans les algorithmes
de re´gulation, c’est-a`-dire lorsque Iref = Imax et β = βmax. En effet, la valeur de β
est, comme nous l’avons vu pre´ce´demment, limite´e par l’utilisation du hacheur, mais le
courant de re´fe´rence impose´ par la re´gulation de vitesse est aussi limite´ a` Imax, afin de
ne pas de´te´riorer le syste`me.
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Figure II.3.14: Comparaison entre la co-simulation et l’expe´rience
pour la re´gulation de vitesse.
La figure II.3.15 pre´sente l’e´volution du temps de calcul de la re´gulation de vitesse.
On constate la pre´sence de “pics” dans les re´sultats expe´rimentaux et de co-simulations.
Ceci est en partie duˆ au fait que les horloges temps re´el pour les interruptions ne sont
pas multiples. E´tants non multiples, il apparaˆıt un phe´nome`ne de glissement entre les
deux fronts montants d’horloge (associe´e a` l’e´chantillonnage des re´gulations de vitesse
et de courant).
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Figure II.3.15: Comparaison des temps de calcul estime´s en co-simulation
et des temps de calcul mesure´s expe´rimentalement pour la re´gulation de vitesse.
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La conse´quence de ce glissement est l’interruption irre´gulie`re de la routine de vitesse
par la routine de courant qui introduit, ou non, un temps de calcul supple´mentaire pour
la re´gulation de vitesse. Le premier e´chelon observe´ a` 200 ms est duˆ a` la saturation du
courant de re´fe´rence (Iref = Imax et β < βmax). Le temps de calcul de la re´gulation de
vitesse e´tant plus grand en raison de cette saturation, on voit ne´cessairement apparaˆıtre
un nombre de pics de plus en plus important. Le deuxie`me e´chelon qui apparaˆıt a` 300ms
environ est associe´ a` la saturation de β (Iref = Imax et β = βmax).
La co-simulation permet de visualiser des donne´es, comme l’e´volution du temps de
calcul, qu’il est difficile d’acque´rir sur un syste`me expe´rimental. Ces donne´es peuvent
alors rendre compte de proble`mes particuliers et aider a` la mise au point des re´gulations.
3.4 Un Essai de simulation compile´e.
Lors de la pre´sentation des diffe´rents simulateurs de microprocesseurs, nous avons
indique´ que la simulation compile´e semblait eˆtre une alternative. Nous avons alors
e´value´ cette technique en re´alisant un essai relativement simple. Cet essai porte sur
l’estimation du temps de calcul pour une re´gulation de type PI exe´cute´e par un dsp
tms320 de type C3x de Texas Instruments. Dans ce cas, le re´gulateur correspondra a`
la re´gulation de vitesse implante´e dans le cas du 68332.
3.4.1 Principe de la simulation compile´e.
Comme nous l’avons indique´ pre´ce´demment, la simulation compile´e consiste a` re-
transcrire le fichier binaire de´die´ a` la cible en un fichier binaire exe´cutable sur station,
tout en ajoutant des informations telles que le temps de calcul.
Le proce´de´ de translation d’un fichier binaire en un autre fichier binaire peut eˆtre
re´alise´ de deux manie`res. L’approche directe consiste a` transformer directement l’exe´-
cutable de la machine cible en un exe´cutable pour la station de travail.
Compilateur
de simulation
Binaire
cible
Binaire
station
Compilateur
de simulation
Compilateur C
Binaire
cible Programme C
Binaire
station
a)
b)
Compilateur C
pour cible
Programme C
a` e´valuer
Figure II.3.16: Deux approches diffe´rentes pour la translation de fichier binaires.
Ce sche´ma implique la cre´ation d’un compilateur complexe (figure II.3.16.a ) devant
retranscrire un langage binaire en un autre langage binaire ce qui, de plus, le rend peu
portable (le re´sultat binaire ne pourra s’exe´cuter que sur un type de machine). La
seconde me´thode (figure II.3.16.b ) consiste a` se´parer la transcription en deux e´tapes
[75].
La premie`re e´tape repose sur la compilation de l’exe´cutable initial en un programme
e´crit avec un langage de haut niveau comme le C. Ce programme C est ensuite com-
pile´ pour une station de travail particulie`re. De cette manie`re, seule la premie`re e´tape
ne´cessite le de´veloppement d’un compilateur car la deuxie`me e´tape utilise les outils de
compilation existants. La portabilite´ en est accrue.
Nous avons retenu cette deuxie`me approche pour reproduire le fonctionnement du
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dsp tms320c3x de Texas Instrument lors de l’exe´cution de la re´gulation de vitesse.
Nous avons utilise´ le fichier assembleur comme point de de´part. Ce fichier assembleur
re´sulte de la compilation par les outils proprie´taires du programme C de´crivant l’algo-
rithme de re´gulation. Nous avons ensuite de´veloppe´ un compilateur spe´cifique permet-
tant de retranscrire les instructions assembleur du C3x en instructions e´quivalentes en
langage C.
3.4.2 Technique de compilation utilise´e.
Un compilateur est ge´ne´ralement compose´ de plusieurs phases [2], comme repre´sente´
sur la figure II.3.17.
L’analyse lexicale consiste a` lire un flot de caracte`res venant du programme source
et a` regrouper les caracte`res qui forment un mot ayant une signification particulie`re ap-
pele´ unite´ lexicale. Par exemple, dans la figure II.3.17, position est une unite´ lexicale
de type “identificateur” (id) et := est une autre unite´ lexicale. Le flot d’unite´s lexicales
est alors lu par l’analyseur syntaxique qui cherche a` regrouper les unite´s lexicales en
structures grammaticales repre´sente´es sous la forme d’arbre syntaxique. L’identification
de la structure grammaticale est, apre`s une analyse se´mantique, utilise´e par le ge´ne´ra-
teur de code interme´diaire. L’analyse se´mantique, quant a` elle, controˆle si le programme
source contient des erreurs se´mantiques (comme le type des ope´randes) et collecte des
informations ne´cessaires a` la production du code interme´diaire.
Code Source position = initial + rate ∗ 60
Analyse lexical id1 = id2 + id3 ∗ 60
Analyse Syntaxique
=
Id1 +
id2 ∗
id3 60
Analyse se´mantique
=
Id1 +
id2 ∗
id3 int to real
60
Ge´ne´ration de code
intermediaire
temp1 = int to real(60)
temp2 = id3 ∗ temp1
temp3 = id2 + temp2
id1 = temp3
Optimisation du code
temp1 = id3 ∗ 60
id1 = id2 + temp1
Ge´ne´ration de code
MOVF id3,R2
MULF #60.0,R2
MOVF id2,R1
ADDF R2,R1
MOVF R1,id1
Figure II.3.17: Les diffe´rentes phases habituelles d’un compilateur.
E´tant donne´ que nous de´sirons simplement effectuer une correspondance entre une
instruction assembleur et une instruction (ou une se´rie d’instructions) en C, nous
n’avons pas eu besoin de nous inte´resser aux e´tapes correspondant aux phases d’optimi-
sations et de ge´ne´rations de code. En effet, il est possible de construire un compilateur
simple, en une seule passe, s’appuyant essentiellement sur l’analyse lexicale et l’analyse
syntaxique appele´ : traduction dirige´e par la syntaxe.
Cette technique associe des actions dites se´mantiques aux re`gles grammaticales.
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Les re`gles grammaticales sont de´crites en utilisant une notation appele´e grammaire
non contextuelle. Cette grammaire correspond a` une suite de re`gles que l’on nomme
production. Une production se pre´sente sous la forme suivante :
instruction −→ ADDI src dest | LDI src dest
src −→ registre | adresse
dest −→ registre | adresse
La barre verticale correspond a` une ope´ration qui peut se traduire par “ou”. Dans
cet exemple, on de´finit une instruction comme e´tant l’enchaˆınement des unite´s lexicales
“ADDI src dest” ou bien “LDI src dest”.
Une traduction dirige´e par la syntaxe associe alors a` chaque re`gle grammaticale des
actions. Par exemple :
instruction ←− ADDI src dest {imprimer(“c’est une addition”)}
| LDI src dest {imprimer(“c’est un chargement d’entier”)}
Le programme de translation assembleur C3X vers le langage C a e´te´ de´veloppe´ selon
cette technique, en utilisant les outils classiques de constructeurs d’analyse lexicale et
d’analyse syntaxique que sont lex et yacc.
3.4.3 E´valuation du temps de calcul et pre´cision.
Afin d’e´valuer le temps de calcul d’un programme, une variable globale est incre´-
mente´e d’un nombre de cycles correspondant au temps de calcul de chaque instruction
assembleur analyse´e. Cependant, le temps de cycle de certaines instructions varie selon
les donne´es traite´es. Ceci est essentiellement duˆ aux conflits de pipeline ou aux conflits
d’acce`s me´moire qui introduisent des temps d’attente. Cependant, la plupart de ces
variations peuvent se pre´voir durant l’analyse du code assembleur et peuvent eˆtre pris
en compte.
La pre´cision, dans ce cas particulier, n’a pas pose´ de proble`me, e´tant donne´ que le
DSP C3x effectue des calculs tre`s proches des formats standards. Cependant, si cela
n’avait pas e´te´ le cas, il aurait fallu e´crire le code en C++ afin de surcharger et de
rede´finir les ope´rateurs arithme´tiques usuels.
3.4.4 Re´sultats de la simulation compile´e.
Le tableau II.3.2, pre´sente un re´sultat de retranscription d’un fichier assembleur.
Dans cet exemple, la ligne 4 du fichier assembleur, c’est a` dire l’instruction :
LDI *+FP(9),AR0.
correspond au chargement d’une valeur entie`re, contenue dans une me´moire situe´e
a` l’adresse FP+9, dans le registre d’adresse AR0, et est transforme´e par l’instruction
C e´crite en ligne 2 :
AR0=(int)*(FP+9).
On constate que cette instruction C reproduit la meˆme action en utilisant des va-
riable note´es AR0 et FP qui ont la meˆme fonction que dans le code assembleur.
En effet, les diffe´rents registres sont, comme dans le cas du sim68k, repre´sente´s
par des variables. Ainsi, en utilisant un “debogueur” classique, on peut visualiser ces
variables et effectuer le deboguage du code s’exe´cutant sur le C3x.
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code assembleur code C re´sultant
debut
L1 :
. l i n e 30
LDI ∗+FP(9 ) ,AR0
5 LDI ∗+FP(10) ,AR1
SUBF ∗AR1,∗AR0,R0
STF R0,∗+FP(8)
. l i n e 31
MPYF R0,∗+FP(1 ) ,R1
10 ADDF ∗+FP(6 ) ,R1
STF R1,∗+FP(5)
. l i n e 32
MPYF ∗+FP(2 ) ,R0
ADDF R1,R0
15 STF R0,∗+FP(11)
. l i n e 29
LDI @STATIC 1 ,R2
ADDI 1 ,R2
STI R2 ,@STATIC 1
20 CMPI 7 ,R2
BLE L1
. l i n e 35
CMPF ∗+FP(13) ,R0
BGT L3
25 . l i n e 36
LDF ∗+FP(13) ,R0
STF R0,∗+FP(11)
f in asm
L1 :
AR0 = ( int ) ∗ (FP+9) ;++Tecalc
AR1 = ( int ) ∗ (FP+10) ;++Tecalc
R0 = ∗(AR0) − ∗(AR1) ;++Tecalc
5 ∗(FP+8) = R0 ;++Tecalc
R1= ∗(FP+1) ∗ R0 ;++Tecalc
R1 = R1 + ∗(FP+6) ;++Tecalc
∗(FP+5) = R1 ;++Tecalc
R0 = R0 ∗ ∗ (FP+2) ;++Tecalc
10 R0 = R0 + R1 ;++Tecalc
∗(FP+11) = R0 ;++Tecalc
++Tecalc ;
R2 = ( int ) ∗ ( STATIC 1) ;++Tecalc
R2 = R2 + 1 ;++ Tecalc
15 ++Tecalc ;
∗( STATIC 1) = R2 ;++Tecalc
i f ( ( R2−7)==0) Z=1; else
{
Z=0;
20 i f ( (R2−7)<0) N=1; else N=0;
}
++Tecalc
/∗ ∗∗∗∗∗LE∗∗∗∗∗ ∗/
i f ( (N==1) | | ( Z==1)) {
25 Tecalc=Tecalc +4;goto L1 ;
}
i f ( ( R0−∗(FP+13) )==0) Z=1; else
{
Z=0;
30 i f ( (R0−∗(FP+13) ) <0) N=1; else N=0;
}
++Tecalc
/∗ ∗∗∗∗∗GT∗∗∗∗∗ ∗/
i f ( ( Z==0) && (N==0)) {
35 Tecalc=Tecalc +4;goto L3 ;
}
R0 = ∗(FP+13) ;++Tecalc
∗(FP+11) = R0 ;++Tecalc
Tableau II.3.2: Exemple de retranscription assembleur → C
incluant l’e´valuation du temps de calcul “Tecalc”.
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Afin de tester la performance de notre compilateur, nous avons compare´ les temps
de calcul du programme re´sultant de la simulation compile´e a` ceux obtenus a` l’aide du
simulateur fourni par le constructeur. Les tests se sont effectue´s en fixant la valeur de
la vitesse de consigne et la vitesse mesure´e. Une premie`re se´rie d’essais s’est effectue´e
avec Vmes = 100 permettant de contraindre le re´gulateur a` rentrer en saturation. La
seconde utilise Vmes = 295, laissant le calcul du re´gulateur dans sa partie line´aire.
Deux branches de l’algorithme ont ainsi e´te´ teste´es et ceci selon diffe´rentes options
de compilation. Nous avons obtenu une erreur maximale de 7%, comme le montre le
tableau II.3.3.
DSPC3X Simul.
Compile´e
erreur
relative
option de compilation pour la
routine e´crite en C
⇒ sans option
Vref= 300 Iref 5 5 -
Vmes= 100 Tps calc 306 302 1.3 %
Vref= 300 Iref 3.341... 3.341... -
Vmes= 295 Tps calc 252 256 1.6 %
option de compilation pour la
routine e´crite en C
⇒ -o0 (option de premier niveau)
Vref= 300 Iref 5 5 -
Vmes= 100 Tps calc 179 172 4 %
Vref= 300 Iref 3.341... 3.341... -
Vmes= 295 Tps calc 172 175 2%
option de compilation pour la
routine e´crite en C
⇒ -o2 (option de troisie`me niveau)
Vref=300 Iref 5 5 -
Vmes=100 Tps calc 106 99 7%
Vref= 300 Iref 3.341... 3.341... -
Vmes= 295 Tps calc 101 98 3%
Tableau II.3.3: Comparatif entre la simulation compile´e
et le simulateur de Texas Instrument.
3.5 Conclusion.
Dans ce chapitre, nous avons pre´sente´ les diffe´rents outils permettant de simuler le
fonctionnement du microprocesseur. Cependant, vu le cadre de notre application, nous
nous sommes limite´s a` la simulation interpre´te´e et a` la simulation compile´e.
La premie`re me´thode a e´te´ applique´e au microprocesseur 68332 e´tant donne´ que
nous disposions de ce simulateur. Graˆce a` lui, nous avons de´veloppe´ un environnement
de co-simulation en lui associant le logiciel saber. Cet environnement a e´te´ traite´ dans
le cas d’une commande de vitesse pour une machine a` courant continu.
Par le biais de cette application, nous avons montre´ l’inte´reˆt de la co-simulation.
Cet outil permet de valider le code de commande devant eˆtre implante´ sur la cible
et de re´aliser des tests de performance (temps de calculs, format de codage). La pre´-
cision obtenue apre`s comparaison avec le dispositif expe´rimental confirme l’inte´reˆt de
cette me´thode dans le de´veloppement des algorithmes de commande. Cependant, cette
me´thode est conditionne´e par l’existence d’un simulateur du microprocesseur utilise´.
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Pour pallier cet inconve´nient, nous avons utilise´ la me´thode de simulation compile´e.
La transcription du code assembleur en langage C ne´cessite cependant la re´alisation
d’un compilateur spe´cifique et une bonne connaissance du microprocesseur a` simuler.
Malgre´ cela, il nous semble que cette me´thode pre´sente un potentiel important que nous
n’avons pas pu exploiter par manque d’expe´rience sur les techniques de compilation. Il
nous semble en effet possible de retranscrire le programme en partant du code source et
non du code assembleur comme nous l’avons fait [39]. De plus, il nous semble possible
d’e´valuer l’impact de l’architecture interne du microprocesseur sur le temps de calcul
en autorisant ou interdisant l’utilisation de certaines ressources comme le mac3, le
pipeline, ... Ce qui pourrait permettre l’identification de l’architecture (ou du type de
microprocesseur) la plus adapte´e a` l’algorithme qui doit eˆtre exe´cute´.
3Multiply And Accumulate
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Chapitre 4
Inte´gration du VHDL dans un
environnement de co-simulation
4.1 Introduction.
L
es composants logiques programmables ont des niveaux d’inte´gration de plus en
plus e´leve´s et aujourd’hui, la conception de syste`mes nume´riques complexes uti-
lisant une repre´sentation au niveau des portes logiques n’est plus envisageable.
Des outils de conception, dit de haut niveau, sont apparus afin d’ame´liorer les me´thodes
d’inte´gration de la logique sur un clp. Si on fait une analogie avec les outils du logi-
ciel, on peut situer la repre´sentation a` l’aide de portes logiques au niveau du langage
d’assemblage, les outils de conception de haut niveau e´tant comparables aux langages
structure´s de type “C,Ada,...”.
De plus, comme l’e´cart de complexite´ entre les asic’s et les clp est de plus en plus
faible, les outils d’aide a` la conception se sont unifie´s, et quelques langages standards,
tels que vhdl ou Verilog, peuvent eˆtre employe´s pour de´finir la logique, ou` plus ge´-
ne´ralement les algorithmes, a` inte´grer quelque soit le composant. Ainsi, un algorithme
de´crit dans un de ces langages peut eˆtre e´value´e sur un clp avant d’eˆtre inte´gre´e sur
un asic et ce, avec un minimum de modifications.
L’utilisation du vhdl, et plus ge´ne´ralement des langages de description mate´riels,
dans une optique de re´utilisation, semble donc incontournable dans la conception des
syste`mes nume´riques complexes.
Ce chapitre pre´sente les aspects essentiels du langage vhdl : son utilisation dans le
flot de conception de la logique a` inte´grer sur un composant et l’organisation typique
d’une spe´cification vhdl. Nous pre´sentons ensuite la cre´ation des liens ne´cessaires a`
son utilisation en co-simulation. L’interface de co-simulation ge´ne´re´e est ensuite valide´e
par l’interme´diaire d’un exemple d’application.
4.2 De l’utilisation du VHDL.
4.2.1 Flot de conception base´ sur le VHDL.
La figure II.4.1 illustre les diffe´rentes e´tapes du flot de conception, et montre les
diffe´rents fichiers et outils ne´cessaires. Les e´tapes ne´cessitant un outil particulier sont
indique´es en gris et les donne´es ne pouvant eˆtre repre´sente´es en vhdl sont indique´es
en italique.
Le flot de conception actuel base´ sur le vhdl part d’une description au niveau
rtl. Cette description peut eˆtre simule´e afin de valider l’aspect fonctionnel (simulation
de niveau 1). Cette simulation ne´cessite alors la cre´ation d’un environnement de test
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(testbench) qui de´clare une instance du composant a` tester et un ensemble de ressources
permettant de ge´ne´rer des stimuli approprie´s aux bornes de celui-ci.
Apre`s cette validation, le mode`le rtl est synthe´tise´ par un outil de synthe`se logique
en fonction de contraintes de´finies par l’utilisateur, sur la surface et/ou le de´lai que doit
satisfaire le circuit. La de´finition de ces contraintes se fait ge´ne´ralement en utilisant un
langage propre a` l’outil de synthe`se. La synthe`se logique se base sur une bibliothe`que
de fonctions logiques disponibles pour le composant cible.
Le re´sultat de la synthe`se est une description sous la forme d’une liste de connexions
(Netlist) de portes logiques, de registres et de macro composants particuliers au clp
cible. D’autre part, cette description peut s’obtenir en vhdl en utilisant une biblio-
the`que des diffe´rentes portes utilise´es et fournies par le fondeur ou fabricant de fpga.
Une simulation peut alors eˆtre effectue´e dans ce niveau interme´diaire, en inte´grant le
vhdl synthe´tise´, afin de valider l’e´tape de synthe`se logique (simulation de niveau 2).
Editeur texte ou
graphique
Testbench vhdl
Mode`le vhdl
(mode`le rtl)
Paquetages vhdl
(librairies)
Simulation vhdl Synthe`se vhdl


Contraintes
(surfaces, de´lais)
Bibliothe`que
de cellules std
Bibliothe`que de
composants
(mode`les vhdl,
mode`les vital)
Netlist
(mode`le structurel)
Netlist P&R
(edif, xnf, . . . )
Extraction des
de´lais
Placement et
Routage
Fichier SDF Layout
1
2
3
3 niveaux
de simulation
possible
niveau 1
niveau 2
niveau 3
Figure II.4.1: Flot de conception utilisant le vhdl.
L’association de portes de´finie par la synthe`se logique est de´crite dans un fichier
selon une syntaxe particulie`re correspondant le plus souvent a` la norme EDIF (Elec-
tronic Design Interchange Format). Ce re´sultat est alors analyse´ pour de´terminer le
placement des diffe´rentes portes sur le composant “re´el”, puis les diffe´rentes liaisons
sont calcule´es en utilisant les pistes d’interconnexions du circuit cible. Le re´sultat du
placement et routage (P&R) correspond au fichier qui servira a` la configuration du
clp. Durant cette e´tape, un fichier vhdl de´crivant la structure interne du clp selon
des mode`les particuliers peut eˆtre ge´ne´re´. Ces mode`les sont usuellement de´finis selon
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la norme vital1. Cette norme permet d’annoter le code vhdl avec les de´lais duˆs aux
interconnexions, et calcule´s durant la phase de placement et routage.
Ces de´lais sont e´crits toujours selon la norme vital dans un fichier sdf (Standard
Delay Format). Une simulation de troisie`me niveau peut alors eˆtre re´alise´e afin de valider
le bon fonctionnement du syste`me tout en tenant compte des temps de propagations.
Dans notre cas, l’ensemble des simulations s’effectuera en utilisant le logiciel Modelsim
de la socie´te´ ModelTechnology.
4.2.2 Organisation d’un mode`le VHDL
Cette section n’a pas pour but de de´crire le langage vhdl. Elle donne simplement
les principes de base a` partir desquels il est possible de spe´cifier le fonctionnement de
la logique a` inte´grer sur un clp.
Afin de pouvoir de´crire au mieux le comportement d’un composant nume´rique, la
repre´sentation spatiale (comme les sche´mas) et l’analyse se´quentielle (algorithmes) sont
exploite´es par le langage vhdl. En effet, le programmeur peut de´finir un syste`me comme
l’association de composants. Il peut adopter une description structurelle et hie´rarchique
ou de´crire son comportement sous la forme d’un algorithme.
Pour cela, le vhdl se base sur une unite´ de conception e´le´mentaire, l’entite´. Une
entite´ est de´clare´e comme une boite noire, c’est a` dire que sa de´claration ne comprend
que les entre´es, les sorties, et les parame`tres (si elle en comporte). Nous allons illustrer
nos propos en utilisant l’exemple d’un registre de 4 bits.
code 4.1: De´claration d’une entite´
-- de´claration de l’entite bascule 4 bits
--
bascule D
D0 Q0
D1 Q1
D2 Q2
D3 Q3
clk
en
• •
entity reg4 is
port (
5 d0 , d1 , d2 , d3 : in bit ; -- donne´es d’entre´es
clk , en : in bit; -- horloge et signal de controle
q0 , q1 , q2 , q3 : bit out ); -- donne´es de sorties
);
end reg4 ;
Le registre est de´clare´ dans le code 4.1 et aucun e´le´ment n’indique encore quelle est
sa structure interne. La description de son fonctionnement s’effectue en de´finissant son
architecture. Celle-ci peut se faire de diffe´rentes manie`res au choix de l’utilisateur :
– la description structurelle (code 4.2) : dans ce cas, l’architecture est de´crite comme
l’association de bascules D (dlatch) qui sont elles meˆmes de´finies comme des
entite´s inde´pendantes,
1VHDL Initiative Towards VHDL Libraries
75
Chapitre 4. Inte´gration du VHDL dans un environnement de co-simulation
code 4.2: De´finition d’une architecture structurelle.
architecture struct of reg4 is
-- de´claration du composant instancie´
component dlatch is
30 port(d,clk : in bit;q:out bit);
end component ;
-- signaux internes
signal clk_int :bit;
begin
35 -- instanciation des bascules
bit0 : dlatch port map (d=>d0 ,clk=>int_clk ,q=>q0);
bit1 : dlatch port map (d=>d1 ,clk=>int_clk ,q=>q1);
bit2 : dlatch port map (d=>d2 ,clk=>int_clk ,q=>q2);
bit3 : dlatch port map (d=>d3 ,clk=>int_clk ,q=>q3);
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-- ge´ne´ration de l’horloge interne
clk_int <= clk and en;
end struct;
--
sche´ma e´quivalent de l’architecture
bascule D
D Q
CLK
◦
D0
•
◦
q0
bascule D
D Q
CLK
◦
D1
•
◦
q1
bascule D
D Q
CLK
◦
D2
•
◦
q2
bascule D
D Q
CLK
◦
D3
•
◦
q3
clk
en
& int clk
– la description comportementale (code 4.3) : il s’agit de de´crire le fonctionnement
du registre sous la forme d’un algorithme. La vision fonctionnelle apporte ainsi
la puissance des langages de programmation.
code 4.3: De´finition d’une architecture comportementale.
architecture behaviour of reg4 is
begin
clk_int <= clk and en;
15 process
begin
if ( clk_int ’event and clk_int == ’1 ’) then
q0 <= d0;
q1 <= d1;
20 q2 <= d2;
q3 <= d3;
end if;
end process ;
end behaviour ;
Le plus souvent, on utilisera une description structurelle au niveau supe´rieur d’un
projet, et les modules instancie´s seront de´crits suivant le type de fonctionnalite´ a` spe´-
cifier. Les programmes vhdl ge´ne´re´s par les outils de placement et routage, a` des fins
de ve´rification temporelle du bon fonctionnement, sont essentiellement structurels : ils
reproduisent le caˆblage re´ellement effectue´ dans le circuit.
Nous avons pre´sente´ le langage vhdl comme un outil de spe´cification pour la logique
caˆble´e. Cependant, le langage vhdl est aussi un ve´ritable langage de simulation. Cet
aspect est d’ailleurs utilise´ pour cre´er l’environnement de test d’un composant. Dans le
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cas de tests unitaires, cet environnement est relativement simple. Cependant, lorsqu’il
s’agit de tester le comportement global du composant au sein du syste`me, il ne´cessite
d’eˆtre interactif. Il est en effet difficile d’eˆtre exhaustif dans la ge´ne´ration des vecteurs
de test.
La cre´ation de d’un tel environnement s’ave`re alors aussi complexe que le composant
lui meˆme. De plus le langage vhdl n’est pas toujours le langage le plus adapte´ pour
spe´cifier le mode`le du syste`me entourant le composant. Cette premie`re analyse montre
l’inte´reˆt d’inte´grer le vhdl dans un environnement de co-simulation afin d’obtenir une
validation dynamique des composants e´crits en vhdl
4.3 Le VHDL et la co-simulation
Lorsque la structure logique qui doit eˆtre implante´e sur un clp a e´te´ spe´cifie´e, il
faut pouvoir e´valuer son bon fonctionnement. L’ensemble de cette structure vhdl peut
eˆtre vue comme l’architecture d’une entite´. Cette entite´ repre´sente alors le composant
logique programmable avec ses entre´es et ses sorties.
Dans le cadre de la co-simulation, on doit pouvoir connecter cette entite´ avec
d’autres simulateurs permettant de reproduire l’environnement externe du composant
et ce, quelque soit le niveau d’abstraction fait sur les entre´es et sorties.
Inte´grer le vhdl dans un environnement de co-simulation consiste alors a` mettre
en place ses interfaces.
En effet, la co-simulation est base´e sur l’exe´cution conjointe de simulateurs, chaque
simulateur repre´sentant une partie spe´cifique du circuit a` concevoir ou de son environ-
nement. Une interface de co-simulation doit permettre l’e´change de donne´es entre les
simulateurs tout en respectant les contraintes de types et de taille mais surtout en res-
pectant la synchronisation temporelle des deux simulateurs. Le concepteur doit pouvoir
tester son circuit, en reliant celui-ci avec d’autres simulateurs sans que cette interface
n’intervienne dans les spe´cifications de son syste`me.
Initialement, la co-simulation qui correspond a` la simulation conjointe du logiciel
et du mate´riel ne fait intervenir que des composants nume´riques. La connexion entre
les simulateurs se fait de fac¸on particulie`re en introduisant la notion de “bus de co-
simulation”.
Cependant, dans le cas des dispositifs de commande pour les syste`mes e´lectriques,
l’ensemble des composants avec lesquels va interagir un clp peut eˆtre divise´ en deux
parties : les composants nume´riques (tels que les me´moires et le microprocesseur) et les
interfaces avec le monde analogique (tels que des can, des cna’s, des comparateurs, ...)
qui permettent de dialoguer avec le proce´de´ ou une partie du proce´de´ a` commander.
Dans le but d’utiliser la co-simulation pour la conception des dispositifs de com-
mande ou simplement pour l’inte´gration des lois de commande, il e´tait donc ne´cessaire
de construire une interface spe´cifique entre un simulateur vhdl et un logiciel permet-
tant de simuler le proce´de´ a` commander qui, dans notre cas, correspond au logiciel
saber.
Afin de situer l’interface que nous avons mis en place par rapport aux connexions
habituellement de´veloppe´es en co-simulation, nous pre´sentons dans une premie`re partie
une de´finition du “bus de co-simulation”. Ensuite, nous de´taillons le fonctionnement de
l’interface qui a` e´te´ de´veloppe´e, en pre´sentant dans un premier temps les principales
techniques informatiques permettant d’e´changer des donne´es entre processus.
4.3.1 De´finition d’un bus de co-simulation
La communication entre deux simulateurs peut se faire selon deux modes diffe´rents
[72][42]
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– Le premier consiste a` utiliser une relation de type maˆıtre-esclave entre les deux
simulateurs (ils s’exe´cutent alors au sein d’un meˆme processus au sens informa-
tique du terme). Dans ce cas, l’un des simulateurs (par convention de´finit comme
maˆıtre) appelle l’autre (alors de´fini comme esclave) par le biais d’une proce´dure
(figure II.4.2.a). Ce type de communication peut s’ave´rer complexe car il est ne´-
cessaire que le simulateur esclave puisse sauver l’ensemble du contexte a` la fin
de son appel pour pouvoir repartir du meˆme e´tat (en rechargeant le contexte)
au prochain appel (figure II.4.2.b). Le lancement du simulateur esclave, la sau-
vegarde et la restitution peuvent s’ave´rer tre`s couˆteux en terme de ressources et
temps de simulation.
Simulateur
Maˆıtre
Proce´dure appelant
le simulateur esclave
Simulateur
Esclave
(a)
1 2
restitution
du contexte
exe´cution du
simulateur
esclave
sauvegarde
du contexte
Simulateur maˆıtre Simulateur maˆıtre
1 2
(b)
Figure II.4.2: Repre´sentation du mode de fonctionnement maˆıtre/esclave pour
l’e´change de donne´es entre deux simulateurs
– Le second mode consiste a` utiliser un syste`me de simulation distribue´e. Les deux
simulateurs fonctionnent en paralle`le et s’e´changent des informations via un canal
de communication (figure II.4.3).
C’est ce deuxie`me mode de communication qui est ge´ne´ralement utilise´ en co-
simulation.
Dans le cadre de la simulation conjointe du logiciel et du mate´riel, on cherche a`
faire communiquer deux simulateurs reproduisant le fonctionnement de composants
nume´riques qui peuvent avoir des niveaux d’abstractions plus ou moins e´leve´s. Les
e´changes entre les simulateurs sont de´clenche´s par les composants simule´s effectuant des
demandes de lecture et d’e´criture. Les proce´dures d’acce`s aux entre´es/sorties utilise´es
dans les composants nume´riques simule´s sont rede´finies, non plus pour communiquer
avec un bus mate´riel mais, avec un canal de communication entre les simulateurs qui
fait transiter les donne´es et les informations permettant de savoir a` quelles variables
sont associe´es les valeurs. Autrement dit, les informations qui transitent par le canal
de communication sont du meˆme “type” que dans le cas d’un bus mate´riel mais avec
des niveaux d’abstractions diffe´rents. Ce canal est alors nomme´ bus de co-simulation.
Dans ce canal, il transite aussi des informations ne´cessaires a` la synchronisation des
diffe´rents simulateurs.
Dans notre cas nous faisons intervenir des composants analogiques, puisque nous
voulons introduire un simulateur qui reproduit le fonctionnement du syste`me sous
controˆle (simulateur de type circuit). Il nous faudra alors utiliser des proce´dures d’e´changes
via le canal de communications qui ne sont plus base´es uniquement sur les demandes
de lecture et d’e´criture mais aussi sur l’e´volution des signaux analogiques.
En co-simulation, les simulateurs fonctionnent en paralle`les. Ils sont conside´re´s par
un syste`me d’exploitations comme des processus inde´pendants. Il faut donc pour e´tablir
une communication entre les diffe´rents simulateurs utiliser des techniques informatiques
permettant de faire communiquer deux processus situe´s dans notre cas sur la machine
hoˆte.
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Simulateur
de processus
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Bus de cosimulation
Figure II.4.3: Utilisation d’un bus de co-simulation.
4.3.2 Les diffe´rents types de communication inter-processus
La mise en place d’un canal de communication peut eˆtre faite en utilisant diffe´rentes
technologies informatiques : on peut re´pertorier les me´canismes de communication inter-
processus du syste`me Unix, ainsi que le me´canisme des sockets et des rpc2.
Les sockets peuvent eˆtre utilise´es sur une station de travail unique mais il est aussi
possible de mettre en place des communications re´seaux (ethernet) utilisant des proto-
coles tels que udp3 ou tcp4.
Les appels de proce´dures a` distance (rpc) sont utilise´es pour le re´seau et permettent
dans bien des cas de s’affranchir de la programmation bas niveau des couches re´seau.
L’utilisation des protocoles re´seaux a l’avantage d’eˆtre portable. Les sockets et les
rpc existent sur les principaux syste`mes d’exploitation et il est possible de re´aliser
des co-simulations en utilisant plusieurs stations. Cependant cela ne´cessite de mettre
en place une structure logicielle plus complexe et les temps de communication sont
plus long que les communications inter-processus du syste`me Unix. Nous avons choisi
d’utiliser ces dernie`res qui n’utilisent alors qu’une seule machine.
Parmi ces me´canismes, on re´pertorie les fifo’s, dit aussi tubes de communication,
et les ipc5 System V qui regroupent les se´maphores, les segments de me´moire partage´e,
et les files de messages.
– Les se´maphores sont des objets d’ipc utilise´s pour synchroniser des processus
entre eux. Ils constituent une solution pour re´soudre le proble`me d’exclusion mu-
tuelle et permettent en particulier de re´gler les conflits d’acce`s concurrents de
processus distincts a` une meˆme ressource.
– La communication par messages s’effectue par e´change de donne´es stocke´es dans
une boite aux lettres sous forme de files. Chaque processus peut e´mettre des
messages et en recevoir.
– Le troisie`me type d’ipc correspond au partage de me´moires entre deux ou plu-
sieurs processus. Il constitue le moyen le plus rapide d’e´change de donne´es. La
zone de me´moire partage´e est utilise´e par chacun des processus comme si elle
faisait partie de chaque programme. Le partage permet aux processus d’acce´der
a` un espace d’adressage commun.
C’est cette dernie`re me´thode que nous avons retenue et implante´e pour faire com-
muniquer le logiciel saber et le simulateur vhdl (modelsim)
2Remote Procedure Call
3User Datagram Protocol
4Transmission Control Protocol
5Inter Process Communication
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Principe de la me´moire partage´e
Un processus commence par cre´er un segment de me´moire partage´e et ses structures
de controˆle. Lors de cette cre´ation, ce processus de´finit les droits d’ope´rations globaux
pour le segment de me´moire partage´e, de´finit la taille en octets, et a la possibilite´ de
spe´cifier le mode d’acce`s d’un processus attache´ a` ce segment (lecture seule, e´criture
seule, ...).
Syste`me d’exploitation
Processus 1
me´moire du
code a` e´xecuter
me´moire des
donne´es
segment de
me´moire
partage´e
Me´moire
partage´e
Processus 2
me´moire du
code a` e´xecuter
me´moire des
donne´es
segment de
me´moire
partage´e
demande
d’acce´s avec
cle´=123
renvoi de
l’identifiant de la
me´moire partage´e
demande de
cre´ation avec
cle´=123
renvoi de
l’identifiant de la
me´moire partage´e
Figure II.4.4: Principe de la me´moire partage´e
Si un autre processus veut s’attacher a` ce segment me´moire (pour pouvoir lire et
e´crire), il doit avoir un identificateur de ce segment. Cet identificateur est fourni par
le syste`me d’exploitation, lorsque le processus lui demande, en utilisant une cle´ qui
correspond a` un nom nume´rique. Ce nom nume´rique est choisi arbitrairement, et est
utilise´ en premier lieu par le processus qui cre´e la me´moire partage´e.
Une fois le processus attache´ a` un segment de me´moire, il rec¸oit un pointeur sur ce
segment et peut l’utiliser comme s’il s’agissait d’un pointeur normal.
4.3.3 Mise en place de l’interface SABER ⇔ VHDL
Nous avons indique´ que nous voulions mettre en place un canal de communication
entre le logiciel saber et un simulateur vhdl afin de pouvoir utiliser la co-simulation
dans la conception de dispositifs de commande.
Afin de rendre transparent la connexion entre saber et le simulateur vhdl, nous
avons cherche´ a` faire apparaˆıtre l’entite´ vhdl sous la forme d’un composant saber.
En effet, l’environnement de simulation saber permet de mode´liser un syste`me sous
la forme d’un sche´ma. Celui-ci se dessine en connectant diffe´rents composants choisis
au sein d’une bibliothe`que ou de´fini par l’utilisateur. Pour de´finir le composant saber
repre´sentant l’entite´ vhdl a` connecter, nous avons cre´e´ un outil permettant de ge´ne´rer
automatiquement le sche´ma et les connexions avec le simulateur modelsim. Nous de´-
taillons, dans la suite les e´changes de donne´es ne´cessaires a` la synchronisation des deux
simulateurs et nous pre´sentons par l’interme´diaire d’un exemple le fonctionnement de
l’outil de ge´ne´ration automatique.
4.3.3.1 Principe d’e´change des donne´es entre SABER et VHDL
Durant une session de simulation saber, le composant vhdl est vu comme un
e´le´ment nume´rique e´crit en mast (figure II.4.5). Ce mode`le nume´rique saber est en
fait une simple“interface”utilisant une proce´dure Csaber pour se connecter a` un segment
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de me´moire partage´e. Cette interface re´cupe`re les signaux d’entre´es pour les transmettre
au simulateur vhdl d’une part, et met a` jour les signaux de sorties venant de l’entite´
vhdl d’autre part.
simulateur vhdl
entite´ vhdl
in 1 out 1
in 2
proce´dure Cvhdl
Simulateur saber
interface vhdl
in 1 out 1
in 2
Processus
a` commander
Me´moire partage´e
proce´dure Csaber
Figure II.4.5: Principe de l’interface saber vhdl.
Ceci est possible graˆce au fait que le vhdl, dans la norme IEEE-1076’93, auto-
rise l’appel de fonctions e´crites dans un langage e´tranger (foreign function). Ainsi une
proce´dure Cvhdl est connecte´e a` l’entite´ vhdl que nous voulons simuler et permet de
communiquer avec la me´moire partage´e.
E´tant donne´ que les signaux venant de saber sont aussi analogiques, nous devons
tenir compte de ce type de grandeurs qui e´voluent de manie`re continue dans le temps.
Celles-ci sont calcule´es par des algorithmes a` pas variable dans le cas du logiciel saber.
4.3.3.2 Synchronisation
Dans le cas de co-simulations ne faisant intervenir que des composants nume´riques,
l’e´change des donne´es entre la partie logicielle, ge´ne´ralement re´alise´e en c, et la partie
mate´rielle, re´alise´e en vhdl, se fait via un bus de co-simulation. Dans [72], il est pre´-
sente´ plusieurs techniques de synchronisation utilisant un tel bus de co-simulation et
permettant d’exploiter l’exe´cution paralle`le des simulateurs. La figure II.4.6.a pre´sente
un mode de communication ou` l’e´change des donne´es ne s’effectue que lors de l’appel
de proce´dures d’entre´es/sorties. Un simulateur envoie des donne´es lorsque cela est ne´-
cessaire et se met en attente pour recevoir un accuse´ de re´ception de la part de l’autre
simulateur.
La figure II.4.6.b pre´sente un autre mode de communication ou` les diffe´rentes re-
queˆtes sont retenue dans des files de messages (fifo) diminuant ainsi les instants d’at-
tentes possibles.
On constate que ces modes de communication ne peuvent eˆtre mis en place que
lorsqu’il y a demande de lecture et demande d’e´criture de la part des composants.
Dans notre cas, la synchronisation des simulateurs ne peut pas exploiter les e´changes
de donne´es mis en place dans le cadre de bus de co-simulation.
La simulation des grandeurs analogiques a` une date t ne peut se faire correctement
qu’en tenant compte des e´ve`nements discrets venant du vhdl a` cette date. De meˆme,
le vhdl doit tenir compte des variations des entre´es venant de saber. Les simulateurs
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C VHDL
C VHDL
fifo’s
(a) (b)
e´criture
lecture
e´xecution
attente
Figure II.4.6: Diffe´rentes synchronisation possibles en utilisant un bus de
co-simulation classique
ne peuvent avancer dans leur calculs respectifs que si ils “connaissent” a` quel date aura
lieu le prochain e´ve´nement associe´ a` l’autre simulateur.
Dans ces conditions, il semble que la synchronisation entre les deux simulateurs ne
puisse se faire que selon deux possibilite´s. La premie`re consiste a` imposer des points
de rendez vous discrets (a` pas fixe) pour mettre a` jour les signaux e´change´s par les
deux simulateurs. Cette date doit alors eˆtre adapte´e a` la fre´quence de variation des
entre´es/sorties de l’entite´ vhdl. Cette premie`re me´thode ne´cessite, soit l’intervention
de l’utilisateur qui doit de´terminer la valeur de ce pas de discre´tisation, et dans ce cas
une erreur dans le choix de ce pas pourrait rendre le re´sultat de la co-simulation caduc,
soit le pas de discre´tisation est fixe´ sur le pas de re´solution de la simulation vhdl et
dans ce cas on peut avoir des e´changes inutiles entre les deux simulateurs.
La seconde possibilite´, que nous avons adopte´e, est d’utiliser le fait que le simulateur
vhdl est un simulateur a` e´ve`nements discrets. Il a donc un e´che´ancier contenant la date
des diffe´rents e´ve`nements a` venir. Il est alors possible de le scruter afin de connaˆıtre la
date du prochain e´ve`nement vhdl en attente, s’il en existe.
Cette synchronisation se fait alors en e´changeant un certain nombre d’informations
par le biais de la me´moire partage´e. Celle-ci est conside´re´e comme un tableau contenant
les variables suivantes :
La figure II.4.7 montre alors le protocole de synchronisation mis en place.
Cette exemple montre le principe en cours de fonctionnement
Saber indique au simulateur vhdl (modelsim), par l’interme´diaire de la variable
temps saber, jusqu’a` quelle date (t1) il a effectue´ la simulation (e´tapes ­ → ®) et
demande au simulateur vhdl d’avancer son temps de simulation jusqu’a` cette date
(e´tapes ® → ¯). Cette date t1 est soit :
1. associe´e a` un e´ve´nement sur une des entre´es de l’entite´,
2. associe´e a` un e´ve´nement vhdl qui e´tait contenu dans l’e´che´ancier de modelsim
et qui a e´te´ indique´ a` saber. (comme dans les e´tapes ° → ±)
Ce mode de fonctionnement permet alors de rendre la communication totalement
inde´pendante du syste`me a` simuler. Cependant, il s’agit d’un mode de communication
qui ne profite pas totalement du fait que chaque simulateur est un processus a` part
entie`re puisque lorsqu’un simulateur effectue ses calculs, l’autre est en attente.
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nom de variable roˆle de la variable
ink k signaux d’entre´es de l’entite´ vhdl
outj j signaux de sorties de l’entite´ vhdl
temps saber date a` laquelle les signaux d’entre´es de
l’entite´ vhdl (venant de saber) peuvent
eˆtre pris en compte par le vhdl
flag variable jouant le roˆle de se´maphore pour
l’acce`s au segment de me´moire
proch evt vhdl date du prochain e´ve´nement vhdl utilise´
par saber
status saber indique si on est en mode
initialisation, calcul ou fin de simulation
Tableau II.4.1: Les diffe´rentes variables en me´moire partage´e.
t1 saber
t1 vhdl
t2 saber
MODELSIM ME´MOIRES
mises a` jour
SABER
Attente
d’informations
saber
mem[flag] = saber
1 simulation
jusqu’a` une date t
evt saber < tevt
ou
evt vhdl = tevt
3 Prise en compte
dans l’e´che´ancier
des entre´es ink a` t1
mem[k] = ink
mem[tps saber] = t1
mem[flag] = vhdl
2 e´ve`nement a` t1
4 simulation
jusqu’a` t1
Attente
d’informations
modelsim
5 Mise a` jour des
sorties outj et
consultation de la
date du prochain
e´ve´nement vhdl qui
est transmise a`
saber
mem[j] = outj
mem[proch evt vhdl] = tevt
mem[flag] = saber
6 Prise en
compte des sorties
outj vhdl et du
prochain evt vhdl a`
tevt dans
l’e´che´ancier saber
Attente
d’informations
saber
1 simulation
jusqu’a` une date t
evt saber < tevt
ou
evt modelsim =
tevt
Figure II.4.7: Synchronisation des e´changes de donne´es entre saber et vhdl.
4.3.3.3 Ge´ne´ration automatique de l’interface
Afin d’inte´grer et de rendre transparent la connexion entre saber et modelsim,
nous avons voulu inte´grer l’utilisation de l’entite´ vhdl a` tester dans un sche´ma saber.
Pour re´aliser cette inte´gration, la vue externe de l’entite´ vhdl de´finie par ses entre´es et
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ses sorties, doit eˆtre de´clare´e comme un composant saber. Pour de´finir un tel compo-
sant, il nous faut cre´er un premier fichier, que l’on nommera “template”, e´crit en mast
et de´crivant son fonctionnement, puis un deuxie`me fichier contenant les informations
ne´cessaires a` sa repre´sentation graphique. Dans notre cas, le “template” ne va pas eˆtre
utilise´ pour de´crire le fonctionnement du composant mais pour synchroniser les ac-
ce`s aux entre´es/sorties du composant vhdl par l’interme´diaire de la proce´dure Csaber,
celle-ci e´tant attache´e au segment de me´moire partage´e (figure II.4.5).
Pour e´changer correctement l’ensemble des informations, les deux proce´dures Csaber
et Cvhdl doivent connaˆıtre, avant le de´but de la co-simulation, le nom des diffe´rents
signaux d’entre´es et de sorties de l’entite´ vhdl et leurs places dans la me´moire partage´e.
Pour cela nous avons recours a` un fichier nomme´ “mem.desc” qui e´nume`re les entre´es et
les sorties de l’entite´. A` l’initialisation de la co-simulation, du coˆte´ vhdl, la proce´dure
Cvhdl lit ce fichier mem.desc, et cre´e les liaisons ade´quates entre l’entite´ vhdl et le
segment de me´moire partage´e.
Nous pouvons donc constater que pour inte´grer un composant vhdl dans une si-
mulation saber, il nous faut ge´ne´rer un certain nombre de fichiers qui de´pendent de la
structure de l’entite´ en terme d’entre´es/sorties. Ces fichiers sont :
Ù un template permettant de faire le lien entre le sche´ma saber et la proce´dure
Csaber ;
Ù Un fichier contenant la description graphique du composant sous saber
Ù un fichier mem.desc permettant a` la proce´dure Cvhdl de connaˆıtre la place des
signaux de l’entite´ vhdl dans la me´moire partage´e.
Afin de ne pas avoir a` cre´er manuellement l’ensemble de ces fichiers a` chaque fois,
nous avons mis en place un outil de ge´ne´ration automatique. Cet outil analyse l’en-
tite´ vhdl a` connecter pour de´terminer quelles sont les entre´es et les sorties. Une fois
l’analyse de l’entite´ effectue´e, l’outil ge´ne`re automatiquement les diffe´rents fichiers cite´s
pre´ce´demment. Nous allons illustrer l’utilisation de l’outil d’analyse par l’interme´diaire
d’un exemple : une simple porte “and”, dont l’entite´ vhdl est spe´cifie´e comme suit,
code 4.4: Entite´ spe´cifiant une porte and
library IEEE ;
use IEEE .std_logic_1164 .all;
-- de´claration de l’entite
entity and_gate is
5 port (in1 , in2 : in std_logic ; out1 : out std_logic );
end;
Cette entite´ comprend donc deux entre´es de type std_logic et une sortie de meˆme
type.
L’outil d’analyse cre´e les fichiers suivants :
– and gate.sin : template mast, repre´sentant le fonctionnement de la “coquille” sous
saber et de´finissant les appels a` la fonction c pour synchroniser les entre´es et
sorties avec le vhdl.
– and gate.c : proce´dure Csaber qui re´alise le lien entre saber et la me´moire parta-
ge´e.
– mem.desc : fichier de´finissant l’ordre des signaux de l’entite´ vhdl dans la me´moire
partage´e.
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Figure II.4.8: Repre´sentation de la porte and sous SABER (fichier and gate.ai sym).
# Do not Modify this file#
-REGION -------------------------
/and_gate_saber / instance_of_and_gate;
5 -INPUT -------------------------
0= in1;
1= in2;
-OUTPUT -------------------------
2= out1 ;
10 -INPUT -OUTPUT -------------------------
-CONTROL ------------------------
3=[ time ];
4=[ time_for_output ];
5=[ flag ];
15 6=[ proch_evt_modelsim ];
7=[ evt saber / modelsim + fin + init ];
# End on Mon Jul 8 10:29:03 2002 #
– and gate sab.vhd : fichier vhdl attachant la proce´dure Cvhdl a` l’entite´ and_gate.
– and gate.ai sym : fichier repre´sentant le sche´ma saber (figure II.4.8) de la porte
and.
Le composant vhdl est alors directement utilisable sous saber comme un de ses
propres composants et son utilisation ne ne´cessite aucune manipulation particulie`re.
Cette interface peut eˆtre utilise´e pour valider les spe´cifications vhdl en effectuant
une simulation de premier niveau. Mais il est aussi possible d’effectuer des simulations
de second niveau, c’est a` dire apre`s synthe`se logique, et de troisie`me niveau (apre`s
placement et routage), afin de valider chaque e´tape dans la conception de la logique
caˆble´e. Nous allons tout d’abord pre´senter plusieurs essais en utilisant des simulations
de premier niveau. Mais nous verrons dans le chapitre 6 que nous avons aussi re´alise´
des co-simulations en simulant la partie vhdl apre`s placement et routage.
4.4 Application au controˆle
d’un convertisseur multicellulaire
Pour illustrer le principe de la co-simulation, nous avons choisi l’implantation d’une
loi de commande non-line´aire applique´e a` un convertisseur multicellulaire [50]. Ce
convertisseur est repre´sente´ sur la figure II.4.9 et correspond a` un hacheur se´rie a` 4
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niveaux de tensions. Cet exemple n’ayant pas pour but d’e´tudier pre´cise´ment la com-
mande d’un convertisseur multicellulaire, nous renvoyons le lecteur a` [26] dans lequel le
fonctionnement d’un tel convertisseur est pre´sente´ (Nous pre´senterons cependant plus
de de´tails sur certains aspects des multicellulaire dans le chapitre 5 et 6). Cet exemple
a pour but de valider les interfaces mises en place mais aussi de montrer le type de
co-simulation qui peut-eˆtre effectue´.
u3 u2 u1
Vc2 Vc1
V cell3 V cell2 V cell1
Uc
reLe
E
=
Vc3
Rch
Lch
Ich
Vs
Figure II.4.9: Hacheur a` 3 cellules de commutations.
La commande d’un tel convertisseur a en charge de re´guler la tension moyenne aux
bornes des capacite´s flottantes V c1 et V c2 afin que celles-ci soient toujours respecti-
vement e´gales a` E/3 et 2.E/3. Dans le cas contraire, il apparaˆıt des surtensions aux
bornes des interrupteurs de puissance qui peuvent eˆtre fatales a` leur fonctionnement.
La commande devra aussi re´guler le courant moyen Ich. Pour pre´senter la loi de com-
mande que nous allons appliquer, nous rappelons succinctement la mode´lisation d’un
tel convertisseur.
4.4.1 Mode´lisation du syste`me
La figure II.4.10, repre´sentant deux cellules de commutation connecte´es a` une ca-
pacite´ flottante, nous permet d’introduire les notations que nous allons utiliser.
Pi = 0Pi+1 = 1
Pi+1 = 0 Pi = 1
V ci
Ici
Ti
Ti
Ti+1
Ti+1
Figure II.4.10: Capacite´ flottante et cellules de commutations.
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Pi repre´sente la commande de l’interrupteur du haut de la cellule de commutation i
(Pi repre´sentant la commande comple´mentaire envoye´e a` l’interrupteur du bas). Elle
vaut 1 lorsque l’interrupteur est ferme´ et 0 lorsqu’il est ouvert.
Par l’interme´diaire de ces notations, sachant que dans une cellule de commutation
il y a toujours un et un seul interrupteur ferme´, la tension aux bornes des capacite´s
flottantes peut s’exprimer en fonction du courant de charge et de l’e´tat des cellules de
commutation qui lui sont connecte´es.
Ici = (Pi+1 − Pi).Ich (II.4.1)
Ainsi l’e´volution du courant dans les capacite´s flottantes s’exprime suivant la relation
II.4.3
Ici = Ci.
dV ci
dt
(II.4.2)
V˙ ci =
1
Ci
.(Pi+1 − Pi).Ich (II.4.3)
Si les commandes u1, u2, u3 (nomme´es rapport cycliques) repre´sentent les valeurs
moyennes des commandes respectives P1, P2, P3 sur une pe´riode Td appele´e pe´riode de
de´coupage,
ui =
1
Td
∫ Td
0
ui.dt (II.4.4)
alors, le comportement aux valeurs moyennes d’un hacheur 3 cellules est de´crit par
le syste`me d’e´quations suivant :
u{1,2,3} ∈ [0 . . . 1]


v˙c1 = x˙1 = −a1.x3.(u1 − u2)
v˙c2 = x˙2 = −a2.x3.(u2 − u3)
ı˙charge = x˙3 = −b0.x3 + b1.Vs
(II.4.5)
ou` les variables sont :

 x1 = vc1x2 = vc2
x3 = iload

 = X a1 =
1
C1
a2 =
1
C2
b0 =
R
L
b1 =
1
L
et Vs = V cell1 + V cell2 + V cell3 = u3.(E − V c2) + u2.(V c2 − V c1) + u1.V c1
Le syste`me peut eˆtre repre´sente´ sous la forme d’un mode`le affine non-line´aire donne´
dans l’e´quation (II.4.6) et base´ sur les grandeurs moyennes du syste`me.
X˙ = f(X) +
3∑
j=1
g(X)uj (II.4.6)
avec :
f(X) =
[
0, 0, −b0x3
]t
(II.4.7)
gh3(X) =


−x3 a1 x3 a1 0
0 −x3 a2 x3 a2
b1x1 b1(x2 − x1) b1(ec − x2)


(II.4.8)
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La matrice gh3(X) se de´compose en 3 colonnes. Chacune de ces colonnes repre´sente
une fonction gh3j (X) pour j ∈ {1, 2, 3}. Ainsi la fonction gh3(X), s’e´crit :
gh3 = [gh31(X), gh32 (X), gh33 (X)] (II.4.9)
Cette repre´sentation montre que les non-line´arite´s qui interviennent sont simplement
dues au couplage des commandes.
4.4.2 Loi de commande applique´e
A` la repre´sentation affine non-line´aire, il peut eˆtre applique´ une me´thode de line´ari-
sation exacte permettant de de´coupler les variables d’e´tat du syste`me. Cette commande
a e´te´ e´tudie´e dans [26].
Il apparaˆıt un nouveau vecteur d’entre´e V relie´ au vecteur u, compose´ des trois
rapport cycliques, par la relation II.4.10.
u(X) = α(X) + β(X).V (II.4.10)
avec :
α(X) =


−b0x3
b1ec
−b0x3
b1ec
−b0x3
b1ec

 et β(X) =


x1−ec
a1x3ec
x2−ec
a2x3ec
1
b1ec
x1
a1x3ec
x2−ec
a2x3ec
1
b1ec
x1
a1x3ec
x2
a2x3ec
1
b1ec


Le de´couplage permet alors d’avoir une grandeur de commande Vi associe´e a` chaque
grandeur a` re´guler Yi (cf. Figure II.4.11).
V1
∫
Y1
V2
∫
Y2
V3
∫
Y3
Figure II.4.11: Repre´sentation du syste`me de´couple´.
Ce de´couplage rend possible l’application sur celui-ci d’un second bouclage line´aire
qui permet d’imposer la dynamique voulue sur les grandeurs a` re´guler que sont le
courant de charge et les tensions des capacite´s flottantes.
Les taˆches que doit effectuer un dispositif de commande pour re´aliser une telle
commande sont donc les suivantes :
1. Acque´rir les tensions flottantes Ec, V c1, V c2, ainsi que le courant de charge Ich
2. Calculer le vecteur de re´fe´rence Xref (puisque V crefi = i.Ec/3)
3. Calculer le vecteur V en utilisant un re´gulateur proportionnel,
4. Calculer le vecteur des rapports cycliques en effectuant le calcul de´crit dans l’e´qua-
tion II.4.10.
5. Calculer les ordres de commande associe´s aux trois cellules par Modulation de
Largeur d’Impulsion.
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liénarisationrégulation
(X)
(X)
α
X ref
K p β
Système
X
X
v Y=X+ u
+
+
−
X
hacheur 3 cellules
Figure II.4.12: Boucle de line´arisation et de re´gulation de la commande.
La pe´riode d’e´chantillonnage Te de la commande e´tant cale´e sur la pe´riode de de´-
coupage Td, l’ensemble des taˆches allant de 1 a` 4 doivent eˆtre re´alise´es en un temps
infe´rieur a` cette pe´riode.
4.4.3 Implantation de la loi de commande en co-simulation
Nous allons e´valuer, par co-simulation, plusieurs parame`tres associe´s a` l’implanta-
tion d’une telle loi de commande. L’architecture sur laquelle sera implante´e la loi de
commande est repre´sente´ sur la figure II.4.13. Ce dispositif est constitue´ d’un micropro-
cesseur et d’un fpga. Ce dernier assure le dialogue avec les diffe´rents cans et ge´ne`re
les ordres de commande des interrupteurs de puissance.
Convertisseur
StatiqueFPGA
µproc
ordre de
commande des
interrupteurs
cancancan
can
Ich
V c1
V c2
E
Figure II.4.13: Architecture du dispositif de commande.
Pour e´valuer une telle architecture, nous devons spe´cifier en c les diffe´rentes taˆches
qui devront eˆtre calcule´es par le microprocesseur et en vhdl, celles que devra exe´cuter
le fpga. Le test des diffe´rents programmes, doit alors utiliser un mode`le de micropro-
cesseur pour les taˆches de´crites en c et l’interface saber/modelsim pour les taˆches
de´crites en vhdl.
Cependant, le but de cet exemple est essentiellement de valider l’outil de co-simulation
entre saber et modelsim, et les mode`les de microprocesseur de´taille´s sont actuellement
peu adapte´s pour eˆtre inte´gre´s dans un environnement de co-simulation. Nous avons
donc choisi un mode`le de microprocesseur au niveau bus tel que nous l’avons pre´sente´
au chapitre pre´ce`dent au paragraphe 3.2.4 page 50.
L’utilisation d’un mode`le de microprocesseur, au niveau bus, ne prend pas en compte
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l’architecture interne d’un microprocesseur, mais permet de simuler les cycles de lec-
ture et d’e´criture. Ainsi, le code de commande ’c’ utilise´ en co-simulation peut eˆtre
e´crit comme s’il allait s’exe´cuter sur le microprocesseur cible puisque les proce´dures
d’entre´es/sorties sont aussi simule´es. De plus, les signaux de bus issus d’un tel mode`le
peuvent permettre de valider la partie vhdl en lien avec le microprocesseur qui est
ge´ne´ralement difficile a` mettre au point sur le dispositif expe´rimental.
Une tel syste`me de co-simulation : “mode`le de microprocesseur au niveau bus +
simulateur vhdl + simulateur syste`me ( saber)”, peut dans un premier temps nous
permettre de valider la synthe`se du code vhdl et du code c, et de tester des re´partitions
diffe´rentes de l’ensemble des taˆches entre le microprocesseur et le fpga.
4.4.3.1 Mode´lisation du microprocesseur au niveau bus
Suite a` l’expe´rience acquise sur les communications inter-processus lors de l’e´labo-
ration de l’interface saber/modelsim, nous avons mis en place un ve´ritable bus de
co-simulation entre saber et un programme c cense´ exe´cuter une routine d’interrup-
tion.
E
n
v
ir
o
n
n
e
m
e
n
t
S
A
B
E
R
Routine d’interruption
e´xecutant
l’algorithme de controˆle
de´crit en C.
Proce´dure d’E/S
read_cosim(),write_cosim()
template saber
du microprocesseur
vue au niveau du bus
Proce´dure Cech
d’e´change de donne´es
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Figure II.4.14: Principe du mode`le de microprocesseur au niveau bus.
Ainsi, meˆme si nous n’avons pas de simulateur de microprocesseur permettant de
prendre en compte son architecture et d’estimer le temps de calcul, nous pouvons im-
planter la routine de re´gulation qui devra s’exe´cuter sur le futur dispositif de commande
et valider l’e´criture du code. Ce dernier pourra d’ailleurs eˆtre directement implante´ sur
le dispositif expe´rimental puisqu’a` ce niveau, le simulation est entie`rement transparente.
Structure de l’interface
L’objectif de la co-simulation e´tant de mettre au point la commande du proce´de´,
nous n’avons conside´re´ que les taˆches de re´gulation qui s’exe´cutent en temps re´el et
qui sont les plus difficiles a` mettre au point expe´rimentalement. Pour cela, nous avons
conside´re´ que le microprocesseur n’exe´cutait qu’une routine active par interruption.
Le bus de co-simulation (figure II.4.14) a e´te´ re´alise´ en utilisant deux tubes de
communications unidirectionnel de type fifo que l’on nomme c2saber et saber2c.
90
4.4 Application au controˆle d’un convertisseur multicellulaire
Par l’interme´diaire de ces tubes, une proce´dure Cech relie´e a` saber communique
avec les proce´dures d’entre´es/sorties utilise´es par la routine d’interruption. Cette pro-
ce´dure Cech est elle meˆme relie´e a` un “template” saber. On retrouve, en fait, du coˆte´
saber, une structure semblable a` l’interface utilise´e avec le vhdl.
Cependant, le template est relativement ge´ne´rique puisqu’il repre´sente les trois bus
mate´riels habituellement pre´sents sur un microprocesseur : le bus de donne´es, le bus
d’adresse et le bus de controˆle.
E´changes des donne´es
Comme sur le microprocesseur cible, la routine d’interruption e´crit ou lit une donne´e
associe´e a` un pe´riphe´rique par l’interme´diaire des proce´dures d’entre´es/sorties.
En effet, dans le cas de la co-simulation, tous les acce`s aux pe´riphe´riques effectue´s
par la routine utilisent une fonction read_cosim(adresse,donne´e) pour les lectures et
write_cosim(adresse,donne´e) pour les e´critures. Ces requeˆtes sont, alors, envoye´es
sur le bus de co-simulation qui les transmet au logiciel saber. L’interface au sein de sa-
ber recevant les requeˆtes de lecture et d’e´criture les interpre`te et ge´ne`re en conse´quence
les signaux sur le bus de controˆle, d’adresse et de donne´es.
Un exemple de dialogue entre les proce´dures d’entre´es/sorties et la proce´dure Cech
est repre´sente´ sur la figure II.4.15.
De´tection du front montant de
l’horloge indiquant une
demande d’interruption
En attente d’une
interruption
lancement de
l’interruption
demande de lecture
attente de la re´ponse
Exe´cution . . .
demande d’e´criture
attente de la
confirmation
Exe´cution . . .
Tube Saber2C
message:BEGIN INT
message :
re´ponse du read
adresse
donne´e
message :
re´ponse du write
write ok
Tube C2Saber
requeˆte: read
adresse
requeˆte: write
adresse
donne´e
Re´ception et traitement de la
requeˆte de lecture
Re´ception et traitement de la
requeˆtre d’e´criture
1 2
L1
L2
L3
L4
E1
E2
E3
E4
Proce´dure C associe´e a` saber
Routine d’interruption Li e´tape i lors d’une demande de Lecture
Ei e´tape i lors d’une demande de Ecriture
Figure II.4.15: Dialogue effectue´ entre la routine d’interruption
et la proce´dure C sous SABER
Cette figure pre´sente le de´clenchement de la routine d’interruption qui fait alors
une requeˆte de lecture, puis une seconde requeˆte qui correspond a` une e´criture. Par ces
exemples, la figure permet de visualiser le protocole de communication que nous avons
mis en place entre les proce´dures d’entre´es/sorties qui envoient des requeˆtes dans le
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tube c2saber et la proce´dure Cech qui re´pond a` ces requeˆtes par des messages envoye´s
dans le tube saber2c.
La figure II.4.16 situe les e´ve`nements de manie`re temporelle, entre les requeˆtes
effectue´es par la routine d’interruption et les signaux ge´ne´re´s par le composant saber
repre´sentant le microprocesseur au niveau bus.
Signaux
de l’interface
évenements
de la partie logicielle
réponse
de l’écriture
demande
d’interruption
reproduction de cycles de lecture et d’écriture sous saber
temps
saber
Te(k+1)
adresses
données
rd / wr
Te(k)
de lecture
demande demande
d’écriture
fin de la 
routine
de la lecture
réponse
Figure II.4.16: Visualisation des e´ve`nements dans le temps entre la routine
d’interruption et les signaux de bus de l’interface saber
Ce diagramme montre que lorsqu’une lecture est demande´e, le signal de controˆle
rd/wr reste en position haute, et l’adresse de la donne´e demande´e est e´crite sur le bus
d’adresse. Lorsqu’une e´criture est demande´e, le signal rd/wr passe en position basse et
la donne´e ainsi que son adresse sont positionne´es sur les bus correspondants.
Cet exemple repre´sente simplement le principe. Les signaux ge´ne´re´s par les bus
sont en effet, comple`tement configurables. Ainsi ce mode`le de microprocesseur peut
eˆtre parame´tre´ pour repre´senter le protocole de lecture et d’e´criture associe´ a` un mi-
croprocesseur particulier et peut ainsi permettre la mise au point des dialogues avec
celui-ci.
Dans l’environnement saber, il serait aussi possible de connecter les signaux de
bus a` des composants nume´riques tels que des can, cna, ... Pour notre exemple, ces
signaux seront relie´s au composant saber repre´sentant le fpga.
Comme nous l’avons dit pre´ce´demment, la routine d’interruption code´e en C est
directement implantable sur le dispositif de commande expe´rimental, si ce n’est qu’il
faut rede´finir les deux fonctions read_cosim() et write_cosim().
4.4.3.2 Mise en place de l’architecture
dans l’environnement de co-simulation
Le mode`le de microprocesseur que nous venons de voir est utilise´ pour e´valuer l’ar-
chitecture pre´sente´ en figure II.4.13. Un premier partitionnement des taˆches e´nume´re´es
en 4.4.2 a e´te´ mis en place. Ce partitionnement est repre´sente´ en figure II.4.17.
La routine d’interruption implante´e sur le microprocesseur calcule la re´gulation
proportionnelle et le de´couplage non line´aire.
Le fpga transmet la valeurs des can lorsque le microprocesseur le lui demande, et
calcule les ordres de commande a` imposer aux interrupteurs de puissance en fonction
des rapport cycliques (ui) transmis par la routine d’interruption.
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FPGAµproc
Xref ⊗ Kp α(X) ⊗ MLI 3 cellules
X β(X)
mesures
Figure II.4.17: Premier “partitionnement”.
Il utilise pour cela une me´thode de Modulation de Largeur d’Impulsion (MLI)
pre´sente´ plus loin.
La figure II.4.18 pre´sente la structure e´crite en vhdl permettant de simuler les
can et le clp. Elle montre aussi la liaison avec les diffe´rents bus du microprocesseur
(rd/wr,adresse,data). Les autres entre´es de l’entite´ vhdl sur le sche´ma sont relie´es au
proce´de´ a` commander par l’interme´diaire de capteurs, et les sorties correspondent aux
commandes a` imposer aux interrupteurs de puissance du convertisseur.
La logique introduite dans le clp est divise´e en deux modules. Un premier mo-
dule dialogue avec les can et le microprocesseur (module de´codeur d’adresse sur la
figure II.4.18). Un second module calcule les ordres de commande par mli en utilisant
les valeurs des rapports cycliques que le premier module lui transmet.
Le fonctionnement global de la commande est le suivant : lorsque la routine d’inter-
ruption est appele´e, celle-ci fait une demande de conversion au fpga en e´crivant dans
un registre particulier de celui-ci. Le fpga transmet alors cette demande aux diffe´rents
convertisseurs analogiques nume´riques. Dans les simulations effectue´es, nous n’avons
pas conside´re´ de temps de conversion pour les can. Ainsi, une fois que la routine a de-
mande´ la conversion, les donne´es sont imme´diatement accessibles. La routine effectue
donc 4 lectures correspondant aux 4 registres contenant les valeurs de E, V c1, V c2, Ich
au format nume´rique de 8 bits. Comme nous ne prenons pas en compte les temps de
calcul, les valeurs des rapports cycliques calcule´s sont directement renvoye´es aux fpga.
Un exemple de ces e´changes est visible sur la figure II.4.19
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Figure II.4.18: Architecture co-simule´e.
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Figure II.4.19: Cycles d’e´changes de donne´es entre la routine d’interruption et le
FPGA
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4.4.3.3 Influence de la re´solution de la MLI
On a donc, avec cette re´partition des taˆches, principalement deux modules a` im-
planter dans le fpga : le de´codeur d’adresse et le ge´ne´rateur de signaux de commande
par MLI.
Le ge´ne´rateur de signaux doit calculer les instants auxquels il faut fermer et ouvrir
un interrupteur de puissance. Ce calcul se fait en fonction du rapport cyclique (ui) qui
correspond a` la valeur moyenne du temps de fermeture de l’interrupteur de puissance
sur une pe´riode de de´coupage (Td).
ui =
1
Td
∫ Td
0
Pi.dt =
ton
Td
(II.4.11)
temps
  
t1 t2
Td
ui =
ton
Td
1
Pi
ton
P i
temps mort
Figure II.4.20: Calcul des instant de commutations par MLI re´gulie`re syme´trique.
Le calcul re´alise´ habituellement pour de´terminer les instants de commutation est
montre´ en figure II.4.20. Il consiste a` ge´ne´rer une dent de scie (porteuse) pe´riodique
variant entre 0 et 1 et de pe´riode Td, et de comparer cette dent de scie au rapport
cyclique. L’intersection des deux courbes indique alors un instant de commutation.
Cependant, il faut inse´rer des temps mort afin de ne pas cre´er de court-circuit.
La re´alisation nume´rique d’une commande par mli consiste donc a` ge´ne´rer une
dent de scie a` l’aide d’un compteur puis a` comparer la sortie de ce compteur au rapport
cyclique.
La nume´risation discre´tise la valeur du rapport cyclique et par conse´quent la dent
de scie. Les instants de commutations sont alors quantifie´s sur la pe´riode de de´coupage.
La pre´cision de la commande de´pend donc du nombre de bits utilise´ pour coder le
rapport cyclique.
En effet, si on utilise seulement 4 bits pour coder le rapport cyclique et que la
pe´riode de de´coupage est de 50µs, le rapport cyclique ne pouvant prendre que 15 valeurs
diffe´rentes, on ne pourra de´finir des instants de commutation qu’avec une re´solution de
50µs
2×(24−1) = 1.666µs
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Dans le cas d’un convertisseur multicellulaire, il est ne´cessaire de de´phaser les ordres
de commande des interrupteurs des 3 cellules de φ = 2.pi3 . Ce de´phasage est re´alise´ en
de´calant les trois porteuses (figure II.4.21) avec une pre´cision qui de´pend encore du
format de codage du rapport cyclique.
porteuse
1
porteuse
2
porteuse
3
k.T e (k + 1).T e
Rapport
cyclique
e´chantillonne´
Horloge de
pe´riode Th
Signal de
commande
Figure II.4.21: Principe de la mli nume´rique sur 4 bits.
Nous avons cherche´ a` e´tudier l’influence de la re´solution de la mli sur le controˆle du
convertisseur. Cette e´tude est associe´e a` la recherche d’un gain de surface utilise´e sur le
clp. En effet, diminuer la re´solution revient a` diminuer la taille des compteurs, registres
et comparateurs utilise´s. Or, si l’on cherche a` de´porter depuis le microprocesseur une
partie de la commande sur le fpga, il peut eˆtre ne´cessaire d’optimiser les diffe´rents
modules a` implanter, suivant un crite`re “surface de silicium/pre´cision”.
Les simulations ont e´te´ effectue´es avec un convertisseur multicellulaire se´rie ayant
les parame`tres suivant :
R = 10 Ω
L = 1.5 mH
Kp = 5000
Te = 62.5 µs
C1 = C2 = 40 µF
re = 0.6 Ω
Le = 1 mH
Ce = 500 µF
Td = 62.5 µs
temps morts ≈ 1 µs
(II.4.12)
La re´solution a e´te´ e´value´e pour des valeurs allant de 8 a` 4 bits. Afin de rester a`
une pe´riode de de´coupage de 62.5µs (soit une fre´quence de 16 kHz), l’horloge de base
Th repre´sente´e sur la figure II.4.21 doit eˆtre adapte´e. En effet, la relation suivante entre
le pe´riode de de´coupage Td, le nombre de bits utilise´s n et l’horloge Th qui cadence les
compteurs de la mli est la suivante :
Td = 2× (2
n − 1)× Th (II.4.13)
Le tableau II.4.2 re´capitule l’e´volution de cette horloge mais aussi la valeur du temps
mort en fonction du nombre de bits.
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re´solution 4 5 6 8
horloge Th 2.23µs 1.077µs .504µs .123µs
temps morts Th Th 2.Th 9.Th
Tableau II.4.2: Tableau des diffe´rentes horloges.
La figure II.4.22 montre l’allure des tensions flottantes (Vc1 et Vc2) et la tension
d’entre´e (Ec) lors d’un de´marrage du convertisseur avec un courant de re´fe´rence de
Iref = 80 Ampe`res.
On constate qu’elle suivent relativement bien leurs valeurs de re´fe´rence correspon-
dant a` Ec/3 et 2.Ec/3, a` part dans le cas d’une re´solution de 4 bits ou l’on observe une
de´gradation de la tension aux bornes de la capacite´ C1. Le courant a un comportement
tre`s proche de celui issu d’une commande analogique lorsqu’on utilise un codage sur 8
bits. Il se de´grade toutefois lorsque la re´solution diminue et devient inacceptable dans
le cas ou l’on utilise seulement 4 bits.
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Figure II.4.22: Influence du format de codage de la MLI
sur la commande du convertisseur.
Nous avons effectue´ une synthe`se logique du code vhdl utilise´ en co-simulation
de niveau 1 afin d’obtenir un ordre de grandeur sur le nombre de portes utilise´es par
le calcul de la mli. Cette synthe`se a e´te´ re´alise´e pour un composant particulier : un
Flex10k d’Altera. Elle donne un ordre d’ide´e sur l’e´volution du nombre de portes lorsque
la re´solution de la mli est augmente´e. Cependant, les codes vhdl utilise´s n’ont pas e´te´
valide´s apre`s synthe`se et ne´cessitent un raffinement (et une optimisation) afin de pouvoir
eˆtre inte´gre´ sur un composant.
La synthe`se n’a e´te´ effectue´ que sur le module mli.
4.4.3.4 E´valuation d’un autre partitionnement des taˆches
Comme nous l’avons dit pre´ce´demment, l’aspect temporel n’a pas e´te´ pris en compte
dans cette partie. E´tudier des re´partitions de taˆches diffe´rentes pre´sente comme inte´reˆt
principal d’e´valuer la possibilite´ d’implanter d’autres fonctions sur le fpga et d’e´tudier
en particulier l’influence du format de codage.
Ce deuxie`me partitionnement consiste a` inte´grer, sur le fpga, le re´gulateur propor-
tionnel et le calcul des re´fe´rences de tension (V c1ref et V c2ref). L’e´tude porte sur le
format de codage de Kp. Le format des grandeurs de re´fe´rence, quant a` lui, est identique
a` celui des grandeurs mesure´es, qui de´pend de la re´solution des can (8 bits dans notre
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Re´solution Cellules Logiques
de la mli utilise´es
4 117/576 (20%)
6 168/576 (29%)
8 201/576 (34%)
10 237/576 (41%)
Tableau II.4.3: Nombre de bloc logiques utilise´s dans un composant de type Flex10k
pour le module mli
FPGAµproc
Xref ⊗ Kp α(X) ⊗ MLI 3 cellules
X β(X)
mesures
Figure II.4.23: Deuxie`me partitionnement teste´.
cas). Les re´sultats obtenus sont visibles sur la figure II.4.24.
La simulation effectue´e correspond a` un de´marrage du convertisseur avec un courant
de re´fe´rence de 80 Ampe`res. Un e´chelon sur le courant de re´fe´rence est ensuite applique´
pour atteindre 20 Ampe`re a` 20 ms.
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Figure II.4.24: Test de l’influence du codage de Kp sur la commande
La plate-forme de simulation ainsi mise en place peut aussi eˆtre utilise´e pour e´valuer
d’autres e´le´ments tels que la re´solution des convertisseurs analogiques nume´riques. De
plus le comportement des diffe´rents bus du microprocesseur peut eˆtre programme´ afin
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Figure II.4.25: Zoom sur les tensions au de´marrage, et le re´gime transitoire du
courant.
de reproduire celui d’un microprocesseur particulier. Cet e´le´ment permet en particulier
d’analyser l’influence du format du bus des donne´es.
4.5 Conclusion
Dans ce chapitre nous avons mis en place les e´le´ments ne´cessaires a` un premier
environnement de co-simulation de´die´ aux dispositifs de commande pour les syste`mes
e´lectriques.
Pour re´aliser cet environnement nous avons duˆ mettre en place, par l’interme´diaire
de communications inter-processus, des protocoles de communication entre les diffe´rents
simulateurs. Actuellement, ces interfaces fonctionnent et ne posent pas de proble`mes
particuliers de temps de calcul lorsque nous effectuons des simulation du vhdl au
premier niveau. Cependant l’utilisation de ces protocoles pour une simulation vhdl
de troisie`me niveau est beaucoup plus couˆteuse en temps. Ceci pourrait s’ame´liorer en
utilisant un mode de communication par rendez-vous.
Cet environnement a e´te´ de´veloppe´ en utilisant deux simulateurs commerciaux que
sont saber et modelsim. Ne´anmoins, les principes de connexions que nous avons im-
plante´s par l’interme´diaire des outils Unix, sont applicables a` d’autres simulateurs, si
ceux-ci peuvent appeler des proce´dures C (par exemple Matlab ou Scilab). De plus
nous nous sommes limite´s a` l’utilisation des communications inter-processus du syste`me
Unix. Mais il est possible d’e´tendre les connexions en utilisant un re´seau local ce qui
rendrait la mise en place des connexions portable sur d’autres syste`mes d’exploitations.
La re´alisation d’une interface entre le vhdl et le simulateur saber a constitue´ une
e´tape importante dans notre travail. Les re´sultats que nous avons pre´sente´s ont permis
de valider en grande partie cet environnement de co-simulation meˆme si l’aspect tem-
porel n’apparaˆıt pas. Cet aspect ne pose pas de proble`me en soi, puisque les simulations
vhdl de niveau 3 tiennent compte des temps de propagation. Il n’en est pas de meˆme
pour le microprocesseur puisqu’il faut pouvoir disposer d’un simulateur adaptable. La
solution de la simulation compile´e reste une bonne alternative a` ce proble`me, mais
ne´cessite un travail important.
Quoiqu’il en soit, nous avons exploite´ cet outil dans le de´veloppement d’observa-
teurs pour la commande du convertisseur multicellulaire que nous pre´sentons dans la
troisie`me partie de ce me´moire.
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Troisie`me partie
Application de la co-simulation
dans l’e´tude d’observateurs
de´die´s aux convertisseurs
multicellulaires
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Chapitre 5
E´tude d’architectures pour
l’implantation d’un
pseudo-observateur de´die´ aux
multicellulaires
5.1 Introduction
L
’apparition des convertisseurs multicellulaires se´ries date du de´but des anne´es 90.
Elle se trouve directement directement lie´e aux besoins grandissants de l’indus-
trie en puissances commute´es de plus en plus e´leve´es. En effet, l’ame´lioration
intrinse`que des semi-conducteurs ne permettant pas de satisfaire ces besoins, il a fallu,
afin d’augmenter la puissance traite´e, de´velopper une nouvelle structure de conversion
d’e´nergie. Son principe repose sur la mise en se´rie de cellules de commutation afin de re´-
partir la tension totale au niveau de chaque cellule et ainsi faire partager les contraintes
en tension sur plusieurs composants semi-conducteurs. On reste ainsi a` des amplitudes
de tension supportables par les interrupteurs de puissance.
Toutefois, la structure multicellulaire ne´cessite l’utilisation de capacite´s flottantes
dont les tensions aux bornes doivent eˆtre maˆıtrise´es et maintenues a` des niveaux bien
de´finis pour assurer le bon fonctionnement de l’ensemble du syste`me. Il est possible de
re´guler le niveau de ces tensions par l’interme´diaire de commande en boucle ferme´e.
Ceci ne´cessite la mesure des diffe´rentes grandeurs a` re´guler et en particulier, l’utilisation
de capteurs de tensions flottantes, qui pose de gros proble`me de re´alisation pour un
re´sultat souvent de´cevant. Par ailleurs, le nombre de capteurs ne´cessaire augmente avec
le nombre de cellules. Il est donc particulie`rement inte´ressant de pouvoir capter ces
grandeurs de manie`re indirecte, en utilisant un estimateur ou un observateur d’e´tat.
Ce chapitre pre´sente uniquement une structure d’estimation de ces tensions flot-
tantes et e´tudie diffe´rentes me´thodes permettant son implantation nume´rique.
Cette pre´sentation ne peut se faire sans introduire les principes de fonctionnement
du convertisseur multicellulaire. C’est ce que nous proposons de faire en premie`re partie
en nous basant sur les travaux concernant les proprie´te´s du convertisseur [14, 22], sa
commande [26, 70]et quelques me´thodes d’observation [8]. Dans un deuxie`me temps,
nous de´taillerons le fonctionnement de l’estimateur et nous e´tudierons diffe´rentes va-
riantes permettant de l’implanter sur un composant logique programmable de type
FPGA.
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5.2 Pre´sentation du convertisseur multicellulaire se´rie a` 3
cellules de commutation
Les e´tudes ont e´te´ mene´es sur une structure de convertisseur multiniveaux particu-
lie`re : le convertisseur se´rie a` 3 cellules. La pre´sentation de ces convertisseurs est donc
volontairement axe´e sur cette topologie mais le lecteur pourra se reporter aux ouvrages
[14, 62] qui pre´sentent de manie`re plus ge´ne´rale le principe du multicellulaire.
La pre´sentation et la mode´lisation de ce convertisseur sont effectue´es en utilisant
certaines hypothe`ses simplificatrices qui sont :
– les interrupteurs de puissance seront suppose´s parfaits (chute de tension a` l’e´tat
passant, courant de fuite et temps de commutation nuls),
– les sources de tension et de courant seront suppose´es parfaites.
Les convertisseurs multicellulaires sont construits a` partir des e´le´ments de base que
sont les cellules de commutations. Celles-ci sont interconnecte´es entre elles par l’inter-
me´diaire de sources de tension flottantes. La figure III.5.1 repre´sente un convertisseur
3 cellules.
Vs
Interrupteur du haut
E
=
V c3
P3 P2 P1
V cell3 V cell2 V cell1
P 3 P 2 P 1
V c2 V c1
Ic2 Ic1 Ich
Figure III.5.1: Convertisseur a` 3 cellules de commutation
Les ordres de commande de chacun des deux interrupteurs dans la cellule de commu-
tation i sont note´s Pi et P¯i (i variant de 1 a` 3). Un ordre de commande ne peut prendre
que deux valeurs : il vaut 1 pour fermer l’interrupteur et 0 pour l’ouvrir. D’apre`s les
re`gles de commande associe´es a` une cellule de commutation, Pi et P i doivent toujours
eˆtre comple´mentaires.
De plus, la commande d’une cellule de commutation se fait inde´pendamment de
l’e´tat des interrupteurs de la cellule voisine. On peut ainsi de´phaser la commande des
cellules les unes par rapport aux autres sans que cela ne soit dangereux pour la survie
des composants.
E´tant donne´ ces principes de commande, il existe, a` tout instant, trois interrupteurs
a` l’e´tat passant et trois interrupteurs a` l’e´tat bloque´. Afin de re´partir la tension d’entre´e
E sur les trois interrupteurs de puissance a` l’e´tat bloque´, les tensions flottantes V c1 et
V c2 doivent eˆtre respectivement e´gales a`
1
3E et
2
3E. Ainsi, chacune des trois cellules
voit une tension e´gale a` 13E, et dans ces conditions, le convertisseur est dit e´quilibre´.
Le courant circulant dans une source de tension flottante peut s’exprimer en fonction
des ordres de commande et du courant de charge suivant l’e´quation III.5.1
Ici = Ich.(Pi+1 − Pi) (III.5.1)
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La tension aux bornes de l’interrupteur du bas d’une cellule de commutation peut
s’e´crire en fonction des ordres de commande et de la valeur des tensions flottantes et
de la tension d’entre´e V c3 = E (V c0 = 0)
V celli = Pi.(V ci − V ci−1) (III.5.2)
La tension en sortie du convertisseur Vs correspond a` la somme de ces tensions.
Vs =
∑
V celli (III.5.3)
Il a e´te´ montre´ que lorsque le convertisseur est commande´ avec des rapports cy-
cliques e´gaux sur toutes les cellules de commutation et de´phase´s de 2pi3 , les sources de
tension flottantes pouvaient eˆtre remplace´es par des condensateurs. Nous conside´rerons
a` pre´sent les sources de tensions flottantes comme des capacite´s dont le potentiel est
flottant.
Le convertisseur qui a e´te´ e´tudie´ est pre´sente´ sur la figure III.5.2. Nous conside´rerons
la tension aux bornes de la capacite´ V c3 comme connue et comme e´tant la source
d’alimentation du convertisseur. La charge est constitue´e d’une re´sistance et d’une
inductance.
Dans ces conditions, l’e´tat du convertisseur est totalement de´termine´ par les ordres
de commande et les variables d’e´tat V c1, V c2, et Ich.
u3 u2 u1
V c2 V c1
V cell3 V cell2 V cell1
Uc
reLe
E
=
V c3
Rch
Lch
Ich
Vs
Figure III.5.2: Convertisseur se´rie 3 cellules en mode hacheur sur une charge RL
A` partir des e´quations pre´sente´es pre´ce´demment sur les cellules de commutation, on
peut calculer l’e´volution des diffe´rentes variables d’e´tats suivant le syste`me d’e´quations
III.5.4.


dV c1
dt
=
1
C1
.Ich.(P2 − P1)
dV c2
dt
=
1
C2
.Ich.(P3 − P2)
dIch
dt
=
1
L
· (Vs −R.Ich) =
1
L
(P1.(V c1) + P2.(V c2 − V c1) + P3.(E − V c2)−R.Ich)
(III.5.4)
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Ce syste`me d’e´quation repre´sente le mode`le instantane´ du convertisseur et peut se
repre´senter sous la forme d’une e´quation d’e´tat :
X˙ = A(P ).X + B(P ).E (III.5.5)
ou` X =
[
V c1 V c2 Ich
]
. Ce syste`me d’e´tat est un syste`me non-line´aire car les
matrices A et B de´pendent des ordres de commande P =
[
P1 P2 P3
]
.
On en de´duit le mode`le moyen en remplac¸ant les ordres de commande instanta-
ne´s par leurs valeurs moyennes sur une pe´riode. On conside´rera que cette pe´riode est
constante et identique pour les 3 cellules. Elle est appele´e pe´riode de de´coupage : Td.
ui =
1
Td
∫ Td
0
Pi.dt (III.5.6)
Il a e´te´ montre´ qu’un tel convertisseur fonctionnait de manie`re optimum lorsque
les ordres de commande P1, P2, P3 avaient la meˆme valeur moyenne sur une pe´riode
de de´coupage (rapports cycliques identiques) et e´taient de´phase´s de 2.pi/p (p e´tant le
nombre de cellules constituant le convertisseur).
Dans ces conditions :
– les condensateurs restent charge´s a` leurs valeurs optimales qui sont 13E et
2
3E,
– la tension de sortie pre´sente une fre´quence de de´coupage apparente fa e´gale a`
trois fois la fre´quence de de´coupage de chaque cellule fa = 3.fdec,
– on peut obtenir 4 niveaux de tension diffe´rents en sortie (Vs) selon la valeur du
rapport cyclique : 

ui ∈ [0,
1
3 ] ⇒ Vs ∈ {0,
E
3 },
ui ∈ [
1
3 ,
2
3 ] ⇒ Vs ∈ {
E
3 ,
2.E
3 }
ui ∈ [
2
3 , 1] ⇒ Vs ∈ {
2.E
3 , E}
5.3 Commande des convertisseurs multicellulaires
5.3.1 Me´thodes et strate´gies utilise´es
Le fonctionnement du convertisseur est optimum lorsque celui-ci est e´quilibre´, c’est-
a`-dire que les tensions flottantes valent respectivement V c1 =
1
3E et V c2 =
2
3E. Cepen-
dant, si la tension d’entre´e E varie brusquement, les tensions aux bornes des capacite´s
flottantes ne seront plus e´gales a` 13E et
2/3E imme´diatement apre`s la variation de E.
On aura alors l’apparition de surtensions aux bornes de certains interrupteurs, ce qui
peut mettre en danger le fonctionnement du convertisseur.
D’autre part, l’e´quilibre des tensions n’est respecte´ que si la valeur des rapports
cycliques aux bornes de toutes les cellules est rigoureusement identique. La re´alisation
pratique des ordres de commande (quantification, temps mort) peut amener des imper-
fections et donc de le´ge`res diffe´rences entre ces rapports cycliques, ce qui peut ge´ne´rer
des de´se´quilibres aux bornes des capacite´s flottantes.
D’apre`s l’e´quation III.5.1, la valeur des ordres de commandes influe sur le signe du
courant qui traverse une capacite´. En agissant sur ce signe et sur le temps, on peut
alors controˆler la tension aux bornes de la capacite´. Dans le cas d’un hacheur classique
a` deux cellules, la commande ne fait que controˆler le courant de charge en agissant sur
les ordres de commande des interrupteurs. Dans le cas du multicellulaire, la commande
du syste`me aura un double objectif : le premier consistera a` re´guler les niveaux de
tension aux bornes des capacite´s flottantes et le second sera de controˆler le courant de
sortie Ich.
Une commande de ce type a d’ailleurs e´te´ pre´sente´e dans le chapitre pre´ce´dent. Il
s’agissait d’une commande par de´couplage entre´es/sorties base´e sur une line´arisation
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exacte. Elle est calcule´e a` partir du mode`le moyen et fait partie des commandes dites
“en dure´e”.
Dans une commande en dure´e, la conversion d’e´nergie s’effectue par modulation
du temps de conduction des interrupteurs i.e. par action sur la valeur moyenne des
commandes c’est-a`-dire des rapports cycliques.
D’autres techniques de commande existent comme la commande de´couplante li-
ne´aire. Dans ce cas, on line´arise le syste`me autour d’un point de fonctionnement avant
d’appliquer un de´couplage puis une re´gulation classique de type PI (re´gulateurs Pro-
portionnel Inte´gral) [70, 26].
Des commandes en amplitude ont aussi e´te´ e´tudie´es[60]. La commande en ampli-
tude consiste a` de´terminer de manie`re instantane´e l’e´tat des cellules de commutation en
fonction de la mesure des variables d’e´tats du syste`me. L’application la plus classique
d’une telle commande correspond a` la fourchette de courant. Dans le cas des convertis-
seurs multicellulaires, ce type de commande a montre´ des performances supe´rieures aux
commandes pre´ce´demment cite´es et une bonne robustesse par rapport aux variations
parame´triques de la charge.
Cependant toutes ces commandes ne peuvent eˆtre exploite´es qu’en mesurant la
tension d’entre´e du convertisseur, la tension aux bornes des capacite´s flottantes et le
courant de charge.
Les capteurs de tensions flottantes et leurs chaˆınes de traitement sont de´licats a`
mettre en oeuvre sur les syste`mes haute tensions. En effet, on doit d’abord mesurer
la diffe´rence de potentiel aux bornes des condensateurs flottants a` l’aide d’une sonde
diffe´rentielle. La sortie de cet e´tage est ensuite mise en forme puis nume´rise´e a` l’aide
d’un convertisseur analogique/nume´rique.
Le couˆt important de l’ensemble de la chaˆıne de conversion est, de plus, multiplie´
par le nombre de cellules utilise´es dans le convertisseur. Cette chaˆıne pose donc des pro-
ble`mes de couˆt mais aussi d’encombrement et de fiabilite´. De plus, vu de la commande,
l’ajout des diffe´rents e´le´ments ne´cessaire a` la conversion introduit des constantes de
temps et des non-line´arite´s qui peuvent s’ave´rer perturbantes pour le syste`me.
Aussi, il apparaˆıt inte´ressant de pouvoir reconstituer la valeur des diffe´rentes ten-
sions flottantes avec des capteurs plus classiques, et si possible, en nombre re´duit.
5.3.2 Observation du convertisseur multicellulaire se´rie
Nous utiliserons la notion d’estimateur et d’observateur qui a e´te´ introduite en
section 1.2.2.2 page 8. L’observation du syste`me consiste a` reproduire en temps re´el
une image des grandeurs d’e´tat du syste`me a` partir des ordres de commande qui lui
sont applique´s et des mesures qu’il est possible de re´aliser.
Lorsque l’on cherche a` reproduire les grandeurs d’e´tat du syste`me en utilisant un
mode`le n’ayant comme entre´es que les ordres de commande qui sont applique´s au sys-
te`me re´el, on re´alise un estimateur. Dans le cas d’un estimateur, la notion de boucle
ferme´e et en particulier de dynamique d’observation disparaˆıt.
Cependant, l’utilisation d’un estimateur n’est pas suffisante dans plusieurs cas :
– lorsque l’on ne connaˆıt pas la valeur initiale des variables d’e´tat du syste`me,
– lorsque le mode`le n’est pas suffisamment pre´cis et que des erreurs peuvent s’in-
troduire dans le temps,
– lorsque le syste`me re´el subit des perturbations qui ne sont pas issues de l’organe
de commande et qui sont donc invisibles pour l’estimateur.
L’utilisation d’un observateur permet, en the´orie, de pallier a` ces limitations.
L’observateur est souvent compose´ de deux modules :
– le premier module permet “d’estimer” les grandeurs d’e´tats en fonction des gran-
deurs de commande et utilise un mode`le du syste`me.
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– le deuxie`me module est nomme´ sur le sche´ma III.5.3 “gain d’observation”. Ce
module mesure l’erreur entre les grandeurs re´elles du syste`mes et celles reproduites
par le mode`le. Cette erreur est alors utilise´e par le gain d’observation pour injecter
dans le premier module l’information ne´cessaire a` la convergence du mode`le vers
le syste`me re´el.
Dans le cas du multicellulaire se´rie, la grandeur de mesure utilise´e correspond au
courant de charge.
u3 u2 u1
Mode`le
du convertisseur
Gain
d’observationTension d’entre´e
Observateur + Iˆcharge
injection dans le mode`le
u3 u2 u1
V c2 V c1Ec Charge
Ich
Figure III.5.3: Sche´ma de principe des observateurs dans le cas du convertisseur
multicellulaire
Des travaux sur l’observation des tensions aux bornes des capacite´s flottantes a`
partir du courant de charge et de la tension d’entre´e ont e´te´ mene´s dans [8]. Nous
re´sumons ici brie`vement les principaux re´sultats qui en ressortent.
La diffe´rence provient surtout du mode`le du convertisseur utilise´ a` des fins d’obser-
vation.
Cas du mode`le moyen
Nous avons vu au chapitre pre´ce´dent que le mode`le moyen du convertisseur multi-
cellulaire permet d’avoir un mode`le relativement simple qui permet d’e´laborer des lois
de commandes de´couplantes pour la re´gulation des tensions aux bornes des capacite´s
flottantes et du courant de charge. Cependant, en re´gime permanent (i.e. lorsque les
rapports cycliques sont e´gaux), il n’est pas possible d’observer les tensions flottantes a`
partir du courant de charge. En effet les e´quations du syste`me III.5.4 nous indiquent
que lorsque u1 = u2 = u3, le courant de sortie est le meˆme quelle que soit la valeur des
tensions flottantes.
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Cas des mode`les e´chantillonne´s
Deux mode`les e´chantillonne´s ont e´te´ utilise´s. Le premier correspond au mode`le
e´chantillonne´ exacte sur une pe´riode de de´coupage. Il consiste a` inte´grer les variables
d’e´tat du mode`le instantane´ sur une pe´riode de de´coupage en fonction des ordres de
commande envoye´s durant cette pe´riode.
Ce mode`le permet de calculer l’e´tat du syste`me a` la fin de la pe´riode de de´coupage,
et ce, en fonction de l’e´tat du syste`me en de´but de pe´riode.
A` partir de ce mode`le, un observateur de Luenberger a e´te´ de´veloppe´. L’auteur
conclut sur le fait que cet observateur est peu robuste par rapport aux variations pa-
rame´triques et aux bruits de mesure. De plus il comporte un volume de calcul tre`s
important, ce qui rend son implantation difficilement envisageable.
L’autre mode`le e´chantillonne´ correspond a` l’inte´gration d’un mode`le moyen calcule´
sur un tiers de la pe´riode de de´coupage. A` partir de ce mode`le, un filtre de Kalman
re´cursif a e´te´ e´value´. Il en re´sulte un observateur relativement robuste par rapport
aux variations parame´triques lorsque celui-ci est correctement re´gle´. Ce re´glage est
cependant difficile a` re´aliser et l’utilisation d’un tel observateur ne´cessite la mise en
place d’un dispositif de commande performant afin de re´aliser l’ensemble des calculs en
un temps infe´rieur au tiers de la pe´riode de de´coupage.
Cas du mode`le instantane´
En utilisant le mode`le instantane´, il est possible d’implanter un observateur a` mode
glissant qui s’ave`re avoir de bonnes performances et une certaine robustesse face aux
variations parame´triques. Cependant, comme pre´ce´demment, cet observateur pre´sente
un volume de calculs important.
Les solutions que nous venons de pre´senter ont en commun deux inconve´nients
majeurs :
– elles ne´cessitent un volume de calculs important,
– elles sont sensibles aux variations de la charge.
Nous avons donc choisi une dernie`re me´thode consistant a` “reconstruire” l’e´tat du
convertisseur a` chaque instant [26].
5.4 Reconstitution des grandeurs d’e´tats a` l’aide des ten-
sions
La me´thode utilise´e est base´e sur le mode`le instantane´ du convertisseur. Pour s’af-
franchir de la charge, les tensions flottantes sont reconstitue´es a` partir de la tension de
sortie Vs.
La figure III.5.4 pre´sente le sche´ma de principe d’une commande utilisant ce re-
constructeur d’e´tat. Les entre´es de ce reconstructeur d’e´tat sont la tension de sortie
du convertisseur Vs, les ordres de commande associe´s a` chaque cellule de commuta-
tion P1, P2, P3. La commande quant a` elle ne´cessite toujours la mesure du courant de
charge.
A` tout instant, nous supposons que l’e´tat des interrupteurs est impose´ par les ordres
de commande associe´s (interrupteurs parfaits). Le raisonnement utilise un mode`le ins-
tantane´ du convertisseur. Soit P ∗ = [P1 P2 P3] l’e´tat des cellules a` chaque instant.
Les deux e´tats que peut prendre chaque cellule sont ‘1’ et ‘0’, et correspondent res-
pectivement a` la conduction ou au blocage de l’interrupteur du “haut”. Le vecteur P ∗
connaˆıt alors 23 valeurs possibles. On notera que la tension Vs est une composition
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u3 u2 u1
Syste`me de
commande
Reconstructeur
d’e´tat
Ec
Vc1
Vc2
V c2 V c1Ec Charge
Icharge
Figure III.5.4: Commande avec reconstructeur d’e´tat
valeur P1 P2 P3 Vs a` l’e´quilibre
0 0 0 0 0 0
1 0 0 1 V c1
E
3
2 0 1 0 V c2 − V c1
E
3
3 0 1 1 V c2
2.E
3
4 1 0 0 Ec− V c2
E
3
5 1 0 1 Ec− V c2 + V c1
2.E
3
6 1 1 0 Ec− V c1
2.E
3
7 1 1 1 Ec E1
Tableau III.5.1: Tension en sortie du convertisseur en fonction de la commande des
interrupteurs
des tensions Ec, V c1, V c2 qui de´pend du vecteur P
∗. Le tableau III.5.1 re´capitule les
diffe´rentes valeurs possibles du vecteur P ∗ ainsi que les valeurs de Vs correspondantes.
On remarquera que pour les e´tats 1,3,7, la mesure de Vs nous donne directement la
mesure de l’une des tensions recherche´es (ce cas sera nomme´ mesure directe). Cepen-
dant, rien ne garantit que ces combinaisons vont apparaˆıtre de manie`re re´gulie`re et il
est ne´cessaire de prendre en compte tous les e´tats.
Par la suite on conside´rera que la valeur moyenne des tensions varient peu par
rapport a` la fre´quence de de´coupage.
La mesure de Vs pouvant se faire de manie`re e´chantillonne´e, on a pour le i
eme
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e´chantillon de Vs la relation suivante :
Vsi =
[
P1i − P2i P2i − P3i P3i
] V c1V c2
Ec

 (III.5.7)
Ayant trois grandeurs a` reconstituer, trois mesures successives de la tension de sortie
dans un intervalle de temps de l’ordre de la pe´riode de de´coupage, nous donne alors la
relation matricielle suivante :

Vs3Vs2
Vs1

 =

Pm3Pm2
Pm1

 .

V c1V c2
Ec

 =

P13 − P23 P23 − P33 P33P12 − P22 P22 − P32 P32
P11 − P21 P21 − P31 P31



V c1V c2
E

 (III.5.8)
Si la matrice est inversible on peut reconstituer les trois grandeurs recherche´es.
V c1V c2
Ec

 = [P ∗m−1] .

Vs1Vs2
Vs3

 (III.5.9)
5.4.1 Contraintes sur la mesure
Comme nous l’avons vu pre´ce´demment, il se peut que l’acquisition de trois grandeurs
successives ne nous permette pas d’acce´der a` une matrice inversible. Il faut alors de´-
terminer une strate´gie qui permette de retenir 3 mesures rendant la matrice inversible.
Pour cela, nous avons utilise´ la me´thode pre´sente´e sur la figure III.5.5.
Vsi = [P
∗
1i
− P
∗
2i
P
∗
2i
− P
∗
3i
P
∗
3i
]
nouvelle mesure
demande´e
∆


Pmi
Pm3
Pm2

 = 0 ?


calcul du
de´terminant en
concate´nant la
nouvelle mesure
aux deux dernie`res
mesures effectue´es
nouvelle matrice =


Vs3
Vs2
Vs1




Vsi
Vs3
Vs2
Vs1


Calcul de P ∗
−1
m
Non
oui
Figure III.5.5: Choix des vecteurs composant la matrice a` inverser
A l’e´tat initial on effectue trois mesures diffe´rentes de Vs puis on laisse l’algorithme
se de´rouler.
Ce reconstructeur d’e´tat a e´te´ e´tudie´ en simulation dans [26] en conside´rant une
mesure de Vs a` cadence fixe. Les re´sultats de simulation ont permis de valider la me´thode
pour diffe´rents rapports cycliques.
111
Chapitre 5. E´tude d’architectures pour l’implantation d’un pseudo-observateur
5.5 Implantation nume´rique du reconstructeur d’e´tats
Bien que valide´e en simulation, cette me´thode ne´cessite quelques modifications pour
tenir compte :
– des imperfections des interrupteurs de puissance,
– des contraintes temps re´el (Td ≈ qqµs),
– des calculs a` effectuer.
Nous pre´sentons ici les diffe´rentes solutions qui ont permis de prendre ne compte
ces proble`mes.
5.5.1 E´chantillonnage de la tension de sortie Vs
L’e´tude pre´ce´dente est base´e sur une mesure re´gulie`re de Vs dans le temps. Cepen-
dant, si la pe´riode d’acquisition est tre`s faible, le syste`me va mesurer plusieurs valeurs
de Vs pour des ordres de commande identiques. Or deux mesures identiques ne per-
mettent pas d’inverser la matrice P ∗m. Un certain nombre de mesures sont donc inutiles.
Par contre, si la pe´riode d’acquisition est trop grande, on peut “louper” une mesure de
V s qui aurait permis d’inverser la matrice P ∗m.
En fait, l’acquisition d’une mesure de Vs n’apparaˆıt inte´ressante que si celle-ci cor-
respond a` une nouvelle composition des tensions recherche´es. Ainsi cet estimateur n’a
pas de contraintes de re´gularite´ au niveau de la mesure. Nous n’allons donc pas utiliser
un e´chantillonnage re´gulier dans le temps. Par contre, une nouvelle mesure de tension
sera de´clenche´e apre`s un changement d’e´tat du vecteur P ∗ .
Cependant, il faut prendre en compte plusieurs phe´nome`nes dus aux imperfections
du convertisseur et des mesures. En effet, les interrupteurs de puissance mettent un
certain temps avant de conduire ou de se bloquer. Le capteur de tension n’a pas une
bande passante infinie ce qui introduit un retard dans la mesure.
Toutes ces imperfections nous obligent a` imposer un retard entre le changement
des ordres de commande P ∗ et le de´clenchement d’une nouvelle mesure. Sans ce re-
tard, la mesure de Vs risquerait d’eˆtre incohe´rente avec l’e´tat des interrupteurs suppose´
repre´sente´ par le vecteur P ∗ . On notera aussi que faire une mesure a` des instants
re´guliers sans prendre en compte le changement d’e´tat du vecteur P ∗ pourrait amener
aux meˆmes incohe´rences. La figure III.5.6 pre´sente un exemple du fonctionnement de
demande d’acquisition retarde´ d’un temps e´gal a` 6.5µs a` priori.
 t(s)
0.0019 0.00191 0.00192 0.00193 0.00194
Delta X: −6.5u
Delta X: −6.5u
P1
P2
P3
demande 
d’acquisition
1
2
3
Figure III.5.6: Exemple d’acquisitions retarde´es de 6.5µs par rapport aux
ordres de commande.
Sur cette figure on peut voir l’e´volution des trois ordres de commande P1, P2, P3,
et le signal de demande d’acquisition d’une nouvelle mesure. On peut constater en
¬ un changement de P3. Cependant il n’y a pas de demande d’acquisition associe´e.
En effet, comme un changement dans les ordres de commande s’est effectue´ avant le
de´lai de 6.5µs (changement de P2 ­), la demande d’acquisition qui e´tait associe´e au
changement de P3 a e´te´ annule´e.
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5.5.2 Re´alisation des calculs a` l’aide de matrices pre´-calcule´es
Nous venons de voir sur l’algorithme de la figure III.5.5 qu’il est ne´cessaire d’effectuer
des calculs apre`s chaque mesure de Vs et ce sur un intervalle de temps proche de la
pe´riode de de´coupage.
Cependant, cet estimateur doit effectuer des mesures de Vs parfois tre`s rapproche´es,
et de´s qu’une mesure a e´te´ acquise, il faut inhiber les demandes d’acquisition durant
les calculs ne´cessaires a` l’estimation.
Afin d’inhiber un minimum de demandes d’acquisition, il faut effectuer les calculs
au plus vite.
Le calcul d’un de´terminant ou une inversion de matrice correspond a` une phase
calculatoire assez lourde. Il serait donc inte´ressant de trouver une me´thode permet-
tant d’implanter ce reconstructeur d’e´tat dans un composant logique programmable.
L’utilisation d’un tel composant permettrait de diminuer le temps de calcul et donc de
diminuer l’intervalle minimal entre deux mesures de Vs.
Nous avons alors teste´ deux me´thodes d’implantation possibles. Nous pre´sentons
tout d’abord une me´thode d’inversion de matrice pre´-calcule´e.
5.5.2.1 Principe
Dans l’optique de ne pas effectuer de calculs trop lourds, nous avons choisi d’utiliser
une table de ve´rite´ nous indiquant si une matrice est inversible ou non. Cette table de
ve´rite´ (III.5.2) a comme entre´es les trois vecteurs P∗ associe´s aux trois mesures de Vs
(cf tableau III.5.1). La sortie de cette table vaut ‘1’ si le de´terminant est non nul, sinon
‘0’. Chaque ordre de commande Pi vaut 0 ou 1, Il s’agit alors d’une table comprenant
(23)3 = 512 entre´es.
indice du tableau de´terminant
P11 P21 P31 P12 P22 P32 P13 P23 P33 ∆
Tableau III.5.2: enteˆte du tableau contenant les valeurs du de´terminant
Pour chaque valeur en entre´e ou` le de´terminant n’est pas nul, une inversion de
matrice est a` effectuer. La` encore, nous pouvons pre´-calculer les solutions en mettant la
valeur des coefficients λi du syste`me re´solu (e´quation III.5.10) dans un tableau. L’entre´e
de ce tableau correspond alors a` l’entre´e de la table de ve´rite´ concate´ne´e avec l’indice
i allant de 1 a` 9. 
V c1V c2
Ec

 =

λ1 λ2 λ3λ4 λ5 λ6
λ7 λ8 λ9



Vs1Vs2
Vs3

 (III.5.10)
Dans le cas d’un convertisseur comportant 3 cellules, les coefficients appartiennent a`
l’ensemble : λi ∈ {±2,±1,±0.5, 0}, ce qui nume´riquement peut s’implanter facilement.
En effet dans le cas ou` les diffe´rentes grandeurs sont code´es en entier, la multiplication
par 2 correspond a` un de´calage a` gauche et la multiplication par 0.5 correspond a` un
de´calage a` droite.
5.5.2.2 Influence du de´lai d’acquisition
Nous avons effectue´ des simulations en e´valuant l’influence du retard entre la de-
mande d’acquisition de la tension Vs et un changement d’e´tat d’une cellule.
Deux types de simulations ont e´te´ effectue´es. La premie`re que l’on nomme “boucle
ouverte”, correspondant au cas ou` le convertisseur est commande´ a` partir des grandeurs
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re´elles des tensions V c1, V c2 et Ec. Dans le cas de la “boucle ferme´e”, ces tensions
proviennent du reconstructeur d’e´tat.
L’ensemble des simulations est effectue´ avec les parame`tres suivants :
Rch = 10 Ω
Lch = 1.5 mH
Kp = 5000
Te = 62.5 µs
C1 = C2 = 40 µF
re = 0.6 Ω
Le = 1 mH
Ce = 500 µF
(III.5.11)
Nous avons utilise´ le profil suivant : au de´marrage du convertisseur, les tensions
aux bornes des capacite´s flottantes sont nulles, et le courant de re´fe´rence est fixe´ a` 80
ampe`res. La tension d’entre´e subit ensuite un e´chelon d’amplitude a` 0.02 secondes.
E´valuation en boucle ouverte
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b- Erreur entre les grandeurs estime´es et les
grandeurs mesure´es
Figure III.5.7: Estimation en boucle ouverte avec un de´lai de 1.5µs
La figure III.5.7 correspond a` la simulation de l’estimateur non-boucle´ avec un
retard avant l’acquisition de 1.5µs, ce qui correspond au temps de conversion d’un
convertisseur A/N moyen. On constate alors le bon fonctionnement de celui-ci. La
figure III.5.7 montre d’ailleurs l’e´volution de l’erreur entre chaque grandeur mesure´e et
estime´e. On peut voir que l’erreur de´passe rarement les 10%. Nous avons alors teste´
le fonctionnement en augmentant le de´lai d’acquisition jusqu’a` 6.5µs (figure III.5.8).
On constate alors que ce de´lai est trop important puisqu’il existe des configurations ou`
le de´terminant reste nul pendant plusieurs pe´riodes d’e´chantillonnage, notamment a` 5
ms, ce qui provoque un blocage de l’e´volution des valeurs estime´es jusqu’a` ce que les
rapports cycliques e´voluent de manie`re a` obtenir de nouveau une matrice inversible.
E´valuation en boucle ferme´e
Nous avons teste´ le comportement de l’estimateur en boucle ferme´e, i.e. que la
commande du convertisseur utilise non plus les grandeurs mesure´es mais les grandeurs
estime´es par le reconstructeur d’e´tat.
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Figure III.5.8: Estimation en boucle ouverte avec un de´lai de 6.5µs
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Figure III.5.9: Estimation en boucle ferme´e avec un de´lai de 1.5µs
Dans le cas d’un de´lai de 1.5µs, figure III.5.9-b-, on obtient des erreurs du meˆme
ordre de grandeur qu’en boucle ouverte. Par contre pour un de´lai de 6.5µs, on constate
sur la figure III.5.10 que le courant n’est plus controˆle´. En effet, celui-ci s’e´carte de la
courbe correspondant au cas ou la commande utilise les mesures des tensions flottantes
(cas ide´al vis-a`-vis de l’estimation). Cette perte de controˆle est en fait du a` une mauvaise
estimation des tensions flottantes que l’on peut voir en figure III.5.11. En effet, la
matrice P ∗m n’e´tant plus inversible, les tensions estime´es restent constantes et e´gales
aux dernie`res valeurs calcule´es (ou le de´terminant n’e´tait pas nul). Dans ce cas, la
commande utilise des valeurs de tensions constantes qui ne correspondent pas aux
e´volutions re´elles et cela provoque une saturation des rapport cycliques qui engendre
un courant maximal dans la charge.
On peut constater que le de´lai d’acquisition a une influence particulie`re sur le fonc-
tionnement de l’estimateur et qu’il apparaˆıt certains cas ou ce de´lai ne permet plus
d’estimer correctement les tensions.
L’ensemble des fonctions utilise´es pour l’estimation pouvant eˆtre pre´-calcule´es, il
suffit maintenant de me´moriser l’ensemble des re´sultats. Dans le cas d’un convertisseur
3 cellules, il nous faut me´moriser le test d’inversibilite´ qui requiert 3 octets par entre´e
(chaque entre´e est code´e sur 10 bits) et qui contient 512 entre´es. Ensuite, l’ensemble
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Figure III.5.10: comparaison des courants re´gule´s en utilisant les grandeurs estime´es
et les grandeurs mesure´es
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Figure III.5.11: Estimation en boucle ferme´e avec un de´lai de 6.5µs
des coefficients λi doit aussi eˆtre me´morise´, chaque coefficient peut eˆtre code´ sur 3 bits
et nous avons 9 coefficients par entre´e. Cela demande alors 4 octets × 512. L’ensemble
des calculs ne´cessite alors une me´moire de 3 584octets. Ce calcul montre qu’en utili-
sant un composant logique programmable de taille moyenne, il est tout a` fait possible
d’implanter un tel estimateur.
Nous avons cependant e´tudie´ un estimateur de´rive´ du principe originel qui semble
plus adapte´ pour les composant logiques programmables.
5.5.3 E´valuation du reconstructeur d’e´tat calcule´ a` partir d’une ma-
chine a` e´tats finis
Nous avons essaye´ d’utiliser une variante possible du reconstructeur vu pre´ce´dem-
ment, afin de ne pas avoir de de´terminant a` calculer et d’aboutir a` une forme plus
adapte´e a` une implantation en logique caˆble´e.
Dans cette variante, nous n’attendons pas qu’une matrice soit inversible pour faire
une nouvelle estimation. Nous ne rejetons, en fait, aucune mesure. A` chaque nouvelle
acquisition de Vs, nous effectuons l’estimation d’une des trois grandeurs (E, V c1, V c2).
Cette estimation est calcule´e en re´solvant l’e´quation (III.5.7) page 111 ayant pour in-
connue une des trois grandeurs recherche´es. Le choix de la nouvelle grandeur a` estimer
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s’effectue en fonction d’un ordre de priorite´. Nous donnons une priorite´ maximale pour
la grandeur estime´e la plus ancienne et respectivement la priorite´ la plus faible pour la
dernie`re grandeur qui a e´te´ estime´e.
Exemple 5.5.1 Imaginons que la dernie`re tension qui ait e´te´ estime´e soit E et la plus
ancienne tension estime´e soit V c1. On a alors un vecteur des tensions estime´es e´crit
dans l’ordre suivant :
1 V c1
tension a` estimer en priorite´ 2 V c2
3 Ec
Si un changement se fait sur les ordres de commande, et que l’on mesure V s tel que
Vs = V c2 − V c1, alors on utilisera la mesure de Vs de la manie`re suivante :
Vˆ c1 = Vs + Vˆ c2 (III.5.12)
On rafraˆıchit ainsi l’estimation de V c1 et on obtient un nouvel ordre de priorite´
pour les estimations a` effectuer :
1 V c2
tension a` estimer en priorite´ 2 Ec
3 V c1
Par contre si la mesure de Vs correspond a` la composition, Vs = Ec− V c2, alors on
rafraˆıchira l’estimation de la tension V c2 de la manie`re suivante :
Vˆ c2 = Eˆc− Vs (III.5.13)
Et dans ce cas, le tableau des priorite´s est le suivant :
1 V c1
tension a` estimer en priorite´ 2 Ec
3 V c2
Le me´canisme de de´termination du calcul a` effectuer, en fonction de la priorite´ et de
la mesure de V s, peut se repre´senter a` l’aide du formalisme des machines a` e´tats finis.
Ce qui en fait un syste`me relativement simple a` implanter sur un CLP. Nous de´taillons
la construction de cette machine a` e´tats.
5.5.4 Choix des e´tats
Un e´tat est fixe´ pour chaque ordre de priorite´ possible. Le choix des e´tats est de´taille´
dans le tableau III.5.3.
Connaissant les grandeurs prioritaires a` estimer, on de´termine, pour une nouvelle
mesure de Vs, le calcul qui peut eˆtre fait. Cette de´termination correspond donc au calcul
de la transition.
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Les ordres de priorite´s possibles Etat associe´
⊕ −→ 	
Ec V c2 V c1 S0
V c2 Ec V c1 S1
Ec V c1 V c2 S2
V c1 Ec V c2 S3
V c2 V c1 Ec S4
V c1 V c2 Ec S5
Tableau III.5.3: Association d’un e´tat pour chaque ordre de priorite´
5.5.5 Calcul des transitions
Nous devons identifier quelles sont les tensions qui composent la tension de sortie
Vs. Le vecteur indiquant l’e´tat des cellules P
∗ nous donne cette information.
En effet, nous avons vu qu’a` une mesure de V s correspond une combinaison des
tensions Ec, V c1, V c2. Cette combinaison est calcule´e a` l’aide du vecteur C
∗
1 (III.5.14).
Si l’on veut de´terminer quelles sont, parmi les trois tensions, celles qui apparaissent
effectivement dans la composition de la tension Vs, il nous faut appliquer la rela-
tion (III.5.15) :
P ∗ −→ C∗1 =
[
P1i − P2i P2i − P3i P3i
]
(III.5.14)
P ∗ −→ C∗2 =
[
P1i ⊕ P2i P2i ⊕ P3i P3i
]
(III.5.15)
Les coefficients du vecteur C∗2 indiquent par un ‘1’ la pre´sence ou non des tensions
respectives Ec, V c2, V c1 . On notera que les relations (III.5.14) et (III.5.15) sont toutes
les deux bijectives par rapport au vecteur P ∗. Ainsi pour une seule valeur de ce vecteur,
il existe une seule et unique composition des tensions, ainsi qu’une seule et unique
combinaison.
Nous avons choisi d’utiliser le vecteur C∗2 pour repre´senter la transition . Le ta-
bleau III.5.4 re´fe´rence les diffe´rentes transitions possibles.
Transition C∗2(1) C
∗
2 (2) C
∗
2 (3)
Ec V c2 V c1 Vs
t1 0 0 1 V c1
t2 0 1 0 V c2
t3 0 1 1 V c2 − V c1
t4 1 0 0 Ec
t5 1 0 1 Ec − V c1
t6 1 1 0 Ec − V c2
t7 1 1 1 Ec − V c2 + V c1
Tableau III.5.4: Ensemble des transitions possibles
5.5.6 Repre´sentation de l’estimateur
En ayant choisi les e´tats et les transitions pre´ce´dents, nous pouvons alors repre´senter
l’estimateur comme un diagramme de transitions (figure III.5.12 page suivante).
Nous allons implanter ce diagramme de transitions sous la forme d’une machine de
Mealy(figure III.5.13 page ci-contre). Ce type de machine a` e´tats finis est essentiellement
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Ec, V c2, V c1
V c1, Ec, V c2 Ec, V c1, V c2
V c2, V c1, Ec V c1, V c2, Ec
V c2, Ec, V c1
V c2 − V c1,
V c2
V c2 − V c1,
V c1
Ec,
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V c1,
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Figure III.5.12: Repre´sentation de la Machine d’e´tat
compose´e de deux e´tages. Le premier correspond au calcul d’un nouvel e´tat en fonction
de l’e´tat pre´ce´dent et de la transition. Le deuxie`me e´tage calcule les grandeurs de sortie
en fonction de l’e´tat pre´sent et de la valeur de transition.
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Figure III.5.13: Estimateur repre´sente´ par une machine de mealy
Cette machine sera synchronise´e sur la demande d’acquisition retarde´e par rapport
aux changements sur les ordres de commande. Ce retard est re´alise´ par un simple
“de´compteur”.
Ce type de repre´sentation est bien adapte´e a` une implantation nume´rique.
Nous avons effectue´ la simulation de cet estimateur, dont on peut voir le re´sultat
en figure III.5.14 page suivante. Cette simulation a e´te´ effectue´e en utilisant un de´lai
d’attente, avant acquisition, de 3µs. On constate qu’il existe des configurations ou`
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l’estimateur ne donne pas de re´sultats correctes et ces erreurs ne sont pas ne´gligeables.
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Figure III.5.14: Utilisation d’une machine a` e´tats finis pour l’estimation des trois
tensions E, V c1, V c2 avec un de´lai avant acquisition de 3µs
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Figure III.5.15: Utilisation d’une machine a` e´tats finis pour l’estimation des trois
tensions E, V c1, V c2 avec un de´lai avant acquisition de 3µs
Durant la pe´riode comprise entre 0.5 et 1.2 ms (cf. Figure III.5.15), les diffe´rentes
transitions que voit la machine d’e´tat, sont t3,5,6,7. On constate en fait qu’il n’y a, durant
cette intervalle, aucune mesure directe d’une des trois tensions E, V c1, V c2. L’estimation
des grandeurs, durant ce laps de temps, est donc base´e sur une ancienne mesure directe,
ce qui explique l’augmentation de l’erreur au fur et a` mesure de l’e´volution de la tension
E.
Cette simulation montre que l’utilisation d’une telle machine a` e´tats n’apparaˆıt pas
robuste vis-a`-vis des variations de la tension du bus continu.
Utilisation de la mesure de la tension d’entre´e du convertisseur
La plupart du temps, sur les applications industrielles, la tension d’entre´e du conver-
tisseur est mesure´e principalement pour des raisons de se´curite´ et il ne paraˆıt pas envisa-
geable d’utiliser la mesure venant d’un estimateur ou d’un observateur, sa reproduction
n’e´tant jamais fiable a` 100%.
L’existence d’un capteur pour la tension du bus continu, qui est apparemment ne´-
cessaire, peut alors rendre l’estimateur des tensions, aux bornes des capacite´s flottantes,
tre`s fiable et, comme nous l’avons vu, aise´ment implantable sur un composant nume´-
rique de type FPGA.
Ce dernier cas a` d’ailleurs e´te´ teste´ en co-simulation en utilisant l’architecture pre´-
sente´e figure III.5.16
Deux simulations utilisant l’architecture de la figure III.5.16 sont pre´sente´e. Entre
les deux simulations (figure III.5.17 et figure III.5.18), on a fait e´voluer la re´solution
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Figure III.5.16: Architecture du reconstructeur d’e´tat teste´e en co-simulation
des CAN afin de voir l’influence de ceux-ci.
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Figure III.5.17: Machine d’e´tat utilisant Vs et E pour estime´e les tensions flottantes,
et des CAN d’une re´solution de 8 bits
Cependant ces re´sultats de simulations correspondent a` des simulations en boucle
ouverte (l’estimation n’est pas utilise´e pour le controˆle des tensions). Une telle co-
simulation apparaˆıtrait plus inte´ressante en e´tudiant l’influence de la re´solution en
boucle ferme´e.
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Figure III.5.18: Machine d’e´tat utilisant Vs et E pour estime´e les tensions flottantes,
et des CAN d’une re´solution de 11 bits
Les re´sultats sont tout de meˆme tre`s encourageant, e´tant donne´ la simplicite´ des
calculs a` effectuer pour mettre en place un tel estimateur.
5.6 Conclusion
Ce chapitre a pre´sente´ les convertisseurs multicellulaires se´ries et la proble´matique
lie´e a` la mesure des tensions aux bornes des capacite´s flottantes. Nous avons alors e´tudie´
le principe du reconstructeur d’e´tat de´veloppe´ en premier lieu dans [26] et [14] afin
de rechercher des solutions architecturales pour son implantation dans un composant
logique programmable.
Une modification dans l’acquisition des mesures a e´te´ effectue´e, afin de les rendre
plus suˆres. Puis dans un deuxie`me temps, nous avons e´value´ une variante du principe
rendant l’estimateur beaucoup compact dans le cadre d’une implantation sur un com-
posant logique programmable. Cette variante ne s’est ave´re´e concluante que lorsqu’il
est possible de mesurer la tension en entre´e du convertisseur en plus de la tension de
sortie.
Les observateurs utilisant le seul courant de charge sont sensibles aux variations de
charges or cet estimateur est totalement inde´pendant de la charge et pre´sente donc un
grand inte´reˆt de ce point de vue. Cependant, afin de pouvoir acque´rir dans des inter-
valles de temps faibles, des mesures de la tension de sortie, cet estimateur ne´cessite un
capteur de tension avec un bande passante importante. De plus, nous n’avons pas teste´
l’influence du bruit de mesure. Il serait inte´ressant de re´aliser des tests expe´rimentaux
afin d’e´tudier le comportement de l’estimateur dans un environnement bruite´.
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Chapitre 6
Conception d’un
e´mulateur/observateur pour
convertisseur multicellulaire
6.1 Introduction
Dans le chapitre pre´ce´dent nous avons e´tudie´ l’implantation d’un estimateur pour
les tensions aux bornes des capacite´s flottantes. Cet estimateur est assez performant,
mais il ne permet pas de reproduire l’e´volution des tensions flottantes a` l’inte´rieur de
la pe´riode de de´coupage. Or, les diffe´rentes commande en amplitude dont nous avons
brie`vement e´nume´re´ les performances au chapitre pre´ce´dent (page 107), ne´cessitent
cette information. Il peut donc eˆtre inte´ressant d’e´laborer un observateur permettant
de reproduire l’ondulation de tension aux bornes des capacite´s flottantes.
D’autre part, le controˆle des tensions aux bornes des capacite´s flottantes ne´cessite
un dispositif complexe (capteurs et e´lectronique associe´e) dont le couˆt ne plaide pas en
sa faveur.
Par conse´quent, a` l’heure actuel, l’e´quilibrage des tensions n’est pas controˆle´ acti-
vement mais simplement acce´le´re´ par le biais d’un circuit auxiliaire particulier nomme´
filtre de re´e´quilibrage. Cependant l’acce´le´ration apporte´e par ces filtres ne se´curise pas
comple`tement le fonctionnement du convertisseur. Un observateur du syste`me global
utilisant un composant de faible couˆt en vue de la surveillance serait alors non ne´gli-
geable.
En vue de cet objectif, nous pre´senterons, dans un premier temps, la conception
d’un e´mulateur temps re´el permettant de reproduire ces ondulations de tension. Un
tel e´mulateur pourra d’ailleurs eˆtre utilise´, inde´pendamment de l’observation, pour le
test de dispositifs de commande. Puis, on e´tudiera, dans un second temps, l’association
de diffe´rent gain d’observation possible a` l’e´mulateur, afin de construire le syste`me
d’observation.
6.2 Roˆle du filtre de re´e´quilibrage
Une e´tude a montre´ qu’une des proprie´te´s des convertisseurs multicellulaires est
l’e´quilibrage naturel des tensions aux bornes des cellules de commutation[14]. En effet,
en ge´ne´rant des rapports cyclique e´gaux avec un de´phasage de 2pi/3, les tensions flot-
tantes e´voluent naturellement vers leurs valeurs optimales V c1 =
1
3Ec et V c2 =
2
3Ec.
Cet e´quilibrage naturel est duˆ aux harmoniques de courant a` la fre´quence de de´coupage,
et qui sont pre´sents quand les tensions sont de´se´quilibre´es.
La figure III.6.1 indique la pre´sence d’un harmonique a` fdec (20kHz) lorsque les ten-
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sions flottantes sont de´se´quilibre´es (e´tat instable), lequel disparaˆıt lorsque les tensions
flottantes sont e´quilibre´es (e´tat stable).
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Figure III.6.1: Spectre fre´quentiel des harmoniques de courant dans le cas de tensions
de´se´quilibre´es et e´quilibre´es
Cette dynamique d’e´quilibrage naturel est par contre lente et peut ˆˆetre fatale a` la
survie des interrupteurs lors de variations brutales de la tension d’alimentation Ec.
On se propose donc d’acce´le´rer cet e´quilibrage en ajoutant, en paralle`le a` la charge, un
filtre auxiliaire Rf , Lf , Cf (cf. Figure III.6.2) [14].
6.2.1 Caracte´ristiques du filtre
Le filtre de re´e´quilibrage doit avoir une faible impe´dance dans la gamme de fre´quence
proche de la fre´quence de de´coupage fdec de fac¸on a` amplifier les harmoniques de courant
a` cette fre´quence. Son impe´dance doit eˆtre plus e´leve´e pour des fre´quences multiples
de p.fdec (ou p correspond au nombre de cellules de commutations) afin de ne pas
consommer d’e´nergie lorsque les tensions sont e´quilibre´es [14].
Pour un convertisseur a` trois cellules de commutations, un circuit re´sonnant accorde´
a` la fre´quence de de´coupage fd est suffisant.
La fonction de transfert du filtre auxiliaire de re´e´quilibrage est donne´e par l’e´quation
III.6.1.
I(p)
Vdec(p)
=
Cfp
LfCfp2 + RfCfp + 1
(III.6.1)
ou` p repre´sente ici l’ope´rateur de Laplace.
La figure III.6.3 donne le comportement du filtre dans un diagramme de Bode.
Ce trace´ correspond aux valeurs de re´sistance, de capacite´ et d’inductance qui ont e´te´
e´tablies pour obtenir une fre´quence de re´sonance e´gale a` fdec, pour un amortissement
et un facteur de qualite´ donne´s.
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Dispositf de commande
u3 u2 u1
V c2 V c1
V cell3 V cell2 V cell1
Ec Rf
Lf
Cf
Rload
Lload
It
If
Ich
Figure III.6.2: Convertisseur a` 3 cellules de commutation avec filtre de re´e´quilibrage
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Figure III.6.3: Diagramme de Bode du filtre de re´e´quilibrage


Cf = 136 ηF
Lf = 450 µH
Rf = 10 Ω
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6.3.1 Approche analogique
Des travaux ante´rieurs ont e´te´ re´alise´s pour imple´menter un mode`le e´chantillonne´
dont la fre´quence est trois fois plus importante que la pe´riode de de´coupage, afin de
prendre en compte un minimum d’information fre´quentielle sur la variation du courant
de charge durant cette pe´riode de de´coupage. Cette information, comme nous venons de
le voir, est essentielle pour de´terminer l’e´tat d’e´quilibre des tensions flottantes et donc,
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pour eˆtre utilise´e au sein d’un observateur. Les volumes de calculs demande´s par la
re´solution de ce mode`le, e´tant donne´ les contraintes de temps, sont encore relativement
importants et ne´cessitent l’utilisation de DSP performants[8].
La conception d’un estimateur, aussi pre´cis que possible, qui pourrait eˆtre implante´
sur un composant peu couˆteux, serait alors d’un inte´reˆt non ne´gligeable.
L’e´tude d’un convertisseur trois cellules montre que si les re`gles de commande asso-
cie´es aux cellules de commutation sont respecte´es1, on peut en de´duire les lois suivantes :
– la tension applique´e a` un interrupteur ouvert est donne´e par :
– Vouvert = V c1 pour un interrupteur de la cellule 1
– Vouvert = V c2 − V c1 pour un interrupteur de la cellule 2
– Vouvert = E − V c2 pour un interrupteur de la cellule 3
– le courant traversant un interrupteur ferme´ est donne´ par :
– I = It pour tous les interrupteurs, It repre´sentant le courant total, c’est a` dire
la somme des courants traversant la charge et le filtre.
Ces lois conduisent a` un sche´ma simple reproduisant le fonctionnement du conver-
tisseur trois cellules (figure III.6.4) qui retranscrit les e´quations du mode`le instantane´
donne´es en (III.6.2).
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Figure III.6.4: Sche´ma Bloc du mode`le du convertisseur
X˙ = A(P ∗).X + B(P ∗).Ec (III.6.2)
avec :
A(P ∗) =


−R
L
δ1
L
δ2
L
0 0
− δ1
C
0 0 − δ1
C
0
− δ2
C
0 0 − δ2
C
0
0 δ1
Lf
δ2
Lf
−
Rf
Lf
− 1
Lf
0 0 0 1
Cf
0

,
B(P ∗) =
[
P3
L
0 0 P3
Lf
0
]t
P ∗ =
[
P1 P2 P3
]t
X =
[
Ich V c1 V c2 If V cf
]t[
δ1
δ2
]
=
[
P1 − P2
P2 − P3
]
On peut voir que ce sche´ma fait appel a` des inte´grateurs (capacite´s et inductances)
et des portes logiques repre´sentant les interrupteurs. Ces portes sont en fait des inter-
rupteurs analogiques pilote´s par les signaux δ1 et δ2. Un tel mode`le a e´te´ re´alise´ avec
des composants analogiques[76]. Bien qu’il soit difficile de garantir la pre´cision obtenue
1seul un interrupteur de chaque cellule est conducteur a` la fois
126
6.3 Conception de l’e´mulateur temps re´el
par ce circuit, nous pensons que cette solution est inte´ressante. Cependant, les com-
posants approprie´s (FPAA)2 ne semblent pas encore assez fiables pour une re´alisation
industrielle .
Nous allons donc re´aliser l’implantation de ce mode`le sur un fpga et tout d’abord,
proce´der a` la discre´tisation des e´quations.
6.3.2 E´chantillonnage du mode`le.
La discre´tisation du mode`le analogique ne´cessite l’introduction d’un e´chantillon-
nage. La pe´riode d’e´chantillonnage doit donc eˆtre plus petite que les constantes de
temps e´lectriques du syste`me.
Nous supposerons dans un premier temps, que ce ratio est suffisamment important
pour permettre d’utiliser une me´thode de re´solution simple telle que la me´thode d’Euler.
Le syste`me e´chantillonne´ est alors de´crit par l’e´quation (III.6.3) :
X(j + 1) = X(j) + Te.X˙(j) (III.6.3)
Nous avons re´alise´ une premie`re co-simulation utilisant cette me´thode. Les re´sultats
sont acceptables pour des pe´riodes d’e´chantillonnage infe´rieures a` 100 ηs, alors que des
erreurs importantes apparaissent pour des pe´riodes d’e´chantillonnage plus grandes. La
figure III.6.5 illustre cette limitation en pre´sentant la forme d’onde du courant dans
le filtre de re´e´quilibrage au de´marrage du convertisseur. Nous signalons ici que nous
nous sommes uniquement inte´resse´ a` ce courant e´tant donne´ qu’il repre´sente, avec la
tension aux bornes de la capacite´ du filtre Cf , la grandeur ayant la dynamique la plus
importante dans ce syste`me.
Comme on peut le constater sur la figure III.6.5, le courant traversant le filtre de
re´e´quilibrage est une bien une image du de´se´quilibre des tensions flottantes.
Sur les agrandissements de la figure III.6.5, la re´ponse du mode`le continu est compa-
re´e aux re´ponses du mode`le e´chantillonne´ pour une pe´riode d’e´chantillonnage de 100 ηs
(courbe de gauche) et 480 ηs (courbe de droite). On peut voir qu’a` 480 ηs l’inte´gra-
tion des e´quations d’e´tat n’est pas compatible avec la me´thode d’Euler, du moins pour
l’e´mulation de filtre de re´e´quilibrage. En effet, le proble`me ne se pose pas pour les autres
variables du syste`me qui e´voluent plus lentement. Or, en vue de l’implantation sur un
fpga, nous cherchons, a priori, a` augmenter la pe´riode d’e´chantillonnage afin de ne pas
rencontrer de proble`mes dus aux temps de propagation lors de l’inte´gration.
Une analyse du syste`me montre que celui-ci est compose´ de deux parties aux ca-
racte´ristiques tre`s diffe´rentes. D’une part, une partie compose´e d’interrupteurs et de
capacite´s flottantes, d’autre part, une partie correspondant au filtre de re´e´quilibrage.
La premie`re partie est un syste`me a` topologie variable, c’est-a`-dire que la structure du
circuit e´lectrique varie en fonction de l’e´tat des interrupteurs. Ceci se retrouve dans
les e´quations du mode`le instantane´ (III.6.2) par le fait qu’une partie de la matrice A
de´pend de l’e´tat des interrupteurs. A contrario, l’e´quation d’e´tat du filtre ne de´pend
pas des signaux de commande, mais est caracte´rise´e par une constante de temps plus
petite. Pour obtenir de meilleurs re´sultats avec une fre´quence d’e´chantillonnage plus
petite, seule la re´solution des e´quations du filtre de re´e´quilibrage ne´cessite une ame´lio-
ration. E´tant donne´ la topologie fixe de cette partie, une me´thode plus e´labore´e peut
eˆtre imple´mente´e. Les e´quations diffe´rentielles du syste`me initial sont alors scinde´es
pour former deux sous-syste`mes (III.6.4).
X˙c = Ac(P
∗).Xc + Bc(P ∗).Uc (III.6.4a)
X˙f = Af .Xf + Bf (P
∗).Uf (III.6.4b)
2Field Programmable Analog Array
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Figure III.6.5: Simulation du mode`le du convertisseur utilisant la me´thode d’Euler
avec :
Xf =
[
If V cf
]T
Xc =
[
Ich V c1 V c2
]T
Ac(P
∗) =


−
R
L
δ1
L
δ2
L
−
δ1
C
0 0
−
δ2
C
0 0

 , Af =


−
Rf
Lf
−
1
Lf
1
Cf
0

 ,
Bc(P
∗) =


P3
L
0
0 −
δ1
C
0 −
δ2
C

 , Bf (P
∗) =

P3Lf
δ1
Lf
δ2
Lf
0 0 0

 ,
Uc =
[
E
If
]
, Uf =
[
E V c1 V c2
]T
L’e´quation (III.6.4b) fait intervenir une matrice constante Af , caracte´ristique de la
topologie fixe de ce sous-syste`me. Il est alors possible de de´terminer l’e´tat Xf a` l’instant
(j + 1).Te a` partir de l’e´tat a` l’instant j.Te en utilisant l’e´quation (III.6.5).
X˙f (j + 1) = Xf (j) + (F − I).Xf (j) + G(P
∗).Uf (j) (III.6.5)
avec : 

F = eAf .T e,
G =
∫ Te.(j+1)
Te.j
eAf .(Te.j−τ)dτ.Bf (P ∗)
Cette formulation est the´oriquement exacte quelque soit la pe´riode d’e´chantillon-
nage. Cependant, le filtre de re´e´quilibrage n’est qu’un sous-syste`me et la pe´riode d’e´chan-
tillonnage doit rester compatible avec la dynamique des grandeurs e´change´es entre les
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deux sous-syste`mes. Cette exigence permet ne´anmoins de plus amples pe´riodes d’e´chan-
tillonnage que celles ne´cessite´es par la me´thode d’Euler.
6.3.3 Re´solution Nume´rique
La re´solution nume´rique utilisant un fpga ne nous permet pas d’utiliser des va-
riables e´crites en virgule flottante. En effet, les calculs exploitant ce type sont plus
couˆteux en nombre de portes et ne sont pas encore couramment utilise´s. En fait, les
calculs sont usuellement effectue´s en ”comple´ment a` deux”.
De manie`re arbitraire, nous avons choisi d’utiliser le meˆme facteur d’e´chelle pour les
grandeurs de meˆme nature (tension, courant). Les facteurs d’e´chelle sont donne´s par :
Ki =
Imax
2N−1 − 1
(III.6.6)
Kv =
Vmax
2N−1 − 1
(III.6.7)
dans lequel :
– Vmax est conside´re´e comme la valeur maximale de tension,
– Imax est conside´re´e comme la valeur maximale de courant,
– N est le nombre de bits utilise´ pour coder ces grandeurs.
Dans le but d’expliquer la nume´risation des e´quations (III.6.4) et pour ne pas ajouter
de notations complexes, nous avons de´cide´ de de´crire une seule e´quation. Mais on notera
que le principe peut eˆtre applique´ aux autres e´quations.
L’e´quation caracte´risant l’e´volution de V c1 est utilise´e comme exemple :
V c1(j + 1) = V c1(j) − Te.
δ1
C
.[Ich(j) + If (j)] (III.6.8)
Apre`s application des facteurs d’e´chelle, toutes les entre´es (courants et tensions)
sont code´es sur N bits en comple´ment a` deux et l’e´quation devient :
Vc1(j + 1) = Vc1(j)− δ1.α.[Ich(j) + If (j)]
avec α = Te.
Ki
Kv
.
1
C
, Vc1 =
1
Kv
.V c1
Le coefficient re´sultant α est plus petit que l’unite´, et donc l’erreur d’arrondi le
rendrait nul. L’e´quation doit eˆtre multiplie´e par un coefficient (2l) dans le but de rendre
l’erreur d’arrondi acceptable. L’e´quation nume´rique a` implanter est alors la suivante :
Vlc1(j + 1) = Vlc1(j) − δ1.αl.[Ich(j) + If (j)] (III.6.9)
avec : αl = 2
l.T e.
Ki
Kv
.
1
C
et Vlc1 = 2
l.Vc1
La performance de l’e´mulateur de´pend alors de plusieurs parame`tres. En supposant
que les coefficients du mode`le sont constants, les diffe´rents parame`tres qui peuvent
affecter la re´solution sont :
– la pe´riode d’e´chantillonnage Te,
– le nombre de bits N utilise´ pour coder les grandeurs de tension et de courant,
– la pre´cision des coefficients apre`s multiplication des matrices par 2l.
Notons que la place alloue´e sur le fpga de´pend aussi de ces parame`tres. Leur choix
doit donc eˆtre fait avec attention.
Nous allons pour cela nous aider de la co-simulation.
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P1
P2
I f ( j)
+
Ich( j)
×
δ1
×
αl Vlc1( j)
+ D Q
H
Te
Vc1
÷2l
N nombre de bits
N
l +1 N + l +1
N
Figure III.6.6: Calcul nume´rique de V c1
6.3.4 Co-simulation au niveau fonctionnel
L’e´mulateur e´tant spe´cifie´ en vhdl, nous pouvons effectuer une co-simulation de
premier niveau et observer l’impact des parame`tres {Te,N, l}. Les figures III.6.7-a- et
III.6.7-b- montrent, pour 2 valeurs diffe´rentes de N , les re´sultats obtenus au de´marrage
du convertisseur. Ces re´sultats sont compare´s a` ceux obtenus a` l’aide du mode`le continu.
Nous pouvons voir sur la figure III.6.7-a- que les tensions aux bornes des capacite´s
e´voluent vers les bonnes valeurs moyennes, meˆme en diminuant le nombre de bits a`
N = 8. Cependant, la pre´cision des coefficients lie´es au parame`tre 2l a un impact plus
significatif.
Apre`s plusieurs co-simulations, cela nous a conduit a` choisir un parame`tre l e´gal a`
11, ce qui donne une erreur maximale de 4.16% sur les coefficients. Notons aussi que
la pe´riode d’e´chantillonnage est de 480 ηs, montrant ainsi l’inte´reˆt de la de´composition
en deux sous syste`mes.
Diffe´rentes co-simulations nous ont montre´ que la troncature des entre´es lie´e au
parame`tre N n’a pas une grande influence sur le comportement de l’estimateur.
Le choix de N de´pend en fait de l’utilisation de l’e´mulateur. Si le but est d’obtenir la
valeur moyenne des tensions aux bornes des capacite´s flottantes, on pourra utiliser une
valeur faible de N . Si, par contre, nous voulons restituer les ondulations de tensions, il
nous faudra augmenter la valeur de ce parame`tre.
La spe´cification vhdl utilise´e de`s le de´but du cycle de conception va nous permettre
d’acce´le´rer celui-ci. En effet, une fois que les parame`tres sont de´termine´s par une co-
simulation de premier niveau, le code vhdl ne ne´cessite plus qu’un raffinement afin de
le rendre entie`rement synthe´tisable.
6.3.5 Implantation de l’e´mulateur sur FPGA
Comme nous l’avons vu au chapitre 4 (page 73), l’implantation d’un code vhdl est
essentiellement compose´ de deux e´tapes :
1. Synthe`se,
2. Placement et Routage.
Ces deux e´tapes ont e´te´ valide´es par des co-simulations de niveau 2 et niveau 3
(cf. § 4.2.1 page 73).
Dans le but de valider entie`rement la conception de l’e´mulateur, nous avons re´alise´
son imple´mentation sur un composant Altera Acex 1K50.
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Figure III.6.7: Co-simulations fonctionnelles de l’e´mulateur avec
Te = 480 ηs, l = 11, N = 8 ou N = 10
Pour valider son fonctionnement sur le composant, il nous a fallu ge´ne´rer les ordres
de commandes de´die´s aux interrupteurs de puissance et la tension d’entre´e du convertis-
seur Ec. Nous avons donc implante´ une MLI sur le meˆme fpga pour ge´ne´rer les ordres
de commande. L’image de la tension d’entre´e Ec est, quant a` elle, transmise dans un
registre du fpga par un microprocesseur directement relie´ au composant logique pro-
grammable.
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Cette connexion nous a ensuite permis de lire et de me´moriser a` tout instant les
diffe´rentes variables d’e´tat de l’e´mulateur qui sont situe´es dans des registres particuliers
au sein du fpga.
L’e´valuation de l’e´mulateur a e´te´ re´alise´e avec les parame`tres suivants :
Te = 480 ηs, N = 10, fd = 18.67 kHz, E = 590V .
Le composant ACEX 1K50 est alors rempli approximativement a` 70%.
Le re´sultat pre´sente´ en figure III.6.8 montre les tensions aux bornes des capacite´s
flottantes au de´marrage du convertisseur avec des tensions nulles au de´part et des
rapports cycliques constants et e´gaux a` 0.5. Elles sont compare´es aux courbes du mode`le
continu.
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Figure III.6.8: Comparaison entre la simulation du mode`le de type circuit et
l’e´mulateur implante´ sur le fpga
6.4 Premiers tests sur la conception de l’observateur
Comme nous l’avons dit pre´ce´demment, cet estimateur temps re´el est destine´ a`
restituer les tensions flottantes aux bornes des capacite´s. Vu les re´sultats obtenus, il
peut eˆtre utilise´ tel quel comme estimateur.
Cependant, il ne peut eˆtre garanti que les conditions initiales du convertisseur et de
l’estimateur soient identiques. De plus, la discre´tisation des variables peut introduire
des erreurs cumulatives qui peuvent devenir significatives apre`s un grand nombre de pe´-
riodes d’e´chantillonnage. C’est pourquoi il est ne´cessaire d’agir sur certains parame`tres
de l’e´mulateur a` l’aide d’un rebouclage adapte´. On parlera alors d’observateur.
6.4.1 Principe de l’observateur de´die´ au convertisseur multicellulaire
Une e´tude pre´ce´dente [76] proposait un rebouclage permettant a` l’estimateur de
converger vers les tensions du convertisseur. Ce rebouclage est compose´ de deux capteurs
pour les raisons suivantes.
Dans la charge R, L, la re´sistance peut varier entre [0,+∞]. Ainsi l’e´quation du
mode`le instantane´ reproduisant le courant dans la charge ne peut plus eˆtre calcule´e
par l’e´mulateur. On utilise alors un premier capteur permettant de re´cupe´rer le courant
de charge. Ce capteur n’engendre, cependant, pas de sur-couˆt e´tant donne´ qu’il est
ne´cessaire a` la re´gulation du courant.
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Lorsque les tensions e´mule´es et les tensions re´elles ont la meˆme valeur initiale, le
comportement de l’e´mulateur reproduit fide`lement le fonctionnement du convertisseur
re´el. Cependant, si leurs conditions initiales sont diffe´rentes ou si des perturbations
interviennent sur le syste`me re´el, cela n’est plus ve´rifie´.
C’est pourquoi, il est ne´cessaire d’obtenir une information sur l’e´quilibrage des ten-
sions flottantes. Or, nous avons vu que le courant circulant dans le filtre Rf , Lf , Cf
ve´hiculait une image du de´se´quilibre puisqu’il permet un re´e´quilibrage plus rapide. Ce
courant filtre est donc capte´, puis compare´ au courant estime´. l’erreur obtenue est
ensuite re´injecte´e dans l’e´mulateur.
La structure de cet observateur est sche´matise´e sur la figure III.6.9.
u3 u2 u1
× Kobs ×
+
+
− +E´mulateur nume´rique et boucle d’observation
V c2 V c1Ec Rf
Lf
Cf
Rch
Lch
Vˆ c2 Vˆ c1 Rf
Lf
Cf
Itot
If Ich
Figure III.6.9: Sche´ma bloc de la boucle d’observation utilisant deux capteurs
Un re´sultat de la simulation fonctionnelle sans les contraintes architecturales est
pre´sente´ sur la figure III.6.10.
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Figure III.6.10: Simulation fonctionnelle de la boucle d’observation utilisant 2
capteurs de courant
Cette simulation montre les tensions flottantes avec des conditions initiales corres-
pondant a` l’e´quilibre pour le convertisseur, et nulles pour celles de l’e´mulateur. Les
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courbes montrent la convergence rapide des tensions de l’e´mulateur vers celles sur sys-
te`me re´el et le suivi lorsqu’il y a une variation sur la tension d’entre´e.
Ne´anmoins, cette structure ne´cessite un capteur supple´mentaire. Nous avons donc
cherche´ a` diminuer le nombre de ces capteurs, en e´tudiant d’autres structures, de´rive´es
de ce principe.
6.4.2 E´tude des structures de rebouclage
Le but, si nous nous inte´ressons a` re´duire le montage a` un seul capteur, est d’ex-
traire par filtrage, les harmoniques qui nous inte´ressent a` partir d’une seule mesure du
courant total, comme le montre la figure III.6.11.
L
R
Rf
Lf
Cf
V c2 V c1
V cell3 V cell2 V cell1
Ec
Filtrage
Compensation ×
+
+
Icompense´
Rf
Lf
Cf
Vˆ c2 Vˆ c1
mesure de Ec
commande
u1,2,3
It Ich
If
Iˆt Iˆch
Iˆf
Figure III.6.11: Solution a` un capteur
Le module de filtrage doit permettre de se´lectionner les harmoniques de courant qui
conditionnent la convergence des tensions flottantes a` leurs valeurs de stabilite´,
Le module de compensation re´alise la diffe´rence entre les e´tats re´els et e´mule´s, a`
laquelle il rajoute un gain 3.
La valeur re´injecte´e dans l’e´mulateur correspond alors au courant de charge recons-
truit4.
Tout le proble`me consiste donc a` de´terminer les parame`tres du filtre qui permettront
d’obtenir les bonnes harmoniques et a` fixer un mode de compensation qui permette de
faire converger rapidement l’e´mulateur vers les valeurs du convertisseur. On a donc
de´veloppe´ diffe´rentes structures que l’on de´crit dans les rubriques ci-dessous 5
6.4.3 Structure n◦1
Cette premie`re structure utilisera 2 filtres de´veloppe´s a` partir des fonctions de trans-
fert exactes
If
It
et Ich
It
. Ces fonctions sont note´es it2ich pour l’extraction du courant de
charge et it2if pour le courant dans le filtre de re´e´quilibrage.
On a recherche´ a` travers la structure de la figure III.6.12 a` reconstruire fide`lement
les courants filtre et les courants de charge ne´cessaires a` la convergence de l’e´mulateur.
3appele´ aussi gain de l’observateur
4c’est a` dire le courant de charge + l’erreur de compensation
5Ces structures n’ont e´te´ teste´es qu’en utilisant des simulations comportementales a` l’aide l’outil de
simulation matlab/simulink
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Nous avons pour cela conside´re´ une charge nominale et utilise´ les valeurs de cette
charge6 pour exprimer le courant de charge et le courant de filtre en fonction du courant
total.
If
It
(p) =
Vs(p)
Zf (p)
Vs(p)
Zt(p)
=
Zt(p)
Zf (p)
(III.6.10)
avec les impe´dances de charge et de filtre Zf et Zch :
Zf (p) =R + L.p (III.6.11)
Zch(p) =Rf + Lf .p +
1
Cf .p
(III.6.12)
et l’impe´dance totale :
Zt(p) =
Zf (p) ∗ Zch(p)
Zf (p) + Zch(p)
(III.6.13)
Donc,
it2if(p) =
If
It
(p) =
Zch(p)
Zf (p) + Zch(p)
(III.6.14)
it2ich(p) =
Ich
It
(p) = 1− it2if(p) (III.6.15)
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Figure III.6.12: Observateur base´ sur les fonctions de transferts If/It et Ich/It
On implante donc les fonctions de transfert ci-dessus dans la structure de la fi-
gure III.6.12, en conside´rant les valeurs suivantes pour les diffe´rents parame`tres de la
charge et du filtre : 

Cf = 136 ηF
Lf = 450 µH
Rf = 10 Ω
{
L = 100 µH
R = 10 Ω
6valeurs issues du syste`me re´el
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On obtient alors des re´sultats tre`s satisfaisants lorsque la charge du convertisseur cor-
respond a` la charge utilise´e dans le calcul des filtres, comme le montre la figure III.6.13.
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Figure III.6.13: Structure n◦1 : trace´ des tensions flottantes
Temps de convergence a` 3% : 0.99 ms
On obtient une bonne dynamique de convergence de l’observateur. Cependant l’uti-
lisation de ce rebouclage le rend peu robuste par rapport aux variations parame´triques.
En effet, les fonctions de transfert sont calcule´es en fonction des impe´dances du circuit et
sont donc totalement de´pendantes de ces valeurs. Cet aspect est loin d’eˆtre ne´gligeable
vu que la valeur de re´sistance de charge peut eˆtre variable. Il faudrait syste´matiquement
modifier en conse´quence les e´quations de transfert.
6.4.4 Structure n◦2
Le courant dans le filtre de re´e´quilibrage ayant un roˆle important dans le compor-
tement du convertisseur nous avons de´place´ le capteur de courant pour aboutir a` la
structure donne´e en figure III.6.14
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Figure III.6.14: Observateur base´ sur la comparaison des courants filtre
L’inconve´nient de cette structure est que nous n’avons plus acce`s au courant de
charge. Ce qui se retrouve sur le trace´ de la figure III.6.15, ou` meˆme si les tensions
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posse`dent une bonne dynamique de convergence, elles ne retranscrivent plus l’amplitude
des tensions flottantes.
L’e´tude de cette structure permet toutefois de conclure sur le fait que ce sont bien les
harmoniques du courant du filtre de re´e´quilibrage qui ve´hiculent l’information ne´cessaire
pour assurer la convergence de l’observateur.
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Figure III.6.15: Structure n◦2 : trace´ des tensions flottantes
Temps de convergence a` 3% : 0.57 ms
6.4.5 Structure n◦3
L’e´tude des structures pre´ce´dentes nous a montre´ que le courant circulant dans le
filtre de re´e´quilibrage avaient un roˆle primordial, mais que son extraction a` partir du
courant total ne pouvait pas se faire de manie`re exacte.
Comme nous n’allons pas adapter les e´quations du filtre
If
It
(p) en fonction des valeurs
prises par la charge (re´sistance R), on propose d’utiliser une troisie`me structure utilisant
un filtre moins se´lectif.
L
R
Rf
Lf
Cf
V c2 V c1
V cell3 V cell2 V cell1
Ec
Filtre passe Bande
.8
5 ××
×
-Iharmo
-
+
+
+
+
Iˆch + 5× erreurIf
Icompense´
Rf
Lf
Cf
V c2 V c1
mesure de Ec
commande
u1,2,3
It Ich
If
Iˆt Iˆch
Iˆf
Figure III.6.16: Structure retenue pour l’observateur
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Pour cela on utilise un filtre du second ordre dont on fera varier la sensibilite´, la
pulsation propre et la bande passante.


Q : facteur de qualite´
K : gain statique
ω0 : pulsation propre
(III.6.16)
On utilise alors une structure ou` le filtre it2if est assimile´ a` un passe bande H(p)
du second ordre de´fini par l’e´quation III.6.17
H(p) =
K.p
Q
ω0
.p2 + p + Q.ω0
(III.6.17)
On se propose donc de modifier la bande passante du filtre passe-bande par rapport
a` la fonction de transfert initiale it2if(p), en la de´calant dans la zone haute fre´quence,
de manie`re a` augmenter l’influence de l’harmonique a` 3fdec. Ceci se traduit par le choix
des parame`tres suivants pour le filtre passe-bande :


Q = 1
K = 1
ω0 : 2pi × 25000
La simulation visible a` la figure III.6.15 indique que la convergence est plus rapide et
valide donc le fait que l’harmonique de courant a` 3fdec contribue bien a` la convergence
du syste`me.
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Figure III.6.17: Structure n◦3 : trace´ des tensions flottantes
Temps de convergence a` 3% : 0.72 ms
La figure III.6.17 re´ve`le, par contre, des proble`mes de convergence de l’e´mulateur
face a` des variations de la tension d’entre´e, qui sont minimes lorsque le parame`tre de
charge est nominal mais qui augmentent, lorsque la re´sistance de charge varie.
Il est aussi important de remarquer qu’en terme de robustesse, les trace´s de la fi-
gure III.6.18 re´ve`lent que les parame`tres du filtre sont moins de´pendants du parame`tre
de charge (re´sistance R) que dans le cas ou l’on utilise la fonction de transfert exacte.
Les re´sultats de la simulation traduisent le fait que pour une valeur de re´sistance de
charge dix fois supe´rieure, l’observateur se comporte encore convenablement (cf. Fi-
gure III.6.18).
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Figure III.6.18: Robustesse de l’observateur face aux variations de la re´sistance de
charge R = 10×Rnominal
6.4.6 Conclusion sur les structures e´tudie´es
Au travers des diffe´rentes structures e´tudie´es, on rele`vera l’importance de baser le
module de compensation sur la comparaison des courants du filtre de re´e´quilibrage
re´el et estime´, ainsi que de reconstituer le courant de charge par la diffe´rence entre le
courant total et la sortie du filtre passe-bande.
En ce qui concerne le parame´trage du filtre passe-bande, on a mis en e´vidence
l’importance de chacun des harmoniques pre´sents dans le courant filtre et notamment
des harmoniques a` fdec et 3·fdec qui sont en grande partie responsables de la convergence
des valeurs de l’e´mulateur vers les valeurs re´elles.
Apre`s avoir de´termine´ les parame`tres et la structure de la boucle d’observation a`
utiliser, nous avons e´tudie´ sa conception nume´rique, a` l’aide de la co-simulation.
6.5 Conception nume´rique de la boucle d’observation
6.5.1 Mode`le nume´rique de la boucle d’observation
L’e´chantillonnage de l’observateur consiste a` utiliser une formulation discre`te pour
le filtre passe-bande dont nous rappelons l’e´quation :
H(p) =
K.p
Q
ω0
.p2 + s + Q.ω0
(III.6.18)
avec : 

Q = 1
K = 1
ω0 : 2pi ∗ 25000
Il s’e´crira comme suit en discret :
H(z) =
n1z + n2
z2 + d1z + d2
(III.6.19)
avec pour une pe´riode d’e´chantillonnage de 480ηs :
n1 =0.07546 d2 =0.9245
n2 =− 0.07546 d1 =− 1.919
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En vue de l’implantation de ce filtre, on pre´fe´rera l’exprimer en utilisant l’ope´rateur
z−1 qui permet de de´terminer l’e´quation de re´currence comme suit :
H(z−1) =
n1.z
−1 + n2.z−2
1 + d1.z−1 + d2.z−2
(III.6.20)
ce qui donne :
Iˆharmo(k) = n1.It(k− 1)+n2.It(k− 2)− d1.Iˆharmo(k− 1)− d2.Iˆharmo(k− 2) (III.6.21)
Une fois l’e´chantillonnage temporel de l’e´quation calcule´, il faut mettre toutes les
grandeurs de´cimales du filtre sous forme d’entiers, tout en choisissant judicieusement
les coefficients de mise en forme pour e´viter d’une part, de coder inutilement sur un
nombre de bits trop important et, d’autre part, de perdre en pre´cision.
L’e´quation de ce filtre utilise comme entre´e le courant total que l’on acquiert a`
l’aide d’un capteur suivi d’un convertisseur analogique nume´rique. La quantification des
e´quations du filtre, utilise le facteur d’e´chelle Ki donne´ en III.6.6. Certains coefficients
ne peuvent comme dans le cas de l’e´mulateur, pas eˆtre code´s en entier sans d’abord eˆtre
multiplie´s par un coefficient. Le coefficient utilise´ 2bf est une puissance de deux afin de
simplifier la division.
Ce qui nous donne l’e´quation suivante :
2bf .KiIˆharmo = Ki.{Nb1.It(k−1)+Nb2.It(k−2)−Db1 .ˆIharmo(k−1)−Db2 .ˆIharmo(k−2)}
(III.6.22)
avec Nbi = 2
bf .ni et Dbi = 2
bf .di
Le calcul de cette e´quation est repre´sente´ sche´matiquement sur la figure III.6.19.
It q−1 Nb1
q−1 Nb2
⊗ 2b f .ˆIharmo
ˆIharmo q−1 Db1
q−1 Db2
÷2b f
−
−
+
+
division par 2b f
Figure III.6.19: Mode`le nume´rique du filtre.
C’est cette structure que nous voulons implanter en paralle`le avec l’e´mulateur.
6.6 Premie`res e´valuations en co-simulation
La figure III.6.20 repre´sente l’organisation des spe´cifications vhdl de l’observateur.
Elles sont divise´es en deux entite´s : la premie`re correspond a` l’e´mulateur modifie´ pour
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Entite´ vhdl Emulateur
Entite´ totale
de l’observateur
Mode`le simule´ sous Saber
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V c2 V c1
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d’observation
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×
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Iˆch + 5× erreurIf
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Cf
V c2 V c1
It Ich
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Iˆt Iˆch
Iˆf
commande u1,2,3
Figure III.6.20: Organisation des entite´s et connexion avec Saber
recevoir le courant de charge additionne´ de l’erreur d’observation K.(Iˆf − Iˆharmo) ; la
seconde entite´ de´crit le fonctionnement du rebouclage incluant le filtre calcule´ pre´ce´-
demment. L’entite´ ”vue” sous saber correspond a` l’association des ces deux sous-entite´s.
Dans la gamme des tests re´alisables dans l’environnement de co-simulation, on a
choisit de faire varier la pe´riode d’e´chantillonnage de l’observateur, afin de pouvoir
dimensionner la fre´quence d’acquisition du courant ne´cessaire a` la convergence de l’ob-
servateur.
6.6.1 E´chantillonnage a` 480ηs
On se place dans un premier temps a` une pe´riode ou l’e´mulateur fonctionne sans pro-
ble`me particulier c’est a` dire a` Te = 480ηs. Les re´sultats pre´sente´s a` la figure III.6.21-a-
sont a` comparer avec les trace´s obtenus sur la figure III.6.17 de la page 138.
On peut remarquer que les dynamiques de convergence sont a` peu de choses pre`s
identiques. La seule diffe´rence se situe au niveau du comportement des tensions e´mule´es
face a` des variations de la tension d’entre´e. Cette simulation permet toutefois de valider
l’implantation de l’observateur dans l’environnement de co-simulation.
6.6.2 E´chantillonnage a` 960ηs
Il est inte´ressant d’appre´cier l’influence de la fre´quence d’e´chantillonnage de l’ob-
servateur sur l’estimation des tensions flottantes du convertisseur. Les re´sultats de si-
mulation ci-dessous (figure III.6.21-b-) pre´sentent l’observateur cadence´ au double de
la pe´riode d’e´chantillonnage teste´e pre´ce´demment, c’est a` dire Te = 960ηs
On constate que la dynamique de l’observateur est bonne, meˆme si les tensions
flottantes e´mule´es n’arrivent pas a` se stabiliser exactement aux valeurs optimales des
tensions flottantes re´elles. Ceci est vraisemblablement duˆ aux erreurs issues de l’inter-
polation entre deux acquisitions de l’observateur. L’examen des figures III.6.22-a- et
III.6.22-b- permet en effet de constater que les courants filtre e´mule´s et re´els sont stric-
tement semblables et qui plus est en phase. Ce qui signifie que l’estimation du courant
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Figure III.6.21: E´volution des tensions flottantes de l’observateur nume´rique
filtre a` partir du courant total dans la boucle d’observation est correcte et de manie`re
ge´ne´rale que le passage a` 960ηs ne perturbe pas le fonctionnement de la boucle d’obser-
vation. Une ame´lioration serait donc a` apporter au niveau de la re´alisation nume´rique de
l’e´mulateur pour de telle pe´riode d’e´chantillonnage ou encore d’e´tudier d’autres boucles
d’observations qui puissent compenser ce phe´nome`ne.
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Figure III.6.22: E´volution du courant filtre observe´ lors d’un e´chantillonnage a` 960ηs
6.7 Conclusion
Ce chapitre montre la re´alisation d’un e´mulateur nume´rique temps re´el du conver-
tisseur multicellulaire se´rie a` 3 cellules de commutation. Sa conception s’est vue gran-
dement acce´le´re´e par l’utilisation de la co-simulation notamment en de´veloppant et en
validant au plutoˆt son code vhdl. Celui-ci a d’ailleurs e´te´ implante´ sur un composant
Altera et a donc e´te´ pleinement valide´. Dans la deuxie`me partie, des structures de rebou-
clages sont e´tudie´es pour utiliser cet e´mulateur en observation. La structure qui semble
la plus performante a` l’heure actuelle a e´te´ nume´rise´e et valide´e en co-simulation pour
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de faibles pe´riode d’e´chantillonnages.
Nous pouvons envisager deux directions pour la suite de ce travail, la premie`re serait
d’utiliser la co-simulation afin d’optimiser la re´solution des grandeurs et des coefficients
en vue de diminuer la place prise par un tel observateur dans un clp. Il faudrait aussi
re´aliser des tests expe´rimentaux permettant de confirmer le fonctionnement d’un tel
observateur meˆme dans un environnement bruite´.
La seconde orientation possible, serait d’e´tudier d’autres boucles d’observations ba-
se´e sur une extraction fre´quentielle, utilisant les se´ries de Fourier, pour l’harmonique
du courant de charge a` la fre´quence de de´coupage.
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L
e travail pre´sente´ dans ce me´moire constitue une premie`re e´tude sur l’inte´reˆt
et l’adaptation des outils du co-design pour l’inte´gration nume´rique des lois
de commandes de´die´es aux syste`mes e´lectriques. Cette premie`re e´tude s’est
porte´e sur un outil particulier qu’est la co-simulation.
La premie`re partie du me´moire pre´sente la proble´matique en de´crivant les diffe´rentes
fonctionnalite´s que peut eˆtre amene´ a` pourvoir un dispositif de commande, que ce soit
dans le domaine de l’observation, de la commande ou du diagnostic. On montre ainsi
la complexite´ des besoins que doit remplir le dispositif de commande et les contraintes
associe´es comme les volumes de calcul, les ordres de commande d’un convertisseur et
les pe´riodes d’e´chantillonnages faibles, etc.
Les diffe´rentes technologies nume´riques qui peuvent eˆtre utilise´es pour re´pondre a`
ces besoins sont pre´sente´es afin de montrer les potentialite´s existantes notamment dans
le domaine des composants logiques programmables. La proble´matique est associe´e au
fait que les progre`s technologiques laissent percevoir de fortes potentialite´s, difficiles
a` e´valuer a priori et impossible a` e´valuer de manie`re expe´rimental. De plus nous sou-
haitons proposer des outils qui permettent de s’affranchir des e´volutions souvent trop
rapide afin d’avoir des outils stables.
Ceci rejoint un constat plus global fait dans le domaine de la conception des sys-
te`mes e´lectroniques et notamment dans la conception des syste`mes mixtes logiciels et
mate´riels faisant appel a` la fois a` des parties caˆble´es et programme´es. Les e´tudes dans
le domaine de la conception mixte, connus sous le nom de Co-design, tentent de mettre
en place un certain nombre d’outils pour aider le concepteur. Celui-ci cherche, a` partir
des spe´cifications et des contraintes fonctionnelles, une architecture mixte la plus ap-
proprie´e. C’est ce domaine de recherche que nous pre´sentons de manie`re globale dans
le deuxie`me chapitre. Ce dernier tente notamment de faire une synthe`se des diffe´rents
outils qu’il est possible de mettre en place dans le cycle de conception d’un syste`me
mixte. Deux points sont essentiellement de´veloppe´s : les diffe´rents moyens de spe´ci-
fications d’une part et les techniques d’estimation de performances d’autre part. Ce
sont, en effet, les deux points cle´s ne´cessaires a` la mise en place d’une me´thodologie de
conception. Puisque sans spe´cifications, il ne peut pas eˆtre construit d’outils d’analyse
et de transformation aidant le concepteur dans sa taˆche ; et la majeur partie de l’analyse
se base sur l’estimation des performances.
Parmi les outils d’estimation et de ve´rification, nous mettons en avant la co-simulation.
L’utilisation de ce principe peut en effet re´pondre a` certains besoins propres a` l’inte´-
gration nume´rique des lois de commande sur des composants programme´s ou caˆble´s.
L’ajout de certaines particularite´s, notamment l’apport de la simulation des proce´de´s
a` commander, peut permettre de tester des solutions architecturales et d’e´valuer ces
effets sur la commande du syste`me. La deuxie`me partie du me´moire cherche donc a`
mettre en place des outils et techniques ne´cessaires pour la co-simulation des dispositifs
de commande de´die´s aux syste`mes e´lectriques.
Une des premie`res questions que se pose ge´ne´ralement le concepteur lors de l’inte´gra-
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tion des lois de commande est de savoir si le microprocesseur choisit sera suffisamment
performant.
Nous montrons, par l’interme´diaire d’une application, que la co-simulation, en uti-
lisant des mode`les de microprocesseurs adapte´s, peut re´pondre a` ce type de question et
permettre de re´cupe´rer d’autres informations utiles pour la mise en place d’une archi-
tecture de commande comme par exemple la taille me´moire a` pre´voir pour le syste`me
informatique. Cependant les simulateurs de microprocesseurs sont pour la plupart, mis
en place par les constructeurs qui ne laissent pas la possibilite´ de les inte´grer dans un
environnement exte´rieur de co-simulation. La simulation compile´e dont nous pre´sen-
tons le principe, pourrait pallier ce proble`me en permettant d’e´tudier l’influence des
diffe´rents parame`tres associe´s a` une architecture de microprocesseur. Une telle e´tude
permettrait au concepteur de de´finir les caracte´ristiques du microprocesseur a` utiliser
(architecture vliw, utilisation de mac, inte´reˆt du pipeline,...).
Dans le cadre de la commande des syste`mes e´lectrique, nous avons vu que la co-
simulation pouvait re´pondre a` des besoins concernant les me´thodes d’inte´gration des
CLP. La mise en place d’une interface entre un simulateur vhdl et le logiciel saber
montre qu’il est possible d’e´valuer rapidement l’impact certains choix dans la conception
de la partie logique de la commande.
Cette interface a e´te´ implante´e en utilisant les techniques de communication inter-
processus du syste`me Unix. La construction de cette interface permet a` l’utilisateur
d’inte´grer rapidement une entite´ vhdl au sein d’un mode`le du syste`me a` commander,
ce qui permet d’e´valuer son fonctionnement et d’e´tudier l’influence des parame`tres
architecturaux tout en ayant le dialogue et les e´changes entre le syste`me de commande
et le syste`me simule´.
La troisie`me partie utilise l’expe´rience acquise et l’outil mis en place pour e´tudier
diffe´rentes structures nume´riques pour l’observation et l’e´mulation du convertisseur
multicellulaire et son implantation sur fpga.
Nous montrons en particulier dans le sixie`me chapitre, l’inte´gration nume´rique d’un
e´mulateur du convertisseur contenant 5 variables d’e´tats. Cette inte´gration a e´te´ re´alise´e
en utilisant la co-simulation. Cette dernie`re nous a` permis de valider le de´veloppement
mais aussi de de´tecter rapidement les proble`mes intervenant lors de la nume´risation
d’un tel e´mulateur.
Par la suite, la co-simulation nous a permis de re´aliser les premiers tests dans
l’utilisation de cet e´mulateur pour l’observation des tensions flottantes.
L’utilisation de la co-simulation dans l’inte´gration des lois de commande est devenue
aujourd’hui incontournable. Elle permet de tester puis de valider des choix architectu-
raux, de mettre au point les codes de commande ainsi que les fonctions logiques, de
ve´rifier les compatibilite´s temporelles et d’estimer les performances du syste`me. Ceci en
amont de la phase de re´alisation du dispositif de commande. La cosimulation apporte
au concepteur une premie`re expertise lui permettant de gagner un temps pre´cieux lors
de l’implantation puis de la mise au point des lois de commande.
Nous avons montre´ qu’il e´tait possible d’inte´grer de plus en plus de calcul sur un
fpga de taille moyenne, en particulier lors de l’inte´gration de l’e´mulateur temps re´el.
L’e´volution des technologies va rendre ce type d’action de plus en plus courante, et
l’on voit d’ailleurs apparaˆıtre des composants logiques programmables inte´grant de´ja`
un un cœur de microprocesseur. La rapidite´ des calculs effectue´s par les CLP rend ces
derniers avantageux, et leur niveau d’inte´gration ne cesse d’augmenter. Ces deux atouts
permettent aujourd’hui l’inte´gration de lois de commande complexes.
Cette remarque montre une fois de plus l’inte´reˆt de la co-simulation ( caracte´ristique
du microprocesseur, partitionnement des taˆches, format de codage, etc ...). Cependant,
l’utilisation d’un tel outil demande des connaissances approfondies dans le domaine des
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techniques nume´riques. Il faut en effet de´finir une premie`re architecture, et ceci ne peut
se faire sans une expe´rience et une connaissance importante du domaine.
Il serait alors inte´ressant de mettre en place des outils permettant d’aider le concep-
teur a` effectuer la synthe`se architecturale (pre´sente´ au chapitre 2) ou rendant cette
synthe`se quasi automatique en fonction de contraintes de place et/ou de temps, afin
d’optimiser les ressources accessibles d’un CLP.
Cependant, l’ensemble des proble`mes pose´s par la cre´ation d’outils d’aide a` la
conception reste assujetti a` la forme des spe´cifications qu’il peut y avoir en entre´e.
Cette recherche de spe´cifications adapte´es a` la conception des dispositifs de commande
pour les syste`mes e´lectriques semble eˆtre une taˆche relativement complexe car elle doit
re´aliser la synthe`se des syste`mes existants afin d’en faire ressortir les me´thodes les plus
adapte´es. Une telle recherche pourrait d’ailleurs tenter de relier les spe´cifications du
co-design avec le formalisme base´ sur les gic7. afin de garder une continuite´ entre la
synthe`se d’une loi de commande et son inte´gration sur un dispositif de commande.
7Graphe Informationnel de Causalite´
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Annexe A
Simulation Compile´e
Durant nos travaux, nous avons tente´ de re´aliser un petit exemple de simulation
compile´e. Pour cela il nous a fallut comprendre les principes de base d’un compilateur
et prendre en main les outils ne´cessaires a` la cre´ation d’un compilateur et notamment
la partie frontale (analyseur lexical et syntaxique).
L’exemple que nous avons baˆti sur la traduction du langage assembleur des TMS320-
C3X n’est pas exhaustif et comprend probablement des erreurs dues a` notre inexpe´-
rience dans la mise en place d’un compilateur. Cependant, cette annexe est mise a`
disposition afin de montrer les potentialite´s des outils permettant la cre´ation de tra-
ducteurs automatiques et afin d’introduire des notions de bases sur ce sujet pour les
lecteurs inte´resse´s.
Les explications fournies dans cette annexe sont tre´s fortement inspire´es du docu-
ment [2] qui fait re´fe´rence dans le domaine des compilateurs.
Nous allons spe´cifier en langage Lex et en langage Yacc une grammaire permettant
de retranscrire la vingtaine d’instructions qui constitue le fichier assembleur que nous
voulons analyser. Le re´sultat de cette traduction est une suite d’instructions C que
nous pourrons alors exe´cuter et qui repre´sente les instructions assembleur d’un fichier
re´sultant d’une compilation C pour le TMS320C3X.
flot de
caracte`res
venant d’un fichier
assembleur
analyseur
lexical
flot d’unite´s
lexicales
traducteur
dirige´
par la syntaxe
instructions C
re´sultat du compilateur
de´die´ au TMS320C3x
cre´e´ par compilation
de spe´cifications Lex
cre´e´ par compilation
de spe´cifications Yacc
repre´sentants les instructions
de´finies dans
le fichier assembleur
initial
Figure III.A.1: Structure et utilisation du compilateur ge´ne´re´ en utilisant Lex et Yacc.
Nous allons de´crire les diffe´rentes e´tapes ne´cessaires a` la cre´ation du compilateur en
introduisant quelques notions essentielles a` la compre´hension de la syntaxe des spe´cifi-
cations Lex et Yacc.
A.1 L’analyse lexical et l’utilisation de Lex
Lex permet de de´crire un analyseur lexical a` partir de notations spe´cifiques (le lan-
gage Lex), essentiellement base´es sur les expressions re´gulie`res (que nous pre´senterons
dans la section suivante). On peut associer a` la reconnaissance d’une unite´ lexicale une
action particulie`re qui est de´crite par un morceau de code C. Cette action particulie`re
permet notamment de transmettre des informations utiles a` l’analyseur syntaxique,
informations telles que les lexe`mes (unite´s lexicales) reconnues.
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Un programme e´crit en langage Lex est de´crit en 3 parties :
1 de´clarations
%%
2 re`gles de traduction
%%
3 proce´dures auxiliaires
1. La section des de´clarations comprend des de´clarations de variables, des constantes
litte´rales, des de´finitions re´gulie`res.
2. Les re`gles de traduction sont code´es de la manie`re suivante :
m1 { action1 }
m2 { action2 }
.....
ou` chaque mi est une expression re´gulie`re et chaque actioni est de´crite en C et
se re´alise a` chaque fois que l’unite´ lexicale mi est reconnue.
3. La troisie`me section contient la de´finition de proce´dures auxiliaires qui pourraient
eˆtre utilise´es lors des actions actioni.
En ge´ne´ral l’analyseur lexical ainsi cre´e´ est “connecte´” a` un analyseur syntaxique.
L’analyseur lexical renvoie le lexe`me (unite´ lexicale) reconnu apre`s avoir effectue´ l’action
se´mantique. Il peut aussi passer une valeur associe´e au lexe`me par l’interme´diaire d’une
variable globale (yylval). Lex a e´te´ conc¸u pour produire des analyseurs lexicaux qui
puissent eˆtre utilise´s avec Yacc.
Lex est utilise´ de la manie`re de´crite a` la figure III.A.2. Dans un premier temps
on e´crit les spe´cifications d’un analyseur lexical en langage Lex “lexical.l”. Ensuite,
lexical.l est soumis au compilateur Lex pour produire un programme C lex.yy.c.
Le programme lex.yy.c est un analyseur lexical spe´cifie´ en C qui doit eˆtre compile´
pour donner l’exe´cutable qui transforme un flot d’entre´e en une suite d’unite´s lexicales.
Description
Lexicale
Lex
Analyseur
en C
Compilateur C
Analyseur lexical
executable
lexical.l lex.yy.c a.out
Figure III.A.2: Cre´ation d’un analyseur lexical avec Lex.
A.1.1 Les expressions re´gulie`res
Le compilateur Lex est un outil qui permet de spe´cifier le fonctionnement d’analy-
seurs lexicaux essentiellement a` partir d’expressions re´gulie`res. Afin d’expliquer quelques
principes associe´s aux expressions re´gulie`res, il nous faut de´finir les ope´rations de bases
qui peuvent s’appliquer aux langages.
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A.1.1.1 Ope´rations sur les langages
Dans la de´finition des langages on utilise l’exponentiation ; ainsi s3 repre´sente sss,
et s0 repre´sente l’ensemble vide ∈. soient L et M deux expressions rationnelles, on peut
alors appliquer les ope´rations suivantes pour de´finir une autre expression rationnelle :
Ope´ration notations de´finition
union de L et M L|M ,L ∪M L|M = {s | s ∈M ou s ∈ L}
concate´nation de L et M LM LM = {st | s ∈ L et t ∈M}
fermeture de Kleene de L L∗ L∗ = ∪∞i=0L
i
fermeture positive de Kleene L+ L∗ = ∪∞i=1L
i
Tableau III.A.1: De´finitions des ope´rations sur langages.
A.1.1.2 Syntaxe des expressions rationnelles
Les expressions re´gulie`res utilisent les ope´rations vue pre´ce´demment avec les pro-
prie´te´s suivantes :
1. l’ope´rateur unaire * a la plus haute priorite´ et est associatif a` gauche,
2. la concate´nation posse`de la deuxie`me plus haute priorite´ et est associative a`
gauche,
3. | posse`de la plus faible priorite´ et est associatif a` gauche.
En utilisant ces conventions, voici quelques exemples d’expressions re´gulie`res :
Exemple A.1.1
1. L’expression re´gulie`re a|b de´note l’ensemble {a,b}.
2. L’expression re´gulie`re (a|b)(a|b) de´note aa, ab, ba, bb, l’ensemble de toutes les chaˆınes
de a et b de longueur 2. Une autre expression re´gulie`re de´signant le meˆme ensemble
est aa|ab|ba|bb.
3. L’expression re´gulie`re a∗ de´note l’ensemble de toutes les chaˆınes forme´es d’un
nombre quelconque (voire nul) de a.
4. L’expression re´gulie`re a|a∗b de´note l’ensemble contenant la chaˆıne a et toutes les
chaˆınes constitue´es d’un nombre quelconque (voire nulle) de a subi d’un b.
A` partir des expressions re´gulie`res on peut cre´er des de´finitions re´gulie`res en donnant
un nom a` des sous expressions re´gulie`res, afin de simplifier la lecture.
Exemple A.1.2 On peut par exemple de´finir un ensemble d’identificateurs correspon-
dant a` l’ensemble des lettres et chiffres commenc¸ant par une lettre.
lettre → A|B|. . . |Z|a|b|. . . |z
chiffre → 0|1|. . . |9
id → lettre(lettre|chiffre)∗
Certaines expressions apparaissent si fre´quemment que des notations abre´ge´es ont
e´te´ introduites pour des raisons de commodite´s :
– l’ope´rateur unaire ? signifie “ze´ro ou une instance”. La notation r? est une abre´-
viation de r| ∈.
– La notation [abc] correspond a` une classe de caracte`res, ou` a,b et c sont des
symboles d’alphabets, de´note l’expression re´gulie`re a|b|c. Une classe de carac-
te`res comme [a-z] de´note l’expression re´gulie`re a|b|...|z.
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A.1.2 Programme Lex de la simulation compile´e
Les expressions re´gulie`res, dont nous avons explique´ les principes de base, per-
mettent de de´crire le fonctionnement de l’analyseur lexical que nous voulons utiliser
pour la simulation compile´e.
Cet analyseur, qui n’est pas complet, nous permet de faire les premiers essais sur la
simulation compile´e.
code A.1: Fichier lex : lexical.l
/*
* de´claration des proce´dures de´finies
* dans la troisie`me partie
*/
5 %{
void testcond ();
%}
/* de´finitions des expressions regulie`res */
10 /* de´finition des de´limiteurs entre les lexe`mes */
delim [ \t]
bl {delim}+
/* de´finition des differents type de constantes */
15 chiffre [0-9]
decimal (-)?{ chiffre }+
binaire [01]*[ bB]
octal [0 -7]*[ qQ]
hexa [0-9a-fA -F]*[hH]
20 flottant ([+\ -]?{ chiffre }+) ?\.({ chiffre }+) ?([Ee ][+\ -]?{ chiffre }+)?
nombre {decimal }|{ octal}|{ binaire }|{ hexa }|{ flottant }
lettre [a-zA -Z"_"]
25 identif {lettre }({ lettre }|{ chiffre })*
/* de´finition des diffe´rents type d’adressage */
registre R[0-7]
30 auxi AR[0-7]
pile SP
cond [\ tPZNGL ][ EZTN ]?
adr_direct "@"
adr_indirect "*"
35 directive ".".*
label {lettre }({ lettre }|{ chiffre })*":"
/* fin de la partie de´claration */
/* Les REGLES de TRADUCTION */
40 /*
* on rajoute deux mot cles : " debut" et " fin_asm " dans le code
assembleur
* pour de´limiter la portion de code que l’on veut retranscrire
*/
%%
45 debut {
yylval=MALLOC(char ,yyleng);
}
fin_asm {
free (yylval);
50 }
{bl} { }
{decimal } {
yylval=MALLOC( char , yyleng);
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strcpy(yylval ,yytext);return(DECIMAL);
55 }
{binaire } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext); return(BINAIRE);
}
60 {octal } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(OCTAL);
}
65 {hexa } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(HEXA );
}
70 {flottant } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(FLOTTANT );
}
75 {registre } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(REGISTER );
}
80 {auxi } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(AUXI );
}
85 {pile } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(POINTEUR );
}
90 {label } {
yylval=MALLOC ( char , yyleng);
strcpy(yylval ,yytext);
return(LABEL);
}
95
{adr_direct } {return(ADR_DIRECT );}
{adr_indirect } {return( ADR_INDIRECT );}
{directive } {return(DIRECTIVE );}
100 ADDI { return(ADDI);}
LDI { return(LDI);}
STF { return(STF);}
LDF { return(LDF);}
PUSHF { return(PUSHF);}
105 PUSH { return(PUSH);}
CALL { return(CALL);}
SUBF { return(SUBF);}
SUBRF { return(SUBRF);}
MPYF { return(MPYF);}
110 ADDF { return(ADDF);}
STI { return(STI);}
CMPF { return(CMPF);}
CMPI { return(CMPI);}
RND { return(RND);}
115 B/{ cond } { return(BRANCH);}
{cond } {
yylval=MALLOC ( char , yyleng);
testcond (yytext ,yyleng ,yylval);
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return(COND );
120 }
\n { return ( RETOUR);}
{identif } {
yylval=MALLOC( char , yyleng);
strcpy(yylval ,yytext);
125 return(TEXTE);
}
. { return yytext [0];}
%%
/* le point indique n’importe quel caracte`re */
130 /* de´claration de fonctions auxiliaires utilise´es dans les actions */
void testcond ( condition , longueur , result)
char condition [];
int longueur ;
char * result;
135 {
int flag =0;
if (( strncmp ("Z",condition ,1) ==0) && ( flag ==0) )
{
printf("/******Z******/\ n");
140 strcpy(result ,"5");flag =1;
}
if (( strncmp ("LE",condition ,1) ==0) && ( flag ==0) )
{
printf("/****** LE ******/\ n");
145 strcpy(result ,"8");flag =1;
}
if (( strncmp ("GT",condition ,2) ==0) && ( flag ==0) )
{
printf("/****** GT ******/\ n");
150 strcpy(result ,"9");flag =1;
}
if (( strncmp ("NZ",condition ,2) ==0) && ( flag ==0) )
{
printf("/****** NZ ******/\ n");
155 strcpy(result ,"6");flag =1;
}
if (( strncmp ("LT",condition ,2) ==0) && ( flag ==0) )
{
printf("/****** LT ******/\ n");
160 strcpy(result ,"7");flag =1;
}
}
Cet analyseur lexical seul n’a pas grande utilite´. Il a e´te´ conc¸u afin d’eˆtre relie´ a` un
analyseur syntaxique qui va interpre´ter l’association des unite´s lexicales reconnues.
A.2 l’analyseur syntaxique et utilisation de Yacc
La construction d’un analyseur syntaxique avec Yacc se fait en de´crivant les spe´ci-
fications sous le format d’une grammaire non contextuelle.
Une grammaire non contextuelle comprend quatre composants :
1. un ensemble d’unite´s lexicales appele´es symboles terminaux (venant du programme
de´fini pre´ce´demment dans notre cas) ;
2. un ensemble de non-terminaux ;
3. un ensemble de production ou` chaque production est constitue´e d’un non-terminal,
appele´ partie gauche de la production, d’une fle`che, et d’une suite d’unite´s lexi-
cales et de non-terminaux appele´s partie droite de la production.
4. la de´signation d’un des non-terminaux en tant que symbole de de´part ou axiome.
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Exemple A.2.1 les expressions compose´es de chiffres et de signes plus et moins,
par exemple 9-5+2, 3-1 peuvent eˆtre spe´cifie´es par la grammaire non contextuelle
suivante :
liste → liste+chiffre
liste → liste-chiffre
liste → chiffre
chiffre → 0|1|2|3|4|5|6|7|8|9
(III.A.1)
Les unite´s lexicales dans cet exemple sont les symboles : + - 0 1 2 3 4 5 6 7 8 9,
les non-terminaux sont liste et chiffre et liste correspond a` l’axiome de de´part, car ses
productions sont donne´es en teˆte.
Sous Yacc, le symbole “ : ” est e´quivalent a` la fle`che “→”.
A.2.1 Construction d’un analyseur syntaxique avec Yacc
Le squelette d’un programme e´crit dans le langage Yacc est de la forme :
1.de´clarations
%%
2.re`gles de traduction %%
3.routines en C optionnelles
1. Dans la section de´claration, on de´clare les fonctions, proce´dures, et variables uti-
lise´es. On de´clare aussi les unite´s lexicales de la grammaire que l’analyseur syn-
taxique peut reconnaˆıtre.
Exemple A.2.2 : %token REGISTER
“REGISTER” est de´clare´ comme une unite´ lexicale.
2. Dans la deuxie`me section, une re`gle grammaticale est de´crite par une production
suivie d’une action se´mantique :
<partie gauche> : <suite d’unite´s lexicales ou non terminal 1>
{action se´mantique 1}
| <suite d’unite´s lexicales ou non terminal 2>
{action se´mantique 2}
;
Exemple A.2.3
INSTR: ADDI src’,’dest
{
printf("%s = %s + %s ;Tecalc=Tecalc+1;",$4,$4,$2) ;
}
L’action se´mantique est de´crite en C, et le symbole $i re´fe´rence la valeur du ieme
symbole de la grammaire en partie droite. Dans l’exemple, $4 repre´sente la valeur
du lexe`me dest.
3. La troisie`me section, comme dans le cas de Lex, contient la de´finition de pro-
ce´dures auxiliaires qui pourraient eˆtre utilise´es lors des actions se´mantiques. De
plus, un analyseur lexical yylex() doit eˆtre fourni dans cette partie. Lorsque l’on
utilise Lex pour l’analyse lexical, il suffit d’ajouter dans cette partie l’instruction
suivante :
#include "lex.yy.c"
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Spe´cification
Yacc
Yacc
Analyseur syntaxique
en C
Compilateur C
Analyseur syntaxible
executable
syntaxe.y y.tab.c a.out
Donne´es a.out Re´sultats
Figure III.A.3: Cre´ation, avec Yacc, d’un traducteur de Donne´es vers Re´sultats.
Finalement, la figure III.A.3 rappel les e´tapes ne´cessaires a` la cre´ation de l’analyseur
syntaxique lorsque l’on utilise des spe´cifications de´crites en langage Yacc.
Pour cre´er notre compilateur, il faut alors effectuer les e´tapes suivantes :
1. “pre´”compiler l’analyseur lexical :
lex lexical.l
2. “pre´”compiler l’analyseur syntaxique :
yacc syntaxe.y
3. compiler le traducteur utilisant les fichiers lex.yy.c et y.tab.C
cc y.tab.c -ly -ll
A.2.2 Application a` la simulation d’un DSP TMS320C3x
Dans notre cas, la grande difficulte´ dans l’utilisation d’une telle technique correspond
au fait qu’il faut retranscrire une instruction assembleur avec un langage de plus haut
niveau comme le C. Nous allons d’ailleurs exposer quelques un de ces proble`mes.
Gestion du temps de calcul :
Apre`s chaque instruction C correspondant a` une instruction assembleur, une va-
riable appele´e Tps_calc est incre´mente´e d’un nombre de cycles de´pendant de
l’instruction repre´sente´e.
Remarque A.2.1. Cette donne´e est accessible dans le manuel utilisateur du
microprocesseur C3x [71].
Le temps de cycles de certaines instructions peut varier selon les instructions qui
pre´ce`dent. Ce phe´nome`ne est essentiellement duˆ aux conflits de pipeline ou bien
aux acce`s me´moire, mais ceux-ci peuvent tout a` fait se pre´voir a priori et sont
donc pris en compte durant l’analyse du texte assembleur.
Gestion de l’appel de sous-routine :
Un appel de sous-routine en assembleur est retranscrit en C graˆce a` une e´tiquette
(label) et a` l’instruction ”goto” mais il faut aussi pouvoir revenir au programme
principal une fois la sous-routine termine´e (fonction qui est intrinse`que en as-
sembleur). Ainsi, nous inse´rons un label du type FIN_<nom_de_la_routine>
apre`s l’appel de la sous-routine et a` la fin de celle-ci on inse`re l’instruction “goto
FIN_<nom_de_la_routine>”. Une fois la sous-routine exe´cute´e, on revient donc
au programme principal. Le fichier assembleur que nous utilisons appelle parfois
des routines de´crites dans une bibliothe`que de fonctions. Dans ce cas, la fonction
n’est pas directement de´crite en assembleur mais est de´ja` compile´e et correspond
a` un fichier objet. Pour re´soudre ce proble`me, deux solutions sont possibles : soit
on retranscrit la fonctionnalite´ directement en C, soit on recompile la fonction, si
on a le fichier source, et on obtient un fichier assembleur que l’on peut retranscrire
en C comme pour la routine principale.
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Pre´cision :
Le code ge´ne´re´ en C repre´sente des instructions assembleur et dans le cas du
TMS320C3X, le proble`me de pre´cision ne se pose pas car il s’agit d’un micro-
processeur utilisant un format de 32 bits. Le format “float“ du code C utilise´ sur
une station est donc le meˆme que celui utilise´ par le DSP. Notons que c’est un
proble`me qui interviendra lors de la simulation de microprocesseurs a` virgule fixe.
Dans ce cas, il faudra alors cre´er les fonctions arithme´tiques et logiques prenant
en compte le format des registres.
code A.2: fichier yacc : syntaxe.y
%{
#define YYSTYPE char *
#include <stdio.h>
#include <string.h>
5 #include <stdlib.h>
#define MALLOC(t,n) (t *) malloc(sizeof(t)*n)
#define REALLOC(t,pt ,n) (t *) realloc (pt ,sizeof(t)*n)
char * texte;
int Tecalc=0,v;
10 int test ;
%}
/* de´finition des lexe`mes */
%token DECIMAL BINAIRE OCTAL HEXA FLOTTANT TEXTE
%token RETOUR FIN
15 %token REGISTER ADR_DIRECT ADR_INDIRECT DIRECTIVE POINTEUR AUXI
%token LABEL
%token ADDI LDI STF LDF PUSHF PUSH CALL SUBF MPYF ADDF STI BRANCH
COND CMPF CMPI RND SUBRF
/* de´fintion de l’axiome */
%start ligne
20 /* declaration des regles de traductions */
%%
ligne : ligne expr RETOUR
| ligne RETOUR
| /* vide */
25 | error ’\n’ {yyerror ("probleme ");yyerrok ;}
;
expr : LABEL {printf("%s\n",$1);}
| INSTR {printf("\n");}
| DIRECTIVE {printf("\n");}
30 ;
INSTR : ADDI src’,’dest
{
printf("%s = % s + %s ; Tecalc=Tecalc +1;",$4 ,$4 ,$2) ;
}
35 | LDI src’,’dest
{
printf("%s = ( int) %s ; Tecalc=Tecalc +1;",$4 ,$2);
}
| STF src’,’dest
40 {
printf("%s = %s ; Tecalc=Tecalc +1;",$4 ,$2);
}
| LDF src’,’dest
{
45 printf("%s = %s ; Tecalc=Tecalc +1;",$4 ,$2);
}
| PUSHF src
{
printf("SP=SP +1 ; %s=%s > >4 ; % s=%s< <4 ; * SP=( double)%s ;
Tecalc=Tecalc +1;",$2 ,$2 ,$2 ,$2 ,$2);
50 }
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| PUSH src
{
printf("SP=SP +1 ; *SP =(int)%s ; Tecalc=Tecalc +1;",$2);
}
55 | SUBF src’,’src’,’dest
{
printf("%s = % s - %s ; Tecalc=Tecalc +1;",$6 ,$4 ,$2);}
| SUBF src’,’dest
60 {
printf("%s = % s - %s ; Tecalc=Tecalc +1;",$4 ,$4 ,$2);
}
| SUBRF src’,’dest
{
65 printf("%s = % s - %s ; Tecalc=Tecalc +1;",$4 ,$2 ,$4);
}
| MPYF src’,’src’,’dest
{
printf("%s= %s * % s ; Tecalc=Tecalc +1;",$6 ,$4 ,$2);}
70
| MPYF src’,’dest
{
printf("%s = % s * % s ; Tecalc=Tecalc +1;",$4 ,$4 ,$2);}
75 | ADDF src’,’src’,’dest
{
printf("%s= %s + % s ; Tecalc=Tecalc +1;",$6 ,$4 ,$2);
}
| ADDF src’,’dest
80 {
printf("%s = % s + % s ; Tecalc=Tecalc +1;",$4 ,$4 ,$2);
}
| STI src’,’dest
{
85 printf("%s = % s ; Tecalc=Tecalc +1;",$4 ,$2);
}
| CMPF src’,’dest
{
printf("if  ((%s-%s)==0)  Z=1; else \n\t{\n\tZ =0;\ n\tif  ((%s
-%s) <0) N=1; else  \
90             N=0;\ n\t}\ nTecalc=Tecalc +1;",$4 ,$2 ,$4 ,$2);
}
| CMPI src’,’dest
{
printf("if  ((%s-%s)==0)  Z=1; else \n\t{\n\t Z=0;\ n\tif  ((%
s-%s) <0) N=1; else  \
95                         N=0;\ n\t}\ nTecalc=Tecalc +1;",$4 ,$2 ,$4 ,$2);
}
| RND src
{
printf("/* arrondi de %s*/ ; Tecalc  = Tecalc  + 1;",$2);
100 }
| RND src’,’dest
{
printf("%s=%s; Tecalc  = Tecalc  + 1; /* arrondi */",$4 ,$2);
}
105 | BRANCH src
{
printf(" Tecalc  = Tecalc  + 4; goto  %s;",$2);
}
| BRANCH COND src
110 {
test =atoi ($2);
if( strncmp($3 ,"R" ,1) == 0 ) {}
else
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{
115 switch(test ){
case 5: printf("if (Z==1) {\n\tTecalc=Tecalc +4; goto  %
s;\n\t}\n",$3);break;
case 6: printf("if (Z==0) {\n\tTecalc=Tecalc +4; goto  %
s;\n\t}\n",$3);break;
120 case 7: printf("if (N==1) {\n\tTecalc=Tecalc +4; goto  %
s;\n\t}\n",$3);break;
case 8: printf("if  ((N==1) ||(Z==1) ){\n\tTecalc=
Tecalc +4; goto  %s;\n\t}\n",$3);break;
case 9: printf("if  ((Z==0)  && (N==0) ){\n\tTecalc=
Tecalc +4; goto  %s;\n\t}\n",$3);break;
125
case 21: printf("Tecalc  = Tecalc  + 4;goto  %s; ",$3);
break;
}
}
}
130 | CALL src
{
printf("Tecalc=Tecalc + 4 + Te_%s;flag =1; goto  %s ;\ nFIN_%s
:\ nflag=0;",$2 ,$2 ,$2);
}
;
135 src : REGISTER
| ADR_DIRECT terme’+’terme
{
$$=MALLOC(char ,strlen($2)+strlen($4)+4);sprintf($$ ,"*(%s
+%s)",$2 ,$4);
if ( strcmp($2 ,"CONST")==0)
140 {
printf("++ Tecalc;");
}
else if(strncmp($2 ,"STATIC" ,4)==0)
{
145 printf("++ Tecalc;");
}
}
| ADR_DIRECT terme
{
150 $$=MALLOC(char ,strlen($2)+3);sprintf($$ ,"*(%s)",$2);
if ( strcmp($2 ,"CONST")==0)
{
printf("++ Tecalc;");
}
155 else if(strncmp($2 ,"STATIC" ,4)==0)
{
printf("++ Tecalc;");
}
}
160 | ADR_INDIRECT ’+’terme’(’terme’)’
{
$$=MALLOC(char ,strlen($3)+strlen($5)+4);sprintf($$ ,"*(%s
+%s)",$3 ,$5);
}
| ADR_INDIRECT ’-’terme’(’terme’)’
165 {
$$=MALLOC(char ,strlen($3)+strlen($5)+4);sprintf($$ ,"*(%s
-%s)",$3 ,$5);
}
| ADR_INDIRECT ’+’terme
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{
170 $$=MALLOC(char ,strlen($3)+5);sprintf ($$ ,"*(%s+1)",$3);
}
| ADR_INDIRECT terme
{
$$=MALLOC(char ,strlen($2)+3);sprintf ($$ ,"*(%s)",$2);
175 }
| terme
;
dest : REGISTER
| ADR_DIRECT terme’+’terme
180 {
$$=MALLOC(char ,strlen($2)+strlen($4)+4);sprintf($$ ,"*(%s
+%s)",$2 ,$4);
if ( strcmp($2 ,"CONST")==0)
{
printf("++ Tecalc;");
185 }
else if(strncmp($2 ,"STATIC" ,4)==0)
{
printf("++ Tecalc;");
}
190 }
| ADR_DIRECT terme
{
$$=MALLOC(char ,strlen($2)+3);sprintf ($$ ,"*(%s)",$2);
if ( strcmp($2 ,"CONST")==0)
195 {
printf("++ Tecalc;");
}
else if(strncmp($2 ,"STATIC" ,4)==0)
{
200 printf("++ Tecalc;");
}
}
| ADR_INDIRECT ’+’terme’(’terme’)’
{
205 $$=MALLOC(char ,strlen($3)+strlen($5)+4);sprintf($$ ,"*(%s
+%s)",$3 ,$5);
}
| ADR_INDIRECT ’-’terme’(’terme’)’
{
$$=MALLOC(char ,strlen($3)+strlen($5)+4);sprintf($$ ,"*(%s
-%s)",$3 ,$5);
210 }
| ADR_INDIRECT ’+’terme
{
$$=MALLOC(char ,strlen($2)+5);sprintf ($$ ,"*(%s+1)",$3);
}
215 | ADR_INDIRECT terme
{
$$=MALLOC(char ,strlen($2)+3);sprintf ($$ ,"*(%s)",$2);
}
| terme
220 ;
terme : TEXTE {}
| DECIMAL {}
| BINAIRE {}
| OCTAL {}
225 | HEXA {}
| FLOTTANT {}
| AUXI {}
| POINTEUR {}
;
230 %%
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#include "lex.yy.c"
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Annexe B
Synthe`se des re´gulations de
vitesse et de courant pour la
machine a` courant continu
B.1 Re´gulation de courant
le calcul de la re´gulation de courant s’effectue en utilisant une me´thode de compen-
sation des poˆles.
E´tant donne´ que la fonction de transfert du syste`me e´lectrique (sans tenir compte
de la f.e.m) est :
H(p) =
Im
Vm
(p) =
1
R
·
1
L
R
.p + 1
=
Ke
1 + τe.p
(III.B.1)
avec Ke =
1
R
et τe =
L
R
et que le re´gulateur proportionnel inte´gral s’e´crit de la manie`re
suivante :
Reg(p) =
Vref
ε
(p) = Kp. +
1
Ti · p
=
Kp.p + 1
Ti.p
(III.B.2)
En boucle ouverte on le syste`me suivant :
Gbo(p) =
I
ε
(p) =
Kp.p + 1
Ti.p
·
Ke
1 + τe.p
(III.B.3)
Apre`s compensation du poˆle e´lectrique Kp = τe, le syste`me en boucle ouverte devient :
Gbo(p) =
Ke
Ti.p
(III.B.4)
Soit en boucle ferme´e :
Gbf (p) =
1
1 +
Ti
Ke
.p
(III.B.5)
Les parame`tres du re´gulateurs sont donc :
Kp =
L
R
(III.B.6)
Ti =
τvoulu
R
(III.B.7)
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B.2 Re´gulation de vitesse
Le cahier des charges qui a e´te´ fixe´ pour la re´gulation de vitesse est le suivant :
– erreur statique nulle,
– De´passement de l’ordre 20% sur une re´ponse indicielle.
Pour la synthe`se du re´gulateur de vitesse, e´tant donne´ que l’hypothe`se de la se´pa-
ration des modes a e´te´ pose´e, on conside`re que Iref=Im (Seule la fonction de transfert
de la partie me´canique est conside´re´e). Le calcul des coefficients du re´gulateur se fait
en utilisant la the´orie des syste`mes continus.
Le calcul des coefficient du re´gulateur se fait par la me´thode de placement de poˆles.
E´tant donne´ le cahier des charges, le de´nominateur de la fonction de transfert en
boucle ferme´e doit eˆtre de la forme :
D(p) = p2 + 2.ξ.ωn.p + ω
2
n (III.B.8)
Et le De´passement peut s’exprimer de la manie`re suivante :
D = e
−( pi.ξ√
1−ξ2
)
(III.B.9)
On en de´duit ξ = 0.45 et ωn = 2.pi rad.s
−1
Kp
Ωref
× × 1 KI
Ωmax
1 + τm.p
1
Ti.p
+
+
+
ε Iref Im Cem
-
Figure III.B.1: Structure d’un re´gulateur Proportionnel Inte´grale line´aire (sans
saturation)
La structure du re´gulateur utilise´ est un PI (cf. fig. III.B.1)(proportionnel inte´gral).
la fonction de transfert en boucle ferme´e est alors :
Tbf (p) =
(p.Kp +
1
Ti
).KIΩmax
τm
p2 + p.
1+Kp.KI .Ωmax
τm
+ KIΩmax
Ti.τm
Par identification, on obtient :
Ti =
KI .Ωmax
τm.ω2n
Kp =
2.ξ
Ti.ωn
− 1
KIΩmax
On peut noter qu’une telle structure apporte un zero supple´mentaire dans la fonction
de transfert en boucle ferme´e. Mais celui-ci a une valeur telle qu’il ne perturbe pas la
re´gulation.
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spe´cifications VHDL de l’e´mulateur adapte´s pour l’observation avec Te = 480ηs
-- - librairies utilisees -------------------------------------------
LIBRARY IEEE ;
USE ieee .std_logic_1164 .all;
USE ieee .numeric_std .all;
5 -- - entite emulateur ----------------------------------------------
ENTITY emula_rl_obs IS
PORT (
clk : IN std_logic ;
P1 : IN std_logic ;
10 P2 : IN std_logic ;
P3 : IN std_logic ;
E : IN integer;
NIL_integ8b : IN integer;
15 NVc1 : OUT integer;
NVc2 : OUT integer;
NIl : OUT integer;
NIf : OUT integer;
NVcf : OUT integer;
20 Vdec : OUT integer
);
END EMULA_RL_obs ;
ARCHITECTURE arch_emula_obs OF emula_rl_obs IS
25 constant coeff_11 : signed (11 downto 0) := "000011000101 ";
constant coeff_12 : signed (11 downto 0) := "000011000101 ";
constant coeff_13 : signed (11 downto 0) := "000011000101 ";
constant coeff_21 : signed (11 downto 0) := "000000000101 ";
30 constant coeff_24 : signed (11 downto 0) := "000000000101 ";
constant coeff_31 : signed (11 downto 0) := "000000000101 ";
constant coeff_34 : signed (11 downto 0) := "000000000101 ";
35 constant coeff_42 : signed (11 downto 0) := "000000101100 ";
constant coeff_43 : signed (11 downto 0) := "000000101100 ";
constant coeff_44 : signed (11 downto 0) := "000000110011 ";
constant coeff_45 : signed (11 downto 0) := "000000101011 ";
40 constant coeff_54 : signed (11 downto 0) := "010110011101 ";
constant coeff_55 : signed (11 downto 0) := "000000001000 ";
constant coeffB_11 : signed (11 downto 0) := "000011000101 ";
45 constant coeffB_41 : signed (11 downto 0) := "000000101100 ";
constant coeffB_51 : signed (11 downto 0) := "000000000000 ";
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--SIGNAL NIL_integ : signed (21 downto 0) := ( others => ’0’);
50 SIGNAL NIf_integ : signed (21 downto 0) := ( others => ’0’);
SIGNAL NVcf_integ : signed (21 downto 0) := ( others => ’0’);
SIGNAL NdVcf_integ : signed (21 downto 0) := ( others => ’0’);
SIGNAL NVcs_integ : signed (21 downto 0) :=( others => ’0’);
SIGNAL NVc2_integ : signed (21 downto 0) :=( others => ’0’);
55 SIGNAL NVc1_integ : signed (21 downto 0) :=( others => ’0’);
--SIGNAL NIL_integ8b : signed (9 downto 0);
SIGNAL NIf_integ8b : signed (9 downto 0);
SIGNAL NVcf_integ8b : signed (9 downto 0);
60 SIGNAL NdVcf_integ8b : signed (9 downto 0);
SIGNAL NVcs_integ8b : signed (9 downto 0);
SIGNAL NVc2_integ8b : signed (9 downto 0);
SIGNAL NVc1_integ8b : signed (9 downto 0);
SIGNAL Vdec_tmp : signed (9 downto 0);
65
function test_sign (d1 ,d2:std_logic ;nombre : signed) return signed is
variable sel : std_logic_vector (0 to 1);
begin
70 sel := d1&d2;
CASE sel IS
WHEN "01" => RETURN ("-"(nombre));
WHEN "10" => RETURN ( nombre);
WHEN OTHERS => RETURN to_signed (0,(nombre ’length));
75 END CASE ;
end test_sign ;
BEGIN
80
PROCESS(clk)
BEGIN
IF (clk ’event and clk =’1’) THEN
85
Vdec_tmp <= test_sign (P1 ,P2 , NVc1_integ8b )
+ test_sign (P2 ,P3 ,NVc2_integ8b )
+ test_sign (P3 ,’0’, to_signed (E ,10));
90 -- ------------------------------------------------------------------
-- ---------------------- Calcul des composantes du vecteur d’ e´tat ---
-- ------------------------------------------------------------------
-- - Courant de charge ----------------------------------------------
95 -- - equation utilisee dans le cas de l’ emulateur sans rebouclage ---
--NIL_integ <= NIL_integ -coeff_11 * NIL_integ8b
-- + coeff_12 *( test_sign (P1 ,P2 , NVc1_integ8b )
-- + test_sign (P2 ,P3 , NVc2_integ8b ))
-- + coeffB_11 *test_sign (P3 ,’0’,to_signed (E ,10) );
100 --
-- ------ Tension capa 1 ---------------------------------------------
-- -------------------------------------------------------------------
IF ( NVc1_integ >0) THEN
NVc1_integ <= NVc1_integ
105 + test_sign
(
P2 , P1 ,
coeff_21 *( to_signed (NIL_integ8b ,10) +NIf_integ8b )
);
110 ELSE
NVc1_integ <= test_sign
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(P2 ,P1 ,
coeff_21 *( to_signed (NIL_integ8b ,10) +NIf_integ8b )
115 );
END IF;
-- ------ Tension capa 2 --------------------------------------------
-- ------------------------------------------------------------------
IF ( NVc2_integ >0) THEN
120 NVc2_integ <= NVc2_integ
+ test_sign
(
P3 ,P2 ,
coeff_21 *( to_signed (NIL_integ8b ,10) +NIf_integ8b )
125 );
ELSE
NVc2_integ <= test_sign
(
P3 ,P2 ,
130 coeff_21 *( to_signed (NIL_integ8b ,10) + NIf_integ8b
)
);
END IF;
-- ------- Courant filtre -------------------------------------------
-- ------------------------------------------------------------------
135 NIf_integ <= NIf_integ
+ coeff_42 * (
test_sign (P1 ,P2 , NVc1_integ8b )
+ test_sign (P2 ,P3 ,NVc2_integ8b )
)
140 - coeff_44 *NIf_integ8b
- coeff_45 *NVcf_integ8b
+ coeffB_41 *test_sign (P3 ,’0’, to_signed (E ,10) );
-- ------ Tension capa filtre ---------------------------------------
145 -- ------------------------------------------------------------------
NVcf_integ <= NVcf_integ + coeff_54 *NIf_integ8b
- coeff_55 *NVcf_integ8b
+ coeffB_51 *test_sign (P3 ,’0’, to_signed (E ,10) );
END IF;
150 END PROCESS;
-- ------------------------------------------------------------------
-- ------------------------------------------------------------------
-- Troncature et rebouclage des grandeurs d’etat
155 -- NIL_integ8b <= NIL_integ (21 downto 12) ;
NIf_integ8b <= NIf_integ (21 downto 12) ;
NVcf_integ8b <= NVcf_integ (21 downto 12) ;
NVc1_integ8b <= NVc1_integ (21 downto 12)
160 when ( NVc1_integ > 0) else ( others =>’0’);
NVc2_integ8b <= NVc2_integ (21 downto 12)
when ( NVc2_integ > 0) else ( others =>’0’);
165 -- AFFECTATION DES PORTS de sortie
NVc1 <= to_integer (NVc1_integ8b );
NVc2 <= to_integer (NVc2_integ8b );
NIl <= to_integer (to_signed (NIL_integ8b ,10) );
NIf <= to_integer (NIf_integ8b );
170 Vdec <= to_integer (Vdec_tmp );
NVcf <= to_integer (NVcf_integ8b );
END arch_emula_obs ;
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spe´cifications VHDL du rebouclage de l’observateur pour Te = 480ηs
-- librairies utilisees ----------------------------------------------
LIBRARY IEEE ;
USE ieee. std_logic_1164 .all;
USE ieee. numeric_std .all;
5
--entite gain de l’observateur -------------------------------------
ENTITY em_obs IS
PORT (
clk : IN std_logic ;
10 it : IN integer ;
IfE : IN integer ;
Niload_est : OUT integer;
Nif_est : OUT integer;
15 Nerreur_int : OUT integer
);
END em_obs;
-- ------------------------------------------------------------------
20 ARCHITECTURE arch_obs OF em_obs IS
constant coef1 : signed (9 downto 0) := " 0000010011 ";
constant coef2 : signed (9 downto 0) := " 0000010011 ";
constant coef3 : signed (9 downto 0) := " 0111101100 ";
constant coef4 : signed (9 downto 0) := " 0011101101 ";
25
constant gainf : signed (9 downto 0) := " 0001000000 ";
constant gaino : signed (9 downto 0) := " 0001010000 ";
constant gaini : signed (9 downto 0) := " 0000001101 ";
constant gainb : signed (9 downto 0) := " 0000010000 ";
30
-- memoires du filtre
signal vart0 : signed (15 downto 0) :=" 0000000000000000 ";
signal vart1 : signed (15 downto 0) :=" 0000000000000000 ";
signal vart2 : signed (15 downto 0) :=" 0000000000000000 ";
35 signal varf1 : signed (15 downto 0) :=" 0000000000000000 ";
signal varf2 : signed (15 downto 0) :=" 0000000000000000 ";
signal if_est_int : signed (25 downto 0) :=" 00000000000000000000000000
";
signal iload_est_int : signed (25 downto 0) :="
00000000000000000000000000";
40 signal if_est10b : signed (15 downto 0);
signal iload_est10b : signed (15 downto 0);
signal Ifest : integer;
signal erreur : signed (25 downto 0) :=" 00000000000000000000000000";
signal erreur16b : signed (15 downto 0);
45
BEGIN
PROCESS(clk)
BEGIN
IF (clk ’event and clk=’1’) THEN
50 -- -------------------------------
---
-- - in ----->z-1-----> vart1
-- - |
-- - z-1-----> vart2
55 ---
-- -------------------------------
vart0 <= to_signed (it ,16) ;
varf1 <= if_est10b ;
60 vart1 <= vart0;
vart2 <= vart1;
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varf2 <= varf1;
65 if_est_int <= coef1*vart0
- coef2*vart1
+ coef3*if_est10b
- coef4*varf1;
70 iload_est_int <= ( to_signed (Ifest ,16) *gaino -if_est10b *gainf)
+ ( to_signed (it ,16) *gainb -if_est10b *gaini);
erreur <= to_signed (Ifest ,16)*gaino -if_est10b *gainf;
END IF;
75
END PROCESS;
--TRONCATURE --------------------------------------------------------
if_est10b <= resize(shift_right (if_est_int ,8) ,16) ;
iload_est10b <= resize( shift_right (iload_est_int ,4) ,16);
80 Ifest <= IfE *64;
erreur16b <= resize(shift_right (erreur ,4) ,16);
--AFFECTATION DES PORTS DE SORTIE -----------------------------------
Nif_est <= to_integer (if_est10b );
Niload_est <= to_integer ( iload_est10b )/64;
85 Nerreur_int <= to_integer (erreur16b );
END arch_obs ;
structure VHDL totale associant l’e´mulateur et le rebouclage
--squelette pour la simulation d’un observateur numerique
--librairies untilisees --------------------------------------
LIBRARY IEEE ;
USE ieee .std_logic_1164 .all;
5 USE ieee .numeric_std .all;
-- entite -------------------------------------------
ENTITY emobs IS
PORT (
10 clk : IN std_logic ;
it : IN integer;
P1 : IN std_logic ;
P2 : IN std_logic ;
P3 : IN std_logic ;
15 E : IN integer;
NVc1 : OUT integer;
NVc2 : OUT integer;
NIl : OUT integer;
20 NIf : OUT integer;
NVcf : OUT integer;
Vdec : OUT integer;
Niffiltre : OUT integer;
Nerreur : OUT integer
25 );
END emobs;
-- -------------------------------------------------------------
30 ARCHITECTURE arch_emobs OF emobs IS
-- composant rebouclage --
component em_obs
PORT (
clk : IN std_logic ;
35 it : IN integer;
IfE : IN integer;
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Niload_est : OUT integer;
Nif_est : OUT integer;
40 Nerreur_int : OUT integer
);
end component ;
-- composant emulateur --
component emula_rl_obs IS
45 PORT (
clk : IN std_logic ;
P1 : IN std_logic ;
P2 : IN std_logic ;
P3 : IN std_logic ;
50 E : IN integer ;
NIL_integ8b : IN integer;
NVc1 : OUT integer;
NVc2 : OUT integer;
NIl : OUT integer;
55 NIf : OUT integer;
NVcf : OUT integer;
Vdec : OUT integer
);
end component ;
60 -- lien entre les deux entites --
signal Nif_link : integer;
signal Niload_link : integer;
BEGIN
65 instance_emobs : em_obs
port map ( clk ,it ,Nif_link ,Niload_link ,Niffiltre ,Nerreur);
instance_emularlobs : emula_rl_obs
port map ( clk ,P1 ,P2 ,P3 ,E,Niload_link ,NVc1 ,NVc2 ,NIl ,Nif_link ,NVcf
,Vdec );
Nif <= Nif_link ;
70 END arch_emobs ;
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