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Abstract
This essay expounds the algebraic framework describing general physical the-
ories, within which the phenomenon of spontaneous symmetry breaking (SSB)
makes its appearance in infinite quantum systems. This is in contrast with the
fact that a large class of theories - both classical and quantum, finite and infinite
- are termed, in the conventional account of classical and quantum mechanics, as
exhibiting SSB. This discrepancy will be understood in the light of an interpretation
that finds the symmetry breaking to be in some respects stronger in the algebraic
account than is generally the case in the conventional picture.
The case of SSB in the standard account of quantum field theory (QFT) will then
be discussed, and it will be argued that, although one would expect a connection
with the algebraic account to be possible, this turns out to be problematic. Finally
the role of the idealisation of infinite systems, crucial to algebraic SSB, will be dis-
cussed.
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2
1 Introduction
The general notion of spontaneous symmetry breaking “indicates a situation where,
given a symmetry of the equations of motion, solutions exist which are not invariant
under the action of this symmetry without the introduction of any term explicitly breaking
the symmetry (whence the attribute ’spontaneous’)” [4, p. 327]. Rather than questioning
the legitimacy of the assumption that certain physical theories should display higher
symmetries than their observed solutions,1 this essay will focus on the implications of
such an assumption.
The phenomenon of SSB in the general sense just mentioned is exhibited both by
classical and quantum mechanical systems, but as one may expect the quantum me-
chanical case is more subtle. In the case of infinite quantum systems, peculiar mathe-
matical structures will be shown to arise, which are completely unexpected in the stan-
dard approach to quantum mechanics. This calls for a new approach to the description
of such systems, in which these structures will be understood both mathematically and
physically. In the so-called algebraic formulation, it will be shown that these novel
structures, namely unitarily inequivalent representations, will be responsible for what,
in this specific context, is taken to be SSB. Once their physical meaning has been clar-
ified, it will become apparent how the algebraic version of SSB embodies the general
physical notion of symmetry breaking. The peculiar feature of this account of SSB will
be argued to be that different symmetry-breaking states may be interpreted as being
confined in different “closed worlds”. This is a feature not contained in the general
notion of SSB, which will in comparison carry a weaker sense of symmetry breaking.
The main goal of this essay is to study the deep issues arising in connection with
SSB in infinite quantum systems. As the algebraic approach will be central in providing
insight into this phenomenon, the starting point of this essay will be a review of this
conceptual framework. Since the algebraic formulation offers a unifying description for
general physical systems, before concentrating on the specific case of infinite quantum
systems in §2.6, attention will be given in §2.3 and §2.4 to how this approach describes
classical and finite quantum systems. This novel perspective will offer interesting phys-
ical insights, such as the “unique quantization” of finite quantum systems.
The infinite quantum-mechanical spin chain, as the simplest system exhibiting SSB
in both its conventional and its algebraic description, will be discussed in some de-
tail in §2.7. There, both the physical and the mathematical considerations done within
the algebraic formulation will be shown to provide a rigorous understanding of what
happens when a quantum mechanical system goes from being finite to being infinite.
Subsequently attention will be given to a very important class of infinite quantum
systems, namely quantum fields. A general discussion of symmetries in this context
will be necessary, before presenting the definition of what is meant by SSB in QFT,
which can be found in §3.1. It will be argued in §3.2 and §3.3, with the aid of some ex-
amples, that these theories may be understood to some extent within the algebraic ap-
1An assumption which, as E. Castellani notes in [4], is worthy of thorough philosophical investigation.
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proach, and that characteristic features of the algebraic version of SSB can be outlined.
Nonetheless, due in part to mathematical inconsistencies within the standard account
of QFT, an understanding of this subject within the rigorous mathematical framework
of the algebraic formulation will turn out to be problematic.
Finally, §3.4 will be dedicated to the realisation that, since the algebraic version of
SSB exists solely within infinite quantum systems, a reflection on the role of such an ide-
alisation is necessary, and this will question the relevance of algebraic SSB to concrete
physical systems.
2 Algebraic formulation
2.1 C? algebras in physics
This section will take a relatively long path towards the goal of expounding SSB in the
algebraic approach, but as a result it also offers some insight into the understanding
of general physical theories in terms of their abstract mathematical structure; and the
perspective gained will turn out to be in many ways beneficial towards obtaining new
insights into the representation of physical systems. An overview of the general setting
in which the algebraic version of SSB takes place will also show the importance of this
peculiar phenomenon.
In the algebraic approach, the mathematical structure of a general physical theory
is taken to be the following [23, p. 24]:
1. A physical system is defined by its C? algebra2 A of observables (with identity).
2. A state of the system is a normalized positive linear functional on A.
The above assumption can be motivated in several ways. The first, an elaboration
of which would be beyond the scope of this essay and may be found for example in
[23, ch. 1.3], is based on considerations about operating on a general physical system.
The starting point of this approach is to argue that, since the way we gain knowledge
about a physical system is by performing experiments on it, it is natural to describe it
operationally, by the outcomes of such experiments. From this point of view, a system
is defined by the set of quantities (also known as observables) which can be measured
on it and the possible states it may be in, that is to say the possible average values such
quantities may be found to have3. Working with equivalence classes of observables and
states spanning all possible measurement setups (thus separating the physical system
in consideration from the measurement procedure) and proceeding with operational
considerations, one can eventually identify in the observables and states the structures
mentioned above.
2Appendix A clarifies the terms used here.
3After performing replicated measurements on identically prepared systems.
4
Although it is impressive how such operational considerations may lead to the iden-
tification of an overarching mathematical structure, there are various reasons to ques-
tion the completeness of the picture obtained solely by such considerations. Firstly, the
algebraic description of a physical system does not include information about the time
evolution or the physical symmetries of such a system, which in the standard account
of both classical and quantum systems is encoded in the system’s Lagrangian. As R.
Haag puts it in [11, p.300], “in the algebraic frame we have not understood the roˆle
of the Lagrangian in quantum theory”. Taking these considerations into account, the
C? algebra and the algebraic states of a physical system may be seen as describing the
constituents of such a system, but extra structure needs to be added in order to deter-
mine how these building blocks will behave, and as is apparent from Haag’s comment
above, a way to incorporate this into the algebraic formulation has not yet been found.
Another limitation is that by describing a system using measurement outcomes
only, one excludes from such a description any unmeasurable elements. This obvi-
ous fact has the important consequence that gauge theories, as theories containing de-
grees of freedom without a physical counterpart, are outside the scope of the theories
obtained by the operational considerations above. This puts the validity of such an ap-
proach in doubt, since many of the successful modern physical theories are gauge the-
ories. One may argue that, for a system which is conventionally described by a gauge
theory, the operational considerations would strip such a description bare, leaving only
the physical, gauge-independent content; and thus although at first it seemed that such
a system would defy the operationally identified mathematical structures, eventually
it would not. This operationally motivated point of view may well be true, but again
as noted by R. Haag, how gauge theories fit into the conceptual frame of the algebraic
approach still needs to be understood [11, p.299].
Another way of motivating the algebraic approach is by identifying an algebraic
structure in theories that have proven successful in describing known physics. As is
argued in appendix A, such an identification is possible in the well-established theo-
ries of classical and quantum mechanics, which both present a C?-algebraic structure.
Given the enormous success and range of these theories, the fact that both possess the
same algebraic structure motivates the assumption that any physical theory should fall
within the algebraic frame. The fact that both these theories and the operational ap-
proach agree on the relevant mathematical structures is further evidence in support of
such an assumption.
As noted in appendix A, the major difference between the algebraic structures un-
derlying classical mechanics and quantum mechanics is the fact that in the classical case
the elements of the C? algebra of observables commute, while in the quantum case they
don’t. This not only provides a way of distinguishing, at the algebraic level, classical
from quantum theories but, as remarked by F. Strocchi in [23, ch. 2]: it also points to
the feature that fundamentally sets classical and quantum systems apart, namely the
Heisenberg uncertainty relations. For the position-momentum relation these take the
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familiar form 4
(∆ωqj)(∆ωpj) ≥ h¯2 . (1)
The fact that the standard deviation of two observables on a given state cannot both
be arbitrarily small is a purely quantum-mechanical phenomenon, as classically there
theoretically exists no limitation to the precision of measurements. More specifically:
although, as noted by F. Strocchi in [23, p. 12], in a realistic preparation or detection
of a state of any physical system a certain indeterminacy is unavoidable, in classical
systems this undeterminacy could theoretically be made arbitrarly small by choosing
ever better measurement and preparation devices.
This existence of uncertainty relations for certain pairs of observables can be related
to the commutation relations on the C? algebra describing the system by using the
relation
(∆ωA)(∆ωB) ≥ 12 |ω([A, B])|, (2)
derived in [23, ch. 2] for an algebraic state ω and any two elements A and B of the
algebra satisfying A? = A and B? = B. For systems described by abelian algebras this
leaves the standard deviations unconstrained, which is consistent with the possibility of
arbitrarily precise measurements on classical systems. On the other hand if the algebra
of a given system is non-abelian, there will be at least one pair of observables satisfying
an uncertainty relation with a non-zero lower bound. The behaviour of the system
when measured for those observables will thus be quantum-mechanical, as opposed to
classical.
It is now apparent how, with the C? algebra of observables as a starting point, com-
mutativity properties of the algebra of observables determine if the system will be-
have classically or quantum-mechanically. On the other hand, once the relevance of
C? algebras in general physical system has been recognised, one may want to deter-
mine the structure of the algebra describing a given physical system. In the case of
quantum-mechanical systems, knowledge of the algebraic relation (2) would motivate
the search for non-commutative algebras which satisfy the same uncertainty bounds
that are found to hold experimentally. Thus the experimentally verified position - mo-
mentum uncertainty relation (1) for a particle motivates the following commutation
relation for the position and momentum observables describing the particle:
qj pk − pkqj = ih¯δjk1. (3)
These are known as the Heisenberg commutation relations, and are usually taken as the
starting point of the standard account of quantum mechanics.
In the rest of this section the algebraic approach will be followed, and a physical
system will be defined by its algebra of observables and by its algebraic states. This
description is abstract, and it is often useful to have more concrete mathematical objects
to work with. Furthermore, in the case of quantum mechanics, the conventional Hilbert
4∆ωA denotes the standard deviation of the observable A measured on the state ω.
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space account includes some information that has so far not been given in the algebraic
formulation, for example the transition amplitude between two states. It would thus
be interesting to know what kind of connections exist between the algebraic and the
Hilbert space account describing quantum mechanical systems.
As the next subsection describes, for every physical system (be it quantum-mechanical
or not) and every one of its algebraic states there exists a unique (up to unitary equiva-
lence) Hilbert space representation of the algebra of observables such that the expecta-
tions of the chosen algebraic state may be represented by a vector in the Hilbert space.
This is the content of the GNS theorem, which forges the link between the abstract alge-
bra and a concrete representation. Why this representation is relevant will be discussed
in the following, as well as its physical implications.
2.2 The GNS theorem
Taking the C? algebra generated by the observables of a physical system as a starting
point, it is natural to wonder how this algebraic structure is related to the usual math-
ematical description of such a system, which in the quantum mechanical case is the
Hilbert space representation, and in the case of a classical system is the phase space
representation. The following theorem will be shown to provide such a connection:
Theorem 2.1 (Gelfand, Naimark and Segal) Given a C? algebra A (with identity) and a state
ω, there is a Hilbert spaceHω and a representation piω : A → B(Hω),5 such that
(i) Hω contains a cyclic vector Ψω, i.e. the vectors {piω(A)Ψω: A ∈ A} are dense inHω,
(ii) ω(A) = 〈Ψω,piω(A)Ψω〉,
(iii) every other representation pi in a Hilbert space Hpi with a cyclic vector Ψ such that
ω(A) = 〈Ψ,pi(A)Ψ〉 is unitarily equivalent to piω, i.e. there exists an isometry
U : Hpi → Hω such that Upi(A)U−1 = piω(A), UΨ = Ψω.
One refers to a representation with the above mentioned properties as a GNS repre-
sentation.
The GNS theorem guarantees that the search for a Hilbert space representation of
the algebra of observables will be successful, but there may be further representations
that do not satisfy the requirements of the theorem, and in this case the question which
representation one should consider would arise. One may find strong arguments in
support of the fact that the cyclicity condition, which a GNS representation satisfies,
is a desirable property. The fact that Fock representations, which are relevant in many
physical theories, by definition contain a cyclic vector [12, p.174-175] - the vacuum -
supports the importance of cyclic representations. Also, in the words of F. Strocchi [24,
p. 73]:
5A representation of a C? algebra A is a mapping pi : A → B(H) from the abstract algebra into the
concrete algebraB(H) of bounded linear operators on a Hilbert spaceH such that pi(λA+µB) = λpi(A)+
µpi(B), pi(AB) = pi(A)pi(B), and pi(A?) = pi(A)† for all A, B, ∈ A and all µ, ν, ∈ C.
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The general lesson from the GNS theorem is that a state Ω on the algebra
of observables (...) defines a realization of the system in terms of a Hilbert
spaceHΩ of states with a reference vector ΨΩ which representsΩ as a cyclic
vector (...). In this sense, a state identifies the family of states related to
it by observables, equivalently accessible from it by means of physically
realizable operations. Thus, one may say that HΩ describes a closed world,
or phase, to which Ω belongs.
Thus, the cyclicity property ensures we are considering a single world of physically
connectable states to which the given state belongs. This interpretation will be elabo-
rated upon at various stages throughout this essay.
An example where the notion of the “closed world” a physical system belongs to is
relevant is given by an idealized infinite ferromagnet, with all spins aligned in a given
direction6. In this case the closed world associated with this state is the one given by
the possible configurations obtained by changing the direction of a finite number of
spins, which is a physically realizable process. On the other hand, a state given by all
spins pointing in any other direction from the initial one belongs to a different closed
world, since modifying an infinite number of spins would require an infinite energy
and thus, if the ferromagnet is isolated, is not physically realizable. Of the (infinitely)
many closed worlds the infinite ferromagnet may belong to, if such a ferromagnet were
to exist, it would have to belong to a specific one. Thus, in a certain sense, talking
of an “infinite ferromagnet” does not fully specify what one is referring to until one
establishes what representation one is considering, since possible realizations of such a
system will never be able to “escape” such a representation.
This example is closely linked to spontaneous symmetry breaking, both in the al-
gebraic approach and in the way this system would conventionally be described, al-
though in different ways. The algebraic version of SSB will be explained in section
2.6, but at this point it is important to note that it is a phenomenon that only concerns
quantum-mechanical systems, which as argued above are described by non-abelian al-
gebras. On the other hand the phenomenon that is usually referred to as SSB in the
non-algebraic litterature7 may take place both at the classical and at the quantum level,
and is in S. Coleman’s words when “we conjecture that the laws of nature may possess
symmetries which are not manifest to us because the vacuum state is not invariant un-
der them” [5, p. 116]. What Coleman takes to be SSB embodies the general physical
notion mentioned in the introduction while focusing on a symmetry-breaking state of
particular physical meaning, and can be summarised in the following definition:
Definition of SSB (in the conventional approach): A symmetry of a physical theory is
said to be spontaneously broken when the vacuum configuration (the state with lowest
energy) is not invariant under such a symmetry.
Although this statement is clear in the context of classical and quantum mechan-
ics, what the relevant symmetry-breaking vacuum state is in the case of QFT will need
6The spins considered here may either be quantum mechanical or simply classical magnetic dipoles.
7Which is what will be referred to as the conventional approach.
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further clarification, thus giving rise to various approaches: some taking the relevant
symmetry breaking to occur at the classical level and others at the quantum level. The
case of QFT will be discussed in section 3.
The example of the infinite ferromagnet is a case of SSB in Coleman’s sense, because
the rotational invariance of space (which one expects to be a symmetry of the theory)
is broken by the preferred direction chosen by the polarization of the vacuum state (the
configuration with all spins pointing in a given direction), and this is independent of
the classical or quantum nature of the spins. On the other hand, as will be shown in
section 2.7, the infinite spin chain with quantum-mechanical spin variables is also a case
of SSB in the algebraic formulation, since one may in this case identify the characteristic
structures of SSB in this approach, which are unitarily inequivalent representations of
the algebra of observables, linked by the broken symmetry.
Another fact that distinguishes SSB in the two approaches is the relevance of the
fact that the ferromagnet should be taken to be infinite. In the conventional approach,
there is no reason why one should not consider instead a finite ferromagnet. A polar-
ized, finite ferromagnet is also a configuration of minimal energy, as well as breaking
rotational invariance. On the other hand, algebraic SSB relies crucially on the existence
of unitarily inequivalent representations of the algebra, and as will be pointed out in
section 2.4, this is not possible for quantum systems with a finite number of canonical
variables (which is what is meant by “finite quantum systems”). In the case of the fer-
romagnet, these variables are the spins at every site of the lattice, and their number will
be infinite only if the spatial extention of the ferromagnet is.
Despite the fact that the two approaches offer different frameworks within which
SSB is defined, once the algebraic notion of SSB is introduced, it will become apparent
that both embody the notion that a physical realization of a system breaks (in some
sense) a symmetry which the laws of the system are supposed to possess. The sense in
which an algebraic symmetry is broken will be explained to be the lack of its unitary
implementability.
So how come, one may ask, are so many more systems said to exhibit SSB in the
conventional approach than in the algebraic one? Taking into account the considera-
tions above about closed worlds, one may say the broken symmetries in the algebraic
approach are broken in a more radical sense than in the conventional frame, since the
former phenomenon concerns a symmetry connecting different closed worlds, while
the latter may occur for a symmetry that connects configurations within a given closed
world. This can be seen by again considering the ferromagnet in the finite-volume case:
every symmetry-breaking vacuum configuration is related by a physically realizable ro-
tation, and thus they all belong to a single closed world. On the other hand, as for the
infinite ferromagnet, it may also happen that some systems exhibiting SSB according to
the conventional approach are also confined to broken phases.
One might argue that quantum-mechanical tunneling effects should be possible be-
tween two closed worlds, thus allowing for transitions between them. But one may
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offer the following heuristic argument against this: since the tunneling amplitude de-
pends on the energy barrier between two states, being zero when the barrier is infinite,
the tunneling amplitude between closed worlds should be zero since they are sepa-
rated by an infinite amount of energy. Thus the closed worlds should be stable, also
quantum-mechanically.
Going back to the GNS theorem, it was argued above that it provides a concrete
representation of the abstract algebra of observables that describes the closed world to
which a given algebraic state “belongs”, i.e. can be expressed as giving the expectation
of the represented observables in terms of a given Hilbert space vector. Strocchi’s inter-
pretation assumes that all the vectors on such a Hilbert space analogously correspond
to physical algebraic states, and that since operations by the represented observables
will map vectors in the Hilbert space to other vectors within the same space, the world
which contains the states the Hilbert space vectors stand for is closed. Thus, according
to this interpretation, the GNS theorem is central in identifying the set of closed worlds
a given physical system may belong to. More about the assumptions involved in this
interpretation, that will be argued to be of quantum-mechanical nature, can be found
in section 2.5.
Before continuing the investigation along this line, it is important to stop and con-
sider classical systems (cf. §2.3). This is because, as will be argued in the next subsec-
tion, the closed world interpretation of the GNS representation does not hold in this
case. Nonetheless, in the classical case the GNS representation is still relevant, but its
usefulness is reduced to showing how the conventional picture may be recovered from
the algebraic description of a classical system.
2.3 Classical systems
The C? algebras describing classical-mechanical systems are abelian, while those de-
scribing quantum-mechanical systems ane non-abelian. This determines the kind of
GNS representations these systems can have, and the following subsection is dedicated
to considering the abelian case.
One can show [23, ch.2] that the irreducible GNS representations piω of an abelian
C? algebra are one-dimensional:
piω(A) = ω(A)1. (4)
The GNS representations of classical systems thus turn out to be rather trivial, with
the represented observables acting as simple multiplicative operators. Furthermore an
assumption fundamental to Strocchi’s interpretation concerning closed worlds, namely
that the action of the represented operators on the Hilbert space vectors may be inter-
preted as corresponding to a modification of the physical state the system is in, will be
argued in section 2.5 to be sustainable only if the system in consideration is quantum-
mechanical, and one identifies the GNS representation with the operators and vectors
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standard quantum mechanics would associate to the system. As the present case deals
with classical systems, it follows that Strocchi’s interpretation does not apply.
At this point one may ask what significance the GNS representaton retains in the
classical case. As F. Strocchi points out in [23, ch. 1-2], it may be used to recover the
standard picture for classical mechanics as follows: if one considers the family F of in-
equivalent irreducible GNS representations and uses the collection {ω(A), ω ∈ F} to
construct the function A˜(ω) ≡ ω(A), then one can show that F is a compact Hausdorff
topological space, and that A˜ is continuous. A Hausdorff topological space is a gener-
alization of coordinate space [23, p. 15], and thus the information contained in all the
inequivalent GNS representations may be equivalently expressed in the conventional
picture of continuous functions on (generalized) phase space.
If on the other hand one considers quantum-mechanical systems, the irreducible
GNS representations need not be one-dimensional, and this allows for more complex
structures to arise since, in a given representation, A ∈ A acts as more than simply a
multiplicative operator. As argued in the next subsection, in this case the GNS repre-
sentation of a system will be taken to coincide with the ordinary quantum-mechanical
description of such a system.
2.4 Uniqueness Theorem for finite quantum systems
The following subsections are dedicated to considering the quantum case in close detail
since, as anticipated above, it is within quantum theories that the algebraic version of
SSB will make its appearance.
Let us for simplicity consider the quantization of classical theories with phase space
R2n, where n is finite. In this case, the canonical observables pi and qi satisfy the familiar
Heisenberg form of the canonical commutation relations (CCRs):
[qi, qj] = 0, [pi, pj] = 0, [qi, pj] = i1δij. (5)
It is mathematically more convenient to deal with the unitary operators obtained by
exponentiating q and p, since in this way one obtains bounded operators everywhere
defined on the Hilbert space of the quantized theory [19, p. 37]. By defining the so-
called Weyl operators
U(a) = exp(−i
n
∑
i=1
aiqi), V(b) = exp(−i
n
∑
i=1
bi pi), a, b ∈ Rn, (6)
that generate the Weyl algebra AW , one obtains equivalently to (5) the Weyl relations
U(a)V(b) = exp(−ia · b)V(b)U(a). (7)
The self-adjointedness of the position and momentum operators q and p naturally de-
fines an antilinear ? operation in AW
U(a)? ≡ U(−a), V(a)? ≡ V(−a), (8)
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which turnsAW into a ?-algebra. By introducing the unique [24, part II, ch.1] norm ‖ · ‖
on AW with the property
‖A?A‖ = ‖A‖2, ∀A ∈ AW , (9)
the Weyl algebra becomes a C? algebra.
The following theorem illustrates that there is, up to unitary equivalence, a unique
way of representing the Weyl algebra AW on a Hilbert space:
Theorem 2.2 (Stone-von Neumann) All regular8 irreducible representations of the Weyl C?
algebra are unitarily equivalent.
It is of interest to note that, as L. Ruetsche points out in [19, p.41-42], the Schro¨dinger
representation of the Weyl relations is irreducible and strongly continuous, and thus
from the above theorem it follows that any such representation is unitarily equivalent
to the Schro¨dinger representation. This is sometimes referred to as the fact that there
is a “unique quantization” for (finite) quantum-mechanical theories, a fact that in L.
Ruetsche’s words “assuages an anxiety a worrywart might have had about the Hamil-
tonian quantization recipe. The anxiety is that different physicists, each starting with
the same classical theory and each competently following the recipe, could produce
different quantum theories” [19, p. 41].
One may of course argue that one could go beyond such a uniqueness by con-
sidering representations that do not satisfy the premises of the theorem. Suspending
continuity is discussed in [19], and the existence of unitarily inequivalent non-regular
representations is expounded; the question if these are physical or not is left open. On
the other hand, considering reducible representations would not add to the standard
Schro¨dinger picture, since a reducible representation would - according to the above -
decompose into a direct sum of subrepresentations unitarily equivalent to one-another
and the Schro¨dinger picture, thus not adding any new structures.
The consequence of the above considerations for irreducible GNS representations
of the Weyl C? algebra is that they are all unitarily equivalent to the Schro¨dinger repre-
sentation. It follows that these GNS representations now may be given a clear physical
meaning, which carries over from the meaning of operators and vectors in the stan-
dard Hilbert space account of quantum mechanics. The fact that a GNS representation
may be taken as being the representation standard quantum mechanics would assign
to a given system in certain states is the tacit assumption which underlies Strocchi’s
arguments about closed worlds, where the action of the operators on the vectors of the
GNS representation space is given the physical interpretation of changing the state the
system is in9. The interpretation of the GNS representation as being the representation
describing the system in the conventional quantum mechanical picture will make its
8The regularity condition means that the representations pi(U(a)), pi(V(b)) are assumed to be strongly
continuous in a, b respectively.
9A more detailed discussion about this point can be found in section 2.5.
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appearence also in the context of quantum theories where the Stone-von Neuman the-
orem no longer holds, as described below.
The Stone-von Neumann theorem concerns quantum theories where the CCR’s are
satisfied by a finite number of pairs of canonical variables. If one instead takes this
number to be infinite, the premises of the theorem are no longer satisfied, and as J.
Earman points out in [8, p. 340], the theorem breaks down. Unitarily inequivalent
irreducible representations of the algebra of observables then become possible, as will
be exemplified in section 2.7. The next subsections will show that this is the key factor
in allowing for different closed worlds to exist for a given theory (where the concept
of folium, defined in section 2.5, will be central) and, after algebraic SSB will have been
defined in section 2.6, it will turn out that these phases are connected by the broken
symmetries.
2.5 Algebraic states in the Hilbert space picture
In the algebraic picture, a physical theory is not only described by its algebra A of ob-
servables, but also by the set of states on it, that is to say normalized positive linear
functionals on A that correspond to the expectations of the observables when the sys-
tem is in a given physical state. When considering Hilbert space representations of a
given theory, one thus also needs to find a way of incorporating the algebraic states.
For a given state ω, the GNS theorem provides a Hilbert space representation of the
algebra onHω, with one special vectorΨω that, according to the relation 〈Ψω,piω(A)Ψω〉 =
ω(A), is in correspondence with the algebraic state ω. This does not necessarily mean
that, for a GNS representation onHω, all the states on the algebra in consideration have
this association with some vector inHω. This fact deserves some further considerations.
One may first of all note that any normalized vector Φ in Hω defines a normalized,
positive linear functional on A :
φ(A) ≡ 〈Φ,piω(A)Φ〉. (10)
This is not only true for vectors (also known as pure states), but the same holds more
generally for density matrices (or mixed states):
φ(A) ≡ Tr(ρφpiω(A)). (11)
This motivates the question of what subset of the algebraic states of a given physical
system may be represented in the above way on a given GNS representation. The con-
cept of folium of a state answers this question:
Definition Let ω be a state on a C? algebra. ω’s folium Fω is the set of all states express-
ible as density matrices on ω’s GNS representation (piω,Hω).
The definition of folium captures the concept of closed world discussed in the pre-
vious subsections. To see why this is the case one needs to go back to the passage by
13
F. Strocchi cited in section 2.2, where it is said that via the GNS representation, “a state
identifies the family of states related to it by observables, equivalently accessible from it
by means of physically realizable operations.” What exactly is meant by this statement
can be understood by the identification, mentioned above, of the GNS representation
(in the case where the system in consideration is quantum-mechanical) with the Hilbert
space and operators the standard form of quantum mechanics would associate with the
physical system in consideration.
As explained in section 2.4, the fact that this identification is justified in the finite
case is suggested by the fact that there are no further possible irreducible representa-
tions (up to unitary equivalence). This identification adds to the purely algebraic ac-
count some physical information such as the transition amplitude between two states
(obtained from the inner product of the vectors representing those states) as well as
predicting what state the system will be in after an observable has been measured on it.
As pointed out in [25, p. 10], the standard account of quantum mechanics states that, in
the simplifying case where the result of such a measurement is a simple eigenvalue, af-
ter the measurement has been performed the system will be in the state corresponding
to the eigenvector to that eigenvalue (this is often referred to as the projection postulate
or as state reduction). In this sense an observable “relates” a state (corresponding to a
vector in the GNS representation space) to the set of states given by the eigenvectors of
that observable, and the “physically realizable” operation that embodies this relation,
changing the initial state into a final state in this set, is that of the measurement of the
observable in the initial state.
The cyclicity condition of the GNS representation then implies that, starting from
the state the GNS representation is associated to, all the states represented as vectors on
this representation space can be reached by physical operations and no other states may
in this way be reached, which is why such a representation is taken to describe a closed
world. The algebraic states contained in this closed world are the ones expressible on
this specific GNS representation, which correspond to the folium of the state the GNS
representation is associated to.
As was noted above, the identification of the GNS representation with the repre-
sentation space of a conventional quantum-mechanical theory adds certain physical
interpretations to the Hilbert space states of the GNS representation. This is the kind of
extra structure that, as was mentioned in section 2.1, needs to be added to the algebraic
account that has so-far been developed in order to fully describe the physical system
in consideration. As was pointed out there, it has not yet been possible to incorporate
such elements into the purely algebraic setting, and indeed in this case they are intro-
duced only once one has a concrete Hilbert space representation.
From these considerations one deduces that if different GNS representations ex-
ist with different folia, then these representations will describe the system in different
phases, and a single GNS representation will not be enough to express all the physically
possible scenarios that are encoded in the states on the algebra. For finite quantum-
mechanical systems this variety is not possible, since from the Stone-von Neumann
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Theorem there can only be one representation of the algebra up to unitary equivalence.
Furthermore, as L. Ruetsche states in [19, p. 96], if two GNS representations piω and piφ
are unitarily equivalent, then their folia coincide: Fω = Fφ. Thus for finite quantum-
mechanical systems there exists a single folium. This folium will contain all the states
on the algebra, since every algebraic state belongs to its own folium.
As mentioned above, the fact that the Stone-von Neumann theorem no longer ap-
plies for infinite quantum systems allows for unitarily inequivalent representations of
the algebra of observables to exist, and thus the existence of a single folium is no longer
guaranteed10. States belonging to different folia will belong to different closed worlds,
and there will be no physically realizable operation linking the two. It is interesting
to note that two irreducible GNS representations piω and piφ are either unitarily equiv-
alent, or the folia Fω and Fφ have null intersection, which is to say they are disjoint
[19, p.98]. In the latter case, no state expressible on one GNS representation is express-
ible on the other, and not only do the two GNS representations describe two different
closed worlds, but starting from one state in each representation there is no common
state which may be reached by physical operations; in other words they are disjoint,
with no overlap. The study of the class of unitarily inequivalent irreducible GNS rep-
resentations of a given algebra can thus be seen as the study of the physically possible,
disjoint worlds the system described by the algebra may exist in.
The following subsection explains that the existence of unitarily inequivalent rep-
resentations of the algebra also allows for algebraic symmetries (which will be defined
there) to be non-unitarily implementable on the operators of a given GNS representa-
tion. This phenomenon is what will be defined to be SSB in the algebraic approach,
and it will be shown to connect unitarily inequivalent GNS representations. It thus
follows that, as was briefly mentioned in section 2.2, a spontaneously broken algebraic
symmetry connects different closed worlds.
From the point of view of ordinary quantum mechanics, the fact that non-unitarily
implementable symmetries may exist sounds suspicious, not only because for finite
systems this does not occur, but also because Wigner’s theorem resounds in any quan-
tum physicist’s mind as soon as the word “symmetry” is uttered, linking it to unitar-
ity. Following [10], in quantum mechanics one usually takes a symmetry to be a map
S : Π(H) → Π(H′), [ψ] 7→[ψ’] from the set of unit rays11 in a given Hilbert space H
to the set of unit rays in another Hilbert space H′, such that the transition probabilities
are preserved: |〈ψ1,ψ2〉| = |〈ψ1′,ψ2′〉|. This definition captures the notion of symme-
try as “invariance with respect to a specified transformation group” [4, p. 322], since
the transformation in consideration leaves invariant the structures encoded within the
states describing the physical system in consideration. Wigner’s theorem then states
10To simplify the following discussion, attention will only be given to irreducible GNS representations.
Note that, as stated in [24, p. 71], a GNS representation piω is irreducible iff ω is pure, that is to say it cannot
be decomposed as a convex linear combination of other states on the algebra.
11A unit ray is the equivalence class given by [ψ] ={λψ;λ ∈ C, ||ψ|| = 1}. It contains the physical
information encoded in a Hilbert space vector, since a global phase is irrelevant.
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that such a transformation can only be implemented on the Hilbert state vectors by
a linear isometry12 which, in the case of the map S being bijective (which will be as-
sumed), corresponds to a unitary transformation on the vectors. Thus symmetries are
implemented quantum-mechanically by unitary operators.
Keeping the above arguments in consideration, how can it be that an algebraic sym-
metry which - if worthy of its name - should also leave the structure of the physical
system in consideration invariant, is not unitarily implementable? As will be pointed
out in the next subsection, the apparent contradiction arises from the frequent use of
imprecise terminolgy in the literature: algebraic symmetries turn out to be unitarily
implementable in Wigner’s sense (on the Hilbert space vectors), but nonetheless in the
broken case, non-unitarily implementable on the operators.
2.6 Spontaneous Symmetry Breaking
Although algebraic symmetries have been mentioned, a definition needs yet to be pro-
vided:
Definition An algebraic symmetry of an algebra A of observables is defined to be an
automorphism β of A which preserves all algebraic relations, including the ?.
Such a transformation of A corresponds to a transformation of the physical system it
describes which leaves its structure invariant, and is thus a symmetry according to the
definition provided at the end of the previous subsection.
An important point to stress is that not every algebraic symmetry of A is a phys-
ical symmetry of the system it describes, and in the same way not every symmetry
in Wigner’s sense is a symmetry of the system being described in the conventional
quantum-mechanical picture. The reason for this is that the structure of the theory de-
scribing a physical system is not all there is to it. One also needs to keep the dynamics in
consideration, which in the standard quantum-mechanical picture is done by requiring
that the action of the symmetry should leave the Hamiltonian of the system invariant.
Since, as was pointed out in section 2.1, it has not yet been understood how to incor-
porate the source of the dynamics into the algebraic approach, in this case one must
find a way, outside the scope of strictly algebraic considerations, of determining which
symmetries are physical. In the case where the starting point for the analysis of a given
system is a Hilbert space representation in the standard quantum-mechanical picture,
one may take to be physical those algebraic symmetries (of the C? algebra generated by
the observables in the representation) that, acting on the observables, leave the Hamil-
tonian invariant. At this point one may discard the specific representation one started
with, and consider the abstract algebra describing the system, with the symmetries that
have been identified as physical. An example of this procedure is exemplified in section
2.7, following L. Ruetsche’s exposition in [20].
12The isometry could, according to Wigner’s theorem, also be antilinear (an antilinear operator A:H →
H′ is a map such that A(λ1|ψ1〉+ λ2|ψ2〉) = λ¯1 A|ψ1〉+ λ¯2 A|ψ2〉; λi ∈ C, |ψi〉 ∈ H). For simplicity this
case will be omitted, as in most physical applications the linear case is the relevant one.
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A given algebraic symmetry β on a GNS representation piω ofA onHω is said to be
unitarily implementable if there is a unitary operator Uβ : Hω → Hω such that
piω(β(A)) = Uβpiω(A)U−1β . (12)
On the other hand, one may consider the action of a symmetry β on the states as follows:
if ω is a state on A, then so is the symmetry-transformed state β˜ω, defined by
(β˜ω)(A) ≡ ω(β(A)). (13)
As J. Earman notes in [8, p.399], “If the automorphism represents time evolution, the
difference between the two points of view amounts to the difference between the Heisen-
berg and Schro¨dinger pictures”. Then, according to the GNS theorem, up to unitary
equivalence:
piω(β(A)) = piβ˜ω(A), (14)
and it follows that unitarily implementability of a symmetry β in piω is equivalent to the
states ω and β˜ω having unitarily equivalent GNS representations, and thus belonging
to the same folium. This means that in the unitarily implementable case, the physical
description given by ω’s GNS representation is β-symmetric, in the sense that the sym-
metry connects states expressible as density matrices on this GNS representation (β is a
transformation in a closed world).
One can now introduce the concept of spontaneous symmetry breaking in the alge-
braic approach of this section.
Definition of SSB: A state ω is said to break a symmetry β, if β is not unitarily imple-
mentable in ω’s GNS representation.
In this case ω and β˜ω have unitarily inequivalent GNS representations. The symmetry
β connects these representations, in the sense that it can be seen as connecting the vector
Ψω ∈ Hω corresponding to ω with the vector Ψβ˜ω ∈ Hβ˜ω corresponding to β˜ω. If the
GNS representations of ω and β˜ω are irreducible, it follows that in the spontaneously
broken case Fω ∩ Fβ˜ω = ∅, and the closed worlds connected by the symmetry are
disjoint. As F. Strocchi points out [24, p. 120], if the initial state ω is pure, then also the
symmetry transformed state β˜ω will be. It then follows that if the GNS representation
of the initial state is irreducible, this will also hold for the transformed state’s GNS
representation, and thus the restriction of SSB to pure states deals with symmetries that
connect disjoint folia.
As mentioned above, this essay will not go beyond dealing with the case of pure
states/irreducible representations, and this will be sufficient to understand the exam-
ples which will be exposed in the course of this essay. This does not mean that further
considerations about the general case of mixed states would not bring interesting re-
sults, and an elaboration in this direction can be found in [19]. There one finds a neces-
sary and sufficient condition for the folia of two states to coincide, which is that of quasi
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equivalence, an understanding of which requires the introduction and discussion of von
Neumann algebras, which this essay will not deal with.
In the previous subsection it was mentioned that the existence of non-unitarily im-
plementable symmetries may potentially cause some confusion with respect to Wigner’s
theorem. In fact, in several occasions this has been the case, as for example in [20, p.
483], where it is stated that broken symmetries do not preserve transition probabili-
ties; this cannot be the case, since it would contradict the very nature of symmetry,
as is noted in [2, p. 7]. The important distinction that needs to be made is between
unitary equivalence of representations and unitary implementability of symmetries as
acting on Hilbert space states. There is no contradiction in the fact that the symmetry-
transformed states are connected by a unitary mapping, while the representations act-
ing on the Hilbert spaces related via this symmetry are unitarily inequivalent. This is
indeed the case in algebraic SSB, as is explained in detail in [2].
As a quick aside, one should note that the algebraic form of SSB is a purely quantum-
mechanical phenomenon, since - as noted above - the GNS representations of classical
systems do not have the same interpretation as for quantum systems. Thus, although
any symmetry connecting the folia of different pure states would be non-unitarily im-
plementable in the classical case (since different pure states then define unitarily in-
equivalent irreducible representations with folia consisting of single states), this does
not count as a case of SSB because in this case it is a purely mathematical phenomenon
without a physical counterpart. Of physical relevance in the classical case is the unique,
phase space representation.
The next subsection will present an example of how the algebraic considerations
done so far can be employed to better understand a concrete physical model, which
in this case will be a one-dimensional, infinite spin chain in the standard quantum
formalism. It will be pointed out that in this model there exist different configurations
of the system belonging to unitarily inequivalent representations, and it will be argued
that the symmetry connecting such configurations, once lifted to the algebraic level,
will turn out to be spontaneously broken. By understanding this model in the algebraic
approach, one thus makes sense of the (from the conventional point of view) unusual
mathematical phenomenon of the occurrence of unitarily inequivalent representations
by identifying them to be a case of spontaneous symmetry breaking in the algebraic
formulation. The unitary inequivalence of these representations thus gains physical
significance, as one then understands it to distinguish between physical realisations of
the system being described belonging to different closed worlds.
2.7 An example: the infinite spin chain
Consider a one-dimensional spin chain, with spin 12 variables at the sites of a doubly
infinite lattice labeled by the integers Z = {...,−2,−1, 0, 1, 2, ...}. As L. Ruetsche ex-
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plains in [20, p. 478], to construct a quantum theory of this system one associates with
each site k a self-adjoint operator σk = (σkx , σky , σkz ) satisfying the following algebraic
relations:
[σkx , σ
k′
y ] = iδkk′σ
k
z and cyclic exchange of x, y, z ; σ
k · σk = 31. (15)
These relations are equivalent to taking this variables at a given lattice point to satisfy
the canonical anticommutation relations (CARs), and to commute at different lattice
sites.
One way of constructing such a theory is by considering the set of sequences S(+) =
{sk = ±1, k ∈ Z, sk has finitely many entries which differ from s(+)k } where s(+)k is the
sequence with all entries equal to +1, and by defining H(+) to be the Hilbert space of
square-summable functions on S(+), which is to say{
f : S(+) → C| ∑
s∈S+
| f (s)|2 < ∞
}
, (16)
with the inner product
〈 f , g〉(+) = ∑
s∈S+
f¯ (s)g(s). (17)
As G. Sewell points out in [21, p. 16], a complete orthonormal basis for this space is
provided by the vectors {φ(+)s |s ∈ S(+)}, as defined by the formula
φ
(+)
s (s′) = δss′ ∀s, s′ ∈ S(+). (18)
The elements of this basis are in one-to-one correspondence with the elements in S(+).
One may now define the operators {σk(+) = (σkx (+), σky (+), σkz (+))|k ∈ Z} in H(+) in
such a way that the action of σk(+) on φ(+)s is the analogue of that given by the action of
an isolated Pauli spin operator on the canonical basis of C2 as follows:13
σk
(+)
φ
(+)
s =
(
snφ
(+)
θns , isnφ
(+)
θns , snφ
(+)
s
)
(19)
where θn is the transformation whose action on a configuration of S(+) changes the sign
of the n-th component and leaves the rest of the sequence unchanged. It is now straight-
forward to see that the algebraic relations (15) are valid on the basis vectors φ(+)s , and
therefore the operators σkx,y,z
(+) form a representation of these relations in H(+). As
argued in [21, p. 16], this representation is irreducible, since the passage between any
13If one sets σ = (σx, σy, σz) with σx, σy, σz the three Pauli matrices and one denotes φ1 =
(
1
0
)
,
φ2 =
(
0
1
)
, then the action of σ on φs is given by the relation σφs = (φ−s, isφ−s, sφs) for s = ±1. This is
generalized in the following considerations, where σk
(+)
is taken to act only on the k-th site of the lattice
analogously to the single-particle case, while leaving the other sites of the lattice unchanged.
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two of the basis vectors φs and φs′ , which implies the reversal of a finite number of
spins, is implemented by the action of a monomial in the operators σkx
(+).
As H(+) is spanned by sequences with only finitely many elements differing from
+1, one would expect the polarization of every configuration of the infinite spin chain
described by an element in this Hilbert space to point in the positive z-direction. This
is indeed the case: the polarization observable is given by the limit as N → ∞ of
m(+)N =
1
2N + 1
N
∑
n=−N
σn(+), (20)
and the expectation value of this observable (for finite N) in a state φ(+)s is
〈φ(+)s , m(+)N φ(+)s 〉 =
(
0, 0,
1
2N + 1
N
∑
n=−N
sn
)
. (21)
In the limit one thus obtains the polarization 〈φ(+)s , m(+)∞ φ(+)s 〉 = (0, 0, 1) as expected.
This result can be extended to the expectation of m(+)∞ on any unit vector in H(+) [21,
p.17], and thus a polarization in the positive z-direction is a global property of this
representation space.
Analogously to the above considerations one may construct a representation of
the infinite spin chain on a Hilbert space H(−) with a negative polarization in the z-
direction as a global property, by considering the set of sequences that differ by finitely
many elements from the sequence s(−)k = −1 for all k.
So far two representations of the algebraic relations (15) describing the infinite spin
chain have been constructed, and it has been shown that they contain states with dis-
tinct physical properties, namely these representations capture the spin chain in con-
figurations with opposite polarizations. This characteristic is by now familiar from the
algebraic considerations done in the previous subsections. The algebraic formulation
developed so far offers a context in which to understand the different Hilbert space de-
scriptions that have been found for the infinite spin chain, which would with difficulty
be understood in the conventional account of quantum systems, where one would ex-
pect a single Hilbert space to be sufficient to contain all the possible states of a system.
The mathematical structures which, with the knowledge gained so far, one would ex-
pect to be responsible for such a multiplicity are unitarily inequivalent representations
of the algebraic relations describing the spin chain. This is indeed the case, and can be
seen as follows: if the representations σ(±) were unitarily equivalent, there would be a
unitary mapping U : H(+) → H(−) such that Uσk(+)U−1 = σk(−) for all k, which would
imply that
Um(+)N U
−1 = mN(−). (22)
For |ψ+〉 and |ψ−〉, unit vectors in H(+) and H(−) related by |ψ−〉 = U|ψ+〉, it follows
that
〈ψ+, m(+)N ψ+〉 = 〈ψ−, m(+)N ψ−〉. (23)
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This leads to a contradiction, since in the limit as N → ∞ the left- and right-hand
sides tend to different values. One thus concludes that the quantizations represented
on H(+) and H(−) are not unitarily equivalent, as expected from the algebraic point of
view. Some further considerations are still required though in order to fully describe
this example in the algebraic approach.
The states in H(±) are clearly asymmetric with respect to rotations, but for them to
qualify as symmetry breaking (in any of the ways described until now in this essay) one
first of all needs rotational invariance to be a physical symmetry of the system in consid-
eration. So far one cannot say this is the case, as the spin chain has not been equipped
with a Hamiltonian. This could be done for example by considering the infinite spin
chain in the context of the Heisenberg model of ferromagnetism, where neighboring
spins in the chain are supposed to interact via the Hamiltonian
H = −J∑
k
σk · σk+1, (24)
where J is a positive real number [20, p. 479]. This Hamiltonian is minimized by config-
urations with all spins aligned in the same direction, and thus s(+) and s(−) correspond
to energetically equivalent ground states. Furthermore, H is invariant under rotations
of the spin operators σk, and thus rotational invariance is a physical symmetry of this
model. As a consequence, in the conventional approach, the rotational symmetry is
spontaneously broken, with s(+) and s(−) symmetry-breaking ground states.
In the following, these ground states will also be shown to be symmetry-breaking
in the algebraic sense, which is a fact one may already suspect at this point: various
characteristic features of this phenomenon are readily recognizable in the infinite spin-
chain as expounded so far, as for example the unitary inequivalence of Hilbert space
representations describing this system (which one would expect to be connected by
the map implementing a rotation from the positive to the negative z-direction), as well
as the configurations in the inequivalent representations belonging to two different,
disjoint closed worlds. In fact, analogously to the considerations done in section 2.2, an
isolated infinite spin chain with the Heisenberg Hamiltonian, starting in a configuration
in H(+) cannot evolve to a configuration in H(−), since this would involve the flipping
of an infinite number of spins, which would require an infinite amount of energy.
A first step towards describing the infinite spin chain in the algebraic approach is
determining the C? algebra describing it. As argued in appendix A, with a Hilbert space
account of such a system, it is straight-forward to do so (with the ? operation being
given by the Hilbert space adjoint operation). The C? algebra thus obtained, satisfying
the algebraic relations (15), will be called the CAR algebra, and the representations σ(±)
can now be seen as representations of this algebra. The ground states in H(+) and
H(−), represented by Hilbert space vectors |Ω(+)〉 and |Ω(−)〉 respectively, are expected
to correspond to algebraic states ω+ and ω−, as discussed in section 2.5.
In order to be understood in the light of the algebraic considerations done in this
section, the representations onH(±) would need to be GNS representations of the CAR
C? algebra. The lacking piece of information in order to be able to denote them as such
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is the existence of a cyclic Hilbert space vector. One would expect the vectors |Ω(±)〉 to
be good candidates in H(±), as starting from these it is possible to reach any one of the
basis vectors φ(±)s by applying a combination of the operators σk
(±). This expectation
is confirmed by [20, p. 482], and thus σk(+) and σk(−) are unitarily inequivalent GNS
representations of ω+ and ω−.
In order for the states ω± to qualify as symmetry breaking in the algebraic sense,
one firstly needs to identify the (physical) algebraic symmetries of the spin chain. As
was expressed in section 2.6, the algebraic frame is not automatically equipped with the
concept of physical symmetry, and one must find another way of determining which
symmetries are physical. As was suggested there (and as put in practice for this exam-
ple by [20, p. 483]), in the case where the starting point is a quantum mechanical system
described in the standard account, one may take to be physical those algebraic symme-
tries that, implemented on the operators in the Hilbert space representation describing
the system, leave the Hamiltonian invariant.
In the specific case at hand, the spin reversal symmetry is physical because the
Heisenberg dynamics are invariant under its action. This action can be seen as the
implementation of the following automorphism θ of the CAR algebra:
θ(σkz ) = −σkz , θ(σky) = σky , θ(σkx) = σkx . (25)
As one may expect, this algebraic symmetry, acting on the states, connects the alge-
braic states describing the two polarized ground states of the spin chain:
ω− = θ˜ω+, ω+ = θ˜ω−. (26)
Since, as pointed out in section 2.6, unitary implementability of an algebraic symmetry
β in the GNS representation of a state ω is equivalent to the states ω and β˜ω having
unitarily equivalent GNS representations, and due to the fact that the GNS represen-
tations of ω+ and ω− are unitarily inequivalent, it thus follows that the symmetry θ is
spontaneously broken in the algebraic sense.
The careful reader may have objected, at the beginning of this example, that a num-
ber of unitarily inequivalent representations for the infinite spin chain would actually
not be surprising from the point of view of standard quantum mechanics, as the Stone
von-Neumann theorem only applies to systems described by the CCR algebra. The
answer to this objection is that there exists an analogous theorem, known as the Jordan-
Wigner Uniqueness Theorem, which applies to representations of the CAR algebra for
a finite number of “spin” variables. As stated in [19, p.62], this theorem claims that
Theorem 2.3 (Jordan-Wigner Uniqueness Theorem) For each finite n, every irreducible repre-
sentation of the CARs is unitarily equivalent to every other.
This assures that the occurence of unitarily inequivalent representations of the CARs
is solely caused by taking the number of canonical variables in the algebra to tend to
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infinity, as is the case for the CCRs. This prompts an investigation of what exactly hap-
pens, in the Hilbert space picture, when taking the limit N → ∞. One interesting aspect
to consider is for example the following: in the conventional quantum-mechanical pic-
ture one would expect the vectors of a single (irreducible) Hilbert space representation
to fully describe the states of a given physical system, so somehow this representation
“splits up” in the infinite limit; how does this happen, and are there any physical con-
sequences?
To consider this case, the starting point needs to be, rather than the infinite spin
chain, the case with a finite number of lattice sites, ranging from −N to N. One may
then consider the set SN = {sk = ±1, k = −N, ..., N} of sequences, and construct a
representation for the CARs as above. The Hilbert spaceHN thus obtained will contain
all the possible configurations of the finite spin chain with 2N + 1 lattice sites. One may
do this construction for every N < ∞, and in the limit as N → ∞, the representation
spacesH(±) will emerge as subrepresentations in the larger Hilbert spaceH∞ generated
by the construction based on all sequences in S∞ = {sk = ±1, k = −∞, ...,∞}.
Although in the limitH(±) form irreducible representation spaces, for every N < ∞
the representation space HN will be irreducible (since every vector can be reached by
the action of the observables), and will thus fully describe the finite spin chain in the
conventional picture. Keeping this in consideration, one may argue that H∞ could
be taken to represent the infinite spin chain, although not in the conventional picture,
but as a Hilbert space containing all possible irreducible representations, and thus all
possible information about the system. If one were to take this point of view, then one
would gain additional physical information about the system, namely the fact that by
calculating the overlap of different states within H∞ one could quantify the transition
amplitudes between these states. In the example of the subspaces H(±) of H∞, one
can easily see that they are orthogonal, and thus no quantum transitions between them
would be possible in this interpretation. This fact is the realization, in this example, of
the expectation that in the infinite limit tunneling amplitudes between different broken
phases should be zero.
Summarising, what has been shown so far is that in the limit as the spin chain be-
comes infinite the Hilbert space account of the system goes from one irreducible repre-
sentation to many disjoint, irreducible representations (of which two specific ones were
considered above), each of which is sufficient to describe a given physical realization
of the infinite spin chain (a “closed world”), but the multitute of which stands for the
number of different such physically possible realizations. Between these closed worlds
there is no possible physical evolution, tunneling being also excluded.
The algebraic approach has proven useful in offering both mathematical and phys-
ical insight into the example of the infinite spin chain, which is an idealized, one di-
mensional model of what may, in the thermodynamic limit, describe a “real-world”
ferromagnet. Apart from the thermodynamic limit of condensed-matter systems, there
is another very important class of theories where an infinite number of canonical vari-
ables makes its appearance, and that is theories describing quantum fields. The next
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section will be dedicated to considering this case in some detail, although due to the
nature and depth of this subject the discussion will not possibly be exhaustive nor fully
rigorous. Furthermore, attention will be given solely to global symmetries, as in this
case some analogies to the algebraic formulation may be drawn.
3 Heuristic QFT
3.1 Symmetries
In the canonical procedure of quantization of a field theory, which is the one this section
will be based on, the starting point is a Lagrangian density L(φ, ∂µφ). Analogously to
the quantization of classical systems with finite dimensional phase space, the canonical
quantization procedure for fields “promotes” the variables φa and pia ≡ ∂L(φ,∂µφ)∂(∂0φa) to
operators satisfying, in the bosonic case, the equal time commutation relations
[φˆa(x, t), pˆib(x′, t)] = iδabδ3(x− x′) (27)
[φˆa(x, t), φˆb(x′, t)] = 0 (28)
[pˆia(x, t), pˆib(x′, t)] = 0. (29)
From the algebraic perspective, this step corresponds to taking the field operators to be
a representation of this algebra, which is a version of the CCR’s exposed in equation
(5) for the case where the number of canonical variables is infinite and indexed by a
continuous label (the spacetime coordinates). As opposed to, for example, the algebra
describing the infinite spin chain, this algebra is the result of two limiting processes:
that of taking the spatial volume of the region where the fields are defined to be infi-
nite, as well as taking spacetime to be a continuum.
What Hilbert space the commutation relations are represented on is not at all obvi-
ous. In the standard account of QFT, the representation space which one considers is
the Fock space spanned by all the possible particle excitations of the free vacuum. This
is obtained by considering the creation and annihilation operators a?i and ai that diag-
onalise the quadratic part of the Hamiltonian (obtained from the Lagrangian density
via Legendre transformation), postulating the existence of a vacuum state |0〉 which is
annihilated by all ai’s, and then identifying the particle states with the states obtained
from |0〉 by applying any combination of a?i ’s.
As long as the theory in consideration is free, that is to say the Hamiltonian is purely
quadratic, this procedure poses no problems; but if one chooses this representation
space for an interacting theory - as in the standard perturbative treatment of QFT -
one encounters mathematical problems that show this procedure to be inconsistent. To
be more specific, in the standard interaction picture one takes the Hilbert space the
commutations relations (27-29) are represented upon to be the Fock space constructed
for the free theory. But, as R. Haag argues in [11, p. 56-57], this cannot be a consistent
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procedure, since if one considers the simplest example of an interacting scalar field with
coupling g as given by the Lagrangian
L = 1
2
∂µφ∂
µφ− 1
4
gφ4, (30)
different coupling constants g, g′ must give rise to inequivalent representations. In par-
ticular if g = 0 (which corresponds to the free case), it follows that the representation,
for any g′ 6= 0, must be inequivalent to the Fock representation. Haag’s conclusion,
which is known as Haags theorem, is thus that the determination of the representation
class of the equal times commutation relations is a “dynamical problem”, which is to
say that it not only depends on the form of the commutation relations, but also on the
value of the coupling constant g, which influences the dynamics.
As mentioned above, the standard account of perturbative QFT, this inconsistency
notwithstanding, uses the Fock representation independently of the value of the cou-
pling constant. This is indicative of the nature of the standard approach to QFT, which
contains some heuristic elements as the one just mentioned, whose justification is in
the success such theories have had in describing physical processes. For this reason
this account of QFT will sometimes be referred to in the following as heuristic QFT.
The examples of SSB in QFT presented in this section will, in line with the argu-
ments given above, in some measure be based on heuristic assumptions, and a thor-
ough understanding of them in the algebraic framework developed in this essay, as
was done for the infinite spin chain, will not generally be possible. Nonetheless, there
exist analogies between algebraic SSB and the different approaches of SSB in the con-
ventional account of SSB in QFT, and in some cases it will be possible to highlight sound
connections. Firstly, though, it is necessary to study symmetries in QFT, both at the clas-
sical level and in their implementation in the quantized theory.
In the context of QFT, global symmetries (that is to say symmetries which act in-
dependently of the space-time coordinates) of a physical system described by a given
Lagrangian are identified already at the classical level, that is to say before canonical
quantisation, as global transformations on the fields that leave the action I =
∫
d4xL
invariant. In the case where the symmetry is continuous, Noether’s theorem then asso-
ciates a conserved current jµ and thus a conserved charge to this transformation:
Q =
∫
d3xj0, ∂0Q = 0. (31)
In addition to being conserved, the charges corresponding to a symmetry at the
classical level furthermore generate the symmetry transformation, that is to say that the
Poisson bracket of a charge and the field gives the corresponding infinitesimal change
in the field:
{Q, φi} =
∂Aξ(φi)
∂ξ
∣∣∣∣
ξ=0
, (32)
where Aξ(φi) is the family of continuous transformations of the fields φi and A0(φi)
corresponds to the identity transformation.
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This motivates the expectation that, in the quantum case, the quantized charge gen-
erates the analogous transformation on the fields:
−i[Qˆ, φˆi] =
∂Aξ(φˆi)
∂ξ
∣∣∣∣
ξ=0
, (33)
and that Aξ(φˆi) is a unitary transformation on the fields, in that it is given by the
exponential of the (hermitian) charge Qˆ:
Aξ(φˆi) = Uξ φˆiU−1ξ , Uξ = e
−iξQˆ. (34)
A subtle point is that the quantized charge operator Qˆ need not necessarily be well-
defined. In fact, a theorem by Fabri and Picasso [1, p. 71] states that for the action of the
quantized charge Qˆ on the vacuum there are only two possibilities: either Qˆ|0〉 = 0 or
Qˆ|0〉 has infinite norm, thus not belonging to the representation space of the theory14.
In the case where Qˆ|0〉 = 0, and no other factors conspire to make Qˆ ill-defined, one
obtains via exponentiation a well-defined unitary operator as one would usually ex-
pect. On the other hand, if Qˆ|0〉 has infinite norm, this operator will be ill-defined, and
one may wonder what exactly happens, where Qˆ|0〉 “goes to”. As J. Earman notes in
[8, p.342] the charge operator corresponding to a finite volume in space is well defined,
while it is only the infinite volume limit which is not. This situation is in some respects
similar to the case of the spin chain considered in section 2.7, and an analogy with that
example may provide an intuition of the mechanisms at work here. For the finite spin
chain, the action of a global rotation on the states of the representation space HN (as
for example flipping the sign of all the spins) would be a mapping back intoHN , but in
the limit N → ∞, as the relevant representation space for the spin chain would become
for example H(+), the action of such a global rotation would map, for example, into
the representation spaceH(−). Thus, if one would attempt to describe it as a map from
H(+) into itself, this map would be ill-defined.
Fabri-Picasso’s theorem, with its criterium for determining when the quantized
charge generates a unitary transformation on the states of a given representation of
the field algebra motivates Aitchison’s definition in [1, p. 71] of SSB in QFT:
Definition of SSB (Aitchison’s version): A symmetry in QFT is said to be spontaneously
broken if Qˆ|0〉 6= 0, thus not belonging to the Hilbert spaceH of physical states.
As noted above, one expects Qˆ to generate the symmetry transformation on the op-
erators as in (33). If this expectation is satisfied, then in the case where Qˆ|0〉 6= 0 it
14Consider the norm of Qˆ|0〉: 〈0|QˆQˆ|0〉 = ∫ d3x〈0|j0(x)Qˆ|0〉 = ∫ d3x〈0|j0(0)Qˆ|0〉, where the last equal-
ity follows from j0(x) = e−iP·x j0(0)eiP·x|0〉 and [Qˆ, Pµ] = 0 (since the symmetry is internal) where Pµ is the
generator of spacetime translations. It then follows that either Qˆ|0〉 has infinite norm (which corresponds
to the case where 〈0|j0(0)Qˆ|0〉 6= 0) or 〈0|j0(0)Qˆ|0〉 = 0, from which it follows 〈0|QˆQˆ|0〉 = 0 and thus
|Qˆ|0〉 = 0.
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follows that the symmetry transformation is not unitarily implementable, and Aitchi-
son’s version of SSB then implies what R.F. Streater’s opening comment in [22] takes
to be SSB in QFT: “the term ’spontaneous breakdown of symmetry’ (...) has come to
mean a field theory whose Lagrangian is invariant under a certain transformation of
the fields, whereas there exist solutions, i.e. realizations of the algebra of operators,
that do not possess the symmetry as a unitary transformation”. This prompts the fol-
lowing definition:
Definition of SSB (Streater’s version): A symmetry transformation of the field operators
in a given representation (orginating at the classical level from a symmetry of the La-
grangian) is said to be spontaneously broken if it is not unitarily implementable in that
representation.
Neither of the two definitions provided so far is the one most commonly found in
the literature. A standard textbook discussion of SSB in QFT, as found for example in
Peskin and Schroeder [18, p. 348], takes it to the following case:
Definition of SSB (Peskin and Schroeder’s version): A symmetry of a given QFT is said
to be spontaneously broken if a given field configuration of the classical Lagrangian
which minimizes the energy (i.e. a vacuum configuration) is not invariant under the
action of the symmetry on the (classical) fields.
If one also keeps in consideration that quantum fields are systems where one would
expect possible the algebraic version of SSB (as they are infinite quantum systems), then
Baker and Halvorson’s comment in [2, p. 1] that “the precise mathematical definition of
spontaneous symmetry breaking (SSB) in quantum theory is somewhat up for grabs”
may seem justified. Nonetheless, these different accounts of SSB all embody in one
way or the other the general notion of broken symmetry: Peskin and Schroeder take
the relevant reduction of symmetry of a theory to occur at the classical level, before the
fields are quantised, while both Streater’s and Aitchison’s versions consider directly
the quantized theory, and are thus closer to the algebraic formulation.
Since quantum fields are described by an infinite number of canonical variables,
one may expect all these definitions to be more or less equivalent15, this can hardly be
proven, due to the heuristic nature of the standard account of QFT. For example, in
order to relate Peskin and Schroeder’s version to the others, one needs to specify how
their account of SSB carries over to the quantized theory. This step, which is exemplified
in section 3.3 in the Goldstone model, will be argued to rely on heuristic arguments, and
its mathematical consistency still remains to be shown.
Connections can more readily be identified between Streater’s definition of SSB and
the algebraic approach, as in both versions unitarily inequivalent representations are
the decisive factor in allowing for SSB. From the algebraic point of view a symmetry
transformation on the field operators may be seen as the implementation of an algebraic
15As opposed to the case of SSB in classical and quantum systems in the standard account, where only
certain cases of SSB - namely in infinite quantum systems - are expected to also qualify as SSB in the
algebraic sense.
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symmetry, with the field operators taken to be a representation of the defining algebra.
If the representation in consideration is cyclic (as is for example the case for a Fock
representation, as was noted above), then by identifying the expectations of the field
operators on the cyclic vector with a physical algebraic state, the representation of the
field operators becomes a GNS representation. Then, SSB in Streater’s sense translates
into SSB in the algebraic sense.
On the other hand one could consider a scenario where the field operators are a
GNS representation of the abstract algebra, and an algebraic symmetry induces a trans-
formation on the operators that corresponds to a global symmetry of the Lagrangian.
In this case, if the symmetry is spontaneously broken in the algebraic sense it is also
broken in Streater’s sense.
It is important to note that, although straight-forward, these connections cannot
be guaranteed to be mathematically rigorous, since as it has been pointed out above,
heuristic QFT allows for mathematical inconsistencies in its formulation.
For most symmetries commonly treated in examples of QFT the transformation gen-
erated by Qˆ is well-defined, and implements the symmetry transformation of the fields
as expected, but as the considerations done so far have revealed, it need not necessarily
be the case, and this can be confirmed by considering the following example.
3.2 A free example: the massless Klein-Gordon field
A free theory with a symmetry that is not unitarily implementable is given by the mass-
less Klein-Gordon field, with the Lagrangian density
L = 1
2
∂µφ∂µφ. (35)
It is clear that the transformation φ → φ + ξ with ξ a constant function is a symme-
try of the Klein-Gordon theory. In the light of the Fabri-Picasso theorem, one would
expect such a symmetry to be non-unitarily implementable, since the vacuum state is
not annihilated by the quantized charge operator, and thus the charge does not gener-
ate a well defined transformation: the conserved current associated to this symmetry is
jµ = ∂µφ, and thus the conserved charge is given by Q =
∫
d3x∂0φ. Upon quantization,
this will contain both annihilation and creation operators, and thus will not annihilate
the vacuum.
This expectation is satisfied: at the quantum level the action of the symmetry cor-
responds to the transformation φˆ → φˆ+ 1ξ on the operators being a symmetry of the
quantum theory. If it were implemented unitarily on a vacuum representation, there
would be a unitary operator Uξ such that
Uξ φˆU−1ξ = φˆ+ 1ξ. (36)
At this point one needs to take into account the fact that the group of Poincare´ trans-
formations Λ is taken to be represented as acting on the states of the theory by unitary
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operators UΛ (an assumption motivated by Poincare´ invariance and Wigner’s theo-
rem16), and that under these transformations the vacuum is the unique invariant vector
[13, p. 5]. Since the symmetry transformation considered above is internal (that is it
acts independently of the spacetime coordinates), it will commute with the Poincare´
transformations, and it thus follows, as explained in [19, p.318], that
Uξ |0〉 = |0〉. (37)
It now turns out that for the symmetry to be unitarily implementable is a contradiction:
since the vacuum is taken to be a Fock space vacuum, it is orthogonal to all one-particle
states a?i |0〉, and thus so is the field operator φˆ, which is a linear combination of creation
and annihilation operators: 〈0|φˆ|0〉 = 0. From this it follows that:
〈0|φˆ+ 1ξ|0〉 = ξ. (38)
On the other hand, according to the assumption of unitary implementability
〈0|φˆ+ 1ξ|0〉 = 〈0|Uξ φˆU−1ξ |0〉 = 〈0|φˆ|0〉 = 0 (39)
and thus the contradiction.
The symmetry in this example is spontaneously broken in Peskin and Schroeder’s
sense, as a given (classical) vacuum configuration is not invariant under the action of
the symmetry. It is also spontaneously broken in Streater’s sense, as the symmetry is not
unitarily implementable and in Aitchison’s sense as Qˆ does not annihilate the vacuum.
Finally, it is also spontaneously broken in the algebraic sense, as the considerations
done at the end of the last subsection for going from SSB in Streater’s sense to algebraic
SSB apply here.
As one may have been expecting following Haag’s theorem, in this non-interacting
case no mathematical inconsistencies have been encountered in choosing the represen-
tation space to be a Fock space, and this has made it possible to frame this example also
within the algebraic approach. In order to encounter these mathematical problems, as
well as the heuristic arguments often used to motivate the quantisation of classical field
theories with degenerate vacua, it will be necessary to consider an interacting case, as
will be done in the following subsection.
3.3 An interacting example: the Goldstone model
After having seen a free example, this subsection will be dedicated to a brief review
of an interacting example exhibiting SSB, known as the Goldstone model. The main
purpose of this example will be to illustrate the kind of heuristic arguments used to
16Poincare´ invariance is a symmetry of the theory, thus - by Wigner’s theorem - one has a unitary oper-
ator associated with each such transformation. The fact that such operators form a representation can be
deduced by the fact that the action of two subsequent Poincare´ transformations should be equivalent to
the action of the composite transformation.
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motivate the multitude of representations which are expected to arise in this model, as
well as point out the menace posed by mathematical inconsistencies in this heuristic
approach.
The Goldstone model, as exposed in [1, p. 83-87], is given by the following La-
grangian density for a (classical) complex scalar field φ:
L = (∂µφ)†(∂µφ)− 12λ
2|φ|4 + 1
2
µ2|φ|2. (40)
L has the global U(1) symmetry φ→ e−iα, with constant α. In the case where µ2 > 0, it
can easily be shown that the ground state configurations of the fields lie along the circle
Re(φ)2 + Im(φ)2 = µ2/λ2; these configurations are not left invariant by the symmetry,
which is thus spontaneously broken in Peskin and Schroeder’s sense.
It is then argued that the degeneracy of classical ground states suggests what L.
Ruetsche [19, p. 323] calls a “’semi-classical’ approximation” which consists of the ex-
pectation that, in the quantized case, the field theory vacuum should be associated with
|φ|2 = constant = µ2/λ2. That is to say: the vacuum vector in a given representation
should be |ω〉 such that
〈ω|φˆ|ω〉 = 1√
2
eiω|µ|/|λ|, (41)
where ω is some phase angle.
As noted by Aitchison in [1, p. 85], a rigorous proof that the quantised version of the
Lagrangian (39) with µ2 > 0 has indeed |ω〉 as the vacuum state, and that it is consistent
to require 〈ω|φˆ|ω〉 6= 0 seems not to be available. This is the kind of inconsistencies that
was mentioned above.
Assuming that such a procedure is actually consistent, this model may be argued to
exhibit Aitchison’s version of SSB, since as he argues in [1, p. 85], in this case the charge
operator is not well defined. One would thus also expect this to be a case of Streater’s
version of SSB. In this case, provided the representation of the field algebra containing
a given vacuum vector |ω〉 is cyclic, then this would be found to exhibit SSB also in the
algebraic sense.
3.4 The idealisations involved in the infinite limit
The concept of infinite systems has often made its appearance in the course of this essay,
and the crucial role played by an infinite number of canonical variables in making al-
gebraic SSB possible has been stressed. Taking this into account, one may wonder if the
algebraic form of SSB has any relevance whatsoever to the physical world, composed of
physical systems of finite extent, where the infinite limit is an idealization of such sys-
tems. As J. Earman points out in [6, p. 191], “a sound principle of interpretation would
seem to be that no effect can be counted as a genuine physical effect if it disappears
when the idealizations are removed”. The unique characteristics exhibited by algebraic
SSB may thus, according to this point of view, simply not be manifest in the physical
world. There are nonetheless, he argues, two possible ways of retaining the physical
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relevance of such a phenomenon. The first approach would be to consider the finite
version of theories exhibiting algebraic SSB: one would expect them to exhibit the char-
acteristic features of this phenomenon in some approximation, and thus the idealization
would simply serve to crystalize these features. What one may for example expect, as
he points out, would be for the symmetry, acting on a given state ω’s GNS representa-
tionHω unitarily, would send some Hilbert space states to others whose overlap would
be as close to zero as desired as the volume is increased. Such states exist for example
in the spin chain presented in section 2.7. These promising considerations are, on the
other hand, stunted by the fact that the difference between the finite and the infinite
case is clearly marked by the boundary between an automorphism being unitarily im-
plementable and being non-unitarily implementable. If the unitary implementability of
a symmetry turned out to be relevant to any of the observed features of SSB, he argues,
then the infinite idealization could not be discarded.
The second approach Earman proposes is to claim that the infinite volume limit is
not an idealization: assuming that all matter is described by QFT, and taking quantum
fields to permeate all of space (which for this approach to hold must be of infinite ex-
tent), it follows that all physical systems are infinite, even though the states they are in
appear to be spatially localized. From this point of view the situation is reversed, with
the treatment of certain systems as being spatially finite objects as an idealization done
for practical purposes.
G.G. Emch and C. Liu [16, p. 155-156] offer a point of view in some respects similar
to Earman’s first approach, while stressing the importance of idealizations as tools for
highlighting qualitative aspects of the systems in consideration that exist prior to the
idealization. G. Sewell’s considerations are in line with this approach. He points out
in [21, p. 4-5] that the idealization of macroscopic systems as ones possessing infinite
numbers of degrees of freedom has long been essential to statistical thermodynam-
ics, where “the characterisation of phase transitions by singularities in thermodynamic
potentials necessitates a passage to the mathematical limit in which both the volume
and the number of particles of a system tend to infinity in such a way that the den-
sity remains finite”. This limit, he notes, “has served to replace the merely quantitative
distinction between systems of ’few’ and ’many’ (typically 1024) particles by the quali-
tative distinction between finite and infinite ones, and has thereby brought new phys-
ically relevant structures into the theory of collective phenomena”. In the same way,
he argues, in the algebraic approach to quantum theories, this qualitative distinction
between macrostate17 and microstate is achieved in the infinite limit, corresponding
respectively to a given representation in the set of unitarily inequivalent ones, and a
vector in the representation.
17What Sewell denotes as macrostate corresponds to a closed world in Strocchi’s interpretation.
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4 Conclusions
The algebraic framework presented in this essay brings a novel perspective on physi-
cal theories, and from this point of view one has a clear understanding of the peculiar
phenomena that arise within infinite quantum systems. Although the algebraic ap-
proach proposes to fully encompass all physical theories within its frame, some of its
limitations have been pointed out, and it is yet to be seen if the important case of heuris-
tic QFT may be completely understood in the algebraic language. On the other hand,
where it is possible to frame a physical system in the algebraic setting, as in the example
of the infinite spin chain, the undertanding of SSB gained in the algebraic setting carries
over to the conventional description of such systems, explaining structures that would
else be puzzling. In these cases the relevant physical symmetry is also expected to be
spontaneously broken in the standard account, but with an additional feature, namely
that a concrete realisation of the system is confined to a broken phase.
As was argued in the second part of this essay, in heuristic QFT the possibility
of mathematical inconsistencies makes an algebraic understanding problematic, but
nonetheless analogies between the various accounts of SSB are possible, and the alge-
braic approach provides some intuition of the mechanisms that may be at work in the
heuristic account.
The physical relevance of the considerations done in this essay is threatened by the
crucial role played by the infinite idealization in allowing for the algebraic version of
SSB to occur, and its status is debated in the final section of this essay.
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A C? algebras
Definition A C? algebra A is defined to have the following properties:
1. it is a linear associative algebra over the field of complex numbers, i.e. a vector
space over Cwith an associative product linear in both factors;
2. it is a normed space, and the product is continuous with respect to the norm:
‖AB‖ ≤ ‖A‖‖B‖. (42)
Furthermore A is a complete space with respect to the topology defined by the
norm (thus A is a Banach algebra);
3. it is a ?-(Banach) algebra, i.e. there is an involution ? : A → A such that
(A + B)? = A? + B?, (λA)? = λ¯A?, (AB)? = B?A?, (A?)? = A; (43)
4. the following “C?-condition” holds:
‖A?A‖ = ‖A‖2. (44)
Firstly, the algebraic structure of a classical-mechanical physical system will be de-
termined, and it will turn out to be that of an abelian C? algebra. The considerations
will be restricted to classical Hamiltonian systems, the states of which are described by
a point in the phase space manifold (or more generally by a probability distribution),
and the observables by continuous functions.
From the considerations done in chapter 2, one would expect the algebraic structure
of such theories to be that of a C? algebra, and this is indeed the case. Briefly, one can
see this as follows: one should start by taking the elements of the algebra to be the
functions, with the product on the algebra to be given by the pointwise multiplication,
the identity given by the identity function, and the ? operation defined by ordinary
complex conjugation. These properties describe a ?-algebra with identity. Limiting the
considerations to compact phase spaces, one can define the norm of a function to be the
supremum of its absolute value; this norm then also satisfies the C? condition, and thus
the algebra of classical observables with the above norm is a C? algebra.
Note that the commutativity of the ordinary pointwise product of two functions
implies that this algebra is abelian, which is the fundamental property that sets it apart
from algebras describing quantum mechanical systems, which are generally described
by non-abelian C? algebras, as will be outlined below.
In classical mechanics, every state determines the expectation of the observables on
that state, and this is given by the functional
ω( f ) =
∫
f dµω, ω(1) = 1 (45)
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where dµω is the probability measure associated with the state in consideration.
From the definition of ω it is straightforward to see that the linearity condition
ω(λ f1 + µ f2) = λω( f1) + µω( f2), ∀ f1, f2 ∈ A, λ, µ ∈ C (46)
and the positivity condition
ω( f ? f ) ≥ 0, ∀ f ∈ A (47)
are both satisfied, and thus ω is a normed, positive linear functional on the algebra of
observables. Thus, as expected, one can see how a classical system has the algebraic
structure exposed in chapter 2.
The algebraic structure of systems described by quantum mechanics also turns out
to be that of a C? algebra, but in contrast with classical systems, the product on the
algebra is noncommutative, and thus the algebra is non-abelian. In standard quantum
mechanics observables are described by a subset of the bounded self-adjoint opera-
tors on a separable complex Hilbert space H, and the states by density matrices on H.
From these postulates, and by analogous considerations as for the classical case, one
may identify the underlying algebraic structure18, which is indeed the one discussed in
chapter 2. The reason why the algebra is non-abelian is the fact that the product on the
algebra of observables is taken to be the product of operators, which in general does
not commute.
18As for example done in chapter 2.4 for the CCR algebra.
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