A two-step process is commonly used to evaluate data-model fit of latent variable path models, the first step addressing the measurement portion of the model and the second addressing the structural portion of the model. Unfortunately, even if the fit of the measurement portion of the model is perfect, the ability to assess the fit within the structural portion is affected by the quality of the factor-variable relations within the measurement model. The result is that models with poorer quality measurement appear to have better data-model fit, whereas models with better quality measurement appear to have worse data-model fit. The current article illustrates this phenomenon across different classes of fit indices, discusses related structural assessment problems resulting from issues of measurement quality, and endorses a supplemental modeling step evaluating the structural portion of the model in isolation from the measurement model. Keywords structural equation modeling, latent variable models, covariance structure modeling
loadings to anchor each factor to some measurable manifestations, its presence is typically viewed in such models as the vehicle by which the desired inferences at the latent level are facilitated. Of this measurement portion, one requires a satisfactory level of data-model fit to have confidence in the latent level inferences in the structural portion, and one often hopes for reasonably reliable indicators as evidenced by strong loadings connecting the latent factors to the measured indicators. This latter hope for high-quality measurements, however, is not typically a formal requirement, as the implicit assumption is often that structural equation modeling will disattenuate the latent relations of the unreliability of the indicator variables. And this is indeed generally true, with regard to estimating the magnitude of the structural relations; however, as this article will illustrate, the measurement model is far from benign in the detection of structural relations and in the statistical testing of those relations' estimates.
Consider the depiction in Figure 1 of the structural portion of a latent variable path model, where the measurement model (which includes loadings and error variances) is deliberately omitted from the figure. Such a model is not at all atypical, representing, for example, a longitudinal process regarding three constructs across two time points. Notice that for the purposes of this example, the true structural values are shown (assuming a standardized metric), which include latent covariances (4), exogenousto-endogenous structural relations (g), and a latent residual covariance (c); also shown is the model-implied population covariance matrix for the latent factors, designated as V. Assuming knowledge of the true population measurement model as well, data-model fit indices for the above model in the population should reflect perfection, whereas for samples the resulting indices would deviate only randomly from perfection.
Now imagine a misspecification in the structural portion of the model in Figure 1 , specifically the omission of the dashed connections (i.e., setting g 12 , g 21 , g 23 , g 32 , and c 31 to 0). Regardless of the surrounding measurement model, this misspecification should create imperfect data-model fit as reflected in imperfect values of indices for the population and in indices deviating randomly from this imperfection for samples. For many (although not all) fit indices, the magnitude of that deviation from perfection is affected by sample size (see, e.g., Bollen, 1990; Marsh, Balla, & McDonald, 1988) , suggesting greater misfit as sample size increases. Such a relation is predictable, as increased sample size yields greater statistical power to detect misfit within the structural portion of the model (and elsewhere as well). The ability to assess the structure's deviation from perfection can also be affected by the overall size of the surrounding measurement model, where the degrees of freedom of the measurement model dominate the fit assessment as they far outweigh those specifically from the structure (see, e.g., McDonald & Ho, 2002; Tomarken & Waller, 2003) .
For the misspecification described above, sample size and measurement model size are held constant to consider the role of the quality of measurement in the measurement model and, in particular, its impact on the assessment of structural misfit. By quality of measurement one could mean, in general, either the measurement model's correctness in the population or the magnitude of the constructs' reflections in their measured indicators. For our purposes, we will assume that the measurement model is indeed properly specified, and thus the quality of the construct-variable relations (i.e., loadings) will be our focus. With regard to assessing said quality, several indices have been recommended to convey reliability information associated with each construct (for a critical review, see Hancock & Mueller, 2001 ); for the current article, the details of such indices remain peripheral to the motivating point, framed as follows. Consider two simple cases: a properly specified measurement model in which all standardized loadings are .40 and a properly specified measurement model in which all standardized loadings are .90. Assume for further simplicity, and without loss of generality, that all six factors shown in Figure 1 have three indicator variables each, and that the structural portion of the model is the misspecified form mentioned above (i.e., with g 12 , g 21 , g 23 , g 32 , and c 31 set to 0). Thus, we have a structurally misspecified model with relatively low-quality measurement in the measurement model (low reliability) and the identical structurally misspecified model with relatively high-quality measurement in the measurement model (high reliability). The question before us, then, is this: In which case do we expect better data-model fit indices?
The seemingly intuitive answer is that one would expect better data-model fit in the high-quality measurement scenario, and worse data-model fit in the low-quality measurement scenario. In actuality, however, for many fit indices, precisely the opposite is true. That is, high-quality measurement tends to lead to conclusions of poorer overall data-model fit, whereas lower quality measurement models tend toward conclusions of better overall data-model fit. If one uses maximum likelihood (ML) estimation to analyze the population matrices in the above example as sample data, assuming for illustration a sample size of n ¼ 1,000, the data-model fit indices for the low condition include c 2 ¼ 51.070 (df ¼ 129), standardized root mean square residual (SRMR) ¼ .019, goodness-of-fit index (GFI) ¼ .994, root mean square error of approximation (RMSEA) ¼ .000, adjusted goodness-of-fit index (AGFI) ¼ .992, and comparative fit index (CFI) ¼ 1.000, all indicative of excellent fit.
1 For the high condition, on the other hand, the corresponding results are c 2 ¼ 1,147.501 (df ¼ 129), SRMR ¼ .172, GFI ¼ .900, RMSEA ¼ .089, AGFI ¼ .867, and CFI ¼ .940, each failing to meet modern standards for acceptable data-model fit (e.g., Hu & Bentler, 1999) . Thus, even though there are identical structural misspecifications, the model with low-quality measurement would be deemed to have acceptable data-model fit, whereas that with high measurement quality would likely have been rejected as unacceptable.
On further reflection, one can resolve this apparent paradox. 2 As the measured variables relate more strongly to the constructs, the underlying structural misspecifications are more thoroughly propagated into the model-implied (co)variances, and hence lead to larger discrepancies between observed and model-implied (co)variances. Conversely, in a weaker measurement model, the poor construct-variable connections lead to poorer communication of the structural misspecifications into the model-implied moments, and as such less apparent discrepancy. Thus, datamodel fit indices' sensitivity to structural misspecification is dulled by the measurement model that serves as the only conduit between that which is latent and that which is observed. A more systematic exploration using the previous model follows next, illustrating the above point more completely along with collateral issues; a suggestion on how to address these problematic issues is then offered.
Measurement Quality and Selected Data-Model Fit Indices
For samples of a specific size, data-model fit indices typically draw from the discrepancy between model-implied and observed data moments (e.g., covariances), along with degree of model parsimony (e.g., number of model degrees of freedom) and/or model quality relative to some baseline model (typically a null model implying zero relations). For the purposes of the current article, a selection of commonly used fit indices (see, e.g., Hu & Bentler, 1999) will be used for demonstration, reflecting some or all of the above characteristics. Specifically, we will illustrate behavior of the model c 2 , the GFI (Jöreskog & Sörbom, 1986) , the SRMR (asymptotically standardized), the RMSEA (Steiger & Lind, 1980) , the AGFI (Jöreskog & Sörbom, 1986) , and the CFI (Bentler, 1990) . Other data-model fit indices would be expected to behave quite comparably, and hence similar explorations are left to the interested reader.
To review briefly, for a covariance structure model, the model c 2 can be described as capturing the degree of discrepancy between a hypothesized model's implications for the second-order moments of the data and the observed moments themselves, the latter of which may be regarded as the implied moments for a saturated (justidentified) model. This index makes no direct appeal to model parsimony, or comparison to a baseline (e.g., null/independence) model. For a model with p measured variables, the model c 2 may be determined as ðn À 1ÞF, where for ML estimation the discrepancy/fit function,F, is the familiar
containing the observed covariance matrix S (with elements s ij for i, j ¼ 1 to p) and the model-implied matrixΣ (with elementsŝ ij for i, j ¼ 1 to p). It is worth noting at this point thatΣ may be expressed aŝ
whereΛ is a compound matrix containing loads for indicators of both exogenous x factors ðΛ X Þ and endogenous h factors ðΛ Y Þ,Θ is a compound matrix containing error variances and covariances of measured variable residuals from both the X indicators of x factors and the Y indicators of the h factors, andΩ is the K × K modelimplied factor covariance matrix containing relationsô ij among and between the K latent x and h factors. This matrix can be further decomposed intô 
whereΦ contains estimated variances and covariances of exogenous x factors,Γ contains estimated structural relations between exogenous x factors and endogenous h factors,B contains estimated structural relations among endogenous h factors, andΨ contains estimated latent residual variances and covariances (see, e.g., Bollen, 1989) . Note that if the structural model is saturated, the model-implied factor covariance matrixΩ sat would be the same as aΦ matrix for a confirmatory factor analysis (CFA) model with all factors covarying. Two other indices making no appeal to model parsimony or to a baseline model are the GFI and SRMR. The GFI, resembling portions of the fit function in Equation (1), may be expressed as
yielding an index where 1 indicates optimum data-model fit and values around .95 are considered acceptable (e.g., Hu & Bentler, 1999) . The SRMR makes a direct comparison between the p(p + 1)/2 corresponding elements of the observed and modelimplied covariance matrices, and may be expressed as
This index has 0 as its optimum, and values .08 are considered satisfactory (e.g., Hu & Bentler, 1999 ). An adjustment for parsimony is accommodated in a variety of indices, perhaps most popular among them being the RMSEA. For a model with n degrees of freedom, RMSEA may be expressed as
The maximum in the expression keeps the value real and optimized at 0; desirable values are around .06 and below (e.g., Hu & Bentler, 1999) . The AGFI also incorporates a penalty for model complexity, applied directly to the GFI,
similar to its unpenalized GFI analog, AGFI is generally deemed acceptable when values reach .95 (e.g., Hu & Bentler, 1999) . Finally, fit indices that are incremental in nature involve a comparison to a baseline model, typically one positing no relations among the measured variables and with fit function valueF 0 , null model w 2 0 , and degrees of freedom n 0 . Most popular among them, and examined in the current investigation, is the CFI. This may be computed as
and is considered acceptable with values >.95 (Hu & Bentler, 1999) .
Having reviewed popular data-model fit indices, we may now examine more fully their behavior under varied levels of measurement quality. Doing so requires neither rigorous analytical derivation nor extensive statistical simulation. Rather, a simple population analysis for an illustrative model, using its population covariance matrix and an assumed sample size as input, will reveal the patterns of interest. We will again use the model in Figure 1 , with the previously discussed misspecification of omission of the dashed paths (i.e., with g 12 , g 21 , g 23 , g 32 , and c 31 set to 0). All factors will have three indicators, with homogeneous loadings varied from standardized values of .40 to standardized values of .95 in increments of .05; one loading per factor will be fixed (to its true standardized value) for identifications purposes, leaving the variances of the exogenous factors and of the endogenous factors' disturbances free to vary. ML estimation using EQS 6.1 (Bentler, 2006) will be employed treating the data as though they were a sample of size n ¼ 1,000; although the fit index formulae assume a random sample, the analysis of the population matrix as though it contained sample data will provide a comparable illustration of the effect of measurement quality (see Note 1). Furthermore, neither the assumed sample size (1,000) nor number of indicators per factor (three) will compromise the illustrative value of the pattern of effects discussed below.
Results for all previously mentioned fit indices, including the null model c 2 , are provided in the appendix. To visualize key results, Figure 2 contains graphs depicting the effect of measurement quality on GFI, AGFI, and CFI in the top panel (with .95 as a fairly standard threshold), and SRMR and RMSEA in the bottom panel (with .08 and .05 as fairly standard thresholds, respectively). As seen with the model c 2 values in the appendix, data-model fit indices are clearly affected by measurement quality. In the top panel, we see that, for the current misspecified population model, the values for all three indices drop below acceptable thresholds when standardized loadings increase to between .65 and .70. The decrease in fit values for the GFI and AGFI continues, whereas the CFI experiences a slight upturn for the current model between standardized loadings of .80 and .85. This latter phenomenon reflects the differential impact of measurement quality on the model of interest as compared with the null model, c 2 values for which appear in the appendix for the interested reader's deeper inspection. As for SRMR and RMSEA, they worsen continually as loading magnitude increases, crossing their respective thresholds for the current model around a standardized loading of .70. 
Implications and Collateral Issues
The implications of the preliminary example, and its fuller explication above, are potentially quite disturbing. A researcher with poorer measurement quality may reap a coveted level of data-model fit, whereas the researcher who spent considerable effort developing high-quality indicators of the constructs of interest is handed a verdict of poor(er) data-model fit. Seemingly, no good deed goes unpunished. Framed differently, though, the second researcher could actually be regarded as having been rewarded with a more accurate assessment of the propriety of the hypothesized structural process under investigation, however disappointing the result of that assessment might be. And as for the first researcher, investment continues in a structural falsehood, the eventual discovery of which (if occurring at all) is not only met with considerable resistance but perhaps even the incorrect attribution to other situational conditions. The above phenomena manifest themselves similarly, and with equal disquiet, in a variety of related modeling arenas. Consider first the implications for the common two-step modeling process (e.g., Anderson & Gerbing, 1988) in which a researcher first assesses the measurement portion of the model using a structurally saturated CFA model, and then proceeds to the hypothesized structural model thereby evaluating the statistical and practical decrement in fit relative to the first step. For the current population analyses, a CFA model in a first (measurement) step of analysis would yield perfect fit on all indices: c 2 ¼ 0 (n ¼ 120), GFI ¼ 1.000, AGFI ¼ 1.000, CFI ¼ 1.000, RMSEA ¼ .000, and SRMR ¼ .000. Thus, in a second (structural) step of analysis the impact of decreased measurement quality is to imply a less worse fit of the structural model in the second step relative to the measurement model in the first step, thereby leading to a misinterpretation that the relatively small decrement in fit indices from measurement to structural steps is solely due to the fairly high quality of the fit of the structural model.
The above results also imply that targeted fit indices based on c 2 differences will be similarly affected. Tomarken and Waller (2003) , for example, in response to the effect of overall size of the measurement model (but not measurement quality), suggested computing an RMSEA value for each structural parameter based on the estimated difference between c 2 values for the model with and without each parameter (an idea that could extend to assessing multiple or even all structural parameters simultaneously). Their proposed approach makes sense when the c 2 values are inflated additively, as they are with additional degrees of freedom from a (large) measurement model. In the case of measurement quality, however, w 2 diff values are inflated in something more like a multiplicative manner. As a result, whether one computes a difference-based value for each structural parameter individually or on several structural parameters together, the resulting w 2 diff is still inflated, and hence fit indices based on that difference will still be affected by measurement quality.
Another area affected by measurement quality involves structural respecification. If one were still dissatisfied with the assessment of the structural portion of the model in the second step of modeling, univariate Lagrange multiplier test statistics (modification indices) might be consulted for purposes of structural model modification. To understand the potential impact of measurement quality on such statistics, in all previously described population analyses (assuming n ¼ 1,000) the univariate Lagrange multiplier test statistics were determined by EQS for the five misspecified parameters (i.e., g 21 , g 12 , g 32 , g 23 , and c 31 ). Table 1 reports these values for the omitted parameters in models with loadings of .40 up through models with loadings of .95.
As is immediately evident from the table, measurement quality has what is now the expected effect. That is, higher measurement quality yields increased power to detect the structural misspecifications, whereas poorer measurement quality yields an estimated statistical impact of structural respecification that is less impressive than with higher measurement quality. In fact, even with the currently assumed sample size of n ¼ 1,000, as loadings get weaker some of the modification indices are not statistically significant (at a .05 level). The structural parameter g 23 , for example, was deemed statistically unnecessary with loadings of .55 and below; had the sample size assumed been smaller, many more such Lagrange multiplier modification results would have appeared benign as well. This means that the lower the quality of measurement, the less ability one has to detect structural misspecifications, and the more satisfactory the misspecified model is likely to be perceived.
As poor measurement quality is seen above to mask the ability to detect misspecifications (i.e., omitted relations), an interesting corollary is that poor measurement quality also masks the ability to detect relations that are in fact being properly modeled. To illustrate, consider the analysis of the properly specified version of the model in Figure 1 (i.e., including dashed paths), again using a population analysis with three indicators per factor and assuming n ¼ 1,000; resulting data-model fit will be perfect for all indices at all levels of standardized loading. Within all models, each model parameter has a corresponding asymptotic standard error facilitating statistical significance testing. Rather than examining all such standard errors, Table 2 includes values for standardized loadings of .40 and .95 (along with another condition in the last column, to be discussed later). Without exception, although the structural parameters have precisely the same magnitude in all conditions, their standard errors are considerably smaller when measurement quality is lower than when measurement quality is higher. As a result, parameter estimates within the structural portion of a properly specified model may be judged as not statistically significant because of the quality of the measurements within the surrounding measurement model.
Before proceeding, it is worth reiterating caution in condemning the modeling process for its above apparent shortcomings. In fact, the modeling process is operating at the measured variable level precisely as its statistical underpinnings dictate, and as such greater structural impact is required to filter through a mediocre measurement model. That said, this article seeks first to illustrate the structurally limiting nature of the quality of measurement within the measurement model, as done above, and second to propose companion analyses and indices offering a descriptive structural assessment that is more detached from the effects of measurement quality. This latter goal is pursued next.
A Simple Strategy to Separate Structural Assessment From Measurement Quality
As seen above, the quality of the measurement model has repercussions for the assessment of the structure. Specifically, poorer quality measurement models yield less sensitivity to detect structural model misspecifications, as well as specifications. Quite simply, poor measurement makes it hard to detect what is not, and even what is, there. We propose, therefore, that researchers supplement the commonly applied two-step modeling process by also imposing their structural model directly on the final K × K model-implied factor covariance matrix resulting from the first (measurement) step of the two-step modeling process. That is, after selecting a measured variable as the scale indicator for each factor, researchers impose a CFA model with all factors covarying as part of the first measurement step of typical modeling-which they possibly respecify with theoretically and statistically supported modifications (e.g., cross-loadings and error covariances). We propose that the resulting K × K model-implied factor covariance matrix,Ω sat with K(K + 1)/2 unique elementsô ðsatÞij for i ≥ j from 1 to K, then becomes the data on which the theoretical structural model is imposed as if conducting a measured variable path analysis (or, e.g., as if conducting an analysis of a model with first-order factors, had the original model involved second-order factors).
After analyzing this structural model using, say, ML estimation, one obtains a model-implied matrix that may be denoted asΩ model , the K × K model-implied factor covariance matrix for the theoretical structural model of interest; the K(K + 1)/2 unique elements of this matrix may be denoted asõ ðmodelÞij for i ≥ j from 1 to K. The associated structural model may be regarded as having n model structural degrees of freedom such that
where t model is the number of free parameters contained in Φ, B, Γ, and Ψ.
A common by-product of the analysis is the K × K model-implied factor covariance matrix resulting from a structural null model, that is, a CFA model in which all factor covariances are set to zero (hence having only K factor variances as structural parameters). The K unique elements of this diagonal matrix, labeled here asΩ null , may be denoted asõ ðnullÞii for i ¼ 1 to K. The associated model may be regarded as having n null structural degrees of freedom, where
From the information contained in the above matrices, fit indices may be constructed that parallel those for the measured variables, but focus specifically on the structure. First, we will define the fit function value for the theoretical structural model relative to the saturated structural model,F model , wherẽ
We also define a parallel value for the null structural model relative to the saturated structural model,F null , wherẽ
These may in turn be converted into the pseudo test statisticsT model ¼ ðn À 1ÞF model andT null ¼ ðn À 1ÞF null , respectively. Note, however, that the value of these statistics for formal hypothesis testing is questionable, as these are the result of secondary analyses of the structural covariance matrix; their use, therefore, will be restricted to the construction of descriptive structural fit indices. The two previously mentioned fit indices without any parsimony adjustment were the GFI and SRMR, adapted here to create the structural fit indices GFI s and SRMR s . The first may be defined as
yielding an index where 1 indicates optimum structural fit. The second makes a direct comparison between the K(K + 1)/2 corresponding elements ofΩ sat andΩ model , and is defined as
this index has 0 as its optimum. Parsimonious fit indices targeting structural fit may also be created as expected. For the theoretical model with n model structural degrees of freedom, the structural analog to the RMSEA may be expressed as
which has 0 as its optimum value. The structural version of the AGFI also incorporates a penalty for structural model complexity, building off the structural version of the GFI:
Last, the structural analog to the CFI accommodates both structural parsimony and comparison with a null model, in this case a structural null. This final index examined here would thus be
whose maximum value is 1.
3
Applying the above analyses and indices to the previous example, note that the results will be, by design, unaffected by the quality of the measurement model (the structural covariance matrixΩ sat is the same for all measurement model conditions, represented as Ω in Figure 1 ). Hence, results from analyzing the population structural covariance matrix as a misspecified measured variable path model are as follows, using ML estimation within EQS 6.1 and assuming n ¼ 1,000 as before: . This is due to the fact that the analysis of the structure only allows for no measurement error, and as such is theoretically the most delicate instrument for detecting structural misspecification. It may be viewed as the asymptotic conclusion of the trend in model c 2 values across the first row of the appendix. The same is true for another absolute fit index, SRMR s . The SRMR value for the model with loadings of .95 was .202, whereas for the structure-only model the SRMR s was a slightly larger .224. This difference is due to the fact that the minute imperfection in measurement in the model with .95 loadings still attenuates the relations communicated to the observed variables; only when measurement error is removed entirely can we assess the residuals completely at the structural level.
4 All other indices differ notably for the models with measurement as compared with the structure-only model. For the GFI, this has to do with the manipulation of matrices that differ in dimension. For the RMSEA and CFI, the primary difference is that the structural model has fewer degrees of freedom than the full model with measurement. For the AGFI, differences thus exist due to both matrix dimensions and degrees of freedom.
Summary and Conclusions
Perhaps the most highly touted benefit of latent variable path models is their ability to parse measurement error from structural relations of interest, allowing for a seemingly unfettered assessment therein. Although it is true that bias in estimates of structural relations can be greatly reduced by framing them within a latent variable path model, this article has illustrated that the effects of measurement error still infiltrate those relations' assessment within the model.
To start, this article showed that the two-step modeling process, commonly used with latent variable path models, should not be used alone to gauge the adequacy of the structural portion of the model. Even when the measurement portion of the model is properly specified, the quality of measurement in terms of factor-variable relations can greatly compromise one's assessment of the structural integrity. As measurement quality gets poorer, common data-model fit indices-absolute, parsimonious, and/or incremental in nature-paint an increasingly and deceptively favorable picture of the model's latent structure. 5 Furthermore, the impact of measurement quality is not only felt in the fit indices but also in the c 2 difference test from the measurement step to the structural step, which is commonly employed to judge the statistical fit within the latent structure. Specifically, as discussed in this article, poorer measurement quality leads to less noteworthy difference statistics, and hence less power to detect structural misspecification. This same issue permeates the modification indices one might use to detect and remediate structural misspecifications of omission, dulling those indices' sensitivity. Similarly, even for the parameters that are properly specified within the structural portion of the model, poorer measurement quality inflates those parameter estimates' standard errors, yielding less power to detect those relations that were correctly hypothesized a priori.
As a result of the above observations, we recommend a separate structural assessment, one in which the structural model is imposed directly on the factor covariance matrix resulting from the measurement step of the two step process. Having given each factor its scale through an indicator, allowing all factors to covary, and addressing any measurement model respecifications as the researcher deems statistically and theoretically warranted, the researcher may treat the resulting model-implied factor covariance matrix as data for the separate structural assessment. 6 The resulting fit indices, although not possessing the same statistical properties on which they were founded for measured variables (e.g., expected distributions), will offer a highly useful and even sobering reality check regarding the heart of the endeavor, the theoretical structural relations.
7
A final reasonable question then is what cut-off criteria one should use for a structure-only model. Obviously values of GFI s , AGFI s , and CFI s that approach 1 are indicative of excellent structural fit, whereas values of SRMR s and RMSEA s that approach 0 are likewise highly desirable. We might suggest, for example, that values of SRMR s <.05 are desirable, and should be accompanied by an examination of individual latent residuals within the structural portion of the model. That said, precisely where one draws the line between acceptable and unacceptable structural fit, globally and locally, remains beyond the scope of the current article, requiring considerable discussion within the modeling community and/or extensive empirical investigation, and with ultimate extensions to multisample covariance structure and mean structure models. a. This model had disturbance variance parameter c 55 constrained to zero. All other models were fitted without incident.
