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Abstract
The minimum clique partitioning problem in weighted interval graphs (MCPI) is defined as follows. Given an interval graph
with nonnegative node weights, the problem is to partition the nodes into a set of cliques such that the sum of node weights in
each clique is no more than a given bound. The objective of the problem is to minimize the number of cliques. Recently, Chen
et al. [M. Chen, J. Li, J. Li, W. Li, and L. Wang, Some approximation algorithms for the clique partitioning problem in weighted
interval graphs, Theoretical Computer Science 381 (2007), 124–133] proposed three approximation algorithms having constant
factors 3, 2.5 and 2, and a linear time optimal algorithm for the case with identical weights. In this paper, we show that their factor
2 algorithm does not achieve the expected approximation ratio and the linear time algorithm cannot give an optimal solution for
the identical weights case. We also develop an approximation algorithm with factor 2 for the variable weights case and an exact
algorithm for the identical weights case.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
The minimum clique partitioning problem in weighted interval graphs (MCPI) is defined as follows. We are given
a set of intervals, I1, . . . , In , having weights w1, . . . , wn , and a bound B. An interval graph G = (V, E) is a graph
where node i ∈ V corresponds to interval Ii and an edge between nodes i and j , e = {i, j} exists in E if and only
if Ii ∩ I j 6= ∅. The MCPI is to find the minimum number of cliques such that the weight sum of nodes in the clique
is no more than B. The MCPI can be viewed as a generalized version of the bin-packing problem. In the bin-packing
problem, we are given n items with sizes w1, . . . , wn and the capacity of each bin is B. The objective of the bin-
packing problem is to find the minimum number of bins to pack all the items. Therefore, the MCPI is a bin-packing
problem with an additional constraint that all the nodes in each bin should form a clique in the given interval graph.
Recently, Chen et al. [1] presented three approximation algorithms for the MCPI, each of which has an
approximation factor 3, 2.5 and 2, respectively. They also developed a linear time algorithm that optimally solves the
specific version of the MCPI where every node has the same weight. However, some of their results are not correct.
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In this paper, we will show that the algorithm expected to have factor 2 does not guarantee the expected ratio and the
algorithm for the identical weights case does not provide an optimal solution. We also propose a new approximation
algorithm of factor 2 for the variable weight case and the optimal algorithm for the identical weight case.
2. Counterexamples
In this section, we present an example to show that the algorithm Clique-Partition III proposed by Chen et al. in
[1] does not achieve an approximation guarantee of 2. We also give an example to prove that their another algorithm
Clique-Partition IV in [1], can not produce an optimal solution of the MCPI with unit weights. Both of Chen et al.’s
algorithms behave like the well-known bin-packing heuristic, First-Fit. The heuristic First-Fit assigns items to bins
according to the given order. Assume that we have n items with sizes w1, . . . , wn and the capacity of each bin is B.
Suppose that C1, . . . ,Ck are non empty bins generated before the algorithm assigns the item, wi . Then it assigns wi
in the smallest indexed bin whose current contents does not exceed B −wi and if no such bin exists, it opens new bin
Ck+1. Note that a node can be assigned to a bin in the MCPI, only when the following two conditions are satisfied:
(i) the node fits into the bin and (ii) the node and the nodes in the bin should form a clique. We will call the latter
condition the clique constraint. To satisfy the clique constraint, Chen et al.’s two algorithms find a maximal clique
iteratively and performs First-Fit for the nodes in a clique. Let l(i) and r(i) be the left and right end of interval Ii ,
respectively. Their algorithm Clique-Partition III can be described as follows:
(Clique-Partition III [1])
1. Initially G is the given interval graph. Sort the nodes such that interval Ii precedes I j , if either r(i) < r( j), or
r(i) = r( j) and l(i) < l( j).
2. Repeat the following steps until G = ∅: (i) Choose the smallest indexed node in G and find a maximal clique
that contains the chosen node. (ii) Apply First-Fit to the nodes in the clique. If only one bin is produced, select it.
Otherwise, select the bins each of which contains nodes whose weight sum is more than B/2. (iii) Delete the nodes in
the selected bins from G.
The original algorithm Clique-Partition III in [1] has a step for preprocessing the nodes with weight more than
B/2, but we didn’t include it since we will present an counter-example having no node with weight more than B/2.
Consider an interval graph corresponding 34 intervals shown in Fig. 1. We assume that B = 1 and nodes are numbered
according to the sorting sequence in Step 1 of Clique-Partition III. We will show that Clique-Partition III does not
achieve an approximation guarantee of 2 for the example. If we apply Clique-Partition III to the above instance, we
would repeat seven iterations in Step 2. In the first iteration, we will select 28 nodes consisting of node 1 and 27 nodes
from node 8 to node 34 and then construct the following nine bins: one bin containing node 1 and three nodes from the
second group; two bins each of which contains six nodes from the second group; and six bins each of which contains
two nodes from the third group. In the subsequent six iterations, we will sequentially select one node per iteration
from node 2 to node 7 and will construct one bin having one node in each iteration. So, the algorithm Clique-Partition
III generates 15 bins in total. However, the optimal solution has the following seven bins: one bin containing node 1
and three nodes from the second group and six bins each of which consists of one node with weight  from the first
group, two nodes with weight 1/7+ from the second group, and two nodes with weight 1/3+ from the third group.
The algorithm Clique-Partition IV in [1], designed for solving the special version of the MCPI, where all the
nodes have the same weight one, is a slight modification of the algorithm Clique-Partition III. Steps 2-(ii) in
Clique-Partition III is modified in Clique-Partition IV as follows: (ii) Pack the nodes in bins. If only one bin is
produced, select it. Otherwise, select the bins fully packed. We show an example for which Clique-Partition IV
does not produce an optimal solution. We assume that B = 2. Consider the following 6 intervals. I1, . . . , I6 with
l(1) = l(2) = l(3) = l(4) < r(1) = r(2) < l(5) < r(5) < l(6) < r(6) < r(3) = r(4). Then the optimal number of
cliques is three but the algorithm Clique-Partition IV produces four cliques.
3. New algorithms
In this section, we develop a factor 2 approximation algorithm for the MCPI. Our algorithm first solves the relaxed
problem of the MCPI where the weight of a node is allowed to be split so that each node can be allocated to more
than one bins. We develop a combinatorial algorithm to obtain an optimal solution of the relaxed problem. Using the
optimal solution of the relaxed problem, our approximation algorithm constructs a feasible solution of the original
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Fig. 1. A data instance for a counter example.
problem. We will show that the number of bins in our approximated solution is no more than twice the number of
bins in the relaxed solution. As the number of bins needed in the relaxed problem is a lower bound on the minimum
number of bins for the MCPI, our algorithm achieves an approximation factor 2. We will also show that our algorithm
for the relaxed problem optimally solves the MCPI with unit weights.
Our algorithm of solving the relaxed problem, called Relax, assumes that the nodes are ordered in the nondecreasing
order of their right ends. So, if r(i) < r( j), Ii precedes I j . The algorithm Relax iteratively generates bins, one bin per
iteration. In each iteration, Relax constructs a bin by packing the nodes in the given order while keeping the clique
condition. Suppose that the sum of weight assigned to the current bin is Bˆ(< B) and node i is the smallest indexed
node among the nodes whose weight is not fully assigned before and each of which forms a clique with the nodes
in the bin. Then we assign min{B − Bˆ, wi } of the weight for node i to the bin. If B − Bˆ ≤ wi , the current iteration
finishes with a full bin. Otherwise, we continue to select another node to be packed. If no node forms a clique with
the nodes in the bin, the current iteration finishes with a bin not filled up. After completing the assignment process,
we update G and w. We reduce the weight of each node by the amount assigned to the bin and delete a node with zero
weight from G.
Let G andw be a given instance of the MCPI and consider any optimal solution of the relaxed problem with respect
to G and w and any bin of the solution. Let G ′ and w′ be the instance obtained after removing the weights assigned to
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the selected bin. Then the bins other than the selected bin constitute an optimal solution of the relaxed problem with
respect to G ′ and w′. Based on this observation, the following fact proves the optimality of Relax. We will assume
that the bins produced by Relax are indexed by the order of iterations in which the bins are created. Note that the first
bin contains the whole weight of the smallest indexed node of G, i.e. node 1.
Theorem 1. Given an instance of the relaxed problem of the MCPI, there always exists an optimal solution in which
some bin is the same as the first bin generated by Relax.
Proof. Let C1 be the first bin generated by Relax. Suppose that C1 is not full. Then the whole weight of all nodes
adjacent to node 1 must be in C1, because any two nodes adjacent to node 1 are adjacent to each other. As no node not
in C1 can be assigned to a same bin with node 1, C1 is the best choice of a bin that contains node 1. Suppose that C1
is full. We will show that we can modify every optimal solution such that one bin of the resulting solution is identical
to C1 and the number of bins in the solution never increases. Consider an optimal solution of the relaxed problem and
let Ĉ1 be the bin that contains node 1. For each i ∈ V , let xi and yi be the amount of the weight of node i assigned to
C1 and Ĉ1, respectively. Suppose that yi − xi > 0 for some i ∈ V . As C1 is full, there must exist a node j ∈ V such
that y j − x j < 0. Note that j < i because otherwise the node i would have been assigned more to C1. We will show
that we can increase y j and decrease yi by the same amount without violating the clique constraint. As x j > y j , all or
a part of the weight of node j must have been assigned to a bin other than Ĉ1 in the optimal solution. Without loss of
generality, we assume that Ĉ2 contains node j . Since both node i and node j are adjacent to node 1 and j < i , every
node adjacent to node j is also adjacent to node i . Therefore, the interchange of assigned weights between node j in
Ĉ2 and node i in Ĉ1 never violates the clique constraint. 
Corollary 2. The algorithm Relax optimally solves the specific version of the MCPI with unit weights.
Proof. When B and node weights are integer, the algorithm Relax always assigns integer valued weight to a bin.
Therefore, Relax produces an optimal solution for the specific version of the MCPI with unit weights.
Now we show how to construct a feasible solution of the MCPI using the solution of Relax. Our algorithm simply
finds each node assigned to more than one bin in the relaxed solution and packs it in a separate bin. It is not difficult to
know that the number of extra bins needed for repacking is not more than the number of bins in the relaxed solution.
Theorem 3. Suppose that k bins are generated by Relax. Then the number of nodes assigned to more than one bin is
no more than k.
Proof. Note that every partially assigned node in the bin must have been inserted in the first or the last sequence and
that such a node appears in at least two distinct bins. Therefore, the number of nodes assigned to more than one bin is
no more than k. 
As the number of bins needed in the relaxed problem is less than or equal to those needed in the MCPI, our
algorithm finds a solution with an approximate factor 2.
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