Density-matrix embedding theory study of the one-dimensional
  Hubbard-Holstein model by Reinhard, Teresa E. et al.
Density-matrix embedding theory study of the one-dimensional Hubbard-Holstein
model
Teresa E. Reinhard,1, ∗ Uliana Mordovina,1 Claudius Hubig,2 Joshua S. Kretchmer,3
Ulrich Schollwöck,4 Heiko Appel,1 Michael A. Sentef,1 and Angel Rubio1, 5
1Max Planck Institute for the Structure and Dynamics of Matter,
Center for Free Electron Laser Science, 22761 Hamburg, Germany
2Max Planck Institute of Quantum Optics, Hans-Kopfermann-Str. 1, 85748 Garching, Germany
3Division of Chemistry and Chemical Engineering,
California Institute of Technology, Pasadena, CA 91125
4Department of Physics and Arnold Sommerfeld Center for Theoretical Physics,
Ludwig-Maximilians-Universität München, Theresienstrasse 37, 80333 München, Germany
5Center for Computational Quantum Physics (CCQ),
Flatiron Institute, 162 Fifth Avenue, New York NY 10010
(Dated: November 2, 2018)
We present a density-matrix embedding theory (DMET) study of the one-dimensional Hubbard-
Holstein model, which is paradigmatic for the interplay of electron-electron and electron-phonon
interactions. Analyzing the single-particle excitation gap, we find a direct Peierls insulator to Mott
insulator phase transition in the adiabatic regime of slow phonons in contrast to a rather large
intervening metallic phase in the anti-adiabatic regime of fast phonons. We benchmark the DMET
results for both on-site energies and excitation gaps against density-matrix renormalization group
(DMRG) results and find excellent agreement of the resulting phase boundaries. We also compare the
fully quantum treatment of phonons against the standard Born-Oppenheimer (BO) approximation.
The BO approximation gives qualitatively similar results to DMET in the adiabatic regime, but
fails entirely in the anti-adiabatic regime, where BO predicts a sharp direct transition from Mott to
Peierls insulator, whereas DMET correctly shows a large intervening metallic phase. This highlights
the importance of quantum fluctuations in the phononic degrees of freedom for metallicity in the
one-dimensional Hubbard-Holstein model.
I. INTRODUCTION
The interplay of competing interactions is a central
theme of quantum many-body physics. In quantum ma-
terials, the electron-electron (el-el) and electron-phonon
(el-ph) interactions naturally compete against each other.
This is most easily understood by noting that el-el
Coulomb repulsion is generically repulsive, whereas el-ph
interactions can lead to effectively attractive el-el inter-
actions, as highlighted by the Cooper pairing mechanism
in conventional superconductors1. In strongly correlated
low-dimensional materials, the competition between el-el
and el-ph interactions has led to longstanding debates,
such as the origin of high-temperature superconductiv-
ity and the anomalous normal states observed in entire
classes of materials2,3.
At the same time, competing interactions lead to com-
peting groundstates and phase transitions, as exemplified
by the complex phase diagrams in correlated oxides4.
This competition and sensitivity to parameter changes
poses a major roadblock on the way towards reliable nu-
merical solutions for the quantum many-body electron-
phonon problem. The simplest generic el-ph model is
the Hubbard-Holstein Hamiltonian5,6. Advanced numer-
ical methods for its solution have been developed over
the past decades that are accurate in certain regimes but
cannot be easily applied in other cases. Among these are
Quantum Monte Carlo (QMC)7–12 schemes, the density-
matrix renormalization group (DMRG)13, as well as dy-
namical mean-field theory (DMFT)14–16
A new, promising method that has recently been
added to this arsenal is density-matrix embedding the-
ory (DMET)17,18, which in some sense bridges DMRG
and DMFT-related methods. DMET has the advan-
tage of being numerically less demanding than DMRG
and at the same time being a good descriptor for one-
dimensional systems (opposed to DMFT). DMET has
been benchmarked against other methods for the 2D
Hubbard model19,20 and recently a systematic extension
of DMET towards DMFT was proposed21. However, for
the Hubbard-Holstein model only one DMET study has
been published to the best of our knowledge so far, which
compared ground state energies for the 1D Hubbard-
Holstein model against DMRG results22.
In this work, we perform extensive comparisons of
DMET against both DMRG and Born-Oppenheimer
(BO) results for the 1D Hubbard-Holstein model. In
particular, we extend the previous comparisons to ex-
citation gaps and the difference of the electron density
between neighbouring sites, which indicates the existence
of a charge-density wave (CDW). This allows us to con-
struct DMET phase diagrams that are compared directly
against DMRG.
The paper is organized as follows: In section II we
briefly introduce the Hubbard-Holstein model. In section
III we summarize the DMET method as originally con-
structed for purely electronic systems. In section IV we
explain the extension of the DMET method for electron-
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2phonon systems. In section V we discuss the phases of
the Hubbard-Holstein model and possible observables to
determine these phases. In section VI, we discuss our
DMET results and benchmark them against a DMRG
calculation. Moreover we then benchmark a semiclas-
sical Born-Oppenheimer calculation against DMET and
show when the Born-Oppenheimer approximation fails.
II. HUBBARD-HOLSTEIN MODEL
The Hubbard-Holstein model is described by the
Hamiltonian
Hˆel−ph =
∑
<i,j>,σ
tcˆ†iσ cˆjσ︸ ︷︷ ︸
A
+
∑
i
Unˆi↑nˆi↓︸ ︷︷ ︸
B
+
∑
i
ω0aˆ
†
i aˆi︸ ︷︷ ︸
C
+
∑
i,σ
gnˆi,σ(aˆ
†
i + aˆi)︸ ︷︷ ︸
D
. (1)
Here, cˆ(†)iσ is the electronic particle creation (annihilation)
operator on site i, where σ ( = ↑, ↓) is the spin degree
of freedom, nˆi↑(↓) = cˆ
†
i↑(↓)cˆi↑(↓) the spin-up (spin-down)
particle number operator and aˆ(†)i is the phononic parti-
cle creation (annihilation) operator.
The kinetic energy of the electrons is approximated as a
simple next-neighbor hopping term (A) and the electron-
electron interaction is assumed to be a purely local Hub-
bard U term (B). The phonons are approximated by har-
monic oscillators (C) which are bilinearly coupled to the
density of the electrons (D). One phonon mode is consid-
ered per electronic site.
III. DMET FOR ELECTRONIC SYSTEMS
Generally, when trying to solve the Schrödinger equa-
tion
Hˆel|Ψ〉 = E|Ψ〉, (2)
Hˆel = Tˆel + Uˆel (3)
for a given general electronic Hamiltonian, the well-
known problem of the exponential wall of quantum me-
chanics occurs, making the costs of the calculation grow
exponentially with system size. Even though there are
wave function methods that scale this problem down to
polynomial growth, it is still a fact that normal wave
function methods grow fast with the size of the regarded
system, making it hard to describe large systems. One
possible way to circumvent this problem is the embed-
ding idea that is used in different methods including
DMET: Instead of solving the Schrödinger equation for
the whole system, a small subsystem is chosen, which is
small enough to be solved efficiently. The idea of DMET
is then, to include the interactions of the rest of the sys-
tem with this subsystem, which will from now on be
called “impurity”, in the embedding step. This is equiv-
alent to a complete active space calculation in quantum
chemistry, assuming that the impurity part of the system
is in the active space. This way, we divide the system into
two unentangled parts: The so-called embedded system,
consisting of the impurity and those parts of the rest of
the system interacting with the impurity, and the envi-
ronment that consists of those parts of the system that do
not interact with the impurity directly. Then, by solv-
ing the embedded system, the physics of the impurity,
including interactions with the rest of the system (and
with that, also finite size effects and the influence of the
boundaries) can be computed effectively with an accu-
rate wave function method, since the embedded system
is typically much smaller than the originally considered
system. In this work, we target lattice Hamiltonians.
Thus, the following derivation will be shown for the lat-
tice site basis.
Mathematically, the projection from a lattice basis to the
impurity plus active space basis can be formulated with
the help of the Schmidt decomposition:
|Ψ〉 =
4Nimp∑
a
4N−Nimp∑
b
Ψab|A˜a〉|B˜b〉 (4)
=
4Nimp∑
a
4N−Nimp∑
b
4Nimp∑
i
UaiλiVib|A˜a〉|B˜b〉 (5)
=
4Nimp∑
i
λi|Ai〉|Bi〉 (6)
Every wave function can be decomposed into two parts
|A˜a〉 and |B˜b〉 where the former are defined on the impu-
rity and the latter on the rest of the system. Both parts
are coupled to each other by the transition matrix Ψab.
Performing a singular value decomposition of this matrix
leads then to a new basis consisting of the many-body
states |Ai〉 and |Bi〉. The number of many-body states
describing the whole system is then 42·Nimp , where Nimp
is the number of lattice sites describing the impurity.
Knowing the many-body states |Ai〉 and |Bi〉, a projec-
tion
Pel =
∑
ij
|Ai〉|Bi〉〈Bj |〈Aj | (7)
can be defined, that projects the Hamiltonian onto a new
basis
Hˆembel = P
†
elHˆelPel. (8)
Hˆembel is then a many-body Hamiltonian of dimension
42·Nimp and thus can be diagonalized efficiently with a
chosen wave function method.
Unfortunately though, in order to find the active space
states |Bi〉, the whole transition matrix Ψij , that is, the
3whole wave function |Ψ〉 needs to be known. This is why,
instead of using the exact projection, we have to approxi-
mate it in order to find the embedding Hamiltonian. Note
that we only approximate the projection of the Hamilto-
nian into a new basis and not the Hamiltonian itself.
We find the projection by choosing a system that can be
solved even for big system sizes, namely the kinetic part
of the whole Hamiltonian of Eq. (2) Tˆel, whose ground
state wave function is a Slater determinant. It can be
shown that a Slater determinant can further be decom-
posed to18
|Φ〉 =
Nimp∑
i,l
Φil|Ai〉|Bl〉︸ ︷︷ ︸
emb
+
N−2Nimp∑
j
φj |B˜j〉︸ ︷︷ ︸
environment
. (9)
Here, the |Ai〉 are many body states defined on the first
Nimp impurity sites and the |Bl〉 are many body states
defined on the remainingN−Nimp lattice sites. The envi-
ronment, that is, the |B˜j〉, are many body states defined
on the whole system, i.e. on N lattice sites, where none
of the particles is on the impurity lattice sites. Thus, in
order to describe the physics on the impurity, only the
first part of the wave function, which consists of 2Nimp
many body states, is needed.
From this Slater determinant |Φ〉 and neglecting the mix-
ing terms, we define the projection as
Pel =
Nimp∑
i,l
|Ai〉|Bl〉〈Bl|〈Ai|+
N−2Nimp∑
j
|B˜j〉〈B˜j |, (10)
yielding the embedding Hamiltonian for the interacting
system
P †elHˆelPel =
∑
i,l,i′,l′
|Ai〉|Bl〉〈Bl|〈Ai|Hˆel|Ai′〉|Bl′〉〈Bl′ |〈Ai′ |
+
∑
jj′
|B˜j〉〈B˜j |Hˆel|B˜j′〉〈B˜j′ |
+
∑
i,l,j′
|Ai〉|Bl〉〈Bl|〈Ai|Hˆel|Bj′〉〈Bj′ |+ h.c.
=Hˆembel + Hˆ
env
el + Hˆ
emb−env
el , (11)
where Hˆembel is the Hamiltonian describing the impurity
plus its interaction with the bath. Hˆenvel describes the
environment which just yields an energy shift due to the
unentangled rest of the environment system. The last
term, Hˆemb−envel will also be neglected as it would vanish
if the projection was exact.
Put differently, we approximate the active space belong-
ing to the chosen impurity for the interacting with the
active space of the non-interacting system. In order to
improve the projection, we find a one body potential Vˆel
that we add to the kinetic part of the Hamiltonian
Hˆprojel = Tˆel + Vˆel (12)
making the active space of the interacting and the non-
interacting system as similar as possible. We find Vˆel
by minimizing the distance between the reduced one-
particle density matrices of the interacting and the non-
interacting systems on the impurity space. That is, we
minimize the following expression:
min
∣∣∣∣∣∣
∑
i,j∈emb
〈
Ψemb|c†i cj |Ψemb
〉
−
〈
Φ|c†i cj |Φ
〉∣∣∣∣∣∣ , (13)
where |Ψemb〉 is the ground state wave function of Hˆemb
and |Φ〉 is the ground state wave function of Hˆproj.
IV. DMET FOR COUPLED
PHONON-ELECTRON PROBLEMS
In order to generalize the procedure described in sec-
tion III, we follow the derivation presented in22. We need
to find a projection P that projects the coupled electron-
phonon Hamiltonian
Hˆel−ph = Tˆel + Uˆel + Tˆph + Uˆel−ph. (14)
onto an embedding basis,
Hˆembel−ph = P
†Hˆel−phP. (15)
Similar to the purely electronic case, we find this projec-
tion by assuming a non-interacting system, which then
allows us to make a product ansatz between the elec-
tronic and phononic degrees of freedom. This procedure
is visualized in Figure 1.
Instead of finding one projection for the coupled electron-
phonon system, we thus have to find two projections, one
for the electrons and one for the phonons. The electronic
projection is then, as in the original scheme, approxi-
mated by the ground state of Hˆprojel defined in Eq. (12).
In order to find the projection for the phononic degrees of
freedom we consider a shifted harmonic oscillator, which
is described by a Hamiltonian of the same form as the
electron-phonon Hamiltonian of Eq. (1):
Hˆph =
∑
i
ω0aˆ
†
i aˆi +
∑
i,σ
gi(aˆ
†
i + aˆi) = Tˆph + Cˆph (16)
The ground state wave function of this Hamiltonian is
the product state of coherent states on each lattice site
k:
|Z〉 =
⊗
k
αk|zk〉 (17)
|zk〉 = ea
†
kzk |0〉 = e−|zk|2/2
∞∑
j=0
(zk)
j
√
j!
|j〉, (18)
where zk =
〈
aˆ†k + aˆk
〉
is the shift of the phonon mode
from the initial position on the lattice site k. Note that
4x xx x xx x x
Figure 1. Visualization of the decomposition of the electron-
phonon system via the projection P : Starting with a 1D lat-
tice in real space that on each site has both electronic (blue) as
well as phononic (red) degrees of freedom, we choose one part
of the system that is from then on called impurity, whereas
the rest is the environment. The electronic and the phononic
sites are treated equally in this scheme by defining the full
projection as a product of one projection for the electrons
and one for the phonons. This projection then leaves the
basis on the (electronic and phononic) impurities the same
(a real space lattice), whereas it projects the (electronic and
phononic) environment degrees of freedom into a new basis
set whose physical meaning is abstract. Within this new ba-
sis set, the environmental degrees of freedom can be divided
into those interacting with the impurity and those not inter-
acting with the impurity, called environment. The system
containing the impurity and the basis sites interacting with
the impurity is called embedded system. In our calculation,
we discard the environment system and only calculate the
embedded system.
the state |zk〉 is a superposition of all possible phononic
Fock numbers states on site k. In the original Hamil-
tonian Hˆel−ph, defined in Eq. (1), due to the coupling
term between electrons and phonons, the total number of
phonons is not conserved (which makes sense as they are
only quasi-particles describing the lattice vibrations of
the solid). As the coherent state defined here in Eq. (17)
also does not obey phononic particle number conserva-
tion, it is well suited to describe our problem.
Similar to the electronic case, this approximate Hamilto-
nian yields the phononic projection as:
Pph =
Nimp∑
i,l
|Aphi 〉|Bphl 〉〈Bphl |〈Aphi |
+
N−2Nimp∑
j
|B˜phj 〉〈B˜phj |. (19)
Knowing the two projections, we are now able to find the
embedding Hamiltonian of the coupled system.
Hˆembel−ph = P
†
phP
†
elHˆel−phPelPph (20)
The initial guess for the projection is not necessarily very
good, as additionally to assuming a non-interacting ac-
tive space for both the electrons as well as the phonons,
Figure 2. Visualization of the DMET procedure: from the
purely electronic and the purely fermionic projected Hamilto-
nians Hˆprojel and Hˆ
proj
ph , we obtain the projections Pel and Pph.
Applied to the full Hubbard-Holstein Hamiltonian Hˆel−ph
these yield the embedding Hamiltonian Hˆembel−ph. In order to
improve the projections Pel and Pph, we aim at making the
electronic and phononic one-body properties of the interact-
ing (Oˆembph , Oˆ
emb
ph ) and the non-interacting (Oˆ
proj
ph , Oˆ
proj
ph ) sys-
tems as similar as possible. This is done by adding non-local
potentials to the projected Hamiltonians that minimize the
difference between the one-body observables of the interact-
ing system and the non-interacting systems. When the new
potentials are found, new projections can be calculated which
yield a new embedding Hamiltonian. This procedure is re-
peated until the non-local potentials found do not differ up
to an accuracy of 10−5 from the non-local potentials of the
iteration before.
it also assumes a product state between electronic and
phononic degrees of freedom.
We self-consistently optimize the electronic and the
phononic projection, where for the electronic case we pro-
ceed in the same manner as the purely electronic problem,
as stated in Eq. (13). For the phonons, we have to com-
pare two properties as the initial guess for the projection
Hamiltonian defined in Eq. (16) also has two terms
Hˆprojph = Tˆph + Vˆph + Cˆph + Wˆph. (21)
While Vˆph depends on the phononic reduced one-particle
density matrix 〈aˆ†i aˆj〉, Wˆph depends on the shift of the
phonons from zero 〈aˆ†i + aˆi〉. The potentials are again
found by minimizing the difference between the proper-
ties of the interacting and the noninteracting system:
min
∣∣∣∣ ∑
i,j∈imp
〈
Ψemb|a†iaj |Ψemb
〉
−
〈
Z|a†iaj |Z
〉
+
∑
i∈imp
〈
Ψemb|aˆ†i + aˆi|Ψemb
〉
−
〈
Z|aˆ†i + aˆi|Z
〉 ∣∣∣∣,
(22)
where |Z〉 is the ground-state wave function of the Hamil-
tonian defined in Eq. (21) and |Ψemb〉 is the ground state
wave function of the embedding Hamiltonian defined in
Eq. (20).
The whole DMET procedure is visualized in Figure 2.
The embedding problem is then solved using MPS-
DMRG23–25. We obtain the optimal site ordering26 from
5an initial approximate calculation27. This site ordering
is then used in a second higher-precision calculation. In
both cases, we construct the Hamiltonian as described in
Ref.28. Electronic and phononic sites were kept separate
and the DMRG3S algorithm25 was used to achieve linear
scaling with the relatively large local dimension.
V. PHASES OF THE ONE-DIMENSIONAL
HUBBARD-HOLSTEIN MODEL
A. Physics
In the one-dimensional Hubbard-Holstein model, three
competing forces can be found: first, the electron hop-
ping strength t, that leads to mobilization of the electrons
and will put the system in a metallic phase. Second, the
electron-electron interaction U that, if dominant, leads
to an immobilized Spin wave for the electronic degrees
of freedom, that is, a Mott phase. Third, the electron-
phonon coupling g, that, if dominant, leads to a Peierls
phase, that is the position of the electrons on the lattice
is distorted from the initial position, forming a charge
density wave.
Due to strong quantum fluctuations of the phonons, the
Peierls phase can be destroyed and can lead to a metal-
lic phase, if the electron-electron interactions are not too
strong to prevent this. This is why we expect a distinct
metallic phase when considering high phonon frequencies
ω0 in comparison to the itineracy of the electrons t. In
contrast, if the phonon frequency is small compared to
the electronic hopping, the metallic phase should, if ex-
istent, be smaller than in the anti-adiabatic limit.
B. Observables monitoring the phase transition
In order to describe the phase transition of the one
dimensional Hubbard-Holstein model, we need to define
observables that unambiguously show which phase the
system is in.
We choose here three different observables, namely the
double occupancy 〈ni↑ni↓〉, the electronic density differ-
ence between neighboring sites 〈ni〉 − 〈ni+1〉 and the en-
ergy gap ∆c defined in Eq. 23.
The double occupancy and the electronic density differ-
ence between neighboring sites are local properties and
can simply be calculated on one arbitrary (impurity) site.
Unfortunately though, the double occupancy only gives
a rough estimate of the phase and the electronic density
difference between neighboring sites only indicates the
transition to the Peierls phase as in the Mott phase, the
electronic density stays homogeneous.
The energy gap ∆c indicates unambiguously whether the
system is in the metallic phase (where the gap is zero) or
in an insulating state, which can be either Mott or Peierls
(where the gap is finite). Unfortunately though, it can-
not be simply defined locally but is a global property of
the whole system for different particle numbers
∆c = 2 · EN/20 − EN/2−10 − EN/2+10 , (23)
where EN/20 is the ground state energy of the Hamilto-
nian for half filling, EN/2−10 is the ground state energy of
the system for half filling minus one and EN/2+10 is the
energy of the system for half filling plus one.
As our DMET calculation has only been implemented for
closed shell systems, we have to approximate the calcula-
tion of the gap. Instead of doing three calculations with
different particle numbers, we consider our "sophisticated
mean field" Hamiltonian
Hˆprojel−ph = Tˆel + Vˆel + Tˆph + Vˆph + Cˆph + Wˆph (24)
which is optimized to have similar one-body properties
as the interacting Hamiltonian. We calculate the (one-
body) spectrum of this Hamiltonian by diagonalizing it
and then approximate the gap by defining
∆c = 2 · EN/20 − EN/2−10 − EN/2+10
= N/2 − N/2+1, (25)
where
Hˆprojel−ph|Φ〉 = i|Φ〉; EM0 =
M∑
i=1
i. (26)
C. Parameters
The phase transition depends on the itineracy of the
electrons (∝ t), the electron-electron repulsion (∝ U), the
electron-phonon interaction (∝ g) and the relative veloc-
ity of the phononic degrees of freedom with respect to
the electrons. This is why, we introduce the adiabaticity
ratio
α =
ω0
t
(27)
accounting for the relation between the kinetic hopping
energy of the electrons t and the frequency of the phonons
ω0. We also decide to discuss our results in terms of
dimensionless coupling constants:
u =
U
4t
, λ =
g2
2tω0
(28)
VI. RESULTS
In the following section, we discuss the results of our
DMET calculation when solving the Hubbard-Holstein
model Hamiltonian. First, in section VIA, we describe
the quantum phase transitions in the anti-adiabatic (α =
5.0) and in the adiabatic (α = 0.5) limit. Afterwards, in
section VIB, we compare the DMET results with results
6obtained from a pure real-space DMRG calculation on
the original chain, using the code presented in25. Fi-
nally, in section VIC, we investigate the importance of
the quantum nature of the phonons by comparing to
DMET results with the Born Oppenheimer (BO) approx-
imation, i.e. by regarding the phonons as the vibrations
of classical ions.
Both for the DMET as well as for the DMRG calcula-
tion, we did a finite size scaling whose discussion can be
found in the appendix (section IX). For the DMET cal-
culations, this includes a finite size scaling with respect
to the total system size as well as a finite size scaling with
respect to the impurity size. In the DMRG calculation,
only the finite size scaling of the total system size needs
to be considered.
Throughout this paper, in the DMET calculation we con-
sider 8 phononic modes per lattice site and a bond di-
mension of 2000 for the DMRG impurity solver. In the
DMRG reference calculations, we consider a maximal
bond dimension of 4000 and up to 10 phononic modes
per lattice site.
A. DMET results
1. Anti-adiabatic limit
In Figure 3, we plot the energy gap ∆c/t, the electronic
density difference between neighboring sites 〈ni〉−〈ni+1〉
and the double occupancy 〈ni↑ni↓〉 (as defined in section
V) in the anti-adiabatic limit (α = 5.0) for an electron-
electron repulsion of u = 1.0 and for different electron-
phonon coupling strengths λ.
For all three observables, we observe a Mott phase for
0 ≤ λ ≤ 0.7. With growing λ, we indeed observe a
distinct metallic phase (0.7 ≤ λ ≤ 1.1) which is followed
by a Peierls phase for 1.1 ≤ λ.
2. Adiabatic limit
The occurence of a pronounced metallic phase in the
anti-adiabatic limit was to be expected; it is however
not clear whether this phase also occurs for all electron-
electron interaction strength u in the adiabatic limit,
where the phonon frequency is small in comparison to
the electronic hopping and thus, the quantum fluctua-
tions of the phonons are suspected to be smaller.
In Figure 4, we again show the energy gap ∆c/t, the
electronic density difference between neighboring sites
〈ni〉 − 〈ni+1〉 and the double occupancy 〈ni↑ni↓〉 (as de-
fined in section V) in the adiabatic limit (α = 0.5) for
different electron-electron repulsions, (u = 0.0; 0.2; 0.4)
and different electron-phonon coupling strengths λ.
When the electron-electron interaction is absent, we do
not observe a Mott phase, but a direct transition from
the metallic to the Peierls phase at λ = 0.2. This re-
sult is as expected as the Mott phase is driven by the
0.0
0.5
1.0
1.5
2.0
∆
c/
t
anti-adiabatic, u = 1.0
0.0
0.5
1.0
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i〉−
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i+
1〉
0.00 0.25 0.50 0.75 1.00 1.25 1.50
λ
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0.3
0.4
〈n
i↑n
i↓〉
Figure 3. Energy gap ∆c/t, density difference of the electrons
between neighboring sites 〈ni〉−〈ni+1〉 and double occupancy
〈ni↑ni↓〉 for the anti-adiabatic limit α = 5.0 and an electron-
electron coupling of u = 1.0 for different electron-phonon cou-
plings λ. For 0 ≤ λ ≤ 0.7, a Mott phase is observed, which
changes into a metallic phase for 0.7 ≤ λ ≤ 1.1. Above cou-
pling values of 1.1 ≤ λ, we observe a Peierls phase.
electron-electron interaction and therefore cannot occur
in this limit.
For a small electron-electron interaction, u = 0.2, the
Mott phase exists for very small electron-phonon inter-
actions 0 ≤ λ ≤ 0.1. The gap indicating the Mott
phase though is very small in comparison to the gap
that indicates the pronounced Peierls phase for 0.3 ≤ λ.
Between the Mott and the Peierls, we observe a small
metallic phase for electron phonon coupling values of
0.1 ≤ λ ≤ 0.3.
When considering bigger electron-electron interactions
u = 0.4, the size of the gap indicating the Mott gap
grows considerably, as does the range of the Mott phase:
for 0 ≤ λ ≤ 0.25, we observe a Mott phase, followed
again by a narrow metallic phase for 0.25 ≤ λ ≤ 0.45.
Afterwards, we observe a Peierls phase, whose gap is less
pronounced than for lower u, but still clearly visible.
Our results for the adiabatic limit of the Hubbard-
Holstein model are summarized in the phase diagram
shown in Figure 5.
We observe that the Mott phase, while not existent
at all for u = 0.0, grows more and more pronounced
for growing electron-electron interaction values u. The
range of the metallic phase stays approximately con-
stant for different u-values, but shifts from small values
for electron-phonon interaction λ to intermediate values.
The Peierls phase is getting less pronounced for growing
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Figure 4. Energy gap ∆c/t, density difference of the electrons between neighboring sites 〈ni〉 − 〈ni+1〉 and double occupancy
〈ni↑ni↓〉 for the adiabatic limit α = 0.5 and three different electron-electron couplings, u = 0.0, u = 0.2 and u = 0.4 for
different electron-phonon couplings λ. For u = 0.0 (absent electron-electron coupling), we do not observe any Mott phase but
a direct transition from the metallic to the Peierls phase at λ = 0.2. For a value of u = 0.2, the Mott phase exists for values of
0 ≤ λ ≤ 0.1 but the gap is very small. For values 0.1 ≤ λ ≤ 0.3, a metallic phase can be observed, followed by a Peierls phase
for λ ≥ 0.3. For bigger electron-electron couplings (u = 0.4) the energy gap indicating the Mott phase (from 0 ≤ λ ≤ 0.25)
gets more pronounced. Within the error bars, we get a metallic phase for the range of (0.25 ≤ λ ≤ 0.45) which stays the same
for this u-value while the gap due to the Peierls phase for 0.45 ≤ λ becomes less pronounced (but still visible).
u.
B. Comparison DMET and DMRG calculations
We benchmark the accuracy of DMET against results
obtained using the DMRG method. The results are ob-
tained with the SyTen library, that for this purpose was
expanded to be able to treat coupled fermion-boson sys-
tems. We compare the DMRG and the DMET results for
both the anti-adiabatic limit (α = 5.0) and the adiabatic
(α = 0.5) limit.
In Figure 6, we compare the DMRG and the DMET
results for the anti-adiabatic limit (α = 5.0) and an
electron-electron repulsion of u = 1.0. Up to an electron-
phonon coupling value of λ = 1.2, we observe a quan-
titative agreement of the energy gap, although differ-
ent approximations where made to calculate this prop-
erty (while in the DMET calculation, we only take the
HOMO-LUMO gap of the mean field system, in the
DMRG calculation we calculate the energy gap for sys-
tems with half, half plus one and half minus one filling,
as explained in section V). While for higher values of
λ, the actual value of the gap differs, the point of the
quantum phase transition is predicted equivalently for
the DMRG and the DMET calculation. For a value of
λ = 1.3, the gap measured by the DMET calculation
abruptly increases, while it only increases slightly for the
DMRG calculation. Reasons for this discrepancy can be
either due to the DMET or the DMRG treatment of the
system: In the DMET treatment, we consider the gap
only for the mean field calculation which overestimates
the Peierls phase. In the DMRG treatment, it is not
feasible to treat more than 10 phononic basis function
per site which could lead to an under-estimation of the
Peierls phase in the DMRG calculation.
In Figure 7, we compare the DMRG and the DMET re-
sults for the adiabatic limit (α = 0.5) and an electron-
electron repulsion of u = 0.2. While the position of the
phase transitions both between the Mott and the metal-
lic phase as well as between the metallic and the Peierls
phase agree quantitatively, the actual sizes of the gaps
only agree qualitatively: In the Mott and metallic phase,
the gap measured by the DMRG calculation is bigger
than the gap measured in the DMET calculation. While
in the metallic phase, the DMET gap closes up to a value
of 10−4, the value stays at a value of 5·10−3 in the DMRG
calculation. For the metallic phase, these deviations are
within the error limit of the finite size scaling presented
in section IXA although, as stated before, different ap-
proximations where made in order to obtain the energy
gap.
In the Peierls phase, as also observed in the anti-adiabatic
limit, the size of the gap in the DMET calculation is big-
ger as in the DMRG calculation. As already discussed
before, this can have its origin either in the mean field
nature of the calculation of the DMET gap or in the cut-
ting of the Fock space in the DMRG calculation.
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Figure 5. Phase diagram for the adiabatic limit (α = 0.5) of
the Hubbard-Holstein model. For different electron-electron
coupling values u and different electron-phonon coupling val-
ues λ, the phase of the model at these parameters is indicated.
While not existent at all for u = 0, the Mott phase gets more
and more pronounced with growing u and small λ values.
The Peierls phase, while always existing in this range, needs
higher electron-phonon coupling strength to occur when the
electron-electron interactions are also growing bigger.
C. The Born Oppenheimer approximation
The Hamiltonian has so far been written in second
quantized form, but it can be equivalently also written
as:
Hˆel−ph = t
∑
<i,j>,σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓
+ω0
∑
i
(
ω0
2
xˆ2i +
1
2ω0
pˆ2i
)
+ gni
√
2ω0xˆi. (29)
In contrast to Eq. (1), here the bosonic degrees of freedom
are not considered in terms of phonons, but, in terms of
the distortion from the initial position xˆi of the ions. pˆi
is the momentum of the ions.
In the BO approximation, we assume the ions to be clas-
sical particles as, due to their higher mass, they are mov-
ing much slower than the electrons. Thus we can neglect
their kinetic energy which yields:
Hˆel−ph = t
∑
<i,j>,σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓
+
∑
i
ω20
2
xˆ2i +


ZZ
ZZ
∑
i
1
2
pˆ2i +
∑
i
gni
√
2ω0xˆi. (30)
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Figure 6. Comparison of the energy gap ∆c/t for the DMRG
and the DMET calculation in the anti-adiabatic limit α = 5.0.
Plotted are different electron-phonon coupling values λ for a
constant electron-electron coupling of u = 1.0. We observe a
quantitative agreement in the position of the phase transitions
between Mott and metallic phase at λ = 0.7, the phase tran-
sition between metallic and Peierls phase is at λ = 1.2 for the
DMET calculation while it is at λ = 1.3 for the DMRG calcu-
lation. While the size of the Mott gap agrees quantitatively,
the size of the Peierls gap is only in qualitative agreement.
Here, the remaining ionic term,
∑
i
ω20
2 xˆ
2
i , purely depends
on the distortion of the ions and can be treated as an ex-
ternal parameter. We treat the BO Hamiltonian with
purely electronic DMET and optimize the distortion of
the ions xˆi to minimize the total energy. In Figure 8,
we compare the double occupancy 〈ni↑ni↓〉 and the dis-
tortion of the electronic density 〈ni〉 − 〈ni+1〉 for the BO
system and the fully quantum mechanical system in the
anti-adiabatic limit (α = 5.0) and for an electron-electron
repulsion of u = 1.0.
We observe that for both observables, the Born-
Oppenheimer description of the phase transition is not
accurate. While in the full quantum mechanical model,
the transition between metallic and Mott phase occurs
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Figure 7. Comparison of the energy gap ∆c/t for the DMRG
and the DMET calculation in the adiabatic limit α = 0.5.
Plotted are different electron-phonon coupling values λ for a
constant electron-electron coupling of u = 0.2. We observe a
quantitative agreement in the position of the phase transitions
between Mott and metallic phase at λ = 0.1 and between
metallic and Peierls phase at λ = 0.3. For the Mott phase
and the Peierls phase both, the size of the gap is only in
qualitative agreement.
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Figure 8. Comparison of the density difference of the elec-
trons between neighboring sites 〈ni〉 − 〈ni+1〉 and the double
occupancy 〈ni↑ni↓〉 in the anti-adiabatic limit for the fully
quantum mechanical treatment and the BO approximation
of the Hubbard-Holstein model. Both calculations are per-
formed with DMET. While, for the fully quantum mechanical
treatment the position of the phase transition is grasped quan-
titatively, both the nature as well the position of the gap is
predicted falsely in the BO approximation, predicting a first-
order phase transition as well as an earlier occurence of the
transition. Parameters are α = 5.0, u = 1.0, telec = tphon = 1,
Nimp = 6, Nphon = 8.
for a value of λ = 1.1, in the Born-Oppenheimer model,
this transition already occurs for λ = 1.0. Additionally,
the actual phase transition is of second order, while the
Born-Oppenheimer treatment predicts a phase transition
of first order.
In Figure 9, we again compare the full quantum-
mechanical treatment with the BO approximation, this
time for the adiabatic limit and an electron-electron re-
pulsion of u = 0.2. While still not accurate (the phase
transition is predicted too early, at λ = 0.25 (BO) in-
stead of λ = 0.3 (full)), at least the qualitative nature of
the phase transition as being of second order is grasped.
This result confirms our expectation that in order to
treat the quantum phase transitions of the Hubbard-
Holstein model, both the quantum mechanical nature of
the electrons as well as of the phonons needs to be taken
into account. Especially when the phononic frequency if
higher than the electronic kinetic hopping, the BO ap-
proximation, which assumes the phonons to be moving
much slower than the electrons, fails.
VII. CONCLUSIONS AND OUTLOOK
In conclusion, we have benchmarked the density-
matrix embedding theory against density-matrix renor-
malization group results for the one-dimensional
Hubbard-Holstein model.
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Figure 9. Comparison of the density difference of the elec-
trons between neighboring sites 〈ni〉 − 〈ni+1〉 and the dou-
ble occupancy 〈ni↑ni↓〉 in the adiabatic limit for the fully
quantum mechanical treatment and the Born Oppenheimer
approximation of the Hubbard-Holstein model. Both calcula-
tions are performed with DMET. While for the fully quantum
mechanical treatment the position of the phase transition is
grasped quantitatively, it is predicted too early with the Born
Oppenheimer method. Parameters are α = 0.5, u = 0.2,
telec = tphon = 1, Nimp = 6, Nphon = 8.
We have demonstrated excellent agreement not only
for groundstate energies but more notably of excitation
gaps and phase diagrams between DMET and DMRG.
An important prospect of DMET for the electron-
boson problem lies in its possible extensions to electron-
photon systems. Notably, recent efforts towards cav-
ity quantum-electrodynamical engineering of materials
properties29–36 have been made. We envision that these
developments will open up a whole new field in which
efficient methods able to deal with correlated electron-
boson lattice systems from weak to strong coupling are
urgently needed. Our benchmark study helps pave the
way to these new endeavors.
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IX. APPENDIX
A. Finite size scaling
The Hubbard-Holstein model is defined in infinite
space and translationally invariant. Numerically though,
we are only able to consider finite systems and therefore
have to consider finite size effects and the influence of
the boundaries on the observables. This is why, both for
the DMRG as well as for the DMET calculation, we do
a finite size scaling.
In the DMET method, there are two scales to be con-
sidered: the size of the whole considered system as well
as the impurity size. As the size of the whole system
only grows quadratically, we can regard very big systems
and therefore did the finite size scaling with system sizes
of N = 204, N = 408 and N = 816 sites, as shown in
Figure 10. As the other observables, namely the den-
sity difference of the electrons between neighboring sites
〈ni〉 − 〈ni+1〉 and the double occupancy 〈ni↑ni↓〉 are lo-
cal properties, the finite size effects and the influence of
the boundaries do not influence the results anymore for
system sizes bigger than N = 204.
The finite size effects due to the size of the impurity can-
not be taken into account that easily, as their scaling
is not linear and therefore cannot be rescaled easily. We
show the scaling for the energy gap and different impurity
sizes in Figure 11 for adiabatic limit (left hand side) and
the anti-adiabatic limit (right hand side). With growing
impurity sites, the estimation of the energy gap in the
Peierls phase gets smaller for both cases and the discrep-
ancy between the results for growing impurity sites get
smaller. The scaling is not linear though, making it hard
to give a quantitative error estimate. In the DMRG cal-
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Figure 10. Finite size scaling for the energy gap in the DMET
calculation. We show some examples, both for the adiabatic
limit (λ = 0.1; 0.3; 0.5 and u = 0.2) as well as for the anti-
adiabatic limit (λ = 0.2; 0.8; 1.4 and u = 1.0). The extrap-
olation is done with system sizes of N = 204; 408; 816. The
scaling is linear, making it possible to remove finite size ef-
fects.
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Figure 11. Scaling of the energy gap with growing impurity
sizes for the adiabatic limit (λ = 0.1; 0.3; 0.5 and u = 0.2)
as well as for the anti-adiabatic limit (λ = 0.2; 0.8; 1.4 and
u = 1.0). We see that the discrepancy between the results
gets smaller for growing impurity sizes but that the scaling is
nonlinear.
culation, opposed to the DMET calculation, we only have
two sources of possible errors due to finite size effects,
that are the system size itself and the maximal number
of considered basis functions in the phononic Fock space,
Nphon. The numerical costs of these calculation also grow
polynomially with growing system sizes. This is why, for
our extrapolation, we chose to consider system sizes of
N = 24, N = 48 and N = 96, as can be seen in Figure
12
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Figure 12. Finite size scaling for the energy gap in the DMRG
calculation. We show some examples, both for the adiabatic
limit (λ = 0.1; 0.3; 0.5 and u = 0.2) as well as for the anti-
adiabatic limit (λ = 0.2; 0.8; 1.4 and u = 1.0). The extrapola-
tion is done with system sizes of N = 24; 48; 96. The scaling
is again linear, making it possible remove finite size effects.
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Figure 13. Comparison of the energy per site Esite, calculated
with the DMRG and with the DMET method. In the upper
graph, we show the anti-adiabatic limit (α = 5.0, u = 1.0),
in the lower graph, the adiabatic limit (α = 0.5, u = 0.2).
For both limits, the results agree quantitatively.
B. Energies
Although not being an observable of physical interest,
the energy per site is an important property to show how
well two methods agree with each other.
In order to benchmark the results of the DMET calcula-
tion, we therefore compare the results for the calculated
energy per site Esite with those from the DMRG calcu-
lation. In Figure 13, we show the energy per site for the
anti-adiabatic (α = 5.0, u = 1.0) as well as for the adi-
abatic limit (α = 0.5, u = 0.2) for DMRG and DMET
calculations. For both cases, the results agree on a quan-
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Figure 14. Comparison of the energy per site Esite for the full
electron-phonon system (DMET calculation), with the energy
per site from the same system under the BO approximation.
In the upper graph, we show the anti-adiabatic (α = 5.0, u =
1.0), in the lower graph the adiabatic limit (α = 0.5, u =
0.2). While the behavior only approximately coincides for
the anti-adiabatic case, a qualitative agreement between the
two methods for the adiabatic limit can be observed.
titative level.
Additionally, we also compare the energies per site be-
tween the full Hubbard-Holstein model and the Hubbard-
Holstein model with BO approximation in figure 14. For
the anti-adiabatic limit, the energy per site shows ap-
proximately the same behavior while not agreeing quan-
titatively. In the adiabatic limit, a qualitative agreement
can be observed.
