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Abstract 
A new algorithm of blind signal separation that jointly exploits the selection of rational nonlinear functions and 
relative Newton method is proposed. This algorithm uses rational nonlinear functions in constructing the cost function, 
which have less computational complexity than the usual nonlinear functions. We use relative Newton method to 
solve the solution procedure of the cost function based on maximum likelihood criterion. The source data for 
simulation are taken from generalized Gaussian distribution series, as well as realistic voice signal. Simulation results 
show superior performance of the proposed algorithm compared with classical ones such as JadeR and fastica. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University of Science 
and Technology. 
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1. Introduction 
The blind signal separation (BSS) is a relatively recent focus of research in signal processing community. BSS has 
extensive applications in reality [1], e.g., telecommunications, medicine, acoustics, and imagery. To solve the BSS 
problems, several algorithms are proposed, e.g., separation based on temporal structure such as SOBI [2], separation 
based on joint diagonalization of cumulant matrices such as JadeR [3], separation based on information theory 
criterion such as fastica [4, 5].The source signals are assumed to be mutually independent, and the independent 
component analysis (ICA), is the main tool to solve the BSS problem. In many application domains, although we 
don’t recognize the explicit probability density functions (PDF) of the source signals, the type of PDF such as super-
Gaussian or sub-Gaussian can be recognized in advance [6]. Based on a priori information of the source signals 
distribution and maximum likelihood (ML) criterion, we can set up corresponding cost function. The solution of the 
cost function can be transformed into an unconstrained optimization problem.  
2. Blind Signal Separation Problem 
Suppose n unknown statistical independent zero-mean source signals, at most, one of which obeys Gaussian 
distribution, pass through an unknown mixing channel. The signal model can be expressed as  
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( ) ( ) ( )t t t= +x As n                                                                                               (1) 
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where 1[ , , ]N=A a aL  is an M×N array mixture matrix, for M≥N, 1( ) [ ( ), , ( )]TNt s t s t=s L  denotes an N×1
signal vector, 1( ) [ ( ), , ( )]
T
Mt x t x t=x L  represents an M×1 array output vector; and n(t) is an M×1 noise vector. 
The objective of BSS is to recover the original sources given only the observed mixtures, using the separation model 
                               ( ) ( )t t=y Bx                                                                                                      (2) 
where 1( ) [ ( ), , ( )]
T
Nt y t y t=y L  is an estimation of s(t) which has the well-known characteristics of permutation and 
scaling ambiguities, and 1[ , , ]M=B b bL  is an N×M separation matrix. 
Moreover, in order to achieve good estimation performance, the received signals must be whitened, i.e., transform 
its unknown mixture matrix to some unknown unitary matrix. There are many algorithms for performing this 
whitening procedure [8]. It is assumed that the received signals had been whitened, and the focus of the rest of the 
paper is placed on the separation algorithm. 
3. Description of the Proposed Ica Algorithm 
3.1. Construction of Cost Function Based on ML Estimation 
ML estimation is asymptotic efficient, of which estimation error asymptotically tends to Cramer-Rao Lower Bound 
(CRLB) [9]. Let’s assume the noise intensity was neglectable. Accordingly, the density px of the received signal vector 
can be formulated as  
( ) det( ) ( ) det( ) ( )i i ip p p s= = Πx sx B s B                                                                     (3) 
where B=A-1, and the pi denote the densities of the independent components.  
Assume that we have T observations of x, denoted by x(1), …, x(T). Then the likelihood can be obtained as the 
product of this density evaluated at the T points. After several steps of calculation, the likelihood function can be 
expressed as 
1
1/ log ( ) { log ( )} log det( )
n T
i ii
T L E p== +∑B b x B                                                       (4) 
3.2. Selection of Nonlinear Functions 
In most ICA problem, the PDF of the source signals can’t be recognized in advance. Many research results [4, 5] 
have proved that some functions in place of the exact PDF can make the separation algorithm attain good performance, 
e.g., irrational functions hyperbolic tangent and Gaussian. Some researchers proposes two rational functions [10] 
2
1( ) (1 / 4)f x x x= +                                                                                           (5) 
2
2 ( ) (2 ) (1 )f x x x x= + +                                                                                  (6) 
The advantage of the above two rational functions is that they have less computational complexity than the above 
irrational functions. It is a pity that paper [10] does not describe the usable precise of the two rational functions. In this 
paper, we will give proposition and proof of the two rational functions. 
Proposition: The two functions of Eq. (5) and Eq. (6) can be used in ML estimation. 
Proof: If the estimated PDF and the exact PDF of the independent component coexist in the same hemisphere of the 
probability space, i.e., the two PDFs have the same distribution type, the signals with the same distribution type can be 
separated based on maximum negentropy criterion. It must be noted that the constraint on the set of nonlinear 
functions used in ML estimation is much more restrictive than that in maximum negentropy criterion, for the nonlinear 
function  used in ML must correspond to an existent PDF. For example, f(s)=s3 can’t be used in ML ICA algorithm. 
The relation of the score function of ML ICA algorithm and the PDF can be stated as  
'( ) ( ) ( )f s p s p s= −                                                                                            (7) 
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Combining Eq. (5, 6, 7), we can get corresponding functions as follows 
2
1( ) exp( 2log(1 4))p x x= − +                                                                                 (8) 
2
2 ( ) exp( (1 )))p x x x= − +                                                                              (9) 
When x∈(0,∞), we can get 
12 4
0 0 1
exp( 2 log(1 4)) 16 19 3x dx dx x dx
∞ ∞− + < + =∫ ∫ ∫                                             (10) 
12 2 1/2
0 0 1
exp( (1 )) exp( (2 )) 1 2x x dx dx x x dx e
∞ ∞ −− + < + − = +∫ ∫ ∫                                (11) 
So the functions (8, 9) are integrable in (0,∞). Setting appropriate coefficients for the functions (8, 9), we can 
ensure the integrals of the functions (8, 9) to be 1. That is to say the functions (8, 9) can be regarded as rational 
approximations of the exact PDFs. So the functions (8, 9) can be used in ML ICA algorithm. The proof is over.
3.3. Iteration Procedure Based on Relative Newton Method 
Newton method is an efficient tool of unconstrained optimization. However, its iteration may be costly, because of 
the necessity to compute the Hessian matrix and solve the corresponding system of equations. According to [7], the 
relative Newton method can overcome the above difficulty and get good convergence performance. We will use the 
relative Newton method to solve the cost function. Consider the negative formation of Eq. (5) as  
,
( ; ) log det( ) 1/ log ( ( ))Ti
i t
L T f t= − + −∑B X B b x
                                              
 (12) 
where X and B are the mixture matrix and separation matrix respectively, and  bi denotes the column vector of B.
Based on the relative Newton method, the whole algorithm procedure can be stated as follows. 
Step 1 Initialize by setting W=I and A=I.
Step 2 Iterate at k=1,2,…
b(k)=vec(B(k));  
ˆ( ) ( ( ); )L k+ = −∇H R y b X ;
ˆarg min ( ; )L
α
α α= +b y X ;
( 1) ( )k k α+ = +b b y .
ˆ( ( ); ) ( ( ); )
def
L k L k=b X b X ;
2 ˆ( ) ( ( ); )k L k= ∇H b X ;
If ( ( 1); ) ( ( 1); )L k L k ε+ − + ≤b X b X , the iteration ceases, where ε is set to be 10-5. R is a diagonal matrix 
got by the modified version of Cholesky factorization algorithm.  
The weight factor α can be got by the following algorithm. 
Step 1 α:=1 
Step 2 while ˆ ˆ ˆ( ( ) ; ) ( ( ); ) ( ( ); )TL k L k L kα βα+ > + ∇w y X w X w X d , :α γα= ; end; where β  and γ  are less 
than 1 and set by users. In this paper, the above two parameters are set to 0.3.  
In the iteration procedure, the key part is the computation of Hessian matrix, H(k), of Eq. (12). This computation 
can be divided into two steps. 
Step 1 Compute the Hessian matrix, H1(k), of -logdet(B), 1 ( ) ( ( ) ( ))
def
m T j T
ik vec k k=H A A , where 1 ( )m kH  denotes 
the mth row of H1(k), m=(i-1)N+j, and N denotes the signal number which needs to be estimated. In the above equation, 
A(k)=W-1(k), Aj(k) denotes the jth column of A(k), and Ai(k) denotes the i
th row of A(k).  
Step 2 Compute the Hessian matrix, H2(k), of 
,
1/ log ( ( ))Ti
i t
T f t−∑ b x  which is the second part of Eq.(12).  
1
2 ( ) ( ( ),..., ( ))
def
Nk diag k k=H B B ; where ''( ) 1 ( ( ) ( )) ( ) ( )i Ti
t
k T h k t t t= ∑B B x x x , i=1,…,N. 
The proposed algorithm of this paper can be summarized as: after constructing the cost function based on 
functions (8, 9) and Eq. (4), using the above relative Newton method to solve the separation matrix. 
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4. EXPERIMENTAL RESULTS 
In this section, we provide experimental comparisons of the proposed algorithms denoted as relnew-Func1 and 
relnew-Func2 corresponding to functions (8, 9) individually with other well-known methods for ICA, e.g., fastica-tanh, 
fastica-Gaus, JadeR, Pearson-ica, for comparison. In order to measure the asymptotic errors of the algorithms, 
interference-to-signal (ISR) ratio of the global mixing matrix G=BA is used as the performance index. 
101
1 [10log ( )]
N
ii
ISR N c== ∑                                                                               (13) 
where { }2 2 2, , ,1 11i i k i k l kj k N l k Nc ≤ ≠ ≤ ≤ ≠ ≤= +∑ ∑G G G and { }2 2 2, ,1 ,max ,...,i k i i N=G G G .
The generalized Gaussian density function [9], with zero mean and variance one, is defined as  
{ }( ) exp ( )f x c x αα α αλ= −                                                                                 (14) 
where α is a positive parameter that controls the distribution’s exponential rate of decay, and (2 (1 ))cα ααλ α= Γ ,
in which (3 ) (1 )αλ α α= Γ Γ . The Eq. (14) belongs to super-Gaussian distribution if α∈(0,∞).
Experiment 1. 10 independent signals obeying generalized Gaussian distribution with parameters α=0.6, are mixed 
with a 12×10 random matrix. The algorithms are compared at different point numbers. Signal-to-noise ratio in the 
mixture is 30dB. The experiment is repeated 50 times and calculated on average sense. The simulation results are 
depicted in Fig. 1. 
Experiment 2. The parameter α∈(0.3, 1.2), and other conditions are the same with experiment 1. The simulation 
results are depicted in Fig. 2. 
Experiment 3. 8 voice signals are set as source signals which are independent each other, and the mixing matrix is a 
8×10 random matrix. Sampling number is 50000. Other conditions are the same with the experiment 1. The 
performance comparisons of the algorithms are depicted in Fig. 3. The waveforms of source signals, mixing signals, 
separation signals are depicted in Fig. 4, 5, 6 respectively. 
From the above simulation results, we can see that the performance of the proposed algorithms in this paper is 
superior to the other 4 popular algorithms. What’s more, the relnew-Func2 is better than relnew-Func1. As Fig. 1 
depicted, the ISR descent rates of ML estimation are the most quickly with the sampling number increasing, for ML 
estimation has good asymptotic performance. Form Fig. 2 we can see that when the super-Gaussian characteristic is 
more intensive as the parameter α is less, the performance of the ML estimation is better well then. As voice signals 
in reality obey super-Gaussian distribution, the proposed algorithms can be used for the voice signals separation. When 
these algorithms are used to separate actual voice signals the proposed algorithms also have good performance, as 
depicted in Fig. 3. Fig. 4, 5, 6 depict the waveforms of source, mixing signals, separation signals respectively. 
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Fig. 1. Performance comparison at different sampling numbers             Fig. 2. Performance comparison with different α value 
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Fig. 3. Performance comparison with voice signals separation                    Fig. 4. Waveform of the source voice signals 
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Fig. 5. Waveform of the mixed voice signals                                         Fig. 6. Waveform of the separated voice signals
5. Conclusion 
Firstly, we prove Eq. (5, 6) have corresponding functions respectively that can be used as PDF. The theory 
analysis and testification set a firm foundation for the algorithm. Secondly, we use functions (8, 9) to construct cost 
function based on ML estimation. Thirdly, relative Newton method is used to solve the cost function which is robust 
and has less computation complexity. Simulation results verify the effectiveness of the proposed algorithms when the 
source signals obey the super-Gaussian distribution type. 
References 
[1] Bin Xia, Liqing Zhang. Blind Deconvolution in Nonminimum Phase Systems Using Cascade Structure[J].EURASIP Journal on Advanced in 
Signal Processing.Volume 2007, Article ID 48432. 
[2] Belouchrani A, Abed-meraim K, Cardoso J F. “Second-order blind separation of temporally correlated sources”: Proc. Int. Conf. on Digital 
Signal[J]. Cyprus: 1993, pp346-351. 
[3] Jean-Francois Cardoso and Antoine Souloumiac. BLIND BEAMINFORMING FOR NON GAUSSIAN SIGNA-LS[J]. IEEE-Proceedings-
F,vol.140,no.6,pp.362-370,december.1993. 
[4] A.Hyvarinen, et al. A fast fixed-point algorithm for indepedent component analysis. Nerual Computation,9(7),1483-1492,1997.
[5] A.Hyvarinen. Fast and robust fixed-point algorithm for independent component analysis. IEEE Trans. On Nerual Network, 10(3), 626-
634,1999. 
[6] A. Cichocki and S. Amari, Adaptive Blind signal and Image Processing: Learning Algorithms and Applications[M]. New York: Wiley, 2002. 
[7] M. Zibulevsky. Relative Newton method for quasi-ML blind source separation. Journal of Machine Learning Research 2002. 
http://ie.technion.ac.il/~mcib. 
[8] Da-Zheng Feng, Wei Xing Zheng, A. Cichocki. Matrix-Group Algorithm via Improved Whitening Process for Extracting Statistics
Independent Sources From Array Signals[J]. IEEE Trans. On Signal Processing, Vol.55,No.3,962-977,2007. 
1175Zhu Yi-yong et al. / Procedia Engineering 29 (2012) 1170 – 11756 Zhu Yi Yong et al. / Procedia Engineering 00 (2011) 00 –000 
[9] Z. Koldovsky, P. Tichavsky, E. Oja. Efficient Variant of Algorithm FastICA for Independent Component Analysis Attaining the Cramer-
Rao Lower Bound[J]. IEEE Trans.On Neural Networks,Vol.17,No.5,Sept 2006. 
[10] Petr Tichavsky, Zbynek Koldoysky, Erkki Oja. Speed and Accuracy Enhancement of Linear ICA Techniques Using Rational Nonlinear 
Functions[J]. ICA 2007, LNCS 4666, pp:285-292,2007. 
