ABSTRACT In this paper, we propose a novel image inpainting framework that takes advantage of holistic and structure information of the broken input image. Different from the existing models that complete the broken pictures using the holistic features of the input, our method adopts Patch-generative adversarial networks (GANs) equipped with multi-scale discriminators and edge process function to extract holistic, structured features, and restore the damaged images. After pre-training our Patch-GANs, the proposed network encourages our generator to find the best encoding of the broken input images in the latent space using a combination of a reconstruction loss, an edge loss, and global and local guidance losses. Besides, the reconstruction and the global guidance losses ensure the pixel reliability of the generated images, and the remaining losses guarantee the contents consistency between the local and global parts. The qualitative and quantitative experiments on multiple public datasets show that our approach has the ability to produce more realistic images compared with some existing methods, demonstrating the effectiveness and superiority of our method.
I. INTRODUCTION
Image inpainting, as a conventional image editing operation, is the task of reconstructing the missing or masked regions in images with plausible contents based on its surrounding context. In this task, our goal is not only to fill the plausible contexts with realistic details, but also to ensure the completed area are coherent with the image as well as the boundary. To solve the problem, many methods introduce image priors where pixels in the known and unknown parts of the image share the same statistical properties or geometrical structures. Most existing methods of image inpainting can be divided into three groups. The first group introduces smoothness priors via partial differential equations (PDEs) or other parametric models [1] [2] [3] . PDEs for image inpainting were first introduced by Bertalmio et al. [1] . They model the image inpainting as a third-order PDEs and further introduce the Navier-Strokers equation in fluid dynamics into the task of inpainting [2] . Total Variation model (TV) [3] is proposed to solve the problem that the speed of PDEs is too slow. These methods are well suitable for filling geometrical shapes
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang. and completing small regions. However, they are unable to recover the texture of large areas, which tend to blur in these situations.
The second group relies on the seminal work [4] . A common idea in these techniques [5] [6] [7] [8] is that these missing areas can be learned from the given part of images or similar regions in a sample. Xu and Sun [5] introduce an image inpainting algorithm through investigating the sparsity of natural images patches. In [6] , they propose a quickly approximate nearest neighbor patch search algorithm and employ the best matching patches to reconstruct the missing area. Bugeau et al. [7] combine the copy-and-paste texture synthesis, geometric partial differential equation and coherence neighboring pixel to obtain better image inpainting result. The strategy works well for the simple task like background completion, such as sky, which means a similar pattern of the missing part should be contained in the existing region. However, the requirement of these methods is hard to satisfy because many parts of images contain unique designs. Besides, these methods become invalid if the missing region is vast.
The third group is motivated by convolutional networks (CNNs). These methods [10] [11] [12] [13] take the FIGURE 1. The architecture of our model. It consists of one generator G, Multi-scale discriminators D, edge process function. Every part produces their loss for guiding the generator to create more realistic images. The reconstruction loss introduced by comparing the pixel value between the masked image and the repaired image. These local discriminators create local guidance loss and the global discriminator create the global guidance loss. The edge process function produce the edge loss.
image inpainting as an image generation task through Variational Autoencoders (VAE) [14] , Generative Adversarial Networks (GANs) [15] , or other generative models. Capturing high-level features is proved effective in classification. Luo et al. [17] propose spatial-spectral hypergraph discriminant analysis (SSHGDA) to extract the complex multiple spatial-spectral and enhance the accuracy of classification. Similarly, in the field of image inpainting some techniques [11] [16] applying high-level features to reconstruct these damaged images based on the deep convolutional networks, which are proved to be more effective than prior methods. One of the earliest works is proposed by Phatak et al. [11] , which introduce Context Encoder (CE) as the generative model with ridge regression (L 2 ) and adversarial losses to produce a plausible image in the missing part. These methods are driven from big data, and successful to complete pictures that like streetscape and animals. But their results become ambiguous and non-realistic as the given image contains sizeable missing region or complex texture. Song et al. [16] divide the image inpainting into inference and translation and model each part with a deep neural network. However, most methods complete the image through the holistic information, whereas the structured or local information is vital. Therefore, many methods often create distorted structures or blurry texture, which are inconsistent with the surrounding.
This paper focuses on restoring images of a specific category, especially human faces. Our work builds upon the recently proposed Semantic Image Inpainting (SII) approach [13] , where they train a GANs based on an external database and combine context and prior losses to reconstruct the broken parts. The method adopts the holistic information to restore images, which does not make full use of the given image. Different from this method, we utilize the multi-scale discriminators and edge process function to obtain the holistic and structured information. These improvements encourage our generator to pay more attention on the local part, which guarantee the global and local consistency of our completion.
More specifically, we consider image inpainting as a constrained image generation problem and take full advantage of the information from the given images. As shown in Fig. 1 , our architecture is composed of three components: a generator, global and local multi-scale discriminators, the edge process function. The Patch-GANs, comprised of the generator and discriminators, is pre-trained on training samples. After the pre-training, we search for the encoding of the masked image closing to the original image in the latent space. Then, the encoding is used to guide the generator to restore the corrupted image. We can get the ''best'' encoding through the reconstruction loss, the global guidance loss, local guidance loss and the edge loss. During the completion, the reconstruction loss guarantees the low pixel difference between the completion and the masked input. The global guidance loss ensures the integrity of the generated image. The local guidance and the edge loss make sure local coherence of the complete result. In addition, the reconstruction and the global guidance losses assist our network in learning the holistic features, and the local guidance and the edge loss support our network to obtain the structured features.
The main contributions of this work are summarized as follows. First, we propose a high-performance network complete the missing regions based on Patch-GANs. The Patch-GANs applies the local and global adversarial learning to produce sharp and realistic images. Second, we consider a joint loss to guide our generator to search the optimal solution in the latent space. We consider the image inpainting as a constrained image generation problem and assume it is equal to finding the best encoding mode of our generator. Notably, the proposed model utilizes the edge process function and the local multi-scale discriminators to help our network learn the structured features. The edge process function introduces the edge loss to restrict the boundary of the complete image, and make it matches the boundary of input as much as possible. The local multi-scale discriminators introduce the local guidance loss to improve the local coherence and the realness of the complete image. Third, our model is suitable for different kinds of datasets, and our model gets the best performance in restoring human faces. Experiments on multiple public datasets prove the efficiency of our approach.
II. RELATED WORKS A. GENERATIVE ADVERSARIAL NETWORKS
GANs are parametric models for generating images, and have been shown to produce high quality images. In these models, they train two parts, a generator G and a discriminator D. G generates images from a random vector z with a prior distribution, while D calculates the likelihood of input images. The purpose of G is to produce realistic images, and D plays a ''supervisory role'' as it can encourage G to learn the distribution of real images. Since the original GAN [15] is hard to train and suffers the collapse mode, many methods [20] [21] [22] [23] proposed to stabilize the training process and improve the performance. Some of them are modify the loss function to obtain better performance, such as Wassertein generative adversarial networks (WGANs) [21] and least squares generative adversarial networks (LSGANs) [23] . Some methods [20] [24] propose new framework based on the original GAN. In [20] , they introduce a more stable set of architecture of training GANs called deep convolutional generative adversarial networks (DCGANs). Compared to the original GAN [15] , they adjust some internal structures, such as using batchnorm in both G and D and removing fully connected hidden layers. These methods provide practical techniques for training GANs and guarantee photo-realistic images generation. Since the high probability of producing an entirely unrelated image, they cannot be directly applied to the image inpainting task.
B. IMAGE INPAINTING WITH DEEP LEARNING
Many approaches add constrains on the generative model (VAE or GANs) provided by the corrupted image to realize the image inpainting. These frameworks restore the missing information by guiding the generative model to produce similar images. The Context-encoder [11] proposes a method that encodes the incomplete image to latent space and then decodes it to the image space using a joint loss of reconstruction and adversarial losses. A robust long short-term memory (LSTM) autoencoder model (RLA) is proposed in [26] to effectively restore partially occluded face. The model consists of LSTM encoder and LSTM decoder, the encoder for mapping the facial patches into a latent representation and the decoder for reconstructing the overall faces. In [10] , Iizuka et al. propose a method combining a fully-connected neural network and an adversarial network, which uses global and local context discriminators to generate the novel object in the damaged region. Li et al. [12] introduce an effective face completion model through a deep generative model, which takes auto-encoder as the generator and trained under the association of two discriminators and the semantic parsing network. Yang et al. [25] propose a bi-flow network composed of the content network and texture network to restore images based on the combined optimization of image content and texture constraints. In [16] , they divide the image inpainting into inference and translation and utilize two deep neural networks to realize each step. The Shift-Net [18] introduce a special shift-connection layer to the U-Net architecture for filing in missing regions. Yu et al. [19] propose a deep generative model-based approach, namely generative image inpainting (GII), which can synthesis novel image structure and utilize surrounding image features as reference during network.
III. APPROACH A. ARCHITECTURE
In this section, we represent the framework of our image inpainting model. Given a masked picture, our target is to generate the missing context which is both semantically coherent with the surrounding context and visually realistic. Fig. 1 shows our image inpainting network that consists of a generator, multi-scale discriminators, and an edge process function. Our proposed model utilizes the external dataset to pre-train Patch-GANs that composed of the generator, the global and local multi-scale discriminators. After pretraining, we assume that the generator is successful in producing the similar type images of the training dataset. Fig. 2 shows the procedure of completion. First of all, the generator creates a random image to fill the missing area. Then our model compares the generated image and the masked input to produce the joint loss that used to update z to guide our model find the ''best'' encoding Z best . From Fig. 2 , we can conclude that the completion process gradually converges when the iteration is about 1000 times (n = 1000). At this point, the best encoding Z best is assumed to be found at the network converges. The generator G is motivated by DCGANs [20] to produce new contents in the missing area, which contains a fully connected layer and deconvolution layers. The input z of the generator is drawn from 100-dimensional uniform distribution between -1 and 1 and the depth of the generator depends on the size of the output.
For the sake of motivating the generator to produce more realistic images, we apply a set of discriminators, inspired by [27] , that served as a binary classifier to distinguish real and fake image. The global discriminator D g is designed by a light CNNs, includes convolutional and activation layers along with a fully connected layer. D g takes an entire image as input to distinguish the input is true or fake, which guarantees the reliability of generated images. These local multi-scale discriminators D l employ the similar structure of D g and handle the divisions of the picture as shown in Fig. 1 . D l help the generator produce images that are more consistent with VOLUME 7, 2019 FIGURE 2. The procedure of completion. The top row presents the process of image inpainting, and the bottom row presents the process of generated image.n present the number of iteration, every step updates the encoding z. As the n increases, the generated image resembles the input images, and the restored image is more realistic like real-world images.
the surrounding contexts and improve the ability of the model to repair the face with different skin and illumination. These discriminators produce their loss to guide the generator and the loss function part introduces more discussion about their effects.
The edge process function referenced from [28] , it is designated for obtaining the edge of the input images and generate images. It applies following operations to picture: de-noising through the Gaussian filter, finding intensity gradient of the image, using non-maximum suppression to avoid spurious response to edge detection and double threshold to determine potential edges, tracking edge by using operators. The edge process function creates the edge loss to guide the generator for producing images where it edge is aligned with the input image.
B. LOSS FUNCTION
We train our generator to make its output close to the masked image, which means the missing part of images can be restored as long as the generator produce the same image as the masked image. Unfortunately, producing same image is almost impossible, therefore we can only get a similar image as much as possible. To fully utilize the available information of the remaining image, we design a decoupled combination loss to dispose the masked image. In the image inpainting, our loss consists of the reconstruction loss (L r ), the global guidance loss (L g ), the local guidance loss (L e ) and the edge loss (L e ). During the completion, the reconstruction loss and the global guidance loss provide the holistic information of the damaged images to the generator, and the local guidance and the edge loss motivate our model to obtain the structure information of the damaged images. Particularly, the reconstruction loss uses L 1 distance between the masked generated image and the masked input image, which ensures the small difference of pixel between the completion and the input. The global guidance loss refers to the prior loss in the SII method [13] , produced by D g which is designed to punish the unrealistic generated images. The local guidance loss, produced by D l is used to ensure the generator to capture the local texture information. The edge loss, produced by the edge process function motivates the generator to produce images with the same edge as the input image.
The reconstruction loss (L r ) in the (1) is responsible for capturing the overall structure of the missing area and coherence with its context, Which is designed by L 1 distance between the masked network output and the masked input image. We have compared the lasso regression (L 1 ) and ridge regression (L 2 ), the result denotes that there is not apparent difference between L 1 and L 2 . The L 1 is chosen to mask the reconstruction loss as it can produce sharp images [11] , [13] . With the L r only, the generated contents are inconsistent with the surrounding, as shown in Fig. 5 .
where M denotes the undamaged region of images; y is input image. Our guidance loss produced by our discriminator is to penalize the unrealistic and blur images generated by our model. Recall the architecture of GANs, the function of the discriminator is to distinguish the real images and fake images. Therefore, if the image produced by our generator become realistic, the log(1 − D(G(z))) tends to become small. In this work, we adopt Patch-GANs to produce images, which means the global and the local discriminators produce their losses separately. The global guidance loss, as shown in (2), will punish unrealistic images produced by the generator and guide it to create a more vivid one. Similarly, the local guidance loss, as shown in (3), ensures the local precise and realistic of generated images. Fig. 3 shows the effect of the global guidance loss and the local guidance loss. The result without the global and local guidance losses is blur and distorted. With the global guidance loss, the result become more realistic but still blur. Under the global and local guidance losses, the result has more structural details and become more clear. where D g is the global discriminators, and the D i l denotes the ith local discriminator. Both two guidance losses encourage the generator to find the best encoding Z best .
To produce local contexts more robust, we add the edge process function, and it generates edge loss shown in (4) . (4) ε denotes the edge process function. After the ε, the picture only lefts the edge valued at 255 and other parts are set as 0, shown as the edge process function in Fig. 1 . If the generator produces a front face while the real is profile face, the edge loss will become large and penalize the generator. On the other hand, if two edges are the same, the edge loss will decrease to zero. Fig. 4 shows that the edge loss facilitate the generator to produce images of the same profile as the input. Fig. 5 shows the results of different loss functions, as well as the SII method. It is observed that every part of loss function make a positive effect on the result. A combination of all losses can lead to the best result. We can conclude that a different combination of loss functions cannot always work well for image completion, and the combination of all losses are effective to restore the missing area.
C. OPTIMIZATION
In our model, we hypothesize that the pre-trained generator can produce the similar image of the given damaged images. Consequently, our target is to search the best encoding Z best of the given masked input, which means our generator is supposed to produce the image that is closest to the input image. As shown in the (5), we adopt the weighted joint loss to find the Z best , and Fig. 2 shows the process of updating z. From the result, we can conclude that our framework is able to find the Z best in the latent space as the iteration n increases. (5) where L r denotes the reconstruction loss, L g denotes the global adversarial loss,L l denotes the local adversarial loss and L e denotes the edge loss. The coefficient presents the weight of loss in the network.
IV. EXPERIMENTAL RESULTS
We conduct a lot of experiments to prove that our model can synthesize missing content on different datasets. The learning rate for our model is set as 0.01, recommended in [20] . To balance the effects of different loss, we choose λ r = 0.9, λ g = 0.2, λ l = 0.2, λ e = 0.02 and take Adam for optimization in all our experiments. Besides, we utilize the labeled faces in the wild (LFW) dataset [29] , containing more than 13,000 images of faces collected from the web, to pre-train our model for face completion without labeled information.
A. DATASETS
We evaluate our model on five datasets: the CelebFace Attributes Dataset (CelebA) [30] , CASIA, the street view house numbers (SVHN) [31] , the Stanford cars dataset [32] and Places2 dataset [33] .
The CelebA contains 202,599 face images and includes large pose variations and clutter background. In our experiment, 2000 images are chosen from CelebA randomly and cropped to 64X 64 through OpenFace alignment tool [34] for testing.
The CASIA Face Image Database Version 5.0 (CASIA) contains 2,500 color facial images of 500 Asian subjects, and includes typical intra-class variations such as illumination, pose, expression, eye-glasses, imaging distance. The volunteers of CASIA-FaceV5 include graduate students, workers, waiters, etc. In this paper, we randomly select 1,000 images that apply the same alignment and cutting as the CelebA dataset to test our model.
The SVHN dataset (SVHN) contains a total of 99,289 RGB images of cropped house numbers. The photos are 32X 32 original version from the mat data [31] . We used the provided training dataset to train our generator and testing dataset for image completion.
The Stanford Cars dataset (Cars) composed of 16,185 images of 196 classes of cars. Similar to the CelebA dataset, we do not use any attributes or labels for both training and testing. The cars are cropped based on the provided bounding boxes and resized to 64X 64.
The Places2 contains more than 10 million images of 400+ unique scene categories. The dataset features 5000 to 30000 training images per class, consistent with real-world frequencies of occurrence. The scene categories select from Places2 are glacier, swimming pool, waterfall, sky and ice shelf. Each category has 4000 training images and 1000 images for testing.
B. PRE-TRAINING
In our model, the Patch-GANs should be pre-trained through the external dataset. The generator of Patch-GANs is pre-trained to produce the same type images of the external dataset, and the discriminators are pre-trained to differentiate ''fake'' images and ''real'' images. Besides, our pre-trained discriminators will guide the generator to restore the damaged input as we mentioned in section iii.B. Different from the basic GANs in [15] , we take the (6) as our optimization, which appends the local adversarial network.
where the D g denotes the global discriminator, and D i l denotes the i th local discriminator.
C. RESULTS
Qualitative results. Fig. 6 shows the completion comparison on CelebA dataset between our model and our baseline (SII) under different mask types. In each test, we choose six different mask types to compare the performance and demonstrate the superiority of our model. From the results shown in Fig. 6 , we can draw these conclusions: 1) when the mask is small, such as mask1, both our model and the SII method can repair these images successfully. Apparently, our model restore more natural images than the SII method especially the input face with some angels; 2) when the mask becomes larger such as the mask2-3, or complicate such as mask4-6, our model can convert these masked images into clear and realistic images while the completion results produced by SII method would be blurry and distorted. In conclusion, compared with the SII method, our model has a significant improvement on visual results as the mask become diverse and complex.
We present more visual comparisons with other methods [13] [18] [19] in Fig. 7 . It shows that our model restore these face more realistic and clear, especially the occlusion becoming larger. The GII and Shift-Net produce some distorted and blurred images. Moreover, we also compared other datasets, as shown in Fig. 8 to 11 . Fig. 8 demonstrates the completion of Places2, our method can fill the masked region with reasonable content. Fig. 9 shows the result of the experiment on the Stanford Cars. Due to the complex structure of the car, both our model and the SII method cannot restore the masked cars perfectly. However, our model can produce the similar contents to complete the missing part, and obtain the better performance than the SII method. The Fig. 10 shows the completion of SVHN dataset, and the result demonstrates that our model can restore the masked images more clear than SII. In the Fig 10(d) -(h), our model can produce more precise and more consistent images when the center part of number in the photos is masked. However, if the input is blurry such as the Fig. 11(c) , or the critical contents of images are masked such as Fig. 10(a)-(b) , our model and the SII method fail to repair these images. Fig. 11 shows the comparison on the CASIA dataset. The result on the Asian faces is not as good as the CelebA dataset, as the pre-training dataset is LFW dataset that does not contain Asian faces. However, from the result we can conclude that the face produced by our model is sharper and more realistic.
Quantitative results. In addition to the visual result, we also perform the quantitative evaluation using four metrics on testing samples: PSNR [35] ,SSIM [36] , VIF [37] and LPIPS [38] . The peak signal-to-noise ratio (PSNR) is the index that directly measures the difference in pixel values. The structural similarity index (SSIM) is a full reference metric to estimate the global similarity between two images. The visual information fidelity (VIF) is a full reference image quality assessment index based on natural scene statistics. The learned perceptual image patch similarity (LPIPS) metric is calculated by a weighted L 2 distance between features of images and has been proved to correlate well with perceptual judgments [38] .The lower value of LPIPS is better and the higher value of other metrics are better.
The results are shown in Table 1 to 5. In the CeleA dataset, our model obtain better performance in most situation. The Shift-Net has excellent performance in the image denoising, FIGURE 7. Face completion results of different mask types on the CelebA dataset. These images, from left to right of, are center block (25%),center block(64%) and left block. masked images. As the mask becomes larger, our result is more effective. FIGURE 8. The comparison Place2 dataset under 25% center block. From top to bottom are: Original images, masked images, the result of SII [13] , Shift-Net [18] , GII [19] and our model.
FIGURE 9.
Completion results of 25% center block on the Stanford Cars dataset. Our method restore car images better than the SII [13] , whereas the structure of car is intricate.
thus it gets the best value in the random mask. Table 5 provides the results on the four datasets. It demonstrates that our methods is more effective in filling cropped regions.
Note that different mask areas may affect the efficiency of models, we experiment with different scale center blocks to test the model. Fig. 12 respectively shows the comparison of [13] , Shift-Net [18] , GII [19] and our model. The result of our method is more realistic and clear. PSNR and SSIM between our model and SII. The proposed model gradually drops with the increasing of the mask size, which can be assumed that the larger mask size indicates more uncertainties in pixel value. There is a remarkable gap between our method and SII method in both the PSNR and the SSIM as the masked area become larger, denoting our model VOLUME 7, 2019 has the better performance. In general, our model is more stable than the SII method and performs better in different datasets.
V. CONCLUSION
In this work, we propose a framework for image completion. It is composed of a generator, multi-scale discriminators and an edge process function, which can extract holistic and structured characteristics from the damaged images. Compared to existing methods that only use holistic features, the proposed method learns more details of the given image and achieves more realistic results, especially in restoring the human faces. Qualitative and quantitative comparison results suggest that our model is a promising method on the task of image inpainting.
