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Abstract
We design a distributed function aware quantization scheme for distributed functional compression.
We consider 2 correlated sources X1 and X2 and a destination that seeks the outcome of a continuous
function f(X1, X2). We develop a compression scheme called hyper binning in order to quantize f via
minimizing entropy of joint source partitioning. Hyper binning is a natural generalization of Cover’s
random code construction for the asymptotically optimal Slepian-Wolf encoding scheme that makes
use of orthogonal binning. The key idea behind this approach is to use linear discriminant analysis
in order to characterize different source feature combinations. This scheme captures the correlation
between the sources and function’s structure as a means of dimensionality reduction. We investigate the
performance of hyper binning for different source distributions, and identify which classes of sources
entail more partitioning to achieve better function approximation. Our approach brings an information
theory perspective to the traditional vector quantization technique from signal processing.
Index Terms
Function-aware quantization, function coding, computation, hyper binning, orthogonal binning.
I. INTRODUCTION
Compression and processing of large amount of data is a challenge in various applications.
From an information theory perspective, there are asymptotic optimal approaches to the dis-
tributed source compression problem that can achieve arbitrarily small decoding error probability
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2for sufficiently large blocklengths, such as noiseless distributed coding of correlated sources as
proposed by Slepian-Wolf [2], and their extensions [3], [4], [5], which are based on orthogonal
binning of typical sequences. Practical Slepian-Wolf encoding schemes include coset codes [4]
and trellis codes [6], turbo codes [7], [8], [9]. Other examples include rate region characterization
using graph entropy-based approaches, such as [10], [11], [12], [13], [14], [15], [16], [17],
[18], and coding for computation with communication contraints [19], [20], [21]. While some
approaches focus on network coding for computing linear functions, such as [22], [23], [24],
[25], [26], [27], [28], [29], there exist works exploiting functions with special structures [30],
[31] as well as compression of sparse graphical data [32], [33].
The related work in the signal processing domain includes vector quantization and distributed
estimation-based models. A vector quantization technique was proposed in [34], where the feature
space is partitioned via a hierarchical tree-based classifier such that the average entropy of
the class distribution in the partitioned regions is minimized. In [35], conditions for efficiently
quantizing scalar parameters were characterized and estimators that require transmitting just
one bit per source that exhibits variance almost equal to the minimum variance estimator
based on unquantized observations were proposed. Max-Lloyd algorithm, which is a Voronoi
iteration method, was applied to vector quantization and pulse-code modulation [36], [37].
Vector quantization using linear hyperplanes was applied to distributed estimation in sensor
networks in the presence of noise [38], and with resource constraints [39]. In addition to the
quantization-based approaches, the problem of detection and hypothesis testing have drawn
significant attention not only in signal processing but also in information theory, see the schemes,
e.g., a statistical support vector machine for universal detection [40], a mismatched detector for
channel coding and hypothesis testing [41], or signal constellation design with maximal error
exponent [42]. There has recently been quite interesting work in traditional signal processing
that minimize some distortion measure from the quantized measurements, e.g., hardware-limited
quantization for achieving the minimum mean-squared error (MMSE) distortion [43] task-based
quantization for recovering functions with special structures, e.g., quadratic functions using
principle inertia components as in [44], sparse functions [45]–[47], and joint sampling and
recovery of correlated sources [48].
3The broad and common objective in these models is finding ways of effective compression
and communication of massive data. This is possible by making use of underlying redundancy
both in data and functions, and recovering a sparse representation, or labeling, at the destination.
From a practical perspective, redundancy of data across geographically dispersed sources plays
a big role and can provide huge gains in compression. However, from a technical point of view,
compressing data is preferred because the air interface of 5G has limited resources. Furthermore,
there might be privacy concerns because sources may not be willing to share personal or sensitive
data, including customer data or medical records. In addition, destination might only be interested
in a function of data and cannot store the entire data.
Despite these approaches, the exact achievable rate region for the function compression
problem is in general an open problem. To the best of our knowledge, it is only solved for very
special scenarios including general tree networks [14], linear functions [26], compression of the
identity function [2], and rate distortion characterization when the decoder has side information
[3]. However, there do not exist tractable approaches to perform functional compression in
general topologies in ways that approximate the information theoretic limits. Thus, unlike the
case for compression, where coding techniques exist and compressed sensing acts in effect as an
alternative for coding, for purposes of simplicity and robustness, there are currently no family
of coding techniques for functional compression.
In this paper, rather than the traditional vector quantization approaches for data compression
we propose one way of distributed function-aware quantization scheme relative to a different
objective function of minimizing entropy of joint source partitioning. Our approach brings
together techniques from information theory, such as distributed source encoding, functional
compression, and optimization of mutual information, to the area of signal processing via function
quantization error optimization inspired from hyperplane-based vector quantizers. Motivated by
the NP-hard nature of graph coloring [14], and the asymptotic optimality of information-theory
based models [2], [3], which are impractical for finite blocklengths, we propose an intuitive
extension of the Slepian-Wolf binning model for codebook generation to a linear hyperplane-
based scheme which we call hyper binning for encoding continuous functions. We assume that
a continuous function f is represented in a form which is a vector quantized version of a high
4dimensional codebook space. While our focus is on functional compression, we do not explicitly
generate codebooks. We instead provide a heuristic for encoding. Rather than determining a
quantized representation of dispersed source data, we find a joint source partitioning decided
by the hyperplane arrangement that allows us to describe the function up to some quantization
distortion. Such a scheme needs fewer dimensions than the codeword size and also captures the
function’s dependence on dispersed data.
The rest of the paper is organized as follows. Sect. II provides a background on convex sets
and hyperplanes. Sect. III details our linear hyperplane-based function encoding approach called
hyper binning. Sect. IV focuses on the analytical details of hyper binning for encoding functions
to determine the optimal hyperplane allocation that maximizes a notion of mutual information
between the function and the partitions. Sect. V provides a discussion on the connections between
hyper binning and coloring-based coding schemes and a heuristic for encoding. Finally, Sect.
VI summarizes our main contributions and points out our future directions.
II. BACKGROUND
Let C be a non-empty closed convex subset of Rn, i.e., C ⊆ Rn, and x, z be vectors in Rn,
and ‖·‖ denote the Euclidean norm on Rn. For n ∈ N , let Bn = {x ∈ Rn : ‖x‖ ≤ 1} be the unit
ball, and νn−1 denote the uniform distribution on the unit sphere Sn−1 = {x ∈ Rn : ‖x‖ = 1}.
The next remark provides the necessary and sufficient condition for a set to be convex. It also
imposes a necessary condition on the function f we represent via partitioning.
Remark 1. A set C is convex if and only if for any random variable X (or function) over C,
P(X ∈ C) = 1, its expectation is also in C: E(X) ∈ C [49].
If C = {PC x|x ∈ Rn}, then for each x ∈ Rn there exists a unique point PC x ∈ C that is
closest to x in the Euclidean sense. Unique projection of x onto C [49, Ch. E.9] equals
PC x = arg min
y∈C
‖x− y‖2.
We next detail some properties of linear hyperplanes. Every hyperplane η is an affine set
parallel to an (n− 1)-dimensional subspace of Rn [49]. Let Hn be the space of hyperplanes in
5Rn. A hyperplane η ∈ Hn ⊂ Rn is characterized by the linear relationship given as follows:
η(a, b) = {y ∈ Rn : aᵀy = b}, a ∈ Sn−1, b ∈ R, (1)
where a is the nonzero normal and Sn−1 is the unit sphere.
Projection of x ∈ Rn onto η [49, Ch. E.5] is given as
Px = arg min
y∈H
‖x− y‖2 = x− a(aᵀa)−1(aᵀx− b).
We shall let s and J denote the number of sources and hyperplanes, respectively. A hyperplane
arrangement of size J in an s dimensional source space creates at most r(s, J) =
∑s
k=0
(
J
k
) ≤ 2J
regions. Hyperplanes in general position1 (GP) divide the space to r(s, J) regions [50].
Example 1. A hyperplane arrangement of size J = 3 for n = 2 in GP divides the space into
r(2, 3) = 7 regions. An example configuration is shown in Fig. 1.
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mutual information between the function and the partitions.
Finally, Sect. V points out our future directions.
II. BACKGROUND
Let C be a non-empty closed convex subset of Rn, i.e., C ✓
Rn, and x, z be vectors in Rn, and k·k denote the Euclidean
norm on Rn. For n 2 N , let Bn = {x 2 Rn : kxk  1} be
the unit ball, and ⌫n 1 denote the uniform distribution on the
unit sphere Sn 1 = {x 2 Rn : kxk = 1}.
The next remark provides the necessary and sufficient
condition for a set to be convex. It also imposes a necessary
condition on the function f we represent via partitioning.
Remark 1. A set C is convex if and only if for any random
variable X (or function) over C, P(X 2 C) = 1, its
expectation is also in C: E(X) 2 C [16].
If C = {PC x|x 2 Rn}, then for each x 2 Rn there exists
a unique point PC x 2 C that is closest to x in the Euclidean
sense. Unique projection of x onto C [16, Ch. E.9] equals
PC x = argmin
y2C
kx  yk2.
We next detail some properties of linear hyperplanes. Every
hyperplaneH is an affine set parallel to an (n 1)-dimensional
subspace of Rn [16]. Let Hn be the space of hyperplanes in
Rn. A hyperplane H 2 Hn ⇢ Rn is characterized as follows:
H(a, b) = {y 2 Rn : a|y = b}, a 2 Sn 1, b 2 R, (1)
where a is the nonzero normal and Sn 1 is the unit sphere.
Projection of x 2 Rn onto H [16, Ch. E.5] is given as
Px = arg min
y2H
kx  yk2 = x  a(a|a) 1(a|x  b).
A hyperplane arrangement of size k in Rn divides Rn into
at most r(n, k) =
Pn
i=0
 
k
i
   2k regions. Hyperplanes in
general position1 (GP) divide the space to r(n, k) regions [17].
Theorem 1. (Supporting hyperplane [18, Theorem 1].) A
point x lies in C if and only if max
a
(a|x SC(a))  0, where
SC(a) = sup{a|z : z 2 C} is the supporting hyperplane.
Using the basic properties of hyperplanes presented in this
section, we next develop a linear hyperplane-based function
encoding approach, which we name hyper binning.
III. HYPER BINNING FOR FUNCTION ENCODING
Consider the distributed source encoding scenario with 2
correlated sources X1 and X2 that are not allowed to talk to
each other, and 1 destination that needs to obtain the outcome
of f(X1, X2). A special case of this scenario is when f is
the identity function, and it has been studied by Slepian-
Wolf in their landmark paper [1]. Indeed, Cover developed an
asymptotically optimal encoding scheme using binning [19].
The binning is such that the codewords are selected uniformly
at random from each bin, and the bins are equally likely. In
this paper, we provide a natural generalization of the encoding
approach in [1] to the case where f is a general continuous
function that is different from the identity function.
1A plane arrangement is said to be in general position (GP) if and only if
every k ⇥ k sub-matrix of A has non zero determinant.
The high level idea is to partition a high dimensional code-
book space into closed (correlated) convex regions. Closed
convex sets can have dual representations as intersection of
half spaces. Hence, we use a finite set of hyperplanes where
their intersections determine the possible outcomes of a given
function f . Hyper bins, closed convex regions characterized
by the intersection of hyperplanes, can capture the dependency
structure of f on its arguments X1 and X2. Through this, it is
possible to accurately represent f up to some quantization
error. Note that the error can diminish by optimizing the
number (and dimensions) of the hyperplanes employed.
Our hyper binning approach is inspired from hyperplane-
based vector quantizers. The goal of such quantizers is to
optimize the error in the likelihood estimation by fine tuning
the hyperplane parameters. Hyper binning is a new perspective
to the challenging function computation problem due to the
lack of asymptotically optimal schemes that can handle the
dependence of the outcomes of f on the sources X1, X2, as
well as the correlation between the sources.
A. Why Hyper Binning?
In [14], authors showed that sending colorings of suffi-
ciently large power graphs of characteristic graphs (with some
additional conditions imposed on the functions) followed by
a source coding, e.g. Slepian-Wolf compression [1], leads to
an achievable encoding scheme for compressing functions.
Hence, instead of sending source random variables, it is
optimal to send coloring random variables. The receiver then
uses a look-up table to compute the desired function value by
using the received colorings. While in some cases, the coloring
problem is not NP-hard, in general, it is shown by Cardinal
et al. [20] that finding this coloring is an NP-hard problem.
Unlike graph coloring, the hyper binning scheme partitions
the source random variables in a way that achieves a desired
quantization error. Hyper binning naturally allows independent
coding across the sources via an ordering of hyper bins at each
source prior to transmission, and their joint decoding at the
destination. Since it avoids an NP-hard problem, it is more
effective than finding the minimum entropy coloring of the
characteristic graph of the function we seek to compute.
We next detail the necessary conditions for the encoding (or
compression) of the functions using our scheme.
B. Necessary Conditions for Encoding the Functions
Both the two sources and the destination know the function
f : (X1, X2) ! Z. The sources cannot communicate with
each other. We do not allow feedback from the destination.
Our approach entails some assumptions on the function.
Hyper binning yields a partitioning of the joint sources’ data
to convex sets Pk. Hence, from Remark 1, for each convex
partition Pk, we can only consider a class of functions f
satisfying that if P(f 2 Pk) = 1, then E(f) 2 Pk [21].
The function f has to be continuous at (x1, x2) 2 X since
f 1(Pk) is a neighborhood of (x1, x2) for every neighborhood
Pk of f(x1, x2) in Z. Otherwise, if the function is not
continuous, there might be a region Pk of f(x1, x2) such that
mutual information between the function and the partitions.
Finally, Sect. V points out our future directions.
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Fig. 1. Hyperplanes in GP (Example 1).
For each hyperplane η(a, b) there are n+ 1 unknowns a, b to be determin d, ence ther are
(n+ 1)J unknown hyperplane parameters in total. A given number of hyperplanes J in GP can
support a feature vector in an n-dimen ional pace he e the dimension is upper bounded as
nmax = max
n≥1
[n | (n+ 1)J ≤ r(s, J)], (2)
which follows from that the required number of hyperplane parame ers to represe t th function
should be smaller than the number of r gions representing the function outcomes. This result
gives a necessary condition (a lower bound on J) to support a feature vector in Rn. In Fig. 2 we
1A plane arrangement is said to be in general position (GP) if and only if every k×k sub-matrix of A has non zero determinant.
6sketch the relation between nmax and J . We observe that the benefit of employing a hyperplane
arrangement in terms of the number of dimensions hyperplanes can capture scales exponentially
in the number of sources s (for s > 2) versus orthogonal binning that provides linear scaling of
total number of dimensions in s as J increases.
0 20 40 60 80 100
100
102
104
106
Fig. 2. Maximum n versus the number of hyperplanes J in GP for different number of sources s.
Theorem 1. (Supporting hyperplane [51, Theorem 1].) A point x lies in C if and only if
max
a
(aᵀx− SC(a)) ≤ 0, where SC(a) = sup{aᵀz : z ∈ C} is the supporting hyperplane.
Using the basic properties of hyperplanes presented in this section, we next develop a linear
hyperplane-based function encoding approach, which we name hyper binning.
III. HYPER BINNING FOR FUNCTION ENCODING
We consider the distributed source encoding scenario with 2 statistically dependent i.i.d. finite
alphabet source sequences X1 and X2 that are not allowed to talk to each other, and 1 destination
that needs to compute the outcomes of the function f(X1, X2) on the sources X1, X2 where f
is known both at the sources and at the destination. We assume that there is no feedback from
the destination to the sources.
A special case of this scenario is when f is the identity function, and it has been studied by
Slepian-Wolf in their landmark paper [2]. Indeed, Cover developed an asymptotically optimal
encoding scheme using orthogonal binning [52]. The orthogonal binning is such that the code-
words are selected uniformly at random from each bin, and the bins are equally likely. In this
7paper, we provide a natural generalization of the encoding approach in [2] to the case where
f is a general continuous function (that satisfies the properties detailed in Sect. III-B) which is
different from the identity function.
The high level idea is to partition a high dimensional codebook space into closed convex
regions called hyper bins that capture the correlations between X1 and X2 as well as the
dependency / correlation structure between the outcomes of f and its arguments X1 and X2.
Our key intuition is that closed convex sets can have dual representations as intersection of
half spaces. Hence, we use a finite set of hyperplanes where their intersections determine the
hyper bins, i.e., the possible outcomes of f . Through hyper binning, it is possible to accurately
represent f up to some quantization error or distortion. Note that the error can diminish by
optimizing the number and dimensions of the hyperplanes employed with respect to sources as
well as the function. To the best of our knowledge, hyper binning is a new functional viewpoint
to the challenging distributed function aware quantization problem in computational information
theory which lacks asymptotically optimal schemes.
A. Why Hyper Binning?
In [14], authors showed that sending colorings of sufficiently large power graphs of char-
acteristic graphs followed by a source coding, e.g., Slepian-Wolf compression [2], leads to an
achievable encoding scheme for compressing functions provided that the functions satisfy some
additional conditions. Hence, instead of sending source random variables, it is optimal to send
coloring random variables. The destination then uses a look-up table to compute the desired
function value by using the received colorings. While in some cases, the coloring problem is not
NP-hard, in general, finding this coloring is an NP-complete problem [53]. Interesting instances
include the set cover [54], 3-dimensional matching [55], and 3-coloring [56] problems.
As in Slepian-Wolf encoding, in hyper binning each bin is a collection of infinite length
sequences that represents a typical sequence of function f ’s outcomes. Hyper binning does not
rely on NP-hard concepts such as finding the minimum entropy coloring of the characteristic
graph of f . Unlike graph coloring, hyper binning with a sufficient number of hyperplanes in GP
jointly partitions the source random variables in a way to achieve a desired quantization error
8at the destination for a given computation task. Hyper binning naturally allows (a conditionally)
independent encoding across the sources via an ordering of hyperplanes at each source prior to
transmission and their joint decoding at the destination. This is possible provided that there is
a helper mechanism that ensures the communication of the common randomness characterized
via hyperplanes which we detail in Sect. V-B.
We next detail the necessary conditions for the encoding of the functions (or functional
compression) that can be computed / quantized using our scheme.
B. Necessary Conditions for Encoding the Functions
Let X1, . . . , Xs be source random variables with Xi taking on values in a measurable set Xi
for i = 1, . . . , s. For the sake of presentation we focus on the case s = 2. We assume that the
function f : (X1,X2)→ Z is such that the mapping Z → {1, . . . ,M} is a bijection.
Our approach entails some assumptions on the function. Hyper binning yields a partitioning
of the joint sources’ data to convex sets Pk. From Remark 1, our model is restricted to a class
of functions f satisfying that if P(f ∈ Pk) = 1, then E(f) ∈ Pk for each Pk [57].
The function f has to be continuous at (x1, x2) ∈ (X1,X2) since f−1(Pk) is a neighborhood of
(x1, x2) for every neighborhood Pk of f(x1, x2) in Z . Otherwise, if the function is not continuous,
there might be a region Pk of f(x1, x2) such that f−1(Pk) is not a neighborhood of (x1, x2). In
other words, there might be multiple disjoint hyper bins that yield the same function outcome,
which is not captured in our setting. However, the domain of f can be discrete, as in [14].
IV. DESIGNING HYPER BINS
In this section, we formally design the hyper binning scheme. We start by describing our
assumptions on the source data that is represented by feature vectors. We then use linear
discriminant analysis (LDA) to distinguish different classes of feature vectors combinations
yielding the same function outcome.
A. Data and Hyperplane Arrangement
The feature vectors {xt} lie in an n-dimensional space and are a mixture of Gaussian random
variables. We assume that {xt} are independent and belong to either of the sources X1, X2.
9We employ a linear hyperplane arrangement for classifying {xt}. The model includes multiple
classes where the total number of classes is M , and the number of feature vectors of class k in
the data is nk, where class k is modeled / represented by an independent Gaussian distributed
random variable with mean vector µk, and covariance matrix Σ which is same for all k. The
total number of feature vectors is N , and nk/N is the relative count of class k data.
To describe the hyperplane arrangement we need J(n+ 1) parameters in total where J is the
number of hyperplanes. To achieve the desired distortion for a given function f , we shall choose
J in accordance with (2) to represent or distinguish the desired number of distinct outcomes M
of f . The orientations of hyperplanes will depend on the correlations between X1, X2 and f .
B. Optimizing the Hyperplane Arrangement for Distributed Quantization
To provide a joint characterization of sources by capturing their correlation as well as the
features of the function f , we exploit LDA. In LDA, the encoded data is obtained by projecting
the source data on a hyperplane arrangement, and by looking at on which side of each hyperplane
the vector lies. The criterion of a vector being in a class y is purely a function of this linear
combination of the known observations. The observation belongs to y if corresponding vector
is located on a certain side of a hyperplane. We independently design each hyperplane. The
hyperplane arrangement, i.e., the parameters of (a, b) for each hyperplane, depends on the
particular function f , as well as on the distribution of the vectors {xt}.
For a hyperplane η(a, b) described by vector a ∈ Rn and b ∈ R as in (1), the projected feature
vector ut = aᵀxt lies on one side of η(a, b) if ut ≤ b, and on the other side if ut ≥ b. Mapping
xt to the ut space is equivalent to computing the inner product of the feature vector and a. As a
result of this linear mapping of a high dimensional Gaussian (with independent coordinates) to
one-dimensional space, the distribution for the one-dimensional mapping outcome that models
class k is also Gaussian distributed and has the following mean and variance, respectively:
mk = µ
ᵀ
ka, σ
2 = aᵀΣa, k = 1, . . . ,M. (3)
In our setup we note that the feature vectors lie in a high dimensional space and form an inde-
pendent set of Gaussian random variables, and because their linear projections onto hyperplanes
10
are also Gaussian and independent, the notions of the set of hyperplanes and the feature vector
classes are exchangeable. More specifically, with a careful choice of the parameters {mk}Mk=1,
σ (i) projecting multiple vector classes onto a single hyperplane is equivalent to (ii) projecting
a set of feature vectors {xt} onto k hyperplanes to generate a total number of classes M where
each class can be considered as a mapping from {xt} to a hyper bin index. Using this analogy,
we represent/describe our model in (ii) via the multi-class interpretation in (i).
In the multi-class interpretation, the number of feature vectors of class k that lie to the right
of b = aᵀµ′ is given by nk,r = nkpk where the probability that the feature vector belongs to
partition k is given by
pk = Q
( |b−mk|
σ
)
, k = 1, . . . ,M, (4)
where Q(z) = 1
2
erfc
(
z√
2
)
is the complementary cumulative distribution function of the standard
Gaussian distribution that decays with z since erfc(z) → 0 as z → ∞ monotonically. An
immediate observation is that as σ increases, pk becomes higher due to (4). As σ increases,
since pk’s also increase, pM+1 increases. Furthermore, pk increases in mk assuming that b ≥ mk.
We assume that pk is fixed and the distribution {pk}Mk=1 is determined by the function f .
In the multi-hyperplane interpretation, we let qj be the probability that a feature vector lies
to the right of bj for a hyperplane j = 1, . . . , J characterized by η(aj, bj). Hence the relation
between {pk}Mk=1 and {qj}Jj=1 satisfies that pk =
∏
j∈Sk qj
∏
j /∈Sk(1−qj) where Sk corresponds to
the set of the hyperplanes j for which the hyper bin k lies to the right of bj and qj = P(aᵀjxt ≥ bj).
Our goal is to determine (a, b) such that if the feature vectors are assigned to one of two
partitions based on ut ≤ b, then the average of the entropy of the class distribution in the
partitions is minimized. Note that the entropy of class k due to the partitioning via hyperplane
η(a, b) is h(pk), which is the entropy of a Bernoulli process with probability pk of one of two
values. Binary entropy function is given by h(p) = −p log2 p− (1− p) log2(1− p).
The class of hyperplanes can be determined by designing the optimum a and b for each
hyperplane such that if the feature vectors at the current node are assigned to one of two
partitions based on whether xᵀa ≤ b, then the average of the entropy of the class distribution
11
in the partitions is minimized [34]. Minimizing the entropy of partitioning is equivalent to
maximizing the mutual information associated with the partitioning, i.e., the difference between
the entropy of function f and the average of the entropy of the partitions.
Our objective is to minimize the entropy of the partitioning. To that end, we choose the
following mutual information metric that is associated with the hyper binning-based partitioning
scheme and is given by the difference
I(M) = h(pM+1)−
M∑
k=1
nk
N
h(pk). (5)
This metric captures the accuracy of correctly classifying the function outcomes. The higher the
entropy for the classification of M partitions (classes), i.e., {h(pk)}Mk=1, the lower I(M) is.
The trend of I(M) in (5) depends on the distributions of the feature vectors. To maximize
I(M) via hyper binning, it is intuitive that (a, b) should be such that pk’s for k = 1, . . . ,M
are close to 0 or 1 to minimize h(pk)’s, and pM+1 = 1N
∑M
k=1 nk,r is close to 0.5, i.e., there are
approximately equal number of feature vectors in the two partitions to maximize h(pM+1).
Assume for optimal I(M) that each pk is approximately 0 or 1. As σ increases, h(pM+1) starts
to decrease, and the entropy h(pk) starts to increase for k = 1, . . . ,M . For the asymmetric case
where ni is proportional to pk, i.e., nk ∝ pk, incrementing M will improve I(M) because each
added hyperplane will provide more information to be able to distinguish the function outcomes.
However, for the symmetric case where nk = N/M , incrementing M beyond a certain number
of hyperplanes will not help. This is later demonstrated in Prop. 4.
C. Binning for Distributed Source Coding
In this part of the paper, we detail a fundamental limit for asymptotic compression of dis-
tributed sources followed by an achievable random binning. This type of random binning is
equivalent to orthogonal quantization of typical source sequences, as we will describe in Prop.
1. We then contrast the hyper binning scheme with other baselines that rely on random binning.
Slepian-Wolf Compression. This is the distributed lossless compression setting where the
function f(X1, . . . , Xn) is the identity function. In the case of two source random variables
X1 and X2 that are jointly distributed according to PX1,X2 , the Slepian-Wolf theorem gives
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a theoretical bound for the lossless coding rate for distributed coding of the two statistically
dependent i.i.d. finite alphabet source sequences X1 and X2 as below [2]:
RX1 ≥ H(X1|X2), RX2 ≥ H(X2|X1), RX1 +RX2 ≥ H(X1, X2), (6)
where H(X1) = E[− log2(X1)] is the entropy of X1 in bits. The bound in (6) implies that X1
can be asymptotically compressed up to the rate H(X1|X2) which is the conditional entropy of
X1 when X2 is available at the receiver [2]. This theorem states that to jointly recover (X1, X2)
at a receiver with arbitrarily small error probability for long sequences, it is both necessary and
sufficient to separately encode X1 and X2 at rates (RX1 , RX2) satisfying (6). The codebook
design is done in a distributed way, i.e., no communication is necessary between the encoders.
If both the encoder and the decoder of the two sources do not make use of the correlation which
exists between the random variables, the lowest rate one can achieve for lossless compression
is H(X1) and H(X2) for X1 and X2, respectively, where H(X1) and H(X2) are the entropies
of X1 and X2. However, the Slepian-Wolf theorem shows that making use of the correlation, at
the expense of vanishing error probability for long sequences, allows a much better compression
rate. As long as the total rate of X1 and X2 is larger than their joint entropy H(X1, X2) and
none of the sources is encoded with a rate smaller than its conditional entropy, distributed coding
can achieve arbitrarily small error probability for long sequences.
Random Binning. Codebook design for computing functions f on the data X = (X1, X2),
i.e., the mappings from X to the destinations, is challenging, irrespective of whether or not X1
and X2 are correlated. A random code construction for source compression that achieves this
fundamental limit has been provided by Cover in [58]. Cover’s random binning also achieves
the Slepian-Wolf rate region for distributed sources given in [2] which we detail next.
Proposition 1. Cover’s random binning [58]. Binning asymptotically achieves zero error for
the identity function f(X1, X2) = (X1, X2) when the encoders assign sufficiently large codeword
lengths nR1 and nR2 in bits to each source sequence where R1 > H(X1) and R2 > H(X2|X1).
Proof. The proof of random binning is detailed in [58]. We only discuss in steps the lossless
source coding for single source case:
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Fig. 3. Hyperplane organization. (Left) Binning approach of Slepian-Wolf [2]. (Middle) Function sensitive,
correlation insensitive partitioning. (Right) Function and correlation sensitive partitioning.
i. Codebook generation is such that each xn ∈ X n is randomly and independently assigned an
index m(xn) ∈ [1 : 2nR] uniformly over [1 : 2nR]. Bin B(m) is a subset of sequences with
the same index m ∈ [1 : 2nR]. Both the encoder and decoder knows the bin assignments.
ii. The encoder, upon observing xn ∈ B(m), sends the bin index m.
iii. The decoder, upon receiving m, declares that xˆn to be the estimate of the source sequence
if it is the unique typical sequence2 in B(m); otherwise it declares an error.
iv. A decoding error occurs if xn is not typical, i.e., E1 = {Xn /∈ T n }, or if there is more than
one typical sequence in B(m), i.e., E2 = {x˜n ∈ B(M) for some x˜n 6= Xn, x˜n ∈ T n }.
v. Let M denote the random bin index of Xn, i.e., Xn ∈ B(M) where M ∼ Unif[1 : 2nR] ⊥
Xn. If R > H(X) + δ(), Cover has shown that the probability of error P ne averaged over
Xn and random binnings→ 0 as n→∞ [58]. Hence, there must exist at least one sequence
of binnings with P ne → 0 as n→∞.
The result can easily be generalized to distributed sources.
To illustrate the gains that we can achieve with an optimally designed hyper binning scheme,
we next consider an example. The goal of this example is to motivate how informative a
partitioning can be in regards to quantifying a function.
Example 2. Contrasting different binning methods for distributed source coding. Consider
the following scenario in which the source pair (X1, X2) takes M = 16 possible outcomes, with
2For a typical set T n ⊂ Xn, the probability of a sequence from Xn being drawn from T n is greater than 1 − , i.e.,
P[xn ∈ T n ] ≥ 1−  [52, Ch. 3].
14
each outcome being equally likely. The encoding for different binning schemes is illustrated in
Fig. 3.
(Left) The Slepian-Wolf encoding scheme distinguishes all possible outcomes. However, the
Slepian-Wolf binning scheme does not capture the function’s structure, i.e., f(X1, X2) and
(X1, X2) not distinguished from each other. In this case with 16 equally likely partitions,
P((X1, X2) = (i1, i2)) = 1/16, the entropy of the partitions equals H(X1, X2) = log2(16) = 4.
Then, ISW = H(X1, X2)−H(X1, X2) = 0.
(Middle) The block binning or generalized orthogonal binning scheme can capture functions
with the pair (X1, X2) having a blockwise dependence, such as the function shown in Figure
5. In this example, there are 4 blocks Bk, with indices k = 1, . . . , 4 corresponding to function
outcomes. Hence, fB(X1, X2) and (X1, X2) can be distinguished under this blockwise parti-
tioning. This encoding scheme is easy to implement by combining some of the blocks prior
to implementing the Slepian-Wolf encoding scheme in each Bk. Clearly, this is more efficient
than completely ignoring the function’s structure and directly implementing the Slepian-Wolf
encoding. Hence, for sources sharing blockwise dependency, i.e., H(fB(X1, X2)) < H(X1, X2).
In this example with 4 blocks, we use 3 hyperplanes as shown in Fig. 3 (Middle). Hence, for
block binning P(Bk) = P(fB(X1, X2) = k) =
∑
i1,i2: fB=k
pi1 i2 . For example the colored region
B2 has a probability P(B2) = 9/16. Similarly, P(B1) = 3/16, P(B3) = P(B4) = 2/16. This
implies that the entropy of the partitions equals H(fB(X1, X2)) = 1.67. In this case, the block
binning scheme yields IB = H(X1, X2)−H(fB(X1, X2)) = 2.33.
(Right) The hyper binning scheme can capture the dependencies in the pair (X1, X2) and
f(X1, X2), unlike the block binning scheme. In this scheme, the partitions Pk, with indices
k = 1, . . . , 4 corresponding to function outcomes cannot be considered independently since each
partition shares a non-orthogonal boundary to capture the dependency across the sources. With
hyper binning, it is possible to jointly encode correlated sources as well as the function up to some
distortion, determined by the hyperplane arrangement. As a result, for sources with dependency
(more general than blockwise dependency), we can achieve H(f(X1, X2)) < H(fB(X1, X2)). We
partition the region using 2 hyperplanes in GP by taking into account the correlation structure
between the function and the sources. In this case, P(P1) = 0.375, P(P2) = 0.531, P(P3) =
15
0.031, P(P4) = 0.063, and the entropy of the partitions satisfies H(f(X1, X2)) = 1.42 for each
k. Hence, the hyper binning model yields I(M) = H(X1, X2)−H(f(X1, X2)) = 2.58.
D. Source Data Distribution Models
We next assume that m1 < . . . < mM−1 < mM , and σ is fixed. Hence, (4) implies that
p1 < . . . < pM−1 < pM . Further assume that 1/2 < pk for all k, yielding h(p1) > . . . > h(pM).
1) Asymmetric Data Distribution: Consider the scenario where the class distribution is not
uniform such that each nk is proportional to pk, i.e., nk = βpk for some β ∈ R+. Assuming
that pk’s are not identical, the asymmetry among pk is exacerbated by nk. Hence, asymmetry
across the different classes makes the classes more distinguishable. A function that satisfies this
criterion can be compressed well. In other words, the function is not surjective.
Proposition 2. For a data distribution that satisfies nk = βpk, for β ∈ R+, we have that
I(M + 1) ≥ I(M), ∀M ≥ 1.
Proof. Adding one more hyperplane, pk’s decay and for given N , nk’s also decrease but since
the source data is preserved, we have
∑M
k=1 nk =
∑M+1
k=1 n˜k =
∑M+1
k=1 αnk = N where α ∈ [0, 1].
Letting α¯ = 1− α, the following holds for I(M + 1):
I(M + 1) = h
( 1
N
M+1∑
k=1
n˜kpk
)
−
M+1∑
k=1
n˜k
N
h(pk)
= h
( 1
N
M∑
k=1
αnkpk + α¯pM+1
)
− α
M∑
k=1
nk
N
h(pk)− α¯h(pM+1)
(a)
≥ αh
( M∑
k=1
nk
N
pk
)
+ α¯h(pM+1)− α¯h(pM+1)− α
M∑
k=1
nk
N
h(pk), (7)
where (a) is due to the concavity of h. Right-hand side of (a) is αI(M). For the asymmetric
data distribution, we have nk = βpk. The following relation confirms the monotonicity of I(M):
I(M + 1) ≥ αh
( β
N
M∑
k=1
p2k
)
−
M∑
k=1
αβpk
N
h(pk)
(b)
= αI(M),
16
where (b) follows from the definition of I(M) that yields
I(M) = h
( 1
N
M∑
k=1
nkpk
)
−
M∑
k=1
nk
N
h(pk) = h
( β
N
M∑
k=1
p2k
)
−
M∑
k=1
βpk
N
h(pk).
Since I(M + 1) ≥ αI(M) where α ∈ [0, 1], the final result can be obtained.
Proposition 3. For symmetric data distribution, the following holds:
h¯M − h (p¯M)
M + 1
≤ I(M + 1)− I(M) ≤ h¯M − h(pM+1)
M + 1
, (8)
where we note that h (p¯M) > h(pM+1). In the limit as M →∞, the gap I(M + 1)− I(M)→ 0
from the squeeze theorem.
Proof. See Appendix A.
Prop. 3 provides a convergence result on I(M) as given in (8). It also implies that the gains
due to the increments in M provides diminishing returns, which is consistent with the intuition.
2) Symmetric Data Distribution: We now consider the uniform class distribution case such
that nk = NM . Unlike the asymmetric case the classes are less distinguishable. A function that
satisfies this criterion cannot be compressed well due to its surjectivity. For the symmetric case, let
p¯M =
1
M
∑M
k=1 pk. Hence, we obtain (M+1)p¯M+1 = Mp¯M+pM+1. Letting h¯M =
1
M
∑M
k=1 h(pk),
it is easy to note that (M + 1)h¯M+1 = Mh¯M + h(pM+1).
For the uniform scenario, I(M) = h (p¯M)− h¯M . Because entropy is concave, h(p¯M) ≥ h¯M .
Let h(p¯∗M) = h¯M such that p¯
∗
M ≤ 1/2. This implies that p¯M ∈ [p¯∗M , 1− p¯∗M ].
Proposition 4. For the symmetric case, I(M) converges to
lim
N→∞
I(N) = I(1) +
∞∑
M=1
h¯M − h(pM+1)
M + 1
. (9)
Proof. It follows from convergence of { h¯M−h(pM+1)
M+1
}M to 0 as M →∞. See Appendix C.
In Fig. 4, we illustrate the variation of I(M) with respect to M for different σ2. In the left,
the class distribution is asymmetric such that nk ∝ pk. Here, the monotone increasing trend of
I(M) can be observed. In the right, the class distribution is uniform such that nk = N/M . Note
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Fig. 4. Mutual information I(M) versus M . (Left) Asymmetric, nk ∝ pk, (Right) Symmetric, nk = N/M .
that I(M) drops with σ because with higher variability it becomes hard to distinguish among the
classes. We observe this trend in both cases. In the asymmetric case with nk ∝ pk, we have the
relation h
(
1
N
∑M
k=1 nkpk
)
> h
(
1
M
∑M
k=1 pk
)
. Furthermore,
∑M
k=1
nk
N
h(pk) <
1
M
∑M
k=1 h(pk).
Hence, I(M) is always higher for the asymmetric case than for the symmetric case.
V. A DISCUSSION ON COMPUTATIONAL INFORMATION THEORY
In this section we provide connections between our distributed computationally aware quan-
tization scheme that relies on hyper binning and the coloring-based coding schemes in order to
devise a new perspective to computational information theory.
A. Connection of Hyper Binning with Achievable Coloring-based Coding Schemes
For functions with particular structures, we can trim the binning-based codebook, as we
detailed in Example 2. For example, trimming works for the block function shown in Fig.
5 (Left) but not for the smooth function in Fig. 5 (Right).
Because the sources cannot communicate with each other the only possible way to rate
reduction is through a source’s defining its equivalence class for functional compression. We
next give a block function example for which codebook trimming followed by the Slepian-Wolf
encoding is asymptotically optimal.
Example 3. A trimmable codebook. Assume that sources X1, X2 are independently and
uniformly distributed over the alphabets X1 = X2 = {0, 1, 2, 3}. The function is f(X1, X2) =
X1 ⊕ X2. Note that this function exhibits a behavior as shown in Figure 5 (Left). Given the
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Fig. 5. (Left) A block function (no correlation across bins). (Right) A smooth function (correlation across bins).
function, source 1 can determine an equivalence class [x1] which is mapped to f(x1, X2).
Similarly, source 2 can determine an equivalence class [x2] which is mapped to f(X1, x2).
For this example, [0] = [2] and [1] = [3] both for X1 and X2, i.e., each source needs 1 bit to
identify themselves since the data distributions are uniform. However, the entropy of the function
is 1 bit because there are only 2 classes that are equally likely.
To compute the function outcome each source needs to specify its equivalence class without
any help from other source. To specify its equivalence class [x1] source 1 to transmit R1 = 1 bit.
Similar arguments follow for source 2 and R2 = 1. Hence, R1 +R2 = 2. In this example, each
equivalence class is equiprobable and has the same size which is 2 for each source because the
model is symmetric, which makes the model more tractable.
While for a special class of functions, random binning approach works, or we can do orthog-
onal trimming of the binning-based codebook. we conjecture that binning may not optimize the
rate region for general functions (even without correlations).
Conjecture 1. Orthogonal binning may not be efficient when computing general functions (and /
or with correlated sources). When the decoder observes f(xˆn1 , xˆ
n
2 ), it is possible that f(xˆ
n
1 , xˆ
n
2 ) =
f(x˜n1 , x˜
n
2 ) for some source pair (x˜
n
1 , x˜
n
2 ) 6= (xˆn1 , xˆn2 ). In this case, the bins cannot be combined
since f(xˆn1 , x˜
n
2 ) 6= f(x˜n1 , xˆn2 ) in general. Hence, orthogonal binning is clearly suboptimal.
We next provide an example to verify our conjecture.
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Example 4. Let f(X1, X2) = (X1 ·X2) mod 2 with X1 = {1, 2, 3, 4} and X2 = {0, 1} (similar
to the one shown in Figure 5 (Right) but with discrete alphabets and binary outcomes)
f(X1, X2) = 0 =⇒

x˜1 ∈ X1, x˜2 = 0,
xˆ1 ∈ {2, 4}, xˆ2 = 1.
f(X1, X2) = 1 =⇒ x˜1 ∈ {1, 3}, xˆ2 = 1,
However, f(3, 1) = 1 6= 0 = f(2, 1). We also illustrate the source pairs causing different
outcomes in Fig. 6. From this example, orthogonal binning may not work for functions even
when sources have no correlation.
X2
X1
(xˆn1 , xˆ
n
2 )
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Fig. 6. Source combinations for computing f(X1, X2) in Example 4 for which the necessary condition on trimming
of orthogonal codebook does not hold. Source pairs causing different outputs are filled in with different patterns.
Coloring-based approaches have recently been devised exploiting the notion of characteristic
graphs introduced by Körner in [10], which have then been used in characterizing rate bounds
in various functional compression setups [11]. We use the notation HGX1 (X1) to represent the
graph entropy for the characteristic graph GX1 that captures the equivalence relation source X1
builds for a given function f on the source random variables (X1, . . . , Xs). Similarly, the other
sources have characteristic graphs GX1 , . . . , GXs , respectively.
Definition 1. [14, Defn. 19] A joint-coloring family VC for X1, . . . , Xs with any valid colorings
cGX1 , . . . , cGXs is defined as VC = {v1c , . . . , vlc} where vic is the set of points (xi11 , xi22 , . . . , xiss )
whose coordinates have the same color, i.e., vic = {(xi11 , xi22 , . . . , xiss ), (xl11 , xl22 , . . . , xlss ) : cGX1 (xi11 ) =
cGX1 (x
l1
1 ), . . . , cGXs (x
is
s ) = cGXs (x
ls
s )} , for any valid i1, . . . , is, and l1, . . . , ls. Each vic is called
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a joint coloring class. A joint coloring class vic is connected if between any two points in v
i
c,
there exists a path that lies in vic. Otherwise, it is disconnected.
In [13] authors provide a sufficient condition called the Zig-Zag Condition, and in [14] authors
provide a necessary and sufficient condition for any achievable coloring-based coding scheme
called the Coloring Connectivity Condition. These are achievable modular schemes that decouple
coloring from Slepian-Wolf compression. We next restate the condition in [14].
Definition 2. [14, Defn. 20] Let X1, . . . , Xs be random variables with any valid colorings
cGX1 , . . . , cGXs . A joint coloring class v
i
c ∈ VC satisfies the Coloring Connectivity Condition
(CCC) when it is connected, or its disconnected parts have the same function values. Colorings
cGX1 , . . . , cGXs satisfy CCC when all joint coloring classes satisfy CCC.
Remark 2. CCC versus orthogonal binning. CCC ensures the conditions for orthogonal
binning, i.e., codebook trimming. For example, a coloring-based scheme that satisfies CCC is
applicable to Example 3. However, it may be sub-optimal for general functions not allowing for
orthogonal binning, see Example 4. Let x˜n1 ∈ {1, 3} and xˆn1 ∈ {2, 4} and x˜n2 = 0 and xˆ2 = 1.
Note that (xˆn1 , xˆ
n
2 ) ∼ (xˆn1 , x˜n2 ) (CCC preserved). Also, (xˆn1 , x˜n2 ) ∼ (x˜n1 , x˜n2 ) (CCC preserved).
However, (x˜n1 , x˜
n
2 ) ∼ (x˜n1 , xˆn2 ) is not true (CCC is not preserved). Hence, we conclude that
CCC is a necessary condition for codebook trimming. This also explains the suboptimality of
coloring-based coding models for general functions.
B. An Achievable Encoding Scheme for Hyper Binning-based Distributed Function Quantization
In this section we provide a high-level abstraction for an achievable encoding model for
the hyper binning scheme with s = 2 sources. For a function f(X1, X2) that is known both
at the sources and at the destination, we let {η1, η2, . . . , ηJ} ∈ H2 ⊂ R2 be the hyperplane
arrangement of size J in GP that divides R2 into exactly M = r(2, J) regions, and is designed
so as to sufficiently represent/quantize f(X1, X2). Our goal is to predetermine the hyperplane
parameters {(aj, bj)}Jj=1 that maximize I(M). We assume that these parameters are known at
both sources and sent to the destination only once.
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Common Information Carried via Hyperplanes. To enable the distributed computation
for non-decomposable functions we envision a helper-based distributed functional compression
approach. A hyper binning-based encoding scheme requires the transmission of common ran-
domness between the source data and the data and the function captured through the hyperplanes.
The Common Information (CI) measures provide alternate ways of compression for computing
when there is common randomness that can be separately extracted from either marginal of two
jointly distributed source variables X1 and X2 [59], and have applications in private constrained
synthesis of sources and secrecy [60]. In our distributed quantization setting, the helper should
communicate in a prescribed order the hyperplane parameters that are J(n+1) in total. The rate
of CI is equal to the rate of compressing the hyperplane parameters {(aj, bj)}Jj=1. While these
parameters are real valued, they have approximate floating point representations. Furthermore,
while they might need to be updated with n, from (2) the update rates of J and hence of the
hyperplane parameters is logarithmic with respect to n.
Encoding. The encoding is such that each source Xi, i = 1, 2 independently determines an
ordering of hyperplanes to compress Xi. Let these orderings be OXi ⊆ piXi({η1, η2, . . . , ηJ}),
where piXi is the permutation of the hyperplane arrangement from the perspective of source i.
Note that piXi1 6= piXi2 for i1 6= i2 because sources might build different characteristic graphs.
Source i determines an ordering OXi , which is from the most informative, i.e., decisive in terms
of classifying the source data, to the least such that the first bit provides the biggest reduction
in the entropy of the function outcome.
Transmission. Because each source has the knowledge of {(aj, bj)}Jj=1, it does the compar-
isons ajxt ≥ bj for hyperplane j and sends the binary outcomes of these comparisons. Hence,
each source needs to send at most J bits (1 bit per hyperplane) to be able to indicate the region
that represents the outcome of f . There are at most 2J possible configurations, i.e., codewords,
among which nearly |C|HP = 2
∑J
j=1 h(qj) are typical. Source i transmits a codeword that represents
a particular ordering piXi . Hence, in the proposed scheme with J hyperplanes, in total (up to) 2J
bits are required to describe a function with M = r(2, J) outcomes. This is unlike the Slepian-
Wolf setting, where source i has approximately |C|SW = 2nH(Xi) codewords to represent the
typical sequences with blocklength n as n goes to infinity [2]. Hence, an advantage of the hyper
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binning scheme over the scheme of Slepian-Wolf is that it can capture the growing blocklength n
with J hyperplanes without exceeding an expected distortion. Note that as hyper binning captures
the correlation between the sources as well as between the sources and the function, it provides
a representation with a reduced codebook size |C|HP < |C|SW for distributed source coding for
function computation. If using J  n hyperplanes ensures that the majority of qj is in {0, 1},
then the efficiency of the function representation is obvious. However, when J scales with n, a
sufficient condition for
∑J
j=1 h(qj) ≈ nH(Xi) to hold for all i when f is the identity function
is that h(qj) ≈ nJH(Xi) for each j. Note that when f is different from the identity function,
source i instead of compressing at H(Xi), it compresses using the entropy of the characteristic
graph HGXi (Xi) that it builds to distinguish the outcomes of f [10].
Reception. At the destination, each codeword pair received from the sources yields a distinct
function output that can be determined by the specific order of the received bits in the codebooks
designed for evaluating the outcome of f along with the CI carried via the hyperplanes.
VI. CONCLUSIONS
In this paper, we introduced a distributed function aware quantization scheme for distributed
functional compression called hyper binning. Hyper binning provides a natural generalization of
orthogonal binning schemes for distributed source compression to function computation such that
the number of hyperplanes does not necessarily linearly scale with the blocklength. Optimizing
the tradeoff between the number of hyperplanes and the blocklength is crucial in exploiting
the high dimensional data, especially in a finite blocklength setting. The proposed model can
easily adapt to the changes by fine tuning the hyperplane parameters. It can also learn from
data by successively refining the hyperplanes with the growing data size. Our future work
includes sampling and vector quantization for function computation from an information theoretic
standpoint. Extensions also include the generalization to more general convex bodies formed by
nonlinear hyperplanes, hypersurfaces, and functions of more than two variables. We believe that
our approach provides insights into the limits of data compression and reliable computation and
a fresh perspective to vector quantization.
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APPENDIX
We recall the following notation being used in the paper: h¯M = 1M
∑M
k=1 h(pk) and h¯M+1 =
1
M+1
∑M+1
k=1 h(pk), and hence (M + 1)h¯M+1 = Mh¯M + h(pM+1).
A. Proof of Proposition 3
The mutual information I(M + 1) satisfies the relation:
I(M + 1) = h
(
Mp¯M + pM+1
M + 1
)
− h¯M+1
≥ M
M + 1
h(p¯M) +
1
M + 1
h(pM+1)− Mh¯M + h(pM+1)
M + 1
=
M
M + 1
(
h(p¯M)− h¯M
)
=
M
M + 1
I(M),
where the inequality is due to concavity of h.
Given M , assume {pk}Mk=1 are fixed and in the increasing order 1/2 < p1 < p2 < . . . < pM
and hence h¯M . When we increment M , since h
(
Mp¯M+pM+1
M+1
)
≤ h (p¯M),
I(M + 1) ≤ M
M + 1
(
h (p¯M)− h¯M
)
+
h (p¯M)− h(pM+1)
M + 1
=
M I(M)
M + 1
+
h (p¯M)− h(pM+1)
M + 1
= I(M) +
h¯M − h(pM+1)
M + 1
.
Combining the bounds we attain the desired result.
B. Proof of Proposition 4
For the symmetric case we have the following 2 bounds:
I(M + 1) = h (p¯M+1)− h¯M+1 ≤ h (p¯M)− h¯M+1
= I(M) + h¯M − h¯M+1 ≥ I(M),
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where first inequality is due to that p¯M+1 ≥ p¯M that implies h (p¯M+1) ≤ h (p¯M). Furthermore,
h(p1) > h(p2) > . . . h(pM) > h(pM+1). Hence, h¯M+1 ≤ h¯M . Hence,
I(M + 1) ≥ h (pM+1)− h¯M
= h (pM+1) + I(M)− h (p¯M) ≤ I(M).
Assume pk > 1/2. Then, p¯M ≤ 1−p¯∗M . If 1−p¯∗M ≥ pM+1 ≥ p¯M , then p¯M+1 ≥ Mp¯M+p¯MM+1 = p¯M .
In this case, max{h(pM+1), h (p¯M+1)} ≤ h (p¯M) and from the relation between h¯M and h¯M+1
we have h¯M+1 ≥ min{h¯M , h(pM+1)}:
I(M + 1) ≤ h (p¯M)−min{h¯M , h(pM+1)}
= I(M) + max{0, h¯M − h(pM+1)} = I(M).
Assume pk < 1/2. Then, p¯M ≥ p¯∗M . If p¯∗M ≤ pM+1 ≤ p¯M , then p¯M+1 ≤ p¯M . In this case,
max{h(pM+1), h (p¯M+1)} ≥ h (p¯M) and from the relation between h¯M and h¯M+1 we have
h¯M+1 ≤ max{h¯M , h(pM+1)}.
I(M + 1) ≥ h (p¯M)−max{h¯M , h(pM+1)}
= I(M) + min{0, h¯M − h(pM+1)} = I(M).
C. Proof of Proposition 4
For the convergence argument, from (8), taking a sum from M = 1 to N − 1, we have that
N−1∑
M=1
h¯M − h (p¯M)
M + 1
≤ I(N)− I(1) ≤
N−1∑
M=1
h¯M − h(pM+1)
M + 1
.
From the law of large numbers, h¯M → E[h] = 0 as M →∞ and h(pM)→ 0, i.e., the sequence
{ h¯M−h(pM+1)
M+1
} converges to 0. It is indeed a Cauchy sequence. Note that a sequence x1, x2, x3, . . .
of real numbers is called a Cauchy sequence if for every positive real number ε, there is a positive
integer N such that for all natural numbers m,n > N , |xm − xn| < ε. Hence, it is convergent.
For the monotonicity arguments,
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When nk are symmetric, I(M) has the behavior as shown in Fig. 4 (Right). The decay rates
are small when M is large. However, when M is small, we expect the first term to decrease
slower (concavity), yielding a larger mutual information. As M gets larger, the decrease in the
first term is sharper and the mutual information decreases. We next formally investigate this:
∆I(M + 1) =
1
M + 1
((
h¯M − p¯M
)− (h (pM+1)− pM+1)) .
Since h(p) − p is decreasing in p for p ≥ 1/2, we have that h(p¯M) − p¯M ≥ h(p¯M+1) − p¯M+1.
However, because entropy is concave, i.e., h(p¯M) − p¯M ≥ h¯M − p¯M for all M , this does not
imply that h¯M − p¯M > h (pM+1) − pM+1 for all M . When M is small, the gap h(p¯M) − h¯M
is smaller and it is possible to have ∆I(M + 1) ≥ 0. However, when M gets larger, the gap
h(p¯M)− h¯M is larger and ∆I(M + 1) < 0.
There is a unique global maximum I(M∗) such that ∆I(M + 1) ≈ 0. This is true when
h (pM+1)− pM+1 ≈ h¯M − p¯M . The value M∗ is unique since as M > M∗, the relative increase
of pM+1 is more than p¯M , and the relative decrease of h (pM+1) with respect to h (p¯M) is higher
and h¯M is smaller than h (p¯M).
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