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Рассматривается задача выпук-
лого программирования с конти-
нуумом ограничений. Решение за-
дачи сводится к решению после-
довательности минимаксных за-
дач. Описано два приложения 
метода.  
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ОБ ОДНОМ МЕТОДЕ РЕШЕНИЯ 
ЗАДАЧИ ВЫПУКЛОГО 
ПРОГРАММИРОВАНИЯ  
Введение. Первые иследования, связанные  
с применением чебышевских точек для пост-
роения алгоритмов решения задачи выпукло-
го программирования предложены в [1, 2]. 
Метод чебышевских центров впервые пред-
ложен для отыскания решения игры многих 
лиц и имеет арифметическую скорость схо-
димости [3]. В многоточечных методах оп-
тимизации определяемые чебышевские цен-
тры непосредственно используются для кон-
струирования минимизирующих последова-
тельностей. В одноточечных методах чебы-
шевские центры используются лишь для 
формирования направлений движения. Од-
ноточечный вариант метода чебышевских 
центров в его первоначальной версии [2] – 
это метод условного градиента.   
В статье исследован метод, сводящий ре-
шение исходной задачи к решению последо-
вательности негладких задач безусловной 
оптимизации. Далее, многоточечный метод 
применяется для нахождения равновесной 
цены линейной модели чистого обмена [4]  
и решения одной задачи выпуклого про-
граммирования. 
Вначале рассмотрим следующую задачу 
выпуклого программирования: 
  nRxxfx  minarg* . 
Пусть уже построены точки kixi ,1,  ,  
и в них вычислены субградиенты  ii xgg  . 
Из определения субградиента следует, что 
точка *x  принадлежит области 
      kixfxfxxgxD iiik ,1,,: *  .
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Если же в задаче величина  *xf  неизвестна, то точка *x  принадлежит более 
широкой области   kixxgxD iik ,1,0,:  . 
В качестве следующего приближения 1kx  берется, например, чебышевский 
центр второго многогранника kD , т. е. точка, максимум расстояния которой  
от граней kD  минимален (вектор ig  нормирован): 
    kixxgx iikk ,1,,minarg; 11   . 
Условие Хаара обеспечивает единственность чебышевской точки, а при выпол-
нении некоторых условий алгоритм сходится [1]. 
Далее, пусть mn RGRG  21 ,  – ограниченные замкнутые выпуклые  
множества;  x0  – выпуклая функция на  1; ,G x y  – выпуклая по x  на 1G  
функция при каждом 2Gy  и непрерывная по совокупности переменных  
функция на 21 GG  . Обозначим допустимую область в  1 : ,G D x x y     
2 10 ; .y G x G     
Рассмотрим следующую задачу выпуклого программирования 
  Dxxx  0* minarg ,                                         (1) 
для которой выполняется условие Слейтера: существует точка Dx~  такая,  
что   20,
~ Gyyx  .  
В качестве первого приближения 1x  вектора *x  берем произвольный вектор 
из D . Пусть уже найдено приближение kx  решения 
*x  и некоторые векторы 
2,...,
1 Gyy q  . На общем шаге находим точку в 1nR : 
     1 1 21 1 0 0 1; argmin ;k q k q kn n nz x x              
   0,;,1,, 11   Gxqiyx ni .                                 (2) 
Если Dz qk  1 , то полагаем 11   qkk zx . Если же Dz qk  1 ,  
то выбираем вектор 2
1 Gy q   такой, что   1111 ,   qknqqk yz ,  
где произвольный параметр   выбираем из  1,0 .  
Лемма. Справедливо равенство .0lim 1 



qk
n
qk
 
Доказательство. Поскольку отрицательная неубывающая последователь-
ность  qkn 1  ограничена сверху, то ее предел   существует и 0 . Предпо-
ложим, что 0 . Тогда последовательность  kx  конечна, или в противном 
случае из неравенства        2100 1kxx k  получаем 
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    Dxx0inf , что противоречит условию. Но тогда бесконечной являе-
тся последовательность  qy . Пусть yy q
q


lim , zz qk
qk


lim .  
С одной стороны, переходя в неравенстве   1111 ,   qknqqk yz   
к пределу, получаем    yz,1 , а с другой – в силу   111 ,   qknqqk yz  
имеем    yz, . Полученное противоречие означает, что 0 . Лемма доказана. 
Если вычислительный процесс бесконечен, т. е. решение *x  не достигнуто 
за конечное число шагов, то в силу леммы последовательность  kx  бесконеч-
на. Далее рассматривается этот случай.      
Теорема 1. Если 0 удовлетворяет неравенству 
    0~0*0  xx ,                                        (3)  
то для достаточно больших k справедлива оценка 
        *00*010
1
1
xxxx kk 

   . 
Доказательство. Существует седловая точка функции Лагранжа 
 UZL qk ;1  задачи (2)    11011111 ,;,;   qkqkqknqkqkqk uuzUZ  : 
     1111111 ;;;   qkqkqkqkqkqkqk UZLUZLUZL , 
0,1  UGz .                                                   (4) 
Из неравенства (4) следует, во-первых, что 1
1
11
0
2  


q
i
qk
i
qk
uu , во-вторых, 
при xz ~ получаем       102001011 1~   qkkqkqkn uxxu  . Следо-
вательно, 
      2*001110 ~   xxu qknqk  .                       (5) 
Из первого ограничения задачи (2) и правого неравенства в (4), используе-
мого при *xz  , получаем 
         kqkqknkk xxuxx 0*010112010    . 
Учитывая (5) приходим к оценке 
          *00*010 , xxqkxx kk    ,                         (6) 
где 
           2*00112*00 ~~,   xxxxqk qkn . 
Для достаточно больших qk   с учетом условия (3) приходим к неравенст-
ву         1~0*011 xxqkn , поэтому для них справедливо не-
равенство     11,qk . Отсюда и из неравенства (6) приходим к требуемой 
в теореме оценке. 
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Замечание 1. Без потери скорости сходимости метода неравенства 
  1,  niyx  в задаче (2) можно заменить их линеаризациями в соответствую-
щих точках. Вектор 1qy  можно выбирать также из условия 
  211 ,maxarg Gyyzy qkq    . 
Замечание 2. Основной особенностью предложенного метода является вве-
дение параметра  , определяющего знаменатель геометрической прогрессии, 
характеризующий скорость сходимости метода. Следует ожидать, что для дос-
тижения одной и той же точности при большем   потребуется меньшее количе-
ство членов основной последовательности  kx , что должно сопровождаться 
увеличением количества членов вспомогательной последовательности  qy .  
Далее, применим метод чебышевских точек для отыскания приближения  
равновесной цены линейной модели чистого обмена. 
Векторы из mixpR i
n ,1,0,0 **  , являются решением линейной модели 
чистого обмена, если выполнены равенства 
       mibpxpxxax iiiiii ,1,,,,0,maxarg ***  , 



m
i
i
m
i
i bx
11
* ,                                                  (7) 
где  ii xa ,  – функция полезности, а 0ib  – фиксированный запас продуктов  
i -го участника. Существование равновесных векторов *p  для этой модели 
установлено в [4]. В задаче (7) заменим запасы продуктов ib  на ii cb  , 
где 0i  достаточно мало, а вектор ic  положительный. Тогда для модифициро-
ванной  
модели также существует равновесная цена SSp ,*  – стандартный  1n  
симплекс. 
Пусть построены приближения вектора равновесных цен spp ,...,1 . Тогда 
следующее приближение определяется так: 
    nss pSppfp  ,...,,maxarg 11 , 
где          sjpZzzpzppf jjsns ,1,Ø,,...,,,,...,min 11   ,  pZ  – 
функция избыточного спроса модифицированной модели. 
Теорема 2. Последовательность  sp  содержит подпоследовательность, 
сходящуюся к *p . 
Доказательство этой теоремы основано на сходимости убывающей последо-
вательности   1ss pf  к нулю, выполнении закона Вальраса и условия выяв-
ленного предпочтения для функции избыточного спроса  pZ  [5]. Построен-
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ный алгоритм обеспечивает при достаточно малом   нахождение хорошего 
приближения равновесной цены исходной модели. 
Далее, расмотрим применение построенного варианта метода чебышевских 
центров к решению задачи: 
    *00min xDxx  , 
где  x0  – выпуклая функция, имеющая на выпуклом многограннике D  огра-
ниченный субрадиент   nRxxg , . 
Очевидно, что данная задача путем введения дополнительной переменной 
0  сводится к решению следующей задачи: 
     Dxyyyxyg  ,,,min 000 . 
Применительно к этой задаче решаемая на общем шаге  задача линейного про-
граммирования типа (2) имеет вид: 
     Dxqiyyxyg niiinkn   ;,1,,;min 10012001 . (8) 
Если обозначить множители Лагранжа для ограничений данной задачи 
qiuu i ,1,,0  , выписать необходимые и достаточные условия минимума для нее, 
то   011 2
1
0 

q
i
iuu . Следовательно, в решении задачи (8) первое огра-
ничение выполняется как равенство. Для отыскания этого решения необходимо 
найти 
       









 Dxyyxygz iii
qi
qk
qk 0
1
1
1 ,maxmin , 
 112
2
02
1
0
11
1 







 qkqk
kqk
z . 
Так как по построению функции 1 qk  выполняется неравенство 
   *011 xz qkqk    , то из последнего равенства следует оценка 
 *02
2
02
1
0
11
1
x
kk







.                                  (9) 
В нашем случае множество 2G  совпадает с 
nR , поэтому   1010   kkx . 
Учитывая оценку (9), получаем 
    *002
*
0
1
0
1
1
0 xx k
k




. 
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Следовательно, 
           0,1
1
1
0 2*002
*
0
1
0
*
0
1
0 


 kkkk xxxx . 
Итак, локализация решения исходной задачи по целевой функции определя-
ется формулой 
      0,1 2*010  
kk xx . 
Выводы. Особенность рассмотренного метода – это введение параметра, 
определяющего знаменатель геометрической прогрессии, характеризующей его 
скорость сходимости (независимо от размерности пространства). 
Отыскание решения модели чистого обмена с линейными функциями пред-
почтения может быть также сведено к решению системы выпуклых неравенств. 
Е.І. Ненахов 
ПРО ОДИН МЕТОД РОЗВ'ЯЗУВАННЯ ЗАДАЧІ ОПУКЛОГО ПРОГРАМУВАННЯ 
Розглядається задача опуклого програмування з контінуумом обмежень. Розв’язування задачі 
зводиться до розв’язування послідовності мінімаксних задач. Описано два застосування 
методу. 
E.I. Nenakhov 
ON METHOD OF SOLVING THE PROBLEM OF CONVEX PROGRAMMING  
The problem of convex programming with a continium of constraints is considered. The solution of 
the problem reduces to solving a sequence of minimax problems. Two application methods are 
described. 
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