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1 Introduction
The advance of precision laser spectroscopy of atomic and 
molecular systems has, over the past decades, been closely 
connected to the development of experimental techniques 
such as tunable laser technology [1], saturation spectros-
copy [2], two-photon Doppler-free spectroscopy [3], cav-
ity-locking techniques [4], and ultimately, the invention of 
the frequency comb laser [5], developments to which Prof. 
Theodor Hänsch has greatly contributed. These inventions 
are being exploited to further investigate at ever-increasing 
precision the benchmark atomic system—the hydrogen 
atom, resulting in the advance of spectroscopic accuracy in 
atomic hydrogen measurements by more than seven orders 
of magnitude since the invention of the laser [6]. The spec-
troscopy of the 1S–2S transition in atomic hydrogen, at 
4× 10−15 relative accuracy [7], provides a stringent test of 
fundamental physical theories, in particular quantum elec-
trodynamics (QED). Currently, the theoretical comparison 
with precision measurements on atomic hydrogen is lim-
ited by uncertainties in the proton charge radius rp. The 
finding that the rp-value obtained from muonic hydrogen 
spectroscopy is in disagreement by some 7− σ [8] is now 
commonly referred to as the proton-size puzzle.
Molecular hydrogen, both the neutral and ionic varieties, 
is benchmark systems in molecular physics, in analogy to 
its atomic counterpart. Present developments in the ab ini-
tio theory of the two-electron neutral H2 molecule and the 
one-electron ionic H+2  molecule, as well as the respective 
isotopologues have advanced in accuracy approaching that 
of its atomic counterpart despite the increased complexity. 
The most accurate level energies of the entire set of rota-
tional and vibrational states in the ground electronic state 
of H2 were calculated by Komasa et al. [9]. An important 
breakthrough in these theoretical studies was the inclusion 
Abstract Accurate EF1Σ+g −X1Σ+g  transition energies in 
molecular hydrogen were determined for transitions origi-
nating from levels with highly excited vibrational quantum 
number, v = 11, in the ground electronic state. Doppler-
free two-photon spectroscopy was applied on vibration-
ally excited H∗
2
, produced via the photodissociation of H2S, 
yielding transition frequencies with accuracies of 45 MHz 
or 0.0015 cm−1. An important improvement is the enhanced 
detection efficiency by resonant excitation to autoionizing 
7ppi electronic Rydberg states, resulting in narrow transi-
tions due to reduced ac-Stark effects. Using known EF 
level energies, the level energies of X(v = 11, J = 1, 3–5) 
states are derived with accuracies of typically 0.002 cm−1. 
These experimental values are in excellent agreement with 
and are more accurate than the results obtained from the 
most advanced ab initio molecular theory calculations 
including relativistic and QED contributions.
This article is part of the topical collection “Enlightening the 
World with the Laser” - Honoring T. W. Hänsch guest edited by 
Tilman Esslinger, Nathalie Picqué, and Thomas Udem.
 * E. J. Salumbides 
 e.j.salumbides@vu.nl
1 Department of Physics and Astronomy, LaserLaB, Vrije 
Universiteit Amsterdam, De Boelelaan 1081, 1081 
HV Amsterdam, The Netherlands
2 Institute of Physics, Faculty of Physics, Astronomy 
and Informatics, Nicolaus Copernicus University, 
Grudzia˛dzka 5, 87-100 Torun´, Poland
3 Department of Physics, University of San Carlos, 6000 Cebu 
City, Philippines
T. M. Trivikram et al.
1 3
294 Page 2 of 12
of higher-order relativistic and QED contributions, along 
with a systematic assessment of the uncertainties in the cal-
culation. Recently, further improved calculations of the adi-
abatic [10] as well as non-adiabatic [11] corrections have 
been performed, marking the steady progress in this field.
In the same spirit as in atomic hydrogen spectroscopy, 
the high-resolution experimental investigations in molecu-
lar hydrogen are aimed toward confronting the most accu-
rate ab initio molecular theory. For the H+2  and HD
+ ions, 
extensive efforts by Korobov and co-workers over the 
years, have recently led to the theoretical determination of 
ground electronic state level energies at 0.1 ppb accuracies 
[12]. The latter accuracy enables the extraction of the pro-
ton/electron mass ratio, mp/me, when combined with the 
recent HD+ spectroscopy using a laser-cooled ion trap [13]. 
These are currently at lower precision than other methods 
but prospects exist that competitive values can be derived 
from molecular spectroscopy. Similarly Karr et al. [14] 
recently discussed the possibility of determining R∞ using 
H+2  (or HD
+) transitions as an alternative to atomic hydro-
gen spectroscopy. Even for the neutral system of molecu-
lar hydrogen, the determination of rp from spectroscopy is 
projected to be achievable, from the ongoing efforts in both 
calculation [15] and experiments [16]. Molecular spectros-
copy might thus be posed to contribute toward the resolu-
tion of the proton-size puzzle.
In contrast to atomic structure, the added molecular 
complexity due to the vibrational and rotational nuclear 
degrees of freedom could constitute an important feature, 
with a multitude of transitions (in the ground electronic 
state) that can be conscripted toward the confrontation of 
theory and experiments. From both experimental and theo-
retical perspectives, this multiplicity allows for consist-
ency checks and assessment of systematic effects. In recent 
years, we have tested the most accurate H2 quantum chemi-
cal calculations using various transitions, for example, the 
dissociation limit D0 or binding energy of the ground elec-
tronic state [17]; the rotational sequence in the vibrational 
ground state [18]; and the determination of the ground 
tone frequency (v = 0→ 1) [19]. The comparisons exhibit 
excellent agreement thus far and have in turn been inter-
preted to provide constraints of new physics, such as fifth 
forces [20] or extra dimensions [21].
Recently, we reported a precision measurement on 
highly excited vibrational states in H2 [22]. The experi-
mental investigation of such highly excited vibrational 
states probes the region where the calculations of Komasa 
et al. [9] are the least accurate, specifically in the v = 6–12 
range. The production of excited H∗2 offers a unique pos-
sibility on populating the high-lying vibrational states that 
would otherwise be practically inaccessible in thermal 
equilibrium (corresponding temperature of T ~47,000 K for 
v = 11).
Here, we present measurements of level energies of 
v = 11 rovibrational quantum states that extend the spec-
troscopy in Ref. [22] and that implement improvements, 
leading to a narrowing of the resonances. This is achieved 
by the use of a resonant ionization step to molecular 
Rydberg states, thereby enhancing the detection efficiency 
significantly. The enhancement allows for the use of a 
low-intensity spectroscopy laser minimizing the effect of 
ac-Stark-induced broadening and shifting of lines. The 
ac-Stark effect is identified as the major source of system-
atic uncertainty in the measurements, and a detailed treat-
ment of the line shape models used to describe the asym-
metric Stark-broadened profiles is also included in this 
contribution.
2  Experiment
The production of excited H∗2 from the photodissociation 
of hydrogen sulfide was first demonstrated by Steadman 
and Baer [23], who observed that the nascent H∗2 molecules 
were populated at predominantly high vibrational quanta 
in the two-photon dissociation of H2S at UV wavelengths. 
That study used a single powerful laser for dissociation, 
for subsequent H2 spectroscopy, and to induce dissociative 
ionization for signal detection. Niu et al. [22] utilized up 
to three separate laser sources to address the production, 
probe, and detection steps in a better controlled fashion. 
The present study, targeting H2 (v = 11) levels, is per-
formed using the same experimental setup as in Ref. [22], 
depicted schematically in Fig. 1. The photolysis laser at 
293 nm, generated from the second harmonic of the out-
put of a commercial pulsed dye laser (PDL) with rhoda-
mine B dye, serves in the production of H∗2 by photolyz-
ing H2S. The narrowband spectroscopy laser radiation at 
around 300–304 nm is generated by frequency upconver-
sion of the output of a continuous-wave (cw)-seeded pulsed 
dye amplifier system (PDA) running on rhodamine 640 
dye. The ionization laser source at 302–305 nm, from the 
frequency-doubled output of another PDL (also with rho-
damine 640 dye), is used to resonantly excite from the EF 
to autoionizing Rydberg states to eventually form H+2  ions. 
This 2+ 1′ resonance-enhanced multiphoton ionization 
(REMPI) scheme results in much improved sensitivities 
compared to our previous study [22].
The H2S molecular beam, produced by a pulsed solenoid 
valve in a source vacuum chamber, passes through a skim-
mer toward a differentially pumped interaction chamber, 
where it intersects the laser beams perpendicularly. The 
probe or spectroscopy laser beam is split into two equi-
distant paths and subsequently steered in a counter-prop-
agating orientation, making use of a Sagnac interferom-
eter alignment for near-perfect cancelation of the residual 
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first-order Doppler shifts [24]. Moreover, the probe laser 
beams pass through respective lenses, of f = 50-cm focal 
length, to focus and enhance the probe intensity at the 
interaction volume. Finally, the ionization beam is aligned 
in almost co-linear fashion with the other laser beams to 
ensure maximum spatial overlap. To avoid ac-Stark shifts 
during the spectroscopic interrogation, induced by the 
photolysis laser (~6-mJ typical pulse energy; ~10-ns pulse 
duration), a 15-ns delay between the photolysis and probe 
pulses is established with a delay line. For a similar reason, 
the ionization pulse (~1-mJ typical pulse energy; ~10-ns 
pulse duration) is also delayed by 30 ns with respect to the 
probe pulse. The 1-mJ ionization pulse energy is sufficient 
for saturating the ionization step.
The ions produced in the interaction volume are acceler-
ated by ion lenses, further propagating through a field-free 
time-of-flight (TOF) mass separation region before imping-
ing on a multichannel plate (MCP) detection system. 
Scintillations in a phosphor screen behind the MCP are 
monitored by a photomultiplier tube (PMT) and a camera, 
culminating in the recording of the mass-resolved signals. 
In the non-resonant ionization step as in Ref. [22], pre-
dominantly H+ ions were produced and were thus used as 
the signal channel for the EF–X excitation. In contrast, the 
resonant ionization scheme employed here predominantly 
produces H+2  ions. In addition to the enhancement of sen-
sitivity, the H+2  channel offers another important advantage 
as it is a background-free channel, whereas the H+ channel 
includes significant contributions from H2S, as well as SH, 
dissociative ionization products. To avoid dc-Stark effects 
on the transition frequencies, the acceleration voltages 
of the ion lens system are pulsed and time-delayed with 
respect to the probe laser excitation.
Niu et al. [22] confirmed the observation of H2 two-
photon transitions in various EF–X (v′, v′′ = 10−12) bands, 
first identified by Steadman and Baer [23], but only for 
transitions to the outer F-well of the EF electronic potential 
in H2. Franck–Condon factor (FCF) calculations, to assess 
the transition strengths of the photolysis-prepared levels 
of X(v′′) to levels in the combined inner (E) and outer (F) 
wells of the EF double well potential, were performed by 
Fantz and Wünderlich [25, 26]. While Niu et al. [22] per-
formed precision measurements probing the X(v′′ = 12) 
levels, presently X(v′′ = 11) levels are probed. Note that 
for the excited state two different numberings of vibrational 
levels exist: one counting the levels in the combined EF 
well and the other counting the levels in the E and F wells 
separately. Then EF(v′ = 5) corresponds to F(v′ = 3) , 
while EF(v′ = 1) corresponds to F(v′ = 0). In the follow-
ing, we will refer to the vibrational assignments using the 
F-well notation. The FCF for the F–X (3, 2) band, used in 
Ref. [22], amounts to 0.047 [26] and that of the presently 
used F–X (0, 11) band amounts to 0.17, making the latter 
band’s transitions three times stronger.
2.1  Resonant ionization
The non-resonant ionization step was the major limitation 
in [22], since this prohibited the spectroscopy to be car-
ried out at sufficiently low probe laser intensities. Due to 
ac-Stark effects, the lines were broadened to more than 
1 GHz, while the expected instrumental linewidth is less 
than 200 MHz. Moreover, at higher probe intensities asym-
metric line profiles are observed, reducing the accuracy of 
the line position determination and ultimately limiting the 
ac-Stark extrapolation to the unperturbed line position.
While signal improvement was observed when employ-
ing a detection laser in the range between 202 and 206 nm 
in Ref. [22], the enhancement was limited since no sharp 
resonances were found, indicating excitation to some con-
tinuum. For the present study, a thorough search for reso-
nances from the F state was undertaken. The npπ and npσ 
Rydberg series, with principal quantum number n = 5–7, 
Fig. 1  Schematic of experimental setup indicating the three main 
radiation sources: the photolysis laser at 293 nm for H∗
2
 production 
from H2S dissociation; the probe laser from a narrowband dye ampli-
fier (PDA) for the EF–X spectroscopy transition; and the ionization 
laser for resonant H+
2
 ion production, subsequently detected as sig-
nal. Doppler-free two-photon excitation is facilitated by the Sagnac 
interferometric alignment of the counter-propagating probe beams. 
Absolute frequency calibration is performed with respect to I2 hyper-
fine reference lines, aided by the relative frequency markers from the 
transmission fringes of a length-stabilized Fabry–Pérot etalon. The 
frequency offset between the cw-seed and PDA pulse output, induced 
by chirp effects in the dye amplifier, is measured and corrected for 
post-measurement. cw Continuous wave, PDL pulsed dye laser, 2ω 
frequency-doubling stage, TOF time-of-flight region, MCP multi-
channel plates, PMT photomultiplier tube
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were identified as potential candidates based on the FCFs 
for the outer F-well, as can be inferred from Fig. 2. The 
search was based on reported FCFs for the D1Πu−F1Σ+g  
(v′, 1) bands [26]. It was further assumed that the FCFs for 
the npπ 1Πu−F1Σ+g  electronic systems are comparable 
to that of 3pπ D1Πu−F1Σ+g , since the potential energy 
curves for the npπ 1Πu Rydberg states are similar as they 
all converge to the H+2  ionic potential. Note the particular 
characteristic of the n = 5–7 np 1Πu Rydberg states, which 
dissociate to a ground state atom and another with a princi-
pal quantum number H(n − 1), i.e., 5pπ → H(1s) + H(4f); 
6pπ → H(1s) + H(5f); 7pπ → H(1s) + H(6d) [27–29]. 
The electron configuration changes as a function of the 
internuclear distance R, e.g., the low vibrational levels of 
the 5p 1Πu follow a diabatic potential that extrapolates 
to the n = 5 limit, and not the n = 4 dissociation limit at 
R→∞.
The npπ 1Πu Rydberg states decay via three competing 
channels: by fluorescence to lower n electronic configura-
tions; by predissociation, where the nascent H atom is fur-
ther photoionized to yield H+ ions; and lastly, by autoioni-
zation to yield H+2  ions [30]. Recent analysis of one-photon 
absorption measurements using XUV synchrotron radiation 
in the range of 74–81 nm demonstrated that autoioniza-
tion completely dominates over the other two competing 
channels in the case of n > 5 [31]. Using the n = 5–7 level 
energies of the Rydberg levels reported in [27–29], the 
detection laser was scanned in the vicinity of the expected 
transition energies, where it turned out that transitions to 
7pπ, v = 5, resulted in sufficient H+2  signal enhancement. 
The maximum FCF overlap for the D1Πu−F1Σ+g  system 
is 0.34 for the (8, 0) band, while the corresponding D−F 
(5, 0) band only has an FCF of 0.022 [26]. Although the (8, 
0) band with better FCF could be used, the ionization step 
is already saturated using the weaker (5, 0) band. Auto-
ionization resonances are shown in Fig. 3 and assigned to 
R(3) and P(4) lines in the 7pπ 1Πu−F 1Σ+g  (5, 0) bands, 
whose widths are in good agreement with the synchrotron 
data [27]. The neighboring resonances of the R(3) line in 
Fig. 3 are not yet assigned, but this is not relevant to the F–
X investigation presented here. Appropriate 7pπ−F transi-
tions are used for the ionization of particular F–X two-pho-
ton Q(J) transitions.
2.2  Frequency calibration
A representative high-resolution spectrum of the F 1Σ+g
–X 1Σ+g  (0, 11) Q(5) transition taken at low probe inten-
sity is displayed in Fig. 4. Simultaneously with the H2 
Fig. 2  Potential energy diagram showing the relevant H2 electronic 
states in the 2+ 1′ REMPI study. Two-photon Doppler-free spectros-
copy is applied on the F–X (0, 11) band. Resonant excitation to the 
7ppi state by the detection laser follows the spectroscopic excitation, 
leading to subsequent autoionization yielding enhanced H+
2
 ion sig-
nal. The 6ppi potential converging to H(n = 5) in between the 5ppi 
and 7ppi is not shown to reduce congestion
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R(3)
P(4)
7p  - F (5,0)
energy (cm-1)
Fig. 3  Autoionizing R(3) and P(4) resonances of the 
7ppi 1Πu−F 1Σ+g  (5, 0) band which are crucial in enhancing the H+2  
signal strength of the F–X spectroscopy
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spectroscopy, the transmission fringes of the PDA cw-seed 
radiation through a Fabry–Pérot interferometer were also 
recorded to serve as relative frequency markers, with the 
free spectral range of FSR = 148.96(1) MHz. The etalon is 
temperature-stabilized, and its length is actively locked to 
a frequency-stabilized HeNe laser. The absolute frequency 
calibration is obtained from the I2 hyperfine-resolved satura-
tion spectra using part of the cw-seed radiation. For the Q(5) 
line in Fig. 4, the I2 B− X(11, 2)P(94) transition is used, 
where the line position of the hyperfine feature marked 
with an * is 16,482.833 12(1) cm−1 [32, 33]. The accu-
racy of the frequency calibration for the narrow H2 transi-
tions is estimated to be 1 MHz in the fundamental or 4 MHz 
(1.3× 10−4 cm−1) in the transition frequency, after account-
ing for a factor of 4 for the harmonic upconversion and two-
photon excitation.
For sufficiently strong transitions probed at the low-
est laser intensities, linewidths as narrow as 150 MHz 
were obtained. This approaches the Fourier-transform 
limited instrumental bandwidth of 110 MHz, for the 8-ns 
pulsewidths at the fundamental, approximated to be Gauss-
ian, that also includes a factor two to account for the fre-
quency upconversion. The narrow linewidth obtained 
demonstrates that despite the photodissociation process 
imparting considerable kinetic energy on the produced H∗2 , 
additional Doppler broadening is not observed. Although 
not unexpected due to the Doppler-free experimental 
scheme implemented, this strengthens the claim that resid-
ual Doppler shifts are negligible.
Since the frequency calibration is performed using the 
cw-seed, while the spectroscopy is performed using the 
PDA output pulses, any cw–pulse frequency offset needs to 
be measured and corrected for [34]. A typical recording of 
the chirp-induced frequency offset for a fixed PDA wave-
length is shown in Fig. 5. While the measurements can 
be done online for each pulse, this comes at the expense 
of a slower data acquisition speed and was only imple-
mented for a few recordings in order to assess any sys-
tematic effects. A flat profile of the cw–pulse offset, when 
the wavelength was tuned over the measurement range 
accessed in this study, justifies this offline correction. Typi-
cal cw–pulse frequency offset values were measured to be 
−8.7(1.2) MHz in the fundamental, which translates to 
−35(5) MHz [0.0012(2) cm−1] in the transition frequency.
2.3  Uncertainty estimates
The sources of uncertainties and the respective contributions 
are shown in Table 1. The contributions of each source are 
summed in quadrature in order to obtain the final uncertainty 
for each transition. Data sets from which separate ac-Stark 
extrapolations to zero power were performed on different 
days and were verified to exhibit consistency within the sta-
tistical uncertainty of 0.0014 cm−1. Note that the estimates 
shown in Table 1 are only for the low probe intensity meas-
urements used to obtain the highest resolutions. The uncer-
tainties of the present investigation constitute more than a 
factor of two improvements over our previous study in [22]. 
The dominant source of systematic uncertainty is the ac-Stark 
shift and is discussed in more detail in the following section.
65931.25 65931.30 65931.35 65931.40 65931.45
16482.813 16482.825 16482.838 16482.850 16482.863
two-photon energy (cm-1)




Fig. 4  Recording of the F 1Σ+g −X 1Σ+g  (0, 11) Q(5) transition is 




 signal channel. The transmission markers of a length-stabilized 
Fabry–Pérot etalon (FSR = 148.96 MHz) are used in the relative 
frequency calibration, while the hyperfine feature marked with * of 
the I2 B− X(11, 2)P(94) transition serves as an absolute frequency 
reference (* at 16,482.83312 cm−1). Note that the spectroscopy wave 
number is the second harmonic of the fundamental, and there is an 
additional factor of 2 for the two-photon process




















Fig. 5  Chirp-induced cw–pulse frequency offset of the fundamen-
tal radiation for a fixed PDA wavelength. The solid line indicates the 
average, and the dashed lines indicate the standard deviation
T. M. Trivikram et al.
1 3
294 Page 6 of 12
3  ac‑Stark shift and broadening
In the perturbative regime, the leading-order energy level 
shift En of a state |n� induced by a linearly polarized 
optical field with an amplitude E0 and frequency ν can be 
described as
where �n|µ|m� is the transition dipole moment matrix ele-
ment between states n and m, with an energy Em for the 
latter [35]. Thus En has a quadratic dependence on the 
field or a linear dependence on intensity for this frequency-
dependent ac-Stark level shift. In a simple case, when there 
is one near-resonant coupling to state m whose contribu-
tion dominates En, the sign of the detuning with respect 
to transition frequency νmn = |En − Em|/h determines the 
direction of the light shifts with intensity. [Note the sign 
difference in the denominators of the two terms in Eq. (1).] 
When the probing radiation is blue-detuned, i.e., ν > νmn , 
the two levels |n� and |m� shift toward each other, while for 
red-detuning, ν < νmn, the levels repel each other. In the 
case when all accessible states are far off resonant, both 
terms in Eq. (1) contribute for each state m, and numerous 
m-states need to be included in the calculations to explain 
the magnitude and sign of En. The energy shifts of the 
upper (Eu) and lower (El) levels in turn translate into an 
ac-Stark shift,
where α is the ac-Stark coefficient. The measured transi-
tion energy is hν = hν0 + αI, where ν0 = |Eu − El|/h is 
the unperturbed (zero-field) transition frequency. The ac-
Stark coefficient α depends on the coupling strengths of 










n|−→µ · −→E0 |m
��
m|−→µ · −→E0 |n
�
En − Em − hν
+
�
n|−→µ · −→E0 |m
��
m|−→µ · −→E0 |n
�
En − Em + hν

,
(2)hδS = αI ,
well as the magnitude and sign of the detuning. We note 
that in a so-called magic wavelength configuration, the fre-
quency ν is selected so that the level shifts of the upper and 
lower states cancel out, leading to ac-Stark free transition 
frequencies [36].
The first experimental study of ac-Stark effects in mol-
ecules associated with REMPI processes was performed by 
Otis and Johnson [37] on NO. The broad ac-Stark-induced 
features in NO were later explained in the extensive mod-
els by Huo et al. [38]. An investigation of ac-Stark effects 
on two-photon transitions in CO was performed by Girard 
et al. [39]. For molecular hydrogen, various studies have 
been performed on the two-photon excitation in the EF–X 
system over the years [19, 40–43]. In the following, we 
present our evaluation of the ac-Stark effect in F–X (0, 11) 
transitions where we first discuss line shape effects. This 
is followed by a discussion on the ac-Stark coefficients 
extracted from the analysis and comparisons with previous 
determinations on the EF–X system.
3.1  Line shape model
The line profiles of the F–X (0, 11) Q(3) transition, recorded 
at different probe laser intensities, are displayed in Fig. 6. 
The ac-Stark broadening and asymmetry is readily apparent 
at higher intensities, and only at low intensities can the pro-
file be fitted by a simple Gaussian line shape. Note that the 
shift in peak position at the highest probe intensity amounts 
to several linewidths of the lowest intensity recording.
The asymmetry at high intensities is highly problematic 
with regard to the extraction of the line positions. In our 
previous study [22], a skewed Gaussian function g(f) was 
used to fit the spectra,
Table 1  Uncertainty contributions in units of 10−3 cm−1
a Correction depends on transition
Source Correction Uncertainty
Line fitting – 0.5
ac-Starka – 1.0
Frequency calibration – 0.3
cw–pulse offset −1.2 0.2
Residual Doppler 0 <0.1
dc-Stark 0 <0.1
Total 1.5








Fig. 6  Line profiles of the F−X (0, 11)Q(3) transition recorded at 
different probe laser intensities. The vertical lines above each profile 
denote the peak position used in the subsequent extrapolation
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where fc is the Gaussian peak position in the absence of 
asymmetry, ΓG is the linewidth, A is an amplitude scal-
ing parameter and ξ is the asymmetry parameter. The 
center fc of the error function, erf(f ), is arbitrarily cho-
sen to coincide with the Gaussian center. For sufficiently 
high intensities, a satisfactory fit is only possible if a linear 
background B(f) is added, and thus a revised fitting func-
tion, g′(f ) = g(f )+ B(f ), is used. This phenomenological 
fit function resulted in better fits than symmetric Lorentz-
ian, Gaussian or Voigt profiles. However, since it does not 
include any consideration of the underlying physics, the 
interpretation of the extracted fc and ξ parameters, as well 
as the background B(f), is not straightforward. The energy 
position of the skewed profile maximum, instead of fc, is 
used as the ac-Stark-shifted frequency in the subsequent 
extrapolations.
The ambiguity in the attribution of the ac-Stark-shifted 
transition frequency from the skewed Gaussian fitting 
prompted us to pursue a model that takes into account 
the physical origins of the asymmetry. A more physically 
motivated asymmetric line shape function was derived by 
Li et al. [44] for the analysis of multiphoton resonances in 
the NO A 2Σ+ − X 2Π (0, 0) band. Their closed-form line 
shape model accounted for effects of the spatial and tempo-
ral distributions of the light intensity. Here, we reproduce 
their line shape as a function of δL = ν − ν0, the laser fre-
quency shifts from the zero-field line position
where δ0 is the maximum ac-Stark shift induced at the peak 
intensity I0. K contains the dependence on the temporal 
profile, as well as the transverse (Gaussian beam profile) 
and longitudinal intensity (focused) distribution, param-
eterized in [44] as
G is a Gaussian distribution with full width at half maxi-
mum (FWHM) Γ ,
(3)
































































that approximates all other sources of line broadening, such 
as the spectral width of the laser. The parameter κ = 1.189 
is a normalization factor which ensures that
for any Γ  and δ0. It appears that the spatial and temporal 
intensity distribution was also treated in the investigations 
of Huo et al. [38] and Girard et al. [39], but the expressions 
were not explicitly given. When comparing different probe 
intensity recordings, the normalized profile given by Eq. (4) 
should be multiplied by a factor that scales with light inten-
sity as ∼I20, with the exact form given in Ref. [44]. Note 
that the error function in the skewed Gaussian model of 
Eq. (3) effectively captures the result of the integration in 
Eq. (4). However, the physical interpretation of the fc and ξ 
parameters from the skewed Gaussian model is ambiguous, 
while the background, B(f), is an ad hoc addition.
Li et al. [44] presented intuitive explanations of qualita-
tive behavior of the line profile at two extreme cases: (1) 
of a perfectly collimated probe beam and (2) of a conically 
focused beam. In case (1) the laser intensity is spatially 
homogeneous, so that the temporal intensity distribution is 
the dominant effect. Almost all contribution to the resonant 
excitation comes from the peak of the pulse, causing the 
line peak position to be shifted by almost δ0. In case (2) the 
strongly inhomogeneous spatial intensity plays the domi-
nant role, and molecules located at the focus, having the 
highest Stark shift δ0, have a smaller contribution relative 
to those from the entire interaction volume. The majority 
of the excited molecules come from a region of low intensi-
ties outside the focus; therefore, the integrated line profile 
is only slightly shifted from the field-free resonance. Our 
experimental conditions lie in between these two cases, 
where a loose focus is implemented and a molecular beam 
that overlaps within a few Rayleigh ranges of the laser 
beam is employed.
The asymmetric line profiles can be fitted very well 
using the line shape model expressed in Eq. (4) with appro-
priate experimental parameters. For a recording at a par-
ticular intensity I0, the maximum ac-Stark shift from the 
zero-field resonance, δ0, is obtained from the fit. The line 
shape asymmetry, in particular the skew handedness, is 
consistent with the direction of the light shift observed at 
different intensities, validating the expected behavior from 
Eq. (4). In Fig. 7, fits using the physical line shape model 
and skewed Gaussian profile are shown for the Q(3) transi-
tion recorded at ~9.4 GW/cm2. The linear background B(f) 
(dashed line) was necessary for a satisfactory fit with the 
skewed Gaussian, while no additional background func-
tions were used for the line shape model. The extracted line 




S(δ0,Γ , δL)dδL = 1
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profiles, where the difference in the line positions of the 
two fit functions amounts to about 0.006 cm−1. For refer-
ence, the fc position obtained by using Eq. (3) is also indi-
cated by a dotted line, although this is not used further in 
the analysis. That the phenomenological skewed Gaussian 
model does not yield a reliable value for fc, is what moti-
vated us to adopt a physically based line shape model for 
the asymmetric profiles.
Spectra are recorded at a fixed intensity setting, where 
each datapoint in a particular laser frequency scan is aver-
aged ten times. The probe laser power is set by adjusting 
the waveplate before the second-harmonic generation 
stage, so that the beam focusing condition is not altered. 
The average laser power (and intensity) varies by about 
~10% as monitored by a photodetector. To complete an ac-
Stark set for a certain transition, several intensity values are 
used with the maximum value that is about ten times the 
minimum intensity value. Several complete ac-Stark sets 
are measured for each transition on different days to check 
for consistency and reproducibility.
A comparison of the F–X (0, 11) Q(3) line positions 
extracted from the skewed Gaussian and from the line 
shape model based on Li et al. [44] is shown in Fig. 8. The 
line positions show different trends that separate into low-
intensity, with symmetric line profiles, and high-intensity 
subsets, with asymmetric ones. The line profile models 
are in agreement at low intensities as expected, but show 
a discrepancy at higher intensities as explained above 
(see Fig. 7). The extrapolated zero-intensity positions 
for the low-intensity measurements converge to within 
0.0001 cm−1 for both line profile models.
When using only the high-intensity data to extrapo-
late the zero-intensity frequency, a shift of ~0.02 cm−1 
with respect to the low-intensity subset is found. The lat-
ter difference is a concern when only high-intensity data 
are available as in Ref. [22] for the F–X (3, 12) band. The 
ac-Stark coefficients, however, are an order of magnitude 
lower for the F–X (3, 12) band compared with the present 
(0, 11) band; thus, any systematic offset is still expected to 
be within the uncertainty estimates in that study [22]. It is 
comforting to note that a second-order polynomial fit, also 
shown in Fig. 8 as dash-dotted curve, results in an extrapo-
lated zero-field frequency that is within 0.0002 cm−1 of the 
low-intensity linear fits.
The ac-Stark shifts of the different F–X (0, 11) transi-
tions exhibit a nonlinear dependence on intensity, con-
trary to the expected behavior in Eq. (2). A correlation is 
also observed between the nonlinearity and the ac-Stark 
coefficient α, where the onset of nonlinearity occurs at a 
higher intensity for transitions with smaller α. The non-
linearity may indicate close proximity to a near-resonant 
state, which may signal the breakdown of the perturbative 
approximation in Eq. (1). Possibly, this requires contribu-
tions beyond the second-order correction [39] that lead to 
a higher-power dependence on intensity. A similar behav-
ior was observed by Liao and Bjorkholm [45] in their 
study of the ac-Stark effect in the two-photon excitation of 




















Fig. 7  F−X (0, 11)Q(3) transition taken at high probe intensity 
(9.4 GW/cm2) fitted with a skewed Gaussian (red solid line), with the 
fitted linear background indicated by the black dashed line. The fit-
ted curve for line shape model is plotted as the blue solid line, which 
includes the effects of spatial and temporal intensity distribution. The 
red vertical line above the profile indicates the line position for the 
skewed Gaussian fit, while the blue vertical line indicates position 
shifted by δ0 obtained from the line shape model. For comparison, the 
fc parameter obtained from skewed Gaussian fitting is also indicated 
(dotted red line)

























Fig. 8  Extracted line positions of the F−X (0, 11)Q(3) transition 
from measurements at different probe laser intensities. Squares (blue) 
are obtained from fits using the line shape model of Eq. (4), while 
circles (red) are obtained from Gaussian fits. The solid circles (red) 
are symmetric profiles fitted with a simple Gaussian, while unfilled 
circles are fitted with skewed Gaussian profiles. The solid lines are 
linear fits to low-intensity data points, while the dashed lines are a 
linear fit using the high-intensity points only. The dash-dotted line is 
a second-order polynomial fit for the whole intensity range using the 
data points obtained from the line shape model (squares)
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dependence of the ac-Stark shift at some probe detuning 
that is sufficiently close to resonance with an intermediate 
state.
3.2  ac‑Stark coefficients
The ac-Stark coefficient α, as defined in Eq. (2), 
was obtained by Hannemann et al. [43] for the H2 
EF1Σ+g −X1Σ+g  (0, 0) band, where they reported +13(7) 
and +6(4) MHz per MW/cm2, respectively, for the Q(0) 
and Q(1) lines. Investigations on the E–X (0, 1) band in 
Ref. [19], and more extensively in Ref. [46], also resulted 
in positive ac-Stark coefficients for Q(J = 0–3) transitions 
that are about an order of magnitude lower than for the 
E–X (0, 0) band. Eyler and coworkers [42] found that the 
ac-Stark slopes vary considerably, typically at a few tens 
of MHz per (MW/cm2), for different transitions in the H2 
E–X system. The Rhodes group in Chicago has performed 
a number of excitation studies with high-power lasers on 
the EF–X system in hydrogen, where they also investi-
gated optical Stark shifts (e.g., [40]). Following excita-
tion of molecular hydrogen by 193-nm radiation, intense 
stimulated emission on both the Lyman and Werner bands 
is observed. Using excitation intensities of ~600 GW/
cm2, they obtained shifts in the order of 2 MHz per MW/
cm2 for the EF–X (2, 0) band. While the work of Vrak-
king et al. [41] was primarily on the detection sensitivity 
of REMPI on the H2 EF–X system, they also obtained ac-
Stark coefficients of ~15 MHz per MW/cm2 similar to the 
value found in Ref. [43]. Vrakking et al. [41] also made 
reference to a private communication with Hessler on the 
ac-Stark effect (shift) amounting to 3–6 MHz per MW/cm2, 
presumably obtained in the study by Glab and Hessler [47].
The ac-Stark coefficients α obtained in this study for the 
F–X (0, 11) transitions are plotted in Fig. 9. The error bars 
in the figure comprise two contributions, with the larger 
one dominated by the accuracy in the absolute determina-
tion of the probe intensity. The difficulties include estimat-
ing the effective laser beam cross sections in the interac-
tion volume that should take into account the overlap of the 
counterpropagating probe beams and also the overlap of the 
photodissociation and ionization beams. The smaller error 
bars are obtained from fits using relative intensities, shown 
here to emphasize that the differences in α-coefficients 
are significant. Also included in Fig. 9 are the Stark coef-
ficients for F–X (3, 12) obtained in [34] that differ by about 
an order of magnitude with respect to the values obtained 
for F–X (0, 11). The sign of the F–X α-coefficients is 
mostly negative for both bands except for the F–X (0, 11) 
Q(5) line.
The different signs in the ac-Stark coefficients, which 
are positive for the E–X transitions and mostly negative for 
the F–X transitions, seem to be a feature of the ac-Stark 
effect in H2. For the E–X (0, 0) transitions probed at around 
202 nm and E–X (0, 1) transitions probed at around 210 nm, 
all intermediate states are far off resonant with respect to 
transitions from the E or X levels. Using Eq. (1), the ac-
Stark shift is estimated based on the approximation of Rho-
des and coworkers [48, 49] for the E–X (2, 0) band. In those 
studies, they assumed that the intermediate states are pre-
dominantly the Rydberg series at principal quantum num-
ber n > 2, clustered at an average energy of Em = 14.7 eV. 
The present estimates of ac-Stark shifts via Eq. (1), using 
the probe frequency and intensity in Ref. [43], are in agree-
ment with within an order of magnitude of the E–X (0, 0) 
observations. A similar estimate for E–X (0, 1) transitions 
is also within an order-of-magnitude agreement of the 
measurements in  [19, 46]. The blue-detuned probe in the 
aforementioned E–X transitions explains the observed light 
shift direction as expected from Eq. (1).
In F–X excitation from X, v = 11 and v = 12, the fun-
damental probe wavelengths are around 300 nm. Rydberg 
np levels can be close to resonance at the probe wave-
lengths, a fact that we have exploited in the resonant ioni-
zation (using an additional laser source) for the REMPI 
detection. This could explain the difference in sign of α 
between the E–X and F–X transitions. Furthermore, Fig. 9 
displays a trend of the F–X (0, 11) transitions, where a 
small negative coefficient is observed for Q(1), increas-
ing in magnitude at Q(3), decreasing in magnitude again, 
and eventually becoming positive at Q(5). Interestingly, 
the F–X (0, 11) O(3) transition displays a relatively large 
α with respect to that of the Q(1) transition, despite having 
the same upper F level J ′ = 1. The Q(1) and O(3) funda-
mental probe energies differ only by some 250 cm−1, but 
























Fig. 9  ac-Stark coefficients plotted against the upper J ′-quantum 
number for the different transitions of the F−X (0, 11) band (blue 
circles). The α-values of the F−X (3, 12) transitions (black squares) 
from Ref. [34] are also plotted and displaced for clarity. The data-
point indicated by a filled circle is obtained from the F–X (0, 11) O(3) 
transition, while the filled (black) square is from the F–X (3, 12) S(1) 
transition
T. M. Trivikram et al.
1 3
294 Page 10 of 12
this results in significant change in α. These phenomena 
hint toward a scenario where some near-resonant levels 
are accessed, so that the summation (and cancelation) of 
the contributions in Eq. (1) depend more sensitively on the 
detunings of the probe laser frequency with respect to νmn . 
The variation in α-magnitudes as well as the change from 
negative to positive sign could be explained by a change 
from red to blue detuning when traversing across a domi-
nant near-resonance intermediate level. The latter behavior 
was expected in the NO investigation of Huo et al. [38], 
where the α-coefficients for individual M sublevels varied 
from −4.1 to 53 MHz per MW/cm2. The order-of-magni-
tude difference between α-values of the F–X (0, 11) and 
(3, 12) transitions may be due to less-favorable FCF over-
laps of the near-resonant intermediate levels for the latter 
band. This is correlated with the similar value of the F–X 
(3, 12) Q(3) and S(1) transition, displaying a different trend 
to that of the Q(1) and O(3) α-coefficients in the F–X (0, 
11) band. The nonlinear intensity dependence of the transi-
tions discussed in the previous subsection may be consist-
ently explained by the same argument on the importance of 
near-resonant intermediate levels. For a quantitative expla-
nation of the F–X ac-Stark shift, a more extensive theoreti-
cal study is necessary to account for the dense intermediate 
Rydberg levels involved that should also include considera-
tions of FCF overlaps and dipole coupling strengths at the 
appropriate internuclear distance.
4  Results and discussion
The resulting two-photon transition energies for the 
F 1Σ+g −X 1Σ+g  (0, 11) lines are listed in Table 2. The 
results presented are principally based on high-resolution 
measurements using transitions with symmetric linewidths 
narrower than 1 GHz. This ensures that the ac-Stark shift 
extrapolation can be considered robust and reliable as dis-
cussed above.
Combination differences between appropriate transition 
pairs allow for the confirmation of transition assignments 
as well as consistency checks of the measurements, where 
most of the systematic uncertainty contributions cancel. 
The Q(1) and O(3) transitions share a common upper EF 
level, and the energy difference of 248.7329(21) cm−1 gives 
the ground state splitting X, v′′ = 11, J ′′ = 1→ 3. This 
can be compared to the theoretical splitting derived from 
Komasa et al. [9] of 248.731(7) cm−1. In analogous fash-
ion, the Q(3) and O(3) share the same lower X level, which 
enables the extraction of the EF, v′ = 1, J ′ = 1→ 3 energy 
splitting of 61.1194(21) cm−1. This is in good agreement 
with the derived experimental splitting of 61.1191(10) 
cm−1 from Bailly et al. [50].
To extract the ground electronic X 1Σ+g , v = 11, J level 
energies, from the EF–X transition energy measurements, 
we use the level energy values of the F(v′ = 0) states 
determined by Bailly et al. [50]. The derived experimental 
level energies are listed in Table 3, where the uncertainty 
is limited by the present F–X determination except for the 
J = 4. The calculated values obtained by Komasa et al. [9] 
are also listed in Table 3. The experimental and theoretical 
values are in good agreement, except for J = 5 that devi-
ate by 1.5− σ. The combined uncertainty of the differ-
ence is dominated by the theoretical uncertainty. However, 
improvements in the calculations of the non-relativistic 
energies, limited by the accuracy of fundamental constants 
mp/me and R∞, have recently been reported [15], and 
improved calculations of QED corrections up to the mα6-
order are anticipated.
As has been pointed out previously in Ref. [22], the 
uncertainties in the calculations [9] are five times worse for 
the v = 8–11 in comparison with the v = 0 level energies. 
Along with the previous measurements on the X, v = 12 
levels in Ref. [22], the measurements presented here probe 
the highest uncertainty region of the most advanced first-
principle quantum chemical calculations.
5  Conclusion
H2 transition energies of F
1Σ+g (v
′ = 0)−X 1Σ+g (v′′ = 11) 
rovibrational states were determined at 0.0015 cm−1 
absolute accuracies. Enhanced detection efficiency was 
achieved by resonant excitation to autoionizing 7pπ elec-
tronic Rydberg states, permitting excitation with low probe 
Table 2  Measured two-photon transition energies of F–X (0, 11) 
band







Table 3  Experimental and theoretical level energies of the X 1Σ+g , 
v = 11, J levels
J Experiment Theory Exp–theo
1 32,937.7554(16) 32,937.7494(53) 0.0060(55)
3 33,186.4791(16) 33,186.4802(52) −0.0011(54)
4 33,380.1025(33) 33,380.1019(52) 0.0006(62)
5 33,615.5371(18) 33,615.5293(51) 0.0078(54)
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laser intensity that led to much narrower transitions due 
to reduced ac-Stark effects. The asymmetric line broaden-
ing, induced by the ac-Stark effect, at high probe intensi-
ties was found to be well explained by taking into account 
the spatial and temporal intensity beam profile of the probe 
laser. The extracted ac-Stark coefficients for the different 
transitions F–X, as well as previously determined E–X tran-
sitions, are consistent with qualitative expectations. How-
ever, a quantitative explanation awaits detailed calculations 
of the ac-Stark effect that account for molecular structure, 
i.e., including a proper treatment of relevant intermediate 
states.
Using the F level energies obtained by Bailly et al. [50], 
the level energies of X(v = 11, J = 1, 3–5) states are 
derived with accuracies better than 0.002 cm−1 except for 
J = 3, limited by F level energy accuracy. The derived 
experimental values are in excellent agreement with, 
thereby confirming, the results obtained from the most 
advanced and accurate molecular theory calculations. The 
experimental binding energies reported here are about 
thrice more accurate than the present theoretical values and 
may provide further stimulus toward advancements in the 
already impressive state-of-the-art ab initio calculations.
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