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Background
Gaussian radial basis functions(RBFs) are widely in machine learning and in solving partial differential equations [4, 9, 22, 25] . It has been for long time noticed that Gaussian interpolation does not provide uniform convergence in the stationary interpolation setting, i.e. to choose supports of RBFs proportional to the fill distance. Powell took such a perspective and shew that Gaussian fails badly [16] [22, p.185] . Ron proved that interpolation with shift of Gaussian in the nonstationary setting enjoys spectral converge [18] . Mazýa and Schmidt proved that approximate approximation with Gaussian converges fast to certain threshold and then remains constant afterwards [13, 14] , this saturation error can be controlled to be negligible by adjusting the shape parameter ( 1 D in the paper). In fact this provides a theoretical basis for using Gaussian with flatness limit [8] (The paper [8] doesn't mention this, and this will be clear in this short communication without involved mathematics as in [13] ). It is clear now that Gaussian is a positive definite kernel whose associate native space is 'very small', and only functions belong to the underlying native space can converge very fast [20] . For functions do not belong to native space, suturation error exists. Buhmann has pointed out that estimate for saturation order remained to be open problems [4, p.236] . In particularly, Buhmann [3] applied the cardinal function approach to derive the local polynomial reproduction properties, he proved that it is impossible for the so called pseudoadmissible (one can ignore the definition) basis functions to recover a constant and Gaussian is a pseudoadmissible function [3, Thm 23] . This implies that Gaussian can not produce a constant function. Boyd and Wang recently studied that saturation error for Gaussian RBFs [1, 2] and showed that RBF interpolant/approximant to the constant function, 1, on infinite periodic grids must be of the following form [2] 
i.e. the coefficients of the basis functions must be equal on infinity periodic grids. Compared with Buhmann, Boyd and Wang's results, here provides a precise formula as a direct consequence of the modular identity [7, eq.2.3](see also [6] [17]), Lemma 1 bellow) or Jacobi's imaginary transformation [23, p.475 ](see eq.(10) below), this modular identity or imaginary transformation is often used to obtain definite numerical results in problems involving elliptic functions, elliptic curves, and modular groups [12] . We know that current research has connected a class of compact radial basis functions with the hypergeometric functions [5, 11, 19, 24] , and recently the Jacobi Theta function is involved in orthogonalization for systems consisting of Gaussian shifts [26] . In fact, the analysis of approximate approximation with Gaussian has involved the Jacobi Theta functions [13] , however the proof was very mathematical involved; and such a connection between Gaussian and the Jacobi Theta function seems has not been mentioned in popular books on RBF [4, 9, 10, 22] and other many publications as far as we know. The novelty here lies on that concise constructive results are obtained only by choosing proper parameters of the modular identity. A simple and controllable upper bound for the saturation error in terms of the shape parameters is immediately obtained by using a proper form of the Jacobi Theta function, without any other sophisticated mathematics. These concise results provide insights on choosing the shape parameters with respect to the grid size to control the saturation error. on C × H, where H ⊂ C is the upper half complex plane, i.e. Im(τ) > 0, h and D be any positive number, then
As a consequence of the result, the saturation error for approximating the constant function 1 on infinity periodic grids can be controlled to negligible by adjusting the shape parameter D.
Theorem 2 Let h and D be any fixed positive number, then
In particular, when D = 2, the right hand side in (3) is approximated 1.43e − 17, which is smaller than the machine precision of IEEE double precision, i.e. 2.2204e − 16, when D = 3, the left hand side is approximate 3.8e − 26. This is a vivid example which can mathematically show that flatter Gaussian provides better approximation.
Because Im(τ) > 0, then |e πin 2 τ | < 1, the infinite series in (1) is absolutely convergent to θ (z, τ), then the derivative of the summation is equal to the summation of the derivatives [23, p.79]:
Therefore, both the summation of the Gaussian shifts and the Theta function satisfy the following Schrödinger equation (see also [15, eq.20.13 .1])
Such a connection may shed new light on investigating Gaussian RBFs. To make this communication self-contained, we first introduce some relevant results to the Theta function defined in (1), which is also called the third Jacobi Theta function and denoted as θ 3 (z, τ). It is obvious that θ (z, τ) = θ (−z, τ) is an even function with respect to z and can be written as
This representation will be used to derive the result in Theorem 2. The following modular identity plays an essential role in deriving our main results.
Proof See [7, eq.2.3] (also [6] [17]), or one can follow the same arguments to prove (10) as in [23, p.477 ].
Proof of Theorem 1
Proof Substitute τ = i πD and z = x h in to the identity (5), we have
Letting k = −n finishes the proof.
Proof of Theorem 2
Proof According to Lemma 1, we have 
On contract, for any two integers a and b we have [p.194] [12] θ (z + a + bτ, τ) = e −πib 2 τ−2πibz θ (z, τ).
We call such functions f (z+ω) = C f (z) quasi-periodic. θ (z, τ) is quasi-periodic along the direction a + bτ. Some textbook refer to θ (z, τ) as quasi doublyperiodic function of z , the factor exp(−πib 2 τ − 2πibz) is referred to as multiplier or periodicity factors [23, p.465] . Based on such a quasi doubly-periodicity, one can image the what the graph of a Theta function looks like.
Jacobi theta functions on different periodicity
The basic Theta function used in (1) is quasi doubly periodic on the lattice grids Λ (τ) = Z + τZ, this is slightly different with the commonly used one as in [23, p.463 ] [15, chapt 20] and Mathematica [21] ϑ 3 (z, τ) = ϑ (z, τ) = ∑ n∈Z e 2inz+πin 2 τ .
which is quasi doubly periodic on Λ π (τ) = πZ + πτZ, in this case the Jacobi modular identity becomes [23, p.477,21.6] . [15, eq.20.7 .32]
where τ ′ = −1/τ. By setting τ = iπD, we have
