ABSTRACT
Introduction
The recent international economic crisis has highlighted the need for banks to implement effective systems for estimating risks of market. In particular, the international activity of the largest banks and the increasing volatility of exchange rates emphasize the importance of exchange rate risk, whose active management by the banks require the use of effective forecasting models.
The study of the topic of forecasting in financial markets is based on the research hypotheses that:
(h 1 ) the process of pricing in financial markets is not random;
(h 2 ) the degree of information efficiency at Fama of the financial markets is not strong or semi-strong.
If the two research hypotheses proposed were not considered valid, it would be highly redundant and useless to study the issue of forecasting in financial markets.
If the first hypothesis (h 1 ) was invalid, in fact, it would assume that the processes of pricing in financial markets are governed by the random walk model, whereby the price dynamics are determined by the interaction of an indefinite variety of interacting causes not modelling and among them not ordered by relevance. In other words, we assume that the processes of pricing in financial markets are governed by the noise. This would make it useless to study models of forecasting because the case is not predictable.
If the second hypothesis (h 2 ) was invalid, however, it would assume that all relevant information are instantly incorporated in the pricing of financial products, making essentially unnecessary and economically inconvenient any efforts to develop models to predict the future based on present information.
This research aims to analyze the ability of mathematical models of nonlinear nature, such as artificial neural networks, to highlight non-random and therefore predictable behaviour in a highly liquid market and therefore characterized by high efficiency, such as the exchange rate Euro/US dollar. To this end, it was developed and empirically tested a non-linear model for forecasting exchange rates.
Economic theory has not yet provided econometric models to produce efficient forecasts of exchange rates, although many studies have been devoted to the estimation of equilibrium of exchange rates, including: 1) Cassel [1] , Samuelson [2] , Frankel [3] , MacDonald [4] , Alba and Papell [5] , Alba and Park [6] , Coacley, Flood, Fuertes and Taylor [7] , Kim B.H., Kim H.K. and Oh [8] , Taylor [9] , Grossmann, Simpson and Brown [10] on the theory of Purchasing Power Parity (PPP); 2) Mundell [11] , Dornbusch [12, 13] , Frenkel [14] , Frenkel and Mussa [15] , Rogoff [16] on the monetary approach;
3) Branson [17] , Branson and Henderson [18] , Allen and Kenen [19] , Cifarelli and Paladino [20] on the approach of financial assets or balance of the portfolio.
Despite significant advances in econometric theory on the estimation of exchange rates, empirical results emerging from many studies, among others, Frankel [21] and Froot and Rogoff [22] to refute the theory of purchasing power parity; Frankel [23] against the monetary model, Branson, Halttunen and Masson [24] and Frenkel [25] to refute the theory of financial assets do not provide special support to the theories mentioned, except in the long term.
In particular, Meese and Rogoff [26] found that none of the forecasting models of the exchange rate established by economic theory has a better ability to forecast, over a period lower than 12 months, rather than the forward rate models or random walk, emphasizing the paradox that the variations of exchange rates are completely random. In the wake of the study of Meese and Rogoff [26] , some authors, including Hsieh [27] [52] , have studied the predictability of the dynamics of exchange rates of non-linear models such as neural networks, genetic algorithms, expert systems or fuzzy models, leading however to conflicting results.
It is unnecessary to underline that the theme of forecasting in financial markets is not confined to the specific case of foreign exchange markets, but it is extended to all financial assets. This is because the mechanisms that determine and influence the pricing in financial markets are still largely unknown, although many studies have been devoted over the years at this issue as early as by Keynes in chapter 12 of Book IV of his The General Theory of Employment, Interest and Money in March of 1936 [53] . After Keynes, some authors (Meese and Rogoff [26] ; Schiller [54] ; Soros [55] , Obstfeld and Rogoff, [56] ; Rogoff [57] ) have highlighted the inability of economic theory to unravel the mechanisms that determine price movements in financial markets, highlighting the inadequacy for the purpose of both models of fundamental analysis and technical one.
In general, the prediction of financial time series requires the prior identification of a specific portfolio of variables (input data for forecasting models) which are explanatory of the phenomenon to be foreseen and therefore significantly influence the pricing (output for forecasting models). The forecasting models, in fact, will learn the characteristics of the phenomenon to be foreseen by the variables of input selected and by historical data that represent the phenomenon analyzed. Models predicting the financial phenomena, developed by economic theory over the years, can be classified into two main categories:
 structural prediction models or linear ones, such as econometric models as Autoregressive Conditional Heteroschedasticity (ARCH), Generalized Autoregressive Conditional Heteroschedasticity (GARCH), State Space, which are based on the general view that every action of traders can be explained by a model of behaviour and thus by a definite, explicit function that can bind variables determinants of the phenomenon to be foreseen;  black box forecasting models or non-linear ones, such as neural networks, genetic algorithms, expert systems or fuzzy models, which, through the learning of the problem analyzed, attempting to identify and predict the non random and non-linear dynamics of prices, but without explicit ties and logical functions that bind the variables analyzed. This paper will deepen in particular the second class of forecasting models, through the development and empirical application of a neural network model for forecasting the exchange rate EUR/USD for up to three days ahead of last data available.
A Literature Review
The literature on the application of artificial intelligence systems (such as neural networks, expert systems, fuzzy models and genetic algorithms) to the fields of economics and finance has explored various aspects. In particular lots of studies have analyzed the application of these models on time series forecasting.
Over the years, the literature has produced several studies to highlight both the critical factors and point of strengths of artificial intelligence models in the forecasting of financial phenomena and to propose tools to facilitate trading in financial markets.
Among the most significant contributions we can mention Yu and Bang [58] , Zhang, Patuwo and Hu [59] , Kashei, Hejazi and Bijari [60] , Wong, Xia and Chu [61] , Yu and Huarng [62] .
In the paper of H. Y. Yu and S. Y. Bang [58] , the authors develop a new learning algorithm for the FIR neu-ral network model by applying the idea of the optimization layer by layer to the model. The results of the experiment, using two popular time series prediction problems, show that the new algorithm is far better in learning time and more accurate in prediction performance than the original learning algorithm. The FIR neural network model can be proposed for time series prediction giving good results. However, the learning algorithm used for the FIR network is a kind of gradient descent method and hence inherits all the well-known problems of the method.
G. P. Zhang, B. E. Patuwo and M. Y. Hu [59] presents an experimental evaluation of neural networks for nonlinear time-series forecasting. The effects of three main factors (input nodes, hidden nodes and sample size) are examined through a simulated computer experiment. Results show that neural networks are valuable tools for modelling and forecasting nonlinear time series while traditional linear methods are not as competent for this task. The number of input nodes is much more important than the number of hidden nodes in neural network model building for forecasting. Moreover, large sample is helpful to ease the over fitting problem.
In the paper of M. Khashei, S. R. Hejazi and M. Bijari [60] , based on the basic concepts of ANNs and fuzzy regression models, a new hybrid method is proposed that yields more accurate results with incomplete data sets. In their proposed model, the advantages of ANNs and fuzzy regression are combined to overcome the limitations in both ANNs and fuzzy regression models. The empirical results of financial market forecasting indicate that the proposed model can be an effective way of improving forecasting accuracy.
In the study of W. K. Wong, M. Xia and W. C. Chu [61] , a novel adaptive neural network (ADNN) with the adaptive metrics of inputs and a new mechanism for admixture of outputs is proposed for time-series prediction. The adaptive metrics of inputs can solve the problems of amplitude changing and trend determination, and avoid the over-fitting of networks. The new mechanism for admixture of outputs can adjust forecasting results by the relative error and make them more accurate. The proposed ADNN method can predict periodical time-series with a complicated structure. The experimental results show that the proposed model outperforms the auto-regression (AR), artificial neural network (ANN), and adaptive k-nearest neighbors (AKN) models. The ADNN model is proved to benefit from the merits of the ANN and the AKN through its' novel structure with high robustness particularly for both chaotic and real time-series predictions.
The paper of T. H. K. Yu and K. H. Huarng [62] intends to apply neural networks to implement a new fuzzy time series model to improve forecasting. Differing from previous studies, this study includes the various degrees of membership in establishing fuzzy relationships, which assist in capturing the relationships more properly. These fuzzy relationships are then used to forecast the stock index in Taiwan. This study performs out-of-sample forecasting and the results are compared with those of previous studies to demonstrate the performance of the proposed model.
The Construction of the Data Base
The construction of the data base used to train the artificial neural network (ANN) developed was divided into the following three phases:
 data collection;  data analysis;  variable selection.
The phase of data collection must achieve the following objectives:
 regularity in the frequency of the data collection by the markets;  homogeneity between the information provided to the ANN and that available for the market operators. In the phase of the data collection, we were, therefore, initially considered, as variables of input, both macroeconomic variables (fundamental data) and market data, from which it was assumed that the behaviour of the exchange rate euro-dollar was conditional. The data were collected from January 1999 to December 31, 2009 1 . The variables of input are listed in the Table 1 , indicating the frequency of the data collection and the acronyms of variables used in the tables of the similarity matrix.
Once collected all the data, we moved to the stage of their analysis, which aims to select the data that will be used to train ANN among those initially collected. This phase is crucial, because the learning capacity of the ANN depends on the quality of information provided, which is the capacity of this information to provide a true representation of the phenomenon without producing ambiguous, distorting or amplifying effects in the phases of training networks.
In this phase, the observation of the correlation or similarity coefficients (shown below in Tables 2 and 3) allow to evaluate the nature of relations between the variables of input considered, suggesting the elimination of the variables highly correlated with each other and therefore capable to product amplifying or distorting effects during the training phases. Tables 2 and 3 show, respectively, the coefficients of Following the analysis of the correlation coefficients, we moved to the stage of selection of variables and we eliminated the variables with the following characteristics:
 variables characterized by a Pearson correlation coefficient with at least one other variable considered above the threshold level of acceptance equal to 0.80 2 ;  monthly variables, because, having developed a neural network with a daily frequency of data collection of variables of input and output, they were considered potentially able to produce ambiguous or redundant signals during the training of ANN. As a result of the selection of variables conducted according to the criteria outlined above, we have the final set of seven input variables to train the neural network, which is in the next section. In establishing the final data set with data of the seven input variables, exceptional values, as the outliers, were also removed related to special historical events such as the terrorist attacks of September 11, 2001.
The Methodology for the Development of the Artificial Neural Network Model
The objective of the ANN is to predict the trend of the exchange rate Euro/USD up to three days ahead of last data available. The variable of output of the ANN designed is then the daily exchange rate Euro/Dollar and the frequency of data collection of variables of input and the output is daily. In drawing up the network it was considered that the exchange rate is characterized by the so-called phenomenon of mean reversion 3 , or by the tendency not to maintain a trend up or down for a long time 4 . As noted in paragraph 3, as a result of the processing steps of the data base, we have selected the following even variables of input of the ANN. s 2 Since the coefficient of correlation or similarity between two variables analyzed both at the time "t" is merely indicate what the change of a variable "x" is similar to the change of a variable "y", which follow the same trend, it was considered necessary to eliminate the variables most strongly correlated with each other in order to avoid potentially ambiguous or amplifying signals in the stages of training. The fact of considering as input of a neural network two or more variables strongly correlated (i.e. Pearson's coefficient > 0.80), would artificially boost the information provided by the neural network variables in question. 3 See Gabbi (1999), pag. 241. 4 Empirical evidence shows that exchange rates tend to remain sufficiently stable in the medium term around a mean value of equilibrium. It occurs that too high values compared with the average period reflect a tendency to return later to the media. The prediction of these variables, therefore, may be affected by distorting effects produced by historical dynamic, as the typical behaviour of the series is precisely to reverse the trend.
Table 2. Similarity matrix of daily variables.
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JILSA Table 3 (a). Similarity matrix of monthly variables. 1 Then value = -1 As shown by the previous scheme, the change of the angular coefficient determines the change in trend growth or reduction of the exchange rate Euro/USD USA.
The inputs of the network were reduced by 49 (i.e. 7 input with their historical memories) to 7, while the records 10 are 547. To optimize the performance of the network we have reduced the data set to avoid signal of distortion or enhancement of some information, using 160 examples of maximum variance, of which 75% (120 examples) for training set and 25% (40 samples) for the validation set.
Optimal Topology Design Multi Layer Perceptron Neural (MLP) through a Multi-Objective Genetic Algorithm
The problem of finding the optimal topology of a Multi Layer Perceptron (MLP) neural network as a trade-off between the performance in terms of precision and the performance in terms of generalization, avoiding the problems of overfitting during the training phase, has been analyzed in the literature very accurately [63] and described in details in terms of an innovative genetic algorithm multi-objective Pareto-Based optimization problems [64] in which a bi-objective functions problems has been formulated and implemented. In fact decisions made in the network designing phase could turn out to be critical and choices non coherent with the problem could influence negatively learning or generalization ability of the Intelligent System. In this field evolutionary techniques have proven to be a great support in exploring the complex spaces that characterize the designing process. The setup of a neural network can be thought of as an optimization problem, indeed. The employment of such techniques appeared to be the optimal method in order to find a competitive solution. 5 The construction of the data set the neural network is based on the concept of historical memory as the objective of the ANN is to predict the trend of the exchange rate Euro/Dollar. 6 To train the neural network it is considered as current moment t-2 for each variable, so as to obtain two readings back in order to predict a trend output rate Eur/U.S. dollar equal to three days. 7 Function polyfit: polyfit p = (x, fx, n). The polyfit is a function used for the construction of polynomial interpolation, where x is the vector that contains the nodes of the grid, fx is the vector containing the values to interpolate on the grid nodes, n is the degree of the polynomial interpolation. 8 A function polyfit degree of approximation equal to 1 (i.e. n = 1) is a polynomial of first degree which interpolates the data as if making a linear regression values. 9 Hyperbolic tangent sigmoid activation function. Tansig (n) = 2/(1 + exp(-2 * n)) -1, where n is the matrix of inputs. The results of a function Tansig can vary between -1 and 1.
Genetic Algorithms (GAs) are well established bioinspired computational optimization approaches with a wide range of applications that spans from finance to medicine, inspired by the evolutionist theory explaining the origin of species. Following what happens in nature, weak species within their environment are faced with extinction by natural selection. The strong ones have greater opportunity to pass their genes to future generations via reproduction. If these changes provide additional advantages in the challenge for survival, new species evolve from the old ones. Unsuccessful changes are eliminated by natural selection. In GA terminology, a solution vector X is called an individual or a chromosome. Chromosomes are made of discrete units called genes. Each gene controls one or more features of the chromosome. In the original implementation of GA by Holland, genes are assumed to be binary digits. In later implementations, more varied gene types have been introduced. Normally, a chromosome corresponds to a unique solution X in the solution space. This requires a mapping mechanism between the solution space and the chromosomes. Being a population-based approach, GA are well suited to solve multi-objective optimization problems. A generic single-objective GA can be modified to find a set of multiple non-dominated solutions in a single run. The ability of GA to simultaneously search different regions of a solution space makes it possible to find a different set of solutions for difficult problems with non-convex, discontinuous, and multi-modal solutions spaces. In particular, Multi-Objective Genetic Algorithms are an extension of GAs and show their best performance when other common methods to simultaneously consider multiple objectives combining them linearly with fixed weights fail. In non MOGA strategy a linear combinations actually transform multiple objectives into a single objective, unfortunately such combinations cause the loss of diversity in potential solutions and then to overcome this shortcoming, Pareto optimal solutions are applied to retain the diversity. 
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x is said to be dominated by x 2 .  If there is no x F  s.t. x dominates 0 x , then 0 x is the Pareto optimal solutions. The geometric interpretation of Pareto optimal solutions for a bi-objective problem is demonstrated in Figure 1 .
Then the definition of Pareto optimal solution is applied to determine which solutions in the set are Pareto optimal. The step repeats in every generation in MOGA.
The complete MOGA algorithm is introduced in Figure 2 Moreover, it is well known that 90% of the approaches to multi-objective optimization aimed to approximate the true Pareto front for the underlying problem. A majority of these used a meta-heuristic technique, and 70% of all meta-heuristics approaches were based on evolutionary approaches. From this perspective it could be easily intended how MOGAs can be used in order to carry out a MLP topology optimization. In this paper each MLP neural topology developed for this research was trained on data sets described in paragraph 3 by monitoring two parameters of precision and generalization, which can be considered indicators of network quality, capacity or indices of the same set of learning of training data and generalize a set of separate data, not participating in the training phase. Generalization and accuracy were calculated as mean square error over all 120 training examples and all 40 examples of validation considered. In particular, for the purposes of this research, the optimal MLP neural network topology has been designed and tested by means the specific genetic algorithm multi-objective Pareto-Based designed from Bevilacqua et al. [64] , taking into account the following parameters:
 number of neurons for layer;  number of layers;  activation functions of all neurons per each layer;
value of the learning rate. The proposed solution proved to be able to reach a good level of optimization in terms of generalization performance and showed to be able to prune several original architectures designed formerly.
Analysis of the Results
In Table 4 below it is summarized the characteristics and performance of the three best ANN designed for the purpose of this research which have provided, at the same performance of the training set of 100%, the best results for validation sets, respectively 70%, 60% and 80%.
The first two ANN are designed with the construction technique trial and error and the third network with optimized construction technique mentioned above in paragraph 5.
The third topology neural network designed with an optimized construction technique gives the best performance since it classifies correctly 120 examples of Table 5 shows some indicators of statistical error that can provide useful information on good predictive power of the third neural network topology designed with optimized design and manufacturing. By the analysis of the data it is possible to say that the ANN model developed can largely predict the trend to three days of exchange rate Euro/USD.
Conclusions
By the empirical results it is possible to say, first of all, that empirical research conducted largely support the two research hypothesis discussed in section 1, justifying the attempt to forecast the exchange rate Euro/USD performed in this research through a non-linear methodology. The good forecasting performance of the network developed show that the process of formation of rate exchange is not completely governed by noise.
The research therefore provides evidence to support the hypothesis of serial dependence of prices in financial markets, according to which prices evolve according to a trend not completely random, and then, at least in part, predictable. This hypothesis, which draws its origins from chaos theory applied to financial systems [46, [65] [66] [67] [68] [69] [70] [71] [72] , is based on the idea that what the theory of random walk considers noise, it is probably the result of complex interaction between different market players, who react to the dynamics of price with behaviours that can be better identified by models of nonlinear nature. Therefore, the analysis provides evidence to support the research hypothesis that the processes of pricing in financial markets have seemingly ruled by chance but in reality are determined by interaction between actors and relationships between variables of nonlinear nature, which are difficult to detect because of the chaotic component that characterizes the process of pricing in financial markets, the non-exhaustive information available to build effective predictive models and the inadequacy of many forecasting models. The considerations highlighted above lead to a final consideration [73] , which is essentially methodological and is about the effectiveness of an integrated approach, which is based on the joint use of linear and non-linear methods of analysis to study the phenomenon of the forecasting of financial prices.
