We introduce a generative adversarial network (GAN) model to simulate the 3-dimensional Lagrangian motion of particles trapped in the recirculation zone of a buoyancy-opposed flame.
I. INTRODUCTION
Lagrangian trajectory simulation is widely applied in multidisciplinary systems to study subjects ranging from Brownian particle diffusion at nanometer scale [1, 2] to animal and human movements on miles of landscape [3, 4] . The simulated trajectories, from which statistical inferences are often made, provide insights on various topics ranging from particle aggregation kinetics [1, 2] to urban planning [3] and search-and-rescue strategies [4, 5] . The conventionally adopted first principle method requires well-defined motion equations that govern the movement.
When adopting such a method, difficulty commonly arises from the multitude of the motion driving forces [1] [2] [3] [4] [5] . Ideally, the model should incorporate all the variables that contribute to the dynamic changes. But a comprehensive inclusion is not feasible when the system is complex, and thus assumptions are made for simplification [1] [2] [3] [4] [5] . Another difficulty can arise from the fact that the driving forces of moving objects, especially active objects (e.g. animals and human beings), may not be readily quantifiable and hence very difficult to formally incorporate in the motion equations [3, 4] . As an example, a social force model incorporates psychological factors in Langevin equations for modeling human movements [3] . Such a model, however, requires an elaborate design and considerable domain knowledge. Alternatively, statistical approaches have been adopted to address this challenge, such as correlated random walks and Levy flights, in which movements are regulated by probability distribution functions that can be empirically determined [4] . In general, for models based on first principle methods, their performance is limited by many factors, such as domain knowledge, the validity of assumption, model complexity, and the quality of optimization [1] [2] [3] [4] [5] [6] .
The recent advent of deep learning opened a new avenue for simulating complex systems via a data driven approach [7] . Neural network models have found successful applications in simulating systems that are difficult to tackle with conventional methods [8] [9] [10] . For example, a deep generative neural network extracts statistical representation, at multiple levels of abstraction, from experimentally determined datasets (hereafter, the ground truth), and subsequently it generates new instances that share statistical similarity with the ground truth [7, 11, 12] . Among the deep generative neural networks, the variational autoencoder (VAE) [11] and the generative adversarial net (GAN) [12] are the two most widely-applied models. Previously, we explored the possibility of simulating the motion of particles trapped in a buoyancy-opposed flame (introduced in Ref [13] [14] [15] ) using a VAE model [16] . We found that although the VAE could successfully generate trajectories that were statistically accurate, the model was prone to overfitting the training sets, hence compromising the generalization of the output [16] . Furthermore, the VAE model operates with a deterministic input-output dimension. As a result, the model generates only trajectories with the same length as the model input [16] . In this work, we address these issues encountered in the previous work by introducing a GAN model for trajectory simulation. The GAN has two major components: a generator, which comprises a stochastic recurrent neural network (SRNN) [17, 18] , and a discriminator, which is a multilayer convolutional neural network (CNN) [19, 20] . The generator randomly generates trajectory instances, and the discriminator attempts to distinguish the generated trajectories (fake) from the ground truth (real). Both the generator and discriminator are trained simultaneously, until they are both so developed that the best-trained discriminator fails to discriminate the real from the fake that are produced from the best-trained generator [7, 12] .
The rest of paper is organized as follows: In section II, we describe the GAN model architecture, objective function, and training procedure. In section III, we evaluate the GAN model's performance based on accuracy and generalization criteria. We conclude this paper by discussing the advantages of our GAN model, as well as the difficulties that one may encounter when deploying it.
II. METHODS
A. Architecture of the GAN model Figure 1 shows the overall architecture of the GAN model, along with the connections among its major components. The model input is 15 experimentally determined particle trajectories, which each of which comprised 1,100 timesteps, corresponding to a total duration ≈ 5.24 s (Refer to Ref [16] for the experimental acquisition of the particle trajectories). This generation process is formally written as ̃= ( 0, ). Subsequently, the generated trajectory ̃ and the ground truth are sent to the discriminator network, wherein the probability values (̃) and ( ) are calculated. These two probability values respectively measure the likelihoods that ̃ and are deemed real by the discriminator.
FIG. 1. Architecture of the generative adversarial network used in this work
In the following sections, we will describe the architecture of the compact SRNN, which serves as the generator, and the CNN, which serves as the discriminator. This description is immediately followed by a paragraph detailing the construction of the objective function and the procedure for the adversarial training. T , which is next used to generate ̃+ 1 , and so forth. A hundred SRC units were deployed in our generator, matching the length of (and ̃) .
B. SRNN serving as generator

FIG. 2. Recurrent connection of the SRC units
The detailed working mechanism of a single SRC unit is shown in FIG. 3 . Within the SRC shell, the input k-element array, for example, [̃− 1 , ̃− 2 , ⋯ , ̃− ] T is assigned to a tensor notation X 0 . This tensor input is sent to multiple layers of the fully connected neural network, whose inputs (X ) and outputs (X +1 ) have the following mathematical relationship:
where +1 and +1 , respectively representing the weight and bias matrices of the neuron layer, are the variables to be determined during the model training, and () is an activation function. The output X 1 of the first layer, after being concatenated by the original input X 0 , is then sent to the second layer of the fully-connected neural network, which outputs X 2 .
Subsequently, the tensor X 2 is simultaneously fed to another two fully-connected neural networks, wherein its mean ( ) and standard deviation ( ) are individually calculated. The pair of variables and is next used to randomly generate a future moving increment Δ̃ with a unit Gaussian noise input. Finally, the coordinate ̃ is obtained by adding Δ̃ to ̃− 1 , and the SRC puts ̃ at the top of preceding coordinate list, updating the k-element array from
FIG. 3. Computation graph illustrating the function of a single SRC unit
Our neural network model differs from the conventional RNN, which follows a deterministic algorithm [21] [22] [23] . Randomness is introduced to the model, which accounts for the inherent stochasticity of the particle motion. Also note that our model structure is more compact than the SRNNs introduced in Ref [17, 18] , so that it is easier to train and deploy. This concludes our description of the generator network, and in the following section, we move on to the discriminator network. Figure 4 shows how our discriminator network maps the spatially distributed features from the input trajectory datasets ( and ̃) to the probability values ( ) and (̃), by which the ground truth and the generator output are respectively deemed real. Three feedforward convoluted neural layers constitute our CNN [19, 20] , which recognizes local conjunction features from the input and generates lower dimensional feature maps. Exponential linear units (ELU) are used as the activation functions for these convolutional layers. Dropout with a rate of 0.5 is introduced to avoid overfitting. The output of the third feature map is next passed through a fully connected neural layer with a sigmoid activation function, which calculates the probability ( ) (or (̃)).
C. CNN serving as discriminator
The CNN, which can detect higher level abstraction, takes fewer variables than the fully-connected neural networks, and thus is quiet well suited as the discriminator [24, 25] .
FIG. 4. Structure of the discriminative CNN D. Objective function and model training
We use a standard cross entropy [12] to measure the cost in the adversarial training of the generator SRNN and the discriminator CNN, and the objective function can be written as
where denotes calculating expectation values for the arguments housed in the curly brackets and log is the natural log function. Note that when there is more than one trajectory instance in the training minibatch, the arithmetic mean values of and are calculated and used.
The algorithm of the adversarial training is outlined in . Stochastic gradient decent of the objective function was performed using the Adam optimizer loaded with a constant learning rate. Early stop was used to prevent overfitting and instability [26] . The adversarial training lasted for 5,000 epochs of training, at which point the discriminator returned ( ) ≈ [ ( 0, )]. After the training, the generator iterated every 11 times, producing a trajectory sequence with 1,100 timesteps, matching the length of . We next discuss the performance of GAN model with regard to the accuracy of its output. Figure 6 shows the scaling analysis performed on the mean squared displacements (MSD) of the GAN outputs and the ground truth. Here, the MSD i of each trajectory was calculated with a changing timescale (∆ ) in a time-averaged manner [27, 28] : Fig. 6 . The GAN output also accurately mimics the long-term behaviors observed for the ground truth. For example, the timeevolution of the scaling exponent that parameterizes the power-law relationship:
III. RESULTS AND DISCUSSION
trapped [27] . Note that the motion in a direction starts out ballistically = 2. Over time the values of in the and directions approach zero, because the particles are trapped in flame vortices with finite length scale [13] . The values of in the direction, however, approaches unity at large timescales, indicating normal diffusion, because the angular rotation is unbounded and the correlations in the motion are eventually washed away. Figure 6 compares the time evolutions of for the simulations and the ground truth, good agreement is observed in all directions. Figure 7 shows the probability distributions of velocities ( ), ( ), and ( ) for the GAN outputs and the ground truth. Deviations are negligible. We next discuss the generalization of the GAN outputs. The degree of generalization is quantitatively assessed using the Pearson correlation coefficients between, for example, the ground truth and the GAN model output ̃:
The condition of ( ,̃) ≈ 1 indicates ̃ to be highly linearly-correlated with , and zero indicates that they are independent. Note that the calculation of ( ,̃) was individually done using the three cylindrical components of (and ̃ Finally, we comprehensively evaluate the performance of our deep learning models. propagating the output trajectory to unlimited length (within a scope that makes physical sense).
The difficulty involved in the application of our GAN model resides in the complexity of neural network architecture. Unlike feedforward networks, the SRNN generator contains hundreds of SRC units. Training such an intricate network demands considerable computation power, and one also needs to tackle the resulting gradient vanishing or exploding problems [29] . The delicate trade-off between model complexity and model performance should be taken into consideration.
For example, reducing the number of SRC units in the SRNN alleviates the computational load.
However, this treatment requires the model inputs to be sliced into correspondingly shorter segments, and the GAN model may fail to perceive the long-term statistical representations in the ground truth. In this work, we deploy 100 SRC units in the generator, striking a balance between load and performance. This hyper-parameter should be carefully chosen, according to the system being studied, the application, and the computational resources. Other difficulties are the ones commonly encountered in adversarial training, such as training instability and mode collapsing, which require fine-tuning by trial and error until a stable model configuration is reached [26, [30] [31] [32] .
IV. CONCLUSION
In summary, our GAN model has achieved state-of-the-art performance in simulating the Lagrangian trajectories of particles trapped in the recirculating zone of a buoyancy-opposed flame.
Scaling analysis shows that the 3-dimensional MSD of the simulated motion deviates by only ca.
5% from that of the ground truth. The adversarial training scheme manages to transfer the statistical representation from the input without overfitting the data, thus the generalization of the model output is guaranteed. Using an SRNN as the generator, the GAN model can freely propagate the simulated trajectory without such limitations as the model input-output dimension.
