Abstract-Earthquake science and emergency response require integration of many data types and models that cover a broad range of scales in time and space. Timely and efficient earthquake analysis and response require automated processes and a system in which the interfaces between models and applications are established and well defined. Geodetic imaging data provide observations of crustal deformation from which strain accumulation and release associated with earthquakes can be inferred. Data products are growing and tend to be either relatively large in size, on the order of 1 GB per image with hundreds or thousands of images, or high data rate, such as from 1 second GPS solutions. The products can be computationally intensive to manipulate, analyze, or model, and are unwieldy to transfer across wide area networks. Required computing resources can be large, even for a few users, and can spike when new data are made available or when an earthquake occurs. A cloud computing environment is the natural extension for some components of QuakeSim as an increasing number of data products and model applications become available to users. Storing the data near the model applications improves performance for the user.
INTRODUCTION
QuakeSim is a computational environment integrating data and models for understanding earthquake processes. QuakeSim focuses on using remotely sensed geodetic imaging data to study the interseismic part of the earthquake cycle ( Figure 1 ). Geodetic imaging data provide observations of crustal deformation from which strain accumulation and release associated with earthquakes can be inferred. The goal is to understand earthquakes for mitigation and response. Remotely sensed geodetic imaging observations provide information on motions of the surface of the Earth's crust, expressing the cycle of strain accumulation and release. These data products are fused with geologic and seismicity information in the QuakeSim environment with visualization, modeling, and pattern analysis tools. E-DECIDER is an earthquake response decision support system that also uses remotely sensed observations and some QuakeSim components.
Earthquakes are the result of complex solid Earth processes. Plate tectonics drive motion of the Earth's crust, accumulating deformation primarily along plate boundaries. Strain stored as elastic energy is released in earthquakes along faults. These processes occur on scales of milliseconds to millions of years, and from microns to global scales. Crustal deformation data products derived from GPS and interferometric synthetic aperture radar (InSAR) observations enable an understanding of the cycle of strain accumulation and release. Geological and seismic data complement the spaceborne observations. Various domain experts study aspects of these processes using experimental, theoretical, modeling, or statistical tools. Over the last decade, in part due to the advent of new computational methods, there has been an increasing focus on mining and integrating the heterogeneous data products into complex models of solid Earth processes.
QuakeSim focuses on the cycle of strain accumulation and release that is well addressed by geodetic imaging data and related model applications. Coseismic offset is the slip that occurs during an earthquake. Postseismic deformation is continued motion that occurs following an earthquake and deviates from the long-term slip rate. Postseismic deformation is usually some combination of afterslip, relaxation, or poroelastic rebound. Interseismic strain accumulation occurs as a result of plate tectonic motion. QuakeSim addresses the size and location of events, coseismic offsets associated with the earthquakes, and the time varying displacements that occur throughout the earthquake cycle. Seismicity and geology yield information on size and location of events. GPS provides position time series. Interferometric synthetic aperture radar from airborne and spaceborne platforms provide images of displacement. All data sources provide information on geometry of faults and time varying slip.
QuakeSim and E-DECIDER are downstream data product consumers that perform forward modeling, inverse modeling, forecasting, event detection, and response on the data products. Both E-DECIDER and QuakeSim rely on processed data products, which are typically velocities and time series from GPS, and ground range changes from Interferometric Synthetic Aperture Radar (InSAR). These and other data products such as seismicity, geologic fault data, or civil infrastructure, are integrated and assimilated into models for understanding, forecasting, and response. As a result of this reliance on data product providers, it is imperative that data specifications, standards, and locations are well understood.
QuakeSim is distributed and heterogeneous because of the many different data products and numerous different applications; it is consequently implemented using Service Oriented Architecture principles. Separating QuakeSim into its different parts, strategically using cloud resources where necessary, and using other resources as practical result in greater efficiency. In cases where data volumes are large, such as InSAR, it is important to ensure that model applications reside close to the data products to reduce latency from bandwidth limitations. Alternatively, data products can be connected to applications through high bandwidth pathways. Services such as Amazon Glacier are not adequate because they have a long latency of 3-5 hours for retrieval of data. Scientists need to be able to browse data products and analyze them over short time periods, particularly for event response.
While we use seismicity as a data source for size, location, and mechanism of events, we do not focus on seismic waveforms. Understanding crustal deformation and fault behavior leads to improved forecasting, emergency planning, and disaster response. Analysis of crustal deformation data can be used to indicate the existence of otherwise unknown faults [1] , particularly when they are not exposed at the surface. Accurate fault models are required for understanding earthquake processes and require the integration of multiple types of data. Identifying, characterizing, modeling and considering the consequences of unknown faults, and improving the models of known faults contributes to seismic risk mitigation. The goal of QuakeSim is to improve understanding of earthquake processes by integrating remotely sensed geodetic imaging and other data with modeling, simulation, and pattern analysis applications. Model and analysis applications are delivered as standalone offline software packages or online through web services and Science Gateway user interfaces [2] . Data products are available online for browsing, download, and online or offline analysis through a database and services. QuakeSim utilizes data products that have typically been generated elsewhere; raw data is not ingested or processed but higher level data products from other data providers are made available through Open Geospatial Consortium (OGC)-compliant web services [3, 4] .
DATA PRODUCTS
QuakeSim applications use multiple data products from multiple providers (Figure 2 ). Data products include faults, GPS position time series and velocities, Radar repeat pass interferometry (RPI) or Interferometric Synthetic Aperture Radar (InSAR) ground range change images, and seismicity.
It is important that the data products come from trusted sources and are reliable in order to construct valid models of earthquake processes and produce accurate earthquake probabilities. Understanding the history of the data products and how they were produced allows a user to make informed decisions and interpretations. It is also important to ensuring reproducibility of results. Tracking data provenance is necessary, particularly when data are reprocessed or originate from a variety of solutions, such as with GPS data. For individual derived data products and integrated data products the tracking and appropriate propagation of accumulated error and precision is particularly important. 
Raw$data$ Response$ Figure 2 . QuakeSim inputs, outputs, and feedback to data providers are shown. Multiple data products are used from numerous providers. These are used in applications for understanding faults and forecasting earthquake likelihood. Output from the applications often identifies issues with the data products, which can be in the form of previously unrecognized faults, unmodeled error sources, or processing issues.
A key issue for earthquake response efforts is data availability and reliability, especially in the first hours to days following the event. Responders and decision makers require access to rapid fault solutions, deformation and displacement information, and geologic and geodetic data quickly and easily. Available and trusted data products in times of crisis are essential in the decision making process. Quick-look products that may not be as accurate are of more value than accurate products with a long latency.
MODELING AND ANALYSIS
Data products are used in four main ways by QuakeSim modeling and analysis tools. The goal is to identify active faults or regions, understand earthquake fault behavior, search for anomalies, and estimate earthquake likelihood. QuakeSim provides integrated map-based interfaces and applications for 1) accessing remotely-sensed and groundbased data products; 2) exploring and analyzing observations; 3) modeling earthquake processes; and 4) conducting pattern analysis to focus attention and identify significant and/or subtle features in the data. Data products and model tools can be accessed by network service (Web Services and REST) interfaces, directly through web-based user interfaces, or run offline on local or high-performance computers.
Cloud computing is applicable in cases where multiple runs can be made in an embarrassingly parallel fashion. This includes analysis of high rate GPS time series analysis, during post event response, when numerous users might be using the QuakeSim environment, and for simulating earthquakes or inverting crustal deformation observations in which numerous runs are carried out with different initial conditions. Data products and modeling results are treated in a framework that includes per-sample uncertainties and propagation of errors. This framework is not yet complete, because some data products (particularly InSAR phase) do not come with a full description of correlated errors, and because some forward modeling applications (such as viscoelastic models) do not support direct propagation of errors. However, the current treatment of uncertainty does include propagation of errors, such as propagation of GPS time series per-sample uncertainty (reported from a prior positioning estimation application) through an inversion application that results in a model of fault geometry and slip that includes the propagated errors. Another advantage to inversion with errors is that inadequate sensor geometry and accuracy may be detected by large propagated errors. In addition the generation of a suite of forward models based on fault geometry and slip conditions within a defined uncertainty space will generate a suite of synthetic surface displacements that propagate the characteristics of that initial uncertainty space. Investigations of this latter sort are well suited to cloud computing due to their uncoupled parallel nature.
DECISION SUPPORT
QuakeSim tools and Web services are used as a back end for E-DECIDER. E-DECIDER provides decision support for earthquake disaster management and response utilizing NASA and other available remote sensing data and QuakeSim modeling software ( Figure 3 ). E-DECIDER delivers a web-based infrastructure and mobile interface designed for ease-of-use by decision makers, including rapid and readily accessible satellite imagery and synthetic interferograms following earthquakes; standards-compliant map data products; and deformation modeling and earthquake aftershock forecasting results [4] . The decision support tools are developed working in partnership with end users in first response and disaster management agencies, such as the US Geological Survey (USGS), California Geological Survey (CGS), and the Department of Homeland Security (DHS). A recent addition to the suite of tools includes delivery of E-DECIDER information through the DHS Unified Incident Command and Decision Support (UICDS) software, which allows data providers a means to communicate and send their products in a standard manner in the event of a disaster.
An example workflow includes an end-to-end process that starts with the triggering of a deformation simulation from a >M5 earthquake from the USGS feed and ends with those results posted to an RSS feed. We have developed algorithms and web services to automatically process output from the Disloc model to produce tilt and deformation gradient information using a Sobel operator. The tilt is a measurement of the change of slope that can affect water distribution, drainage, and sewage services. The deformation gradient is a measure of the rate of change of deformation and can detect locations of possible fault rupture on the surface as well as locations where infrastructure may be damaged by tension, compression, or shear at the surface.
The tilt and gradient processing can be performed as an ondemand process or as a web service. The web service version will be chained with RSSDisloc to provide automatic mapping of tilt and gradient for earthquakes as they appear on the USGS Prompt Assessment of Global Earthquakes for Response (PAGER) feed. The tilt and gradient information can be mapped either with KML for display in Google Earth or with ArcGIS or other desktop GIS tools. Mapping products generated in ArcGIS are shared either as image/PDF files or in native mapping formats. Additionally, these products will be disseminated automatically via UICDS to responders (in locations where UICDS is in use). The JPL UICDS core has been installed and is operational and has been tested in a response exercise to push E-DECIDER products to end users in an operational environment during the ShakeOut in mid-October 2012. Future plans to send epicenter and potentially exposed infrastructure from Hazards-United States (HAZUS) databases from the E-DECIDER GeoServer directly to UICDS upon the USGS feed trigger are also underway.
CLOUD COMPUTING
Cloud computing in the general sense represents the centralization of computing capacity into highly scalable data centers [5] . The National Institute of Standards is standardizing cloud computing concepts and terminology, which we briefly summarize here.
In brief, we can think of clouds as consisting of the following service layers. Infrastructure as a Service: through Virtual Machine technologies, clouds provide access to hosted servers and resources that appear to the user as "just another server." The advantage from the user's point of view is that the resources are elastic and can be scaled up or down as needed. Amazon, Azure, and Google Compute Engine are examples. Open source examples include OpenStack, OpenNebula, CloudStack, Nimbus, and Eucalyptus. Platform as a Service: This allows the user to deploy user-created applications within a specific cloud framework into the cloud for use by others. Google App Engine and Amazon's Elastic MapReduce [6] are prominent examples. Here the cloud provider creates a framework that can be used to build applications while hiding underlying complexities (such as those exposed in Infrastructure as a Service). Software as a Service: The cloud provider provides a specific capability or software to the user. Examples are seen in the individual services corresponding to different QuakeSim tools or to individual services corresponding to different forecasting models. [7] [8] [9] [10] .
Compared to
A growing body of research indicates that Cloud computing approaches are a good match for many large-scale datacentric scientific computing problems [10] [11] [12] [13] [14] [15] [16] . Cloud computing infrastructure in many fields is overtaking the traditional data center. The size of data in many fields (such as the life sciences) is growing so rapidly that frequent data movement is impractical, and so computing must be brought to the data. This is likely the case for InSAR geodetic imaging data as volumes grow over time. High rate GPS data products also are good candidates for analysis on the cloud. Other applications may be impractical for cloud computing, and analysis should be done to gain efficiency with cloud computing while not incurring expense where unnecessary.
It is important to prototype these approaches for NASA data collections, particularly the anticipated large collections of InSAR imagery from the DESDynI-R mission. At its most basic level, Infrastructure as a Service allows us to quickly experiment with different resources (number of CPUs, memory size) to determine the optimal resource requirements for running a service. However, one can obtain similar flexibility from modern, Virtual Machine-based data centers such as Indiana University's Intelligent Infrastructure service. We need to investigate the potential advantages of Cloud Computing over traditional data centers. As described above, there are three possible Cloud Computing scenarios within QuakeSim.
First, QuakeSim Web services, such as OGC-based services for delivering UAVSAR data, can be moved to clouds from their current locations in university data centers. The advantage of clouds such as Amazon over traditional data centers for QuakeSim's stateless services include autoscaling, load balancing, and content distribution. Autoscaling allows us to automatically scale up or down the number of server instances used by a given service. This can be done using various triggers, such as the detection of high usage or on regular schedules. This is a key feature of elasticity in clouds. Load balancing is the distribution of a service across multiple services with typically round-robin distribution of requests. This also provides greater fault tolerance if a particular service instance is down. Although this can be configured manually in traditional Apache HTTPD-based services, many cloud providers build load balancing into their fabric, requiring no modification of the service. Finally, content distribution allows the services to be replicated geographically and located on network edge servers, potentially reducing the latency of requests. This is particularly interesting to investigate for QuakeSim, given the world-wide interest in earthquake events and our requirements for building interactive tools.
Second, cloud computing "platform as a service" offerings such as map-reduce and its variations are very interesting models for data intensive computing with several recent earth/environmental science examples including GIS services in the cloud [17] [18] [19] [20] [21] [22] [23] . Potential applications include applying feature detection algorithms to InSAR and UAVSAR data sets to potentially identify previously unknown faults as well as the Virtual California toll described later. Recent "high performance computing" cluster resources can also be obtained from Amazon. These are more traditional clusters, exchanging virtualization for higher speed networking. These provide an alternative to traditional campus clusters that is appropriate for more traditional high performance computing [12, 16] .
Third, cloud computing provides a way for QuakeSim to work with its collaborators to more efficiently share data sets (as in Figure 2 ). As described previously, QuakeSim does not process raw observational data but is instead downstream consumer of data. Maintaining consistent copies with our upstream data providers is a challenge. QuakeSim's QuakeTables database houses some processed InSAR data products and also the complete set of processed repeat pass interferometry products from the airborne UAVSAR InSAR project. These data provide essential information for modeling earthquake processes and particularly for developing accurate fault models. We are collaborating with data product providers to ensure standard interfaces formats as well as jointly used cloud infrastructure where appropriate. The infrastructure must be flexible enough to support other data sets and use cases.
Under the present cloud models, storage at existing data center appears more cost effective than storage on the cloud where recurring costs are at present prohibitive. However, this may change in the future. Microsoft Azure's Blob storage service, Amazon's S3, and the Lustre file systembased Whamcloud are examples of unstructured storage, and BigTable, HBase, and the Azure Table Service are examples of structured data storage. We will evaluate these for the storage and access of large collections of individually large data sets. A key observation from our research on cloud systems for science is that data storage and computing must be coupled, making systems such as Amazon Glacier, with slow retrieval times inadequate. We must therefore couple our IaaS prototyping with SaaS prototyping. The SaaS models that we are considering are MapReduce and its derivatives. MapReduce style approaches are particularly useful for data-parallel computing problems such as L-band radar image processing and GPS signal analysis. Simulations and inversions where similar runs are done with different initial conditions are also candidates for cloud computing.
We carried out some initial testing on different platforms. WCS (Web Coverage Service) is an OGC standard to retrieve raster data based on spatial constraints and other query criteria. For our testing procedure we 1) Randomly choose one InSAR image, 2) Randomly generate a small rectangle bounding box inside an InSAR image, and 3) Send a request to GeoServer and retrieve the image in GeoTiff format. Performance is measured by the average response time of one user request call, which includes GeoServer response time and network transfer time.
The performance WCS is tested with three different requests with the same bounding area: first is to retrieve image in native resolution, the second requests the image in lower resolution by resampling the original image, and the third one requests the image in lower resolution and different projection. The tests are carried out on GeoServers running on Indiana University Intelligent Infrastructure (IUII) and Amazon EC2 Cloud. Table 1 shows the results of clients from both IU and Amazon. It shows there is no substantial performance difference between cloud service and traditional data center for this simple test case. More realistic testing are focused load balancing and scalability to simulate the spikes of data and user requests during earthquake events.
Cloud computing systems such as FutureGrid [24] also provide infrastructure for high performance earthquake simulation. This system can be dynamically reconfigured between virtual machines and bare-metal allowing both high performance and measurement of virtualization overhead. Figure 5 shows parallel scaling and performance results from the QuakeSim Virtual California earthquake simulation code on the FutureGrid system. These tests were run using a 3000 year simulation of seismicity in a model containing all major faults in California. The results show that on bare hardware VC scales well up to 64 cores (8 nodes) on such a system at which point communication dominates and takes over half of runtime. The result on OpenStack Virtual machine environment on identical hardware shows much greater overhead. This is especially true of 32 cores or more (4 nodes or more) which show longer total execution time than for 16 cores due to slow VM-based communication across racks. The bottom figure shows the fraction of runtime spent in different sections of the program, with calculation represented by shades of blue and communication by shades of red. The middle figure shows the total wall time of the simulation, including the wall time for calculation and ideal scaling. The top figure shows the memory bandwidth achieved during the matrix-vector multiply which is the dominant calculation during the simulation and is generally limited by bandwidth due to the ratio of bytes to flops.
There are several points related to scalability. First, as shown in the lower figure, communication as a fraction of total runtime stays relatively constant from 4 cores up to 32 cores, and significantly grows past 64 cores. This is likely due to the Infiniband network configuration where up to 8 nodes may be connected on a single switch. Past 8 nodes communication must travel between switches, which accounts for the jump in communication time. Each type of communication is global in nature so their scaling is similar. Another issue is related to scaling of the calculation. Since the matrix in the matrix-vector multiply is dense, the limiting factor is generally memory bandwidth. With 2 cores a large fraction of the full memory bandwidth (10.4 GB/s out of a theoretical 12.4 GB/s) can be utilized. However, adding more cores only serves to divide this limited bandwidth further, dropping per-core bandwidth to 7.6 GB/s (this is higher than the theoretical limit because of on-core cache) and lower as the number of cores increases. Based on these results, further calculation performance improvements in VC for bare metal nodes, must focus either on compression or different algorithmic approaches to reduce memory bandwidth, or utilization of fewer cores on more nodes to better distribute the bandwidth limitation.
Techniques to improve communication performance in larger clusters are also applicable such as hierarchical communication within then between nodes. We will present a more detailed analysis of OpenStack results elsewhere; including use of CentOS rather than default Ubuntu OpenStack OS; Ubuntu only allows Ethernet communication; CentOS can use FutureGrid's Infiniband.
SUMMARY
Clouds are a promising new method for analysis and modeling of large data product sets and for multiple parallel runs. In some instances it may be better to use standard resources instead of clouds. Careful consideration should be given to what resources to use for various tasks. QuakeSim consists of several components interfacing with many different organizations, data products, and with several different types of applications for modeling and analysis. Collaboration between QuakeSim developers and data product providers and downstream consumers early on will result in improved efficiency across the board for earthquake studies and analysis of geodetic imaging observations. 
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