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A operac¸a˜o de perfurac¸a˜o de poc¸os e´ a segunda fase na busca do petro´leo e se da´ em locais
previamente determinados por pesquisas geolo´gicas e geofı´sicas. Ela consiste basicamente
na manobra de uma sonda de perfurac¸a˜o por um te´cnico altamente especializado, o sondador.
A sonda por sua vez possui em sua extremidade inferior uma broca, que e´ a responsa´vel por
abrir caminho na rocha seja por trituramento, por acunhamento seguido de arrancamento ou
por raspagem.O desgaste da broca se da´ em func¸a˜o de diversos fatores como velocidade de
rotac¸a˜o, taxa de penetrac¸a˜o, tipo de formac¸a˜o sendo perfurada, etc.
Por outro lado, sabe-se que as redes neuronais sa˜o o´timas ferramentas de representac¸a˜o de
conhecimento e sa˜o capazes de lidar com sistemas na˜o-lineares possuindo a capacidade de
prever a evoluc¸a˜o de um dado modelo matema´tico. Assim, propo˜e-se o desenvolvimento
de um sistema baseado em redes neuronais, que seja capaz de atuar em conjunto com o
sondador indicando o nı´vel de desgaste da broca durante as operac¸o˜es de perfurac¸a˜o.
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Drilling operations take place after the exploration operations chooses the region to begin
the search for oil. Basically it consists in driving the drill stem downward the hole by the
expert driller, which tries to do it as fast and safe as possible. There is a drill bit attached to
the lower extremity of the drill stem which is responsible for digging the hole. Drill bit wear
is affected by factors such as rotation speed, rate of penetration, rock properties, etc.
On the other hand, it is a well-established fact that neural networks have a very good per-
formance in the execution of the following tasks: knowledge representation and non-linear
systems modeling. The proposal of this work is to develop a neural network based system
that reports the bit wear to the expert driller during the drilling operation.
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Capı´tulo 1
Introduc¸a˜o
As pesquisas Geolo´gicas e Geofı´sicas sa˜o a primeira fase na busca do petro´leo. Com os resultados
obtidos destas pesquisas, determinam-se as regio˜es mais promissoras e a segunda fase tem inı´cio. A
segunda fase na busca do petro´leo consiste basicamente na perfurac¸a˜o de um poc¸o mediante o uso
de uma sonda de perfurac¸a˜o. Geralmente, esta atividade e´ realizada por empresas terceirizadas que
cobram por seus servic¸os a quantia de US$200.000,00 - custo dia´rio me´dio de sondas de perfurac¸a˜o
marı´timas para a´guas profundas.
A sonda e´ composta por uma torre, que serve como base de apoio e sustentac¸a˜o, e pela coluna de
perfurac¸a˜o que se apo´ia na torre. A coluna e´ formada por va´rios tubos conectados entre si. Na extre-
midade inferior da coluna encontra-se a broca, que abre caminho nas camadas subterraˆneas seja por
ac¸a˜o de trituramento, acunhamento seguido de arrancamento, ou raspagem, e na extremidade superior
esta˜o conectados os equipamentos que teˆm a func¸a˜o de transmitir torque a` coluna e de imprimir peso
sobre a broca. ´E nesta extremidade tambe´m que ha´ a injec¸a˜o do fluido de perfurac¸a˜o. O fluido e´ um
dos elementos de maior importaˆncia na atividade de perfurac¸a˜o pois dele dependem a limpeza das
brocas, a retirada dos cascalhos do fundo do poc¸o, a manutenc¸a˜o de uma pressa˜o hidrosta´tica ideal
no fundo do poc¸o e o estudo geolo´gico da rocha que esta´ sendo perfurada.
A sonda de perfurac¸a˜o e´ manobrada por um te´cnico altamente especializado conhecido como
sondador (ou expert driller), que atrave´s do controle de varia´veis como o peso sobre a broca, a vaza˜o
e a pressa˜o do fluido de perfurac¸a˜o, o torque aplicado, a velocidade de rotac¸a˜o, e outras, tenta garantir
que a perfurac¸a˜o se deˆ da maneira mais econoˆmica e segura possı´vel. Para tanto, um grande nu´mero
de dispositivos indicadores e registradores, o sistema de monitorac¸a˜o, o auxilia nesta tarefa.
Por outro lado, sabe-se que as redes neuronais sa˜o o´timas ferramentas de representac¸a˜o de conhe-
cimento, sa˜o capazes de lidar com sistemas na˜o-lineares e possuem capacidade de prever a ocorreˆncia
de eventos com uma certa antecedeˆncia. Justamente por estas caracterı´sticas elas teˆm sido bastante
utilizadas no setor de petro´leo & ga´s em pesquisas como ana´lise da evoluc¸a˜o de poc¸os [9], pesquisas
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geolo´gicas [10] e ana´lise de desgaste de brocas [11]. E, ao contra´rio dos me´todos analı´ticos tradicio-
nais aonde um modelo matema´tico do problema precisa ser desenvolvido, as redes neuronais exigem
apenas a apresentac¸a˜o de pares entrada/saı´da do sistema em questa˜o durante a fase de aprendizado
para que estejam aptas a realizar as tarefas para as quais foram projetadas.
Foi feita uma visita te´cnica a` plataforma SS48 no campo de Coral, aonde todo o processo de
perfurac¸a˜o de poc¸os foi observado in loco. Durante a visita os sondadores foram entrevistados, e
assim, notou-se que um dos maiores empecilhos ao bom andamento da perfurac¸a˜o dos poc¸os e´ a falta
de informac¸o˜es sobre o estado da broca. Em um evento ocorrido durante a visita, a coluna foi retirada
totalmente do poc¸o e foi observado que havia um problema com um jato da broca. Se o sondador
soubesse que este era o problema talvez na˜o tivesse sido necessa´rio retirar toda a coluna do poc¸o e,
portanto, tempo e dinheiro seriam economizados.
Atualmente, os modelos matema´ticos que descrevem o desgaste de brocas sa˜o na˜o-lineares e
extremamente complexos. Alguns trabalhos teˆm sido desenvolvidos em torno do assunto como pode
ser observado em [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39].
Assim, raciocinando em torno dos fatos observados e comentados, surgiu a motivac¸a˜o do presente
trabalho. O objetivo especı´fico do trabalho e´ observar o desempenho de algumas configurac¸o˜es de
redes neuronais na previsa˜o de desgaste de brocas em perfurac¸o˜es de formac¸o˜es rochosas uniformes.
Uma vez avaliadas, sera´ necessa´rio fazer a validac¸a˜o das mesmas atrave´s de ensaios de campo. Pos-
teriormente, estas redes podera˜o ser integradas em um equipamento capaz de prever o desgaste de
brocas em formac¸o˜es rochosas compostas.
Na˜o houve acesso a dados de perfurac¸a˜o de poc¸os reais, uma vez que as empresas do ramo clas-
sificam estas informac¸o˜es como sendo altamente confidenciais. Isto levou a` necessidade de obter-se
um simulador de perfurac¸a˜o de poc¸os.
Na fase de treinamento da rede, foram utilizados dados provenientes do simulador de perfurac¸a˜o
de poc¸os. Como ja´ foi dito, durante a perfurac¸a˜o o sondador na˜o possui nenhuma informac¸a˜o sobre
o estado de desgaste da broca, informac¸a˜o esta que somente pode ser obtida com a retirada total da
coluna do poc¸o e observac¸a˜o direta da pec¸a. A disponibilidade desta informac¸a˜o poderia auxiliar o
sondador na diagnose de algum evento inesperado, na manobra da sonda ou ainda na otimizac¸a˜o da
perfurac¸a˜o.
O presente trabalho possibilitou a publicac¸a˜o no “2o. Congresso Brasileiro de Petro´leo & Ga´s”,
ocorrido no ano de 2003 na cidade do Rio de Janeiro, e tambe´m a apresentac¸a˜o no “SPE - South
American and Caribbean Student Paper Contest”, que aconteceu em 2003 na cidade de Macae´.
O presente trabalho se organizara´ da seguinte maneira: No capı´tulo 2 uma breve introduc¸a˜o a`
teoria de engenharia de perfurac¸a˜o de poc¸os sera´ feita. No capı´tulo 3 sera´ visto um pouco de teoria de
Redes Neuronais, em particular, a teoria sobre as Redes Feed-Forward Back-Propagation, utilizadas
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no presente trabalho. No capı´tulo 4 sera´ feita a descric¸a˜o do problema, aonde sera´ descrito a metodo-
logia aqui proposta. No capı´tulo 5 sera˜o apresentados os resultados experimentais e no capı´tulo 6 a
conclusa˜o sobre os resultados obtidos no trabalho.
Capı´tulo 2
Perfurac¸a˜o de poc¸os
Neste capı´tulo veremos um breve resumo sobre Engenharia de Perfurac¸a˜o de Poc¸os.
2.1 O Petro´leo no mundo
De acordo com [27], o registro da participac¸a˜o do petro´leo na vida do homem remonta a` Antigui-
dade. Na Babiloˆnia os tijolos eram assentados com asfalto e o betume era largamente utilizado pelos
fenı´cios na calafetac¸a˜o de embarcac¸o˜es. Os egı´pcios tambe´m o utilizaram: para pavimentar estradas,
embalsamar os mortos e na construc¸a˜o das piraˆmides. Gregos e romanos o utilizaram ainda para fins
be´licos. Enfim, desde sempre, este composto ja´ era utilizado com diversas finalidades.
Naquela e´poca, pore´m, ele era obtido apenas em exsudac¸o˜es naturais. De fato, o inı´cio e a
sustentac¸a˜o do processo de busca datam de 1859, quando foi iniciada a explorac¸a˜o comercial nos
Estados Unidos logo apo´s a descoberta de um poc¸o de 21 metros de profundidade, que produzia ape-
nas 2 m3/dia de o´leo, perfurado com um sistema de percussa˜o movido a vapor. Descobriu-se que a
destilac¸a˜o do petro´leo resultava em produtos que substituı´am com grande margem de lucro o quero-
sene obtido a partir do carva˜o e o o´leo de baleia, utilizados para iluminac¸a˜o. Estes fatos marcam o
inı´cio da era do petro´leo. Posteriormente, com a invenc¸a˜o dos motores a gasolina e a diesel, estes
derivados ganham importaˆncia e adicionam lucros expressivos a` atividade.
O me´todo de percussa˜o comec¸ou a ser substituı´do no inı´cio do se´culo XX, com o desenvolvimento
do processo rotativo de perfurac¸a˜o. O aumento da qualidade do ac¸o, os novos projetos de broca, as
novas te´cnicas de perfurac¸a˜o, e outras inovac¸o˜es te´cnicas possibilitaram a perfurac¸a˜o de poc¸os com
mais de 10.000 metros de profundidade.
A busca do petro´leo levou a importantes descobertas nos Estados Unidos, Argentina, Venezuela,
Trinidad, Borneu e Oriente Medio. Ate´ 1945 o maior produtor de petro´leo do mundo eram os Estados
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Unidos, cena´rio que se modifica apo´s a Segunda Guerra Mundial com a afirmac¸a˜o de um novo po´lo
produtor mundial no Oriente Me´dio. Intensificam-se tambe´m atividades explorato´rias e incurso˜es no
mar.
A de´cada de 60 registra a abundaˆncia do petro´leo disponı´vel no mundo, o que, aliado aos baixos
prec¸os praticados pelo mercado, estimula o consumo desenfreado. ´E durante esta de´cada tambe´m
que a explorac¸a˜o de petro´leo e ga´s se mostra bastante produtiva no Oriente Me´dio e na enta˜o Unia˜o
Sovie´tica.
A de´cada seguinte foi marcada por brutais elevac¸o˜es nos prec¸os do petro´leo, tornando econoˆmicas
grandes descobertas no Mar do Norte e Golfo do Me´xico. Outras grandes descobertas ocorrem em
paı´ses do terceiro mundo e em paı´ses comunistas, enquanto as grandes reservas de petro´leo dos Es-
tados Unidos se encontram esgotadas. Acontecem, enta˜o, os grandes avanc¸os tecnolo´gicos no apri-
moramento de dispositivos de aquisic¸a˜o, processamento e interpretac¸a˜o de dados sı´smicos, como
tambe´m nos processos de recuperac¸a˜o de petro´leo das jazidas ja´ conhecidas.
Nos anos 80 e 90, os avanc¸os tecnolo´gicos reduzem os custos de explorac¸a˜o e de produc¸a˜o,
criando um novo ciclo econoˆmico para a indu´stria petrolı´fera.
Assim, ao longo do tempo, o petro´leo foi se impondo como fonte de energia. Hoje em dia, ale´m da
utilizac¸a˜o de seus derivados, centenas de novos compostos sa˜o produzidos, muitos deles diariamente
utilizados, como pla´sticos, borrachas sinte´ticas, tintas, corantes, adesivos, solventes, detergentes, pro-
dutos farmaceˆuticos, cosme´ticos, etc. Com isso, o petro´leo, ale´m de produzir combustı´vel, passou a
ser imprescindı´vel a`s facilidades e comodidades da vida moderna.
2.2 Perfurac¸a˜o de poc¸os
Ainda de acordo com [27], a perfurac¸a˜o de um poc¸o de petro´leo e´ realizada atrave´s de uma sonda.
Na perfurac¸a˜o rotativa, as rochas sa˜o perfuradas pela ac¸a˜o da rotac¸a˜o e peso aplicados a uma broca
existente na extremidade de uma coluna de perfurac¸a˜o, a qual consiste basicamente de comandos
(tubos de paredes espessas) e tubos de perfurac¸a˜o (tubos de paredes finas). Os fragmentos da rocha
sa˜o removidos continuamente atrave´s de um fluido de perfurac¸a˜o. O fluido e´ injetado por bombas
para o interior da coluna de perfurac¸a˜o atrave´s da cabec¸a de injec¸a˜o, ou swivel, e retorna a` superfı´cie
atrave´s do espac¸o anular entre a coluna e as paredes do poc¸o. Ao atingir determinada profundidade,
a coluna de perfurac¸a˜o e´ retirada do poc¸o e uma coluna de revestimento de ac¸o, de diaˆmetro inferior
ao da broca, e´ descida no poc¸o. O anular entre os tubos do revestimento e as paredes do poc¸o e´
cimentado com a finalidade de isolar as rochas atravessadas, permitindo enta˜o o avanc¸o da perfurac¸a˜o
com seguranc¸a. Apo´s a operac¸a˜o de cimentac¸a˜o, a coluna de perfurac¸a˜o e´ novamente descida no
poc¸o, tendo na sua extremidade uma nova broca, de diaˆmetro menor do que o do revestimento, para o
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prosseguimento da perfurac¸a˜o. Portanto, um poc¸o e´ perfurado em diversas fases, caracterizadas pelos
diferentes diaˆmetros das brocas.
2.2.1 Equipamentos da sonda de perfurac¸a˜o
Uma sonda e´ composta de sistemas, cada qual sendo um conjunto de equipamentos responsa´veis
por determinada func¸a˜o na perfurac¸a˜o de poc¸os. Veremos a seguir os principais sistemas existentes e
os equipamentos constituintes.
2.2.1.1 Sistema de sustentac¸a˜o de cargas
A carga aqui referida corresponde ao peso da coluna de perfurac¸a˜o, ou do revestimento, que e´
transferido para o mastro ou torre, que, por sua vez, a descarrega para a subestrutura e esta para a
fundac¸a˜o ou base. Estes sa˜o os equipamentos constituintes deste sistema.
• Torre ou Mastro
A torre, ou mastro, e´ uma estrutura de ac¸o especial, de forma piramidal, de modo a prover
um espac¸amento vertical livre acima da plataforma de trabalho para permitir a execuc¸a˜o das
manobras, que sa˜o as operac¸o˜es com a coluna para retirar a broca ate´ a superfı´cie. Uma torre
e´ constituı´da de um grande nu´mero de pec¸as, que sa˜o montadas uma a uma. Na figura 2.1,
pode-se ver uma torre de perfurac¸a˜o.
Ja´ o mastro e´ uma estrutura trelic¸ada, subdividida em treˆs ou quatro sec¸o˜es que sa˜o montadas
na posic¸a˜o horizontal e elevadas para a vertical. Por ser de montagem mais fa´cil e ra´pida, o
mastro tem sido preferido em perfurac¸o˜es terrestres.
Figura 2.1: Torre de perfurac¸a˜o
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• Subestruturas
A subestrutura e´ constituı´da de vigas de ac¸o especial montadas sobre a fundac¸a˜o de modo
a criar um espac¸o de trabalho aonde sa˜o instalados os equipamentos de seguranc¸a do poc¸o.
A fundac¸a˜o e´ uma estrutura rı´gida construı´da em concreto, ac¸o ou madeira que suporta com
seguranc¸a as deflexo˜es, vibrac¸o˜es e deslocamentos provocados pela sonda.
• Estaleiros
O estaleiro e´ o local aonde sa˜o dispostas todas as tubulac¸o˜es (comandos, tubos de perfurac¸a˜o,
revestimentos, etc.) de maneira a facilitar o seu manuseio e transporte. Pode-se ver na figura
2.2 um estaleiro tı´pico.
Figura 2.2: Estaleiro da sonda
2.2.1.2 Sistema de gerac¸a˜o e transmissa˜o de energia
A energia necessa´ria para o acionamento dos equipamentos de uma sonda de perfurac¸a˜o geral-
mente e´ fornecida por motores diesel, mas em sondas aonde exista produc¸a˜o de ga´s e´ comum a
utilizac¸a˜o de turbinas a ga´s para gerar energia para toda a plataforma.
Uma caracterı´stica importante dos equipamentos de uma sonda, e que afeta o processo de trans-
missa˜o de energia, e´ a necessidade deles operarem com velocidade e torque varia´veis. Dependendo
do modo de transmissa˜o utilizado as sondas sa˜o classificadas como sondas mecaˆnicas ou sondas
diesel-ele´tricas.
• Sondas Mecaˆnicas
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A energia gerada nos motores diesel e´ levada a uma transmissa˜o principal atrave´s de acopla-
mentos hidra´ulicos e embreagens. A transmissa˜o e´ constituı´da de diversos eixos, rodas dentadas
e correntes que distribuem a energia a todos os sistemas da sonda.
As embreagens permitem que os motores sejam acoplados ou desacoplados propiciando maior
eficieˆncia na utilizac¸a˜o dos motores diesel.
• Sondas Diesel-Ele´tricas
Nestas sondas geralmente a gerac¸a˜o e´ feita em corrente alternada e a utilizac¸a˜o em corrente
contı´nua (AC/DC).
Os motores a diesel, ou as turbinas a ga´s, acionam um barramento de 600volts, que tambe´m
pode ser alimentado pela rede pu´blica quando esta estiver disponı´vel. Os equipamentos da
sonda que utilizam corrente contı´nua recebem a energia de pontes retificadoras, que por sua
vez esta˜o conectadas ao barramento; os equipamentos que utilizam corrente alternada recebem
a energia de um transformador que tambe´m esta´ conectado ao barramento. Existe tambe´m
sondas AC/AC, aonde na˜o ha´ necessidade de utilizac¸a˜o de retificadores, mas ha´ a necessidade
de controlar a frequ¨eˆncia aplicada aos motores.
2.2.1.3 Sistema de movimentac¸a˜o de carga
´E o sistema composto por guincho, bloco de coroamento, catarina, cabo de perfurac¸a˜o, gancho
e elevador, responsa´vel por dar ao sondador condic¸o˜es de movimentar as colunas de perfurac¸a˜o, de
revestimento e outros equipamentos. Ha´ na figura 2.3 a representac¸a˜o de um sistema bloco-catarina.
• Guincho
O guincho e´ constituı´do por: tambor principal, tambor auxiliar, freios, molinetes e embreagens.
O tambor principal aciona o cabo de perfurac¸a˜o para movimentar as cargas dentro do poc¸o. O
freio tem a func¸a˜o de parar ou retardar o movimento de descida de carga no poc¸o, controlando
assim o peso aplicado na broca. O tambor auxiliar e´ utilizado para movimentar equipamentos
leves no poc¸o. O molinete e´ um tipo de embreagem que permite tracionar cabos ou cordas.
• Bloco de coroamento
´E um conjunto de 4 a 7 polias montadas em um eixo suportado por dois mancais de desliza-
mento, localizado na parte superior do mastro, ou torre.
• Catarina e Gancho
A catarina e´ um conjunto de 3 a 6 polias mo´veis que fica suspensa pelo cabo de perfurac¸a˜o e
possui em sua extremidade inferior uma alc¸a aonde e´ preso o gancho. O cabo de perfurac¸a˜o
passa alternadamente pelas polias do bloco de coroamento e polias da catarina, formando um
2. Perfurac¸a˜o de poc¸os 9
sistema com 8 a 12 linhas passadas. O gancho consiste de um corpo cilı´ndrico com um sistema
interno para amortecer os golpes causados pela movimentac¸a˜o das cargas.
• Cabo de perfurac¸a˜o
´E um cabo de ac¸o tranc¸ado em torno de um nu´cleo ou alma. O cabo proveniente do carretel e´
passado e fixado em uma aˆncora, aonde se encontra um sensor que mede a tensa˜o no cabo. Ele
segue enta˜o para o sistema bloco-catarina e posteriormente e´ enrolado e fixado no tambor do
guincho.
• Elevador
O elevador e´ o equipamento utilizado para movimentar elementos tubulares. Tem a forma de
um anel bipartido em que as duas partes sa˜o ligadas por uma dobradic¸a resistente, contendo um
trinco especial para seu fechamento.
Figura 2.3: Sistema bloco-catarina
2.2.1.4 Sistema de rotac¸a˜o
O sistema de rotac¸a˜o convencional e´ constituı´do de equipamentos que promovem ou permitem a
livre rotac¸a˜o da coluna de perfurac¸a˜o: mesa rotativa, kelly e cabec¸a de injec¸a˜o. Geralmente a coluna
de perfurac¸a˜o e´ girada pela mesa de rotac¸a˜o localizada na plataforma da sonda, mas nas sondas
equipadas com top drive a rotac¸a˜o e´ transmitida diretamente ao topo da coluna de perfurac¸a˜o por um
motor acoplado a` catarina. Existe tambe´m a possibilidade de se perfurar com um motor de fundo,
colocado logo acima da broca, que gera o torque necessa´rio direcionando o fluido de perfurac¸a˜o a
uma turbina ou sistema de deslocamento positivo em seu interior.
• Mesa rotativa
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Equipamento que transmite rotac¸a˜o a` coluna de perfurac¸a˜o e permite o livre deslizamento do
kelly em seu interior. Em certas operac¸o˜es a mesa rotativa deve suportar o peso da coluna de
perfurac¸a˜o.
• Kelly
O kelly e´ um comando que transmite a rotac¸a˜o da mesa rotativa a` coluna de perfurac¸a˜o atrave´s
da sec¸a˜o poligonal de seu corpo.
• Cabec¸a de injec¸a˜o
´E atrave´s da cabec¸a de injec¸a˜o que o fluido de perfurac¸a˜o e´ injetado no interior da coluna de
perfurac¸a˜o. Este equipamento faz tambe´m a interface entre os equipamentos rotativos e os
equipamentos estaciona´rios da sonda de perfurac¸a˜o.
2.2.1.5 Sistema de circulac¸a˜o
O fluido de perfurac¸a˜o e´ bombeado atrave´s da coluna de perfurac¸a˜o ate´ a broca, retornando pelo
espac¸o anular ate´ a superfı´cie, trazendo consigo os cascalhos cortados pela broca. Os cascalhos
sa˜o retirados do fluido pelo mud shaker, como pode ser visto na figura 2.4, e levados para ana´lise
pelos geo´logos. O fluido e´ enta˜o armazenado em tanques aonde recebe um tratamento quı´mico para
que fique dentro da especificac¸a˜o exigida pelo projeto do poc¸o. Apo´s o tratamento o fluido fica
disponı´vel para ser injetado novamente na coluna. O sistema de circulac¸a˜o e´ composto por todos os
equipamentos que permitem a circulac¸a˜o e o tratamento do fluido.
Figura 2.4: Mud Shaker
• Fase de injec¸a˜o
O fluido e´ bombeado na coluna de perfurac¸a˜o pelas bombas de lama em direc¸a˜o a` broca, ate´
passar ao anular entre o poc¸o e a coluna por orifı´cios conhecidos como jatos da broca. Durante
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a perfurac¸a˜o, as vazo˜es e presso˜es de bombeio variam com a profundidade e a geometria do
poc¸o. ´E tarefa do sondador ajustar estes paraˆmetros para que a perfurac¸a˜o se deˆ da melhor
maneira possı´vel.
• Fase de retorno
Esta fase tem inı´cio com a saı´da do fluido de perfurac¸a˜o nos jatos da broca e termina ao chegar
no mud shaker, percorrendo o espac¸o anular entre a coluna de perfurac¸a˜o e a parede do poc¸o,
ou o revestimento.
• Fase de tratamento
Durante a perfurac¸a˜o, o fluido tem que estar dentro da especificac¸a˜o de determinadas proprie-
dades quı´micas. Para garantir a qualidade do fluido e´ necessa´rio que o mesmo seja submetido
a constantes ana´lises e, quando for necessa´rio, que passe por um tratamento quı´mico. Basica-
mente o tratamento consiste em retirar as partı´culas so´lidas e adicionar aditivos quı´micos para
ajustar a acidez, a densidade, etc.
2.2.1.6 Sistema de seguranc¸a do poc¸o
´E o sistema constituı´do de todos os equipamentos que possibilitam o fechamento e controle do
poc¸o, sendo o BOP (Blow-Out Preventer) - um conjunto de va´lvulas para fechamento do poc¸o - o
mais importante deles. Pode-se observar na figura 2.5 um BOP tı´pico.
Sempre que houver um kick, ou fluxo indeseja´vel do fluido contido numa formac¸a˜o para dentro
do poc¸o, o sistema de seguranc¸a dever ser acionado para controlar o poc¸o. Caso contra´rio, o fluido
do poc¸o pode comec¸ar a fluir totalmente sem controle, criando uma siuac¸a˜o extremamente perigosa
aonde podem ocorrer danos aos equipamentos da sonda, acidentes pessoais, perda parcial ou total do
reservato´rio, poluic¸a˜o e danos ao meio ambiente. Os principais equipamentos do sistema de seguranc¸a
sa˜o:
• Cabec¸a de poc¸o
A cabec¸a de poc¸o e´ constituı´da de diversos equipamentos que permitem a ancoragem e vedac¸a˜o
das colunas de revestimento na superfı´cie: A cabec¸a de revestimento tem a finalidade de sus-
tentar os revestimentos intermedia´rios e de produc¸a˜o, de propiciar vedac¸a˜o e acesso a estes,
e de servir de base para a instalac¸a˜o dos demais elementos da cabec¸a do poc¸o e prevento-
res. O suspensor de revestimento permite a ancoragem do revestimento e a vedac¸a˜o do anular
deste revestimento com o corpo da cabec¸a na qual foi ancorado. O carretel de revestimento
e´ semelhante a` cabec¸a de revestimento, possuindo ainda duas saı´das laterais para acesso ao
espac¸o anular e um alojamento para assentamento do suspensor de revestimento. A cabec¸a de
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Figura 2.5: BOP - Blow-Out Preventer
produc¸a˜o e´ tambe´m um carretel que possui a capacidade de impedir a passagem de presso˜es al-
tas. O carretel de perfurac¸a˜o e´ um equipamento com duas saı´das laterais que recebem as linhas
de controle do poc¸o: kill line, e choke line.
• Preventores
Os preventores sa˜o os equipamentos de seguranc¸a responsa´veis por fechar o espac¸o anular de
um poc¸o. Os preventores anulares atuam ao deslocar um pista˜o dentro de um corpo cilı´ndrico,
comprimindo um elemento de borracha que se ajusta contra a parede da tubulac¸a˜o. Os preven-
tores de gavetas atuam ao deslocar duas gavetas, uma contra a outra, transversalmente ao eixo
do poc¸o.
2.2.1.7 Sistema de monitorac¸a˜o
Sa˜o os equipamentos necessa´rios ao controle da perfurac¸a˜o: manoˆmetros, indicador de peso na
broca, indicador de torque, tacoˆmetro, etc. Com a evoluc¸a˜o das te´cnicas de perfurac¸a˜o observou-se
que um ma´ximo de eficieˆncia e economia seria atingido quando houvesse uma perfeita combinac¸a˜o
entre os va´rios paraˆmetros da perfurac¸a˜o. Disto surgiu a necessidade do uso de equipamentos para o
registro e controle destes paraˆmetros. Eles podem ser classificados em indicadores, que apenas indi-
cam o valor do paraˆmetro em considerac¸a˜o, e registradores, que trac¸am curvas dos valores medidos.
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´E neste sistema que se encontra o foco do presente trabalho. Maiores detalhes podem ser encontrados
no capı´tulo 4.
2.2.2 Colunas de perfurac¸a˜o
Para cortar as formac¸o˜es rochosas e´ necessa´ria a concentrac¸a˜o de grande quantidade de energia
na broca. A coluna de perfurac¸a˜o e´ responsa´vel por transferir toda esta energia, em forma de rotac¸a˜o
e peso aplicados, a` broca no fundo do poc¸o. Os principais componentes da coluna sa˜o os comandos,
os tubos pesados e os tubos de perfurac¸a˜o.
2.2.2.1 Comandos
Os comandos sa˜o elementos tubulares fabricados em ac¸o forjado que teˆm como func¸a˜o principal
fornecer peso a` broca e prover rigidez a` coluna, permitindo melhor controle da trajeto´ria do poc¸o.
A conexa˜o destes elementos e´ feita por unio˜es enrosca´veis usinadas diretamente no corpo do tubo.
Pode-se ver na figura 2.6 alguns exemplos de comandos.
Figura 2.6: Comandos
2.2.2.2 Tubos pesados
Sa˜o elementos tubulares de ac¸o forjado que teˆm como func¸a˜o principal promover uma transic¸a˜o
de rigidez entre os comandos e os tubos de perfurac¸a˜o, diminuindo a possibilidade de falha por fadiga.
2.2.2.3 Tubos de perfurac¸a˜o
Os tubos de perfurac¸a˜o (Drill Pipes ) sa˜o tubos de ac¸o sem costura, tratados internamente com
aplicac¸a˜o de resinas para diminuic¸a˜o do desgaste interno e corrosa˜o.
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2.2.3 Brocas
Sa˜o os equipamentos que promovem a ruptura e desagregac¸a˜o das rochas ou formac¸o˜es rochosas.
O estudo das brocas, considerando seu desempenho e economicidade, e´ um dos fatores importantes
na perfurac¸a˜o de poc¸os de petro´leo.
2.2.3.1 Brocas sem partes mo´veis
De acordo com [27], os principais tipos sa˜o: integral de laˆminas de ac¸o, diamantes naturais e
diamantes artificiais (PDC/TSP). As brocas de laˆmina de ac¸o foram as primeiras brocas a serem
usadas. Teˆm a caracterı´stica de perfurar por ac¸a˜o de cisalhamento e possuem jatos que permitem uma
boa limpeza de suas laˆminas, no entanto, sua estrutura cortante apresenta uma vida u´til muito curta o
que fez com que praticamente desaparecessem depois do surgimento das brocas de cones.
As brocas de diamantes naturais perfuram pelo efeito de esmerilhamento. No inı´cio eram uti-
lizadas para perfurar formac¸o˜es rochosas duras, mas hoje em dia sa˜o utilizadas principalmente em
operac¸o˜es de testemunhagem ou em perfurac¸o˜es de formac¸o˜es extremamente duras e abrasivas, uma
vez que existem brocas recentes menos custosas capazes de perfurar formac¸o˜es duras. As brocas com
estrutura cortante de diamantes naturais constam de um grande nu´mero de diamantes industrializados
fixados numa matriz meta´lica especial. O tamanho e a quantidade dos diamantes na broca determinam
a sua aplicabilidade.
Ao final da de´cada de 70 surgiram as brocas PDC (Polycrystalline Diamond Compact), cuja es-
trutura de corte e´ formada por pastilhas ou compactos, montadas sobre bases cilı´ndricas, instalada
no corpo da broca. A pastilha e´ composta por uma camada fina de partı´culas de diamantes aglutina-
dos com cobalto, fixada a outra camada composta de carbureto de tungsteˆnio. Perfura por ac¸a˜o de
cisalhamento ao promover um efeito de cunha. Pode-se ver na figura 2.7 uma broca do tipo PDC.
Figura 2.7: Broca do tipo PDC
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Foram desenvolvidos tambe´m os compactos TSP (Thermally Stable Polycrystalline) para substi-
tuir as brocas PDC em perfurac¸o˜es aonde o calor gerado e´ mais intenso.
No geral, a inexisteˆncia de partes mo´veis e rolamentos diminui a possibilidade de falhas destas
brocas.
2.2.3.2 Brocas com partes mo´veis
As brocas com partes mo´veis podem ter de um a quatro cones, sendo as mais utilizadas as brocas
tricoˆnicas pela sua eficieˆncia e menor custo inicial em relac¸a˜o a`s demais. Possuem dois elementos
principais: a estrutura cortante e os rolamentos. Pode-se ver na figura 2.8 um exemplo de broca
tricoˆnica.
Figura 2.8: Broca do tipo tricoˆnica
• Estrutura cortante
As brocas tricoˆnicas sa˜o divididas em brocas dentes de ac¸o, que teˆm sua estrutura cortante
fresada no pro´prio cone, e brocas de insertos, que teˆm os insertos de carbureto de tungsteˆnio
instalados por processo de interfereˆncia em orifı´cios abertos na superfı´cie do cone. Existem
va´rios formatos de dente e de inserto, cada qual para um tipo de formac¸a˜o. A ac¸a˜o da estrutura
cortante das brocas tricoˆnicas envolve a combinac¸a˜o de ac¸o˜es de raspagem, lascamento, esma-
gamento e erosa˜o por impacto dos jatos de fluido de perfurac¸a˜o. Dependendo das caracterı´sticas
da broca, um ou outro mecanismo se sobrepo˜e aos demais.
• Rolamentos
Existem treˆs tipos de rolamentos que equipam as brocas: com roletes e esferas na˜o-selados, com
roletes e esferas selados e com mancais de fricc¸a˜o tipo journal. Os na˜o-selados sa˜o lubrificados
pelo pro´prio fluido de perfurac¸a˜o enquanto nos selados ha´ um sistema interno de lubrificac¸a˜o
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que na˜o permite o contato do fluido de perfurac¸a˜o com os rolamentos, aumentando a vida u´til
da broca. Nas brocas com rolamentos do tipo journal os roletes sa˜o substituı´dos por mancais
de fricc¸a˜o. Sa˜o as de maior custo, mas sa˜o as mais eficazes e as que apresentam mais baixo
ı´ndice de falhas.
2.2.4 Fluidos de perfurac¸a˜o
Os fluidos de perfurac¸a˜o sa˜o misturas complexas de so´lidos, lı´quidos, produtos quı´micos e, por
vezes, ate´ gases. Podem ser a` base de a´gua, a` base de o´leo e ainda a` base de ar. Alguns dos fluidos
mais conhecidos sa˜o: Bentonita em soluc¸a˜o aquosa; Polı´mero adicionado de Cloreto de pota´ssio em
soluc¸a˜o aquosa; compostos em soluc¸a˜o oleosa, etc.
Os fluidos de perfurac¸a˜o devem ser especificados de forma a garantir uma perfurac¸a˜o ra´pida e
segura. Assim, e´ deseja´vel que o fluido apresente as seguintes caracterı´sticas:
√
ser esta´vel quimicamente;
√
estabilizar as paredes do poc¸o, mecaˆnica e quimicamente;
√
facilitar a separac¸a˜o dos cascalhos na superfı´cie;
√
manter os so´lidos em suspensa˜o quando estiver em repouso;
√
aceitar qualquer tratamento, fı´sico e quı´mico;
√
ser bombea´vel;
√
apresentar baixo grau de corrosa˜o e de abrasa˜o em relac¸a˜o a` coluna e demais equipamentos do
sistema de circulac¸a˜o;
√
facilitar as interpretac¸o˜es geolo´gicas do material retirado;
√
apresentar custo compatı´vel com a operac¸a˜o;
Basicamente, os fluidos de perfurac¸a˜o possuem as seguintes func¸o˜es:
• Transportar os cascalhos do fundo do poc¸o para a superfı´cie;
• Exercer pressa˜o hidrosta´tica sobre as formac¸o˜es, de modo a evitar influxos ou perda de fluido;
• Resfriar e lubrificar a coluna de perfurac¸a˜o e a broca;
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2.2.5 Operac¸o˜es normais de perfurac¸a˜o
Durante a perfurac¸a˜o de um poc¸o uma se´rie de operac¸o˜es desempenham pape´is importantes no
processo.
2.2.5.1 Alargamento e Repassamento
O alargamento e´ a operac¸a˜o em que o poc¸o e´ reperfurado com uma broca de diaˆmetro maior do
que a utilizada em sua perfurac¸a˜o, ja´ o repassamento e´ a operac¸a˜o utilizada quando por algum motivo
o poc¸o se estreita e faz-se necessa´rio repassar a broca no trecho descalibrado.
2.2.5.2 Conexa˜o, Manobra e Circulac¸a˜o
Quando o topo do kelly atinge a mesa rotativa, e´ necessa´rio acrescentar um novo tubo de perfurac¸a˜o
a` coluna. Esta operac¸a˜o e´ chamada de conexa˜o. A operac¸a˜o de retirada e descida da coluna de
perfurac¸a˜o para trocar a broca e´ chamada de manobra. Ja´ a circulac¸a˜o consiste de manter a broca um
pouco acima do fundo do poc¸o e apenas circular o fluido de perfurac¸a˜o para remover os cascalhos do
espac¸o anular.
2.2.5.3 Revestimento de um poc¸o de petro´leo
Desde a antiguidade o homem tem perfurado poc¸os na crosta terrestre, reconhecendo a necessi-
dade de revesti-los total ou parcialmente para proteger suas paredes. O revestimento constitui uma
das parcelas mais expressivas do custo de perfurac¸a˜o de um poc¸o de petro´leo. O nu´mero de fases e
o comprimento das colunas de revestimento sa˜o determinados em func¸a˜o das presso˜es de poro e de
fratura previstas, que indicam o risco de prisa˜o da coluna por diferencial de pressa˜o, ocorreˆncia de
kicks, desmoronamento das paredes do poc¸o ou perda do fluido de perfurac¸a˜o para as formac¸o˜es.
2.2.5.4 Cimentac¸a˜o de poc¸os de petro´leo
Apo´s a operac¸a˜o de revestimento do poc¸o, e´ necessa´rio que o espac¸o anular entre a parede do poc¸o
e o revestimento seja preenchido com cimento, de modo a fixar a tubulac¸a˜o e evitar que haja migrac¸a˜o
de fluidos entre as diversas zonas permea´veis atravessadas pelo poc¸o, por detra´s do revestimento. A
cimentac¸a˜o do espac¸o anular e´ realizada, basicamente, pelo bombeio de pasta de cimento e a´gua, que
e´ deslocada atrave´s da pro´pria tubulac¸a˜o de revestimento. Apo´s o endurecimento da pasta, o cimento
deve ficar fortemente aderido a` superfı´cie externa do revestimento e a` parede do poc¸o.
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2.2.5.5 Perfilagem
Apo´s a perfurac¸a˜o de uma fase, alguns aparelhos sa˜o descidos no interior do poc¸o para efe-
tuar a ana´lise de algumas propriedas das formac¸o˜es, fundamentais para caracterizac¸a˜o e avaliac¸a˜o
econoˆmica. Esta operac¸a˜o e´ conhecida como perfilagem.
2.2.6 Operac¸o˜es especiais de perfurac¸a˜o
Durante a perfurac¸a˜o de um poc¸o, va´rias operac¸o˜es especiais podem ocorrer: controle de kicks,
operac¸o˜es de pescaria, testemunhagem e teste de formac¸a˜o.
2.2.6.1 Controle de kicks
Uma das principais func¸o˜es do fluido de perfurac¸a˜o e´ exercer pressa˜o hidrosta´tica sobre as formac¸o˜es
a serem perfuradas pela broca para evitar que o fluido contido nos reservato´rios fluam para dentro do
poc¸o. Se houver influxo mas ele for controla´vel ele e´ chamado de kick, se for incontrola´vel diz-se
que e´ um blowout. Ha´ va´rios indı´cios que identificam uma potencial situac¸a˜o de kick. Quando pre-
viamente reconhecidos e interpretados eles permitem que sejam tomadas as provideˆncias adequadas
para evitar que se torne um blowout.
As principais informac¸o˜es do kick sa˜o as presso˜es lidas nos manoˆmetros quando o poc¸o e´ fechado,
e o volume ganho nos tanques. Estando o poc¸o fechado, o engenheiro prepara um plano para resta-
belecer o controle do poc¸o, que consiste na circulac¸a˜o do fluido invasor para fora do poc¸o e, quando
necessa´rio, na elevac¸a˜o da densidade do fluido.
2.2.6.2 Pescaria
Na indu´stria de petro´leo e´ comum chamar de “peixe” qualquer objeto estranho que tenha caı´do, se
partido ou ficado preso no poc¸o, impedindo o prosseguimento das operac¸o˜es normais de perfurac¸a˜o.
A operac¸a˜o de retirada dos “peixes” e´ chamada enta˜o de pescaria. A pescaria e´ uma operac¸a˜o sempre
indeseja´vel pois acarreta perda de tempo e pode causar danos mecaˆnicos.
2.2.6.3 Testemunhagem
A testemunhagem e´ o processo de obtenc¸a˜o de uma amostra real de rocha de subsuperfı´cie, cha-
mado testemunho, com alterac¸o˜es mı´nimas nas propriedades naturais da rocha. Com a ana´lise deste
testemunho obte´m-se informac¸o˜es como litologia, textura, porosidade, permeabilidade, saturac¸a˜o de
o´leo e a´gua, etc.
Capı´tulo 3
Redes Neuronais
Neste capı´tulo e´ feita uma breve abordagem sobre as redes neuronais. Descreve-se o que sa˜o redes
neuronais, seu princı´pio de funcionamento, arquiteturas mais utilizadas e algoritmos de treinamento.
3.1 Introduc¸a˜o
3.1.1 O que sa˜o Redes Neuronais?
O reconhecimento de que o ce´rebro humano trabalha de maneira completamente diferente do que
um computador digital tem motivado a pesquisa em redes neuronais artificiais (RN´s). O ce´rebro e´
um sistema de processamento de informac¸o˜es altamente complexo, paralelo e na˜o linear, que tem a
capacidade de organizar seus elementos estruturais, conhecidos como neuroˆnios, de tal forma que
se torna capaz de realizar algumas computac¸o˜es muitas vezes mais ra´pido do que alguns computa-
dores digitais de hoje em dia. Seja, por exemplo, uma tarefa de reconhecimento visual. O ce´rebro
continuamente faz representac¸o˜es do meio ambiente em que esta´ imerso em questo˜es de de´cimos de
segundos. A realizac¸a˜o de tarefas muito mais simples do que esta pode levar horas em computadores
convencionais.
A neurobiologia explica, ate´ certo ponto, como o ce´rebro e´ capaz de realizar tais fac¸anhas. Inicial-
mente ele possui uma grande estrutura e a habilidade de construir suas pro´prias interconexo˜es guiado
pelo que e´ popularmente conhecido como tentativa e erro, ou experieˆncia acumulada. Assim, a ex-
perieˆncia e´ acumulada atrave´s do tempo, e o ce´rebro conhece seu desenvolvimento mais drama´tico
nos dois primeiros anos de vida, passando a partir daı´ a se desenvolver em um ritmo mais lento.
De maneira geral, pode-se dizer que uma rede neuronal artificial e´ uma ma´quina que e´ proje-
tada para modelar a forma com que o ce´rebro realiza uma determinada tarefa. A rede normalmente
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e´ implementada atrave´s do uso de componentes eletroˆnicos ou de simulac¸o˜es em softwares. Para
alcanc¸ar uma boa performance as RN´s dependem de uma intensa interconexa˜o entre seus elementos
de processamento.
O procedimento utilizado para realizar o processo de aprendizado da RN e´ chamado de algoritmo
de aprendizado, e ele atua ao modificar organizadamente os pesos sina´pticos - a contrapartida artificial
para as sinapses dos neuroˆnios - de maneira que o sinal de saı´da da rede esteja o mais pro´ximo possı´vel
de um sinal desejado.
3.1.2 Benefı´cios das Redes Neuronais
De acordo com [12] as RN´s devem seu poder primeiro a` sua estrutura macic¸amente paralela-
distribuı´da, e segundo a` sua capacidade de aprender e tambe´m de generalizar. O termo generalizac¸a˜o
refere-se a` capacidade das RN´s de apresentar saı´das satisfato´rias para entradas na˜o apresentadas no
conjunto de treinamento. Estas habilidades fazem com que as RN´s sejam capazes de resolver pro-
blemas complexos que sa˜o intrata´veis atualmente. Na pra´tica, contudo, elas na˜o resolvem sozinhas o
problema. Ao contra´rio, dado um problema complexo, ele e´ decomposto em um nu´mero de tarefas
relativamente simples. Um conjunto de tarefas e´ designado a` uma rede neuronal com capacidade ine-
rente para resolveˆ-las. ´E importante reconhecer, contudo, que ha´ um longo caminho a percorrer antes
que uma arquitetura de computador de funcionamento similar a um ce´rebro humano seja construı´da.
Em [12] esta´ escrito que o trabalho com redes neuronais apresenta os seguintes aspectos:
1. Linearidade. Uma RN pode ser linear ou na˜o-linear. Uma rede neuronal constituı´da de inter-
conexo˜es de neuroˆnios na˜o-lineares sera´ na˜o-linear. Ainda mais, e´ uma na˜o-linearidade bem
particular, no sentido de que ela e´ distribuı´da atrave´s da rede.
2. Mapeamento de Entrada/Saı´da. Um paradigma popular de aprendizado conhecido como
aprendizado supervisionado envolve modificac¸o˜es nos pesos sina´pticos de uma rede neuronal
atrave´s da apresentac¸a˜o de um conjunto de dados denominado amostras de treinamento ou
exemplos de tarefa. Cada exemplo constitui-se de um u´nico sinal de entrada e uma resposta
desejada correspondente. Um exemplo escolhido aleatoriamente dentro do conjunto de dados
e´ apresentado a` rede, que tera´ seus pesos sina´pticos ajustados para minimizar a diferenc¸a (de
acordo com um crite´rio estatı´stico) entre a resposta atual e a resposta desejada. O processo e´
repetido para muitos exemplos ate´ o ponto em que na˜o ha´ mudanc¸a significativa dos valores
dos pesos. Assim, a rede obte´m conhecimento atrave´s do mapeamento de entradas/saı´das.
3. Adaptatividade. As RN´s teˆm uma caracterı´stica pro´pria de ajustar seus pesos sina´pticos de
acordo com mudanc¸as que ocorram no ambiente. Em particular, uma RN treinada para operar
em um dado ambiente pode ser facilmente retreinada para lidar com pequenas mudanc¸as neste
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ambiente. E mais, quando inserida em um ambiente na˜o-estaciona´rio (i.e., um em que suas
propriedades estatı´sticas mudem com o tempo), uma RN pode ser projetada para ajustar seus
pesos em tempo real. Esta propriedade adaptativa faz com que RN´s sejam muito utilizadas
em tarefas como processamento adaptativo de sinais, classificac¸a˜o adaptativa de padro˜es e con-
trole adaptativo. Como regra geral podemos dizer que, uma vez garantida a sua estabilidade,
quanto mais adaptativo um sistema mais robusto sera´ sua performance quando operando em
ambientes na˜o estaciona´rios. Deve ser enfatizado, no entanto, que a adaptatividade na˜o leva
necessariamente a` robustez; na verdade, muitas vezes pode acontecer justamente o contra´rio.
4. Certeza da Resposta. No contexto da classificac¸a˜o de padro˜es, uma rede neuronal pode ser
projetada para fornecer informac¸o˜es na˜o somente sobre a classificac¸a˜o do padra˜o, mas tambe´m
indicar o grau de incerteza desta informac¸a˜o. Isto pode ser u´til para rejeitar padro˜es ambı´guos,
se eles surgirem, e assim melhorar a qualidade da classificac¸a˜o.
5. Informac¸a˜o Contextual. O conhecimento e´ representado pela estrutura e pelos estados de
ativac¸a˜o da rede. Cada neuroˆnio e´ potencialmente afetado pela atividade global dos outros
neuroˆnios da rede. Consequ¨entemente, informac¸o˜es contextuais sa˜o naturalmente tratadas pelas
RN´s.
6. Toleraˆncia a Falhas. Uma rede neuronal implementada em hardware e´ potencialmente tole-
rante a falhas no sentido de que sua performance degrada suavemente sob condic¸o˜es adversas
de operac¸a˜o. Por exemplo, se um neuroˆnio ou suas conexo˜es esta˜o danificadas, a obtenc¸a˜o de
um padra˜o previamente armazenado na˜o tera´ a mesma qualidade. No entanto, devido a` natu-
reza distribuı´da da informac¸a˜o armazenada na rede, este defeito tem que ser bastante extenso
para que a resposta da rede como um todo seja seriamente prejudicada.
7. Implementac¸a˜o em VLSI. A natureza macic¸amente paralela das RN´s faz com que a execuc¸a˜o
de determinadas tarefas seja potencialmente ra´pida. Esta mesma propriedade as torna particu-
larmente aptas a serem implementadas utilizando tecnologia VLSI (Very Large Scale Integra-
ted).
8. Uniformidade de Ana´lise e Projeto. Basicamente, as RN´s gozam de universalidade como
processadores de informac¸o˜es. Isto quer dizer que a mesma notac¸a˜o e´ utilizada em todos seus
domı´nios de aplicac¸a˜o.
9. Analogia com a Neurobiologia. O projeto de RN´s e´ motivado pela analogia com o ce´rebro,
que e´ uma prova viva que o processamento paralelo robusto na˜o e´ apenas fisicamente possı´vel
mas tambe´m ra´pido e poderoso. Os engenheiros procuram na neurobiologia ide´ias novas que
possam solucionar problemas mais complexos. Por outro lado, os pesquisadores de neurobio-
logia enxergam as RN´s como uma ferramenta de pesquisa para a interpretac¸a˜o de fenoˆmenos
naturais. As duas a´reas se ajudam mutuamente. Esta ajuda mu´tua e´ bastante salutar para a
cieˆncia.
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3.2 Modelo Matema´tico de Neuroˆnios
Um neuroˆnio e´ a unidade fundamental de processamento de informac¸o˜es da rede neuronal. A
figura 3.1 apresenta um diagrama em blocos de um neuroˆnio. Nele pode-se perceber:
Figura 3.1: Diagrama em blocos de um neuroˆnio.
1. Um conjunto de sinapses ou conexo˜es, cada qual caracterizada por apresentar um peso ou
forc¸a pro´pria. Especificamente, um sinal x j aplicado na entrada de uma sinapse j conectada ao
neuroˆnio k e´ multiplicado pelo peso sina´ptico wk j;
2. Um somador para somar todos os sinais de entrada ja´ multiplicados pelos seus respectivos
pesos;
3. Uma func¸a˜o de ativac¸a˜o para limitar a amplitude da saı´da do neuroˆnio. Ela tambe´m e´ conhecida
como func¸a˜o de compressa˜o por ‘comprimir’ a faixa de amplitude permissı´vel para o sinal de
saı´da a um valor finito.
O modelo da figura inclui tambe´m um sinal de bias, denotado de bk, que aumenta ou diminui
o nı´vel do sinal na entrada da func¸a˜o de ativac¸a˜o. Em termos matema´ticos, pode-se descrever um
neuroˆnio k atrave´s do seguinte par de equac¸o˜es:
uk =
m
∑
j=0
wk jx j (3.1)
yk = ϕ(vk) (3.2)
Aonde,
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vk = uk +bk , (3.3)
x0 = 1 , e (3.4)
wk0 = bk (3.5)
3.2.1 Tipos de func¸a˜o de ativac¸a˜o
A func¸a˜o de ativac¸a˜o, denotada por ϕ(·), determina a saı´da do neuroˆnio em termos do potencial
de ativac¸a˜o vk. As treˆs func¸o˜es de ativac¸a˜o mais utilizadas de acordo com [12] sa˜o:
1. Heaviside. Na literatura da engenharia e´ normalmente referida como func¸a˜o de Heaviside:
ϕ(v) =
{
1, se v ≥ 0
0, se v < 0
(3.6)
Figura 3.2: Func¸a˜o Heaviside
2. Linear em partes.
ϕ(v) =

1, se v ≥ 0.5
v, se 0.5 > v >−0.5
0, se v ≤−0.5
(3.7)
Figura 3.3: Func¸a˜o Piecewise
3. Sigmo´ide. O seu gra´fico tem a forma de um ’s’. ´E de longe a mais utilizada em redes neuronais
por ser diferencia´vel:
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ϕ(v) = 1
1+ e−a∗v
, (3.8)
onde a e´ uma constante.
Figura 3.4: Func¸a˜o Sigmoid
Todas as func¸o˜es de ativac¸a˜o aqui apresentadas teˆm suas amplitudes entre 0 e 1. No entanto,
algumas vezes pode ser deseja´vel que os valores de amplitude estejam dentro do intervalo -1 e +1,
casos nos quais as func¸o˜es de ativac¸a˜o apresentam-se como anti-sime´tricas em relac¸a˜o a` origem.
3.3 Arquiteturas de Redes Neuronais
Segundo [12], a maneira que os neuroˆnios de uma rede esta˜o estruturados esta´ intimamente ligada
ao algoritmo usado para treina´-la. Pode-se dizer enta˜o que os algoritmos de aprendizado utilizados
sa˜o algoritmos estruturados. Em geral, identifica-se treˆs classes fundamentais de arquiteturas de redes
neuronais:
1. Redes diretas de camada u´nica
Os neuroˆnios de uma rede neuronal sa˜o organizados em camadas. Em sua forma mais simples,
uma rede e´ constituı´da de uma camada de entrada (no´s de entrada), com links direcionados
para uma camada de saı´da (no´s computacionais). Tal tipo de rede e´ chamado de camada u´nica
(single-layer) porque apenas os no´s computacionais sa˜o levados em conta.
2. Redes diretas de mu´ltiplas camadas
A segunda classe de redes diretas se distingue por apresentar uma ou mais camadas ocultas
(hidden layers), cujos no´s computacionais sa˜o chamados neuroˆnios ocultos ou unidades ocultas.
A func¸a˜o dos neuroˆnios ocultos e´ de intervir entre a entrada da rede e a camada de saı´da de
uma maneira proveitosa. Ao serem adicionadas mais camadas ocultas a rede torna-se capaz de
extrair estatı´sticas de ordem mais elevada, o que pode ser bastante interessante em situac¸o˜es
em que a camada de entrada seja extensa. Uma RN e´ dita completamente conectada quando
todos os no´s em uma determinada camada esta˜o ligados a todos os no´s da camada adjacente
posterior. Caso contra´rio, a RN e´ dita parcialmente conectada.
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3. Redes recorrentes
Uma rede recorrente difere de uma rede direta por apresentar pelo menos um loop de realimentac¸a˜o.
Por exemplo, uma rede recorrente pode ser constituı´da de uma u´nica camada na qual a saı´da
de alguns de seus neuroˆnios e´ realimentada na entrada de alguns destes mesmos neuroˆnios. A
presenc¸a de loops de realimentac¸a˜o tem um profundo impacto na capacidade de aprendizado e
na performance da rede.
3.4 Aprendizagem
Em [12] esta´ escrito que a propriedade mais significativa das redes neuronais e´ sua capacidade de
obter conhecimento a partir de dados obtidos no ambiente em que esta˜o imersas, e de melhorar sua
performance atrave´s deste aprendizado. A melhora na performance se da´ com o passar do tempo e se-
guindo uma dada metodologia. Uma RN aprende sobre o ambiente atrave´s de um processo interativo
de ajuste de seus pesos sina´pticos e nı´vel de bias. Idealmente, a rede torna-se mais eficiente apo´s cada
iterac¸a˜o do processo de aprendizagem. Ainda em [12] o aprendizado no contexto de RN´s e´ definido
da seguinte maneira:
“Aprendizado e´ um processo pelo qual os paraˆmetros livres de uma RN sa˜o adaptados atrave´s de um
processo guiado por estı´mulos provenientes do ambiente. O tipo de aprendizado e´ determinado pela
forma com que a mudanc¸a dos paraˆmetros e´ feita.”
Esta definic¸a˜o implica a seguinte sequ¨eˆncia de eventos:
• A rede e´ estimulada pelo ambiente;
• A rede submete seus paraˆmetros a mudanc¸as como resultado deste estı´mulo;
• A rede agora responde de maneira diferente ao ambiente por causa desta adaptac¸a˜o;
3.4.1 Algoritmos de Aprendizado
De acordo com [12], pode-se definir um algoritmo de aprendizado como sendo um conjunto
prescrito de regras bem definidas para a soluc¸a˜o do problema de aprendizado. Na˜o existe apenas
um algoritmo para o treinamento de redes neuronais, pelo contra´rio, existe um “kit de ferramentas”
representado por uma variedade de algoritmos diferentes, cada um com suas vantagens pro´prias, como
por exemplo aprendizado baseado em memorizac¸a˜o, aprendizado de Hebb, aprendizado competitivo
e aprendizado por correc¸a˜o de erro. Basicamente, eles diferem entre si pela maneira com que os
ajustes nos pesos sina´pticos e´ formulada. Este u´ltimo sera´ visto em maiores detalhes a seguir:
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3.4.1.1 Aprendizado por correc¸a˜o de erro
Seja um neuroˆnio k. Em sua entrada aplica-se um sinal x(n) produzido por uma ou mais camadas
ocultas, que por sua vez tem um vetor de entrada (estı´mulo) aplicado em sua entrada. O argumento
n refere-se a` discretizac¸a˜o de tempo, ou ainda, a um dado instante de tempo. O sinal de saı´da do
neuroˆnio k e´ denotado por yk(n). Este sinal, representando no caso a u´nica saı´da da rede neuronal,
e´ comparado a uma resposta desejada, denotada por dk(n). Consequentemente, um sinal de erro e´
gerado. Assim, temos:
ek(n) = dk(n)− yk(n) (3.9)
Este sinal de erro atua em um mecanismo de controle, que tem o propo´sito de aplicar a sequ¨eˆncia
de ajustes aos pesos sina´pticos. Os ajustes corretivos sa˜o aplicados para fazer com que o sinal de
saı´da yk(n) se aproxime do sinal desejado dk(n) em um certo nu´mero de iterac¸o˜es. Este objetivo e´
alcanc¸ado atrave´s da minimizac¸a˜o de uma func¸a˜o objetivo, definida em termos do sinal de erro:
ξ(n) = 1
2
e2k(n) (3.10)
As iterac¸o˜es continuam ate´ que o sistema se estabilize. Em particular, a minimizac¸a˜o desta func¸a˜o
objetivo leva a uma regra de aprendizado normalmente conhecida como regra de Widrow-Hoff. Seja
wk j(n) o valor do peso sina´ptico do neuroˆnio k excitado pelo elemento x j(n) do vetor X(n) no instante
n. De acordo com a regra, o ajuste ∆wk j(n) aplicado ao peso wk j(n) e´ dado por:
∆wk j(n) = ηek(n)x j(n) (3.11)
aonde η e´ uma constante positiva que representa a taxa de aprendizado entre duas iterac¸o˜es. ´E natural
enta˜o que η seja referida como paraˆmetro da taxa de aprendizado.
Tudo que foi dito ate´ aqui sobre esta regra levou em considerac¸a˜o que o sinal de erro e´ diretamente
mensura´vel. Para que isso seja verdade e´ necessa´rio que haja uma fonte externa para suprir o sinal
desejado de modo que o sinal de erro possa ser obtido. Tendo sido aplicados os ajustes necessa´rios, o
valor atualizado do peso passa a ser:
wk j(n+1) = wk j(n)+∆wk j(n) (3.12)
Na Figura 3.5 um grafo representando o processo de ajuste dos pesos e´ apresentado. Nele pode-se
perceber que este processo e´ um exemplo de um sistema realimentado em malha fechada, e sendo
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assim, suas estabilidade depende dos paraˆmetros que constituem esta realimentac¸a˜o. Um destes
paraˆmetros e´ a taxa de aprendizado η, que tem que ser cuidadosamente escolhida para que o pro-
cesso de aprendizado atinja a estabilidade.
Figura 3.5: Realimentac¸a˜o no processo de aprendizagem
3.4.2 Paradigmas de aprendizado
3.4.2.1 Aprendizado supervisionado
Na figura 3.6 um diagrama em blocos ilustra esta forma de aprendizado.
Figura 3.6: Diagrama de blocos de aprendizagem com supervisor
Em termos conceituais, podemos pensar no supervisor como uma entidade que tem conhecimento
do ambiente em que esta´ inserido, sendo este conhecimento representado por um conjunto de vetores
de entrada-saı´da. No entanto, o ambiente e´ desconhecido para a RN em questa˜o. Suponha que a RN
e o supervisor sejam ambos expostos a um vetor de treinamento obtido a partir do ambiente. Devido
ao conhecimento que possui, o supervisor e´ capaz de fornecer a` rede a resposta desejada para aquele
vetor de entrada. Assim, os paraˆmetros da rede sa˜o ajustados de acordo com a influeˆncia combinada
do vetor de treinamento e do sinal de erro. Este ajuste e´ feito com o objetivo de que apo´s algumas
iterac¸o˜es o sistema de aprendizado emule o sistema supervisor. Desta maneira, o conhecimento so-
bre o ambiente e´ transferido do supervisor para o sistema de aprendizado. Quando esta condic¸a˜o e´
alcanc¸ada, o supervisor e´ dispensado e a RN assume a tarefa por inteiro.
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3.4.2.2 Aprendizado sem supervisor
No paradigma conhecido por aprendizado sem supervisor na˜o ha´ uma entidade responsa´vel pela
supervisia˜o do processo de aprendizagem. Ou seja, na˜o ha´ exemplos rotulados da func¸a˜o a ser apren-
dida pela rede. Duas subdiviso˜es sa˜o identificadas:
1. Aprendizado por reforc¸o/Programac¸a˜o neurodinaˆmica
Neste tipo, o aprendizado de um mapeamento entrada-saı´da e´ feito atrave´s de uma interac¸a˜o
contı´nua com o ambiente com o intuito de minimizar um ı´ndice escalar de performance. A
figura 3.7 mostra o diagrama de blocos de um sistema de aprendizado por reforc¸o construı´do
em torno do crı´tico, bloco que converte o sinal de reforc¸o prima´rio obtido do ambiente em
um sinal de reforc¸o de maior qualidade, chamado sinal de reforc¸o heurı´stico, sendo ambos
escalares.
Figura 3.7: Aprendizado por reforc¸o
O sistema e´ desenvolvido para observar uma sequ¨eˆncia temporal de estı´mulos do ambiente, o
que eventualmente resulta na gerac¸a˜o do sinal de reforc¸o heurı´stico. O objetivo e´ minimizar
uma func¸a˜o de custo, definida como a expectativa do custo acumulado das ac¸o˜es tomadas em
sequ¨eˆncia ao inve´s do custo imediato. Pode ser que certas ac¸o˜es tomadas previamente sejam as
melhores determinantes do comportamento de um sistema como um todo. A func¸a˜o do sistema
de aprendizado e´ de descobrir estas ac¸o˜es e retorna´-las ao ambiente.
2. Aprendizado na˜o supervisionado
No aprendizado na˜o supervisionado, ou ainda auto-organiza´vel, na˜o ha´ um supervisor externo
e nem sequer um crı´tico. Ao contra´rio, avalia-se a qualidade da representac¸a˜o que deseja-se ver
aprendida pela rede, e baseado no resultado desta avaliac¸a˜o os paraˆmetros livres da rede sa˜o
ajustados. Uma vez que a RN esteja sintonizada com as regularidades estatı´sticas dos dados
de entrada, ela desenvolve a capacidade de formar representac¸o˜es internas para classificar as
propriedades da entrada e assim criar novas classes automaticamente.
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3.4.3 Tarefas Ba´sicas das Redes Neuronais
As redes neuronais sa˜o sistemas inteligentes aptos a desempenharem de maneira bastante razoa´vel
algumas tarefas. De acordo com [12], a escolha do algoritmo de aprendizado esta´ bastante ligada a`
tarefa a ser desempenhada pela rede. Assim, as redes sa˜o utilizadas em diversas aplicac¸o˜es, como
por exemplo: Associac¸a˜o de padro˜es, Reconhecimento de padro˜es, Controle, Filtros Adaptativos,
Aproximac¸a˜o de func¸o˜es, entre outras. Este u´ltimo e´ de interesse no presente trabalho e sera´ visto em
maiores detalhes. Maiores informac¸o˜es podem ser conseguidas em [12], [14] e [15].
3.4.3.1 Aproximac¸a˜o de func¸o˜es
Considere um mapeamento na˜o linear de entrada-saı´da descrito pela relac¸a˜o funcional
d = f (x) , (3.13)
onde x e´ o vetor de entrada e d o vetor de saı´da. A func¸a˜o vetorial f (·) e´ considerada desconhecida.
Para compensar a falta de conhecimento sobre a func¸a˜o, um conjunto de pares entrada-saı´da e´ dado:
ℑ = {(xi,di)}Ni=1 (3.14)
O objetivo e´ projetar uma rede cuja func¸a˜o equivalente F(.) seja pro´xima o suficiente em termos
euclidianos da func¸a˜o desconhecida f (.):
‖F(x)− f (x)‖< ε, para todo x (3.15)
aonde ε e´ um nu´mero positivo pequeno. Uma vez que o tamanho do conjunto de treinamento, N, seja
suficientemente grande e a rede seja equipada com um nu´mero adequado de paraˆmetros livres, o erro
de aproximac¸a˜o ε pode ser diminuı´do sensivelmente. O problema de aproximac¸a˜o descrito aqui e´ um
candidato perfeito para um aprendizado supervisionado, onde xi desempenharia o papel de vetor de
entrada e di de resposta desejada. Por outro lado, pode-se ver o aprendizado supervisionado como
um problema de aproximac¸a˜o. A habilidade das RN´s de realizar aproximac¸o˜es pode ser explorada
de duas maneiras:
1. Identificac¸a˜o de Sistemas: Seja o sistema desconhecido da figura 3.8. Se dispusermos a rede
como apresentado na figura podemos fazer com que a rede aproxime o funcionamento do sis-
tema atrave´s de um sistema supervisionado.
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Figura 3.8: Sistema de Identificac¸a˜o
2. Sistema Inverso: Suponha que seja dado um sistema cuja relac¸a˜o entrada-saı´da seja conhecida.
O objetivo neste caso e´ construir um sistema inverso que produza em sua saı´da um vetor x em
resposta ao estı´mulo d em sua entrada. O sistema inverso e´ descrito por:
x = f−1(d) (3.16)
aonde a func¸a˜o vetorial f−1(·) denota a func¸a˜o inversa de f (·). Na pra´tica, em muitas situac¸o˜es
e´ difı´cil formular matematicamente a func¸a˜o inversa de uma func¸a˜o conhecida. Dado o con-
junto de pares de entrada-saı´da da func¸a˜o f (·), e´ possı´vel construir um sistema de acordo com
o esquema da figura 3.9 que aproxime a func¸a˜o inversa.
Figura 3.9: Identificador de Func¸a˜o Inversa
Capı´tulo 4
Aplicac¸a˜o de redes neuronais na previsa˜o
do desgaste de uma broca
Neste capı´tulo sera´ descrita a metodologia criada para treinar e avaliar redes neuronais na previsa˜o
do desgaste de brocas de perfurac¸a˜o de poc¸os.
4.1 Definic¸a˜o do problema
O presente trabalho visa observar e comparar o desempenho de algumas configurac¸o˜es de redes
neuronais na tarefa de inferir o desgaste de brocas de perfurac¸a˜o de poc¸os de petro´leo. Para tanto,
uma metodologia foi criada e consiste basicamente em: obtenc¸a˜o de dados; treinamento das redes e
comparac¸a˜o dos desempenhos. Tendo em ma˜os a rede com o melhor desempenho, esta foi escolhida
para a outra etapa do presente trabalho, que e´ avaliar o desempenho da rede em uma formac¸a˜o rochosa
composta por sec¸o˜es de litologia do tipo HardSand e Shale.
4.2 Obtenc¸a˜o de dados
Os dados foram obtidos a partir de simulac¸o˜es utilizando o software MaxSimul PayZone J. Este
e´ um simulador de perfurac¸a˜o de poc¸os de petro´leo que entre outras coisas permite gravar em um
arquivo de saı´da a evoluc¸a˜o minuto a minuto dos dados envolvidos na simulac¸a˜o. Este software
indica ainda o desgaste de brocas de acordo com uma escala. A escala e´ estabelecida pelo software
da seguinte maneira:
• Valores entre T0 e T8 indicam o desgaste dos dentes da broca, aonde T8 indica o nı´vel ma´ximo
de desgaste do dente antes da ruptura.
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• Valores entre B0 e B8 indicam o desgaste dos rolamentos da broca, aonde B8 indica o nı´vel
ma´ximo de desgaste do rolamento antes da ruptura.
4.2.1 Obtenc¸a˜o dos dados de treinamento
O simulador permite o ajuste de alguns paraˆmetros da operac¸a˜o de perfurac¸a˜o atrave´s de controles
gra´ficos. Assim, e´ possı´vel modificar diretamente com o mouse o valor do peso na broca, a velocidade
de rotac¸a˜o, etc. de maneira similar ao que seria feito manualmente em uma situac¸a˜o real. No presente
trabalho optou-se por atuar apenas nos seguintes paraˆmetros: peso aplicado na broca ou WOB (Weight
on Bit); velocidade de rotac¸a˜o ou RPM (Rotation/min), e vaza˜o do fluido de perfurac¸a˜o ou GPM
(Galons/min).
O seguinte procedimento foi adotado para obter os dados para treinamento das redes:
Foram feitas simulac¸o˜es de perfurac¸o˜es em litologias uniformes ate´ que a broca atingisse seu
desgaste completo. Foram feitas simulac¸o˜es em litologias do tipo Hard Sand e em litologias do tipo
Shale. A litologia Hard Sand, ou ainda arenito, e´ uma formac¸a˜o rochosa compactada, cuja granu-
lometria apresenta gra˜os de tamanho entre me´dio e grande, e por esta caracterı´stica apresenta uma
abrasividade relativamente alta. Ja´ a litologia Shale, ou argila, e´ uma formac¸a˜o rochosa cuja granulo-
metria apresenta gra˜os extremamente pequenos, e na˜o possui porosidades. Por isso sua abrasividade
e´ menor, mas causa um desgaste maior nos rolamentos.
Cada perfurac¸a˜o foi efetuada mantendo-se constantes os valores dos paraˆmetros da perfurac¸a˜o.
Por sua vez, os paraˆmetros da perfurac¸a˜o foram escolhidos de maneira que uma grande faixa de
operac¸a˜o fosse atingida. Assim, por exemplo, foram feitas simulac¸o˜es de perfurac¸o˜es com um peso
aplicado na broca dentro de uma faixa de valores que vai de 10000 lb a 90000 lb. Os valores escolhidos
para os paraˆmetros da perfurac¸a˜o em cada simulac¸a˜o feita esta˜o detalhados na tabela 4.1. De maneira
geral, na˜o e´ comum operar em valores fora dessa faixa.
Em todas as simulac¸o˜es de perfurac¸a˜o foi utilizada uma broca do tipo Milled Tooth, com 3 jatos
de injec¸a˜o de fluido, diaˆmetro de 12 1/4” e dentes de tamanho me´dio. Ale´m disso, foi utilizado, em
todas as simulac¸o˜es, um fluido do tipo Betonite/Water, com uma densidade de 10ppg.
Para cada perfurac¸a˜o simulada, foram gravados dois arquivos de saı´da: um contendo informac¸o˜es
minuto a minuto sobre varia´veis envolvidas na perfurac¸a˜o, dentre as quais o torque instantaˆneo e a
taxa de penetrac¸a˜o ou ROP - Rate of Penetration; o outro contendo as informac¸o˜es sobre o desgaste
da broca, tanto do dente quanto do rolamento, minuto a minuto. Favor reportar a [41] para maiores
informac¸o˜es sobre o simulador utilizado.
Os valores do torque e da taxa de penetrac¸a˜o foram agrupados juntamente com os valores do
peso na broca, velocidade de rotac¸a˜o e vaza˜o do fluido de perfurac¸a˜o constituindo assim um conjunto
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Tabela 4.1: Configurac¸a˜o dos paraˆmetros utilizados em cada perfurac¸a˜o
Configurac¸a˜o WOB RPM GPM(em 1000xlb)
1 10 100 900
2 30 100 900
3 50 100 900
4 70 100 900
5 90 100 900
6 50 20 900
7 50 80 900
8 50 150 900
9 50 220 900
10 50 280 900
11 50 100 200
12 50 100 410
13 50 100 610
14 50 100 1000
de dados de entrada da rede neuronal. Assim, de acordo com a tabela 4.1, podemos observar que
existem 14 conjuntos de dados de entrada diferentes, um para cada configurac¸a˜o de paraˆmetros, e
com tamanho que depende do tempo que a broca leva para se desgastar em cada perfurac¸a˜o, variando
entre um mı´nimo de 26 minutos e um ma´ximo de 5706 minutos. Os conjuntos de dados de entrada
passaram ainda por normalizac¸o˜es para que seus valores ficassem compreendidos entre os valores 0
e 1.
No arquivo que conte´m informac¸o˜es sobre o desgaste da broca, os valores estavam indicados de
acordo com a escala supra-citada. Assim, inicialmente foi preciso transformar os valores da escala
em valores nume´ricos para que a rede neuronal pudesse trabalhar com eles. A transformac¸a˜o utilizada
esta´ demonstrada na tabela 4.2.
Tabela 4.2: Transformac¸a˜o de valores da escala para valores nume´ricos
Desgaste do Dente → Valor Nume´rico Desgaste da Broca → Valor Nume´rico
T0 → 0.1 B0 → 0.1
T1 → 0.2 B1 → 0.2
T2 → 0.3 B2 → 0.3
T3 → 0.4 B3 → 0.4
T4 → 0.5 B4 → 0.5
T5 → 0.6 B5 → 0.6
T6 → 0.7 B6 → 0.7
T7 → 0.8 B7 → 0.8
T8 → 0.9 B8 → 0.9
Os valores transformados foram agrupados e constituem um conjunto de dados de saı´da da rede
neuronal. Obviamente, existem tambe´m 14 conjuntos de dados de saı´da diferentes. O conjunto de
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dados de entrada e seu respectivo conjunto de dados de saı´da constitui um par de entrada/saı´da. Estes
14 pares de entrada/saı´da constituem o conjunto de dados de treinamento da rede.
Quando trabalha-se com treinamento de redes neuronais, e´ interessante avaliar a taxa de acerto e a
capacidade de generalizac¸a˜o da rede. Para o primeiro caso devemos separar um par de entrada/saı´da
pertencente ao conjunto de treinamento, ja´ para o segundo caso e´ necessa´rio obter-se um par de
entrada/saı´da que na˜o fac¸a parte do conjunto de treinamento. Veremos a seguir um pouco mais a
fundo.
4.2.2 Obtenc¸a˜o dos dados para avaliac¸a˜o da taxa de acerto
A taxa de acerto indica se a rede esta´ fazendo o mapeamento de entrada/saı´da de maneira satis-
fato´ria para os vetores que fazem parte do conjunto de treinamento.
O procedimento para avaliar a taxa de acerto adotado foi o seguinte: apresentar na entrada da rede
um vetor que faz parte do conjunto de dados de entrada de treinamento; verificar a diferenc¸a entre o
vetor obtido na saı´da da rede e o vetor do conjunto de dados de saı´da de treinamento correspondente.
Se a diferenc¸a, ou ainda erro de aprendizado, for pequena dizemos que a rede aprendeu razoavelmente
bem.
No presente caso, para verificar o aprendizado da rede foi escolhido, aleatoriamente, dentro do
conjunto de treinamento o par de entrada/saı´da resultante da simulac¸a˜o com a configurac¸a˜o nu´mero
3:
Tabela 4.3: Configurac¸a˜o utilizada para verificar o aprendizado da rede
Configurac¸a˜o WOB RPM GPM(em 1000xlb)
3 50 100 900
4.2.3 Obtenc¸a˜o dos dados para avaliac¸a˜o da capacidade de generalizac¸a˜o
A capacidade de generalizac¸a˜o indica se a rede consegue apresentar em sua saı´da um vetor
pro´ximo ao esperado quando submetida a um vetor de entrada que na˜o faz parte do conjunto de
treinamento. Ou seja, como a rede se comporta em relac¸a˜o a uma situac¸a˜o totalmente desconhecida.
O procedimento adotado para avaliar a capacidade de generalizac¸a˜o e´ bastante similar ao utilizado
para avaliar a taxa de acerto: apresentar na entrada da rede o vetor que na˜o faz parte do conjunto de
dados de entrada de treinamento; verificar a diferenc¸a entre o desgaste da broca indicado na saı´da
da rede e o desgaste da broca indicado pelo simulador quando submetido a`s mesmas condic¸o˜es de
entrada. Se a diferenc¸a, ou ainda erro de generalizac¸a˜o, for pequena dizemos que a rede generaliza
razoavelmente bem.
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Foi escolhida uma configurac¸a˜o que se situa mais ou menos em um nı´vel central dos paraˆmetros
utilizados. Deste modo, o par entrada/saı´da que na˜o faz parte do conjunto de treinamento foi obtido
com a seguinte configurac¸a˜o de ajuste dos paraˆmetros:
Tabela 4.4: Configurac¸a˜o utilizada para verificar a capacidade de generalizac¸a˜o da rede
Configurac¸a˜o WOB RPM GPM(em 1000xlb)
15 70 180 700
4.3 Treinamento das redes
O software Matlab 6.5, mais especificamente o toolbox nntol, foi utilizado para efetuar a mode-
lagem das redes neuronais artificiais.
4.3.1 Modelagem do problema
A concretizac¸a˜o de previso˜es acuradas do desgaste de brocas depende da modelagem adequada
da rede neuronal empregada na representac¸a˜o do conhecimento. A percepc¸a˜o de inter-relac¸o˜es com-
plexas entre os paraˆmetros que influenciam o desempenho de uma rede neuronal e as inu´meras pos-
sibilidades de projeto da arquitetura do modelo conexionista disponibilizam ampla liberdade para a
construc¸a˜o de algum modelo que produza o aprendizado efetivo das informac¸o˜es nele representadas.
A arquitetura de uma rede neuronal artificial e´ definida pelo agrupamento de suas unidades de
processamento, ou seja, pela disposic¸a˜o dos neuroˆnios artificiais e pelo modo de estabelecimento das
conexo˜es entre eles. O desafio esta´ na identificac¸a˜o do nu´mero apropriado de camadas para que uma
soluc¸a˜o satisfato´ria seja alcanc¸ada, assim como do nu´mero de unidades de processamento da cada
camada.
No presente trabalho algumas redes com arquitetura diferentes foram estudadas com o intuito de
se escolher a mais apta a` tarefa de inferir o desgaste de uma broca.
4.3.1.1 Redes recorrentes
Todas as arquiteturas de redes recorrentes aqui estudadas possuem camadas de entrada e de saı´da
ideˆnticas. A camada de entrada possui sete no´s de entrada, sendo eles respectivamente:
No´ 1 - Entrada dos valores de peso aplicado na broca;
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No´ 2 - Entrada dos valores de velocidade de rotac¸a˜o;
No´ 3 - Entrada dos valores de vaza˜o do fluido de perfurac¸a˜o;
No´ 4 - Entrada dos valores de torque na coluna;
No´ 5 - Entrada dos valores de taxa de penetrac¸a˜o;
No´ 6 - Realimentac¸a˜o da saı´da da rede referente ao desgaste do dente da broca;
No´ 7 - Realimentac¸a˜o da saı´da da rede referente ao desgaste do rolamento da broca;
A camada de saı´da possui dois neuroˆnios, sendo eles respectivamente:
Neuroˆnio 1 - Desgaste do dente da broca;
Neuroˆnio 2 - Desgaste do rolamento da broca;
Para melhor visualizac¸a˜o, a arquitetura geral das redes recorrentes estudadas esta´ mostrada na
figura 4.1.
Figura 4.1: Arquitetura geral das redes recorrentes
O sinal de saı´da sofre um atraso e depois e´ realimentado nos no´s 6 e 7. Isto e´ feito para a RN
ter informac¸a˜o sobre o estado de desgaste atual da broca. Ale´m disso, caso a RN seja submetida a
uma perfurac¸a˜o ja´ iniciada, faz-se necessa´rio informa´-la do estado da broca naquele momento. Esta
informac¸a˜o e´ passada a` RN tambe´m atrave´s destes dois no´s. Pensando um pouco mais adiante, sera´
necessa´rio tambe´m adicionar um sistema de reset para inicializar o sinal nestes dois no´s no caso de
se estar iniciando uma perfurac¸a˜o. Durante o treinamento, o sinal apresentado nos no´s 6 e 7 da rede
4. Aplicac¸a˜o de redes neuronais na previsa˜o do desgaste de uma broca 37
foi, respectivamente, o desgaste do dente e o desgaste do rolamento obtidos do par entrada/saı´da,
atrasados de um perı´odo de amostragem.
Dentro desta arquitetura geral estudou-se as seguintes arquiteturas:
• rede 7-2 (sem nenhuma camada intermedia´ria);
• rede 7-10-2 (com uma camada intermedia´ria com dez neuroˆnios);
• rede 7-12-2 (com uma camada intermedia´ria com doze neuroˆnios);
• rede 7-20-2 (com uma camada intermedia´ria com vinte neuroˆnios);
• rede 7-10-10-2 (com duas camadas intermedia´rias de dez neuroˆnios cada uma);
4.3.2 Algoritmo de treinamento utilizado
Todas as redes estudadas sa˜o redes recorrentes, algumas de camada u´nica, outras multi-camadas,
com conexa˜o total entre os neuroˆnios. Isso permitiu o uso do algoritmo de treinamento conhecido
como aprendizado por correc¸a˜o de erro com retro-propagac¸a˜o (do ingleˆs back-propagation).
Um paraˆmetro que interfere na convergeˆncia do aprendizado e´ a taxa de aprendizado. Sua in-
flueˆncia esta´ relacionada a` mudanc¸as nos pesos entre as conexo˜es das unidades de processamento:
taxas de aprendizado muito pequenas implicam um tempo de treinamento longo; contudo, taxas de
aprendizado muito grandes podem provocar oscilac¸o˜es em torno da soluc¸a˜o. No presente trabalho a
taxa de aprendizado foi mantida em:
µ = 0.01 (4.1)
Outro paraˆmetro que interfere na convergeˆncia do aprendizdo e´ conhecido como momentum. Ele
atua ao diminuir progressivamente o valor da taxa de aprendizado, e desta maneira procura diminuir
a possibilidade de oscilac¸o˜es durante a execuc¸a˜o do algoritmo. O valor do momentum foi fixado em:
ζ = 0.9 (4.2)
4.3.3 Paradigma de aprendizado
Como ja´ foi visto no capı´tulo 3, o supervisor e´ uma entidade que possui conhecimento do am-
biente em que esta´ inserido, sendo este conhecimento representado em um conjunto de pares de
4. Aplicac¸a˜o de redes neuronais na previsa˜o do desgaste de uma broca 38
entrada/saı´da. Devido ao conhecimento que possui, o supervisor e´ capaz de fornecer a` rede a resposta
desejada para aquele vetor de entrada.
No presente trabalho o pesquisador faz o papel de supervisor ao executar a obtenc¸a˜o dos dados e
organiza´-los em pares de entrada/saı´da como visto na sec¸a˜o 4.2.
O treinamento da rede tambe´m foi feito no software Matlab v6.5. Para tanto, os pares de en-
trada/saı´da foram agrupados em structures e alguns scripts foram desenvolvidos. De maneira geral,
os scripts fazem o seguinte: um par de entrada/saı´da e´ apresentado a` rede que passa por um processo
de ajuste de seus pesos. Este procedimento e´ repetido para os 13 pares de entrada/saı´da restantes,
constituindo assim um ciclo de treinamento.
Para cada arquitetura de rede estudada foram feitos 2150 ciclos de treinamento. A cada 50 ciclos
sa˜o calculados o erro me´dio quadra´tico de treinamento e o erro me´dio quadra´tico de generalizac¸a˜o.
O erro me´dio quadra´tico e´ calculado da seguinte maneira:
ε =
√
∑Nx=1(D(x)−Y (x)D(x) )2
N
, (4.3)
onde N e´ a dimensa˜o dos vetores D e Y , D(x) e´ o vetor resposta desejada, no caso o vetor apresentado
pelo supervisor, e Y (x) e´ a resposta obtida, no caso a saı´da da rede neuronal.
4.4 Comparac¸a˜o dos desempenhos
Para alcanc¸ar o objetivo do presente trabalho que e´ escolher uma configurac¸a˜o de rede neuronal
com o melhor desempenho na tarefa de inferir o desgaste de uma broca de perfurac¸a˜o de poc¸os, fez-se
a comparac¸a˜o entre o desempenho das diversas redes aqui estudadas.
Dentre as redes recorrentes buscou-se indicar qual das redes se sobressaiu, levando em considerac¸a˜o
o erro de aprendizado e o erro de generalizac¸a˜o para os dois tipos de litologia. Assim, buscou-se in-
dicar qual seria a melhor escolha global de redes recorrentes.
4.5 Litologia Composta
Nesta etapa, uma rede com arquitetura pro´xima a` rede de melhor desempenho observado foi
treinada com ambos os conjuntos de treinamento das perfurac¸o˜es em litologias Hard Sand e Shale.
Apo´s treinamento, foi avaliada sua capacidade de prever o desgaste de uma broca na perfurac¸a˜o de
uma formac¸a˜o rochosa composta por porc¸o˜es destas duas litologias.
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Para criar esta formac¸a˜o rochosa utilizou-se o Litho Editor, que e´ um mo´dulo pertencente ao
simulador PayZone, aonde e´ possı´vel criar-se litologias a serem perfuradas. As propriedades das
litologias foram ajustadas para serem iguais a`s utilizadas anteriormente nos testes de desempenho das
redes.
A formac¸a˜o criada e´ composta por uma sec¸a˜o de 200 pe´s de espessura de litologia do tipo Shale
e, logo embaixo, uma sec¸a˜o de 400 pe´s de espessura de litologia do tipo HardSand.
A rede utilizada nesta etapa possui oito no´s de entrada. Como foram utilizados dois tipos de
litologia diferentes na formac¸a˜o rochosa criada, e em cada tipo o desgaste da broca se da´ de maneira
diferente, a rede precisa saber qual litologia esta´ sendo perfurada. O oitavo no´ e´ enta˜o utilizado para
informar a` rede qual litologia esta´ sendo perfurada da seguinte maneira:
• Se o valor na entrada do no´ 8 for 0, esta´ sendo perfurada a litologia do tipo Hard Sand;
• Se o valor na entrada do no´ 8 for 1, esta´ sendo perfurada a litologia do tipo Shale;
A configurac¸a˜o do ajuste dos paraˆmetros de perfurac¸a˜o pode ser observado na tabela 4.5
Tabela 4.5: Configurac¸a˜o utilizada na perfurac¸a˜o de formac¸o˜es rochosas compostas
WOB
RPM GPM(em 1000xlb)
50 100 900
Uma perfurac¸a˜o foi efetuada e novamente foram gerados dois arquivos de saı´da: um contendo
informac¸o˜es sobre o andamento das varia´veis de perfurac¸a˜o e o outro contendo informac¸o˜es do des-
gaste da broca. Ao primeiro arquivo foi adicionado a informac¸a˜o sobre a litologia sendo perfurada.
Posteriormente este arquivo foi submetido a` rede neuronal. O desgaste da broca obtido na resposta
da rede foi comparado com o resultado obtido diretamente no simulador.
Capı´tulo 5
Resultados Experimentais
A partir dos crite´rios relacionados na sec¸a˜o anterior, as redes neuronais artificiais foram mode-
ladas e o aprendizado efetuado. A convergeˆncia e generalizac¸a˜o dos modelos desenvolvidos foram
analisados.
5.1 Litologia HardSand
5.1.1 Redes recorrentes
5.1.1.1 Rede 7-2
Dentre as Redes 7-2, foram testadas as seguintes configurac¸o˜es:
• Rede7-2Plin: rede sem camada oculta e com func¸a˜o de ativac¸a˜o Plin (Puramente Linear) na
camada de saı´da;
• Rede7-2Lsig: rede sem camada oculta e com func¸a˜o de ativac¸a˜o Lsig (Sigmo´ide Logarı´tmico)
na camada de saı´da;
• Rede7-2Tsig: rede sem camada oculta e com func¸a˜o de ativac¸a˜o Tsig (Tangente Sigmo´ide) na
camada de saı´da;
Esta´ mostrado na tabela 5.1 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-2Plin.
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Tabela 5.1: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2Plin
Ciclo Aprendizado Generalizac¸a˜o
50 4.04% 16.45%
100 1.82% 7.33%
150 1.09% 3.10%
200 1.01% 2.31%
250 0.52% 2.31%
300 0.51% 2.31%
350 0.51% 2.72%
400 0.51% 2.11%
450 0.49% 1.60%
500 0.47% 1.25%
550 0.45% 1.18%
600 0.44% 0.97%
650 0.22% 0.89%
700 0.12% 0.81%
750 0.00% 0.81%
800 0.00% 0.81%
850 0.00% 0.81%
900 0.00% 0.81%
950 0.00% 0.81%
1000 0.00% 0.81%
1050 0.00% 0.81%
1100 0.00% 0.81%
1150 0.00% 0.81%
1200 0.00% 0.81%
1250 0.00% 0.81%
1300 0.00% 0.81%
1350 0.00% 0.81%
1400 0.00% 0.81%
1450 0.00% 0.81%
1500 0.00% 0.81%
1550 0.00% 0.81%
1600 0.00% 0.81%
1650 0.00% 0.81%
1700 0.00% 0.81%
1750 0.00% 0.81%
1800 0.00% 0.81%
1850 0.00% 0.81%
1900 0.00% 0.81%
1950 0.00% 0.81%
2000 0.00% 0.81%
2050 0.00% 0.81%
2100 0.00% 0.81%
2150 0.00% 0.81%
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A evoluc¸a˜o dos erros pode ser melhor visualizada na figura 5.1.
Figura 5.1: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-2Plin
Por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros de todas as
redes 7-2 testadas nem suas representac¸o˜es gra´ficas, no entanto elas constam nos apeˆndices A e B,
respectivamente.
5.1.1.2 Rede 7-10-2
Dentre as Redes 7-10-2, foram testadas as seguintes configurac¸o˜es:
• Rede7-10-2PlinPlin: rede com 10 neuroˆnios na camada oculta e func¸a˜o de ativac¸a˜o Plin tanto
na camada oculta quanto na camada de saı´da;
• Rede7-10-2LsigPlin: rede com 10 neuroˆnios na camada oculta, func¸a˜o de ativac¸a˜o Lsig na
camada oculta e Plin na camada de saı´da;
• Rede7-10-2TsigPlin: rede com 10 neuroˆnios na camada oculta, func¸a˜o de ativac¸a˜o Tsig na
camada oculta e Plin na camada de saı´da;
Esta´ mostrado na tabela 5.2 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-2PlinPlin.
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Tabela 5.2: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2PlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 5.07% 11.13%
100 2.02% 3.45%
150 1.27% 1.14%
200 0.45% 0.91%
250 0.45% 1.34%
300 0.40% 1.21%
350 0.38% 1.06%
400 0.38% 1.01%
450 0.36% 0.90%
500 0.34% 0.86%
550 0.32% 0.81%
600 0.30% 0.81%
650 0.28% 0.81%
700 0.27% 0.81%
750 0.27% 0.81%
800 0.20% 0.81%
850 0.15% 0.81%
900 0.11% 0.81%
950 0.09% 0.81%
1000 0.08% 0.81%
1050 0.06% 0.81%
1100 0.00% 0.81%
1150 0.00% 0.81%
1200 0.00% 0.81%
1250 0.00% 0.81%
1300 0.00% 0.81%
1350 0.00% 0.81%
1400 0.00% 0.81%
1450 0.00% 0.81%
1500 0.00% 0.81%
1550 0.00% 0.81%
1600 0.00% 0.81%
1650 0.00% 0.81%
1700 0.00% 0.81%
1750 0.00% 0.81%
1800 0.00% 0.81%
1850 0.00% 0.81%
1900 0.00% 0.81%
1950 0.00% 0.81%
2000 0.00% 0.81%
2050 0.00% 0.81%
2100 0.00% 0.81%
2150 0.00% 0.81%
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A evoluc¸a˜o dos erros pode ser melhor visualizada na figura 5.2.
Figura 5.2: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-10-2PlinPlin
Para observar a influeˆncia que a quantidade de neuroˆnios da camada oculta causa no desempenho
da rede, foram tambe´m estudadas as redes 7-12-2PlinPlin (rede com 12 neuroˆnios na camada oculta
e func¸a˜o de ativac¸a˜o Plin na camada oculta e na camada de saı´da) e 7-20-2PlinPlin (rede com 20
neuroˆnios na camada oculta e func¸a˜o de ativac¸a˜o Plin na camada oculta e na camada de saı´da). Estas
foram comparadas com a rede7-10-2PlinPlin. Na figura 5.3 esta˜o mostradas a evoluc¸a˜o do erro de
aprendizado das treˆs redes diferentes.
Figura 5.3: Evoluc¸a˜o do erro de aprendizado das redes 7-10-2PlinPlin, 7-12-2PlinPlin e 7-20-
2PlinPlin
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Ja´ na figura 5.4 esta˜o mostradas a evoluc¸a˜o do erro de generalizac¸a˜o das treˆs redes diferentes.
Figura 5.4: Evoluc¸a˜o do erro de generalizac¸a˜o das redes 7-10-2PlinPlin, 7-12-2PlinPlin e 7-20-
2PlinPlin
Novamente, por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros
de todas as redes testadas nesta sec¸a˜o, nem suas representac¸o˜es gra´ficas, no entanto elas constam nos
apeˆndices A e B, respectivamente.
5.1.1.3 Rede 7-10-10-2
Dentre as Redes 7-10-10-2, foram testadas as seguintes configurac¸o˜es:
• Rede7-10-10-2TsigPlinPlin: rede com 10 neuroˆnios na primeira camada oculta e func¸a˜o de
ativac¸a˜o Tsig, 10 neuroˆnios na segunda camada oculta e func¸a˜o de ativac¸a˜o Plin, e func¸a˜o de
ativac¸a˜o Plin na camada de saı´da.
• Rede7-10-10-2PLinTsigPlin: rede com 10 neuroˆnios na primeira camada oculta e func¸a˜o de
ativac¸a˜o Plin, 10 neuroˆnios na segunda camada oculta e func¸a˜o de ativac¸a˜o Tsig, e func¸a˜o de
ativac¸a˜o Plin na camada de saı´da.
• Rede7-10-10-2PlinPlinPlin: rede com 10 neuroˆnios na primeira camada oculta e func¸a˜o de
ativac¸a˜o Plin, 10 neuroˆnios na segunda camada oculta e func¸a˜o de ativac¸a˜o Plin, e func¸a˜o de
ativac¸a˜o Plin na camada de saı´da.
Esta´ mostrado na tabela 5.3 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-10-2PlinPlinPlin.
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Tabela 5.3: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinPlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 1.23% 6.76%
100 0.57% 1.68%
150 0.25% 0.34%
200 0.06% 0.81%
250 0.00% 0.81%
300 0.00% 0.81%
350 0.00% 0.81%
400 0.00% 0.81%
450 0.00% 0.81%
500 0.00% 0.81%
550 0.00% 0.81%
600 0.00% 0.81%
650 0.00% 0.81%
700 0.00% 0.81%
750 0.00% 0.81%
800 0.00% 0.81%
850 0.00% 0.81%
900 0.00% 0.81%
950 0.00% 0.81%
1000 0.00% 0.81%
1050 0.00% 0.81%
1100 0.00% 0.81%
1150 0.00% 0.81%
1200 0.00% 0.81%
1250 0.00% 0.81%
1300 0.00% 0.81%
1350 0.00% 0.81%
1400 0.00% 0.81%
1450 0.00% 0.81%
1500 0.00% 0.81%
1550 0.00% 0.81%
1600 0.00% 0.81%
1650 0.00% 0.81%
1700 0.00% 0.81%
1750 0.00% 0.81%
1800 0.00% 0.81%
1850 0.00% 0.81%
1900 0.00% 0.81%
1950 0.00% 0.81%
2000 0.00% 0.81%
2050 0.00% 0.81%
2100 0.00% 0.81%
2150 0.00% 0.81%
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Esta´ mostrado na figura 5.5 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-10-2PlinPlinPlin.
Figura 5.5: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-10-10-2PlinPlinPlin
Por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros de todas as
redes 7-10-10-2 testadas nem suas representac¸o˜es gra´ficas, no entanto elas constam nos apeˆndices A
e B, respectivamente.
5.2 Litologia Shale
Para que seja possı´vel fazer uma comparac¸a˜o entre os desempenhos e, desta maneira, escolher a
rede com o melhor desempenho geral, as mesmas configurac¸o˜es de redes utilizadas nos testes com
litologia Hard Sand foram utilizadas nos testes com litologia do tipo Shale.
5.2.1 Redes recorrentes
5.2.1.1 Rede 7-2
Esta´ mostrado na tabela 5.4 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-2Plin.
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Tabela 5.4: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2Plin
Ciclo Aprendizado Generalizac¸a˜o
50 0.09% 97.44%
100 0.00% 88.50%
150 0.00% 73.50%
200 0.00% 57.35%
250 0.00% 37.74%
300 0.00% 33.12%
350 0.00% 33.12%
400 0.00% 33.12%
450 0.00% 31.58%
500 0.00% 31.58%
550 0.00% 31.58%
600 0.00% 31.58%
650 0.00% 31.58%
700 0.00% 31.58%
750 0.00% 31.58%
800 0.00% 31.58%
850 0.00% 31.58%
900 0.00% 31.58%
950 0.00% 31.58%
1000 0.00% 31.58%
1050 0.00% 31.58%
1100 0.00% 31.58%
1150 0.00% 31.58%
1200 0.00% 31.58%
1250 0.00% 31.58%
1300 0.00% 31.58%
1350 0.00% 31.58%
1400 0.00% 31.58%
1450 0.00% 31.58%
1500 0.00% 31.58%
1550 0.00% 31.58%
1600 0.00% 31.58%
1650 0.00% 31.58%
1700 0.00% 31.58%
1750 0.00% 31.58%
1800 0.00% 31.58%
1850 0.00% 31.58%
1900 0.00% 31.58%
1950 0.00% 31.58%
2000 0.00% 31.58%
2050 0.00% 31.58%
2100 0.00% 31.58%
2150 0.00% 31.58%
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A evoluc¸a˜o dos erros pode ser melhor visualizada na figura 5.6.
Figura 5.6: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-2Plin
Por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros de todas as
redes 7-2 testadas nem suas representac¸o˜es gra´ficas, no entanto elas constam nos apeˆndices A e B,
respectivamente.
5.2.1.2 Rede 7-10-2
Esta´ mostrado na tabela 5.5 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-2PlinPlin.
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Tabela 5.5: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2PlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 4.96% 113.38%
100 2.74% 115.43%
150 1.87% 120.04%
200 1.87% 117.74%
250 1.87% 91.58%
300 1.87% 78.12%
350 1.87% 78.12%
400 0.36% 78.12%
450 0.00% 75.68%
500 0.00% 75.68%
550 0.00% 75.68%
600 0.00% 75.68%
650 0.00% 71.07%
700 0.00% 66.45%
750 0.00% 66.45%
800 0.00% 66.45%
850 0.00% 66.45%
900 0.00% 64.91%
950 0.00% 61.45%
1000 0.00% 52.22%
1050 0.00% 52.22%
1100 0.00% 52.22%
1150 0.00% 36.07%
1200 0.00% 29.15%
1250 0.00% 29.15%
1300 0.00% 29.15%
1350 0.00% 29.15%
1400 0.00% 27.82%
1450 0.00% 27.82%
1500 0.00% 27.82%
1550 0.00% 27.82%
1600 0.00% 27.82%
1650 0.00% 27.82%
1700 0.00% 27.82%
1750 0.00% 27.82%
1800 0.00% 27.82%
1850 0.00% 27.82%
1900 0.00% 27.82%
1950 0.00% 27.82%
2000 0.00% 27.82%
2050 0.00% 27.82%
2100 0.00% 27.82%
2150 0.00% 27.82%
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A evoluc¸a˜o dos erros pode ser melhor visualizada na figura 5.7.
Figura 5.7: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-10-2PlinPlin
Novamente, foram tambe´m estudadas as redes 7-12-2PlinPlin e 7-20-2PlinPlin. Estas foram com-
paradas com a rede7-10-2PlinPlin. Na figura 5.8 esta˜o mostradas a evoluc¸a˜o do erro de aprendizado
das treˆs redes diferentes.
Figura 5.8: Evoluc¸a˜o do erro de aprendizado das redes 7-10-2PlinPlin, 7-12-2PlinPlin e 7-20-
2PlinPlin
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Ja´ na figura 5.9 esta˜o mostradas a evoluc¸a˜o do erro de generalizac¸a˜o das treˆs redes diferentes.
Figura 5.9: Evoluc¸a˜o do erro de generalizac¸a˜o das redes 7-10-2PlinPlin, 7-12-2PlinPlin e 7-20-
2PlinPlin
Novamente, por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros
de todas as redes testadas nesta sec¸a˜o, nem suas representac¸o˜es gra´ficas, no entanto elas constam nos
apeˆndices A e B, respectivamente.
5.2.1.3 Rede 7-10-10-2
Esta´ mostrado na tabela 5.6 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-10-2PlinPlinPlin.
5. Resultados Experimentais 53
Tabela 5.6: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinPlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 0.00% 29.36%
100 0.00% 26.67%
150 0.00% 24.74%
200 0.00% 24.74%
250 0.00% 24.74%
300 0.00% 24.36%
350 0.00% 22.31%
400 0.00% 21.54%
450 0.00% 21.54%
500 0.00% 21.54%
550 0.00% 21.54%
600 0.00% 21.54%
650 0.00% 21.54%
700 0.00% 21.54%
750 0.00% 21.54%
800 0.00% 19.62%
850 0.00% 18.46%
900 0.00% 18.46%
950 0.00% 18.46%
1000 0.00% 18.46%
1050 0.00% 18.46%
1100 0.00% 16.92%
1150 0.00% 11.54%
1200 0.00% 9.62%
1250 0.00% 8.08%
1300 0.00% 8.08%
1350 0.00% 8.08%
1400 0.00% 8.46%
1450 0.00% 8.08%
1500 0.00% 5.77%
1550 0.00% 3.08%
1600 0.00% 0.77%
1650 0.00% 0.77%
1700 0.00% 0.77%
1750 0.00% 0.77%
1800 0.00% 0.77%
1850 0.00% 0.56%
1900 0.00% 0.56%
1950 0.00% 0.56%
2000 0.00% 2.09%
2050 0.00% 2.09%
2100 0.00% 2.09%
2150 0.00% 2.09%
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Esta´ mostrado na figura 5.10 a evoluc¸a˜o do erro de aprendizado e do erro de generalizac¸a˜o para o
treinamento da Rede 7-10-10-2PlinPlinPlin.
Figura 5.10: Evoluc¸a˜o do erro de aprendizado e de generalizac¸a˜o da Rede7-10-10-2PlinPlinPlin
Por motivos de espac¸o na˜o sera˜o apresentadas aqui as tabelas de evoluc¸a˜o dos erros de todas as
redes 7-10-10-2 testadas nem suas representac¸o˜es gra´ficas, no entanto elas constam nos apeˆndices A
e B, respectivamente.
5.3 Ana´lise dos resultados
Com os resultados obtidos ate´ aqui podemos fazer a escolha da rede que apresentou o melhor de-
sempenho. Para tanto, foi escolhido como crite´rio de escolha em primeiro lugar a rede que apresentou
menor erro de aprendizado, em segundo lugar a rede com o menor erro de generalizac¸a˜o e em terceiro
lugar quantos ciclos de treinamento foram necessa´rios para se alcanc¸ar este nı´vel de treinamento.
5.3.1 Litologia Hard Sand
A rede 7-2 com o melhor desempenho observado foi a rede 7-2Plin. Para esta rede, o erro de
aprendizado se torna praticamente desprezı´vel apo´s 750 ciclos de treinamento, e o erro de generalizac¸a˜o
mı´nimo obtido e´ de 0.81%, um valor um tanto quanto razoa´vel. Ja´ as redes 7-2Tsig e 7-2Lsig na˜o
conseguem apresentar um erro de aprendizado menor do que 2.61% e um erro de generalizac¸a˜o me-
nor do que 16.16% dentro de 2150 ciclos de treinamento. Isto sugere que a melhor func¸a˜o de ativac¸a˜o
a ser utilizada nas outras configurac¸o˜es e´ a Plin.
Dentre as redes 7-10-2 testadas, a que apresentou o melhor desempenho foi a rede 7-10-2PlinPlin.
As redes 7-10-2TsigPlin e 7-10-2LsigPlin apresentaram desempenho bastante similar entre si, mas
muito inferior ao da 7-10-2PlinPlin. Novamente observa-se a presenc¸a da func¸a˜o de ativac¸a˜o Plin na
rede com o melhor desempenho. No entanto, apesar de ser a rede com melhor desempenho dentre as
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redes 7-10-2, ela levou 1100 ciclos de treinamento para atingir o erro mı´nimo de aprendizado, 350
ciclos a mais do que a rede7-2. Isto sugere que o nu´mero de neuroˆnios na camada oculta e´ insuficiente.
Para observar a influeˆncia da quantidade de neuroˆnios no desempenho da rede foram testadas
as redes 7-12-2PlinPlin e 7-20-2PlinPlin. Enquanto para a rede 7-10-2PlinPlin foram necessa´rios
1100 ciclos de treinamento para eliminar o erro de aprendizado, para a rede 7-20-2PlinPlin foram
necessa´rios apenas 250 ciclos de treinamento, confirmando assim as suspeitas.
Por fim foram treinadas as redes 7-10-10-2. Como a func¸a˜o Lsig esteve presente nas redes an-
teriores que apresentaram o pior desempenho, ela na˜o foi incluı´da nos treinamentos das redes com
duas camadas ocultas. Observando o desempenho destas redes, verificamos que a rede com o melhor
desempenho foi novamente a rede em que utilizou-se unicamente a func¸a˜o de ativac¸a˜o Plin. E, de ma-
neira similar a` rede 7-20-2PlinPlin, apresentou o mesmo erro de generalizac¸a˜o e necessitou de apenas
250 ciclos de treinamento para na˜o apresentar erro de aprendizado. Enfim, na˜o houve ganhos consi-
dera´veis que justificassem a escolha de uma rede com duas camadas ocultas quando uma rede com
uma camada oculta e um nu´mero suficiente de neuroˆnios apresenta uma performance equivalente.
Assim, a rede escolhida como de melhor desempenho na primeira etapa foi a rede7-20-2PlinPlin.
5.3.2 Litologia Shale
Dentre as redes 7-2 testadas, novamente a rede 7-2Plin e´ a que apresenta o melhor desempenho. O
erro de aprendizado desaparece apo´s 100 ciclos de treinamento, mas o erro mı´nimo de generalizac¸a˜o
se mante´m em patamares elevados, em torno de 31.58%. Ja´ as redes 7-2Tsig e 7-2Lsig na˜o conseguem
apresentar um erro de aprendizado menor do que 2.04% e um erro de generalizac¸a˜o menor do que
36.45% dentro de 2150 ciclos de treinamento.
Observando a performance das treˆs redes 7-10-2 testadas, percebe-se que a rede 7-10-2LsigPlin
e´ de longe a que apresenta o pior desempenho, enquanto a` primeira vista a rede 7-10-2TsigPlin
parece apresentar o melhor desempenho. No entanto, lembrando que em todos os testes realizados
ate´ aqui as redes que apresentam apenas func¸a˜o de ativac¸a˜o linear foram as que responderam com
um erro menor, uma comparac¸a˜o mais profunda entre o desempenho das redes 7-10-2TsigPlin e
7-10-2PlinPlin foi realizado. Assim, foi observado o erro que as redes apresentaram em relac¸a˜o a
sete outros pares do conjunto de treinamento, e como resultado verificou-se que em relac¸a˜o a` soma
destes erros a rede 7-10-2PlinPlin apresentou o melhor desempenho. Entretanto, esta rede apresentou
um erro de generalizac¸a˜o de 27.82%, um erro que pode ser considerado alto. Novamente, foram
estudadas duas outras redes para verificar a influeˆncia da quantidade de neuroˆnios na camada oculta no
desempenho da rede. Com a rede 7-12-2PlinPlin e com a rede7-20-2PlinPlin o erro de generalizac¸a˜o
caiu respectivamente para 26.7% e 2.09%.
Dentre as redes 7-10-10-2 testadas, a que apresentou o melhor desempenho foi a 7-10-10-2PlinPlinPlin,
apresentando um erro de generalizac¸a˜o de 2.09% apo´s 2150 ciclos de treinamento. No entanto, ela
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chegou a apresentar um erro mı´nimo de generalizac¸a˜o de 0.56% apo´s 1850 ciclos de treinamento.
Cabe dizer tambe´m que todas as redes 7-10-10-2 testadas anularam o erro de aprendizado.
Assim, de acordo com os crite´rios estabelecidos, a rede escolhida como de melhor desempenho
na segunda etapa foi a rede 7-10-10-2PlinPlinPlin, quando submetida entre 1850 e 1950 ciclos de
treinamento.
No geral, observou-se que as redes com func¸a˜o de ativac¸a˜o puramente linear foram as que apre-
sentaram o melhor desempenho. O leitor mais atento pode indagar que isso vai contra as observac¸o˜es
iniciais de que os modelos de desgaste de brocas na˜o sa˜o lineares, pois se assim fosse as redes que
supostamente teriam melhor desempenho seriam as com func¸a˜o de ativac¸a˜o na˜o linear como Lsig e
Tsig.
No entanto, cabe lembrar que o trabalho foi todo feito em cima de um simulador cujo modelo
de desgaste da broca na˜o e´ dos mais complexos. Maiores informac¸o˜es sobre o modelo utilizado no
simulador podem ser encontrados em [40]. Maiores informac¸o˜es sobre os modelos utilizados em
outros trabalhos podem ser conseguidas em [29], [33], [34], [35], [36], [37], [38], [39].
5.4 Litologia Composta
Nesta sec¸a˜o sera´ mostrado o resultado dos testes feitos aonde a rede neuronal tenta prever o
desgaste da broca em uma litologia composta por uma sec¸a˜o de litologia do tipo Shale e uma sec¸a˜o
de litologia do tipo Hard Sand.
Foi utilizada uma rede do tipo 8-20-2PlinPlin (vinte neuroˆnios na camada oculta e func¸a˜o de
ativac¸a˜o Plin tanto na camada oculta quanto na camada de saı´da). Cabe lembrar aqui que a rede
utilizada nesta etapa possui oito no´s de entrada pois como foram utilizados dois tipos de litologia
diferentes na formac¸a˜o rochosa criada, e em cada tipo o desgaste da broca se da´ de maneira diferente,
a rede precisa saber qual litologia esta´ sendo perfurada
As varia´veis de perfurac¸a˜o obtidas durante a perfurac¸a˜o da formac¸a˜o criada foram apresentadas a`
entrada da rede, que por sua vez inferiu um desgaste bastante pro´ximo ao obtido no simulador. Pode-
se ver na figura 5.11, em azul, o desgaste do dente da broca obtido no simulador e, em vermelho,
o desgaste obtido na saı´da da rede. O erro me´dio quadra´tico obtido para o desgaste de dente foi de
0.41%.
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Figura 5.11: Comparac¸a˜o entre o desgaste do dente da broca obtido pela Rede8-20-2PlinPlin e obtido
diretamente no simulador
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Na figura 5.12 pode-se ver em azul o desgaste do rolamento da broca obtido no simulador e, em
vermelho, o desgaste obtido na saı´da da rede. O erro me´dio quadra´tico obtido para o desgaste de
rolamento foi de 0.56%.
Figura 5.12: Comparac¸a˜o entre o desgaste do rolamento da broca obtido pela Rede8-20-2PlinPlin e
obtido diretamente no simulador
Capı´tulo 6
Concluso˜es
Neste capı´tulo apresenta-se a conclusa˜o do trabalho a partir dos resultados obtidos, demonstrando
sua validade e fazendo sugesto˜es para trabalhos futuros.
————————————————————————————————————————–
Neste trabalho procurou-se demonstrar a viabilidade da utilizac¸a˜o de inteligeˆncia artificial, mais
particularmente redes neuronais artificiais, para prever o desgaste de brocas de perfurac¸a˜o de poc¸os
de petro´leo.
Para tanto, foi desenvolvida uma metodologia especı´fica para o problema de interesse. Seguindo
esta metodologia foi possı´vel obter resultados bastante satisfato´rios, como indicado no capı´tulo 5, que
viabilizam o prosseguimento de estudos nesta linha a fim de se obter um equipamento de instrumen-
tac¸a˜o de auxı´lio ao sondador.
Como ja´ foi dito na introduc¸a˜o, uma das motivac¸o˜es para centrar esforc¸os no desenvolvimento
de tal equipamento e´ que as te´cnicas mais utilizadas hoje em dia para inferir o desgaste de brocas,
baseiam-se em modelos matema´ticos muito complexos, imprecisos e de difı´cil soluc¸a˜o. Por outro
lado, sabe-se que toda perfurac¸a˜o de poc¸o e´ completamente monitorada, e a evoluc¸a˜o dos dados de
perfurac¸a˜o fica armazenada. Assim, como ficou demonstrado pelos resultados do presente trabalho,
juntando as informac¸o˜es de um grande nu´mero de perfurac¸o˜es de poc¸os em um grande banco de
dados, e´ possı´vel treinar redes para que sejam capazes de inferir o desgaste de brocas. Esta nova
abordagem se mostrou razoavelmente precisa e muito mais simples, com excec¸a˜o da carga de trabalho
exigida pelo tratamento dos dados, do que as abordagens tradicionais.
Apesar dos resultados obtidos, na˜o ha´ subsı´dios suficientes para afirmar que o equipamento a
ser desenvolvido atingira´ os objetivos propostos, visto que ha´ ainda uma etapa de validac¸a˜o das redes
neuronais com dados obtidos de perfurac¸o˜es reais que precisa ser feita. Entretanto, o presente trabalho
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indicou que existe uma forte probabilidade de que isso ocorra e ainda desenvolveu uma metodologia
possı´vel de ser empregada caso este equipamento venha a ser desenvolvido no futuro.
Como consequ¨eˆncia dos resultados aqui obtidos, este trabalho foi publicado no “2o. Congresso
Brasileiro de Petro´leo & Ga´s”, ocorrido no ano de 2003 na cidade do Rio de Janeiro, e tambe´m foi
apresentado no “SPE - South American and Caribbean Student Paper Contest”, que aconteceu em
2003 na cidade de Macae´.
Para trabalhos futuros, seria interessante estudar o desempenho de outros algoritmos de trei-
namento dentro da metodologia proposta, bem como fazer apresentac¸a˜o aleato´ria dos pares de en-
trada/saı´da durante o treinamento. Um estudo mais aprofundado, utilizando outras litologias tambe´m
seria interessante para dar mais consisteˆncia aos resultados obtidos.
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Tabela A.1: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2TSig
Ciclo Aprendizado Generalizac¸a˜o
50 18.86% 65.89%
100 19.36% 65.89%
150 18.86% 65.89%
200 18.03% 64.48%
250 17.03% 64.48%
300 14.95% 63.38%
350 13.77% 63.38%
400 13.51% 53.65%
450 12.60% 53.65%
500 10.55% 53.18%
550 10.46% 52.41%
600 10.38% 49.18%
650 9.63% 49.18%
700 8.35% 49.18%
750 7.66% 43.52%
800 7.20% 41.79%
850 6.92% 41.79%
900 6.90% 42.26%
950 6.68% 41.14%
1000 6.12% 41.14%
1050 5.98% 41.14%
1100 5.69% 39.39%
1150 5.15% 31.84%
1200 4.53% 31.84%
1250 4.31% 31.84%
1300 4.09% 31.84%
1350 3.86% 31.84%
1400 3.62% 30.60%
1450 3.58% 29.54%
1500 3.58% 24.79%
1550 3.58% 24.79%
1600 3.58% 23.54%
1650 3.58% 21.44%
1700 3.31% 21.44%
1750 3.09% 21.44%
1800 3.07% 21.44%
1850 3.04% 19.66%
1900 3.02% 18.09%
1950 2.97% 18.09%
2000 2.93% 18.09%
2050 2.81% 17.91%
2100 2.69% 17.21%
2150 2.61% 16.16%
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Tabela A.2: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2LSig
Ciclo Aprendizado Generalizac¸a˜o
50 67.50% 35.57%
100 35.62% 5.00%
150 10.40% 10.93%
200 6.80% 34.55%
250 8.58% 47.96%
300 10.86% 50.59%
350 12.95% 54.00%
400 13.05% 55.53%
450 13.11% 61.67%
500 13.27% 63.71%
550 13.36% 64.48%
600 13.44% 64.48%
650 13.42% 63.71%
700 13.43% 59.62%
750 13.40% 57.58%
800 13.37% 55.53%
850 12.75% 54.43%
900 12.69% 54.43%
950 12.65% 54.43%
1000 11.93% 52.90%
1050 11.63% 50.59%
1100 11.14% 50.59%
1150 10.43% 50.59%
1200 10.18% 50.59%
1250 9.41% 49.80%
1300 9.05% 49.80%
1350 8.99% 49.80%
1400 8.98% 47.45%
1450 8.83% 42.26%
1500 8.12% 41.14%
1550 6.94% 41.14%
1600 6.76% 41.14%
1650 6.40% 40.66%
1700 6.40% 40.66%
1750 6.37% 38.15%
1800 6.07% 37.52%
1850 5.65% 36.99%
1900 5.43% 35.22%
1950 5.36% 29.07%
2000 4.09% 29.07%
2050 4.09% 29.07%
2100 3.83% 28.91%
2150 3.83% 28.91%
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Tabela A.3: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2TsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 5.58% 29.36%
100 1.59% 9.98%
150 0.98% 5.88%
200 0.51% 4.86%
250 0.53% 4.17%
300 0.49% 3.66%
350 0.46% 3.10%
400 0.44% 3.14%
450 0.42% 3.15%
500 0.41% 2.67%
550 0.39% 2.60%
600 0.38% 2.59%
650 0.38% 2.59%
700 0.38% 2.52%
750 0.36% 2.51%
800 0.36% 2.51%
850 0.36% 2.30%
900 0.35% 2.30%
950 0.35% 2.30%
1000 0.35% 2.29%
1050 0.35% 2.29%
1100 0.34% 2.29%
1150 0.34% 2.29%
1200 0.34% 2.28%
1250 0.32% 2.28%
1300 0.32% 2.24%
1350 0.31% 2.24%
1400 0.30% 2.24%
1450 0.30% 2.24%
1500 0.28% 2.24%
1550 0.28% 2.24%
1600 0.28% 2.24%
1650 0.26% 2.17%
1700 0.26% 2.17%
1750 0.26% 2.18%
1800 0.25% 2.18%
1850 0.25% 2.18%
1900 0.23% 2.16%
1950 0.23% 2.16%
2000 0.23% 2.16%
2050 0.22% 2.17%
2100 0.21% 2.17%
2150 0.21% 2.17%
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Tabela A.4: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2LsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 3.62% 8.78%
100 2.11% 7.30%
150 1.59% 4.87%
200 1.21% 4.91%
250 0.83% 4.30%
300 0.68% 3.04%
350 0.61% 2.79%
400 0.55% 2.59%
450 0.51% 2.54%
500 0.45% 2.46%
550 0.43% 2.41%
600 0.41% 2.40%
650 0.40% 2.34%
700 0.39% 2.30%
750 0.37% 2.28%
800 0.38% 2.21%
850 0.38% 2.16%
900 0.38% 2.13%
950 0.38% 2.12%
1000 0.39% 2.10%
1050 0.38% 2.08%
1100 0.38% 2.07%
1150 0.37% 2.08%
1200 0.37% 1.93%
1250 0.38% 1.98%
1300 0.37% 1.97%
1350 0.37% 1.97%
1400 0.37% 1.96%
1450 0.36% 1.96%
1500 0.36% 1.95%
1550 0.36% 1.94%
1600 0.35% 1.93%
1650 0.35% 1.94%
1700 0.35% 1.94%
1750 0.35% 1.92%
1800 0.32% 1.92%
1850 0.32% 1.91%
1900 0.32% 1.91%
1950 0.31% 1.90%
2000 0.30% 1.90%
2050 0.30% 1.90%
2100 0.30% 1.88%
2150 0.28% 1.88%
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Tabela A.5: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2TsigPlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 2.22% 14.58%
100 1.71% 7.86%
150 1.14% 4.07%
200 0.88% 2.34%
250 0.65% 1.76%
300 0.57% 1.44%
350 0.54% 1.17%
400 0.51% 0.90%
450 0.50% 0.73%
500 0.33% 0.63%
550 0.32% 0.67%
600 0.32% 0.58%
650 0.32% 0.59%
700 0.32% 0.62%
750 0.32% 0.65%
800 0.32% 0.66%
850 0.32% 0.72%
900 0.32% 0.66%
950 0.32% 0.66%
1000 0.32% 0.68%
1050 0.32% 0.68%
1100 0.32% 0.69%
1150 0.32% 0.71%
1200 0.32% 0.71%
1250 0.32% 0.71%
1300 0.33% 0.71%
1350 0.33% 0.71%
1400 0.33% 0.71%
1450 0.33% 0.64%
1500 0.48% 0.65%
1550 0.49% 0.65%
1600 0.49% 0.65%
1650 0.49% 0.65%
1700 0.49% 0.65%
1750 0.49% 0.64%
1800 0.49% 0.64%
1850 0.49% 0.64%
1900 0.49% 0.64%
1950 0.49% 0.64%
2000 0.49% 0.64%
2050 0.49% 0.64%
2100 0.49% 0.64%
2150 0.49% 0.64%
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Tabela A.6: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinTsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 0.90% 2.63%
100 0.88% 5.08%
150 0.69% 5.76%
200 0.38% 5.81%
250 0.27% 5.85%
300 0.17% 5.85%
350 0.13% 5.29%
400 0.07% 4.82%
450 0.03% 4.82%
500 0.01% 4.14%
550 0.01% 4.13%
600 0.00% 3.66%
650 0.00% 3.45%
700 0.00% 3.45%
750 0.00% 2.98%
800 0.00% 2.86%
850 0.00% 2.86%
900 0.00% 2.86%
950 0.00% 2.82%
1000 0.00% 2.82%
1050 0.00% 2.82%
1100 0.00% 2.82%
1150 0.00% 2.82%
1200 0.00% 2.75%
1250 0.00% 2.75%
1300 0.00% 2.75%
1350 0.00% 2.75%
1400 0.00% 2.71%
1450 0.00% 2.71%
1500 0.00% 2.71%
1550 0.00% 2.71%
1600 0.00% 2.71%
1650 0.00% 2.71%
1700 0.00% 2.71%
1750 0.00% 2.71%
1800 0.00% 2.71%
1850 0.00% 2.71%
1900 0.00% 2.67%
1950 0.00% 2.67%
2000 0.00% 2.67%
2050 0.00% 2.67%
2100 0.00% 2.67%
2150 0.00% 2.67%
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Tabela A.7: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinPlinTsig
Ciclo Aprendizado Generalizac¸a˜o
50 3.57% 15.72%
100 2.11% 7.52%
150 1.70% 4.55%
200 1.09% 1.24%
250 0.89% 0.92%
300 0.78% 1.00%
350 0.69% 0.99%
400 0.54% 0.93%
450 0.58% 0.93%
500 0.52% 0.93%
550 0.46% 0.94%
600 0.45% 0.92%
650 0.40% 0.89%
700 0.34% 0.73%
750 0.33% 0.73%
800 0.29% 0.66%
850 0.28% 0.65%
900 0.27% 0.65%
950 0.27% 0.61%
1000 0.26% 0.60%
1050 0.25% 0.60%
1100 0.25% 0.59%
1150 0.24% 0.59%
1200 0.24% 0.55%
1250 0.23% 0.54%
1300 0.23% 0.54%
1350 0.22% 0.54%
1400 0.22% 0.56%
1450 0.21% 0.58%
1500 0.21% 0.57%
1550 0.21% 0.57%
1600 0.20% 0.57%
1650 0.20% 0.50%
1700 0.20% 0.49%
1750 0.20% 0.49%
1800 0.20% 0.49%
1850 0.20% 0.49%
1900 0.20% 0.48%
1950 0.20% 0.48%
2000 0.20% 0.41%
2050 0.20% 0.41%
2100 0.20% 0.40%
2150 0.20% 0.40%
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Tabela A.8: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2Tsig
Ciclo Aprendizado Generalizac¸a˜o
50 90.12% 713.08%
100 80.11% 612.69%
150 69.92% 566.92%
200 61.31% 509.27%
250 55.08% 464.79%
300 46.49% 414.79%
350 39.95% 339.40%
400 34.92% 333.63%
450 30.71% 288.63%
500 28.05% 259.79%
550 25.28% 235.56%
600 23.22% 225.51%
650 21.77% 210.13%
700 19.73% 194.36%
750 17.72% 160.13%
800 15.72% 149.36%
850 13.08% 145.77%
900 11.31% 141.15%
950 10.19% 126.68%
1000 9.02% 119.53%
1050 8.22% 119.15%
1100 7.91% 113.38%
1150 7.61% 101.84%
1200 7.31% 91.07%
1250 7.02% 77.99%
1300 6.72% 73.76%
1350 6.41% 71.45%
1400 6.13% 71.45%
1450 5.86% 69.02%
1500 5.59% 66.45%
1550 5.40% 66.45%
1600 4.97% 66.45%
1650 4.77% 64.15%
1700 4.56% 61.84%
1750 4.28% 59.53%
1800 3.89% 57.22%
1850 3.56% 52.61%
1900 3.26% 47.99%
1950 2.92% 45.68%
2000 2.64% 43.38%
2050 2.47% 41.07%
2100 2.19% 38.76%
2150 2.04% 36.45%
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Tabela A.9: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-2Lsig
Ciclo Aprendizado Generalizac¸a˜o
50 525.79% 1572.31%
100 503.51% 1566.70%
150 455.23% 1321.20%
200 348.10% 921.58%
250 239.99% 574.62%
300 169.83% 365.30%
350 121.83% 259.66%
400 105.25% 177.35%
450 88.58% 169.27%
500 83.26% 130.43%
550 73.62% 111.58%
600 79.43% 113.50%
650 71.26% 113.50%
700 71.26% 113.50%
750 71.26% 113.50%
800 70.42% 112.35%
850 67.84% 112.35%
900 66.18% 67.74%
950 64.87% 67.74%
1000 62.85% 67.74%
1050 62.96% 67.74%
1100 63.14% 67.74%
1150 63.40% 67.74%
1200 63.57% 67.74%
1250 62.61% 67.74%
1300 61.72% 67.74%
1350 60.84% 67.74%
1400 57.30% 67.74%
1450 57.30% 67.74%
1500 57.30% 67.74%
1550 57.30% 67.74%
1600 57.30% 67.74%
1650 57.30% 67.74%
1700 57.30% 67.74%
1750 57.30% 67.74%
1800 56.25% 67.74%
1850 56.22% 67.74%
1900 56.22% 56.97%
1950 56.22% 56.97%
2000 56.22% 56.97%
2050 56.22% 56.97%
2100 56.22% 56.97%
2150 54.80% 56.97%
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Tabela A.10: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2TsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 25.51% 20.13%
100 23.48% 8.38%
150 11.21% 9.15%
200 9.08% 13.38%
250 8.82% 14.15%
300 7.30% 12.61%
350 6.54% 12.61%
400 5.94% 12.61%
450 5.56% 12.61%
500 5.50% 12.22%
550 5.50% 10.30%
600 5.50% 9.91%
650 5.16% 9.91%
700 4.35% 8.76%
750 3.59% 7.61%
800 2.71% 6.84%
850 2.15% 6.84%
900 1.92% 6.84%
950 1.61% 6.32%
1000 1.09% 0.17%
1050 0.57% 0.56%
1100 0.46% 0.56%
1150 0.00% 2.09%
1200 0.00% 2.09%
1250 0.00% 2.09%
1300 0.00% 2.09%
1350 0.00% 2.09%
1400 0.00% 2.09%
1450 0.00% 2.09%
1500 0.00% 2.09%
1550 0.00% 2.09%
1600 0.00% 2.09%
1650 0.00% 2.09%
1700 0.00% 2.09%
1750 0.00% 2.09%
1800 0.00% 2.09%
1850 0.00% 2.09%
1900 0.00% 2.09%
1950 0.00% 2.09%
2000 0.00% 2.09%
2050 0.00% 2.09%
2100 0.00% 2.09%
2150 0.00% 2.09%
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Tabela A.11: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-2LsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 17.05% 146.20%
100 9.73% 74.53%
150 6.13% 27.69%
200 6.71% 26.15%
250 6.49% 26.15%
300 6.41% 25.17%
350 6.61% 11.84%
400 6.61% 6.84%
450 6.61% 6.84%
500 6.61% 6.84%
550 6.61% 6.84%
600 6.59% 6.84%
650 6.53% 6.84%
700 6.51% 6.84%
750 6.49% 6.84%
800 6.46% 6.84%
850 6.19% 6.84%
900 5.87% 6.84%
950 5.61% 6.84%
1000 5.32% 6.84%
1050 5.07% 6.84%
1100 4.83% 6.84%
1150 4.33% 6.84%
1200 3.87% 6.84%
1250 3.64% 6.84%
1300 3.41% 6.84%
1350 3.22% 6.84%
1400 3.00% 6.84%
1450 2.81% 6.84%
1500 2.62% 6.84%
1550 2.48% 6.84%
1600 2.36% 6.84%
1650 2.22% 6.84%
1700 2.19% 6.84%
1750 2.16% 6.84%
1800 2.12% 6.84%
1850 2.08% 6.84%
1900 2.05% 6.84%
1950 2.02% 6.84%
2000 1.98% 6.84%
2050 1.94% 6.84%
2100 1.92% 6.84%
2150 1.88% 6.84%
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Tabela A.12: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2TsigPlinPlin
Ciclo Aprendizado Generalizac¸a˜o
50 7.49% 435.30%
100 2.76% 274.02%
150 1.86% 176.71%
200 1.86% 115.00%
250 1.86% 101.54%
300 0.00% 92.31%
350 0.00% 61.54%
400 0.00% 62.05%
450 0.00% 56.28%
500 0.00% 56.28%
550 0.00% 52.82%
600 0.00% 52.82%
650 0.00% 52.82%
700 0.00% 52.82%
750 0.00% 52.82%
800 0.00% 52.82%
850 0.00% 52.82%
900 0.00% 52.82%
950 0.00% 52.82%
1000 0.00% 52.82%
1050 0.00% 52.82%
1100 0.00% 48.21%
1150 0.00% 48.21%
1200 0.00% 48.21%
1250 0.00% 48.21%
1300 0.00% 48.21%
1350 0.00% 48.21%
1400 0.00% 48.21%
1450 0.00% 48.21%
1500 0.00% 48.21%
1550 0.00% 47.82%
1600 0.00% 47.82%
1650 0.00% 47.82%
1700 0.00% 47.82%
1750 0.00% 47.82%
1800 0.00% 47.82%
1850 0.00% 47.82%
1900 0.00% 47.82%
1950 0.00% 47.82%
2000 0.00% 47.82%
2050 0.00% 47.82%
2100 0.00% 47.82%
2150 0.00% 47.82%
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Tabela A.13: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinTsigPlin
Ciclo Aprendizado Generalizac¸a˜o
50 2.54% 9.62%
100 2.22% 3.46%
150 2.22% 6.54%
200 1.73% 6.54%
250 1.44% 6.54%
300 1.39% 6.54%
350 0.35% 14.23%
400 0.00% 14.23%
450 0.00% 14.23%
500 0.00% 14.23%
550 0.00% 18.46%
600 0.00% 19.62%
650 0.00% 19.62%
700 0.00% 22.31%
750 0.00% 24.62%
800 0.00% 27.31%
850 0.00% 27.31%
900 0.00% 27.31%
950 0.00% 27.31%
1000 0.00% 27.31%
1050 0.00% 27.31%
1100 0.00% 27.31%
1150 0.00% 27.31%
1200 0.00% 27.31%
1250 0.00% 27.31%
1300 0.00% 27.65%
1350 0.00% 27.82%
1400 0.00% 27.82%
1450 0.00% 27.82%
1500 0.00% 27.82%
1550 0.00% 27.82%
1600 0.00% 27.82%
1650 0.00% 27.82%
1700 0.00% 27.82%
1750 0.00% 27.82%
1800 0.00% 27.82%
1850 0.00% 27.82%
1900 0.00% 27.82%
1950 0.00% 27.82%
2000 0.00% 27.82%
2050 0.00% 27.82%
2100 0.00% 27.82%
2150 0.00% 27.82%
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Tabela A.14: Evoluc¸a˜o do erro de aprendizado e erro de generalizac¸a˜o da Rede 7-10-10-2PlinPlinTsig
Ciclo Aprendizado Generalizac¸a˜o
50 0.00% 145.90%
100 0.00% 27.31%
150 0.00% 21.54%
200 0.00% 21.54%
250 0.00% 12.31%
300 0.00% 12.31%
350 0.00% 12.31%
400 0.00% 12.31%
450 0.00% 12.31%
500 0.00% 12.31%
550 0.00% 12.31%
600 0.00% 12.31%
650 0.00% 12.31%
700 0.00% 11.54%
750 0.00% 11.15%
800 0.00% 10.77%
850 0.00% 10.38%
900 0.00% 10.00%
950 0.00% 9.62%
1000 0.00% 8.85%
1050 0.00% 8.46%
1100 0.00% 8.08%
1150 0.00% 8.08%
1200 0.00% 8.08%
1250 0.00% 8.08%
1300 0.00% 8.08%
1350 0.00% 8.46%
1400 0.00% 8.46%
1450 0.00% 8.46%
1500 0.00% 8.46%
1550 0.00% 8.46%
1600 0.00% 8.46%
1650 0.00% 7.69%
1700 0.00% 6.54%
1750 0.00% 5.77%
1800 0.00% 4.62%
1850 0.00% 3.85%
1900 0.00% 2.69%
1950 0.00% 1.92%
2000 0.00% 0.77%
2050 0.00% 0.77%
2100 0.00% 0.77%
2150 0.00% 0.77%
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