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FIXED POINTS OF POLARITY TYPE OPERATORS
DANIEL REEM AND SIMEON REICH
Abstract. A well-known result says that the Euclidean unit ball is the unique
fixed point of the polarity operator. This result implies that if, in Rn, the unit
ball of some norm is equal to the unit ball of the dual norm, then the norm must
be Euclidean. Motivated by these results and by relatively recent results in con-
vex analysis and convex geometry regarding various properties of order reversing
operators, we consider, in a real Hilbert space setting, a more general fixed point
equation in which the polarity operator is composed with a continuous invert-
ible linear operator. We show that if the linear operator is positive definite,
then the considered equation is uniquely solvable by an ellipsoid. Otherwise,
the equation can have several (possibly infinitely many) solutions or no solution
at all. Our analysis yields a few by-products of possible independent interest,
among them results related to coercive bilinear forms (essentially a quantitative
convex analytic converse to the celebrated Lax-Milgram theorem from partial
differential equations) and a characterization of real Hilbertian spaces.
1. Introduction
1.1. Background: Consider the following geometric fixed point equation:
C = (GC)◦. (1.1)
Here C 6= ∅ is the unknown subset which is assumed to be contained in a given real
Hilbert space X 6= {0}, G : X → X is a given continuous, invertible and linear
operator, GC := {Gc : c ∈ C}, and S◦ denotes the polar (or dual) of ∅ 6= S ⊆ X
(see (2.6) below).
In this paper we analyze and solve (1.1) under various assumptions on C and
on G. The motivation to consider (1.1) is based on a number of reasons. First,
(1.1) is a generalization of the equation
C = C◦, (1.2)
which describes all the self-polar sets. A well-known and classical result in convex
geometry says that there exists a unique self-polar set and this set is the unit ball
(see, for example, [6, p. 138], [7, pp. 144–145], [17, p. 148]). This result implies
that if we start with Rn and want to define on it a norm such that the unit ball
induced by this norm coincides with the unit ball of the dual norm, then we can
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do this if and only if the norm is Euclidean (here both balls are considered subsets
of Rn and we identify Rn with its dual space).
A second reason for considering (1.1) originates in a relatively recent branch
of research in convex geometry. In some of the works belonging to this branch,
certain order reversing operators (such as isomorphisms, involutions, or operators
satisfying certain functional equations involving sets) acting on various classes of
finite-dimensional geometric objects were considered. A central property that was
established there was that these operators must have the form T (C) = LC◦, where
L is some invertible linear operator. For instance, in [8, Corollary, p. 659] the
objects are compact and convex subsets of Rn containing the origin in their interior,
in [37, Corollary 1] the objects are closed and convex cones, in [1, Theorem 10],
[27, Corollary 1.14] and [40, Corollary 5] the objects are closed and convex subsets
of Rn containing the origin, and in [3, Corollary 1.11] the objects are n-dimensional
centrally symmetric ellipsoids (in all of these works n ∈ N satisfies either n ≥ 2
or n ≥ 3; see also [38, Theorem 4] for a closely related but somewhat different
result based on a characterization involving fractional linear mappings). Equation
(1.1) is directly related to these works because, as a simple verification shows (see
Lemma 3.1(d) below), it can be written as
C = LC◦, (1.3)
where L = (G∗)−1. In other words, the operator on the right-hand side of (1.1),
namely the one which maps C to (GC)◦ (we consider this operator to be a “polarity
type” operator), can be written as T (C) = LC◦, as in the works mentioned above.
Hence our work can be thought of as being a continuation of the above-mentioned
branch of research in the “fixed point direction”.
A third reason for considering (1.1) is the following fixed point equation which
has recently been introduced in [19, Equation (1.1)]:
f(x) = τf ∗(Ex+ c) + 〈w, x〉+ β, x ∈ X. (1.4)
Here X is a real Hilbert space, f : X → [−∞,∞] is the unknown function, τ > 0,
c ∈ X , w ∈ X , β ∈ R are given, and E : X → X is a given continuous linear
invertible operator. In addition,
f ∗(x∗) := sup{〈x∗, x〉 − f(x) : x ∈ X}, x∗ ∈ X, (1.5)
is the Legendre-Fenchel transform (namely, the convex conjugate) of f . Equation
(1.4) can be thought of as being a convex analytic version of (1.1) not only be-
cause of some similarities in their structure, but also because of several similarities
in the properties of the corresponding solution sets. For example, in both cases
the solution sets are very sensitive to the various parameters which appear there
(see Subsection 1.2 and Theorem 1.1 below regarding (1.1)). In addition, as we
show in Lemma 3.10 and Sections 5–8, there is a strong relation between some of
the results mentioned in [19] (for instance, Lemma 5.1, Lemma 5.2, Lemma 7.1,
Proposition 9.1, Example 13.2) and some of the results of our paper.
We note that if in (1.5) one restricts attention to lower semicontinuous convex
and proper functions, then the operator T which maps each f to the right-hand
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side of (1.4) is the most general fully order reversing operator which acts on this
class of functions (namely, it is invertible, both the operator and its inverse reverse
the point-wise order between functions, and any other order reversing operator
which acts on the class of lower semicontinuous convex and proper functions f :
X → (−∞,∞] must have the form T ): this is shown in [2, Theorem 7] (finite-
dimensional spaces) and [20, Theorem 2] (arbitrary infinite-dimensional Banach
spaces; here a few modifications are needed regarding the various parameters and
variables which appear on the right-hand side of (1.4), among them that Tf is
defined on the dualX∗ ofX and is lower semicontinuous in the weak∗ topology, and
that 〈x∗, x〉 := x∗(x) for each x ∈ X and x∗ ∈ X∗). It is worth noting that several
years ago other convex analytic versions of (1.4) were discussed: an equation
which characterizes self-polar functions [35] and versions related to generalized
self-conjugate functions [26, 42].
Finally, we note that as far as we know, there has been no systematic attempt to
investigate (1.1) so far. However, one can see, in a few cases which are scattered in
the literature, that particular cases of (1.1) have been considered briefly, mainly
in a different terminology. For instance, we have already mentioned places where
(1.2) has been discussed. In addition, in [7, pp. 122, 130], [10, p. 140], [13,
pp. 23, 28], and [16, p. 392] it is said briefly that some cones solve (1.1) in the
special case where G = −I (see Example 7.1 below for more details regarding
this latter claim; in [7, 13] these cones are called “self-dual”). Furthermore, in [6,
p. 147] a few examples are given of polytopes in a finite-dimensional Euclidean
space (namely, compact polyhedra having 0 in their interiors) which satisfy (1.1)
for some invertible linear operators G (such polytopes are called “self-dual” [6,
p. 147]). The point of view there is, however, different from the point of view of
our paper, since in [6, p. 147] one starts with some closed and convex subset C
and tries to find an invertible linear operator G such that (1.3) (hence (1.1)) will
hold. In other words, the unknown in [6, p. 147] is G and not C.
1.2. Contributions: The main result of this paper is Theorem 1.1 below which
analyzes (1.1) and describes its set of solutions under some assumptions on the
linear operator G and on the class of sets in which we seek the unknown C. This
theorem shows that (1.1) can have no solution, a unique solution or several (pos-
sibly infinitely many) solutions. More precisely, the theorem states the following:
Theorem 1.1. Let (X, 〈·, ·〉) be a real Hilbert space (satisfying X 6= {0}) and let
G : X → X be a continuous and invertible linear operator. Consider equation
(1.1) with an unknown ∅ 6= C ⊆ X. The following statements hold:
(i) Any solution to (1.1) must be closed and convex, and must contain 0.
(ii) If G is positive definite, then there exists a unique solution to (1.1) and this
solution is an ellipsoid having the form C = {x ∈ X : 〈Gx, x〉 ≤ 1}.
(iii) If G is not positive definite, then there are cases where (1.1) has several
(possibly infinitely many) solutions and cases where (1.1) does not have any
solution which belongs to the class of bounded subsets of X that contain 0 in
their interiors.
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Our analysis, which is somewhat different from analyses that are frequently used
in fixed point theory [14, 22], yields a few by-products of possibly independent
interest, among them results related to coercive bilinear forms (essentially a quan-
titative converse of the celebrated Lax-Milgram theorem from partial differential
equations: see Lemma 3.4, Remark 3.6, and Lemma 11.2), a characterization
of real Hilbertian spaces (namely Banach spaces which are isomorphic to Hilbert
spaces: see Remark 10.1) and results related to infinite-dimensional convex geom-
etry (for instance, Lemma 3.2 and Lemma 3.7). We also note that although our
analysis is essentially dimension-free (in the sense that no quantitative expressions
involving the dimension appear; the only exception is Example 7.2 below), in some
cases the dimension does appear in “the back door”: for instance, in Proposition
5.1 we consider the case where X = R and classify completely the set of solutions
to (1.1), and in Examples 7.3–7.4 we present a few two-dimensional examples of
non-uniqueness.
The intuition behind Theorem 1.1 is mainly inspired by analogous results men-
tioned in [19], especially [19, Theorem 3.1], but one can get some intuition also by
thinking of particular cases, such as the ones presented in Figures 1–5. The proof
of Theorem 1.1 can be described briefly as follows: Part (i) is just an immediate
consequence of (1.1) and the definitions; Part (ii) is based on certain properties
of ellipsoids, mainly the ones described in Lemma 3.7; the proof of Part (iii) is
by separating into cases: the existence part is again related to properties of el-
lipsoids and also to a certain operator equation (see (6.1)) which allows one to
construct an explicit solution to (1.1) based on some properties of the operator
G; the proof of the non-uniqueness case is itself done by separating into subcases:
the one-dimensional subcase is completely analyzed directly, and in higher dimen-
sions the analysis is based on either another operator equation (see (7.2)) or a
direct analysis related to specific examples which are closely related to Figures
1–5 below; finally, the proof of the non-existence case is based on introducing a
special type of operators called “semi-skew operators”, choosing G to be such an
operator, and using several relations between polar sets and functions, as well as
several connections between (1.1) and [19] and a general convex analytic lemma
(Lemma 3.8), to obtain a contradiction if a solution to (1.1) is assumed (in the
class of bounded subsets of X that contain 0 in their interiors).
1.3. Paper layout: After some preliminaries which are given in Section 2, we
present in Section 3 several auxiliary results needed in the proof of Theorem 1.1.
The proof is developed in Sections 4–8 and is presented formally in Section 9.
Section 10 concludes the paper with a few remarks and open problems. We end
the paper with an appendix (Section 11) which contains the proofs of various
assertions mentioned in the text without proof.
2. Preliminaries
Throughout the paper we assume that X is a real Hilbert space satisfying X 6=
{0} and endowed with an inner product 〈·, ·〉. The induced norm is denoted by
‖ · ‖. We say that f : X → [−∞,∞] is proper whenever f(x) > −∞ for all x ∈ X
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and, in addition, f(x) 6= ∞ for at least one point x ∈ X . The convex conjugate
(Legendre-Fenchel transform) of f is the function f ∗ : X → [−∞,∞] which is
defined in (1.5).
Given a linear and continuous operator G : X → X , its adjoint is the linear
operatorG∗ : X → X defined by the equation 〈G∗a, b〉 = 〈a,Gb〉 for all (a, b) ∈ X2.
It is well known that G∗ exists, is unique, and is continuous (well-known results
mentioned here without a proof can be found, for instance, in [9, 24, 39]). The
norm of G is ‖G‖ := sup{‖Gx‖/‖x‖ : 0 6= x ∈ X}. It is well known that G is
continuous if and only if it is bounded (namely ‖G‖ <∞), and if G is invertible,
then its inverse G−1 is continuous. We say that G is self-adjoint (or symmetric)
if G is continuous and G = G∗. If G is self-adjoint and satisfies 〈Gx, x〉 ≥ 0 for
all x ∈ X , then we say that G is positive semidefinite. A self-adjoint operator
G : X → X satisfying 〈Gx, x〉 > 0 for all 0 6= x ∈ X is called positive definite.
We denote by I : X → X the identity operator, that is, I(x) := x for each x ∈ X .
For a subset ∅ 6= C ⊆ X we denote GC := {Gc : c ∈ C}.
We say that B : X2 → R is a bilinear form whenever both x 7→ B(x, y) and y 7→
B(x, y) are linear functions from X to R for each y ∈ X and x ∈ X , respectively.
It is a well-known fact that if B is a continuous bilinear form, then there exists a
unique continuous linear operator A : X → X satisfying B(x, y) = 〈Ax, y〉 for all
x, y ∈ X . In this case we say that A generates B. We say that a bilinear form
B is coercive (instead of “coercive”, the terms “elliptic”, “strongly coercive” and
“strongly monotone” are of use too) if there exists β > 0 (the coercivity coefficient
of B) such that B(x, x) ≥ β‖x‖2 for each x ∈ X .
For a unit vector u ∈ X we denote by u⊥ the set {x ∈ X : 〈x, u〉 = 0}, namely
the orthogonal complement of u. It is well known that X is isometric to Ru× u⊥
(endowed with the inner product 〈(r1u, v1), (r1u, v2)〉 := r1r2 + 〈v1, v2〉 for every
r1, r2 ∈ R, v1, v2 ∈ u⊥). The orthogonal projection from X onto a closed linear
subspace M of X is denoted by PM . For x, y ∈ X , we denote by [x, y] the closed
line segment which connects x and y, namely the set {x+ t(y−x) : t ∈ [0, 1]}. We
denote by Kbound,(0)(X) the set of all bounded, convex and closed subsets C of X
having 0 in their interior. We say that C ⊆ X is a centrally symmetric ellipsoid
if it has the form C = {x ∈ X : 〈Gx, x〉 ≤ 1} for some positive definite operator
G : X → X .
Given a nonempty subset C ⊆ X , the gauge (or Minkowski functional) associ-
ated with C is the function MC : X → [0,∞] defined by
MC(x) := inf{µ ≥ 0 : x ∈ µC}, x ∈ X, (2.1)
where, of course, µC = {µc : c ∈ C} and inf ∅ := ∞. If we further assume that
C ∈ Kbound,(0)(X), then it can easily be verified that
‖x‖
‖C‖ ≤ MC(x) ≤
‖x‖
rC
, ∀ x ∈ X, (2.2)
where rC > 0 is the radius of any open ball which is contained in C and containing
the origin, and ‖C‖ := sup{‖c‖ : c ∈ C} ≥ rC . In particular, in this case
MC is finite everywhere, MC(0) = 0, and MC(x) > 0 for every x 6= 0, and,
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moreover, MC is positively homogenous (namely MC(λx) = λMC(x) for all x ∈
X and λ ≥ 0). In addition, MC is subadditive [43, p. 26], that is, MC(x +
y) ≤ MC(x) + MC(y) for all x, y ∈ X . Combining this inequality with the
fact that MC is positively homogenous, we see that MC is convex. Furthermore,
the assumption C ∈ Kbound,(0)(X) also implies that MC is Lipschitz continuous
because its subadditivity and (2.2) imply the inequality
|MC(x)−MC(y)| ≤ max{MC(x−y),MC(y−x)} ≤ 1
rC
‖x−y‖, ∀x, y ∈ X. (2.3)
Given C ∈ Kbound,(0)(X), the polar of MC is the function M ◦C : X → [0,∞]
defined by
M
◦
C(x
∗) := sup
{ 〈x∗, x〉
MC(x)
: 0 6= x ∈ X
}
= sup {〈x∗, x〉 : x ∈ X,MC(x) = 1} , x∗ ∈ X, (2.4)
where the right-most expression follows from the fact that MC is positively ho-
mogenous (and the left-most inequality in (2.2) ensures that MC(x) > 0 for all
0 6= x ∈ X). Since C ∈ Kbound,(0)(X), a simple verification shows that M ◦C is fi-
nite and positive everywhere with the exception of the origin at which it vanishes.
Actually, in this case
rC‖x∗‖ ≤ M ◦C(x∗) ≤ ‖C‖‖x∗‖, ∀x∗ ∈ X, (2.5)
where the right-most inequality follows from (2.2) and the Cauchy-Schwarz in-
equality, and the left-most inequality is a consequence of the well-known fact that
‖x∗‖ = sup{〈x∗, x〉 : x ∈ X, ‖x‖ = 1} (indeed, this latter equality implies that for
each α ∈ (0, 1), there exists xα ∈ X such that ‖xα‖ = 1 and 〈x∗, xα〉 ≥ α‖x∗‖;
thus from (2.4) and (2.2) we have M ◦C(x
∗) ≥ 〈x∗, xα〉/MC(xα) ≥ α‖x∗‖rC for all
α ∈ (0, 1), namely M ◦C(x∗) ≥ ‖x∗‖rC , as claimed). Moreover, (2.4) implies that
M ◦C is positively homogenous and subadditive. Thus if C ∈ Kbound,(0)(X), then
also M ◦C is convex and Lipschitz continuous.
The polar (or dual) of ∅ 6= C ⊆ X is the set
C◦ := {x∗ ∈ X : 〈x∗, c〉 ≤ 1 ∀c ∈ C}. (2.6)
It can immediately be verified that 0 ∈ C◦ and that C◦ is closed and convex.
Moreover, the map C 7→ C◦ is order reversing, namely, if ∅ * C1 ⊆ C2 ⊆ X , then
C◦2 ⊆ C◦1 . A few illustrations of sets and their polar sets are given in Figures 1–5.
It can be seen, at least intuitively, that for all of the sets C mentioned in these
figures it is possible to find an invertible linear operator which transforms C◦ into
C, and so these sets satisfy (1.3) and hence also (1.1).
The above-mentioned concepts are, of course, closely related to norms and dual
norms. Indeed, if C ∈ Kbound,(0)(X) is symmetric with respect to the origin (that
is, C = −C), then it is immediate to check that MC(x) = MC(−x) for all x ∈ X .
Hence (2.2) implies that MC is a norm which is equivalent to the Hilbertian
norm. Moreover, Lemma 3.1(a) below implies that C is the unit ball associated
with MC . The definition of the dual norm and (2.4) ensure that the dual norm
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Figure 1. C = {(x1, x2) ∈ R2 :
max{|x1|, |x2|} ≤ 1}, C◦ = {(x1, x2) ∈
R2 : |x1| + |x2| ≤ 1} (only boundaries
are shown); see also Example 7.4.
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Figure 2. C is a regular 2D simplex
of circumradius 1, C◦ is a regular sim-
plex of circumradius 2 (only boundaries
are shown); see also Example 7.2.
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Figure 3. C = {(x1, x2) ∈ R2 :
(1/4)x21 + 4x
2
2 ≤ 1}, C◦ = {(x1, x2) ∈
R2 : 4x21 + (1/4)x
2
2 ≤ 1} (only bound-
aries are shown); see also Lemma 3.7,
Proposition 4.1 and Example 7.3
C = C
o 
x1 
x2 
Figure 4. C is the unit disc, and so
is C◦ (only boundaries are shown); see
also Lemma 3.7 and Proposition 4.1.
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Figure 5. C is the nonnegative or-
thant, C◦ is the nonpositive orthant;
see also Example 7.1.
of MC is M
◦
C (that is, MC◦ , as follows from Lemma 3.2), and when combined
with (2.6), this implies that the dual unit ball of C is C◦. Finally, since MC is
equivalent to the Hilbertian norm, the dual space of MC is the same as X
∗ ∼= X .
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3. Auxiliary results
In this section we present a few auxiliary results which are used in later sec-
tions (Sections 4–8). Some of these results partly or fully extend, to an infinite-
dimensional setting, several well-known results mentioned in [34, Section 15] in
one way or another. As far as we know, most of the results below, in particular,
the ones related to ellipsoids, including the ideas used in the proofs (whenever
the considered results generalize known results), are new in the setting which we
consider (an exception is Lemma 3.1(a) which appears, in a more general formu-
lation, elsewhere, say in [7, Corollary 14.13, p. 242]; however, in the setting that
is relevant to us our proof seems to be much simpler).
Nevertheless, one may wonder what the difference in the proofs between the
finite- and infinite-dimensional cases is. Well, it is not always easy to describe
this difference. As an illustration, consider Lemma 3.7(c) in our paper about the
polar of a centrally symmetric ellipsoid. In [34] one can see the analogous finite-
dimensional statement on page 136, and the proof of it is based on [34, Corollary
15.3.2]; however, the proof of this corollary is based on [34, Corollary 15.3.1],
which is based on [34, Theorem 15.3], which is based on [34, Theorem 8.6], which
is based on [34, Theorem 8.5], which is based on [34, Theorem 8.3], which is based
on [34, Theorem 8.2], which is based on [34, Corollary 6.8.1], which is based on
[34, Theorem 6.8], which is based on [34, Theorem 6.6], which is based on [34,
Corollary 6.3.1, p. 46], which is finite-dimensional since it says that the closures
of two convex subsets C1 and C2 are equal if and only if their relative interiors
are equal (an infinite-dimensional counterexample to it can simply be obtained by
taking a Hilbert space C2 which contains a dense linear subspace C1 6= C2; hence
C1 = C2 = C2, but the relative interior of C2 is C2 itself and hence it strictly
contains the relative interior of C1).
In order to be on the safe side, and for the sake of completeness and convenience,
we decided to include full proofs of all of the claims that are relevant to our paper;
however, because of the nature of these claims and in order to improve the flow of
the paper, these proofs are given in an appendix (Section 11).
We start with a lemma which describes several properties of the Minkowski
functional.
Lemma 3.1. Consider our real Hilbert space X. Then:
(a) Given C ∈ Kbound,(0)(X), let C(1) := {x ∈ X : MC(x) ≤ 1}. Then C = C(1).
(b) For each x ∈ X\{0} and C ∈ Kbound,(0)(X), we have (1/MC(x))x ∈ C.
(c) For all C1, C2 ∈ Kbound,(0)(X), if MC1 = MC2, then C1 = C2.
(d) Suppose that G : X → X is a continuous and invertible linear operator. Then
for an arbitrary ∅ 6= C ⊆ X one has MGC = MC◦G−1 and (GC)◦ = (G∗)−1C◦.
Moreover, if C ∈ Kbound,(0)(X), then GC ∈ Kbound,(0)(X) and (MGC)◦ =
M ◦C ◦G∗.
The next lemma presents a certain duality between the polar function and the
polar set.
Lemma 3.2. Let C ∈ Kbound,(0)(X). Then C◦ ∈ Kbound,(0)(X) and M ◦C = MC◦.
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Our next lemma shows a certain relation between conjugacy and polarity.
Lemma 3.3. Let φ : R → (−∞,∞] and assume that φ(t) = ∞ for every t ∈
(−∞, 0). Given our real Hilbert space X, for each C ∈ Kbound,(0)(X) and each
x∗ ∈ X, we have
(φ ◦MC)∗(x∗) = φ∗(M ◦C(x∗)). (3.1)
Moreover, if, in addition, we also assume that φ is finite and differentiable over
[0,∞) (with a right derivative at 0), that φ(0) = 0, and that φ′ is strictly in-
creasing on [0,∞) and maps this interval onto itself, then for all x∗ ∈ X and
C ∈ Kbound,(0)(X),
(φ ◦MC)∗(x∗) = (φ′)−1(M ◦C(x∗))M ◦C(x∗)− φ((φ′)−1(M ◦C(x∗)))
=
∫
M ◦C(x
∗)
0
(φ′)−1(t)dt.
(3.2)
In particular, for all x∗ ∈ X and C ∈ Kbound,(0)(X),(
1
2
M
2
C
)∗
(x∗) =
1
2
(M ◦C(x
∗))2. (3.3)
The following lemma (which, despite its simplicity, is new to the best of our
knowledge) is needed in the proof of Lemma 3.7 below, mainly in order to show
that ellipsoids induced by invertible positive definite operators are bounded sub-
sets. It is possible to prove Lemma 3.7 using the existence and uniqueness of
a positive semidefinite square root of a given positive semidefinite operator, a
fact which follows from either the theory of Banach algebras [36, Theorem 12.33,
p. 331] or by more specific considerations related to bounded linear operators in
Hilbert spaces [24, Theorem 9.4-2, p. 476] (some caution is needed here because
the standard setting in which the above-mentioned fact is proved is a complex
Hilbert space; however, at least in the case of [24, Theorem 9.4-2, p. 476] a very
slight modification of the proof is needed so that it also holds in a real Hilbert
space setting). Instead of using the above-mentioned fact related to square roots
of positive semidefinite operators, we prefer to present an elementary and purely
convex analytic proof, based on Lemma 3.5 below (see Subsection 11.1 below for
the proof). One advantage of our proof is that it can be generalized virtually word
for word to a more general setting (as done in Remark 10.1 and Subsection 11.2
below), while it is not clear to us how to apply the techniques of [36, Theorem
12.33, p. 331] or [24, Theorem 9.4-2, p. 476] in that more general setting.
Lemma 3.4. Given a real Hilbert space X, if A : X → X is a positive semidefi-
nite and invertible linear operator, then A is coercive (in particular, A is positive
definite). As a matter of fact,
〈Ax, x〉 ≥ ‖A−1‖−1‖x‖2, ∀ x ∈ X (3.4)
and ‖A−1‖−1 is the optimal (largest possible) coercivity coefficient.
As said above, for proving Lemma 3.4 we need the following well-known lemma,
the proof of which is just a simple calculation (see also Lemma 11.1 below for a
more general statement).
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Lemma 3.5. Let X be a real Hilbert space and let A : X → X be a positive
semidefinite invertible operator. For each x ∈ X, denote h(x) := 1
2
〈Ax, x〉. Then
h∗(x∗) = 1
2
〈A−1x∗, x∗〉 for all x∗ ∈ X.
Remark 3.6. Lemma 3.4 is closely related to the celebrated Lax-Milgram the-
orem from partial differential equations [9, Corollary 5.8, p. 140], [25, Theorem
2.1, p. 169]. This theorem essentially says that given a continuous bilinear form
B : X2 → R, if B is coercive, then its generating operator A (that is, the contin-
uous linear operator A : X → X satisfying B(x, y) = 〈Ax, y〉 for each x, y ∈ X)
is invertible. Even without the Lax-Milgram theorem it is immediate that if B is
symmetric (namely B(x, y) = B(y, x) for all x, y ∈ X), then A = A∗, and if B
is also coercive, then A is positive definite. Hence if we restrict attention to the
common case of symmetric, continuous and coercive bilinear forms B, then we can
conclude from the Lax-Milgram theorem that A is invertible and positive definite.
Lemma 3.4 implies essentially a quantitative converse: if A is positive definite (or
merely positive semidefinite) and invertible, then B is coercive, and, moreover, the
best possible coercivity coefficient of B is 1/‖A−1‖. Since coercive bilinear forms
have applications in other areas, such as calculus of variations (for example, Stam-
pacchia’s theorem [9, Theorem 5.6, pp. 138, 145], [41, The´ore`me 1]), Lemma 3.4
may find applications in these areas too. We also note that Lemma 3.4 generalizes
[19, Remark 15.3].
The following lemma discusses a few properties of ellipsoids.
Lemma 3.7. Given a positive definite and invertible linear operator A : X → X
where X is a real Hilbert space, let D := {x ∈ X : 〈Ax, x〉 ≤ 1} be the centrally
symmetric ellipsoid induced by A. The following statements hold:
(a) D ∈ Kbound,(0)(X).
(b) MD(x) =
√〈Ax, x〉 for each x ∈ X.
(c) D◦ = {x ∈ X : 〈A−1x, x〉 ≤ 1}.
We note that the assumption that A−1 exists is crucial for Lemma 3.7. For
instance, as a counterexample for Part (a), one can to take X := ℓ2 and A to
be any diagonal operator the entries of which are λk so that λk > 0 for every
k ∈ N and limk→∞ λk = 0. This A is positive definite but not invertible and
each of the vectors xk := (1/
√
λk)ek belongs to the centrally symmetric ellipsoid
D := {x ∈ X : 〈Ax, x〉 ≤ 1} induced by A, that is, D is not bounded (here ek is
the k-th element of the canonical basis of ℓ2, namely the k-th component of ek is
1 and the other components are zero).
The next “convex analytic lemma” is somewhat known in the sense that versions
of it have been mentioned in the literature in more restricted settings (see, for
instance, [11, Example 5, p. 349] and [15, p. 288]).
Lemma 3.8. Let X be a real normed space and assume that f : X → (−∞,∞] is
convex. If f is bounded above by some α ∈ R, then f is identically equal to some
real constant.
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The following proposition follows immediately from (1.1) and the fact that the
polar of a set is closed, convex and contains the origin.
Proposition 3.9. If C solves (1.1), then C is closed, convex and 0 ∈ C.
We finish this section by describing a connection between (1.1) and (1.4).
Lemma 3.10. If C ∈ Kbound,(0)(X) solves (1.1), then f := 12M 2C satisfies the
equation
f(x) = f ∗(G∗x), x ∈ X. (3.5)
4. G is positive definite: existence and uniqueness
Here we show that (1.1) has a unique solution when G is positive definite.
Proposition 4.1. If G : X → X is a positive definite and invertible linear oper-
ator, then (1.1) has a unique solution ∅ 6= C ⊆ X. The solution is the ellipsoid
C = {x ∈ X : 〈Gx, x〉 ≤ 1}.
Proof. Let D := {x ∈ X : 〈Gx, x〉 ≤ 1}. We first show that if C = D, then
C solves (1.1). Indeed, since C = D and GC = {Gx : x ∈ X, 〈Gx, x〉 ≤ 1},
the invertibility of G and the change of variables y = Gx show that GC = {y ∈
X : 〈y,G−1y〉 ≤ 1}. By using this identity, the fact that the inner product is
symmetric and Lemma 3.7(c), we see that (GC)◦ = {x ∈ X : 〈Gx, x〉 ≤ 1},
namely (GC)◦ = C, as required.
Now we show that if C solves (1.1), then it must be that C = D. Let x ∈ C be
arbitrary. From (1.1) we have x ∈ (GC)◦. Hence 〈x,Gc〉 ≤ 1 for all c ∈ C and, in
particular, for c = x. It follows that x ∈ D, namely C ⊆ D. Therefore GC ⊆ GD,
and since the polarity operation reverses the order, we get (GC)◦ ⊇ (GD)◦. Since
we assume that C solves (1.1) and since we already know from the previous
paragraph that D solves (1.1), it follows that C ⊇ D. We conclude that C = D,
as required. 
Another existence and uniqueness result, in a somewhat restricted setting, is
described in Proposition 7.7 below.
5. The one-dimensional case
In this section we classify completely the set of solutions to (1.1) when X = R.
We note that since G is linear and invertible, its form must be G(x) = γx for every
x ∈ X , where γ is a fixed positive or negative real number.
Proposition 5.1. Suppose that X = R and that G : X → X is linear and
invertible. Then the following statements hold:
(a) If G has the form G(x) = γx for each x ∈ X, where γ > 0 is fixed, then
C = {x ∈ R : |x| ≤ 1/√γ} is the unique solution to (1.1).
(b) If G has the form G(x) = γx for each x ∈ X, where γ < 0 is fixed, then the
set of solutions to (1.1) consists of the following sets:
(i) The sets Cb := [
1
γb
, b], where b > 0 is arbitrary (namely, infinitely many
sets which belong to Kbound,(0)(X)), and
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(ii) two unbounded sets which contain 0 on their boundaries, namely the rays
C− := (−∞, 0] and C+ := [0,∞).
Proof. If γ > 0, then G is positive definite. Hence Proposition 4.1 ensures that
the unique solution to (1.1) is C = {x ∈ R : G(x) · x ≤ 1}, namely C = {x ∈ R :
|x| ≤ 1/√γ}, as claimed.
From now one we assume that γ < 0. Proposition 3.9 ensures that any solution
C to (1.1) is convex, closed and contains 0. Since X = R, this fact implies that
C has the form C = [a, b], where −∞ ≤ a ≤ 0 ≤ b ≤ ∞ (here we use the notation
[−∞, b] := (−∞, b] where b ∈ R, and so forth). Hence is it sufficient to consider
the following 9 cases according to the values of the parameters a and b, and to
check directly in each case whether C solves (1.1):
(I) −∞ = a < 0 = b <∞
(II) −∞ = a < 0 < b <∞
(III) −∞ = a < 0 < b =∞
(IV) −∞ < a < 0 = b <∞
(V) −∞ < a < 0 < b <∞
(VI) −∞ < a < 0 < b =∞
(VII) −∞ < a = 0 = b <∞
(VIII) −∞ < a = 0 < b <∞
(IX) −∞ < a = 0 < b =∞
Direct calculations show that the C from Cases (II), (V), and (IX) does solve
(1.1), and C from the other cases does not solve (1.1). For instance, consider
Case (V). Since γ < 0, we see that in this case
(GC)◦ = {x∗ ∈ R : x∗ ·G(c) ≤ 1, ∀c ∈ C} = {x∗ ∈ R : x∗ · c ≥ 1/γ, ∀c ∈ [a, b]}
= {x∗ ∈ R : x∗ ≤ 1/(γc) : c ∈ [a, 0)]}
⋂
{x∗ ∈ R : x∗ ≥ 1/(γc) : c ∈ (0, b]}⋂
{x∗ ∈ R : x∗ · 0 ≥ 1/γ}
=
(
−∞, 1
γa
]
∩
[
1
γb
,∞
)
∩ R =
[
1
γb
,
1
γa
]
.
Thus the equality C = (GC)◦ is possible if and only if a = 1/(γb) and b = 1/(γa),
namely we can take b > 0 to be arbitrary and then a = 1/(γb), as claimed. As
another example, consider Case (VIII). Then (GC)◦ = {x∗ ∈ R : x∗ ·γc ≤ 1, ∀c ∈
C} = {x∗ ∈ R : x∗ ≥ 1/(γc) : c ∈ (0, b]}∩{x∗ ∈ R : x∗ ·0 ≥ 1/γ} = [1/(γb),∞)∩R.
Therefore the equality C = (GC)◦ is possible if and only if 0 = 1/(γb) and b =∞.
Since we assumed that b <∞, we see that no C from Case (VIII) can solve (1.1).
The analysis in the other cases is similar. 
It is of interest to observe that the solutions C− = (−∞, 0] and C+ = [0,∞)
can be thought of as being the limits of the solutions Cb as b → 0 and b → ∞,
respectively. We also observe that from Lemma 3.10 it follows that the function
fb :=
1
2
M 2Cb solves the equation fb(x) = f
∗
b (−x), x ∈ X . This function can be
written explicitly as fb(x) :=
b2
2
x2 if x ∈ (−∞, 0] and fb(x) := 12b2x2 if x ∈ [0,∞),
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and it has been discussed (in a slightly different notation) in [19, Example 13.2,
Equation (13.4)].
6. G is not positive definite: existence
In this section we present two general existence results in the case where G is
not necessarily positive definite. Before formulating these results we need to recall
some terminology.
Given a real (and necessarily separable) Hilbert space X 6= {0} and a linear
operator T : X → X , we say that T is a diagonal operator if T is bounded and
there exists a countable orthonormal basis (namely, a countable and complete
orthonormal system) (ej)j∈J in X and a sequence (tj)j∈J of real numbers (here J
can be finite or countable infinite) such that T (xj)j∈J = (tjxj)j∈J for all (xj)j∈J ∈
X , where the tuple (xj)j∈J of real numbers represents the vector x :=
∑
j∈J xjej ∈
X . Of course, since X is real, a diagonal operator is self-adjoint. A linear operator
U : X → X is called unitary if U is bounded, invertible and satisfies U−1 = U∗.
We say that a linear operator G : X → X can be diagonalized to T using a unitary
operator U : X → X (or, in short, that G can be diagonalized) if T : X → X is a
diagonal operator and we have T = U−1GU . We denote by abs(T ) : X → X the
diagonal operator defined by abs(T )(xj)j∈J := (|tj|xj)j∈J for each x = (xj)j∈J ∈ X .
It is well known and can be verified without much difficulty that if G can be
diagonalized, then G is necessarily bounded and self-adjoint. If we also assume
that G is invertible, then a simple verification shows that T is invertible too and,
since both T and T−1 are bounded, there are positive numbers µ1 ≤ µ2 such that
µ1 ≤ |tj| ≤ µ2 for each j ∈ J . In particular, both abs(T ) and Uabs(T )U−1 are
positive definite and invertible.
Proposition 6.1. Given a real Hilbert space X, suppose that G : X → X is
linear, continuous and invertible. If there exists some A : X → X which is
positive definite and invertible, and also satisfies the operator equation
A = GA−1G∗, (6.1)
then the ellipsoid C := {x ∈ X : 〈Ax, x〉 ≤ 1} solves (1.1). In particular, if G
can be diagonalized to a diagonal operator T using a unitary operator U : X → X,
then (1.1) has a solution which is an ellipsoid: this is the ellipsoid C induced by
the operator A := Uabs(T )U−1.
Proof. An immediate consequence of (6.1) is the equality
A−1 = (G−1)∗AG−1. (6.2)
Now, since A is positive definite and invertible, and since G is invertible, the
change of variables y := Gx, Lemma 3.7(c) and (6.2) imply that
(GC)◦ = {Gx ∈ X : 〈Ax, x〉 ≤ 1}◦ = {y ∈ X : 〈AG−1y,G−1y〉 ≤ 1}◦
= {y ∈ X : 〈(G−1)∗AG−1y, y〉 ≤ 1}◦ = {y ∈ X : 〈A−1y, y〉 ≤ 1}◦
= {y ∈ X : 〈Ay, y〉 ≤ 1} = C, (6.3)
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namely (1.1) holds. Finally, suppose that T = U−1GU for some unitary operator
U and a diagonal operator T , and let A := Uabs(T )U−1. Since G = UTU−1,
T = T ∗, T 2 = (abs(T ))2, U−1 = U∗ and since T commutes with other diagonal
operators, we have
GA−1G∗ = UTU−1U(abs(T ))−1U−1(U−1)∗T ∗U∗ = UT (abs(T ))−1T ∗U∗
= UT 2(abs(T ))−1U−1 = Uabs(T )U−1 = A,
that is, (6.1) holds. Since A is positive definite, we can conclude from previous
lines that C := {x ∈ X : 〈Ax, x〉 ≤ 1} solves (1.1). 
Interestingly, a similar equation to (6.1) appears in [19, Lemma 7.1, first equa-
tion in (7.1)] (with τ = 1, G = E∗) in a different context.
We finish this short section with the following corollary which is an immedi-
ate consequence of Proposition 6.1 and the well-known result which says that a
self-adjoint operator which acts on a finite-dimensional Euclidean space can be
diagonalized.
Corollary 6.2. If X is finite-dimensional and G is self-adjoint, then (1.1) always
has at least one solution, and this solution is an ellipsoid.
7. G is not positive definite: non-uniqueness
In this section we show, by means of examples and propositions, that when G
is not positive definite, then non-uniqueness of the solution to (1.1) can hold. We
also discuss a case (Proposition 7.7) where uniqueness does hold if one restricts
attention to a special subclass of solutions.
Example 7.1. In this example we consider the case where G = −I, namely (1.1)
becomes C = (−C)◦.
Assume first that X is any real Hilbert space satisfying dim(X) ≥ 2 (including
the case where X is infinite-dimensional). One solution to (1.1) is, of course, the
unit ball (see also Proposition 6.1 above). In order to obtain additional solutions
we fix an arbitrary unit vector x0 ∈ X and define
C(x0) := {0}
⋃{
0 6= c ∈ X :
〈
c
‖c‖ , x0
〉
≥ 1√
2
}
. (7.1)
The set C(x0) is a circular cone with its main symmetry axis in the direction of
x0 and having half-aperture π/4, that is, the angle between any c ∈ C(x0) and x0
is at most π/4. It is sometimes called “the ice-cream cone” or “the Lorentz cone”.
The cone C(x0) solves (1.1). This claim in scattered in various forms and settings
in the literature, for instance in [10, p. 140] and [16, p. 392]. A proof of it can be
found in [32, pp. 16–17]. A closely related example, which is, in fact, the above
one in disguise, appears in [7, p. 130] and [13, p. 28] (note: in the terminology of
[7, 13] the claim that C(x0) is a self-dual cone implies, in our terminology, that
C(x0) = (−C(x0))◦). Since x0 can be an arbitrary unit vector, we conclude that
(1.1) has infinitely many solutions which are unbounded and contain the origin
on their boundaries.
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Assume now that X = Rn for some n ∈ N. Then a simple verification shows
that the positive orthant
C := {x = (xk)nk=1 ∈ X : xk ≥ 0, ∀k ∈ {1, . . . , n}}
solves (1.1), as well as any rotation of this orthant (see Proposition 7.5 below).
This claim can be extended to infinite-dimensional Hilbert spaces. As in the case
of C(x0), the claim related to the positive orthant is also scattered in various forms
in the literature: see, for instance, [7, p. 122], [13, p. 23] and [16, p. 392].
Example 7.2. Here we still consider the case where G = −I and we assume that
X = Rn for some n ∈ N, n ≥ 2. We show below that certain regular simplices in
X solve (1.1). It is not clear to us if this fact has ever been proved formally in
either a published or an unpublished form before our paper, but we note that it
has been observed before us (for instance, around the beginning of 2017 Dor-On
[12] observed it in the case n = 3 and conjectured that it holds for all n ∈ N).
Fix r > 0 and consider a regular simplex S(r) ⊂ X having circumradius r. Basic
properties of S(r) (which can actually be used inductively in order to construct
S(r)) are:
• Its center of mass (namely, its centroid) is the origin;
• each one of its n+ 1 vertices v1, . . . , vn+1 is located at distance r from the
origin, namely, ‖vi‖ = r for each i ∈ I := {1, . . . , n+ 1};
• there is a quantitative one-to-one correspondence between its facets and its
vertices: on the one hand, given a facet F of S(r), the ray which emanates
from the center of mass of F and passes through the origin also passes via
some (unique) vertex of S(r). On the other hand, given a vertex v of S(r),
the ray which emanates from v and passes via the origin hits one (and only
one) of the facets of S(r) and is orthogonal to this facet; the hitting point is
the vector −v/n which also coincides with the center of mass of this facet.
It follows that we can write S(r) = ∩n+1i=1 Si(r), where Si(r) is the halfspace
which contains 0 and also contains, on its boundary, the i-th facet of S(r) (that
is, Si(r) := {x ∈ X : 〈x,−vi/n〉 ≤ r2/n2} for all i ∈ I). On the other hand,
since S(r) = conv{v1, . . . , vn+1}, we can use the well-known and elementary result
about the polar of a convex hull of finitely many points [6, p. 144] to get that
S(r)◦ = ∩n+1i=1 S ′i(r), where S ′i(r) := {x ∈ X : 〈x, vi〉 ≤ 1} for each i ∈ I.
Our goal is to find some r > 0 such that S(r) solves (1.1). From the pre-
vious paragraph and the immediate identity (−C)◦ = −C◦ which holds for ev-
ery nonempty set C ⊆ X (see Lemma 3.1(d)), we have (−S(r))◦ = −S(r)◦ =
− ∩n+1i=1 S ′i(r). By recalling the immediate identity − ∩j∈J Aj = ∩j∈J(−Aj) which
holds for any collection (Aj)j∈J of nonempty subsets of X (here J is an arbi-
trary nonempty index set), we see that − ∩n+1i=1 S ′i(r) = ∩n+1i=1 (−S ′i(r)). Since
S(r) = ∩n+1i=1 Si(r), we see that in order to show that S(r) = (−S(r))◦ it is suffi-
cient to find r > 0 such that −S ′i(r) = Si(r) for every i ∈ I. Since we can write
Si(r) = {x ∈ X : 〈x,−(n/r2)vi〉 ≤ 1} and −S ′i(r) := {x ∈ X : 〈x,−vi〉 ≤ 1} for
each i ∈ I, the choice r := √n ensures that indeed −S ′i(r) = Si(r) for every i ∈ I,
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as required. Of course, any rotation of S(
√
n) solves (1.1) as well (see Proposition
7.5 below).
Example 7.3. Let X := R2 and for each (x1, x2) ∈ R2 define G(x1, x2) :=
(x2,−x1). It can be checked directly (or by using Lemma 3.7(c)) that for all
λ > 0, the ellipse C(λ) := {x = (x1, x2) ∈ X : λ2x21 + (1/λ2)x22 ≤ 1} solves
(1.1). Similarly, given n ∈ N, let X := R2n and let G : X → X be defined
by G(x1, x2, . . . , x2n−1, x2n) := (x2,−x1, . . . , x2n,−x2n−1) for all x = (xi)2ni=1 ∈ X .
Then for all positive numbers λ1, . . . , λn, the following ellipsoid solves (1.1):
C(λ1, . . . , λn) := {x ∈ X :
n∑
i=1
(λ2ix
2
2i−1 + (1/λ
2
i )x
2
2i) ≤ 1}.
Example 7.4. Let X := R2 and for each (x1, x2) ∈ R2 define
G
(
x1
x2
)
:=
( 1√
2
1√
2
− 1√
2
1√
2
)(
x1
x2
)
.
A direct calculation shows that both the square C∞(2−0.25) := {(x1, x2) ∈ R2 :
max{|x1|, |x2|} ≤ 2−0.25} and the rhombus C1(20.25) := {(x1, x2) ∈ R2 : |x1|+|x2| ≤
20.25} solve (1.1). A third solution is the unit disc B since GB = B and B = B◦
(according to Proposition 4.1).
The next proposition provides further evidence to the non-uniqueness phenom-
enon.
Proposition 7.5. Given a linear, continuous and invertible operator G : X → X,
if C solves (1.1) and there exists a linear, continuous and invertible operator
A : X → X which satisfies
(A−1)∗GA−1 = G, (7.2)
then S := AC also solves (1.1). In particular, if G = λI for some 0 6= λ ∈ R,
then given a solution C to (1.1) and an arbitrary unitary operator A, the subset
S := AC also solves (1.1), namely any rotation of C also solves (1.1).
Proof. Since C solves (1.1), we have AC = A(GC)◦. From Lemma 3.1(d) and
the equality S = AC we have S = A(GC)◦ = ((A−1)∗GC)◦ = ((A−1)∗GA−1S)◦.
Since we assume that (7.2) holds, we conclude that S = (GS)◦, that is, S solves
(1.1). Finally, if G = λI for some 0 6= λ ∈ R, then any unitary operator A satisfies
(7.2), and thus from the previous lines we conclude that if C solves the equation
C = (λC)◦, then S := AC also solves this equation. 
Here are a few comments related to Proposition 7.5.
Remark 7.6. (i) When G = λI for some λ > 0, then Proposition 4.1 ensures
that the ellipsoid C = {x ∈ X : 〈Gx, x〉 ≤ 1} is the unique solution to (1.1).
There is no contradiction to Proposition 7.5 since C is just the ball of radius
1/
√
λ about the origin, and it is equal to any rotation of itself.
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(ii) The assertion mentioned in Part (i) can be generalized. More precisely,
suppose that (1.1) has a unique solution C. For example, this happens if
G : X → X is positive definite and invertible, as follows from Proposition
4.1 which ensures that the ellipsoid C = {x ∈ X : 〈Gx, x〉 ≤ 1} is the
unique solution to (1.1). Assume further that some linear, continuous and
invertible operator A : X → X satisfies (7.2). Then Proposition 7.5 implies
that S := AC solves (1.1) as well. The uniqueness of the solution to (1.1)
implies that C = AC. An illustration of this assertion with an operator G
which is usually non-scalar is described below: here X = R3, and G and A
are the linear operators having matrix forms
G˜ :=
1 0 00 1 0
0 0 λ
 and A˜ :=
cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
 ,
respectively, where α ∈ [0, 2π] is arbitrary and λ is an arbitrary positive
number. Indeed, direct calculations show that (7.2) holds and AC = C.
Alternatively, one can observe that the ellipsoid is C = {(x1, x2, x3) ∈ X :
x21 + x
2
2 + (λx3)
2 ≤ 1} and A rotates this ellipsoid counterclockwise by an
angle α about the x3 axis. Since the x3 axis is an axis of symmetry for this
ellipsoid, we have AC = C.
Proposition 5.1 and Examples 7.1–7.2 above show that when G = −I, then
(1.1) has many solutions. Proposition 7.7 below shows that under further as-
sumptions on the class of possible solutions, uniqueness does hold.
Proposition 7.7. Suppose that G : X → X is defined by G := −I. Then the
unit ball is the unique solution to (1.1) in the class of all the centrally symmetric
ellipsoids of X which are induced by invertible positive definite operators.
Proof. Let B be the unit ball. Since B = GB and B = B◦ (from Proposition 4.1),
it follows that B solves (1.1). Suppose now that some centrally symmetric ellipsoid
C, which is induced by an invertible positive definite operator A, also solves (1.1).
We need to prove that C = B. The equalities C = {x ∈ X : 〈Ax, x〉 ≤ 1} and
C = (GC)◦ = (−C)◦, and Lemma 3.7(c), imply that
C = (GC)◦ = {−x ∈ X : 〈Ax, x〉 ≤ 1}◦ = {y ∈ X : 〈A(−y),−y〉 ≤ 1}◦
= {y ∈ X : 〈Ay, y〉 ≤ 1}◦ = {y ∈ X : 〈A−1y, y〉 ≤ 1} =: D. (7.3)
Denote f := 1
2
M 2D. Since D ∈ Kbound,(0)(X) (according to Lemma 3.7(a)), it
follows from Lemma 3.3 and Lemma 3.2 that f ∗ = 1
2
M 2D◦. But D
◦ = {x ∈ X :
〈Ax, x〉 ≤ 1} according to Lemma 3.7(c), namely D◦ = C. By recalling that
D = C (according to (7.3)), we get f ∗ = 1
2
M 2D◦ =
1
2
M 2C =
1
2
M 2D = f . Thus,
by a classical result in convex analysis (see also [19, Proposition 9.1] for a more
general statement), f(x) = 1
2
‖x‖2 for each x ∈ X , namely f = 1
2
M 2B, that is,
1
2
M 2B =
1
2
M 2D. Since the Minkowski functional is nonnegative, it follows that
MD = MB. We conclude from Lemma 3.1(c) that D = B. The assertion follows
since C = D. 
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8. G is not positive definite: non-existence
In this section we show that if G belongs to a class of “semi-skew operators”,
then (1.1) does not have any solution C ∈ Kbound,(0)(X). Semi-skew operators
are defined as follows:
Definition 8.1. Let X be a real Hilbert space of dimension at least 2. We say
that E : X → X is a semi-skew operator with respect to the triplet (u, α1, α2) (or,
briefly, that E is semi-skew) if the following conditions hold:
(i) u ∈ X is a unit vector;
(ii) α1 and α2 are two real numbers having the same sign (either both of them
are positive or both are negative) and α1 6= α2;
(iii) for each x ∈ X, consider the unique decomposition x = x1 + x2, where
x1 ∈ Ru and x2 ∈ u⊥ and identify x with (x1, x2) ∈ Ru × u⊥ ∼= X and with
(x2, x1) ∈ u⊥ × Ru ∼= X; then E(x1, x2) := (α2x2,−α1x1). In other words,
E
(
x1
x2
)
:=
(
0 α2
−α1 0
)(
x1
x2
)
= α2Pu⊥x− α1PRux.
The following lemma is an immediate consequence of Definition 8.1.
Lemma 8.2. Suppose that X is a real Hilbert space of dimension at least 2 and that
E : X → X is a semi-skew operator with respect to (u, α1, α2). Then E is linear,
continuous and invertible. Moreover, for each (x1, x2) ∈ Ru×u⊥ ∼= X the following
identities hold: E∗(x1, x2) = (−α1x2, α2x1), E−1(x1, x2) = (−x2/α1, x1/α2) and
E−1E∗(x1, x2) = (−(α2/α1)x1,−(α1/α2)x2). In particular, E∗ is semi-skew with
respect to (u,−α2,−α1) and E−1 is semi-skew with respect to (u,−1/α2,−1/α1).
The next lemma, which is used in the proof of Lemma 8.4, is a special case of
some results proved in [19].
Lemma 8.3. (A special case of [19, Lemma 5.1 and Equation (5.2) in Lemma
5.2]): Suppose that X is a real Hilbert space and that E : X → X is a linear,
continuous and invertible operator. If f : X → [−∞,∞] solves the equation
f(x) = f ∗(Ex), x ∈ X, (8.1)
then f is convex, proper and lower semicontinuous. Moreover, it satisfies the
following functional equation:
f(x) = f(E−1E∗x), x ∈ X. (8.2)
Using Lemma 8.3, we are able to prove Lemma 8.4 and using this latter lemma,
we can prove Proposition 8.5.
Lemma 8.4. Let X be a real Hilbert space of dimension at least two and sup-
pose that E : X → X is a semi-skew linear operator with respect to some triplet
(u, α1, α2). Then there does not exist any solution f : X → (−∞,∞] to (8.1)
which is upper semicontinuous at 0 and satisfies f(0) ∈ R.
FIXED POINTS OF POLARITY TYPE OPERATORS 19
Proof. Suppose to the contrary that some function f : X → R which is upper
semicontinuous at 0 solves (8.1) and satisfies f(0) ∈ R. Lemma 8.3 implies that
f satisfies (8.2). Since E is semi-skew with respect to (u, α1, α2), we get from
Lemma 8.2 and (8.2) that
f(x1, x2) = f
(
−α2
α1
x1,−α1
α2
x2
)
, (x1, x2) ∈ Ru× u⊥ ∼= X. (8.3)
Since α1 and α2 have the same sign and α1 6= α2, either 0 < α1/α2 < 1 or 0 <
α2/α1 < 1. Assume the first case; the proof in the second case is similar (by per-
forming the operations below on the first component instead of on the second one
and vice versa). Denote α := α1/α2. By putting x1 = 0 and an arbitrary x2 ∈ u⊥ in
(8.3), we see that f(0, x2) = f(0,−αx2) = . . . = f(0, (−α)mx2) for every m ∈ N.
Since α ∈ (0, 1) and f is upper semicontinuous at 0 = (0, 0), we have f(0, x2) =
lim supm→∞ f(0, (−α)mx2) ≤ f(limm→∞(0, (−α)mx2)) = f(0, 0) for each x2 ∈ u⊥.
Now, by making the change of variables (y1, y2) := (−(1/α)x1,−αx2), we obtain
from (8.3) the equation f(−αy1,−(1/α)y2) = f(y1, y2) for all (y1, y2) ∈ Ru× u⊥.
Again, since α ∈ (0, 1), we can use a similar reasoning as in previous lines to
conclude that f(y1, 0) ≤ f(0, 0) for all y1 ∈ Ru. Now let x1 ∈ Ru and x2 ∈ u⊥
be arbitrary. We can write (x1, x2) =
1
2
(y1, 0) +
1
2
(0, y2) for y1 := 2x1 ∈ Ru and
y2 := 2x2 ∈ u⊥. Since f is convex (Lemma 8.3), it follows from previous lines that
f(x1, x2) ≤ 1
2
f(y1, 0) +
1
2
f(0, y2) ≤ f(0, 0). (8.4)
Since we assume that f(0, 0) ∈ R, we conclude that f is bounded above by the
real constant f(0, 0). Since f is convex, we conclude from Lemma 3.8 that f
itself is equal to some real constant, say f ≡ σ ∈ R. But then (8.1) implies that
f ∗(Ex) = σ for every x ∈ X and thus the change of variables y := Ex and the
invertibility of E imply that f ∗(y) = σ for each y ∈ X . This equality is impossible
because if f is equal to a real constant, then f ∗(x∗) =∞ for all x∗ 6= 0 as a simple
verification based on (1.5) shows. Hence (8.1) cannot have any solution f which
is upper semicontinuous at 0 and satisfies f(0) ∈ R. 
Proposition 8.5. If dim(X) ≥ 2 and G : X → X is semi-skew, then (1.1) does
not have any solution which is bounded and contains 0 in its interior.
Proof. Suppose to the contrary that some bounded C which contains 0 in its
interior solves (1.1). Because of Proposition 3.9 it follows that C ∈ Kbound,(0)(X).
Thus Lemma 3.10 implies that f := 1
2
M 2C solves (8.1) with E := G
∗. This
statement contradicts Lemma 8.4 since E is semi-skew (because of Lemma 8.2
and the assumption that G is semi-skew), f is continuous (as a result of (2.3) and
the assumption that 0 is in the interior of C), and f(0) = 0 ∈ R. 
The assumption that α1 6= α2 in Proposition 8.5 (via Definition 8.1) is essential:
indeed, a counterexample is described in Example 7.3.
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9. Proof of Theorem 1.1
Proof. Proposition 3.9 implies Part (i). Part (ii) is implied by Proposition 4.1.
Part (iii) (existence and non-uniqueness) is a consequence of Proposition 6.1,
Corollary 6.2, Propositions 5.1 and 7.5, and Examples 7.1–7.4. The non-existence
part of Part (iii) follows from Proposition 8.5. 
10. Concluding remarks and open problems
We finish the paper with the following remarks and open problems.
Remark 10.1. As mentioned just before the formulation of the converse of the
Lax-Milgram theorem (that is, before Lemma 3.4 above), our method of proof
can be carried over to a more general setting. Indeed, the same conclusion holds
in the case where X is a real Banach space and A : X → X∗ is an invertible
positive semidefinite linear operator in the following sense: it is linear, continuous,
it is symmetric, namely 〈Ax, y〉 = 〈x,Ay〉 for all (x, y) ∈ X2, and it satisfies
the positive semidefinite inequality, namely 〈Ax, x〉 ≥ 0 for all x ∈ X (where
〈x∗, x〉 := x∗(x) =: 〈x, x∗〉 for all x∗ ∈ X∗ and x ∈ X). The exact statement is
presented in Lemma 11.2 in the appendix (Subsection 11.2 below).
Moreover, Lemma 11.2 below can help in showing that a real Banach space X is
Hilbertian (namely it is isomorphic to a real Hilbert space) if and only if there exists
an invertible positive semidefinite linear operator A : X → X∗. Indeed, the claim
is obvious when X = {0}, and so from now on we assume that X 6= {0}. Assume
first that X is isomorphic to a real Hilbert space. Then there is a real Hilbert space
Z and an invertible continuous linear operator L : X → Z. In particular, Z∗ ∼= X∗,
where the linear isomorphism L˜ : X∗ → Z∗ satisfies L˜(x∗) = x∗ ◦L−1 for each x∗ ∈
X∗. Now define A : X → X∗ by (Ax)(y) := 〈Lx, Ly〉 for all x, y ∈ X , where 〈·, ·〉
is the inner product in Z. Then A is positive semidefinite (in fact, coercive with
coercivity coefficient 1/‖L−1‖2) and the invertibility of L, together with the Riesz-
Fre´chet representation theorem, imply that A is invertible. On the other hand, if
X is a real Banach space and there is some A : X → X∗ which is an invertible
positive semidefinite linear operator, then by defining the function M : X2 → R
by M(x, y) := 〈Ax, y〉 for every (x, y) ∈ X2 (where now 〈z∗, z〉 := z∗(z) =: 〈z, z∗〉
for all z∗ ∈ X∗ and z ∈ X) we can see that M is a symmetric bilinear form which
satisfies |M(x, y)| ≤ ‖A‖‖x‖‖y‖, as follows immediately from the assumptions on
A. In particular,
√
M(x, x) ≤ √‖A‖‖x‖ for each x ∈ X . Lemma 11.2 implies
that
√
M(x, x) =
√〈Ax, x〉 ≥ √‖A−1‖−1‖x‖ for each x ∈ X . We conclude that
M is an inner product and the norm induced by it is equivalent to the original
norm of X , as required.
Remark 10.2. It would be of interest to complete the classification of the set of
solutions to (1.1) in the case where G is not positive definite. At the moment this
task seems to be out of reach when dim(X) ≥ 2, as can be seen by considering
Sections 6, 7 and 8. In this connection, it would be of interest to consider the case
where G is semi-skew and to prove, or disprove, that (1.1) cannot have solutions
∅ 6= C ⊆ X in this case (the approach that we use in Section 8 is heavily based
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on the assumption that C ∈ Kbound,(0)(X)). Perhaps if one restricts attention to
special classes of geometric objects, then one may be able to make some good
progress related to this classification (Proposition 3.9 ensures that we can restrict
our attention to the class of all closed and convex subsets of X which contain
0 not necessarily in their interior, but maybe classes of objects which are more
restricted will be easier to deal with). On the other hand, when one considers
classes which are different from Kbound,(0)(X), then MC can have less pleasant
properties: for instance, it can attain the value ∞. We believe that in these
cases the more general definition of the polar of the Minkowski functional, namely
M ◦C(x
∗) := inf{µ∗ ≥ 0 : 〈x∗, x〉 ≤ µ∗MC(x), ∀x ∈ X} will be of help. We also
believe that the technique of conversion of (1.1) to (1.4) using Lemma 3.10 (as
done in Proposition 8.5), will be of help (here the inverse operation based on
Lemma 3.1(c), whenever it is possible, seems to be useful too; one can also use
Lemma 3.10 in the opposite direction, namely to find solutions to (1.4) using
solutions of (1.1)).
Remark 10.3. It would be of interest to consider a more general version of (1.1),
such as
C = T ((GC +B1)
◦) +B2, (10.1)
where ∅ 6= C ⊆ X is the unknown, T and G are given invertible and continuous
linear operators from X to itself (possibly T is positive definite, even a positive
scalar multiplication of the identity, but not necessarily; in fact, it would be of
interest also to consider the case where T and G are nonlinear), and B1 and B2
are two given nonempty subsets of X (possibly singletons, possibly convex, but
not necessarily), and the sum is the Minkowski sum S1 + S2 := {s1 + s2 : s1 ∈
S1, s2 ∈ S2}. In this case the right-hand side operator C 7→ T ((GC + B1)◦) +B2
is order reversing when it acts on the class of all nonempty subsets C ⊆ X . It
might be useful, depending on the given parameters T , G, B1 and B2, to restrict
attention to subclasses of this class, say to all the bounded and convex subsets of
X (after verifying that the right-hand side operator C 7→ T ((GC + B1)◦) + B2
maps this subclass to itself). In this connection, we note that the closely related
equation C◦ = C + B2 was discussed briefly in [28, Theorem 4.1] under certain
assumptions. More precisely, the ambient space X is finite-dimensional and B2
satisfies various conditions, among them that it is convex, closed and contains a
ball having 0 as its center.
Remark 10.4. It would be of interest to classify all the solutions to the operator
equations (6.1) and (7.2) for general G and A. Remark 7.6(ii) and also the
proof of Proposition 6.1 hint to the possibility that at least in some cases, the
corresponding solutions might be described using the eigenvalues of the operator
G.
Remark 10.5. It would be of interest to solve (1.1) while adopting the point of
view of [6, p. 147], namely to regard G as the unknown instead of C; in other
words, to fix some nonempty, closed and convex subset C ⊆ X and to find all the
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linear, continuous and invertible operators G : X → X such that (1.1) holds (or
to prove that no such G exists).
Remark 10.6. The present paper can be considered a contribution to the the-
ory of fixed points of order reversing mappings in a geometric context, where the
considered fixed points are sets. It is of interest to note that in the last decade
or so several other papers have investigated fixed points in the context of (com-
putational) geometry and sets, among them [4, 5, 18, 21, 23, 29, 30, 31, 33].
The fixed points considered in these papers are called “zone diagrams”, “double
zone diagrams”, “trisectors”, and “k-sectors”. Formally, each such fixed point is a
tuple of sets which satisfies a certain geometric condition, namely this tuple solves
a certain fixed point equation which is formulated in a geometric setting. As in
the present paper, also in the case of geometric fixed points mentioned above the
corresponding operators which induce the fixed point equations are order reversing
(with respect to component-wise inclusion).
11. Appendix: proofs of some claims
In this appendix we provide the proofs of the claims mentioned in Section 3
without proof and also some claims mentioned in Remark 10.1.
11.1. Proofs of the claims mentioned in Section 3.
Proof of Lemma 3.1. (a) Fix x ∈ C. We have x = 1 · x ∈ C and thus (2.1)
implies that MC(x) ≤ 1, namely x ∈ C(1). Thus C ⊆ C(1). On the other
hand, suppose that x ∈ C(1). Then MC(x) ≤ 1. If x = 0, then obviously
x ∈ C. Assume that x 6= 0. According to (2.1) and the fact that MC(x) is
finite, for each k ∈ N, there exists µk ∈ [MC(x),MC(x) + (1/k)) and ck ∈ C
such that x = µkck. Since x 6= 0 and 0 < MC(x) ≤ µk ≤ MC(x) + 1 ≤ 2 for
each k ∈ N, the equality ck = x/µk implies that ck belongs to the line segment
[0.5x, (1/MC(x))x]. This set is compact and hence the sequence (ck)k∈N has
a subsequence (ckj)j∈N which converges, with respect to the norm of X , to
some point c which belongs to this set. Since C is a closed set and since
ck ∈ C for all k ∈ N, we have c ∈ C. However, since limk→∞ µk = MC(x) and
x = µkck for every k ∈ N, it follows that x = limj→∞ µkjckj = MC(x)c. Since
0 < MC(x) ≤ 1, we see that x is a convex combination of 0 and c and hence,
by using the convexity of C, we conclude that x ∈ C. Therefore C(1) ⊆ C as
well.
(b) This claim was proved during the proof of the previous part (when we saw
that (1/MC(x))x = c for some c ∈ C).
(c) Suppose that MC1 = MC2 for some C1, C2 ∈ Kbound,(0)(X). Then C1(1) =
C2(1) and hence Part (a) implies that C1 = C2.
(d) To see that MGC = MC ◦ G−1 holds for an arbitrary nonempty subset C of
X , let x ∈ X be arbitrary. Then, as follows from (2.1), we have MGC(x) =
{µ ≥ 0 : x ∈ µGC} = {µ ≥ 0 : G−1x ∈ µC} = MC(G−1x), as required. As for
the identity (GC)◦ = (G∗)−1C◦, we observe that from (2.6) and the change
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of variables y∗ = G∗x∗ we have
(GC)◦ = {Gc : c ∈ C}◦
= {x∗ ∈ X : 〈x∗, Gc〉 ≤ 1 ∀c ∈ C} = {x∗ ∈ X : 〈G∗x∗, c〉 ≤ 1 ∀c ∈ C}
= {(G∗)−1y∗ ∈ X : y∗ ∈ X, 〈y∗, c〉 ≤ 1 ∀c ∈ C} = (G∗)−1C◦. (11.1)
Now suppose further that C ∈ Kbound,(0)(X). The linearity of G, and its in-
vertibility and continuity (hence Lipschitz continuity) immediately imply that
GC is convex, closed and bounded. If B is any open ball which contains the
origin and is contained in C, then the assumptions that G is linear, continu-
ous and invertible imply (as a result of the open mapping theorem) that GB
is an open set which contains the origin and is contained in GC. We con-
clude from the previous lines that GC ∈ Kbound,(0)(X). As for the identity
(MC ◦ G−1)◦ = M ◦C ◦ G∗, when we combine the equality MGC = MC ◦ G−1
with (2.4), the change of variables y = G−1x, and the definition of G∗, we see
that for all x∗ ∈ X ,
M
◦
GC(x
∗) = sup
x 6=0
〈x∗, x〉
MGC(x)
= sup
x 6=0
〈x∗, x〉
MC(G−1x))
= sup
y 6=0
〈x∗, Gy〉
MC(y)
= sup
y 6=0
〈G∗x∗, y〉
MC(y)
= M ◦C(G
∗x∗).

Proof of Lemma 3.2. The convexity of C◦ follows directly from the linear expres-
sion in (2.6), which also implies, in view of the continuity of the inner product,
that C◦ is closed. To see that the origin is in the interior of C, consider the open
ball with radius 1/‖C‖ about the origin. For each x∗ in this ball the Cauchy-
Schwarz inequality and the fact that the norms of the points in C are bounded
by ‖C‖ imply that 〈x∗, c〉 ≤ ‖x∗‖‖c‖ < (1/‖C‖)‖C‖ = 1 for all c ∈ C. Hence
x∗ ∈ C◦, namely C◦ contains the above-mentioned ball. To see that C◦ is bounded,
let 0 6= x∗ ∈ C◦ be arbitrary. Since C contains an open ball of radius rC about the
origin, for each α ∈ (0, 1), we have cα := (αrC/‖x∗‖)x∗ ∈ C. Thus 〈x∗, cα〉 ≤ 1.
Since 〈x∗, cα〉 = αrC‖x∗‖, it follows that ‖x∗‖ ≤ 1/(αrC). This inequality obvi-
ously holds for x∗ = 0 as well. Hence ‖C◦‖ ≤ 1/(αrC) for each α ∈ (0, 1), and
thus ‖C◦‖ ≤ 1/rC . We conclude from the previous lines that C◦ ∈ Kbound,(0)(X).
We now turn to the identity M ◦C = MC◦ . It is immediate from (2.1) and
(2.4) that M ◦C(0) = 0 = MC◦(0). Now fix an arbitrary 0 6= x∗ ∈ X . We claim
that (1/M ◦C(x
∗))x∗ ∈ C◦. Indeed, let c ∈ C. Obviously 〈x∗/M ◦C(x∗), c〉 ≤ 1 for
c = 0. If c 6= 0, then MC(c) > 0 and 〈x∗, c〉/MC(c) ≤ M ◦C(x∗) according to (2.4).
Since MC(c) ≤ 1 according to Lemma 3.1(a) and since M ◦C(x∗) > 0, we have
〈x∗/M ◦C(x∗), c〉 ≤ MC(c) ≤ 1. This is true for each c ∈ C and hence we conclude
from (2.6) that x∗/M ◦C(x
∗) ∈ C◦. Thus x∗ ∈ M ◦C(x∗)C◦ and hence (2.1) (with
C◦ instead of C) implies that M ◦C(x
∗) ≥ MC◦(x∗).
It remains to show that M ◦C(x
∗) ≤ MC◦(x∗). Let ǫ > 0 and 0 6= c ∈ C
be arbitrary. Since MC(c) is finite, it follows from (2.1) that there exists µ ∈
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[MC(c),MC(c) + ǫ) such that c ∈ µC. Since 0 6= c, we have µ ≥ MC(c) > 0 and
c/µ ∈ C. Since C is convex and 0 ∈ C, the inequality µ < MC(c) + ǫ implies
that c/(MC(c) + ǫ) ∈ [0, c/µ] ⊆ C. Now denote C˜◦(x∗) := {µ∗ ≥ 0 : x∗ ∈ µ∗C◦}.
The previous paragraph implies that M ◦C(x
∗) ∈ C˜◦(x∗) and hence C˜◦(x∗) 6= ∅. Let
µ∗ ∈ C˜◦(x∗) be arbitrary. The definition of C˜◦(x∗) implies that there exists c∗ ∈ C◦
such that x∗ = µ∗c∗. Since c∗ ∈ C◦, it follows from (2.6) that 〈c∗, c′〉 ≤ 1 for each
c′ ∈ C. In particular, 〈c∗, c/(MC(c) + ǫ)〉 ≤ 1. This inequality and the equality
x∗ = µ∗c∗ imply that 〈x∗, c/(MC(c) + ǫ)〉 ≤ µ∗. By taking the limit ǫ ց 0, we
have 〈x∗, c/MC(c)〉 ≤ µ∗ for every µ∗ ∈ C˜◦(x∗). We conclude that 〈x∗, c/MC(c)〉
is a lower bound for C˜◦(x∗) and therefore, according to the definition of MC◦(x∗)
(namely, (2.1) with C◦ instead of C), one has MC◦(x∗) ≥ 〈x∗, c/MC(c)〉. This
inequality holds for every c ∈ C\{0}. Now let x ∈ X\{0} be arbitrary. Then
x = αc for some c ∈ C\{0} and α > 0 (indeed, as follows from previous lines, we
can take α := MC(x) + ǫ and c := x/α for every ǫ > 0). Since MC is positively
homogenous, if follows that x/MC(x) = c/MC(c). Since we already know that
MC◦(x
∗) ≥ 〈x∗, c/MC(c)〉, we have MC◦(x∗) ≥ 〈x∗, x/MC(x)〉 for each x ∈ X\{0}
as well. We conclude from (2.4) that indeed MC◦(x
∗) ≥ M ◦C(x∗), as required. 
Proof of Lemma 3.3. The assumption C ∈ Kbound,(0)(X) implies that both MC(z)
and M ◦C(z) belong to [0,∞) for all z ∈ X , and hence (3.1)–(3.3) are well defined.
Now let x ∈ X be arbitrary. It can be represented as x = λθ, where λ ≥ 0 and
θ ∈ X has the property that MC(θ) = 1 (indeed, for x = 0 one can take λ = 0
and θ := y/MC(y) for some y 6= 0, and for x 6= 0 one can take λ := MC(x)
and θ := x/MC(x)). This representation, the assumption −φ(t) = −∞ for every
t ∈ (−∞, 0), the fact that MC is positively homogenous, and the definition of the
convex conjugation and polar operations, all imply that
(φ◦MC)∗(x∗) = sup
x∈X
[〈x∗, x〉−φ(MC(x))] = sup
λ≥0
sup
{θ∈X: MC(θ)=1}
[〈x∗, λθ〉−φ(MC(λθ))]
= sup
λ≥0
sup
{θ∈X: MC(θ)=1}
[λ〈x∗, θ〉 − φ(λ(MC(θ))] = sup
λ≥0
sup
{θ∈X: MC(θ)=1}
[λ〈x∗, θ〉 − φ(λ)]
= sup
λ≥0
[
−φ(λ) + λ sup
{θ∈X: MC(θ)=1}
[〈x∗, θ〉]
]
= sup
λ≥0
[−φ(λ) + λM ◦C(x∗)]
= sup
λ∈R
[λM ◦C(x
∗)− φ(λ)] = φ∗(M ◦C(x∗)). (11.2)
Suppose now that in addition to the assumption that φ(t) = ∞ for every t ∈
(−∞, 0) we also assume that φ is differentiable over [0,∞), that φ(0) = 0, and that
φ′ is strictly increasing on [0,∞) and maps it onto itself. It follows immediately
that (φ′)−1 exists on [0,∞) and φ′(0) = 0. The definition of φ∗ and the assumption
that −φ(t) = −∞ for t ∈ (−∞, 0) imply that φ∗(M ◦C(x∗)) = supλ≥0w(λ), where
w : [0,∞)→ R is defined by w(λ) := λM ◦C(x∗)− φ(λ) for each λ ∈ [0,∞). Since
C ∈ Kbound,(0)(X) it follows from (2.5) that M ◦C(x∗) > 0 whenever x∗ 6= 0. This
fact, when combined with elementary analysis and the fact that (φ′)−1 exists on
[0,∞), implies that w attains a unique maximum at λ := (φ′)−1(M ◦C(x∗)) whenever
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x∗ 6= 0. But the same conclusion also holds when x∗ = 0 because the equalities
φ(0) = φ′(0) = 0 and the fact that φ′ is increasing imply that φ is increasing as
well, and hence w(λ) = −φ(λ) ≤ −φ(0) = w((φ′)−1(0)) for all λ ∈ [0,∞). It
follows that φ∗(M ◦C(x
∗)) = w((φ′)−1(M ◦C(x
∗))), namely the first equality in (3.2)
holds.
The second equality in (3.2) is a consequence of the fundamental theorem of
calculus and the well-known identity aψ(a) =
∫ a
0
ψ(t)dt +
∫ ψ(a)
0
ψ−1(t)dt which
holds for every a ≥ 0 and every ψ : [0,∞) → [0,∞) which is invertible and
strictly increasing (thus continuous) and vanishes at 0 (that is, equality in Young’s
inequality [44, Theorem 1], [45, p. 226]; in our case ψ(t) := (φ′)−1(t), t ∈ [0,∞)).
Finally, by taking φ(t) := 1
2
t2, t ≥ 0, we obtain (3.3) from (3.2). 
Proof of Lemma 3.4. Define h(x) := 1
2
〈Ax, x〉 for every x ∈ X . Then h∗(x∗) =
1
2
〈A−1x∗, x∗〉 for every x∗ ∈ X , as follows from Lemma 3.5. Since h is proper, it is
well known and follows immediately from (1.5) that h satisfies the Young-Fenchel
inequality h∗(x∗) + h(x) ≥ 〈x∗, x〉 for all x, x∗ ∈ X . Hence, if we fix α > 0 and
put x∗ := αx in this inequality, then for each x ∈ X , we have
α‖x‖2 ≤ 1
2
α2〈A−1x, x〉+ 1
2
〈Ax, x〉 ≤ 1
2
α2‖A−1‖‖x‖2 + 1
2
〈Ax, x〉, (11.3)
where we used the definition of the operator norm and the Cauchy-Schwarz in-
equality in the second inequality above. We immediately obtain (11.4) from
(11.3) by taking α := 1/‖A−1‖ (obviously ‖A−1‖ 6= 0 since X 6= {0} and A−1 is
invertible). Finally, if β > 0 is any other coercivity coefficient of the quadratic
form x 7→ 〈Ax, x〉, then β‖x‖2 ≤ 〈Ax, x〉 ≤ ‖Ax‖‖x‖ for every x ∈ X . Since A
is invertible, by letting y := Ax we see that β‖A−1y‖ ≤ ‖y‖ for all y ∈ X , and
therefore, from the definition of ‖A−1‖, we have ‖A−1‖ = sup{‖A−1y‖/‖y‖ : 0 6=
y ∈ X} ≤ 1/β. Thus β ≤ ‖A−1‖−1, as required. 
Proof of Lemma 3.7. We start by proving Part (a). Lemma 3.4 implies that for
β := 1/‖A−1‖ > 0 we have β‖x‖2 ≤ 〈Ax, x〉 for all x ∈ X and, in particular, for
each x ∈ D. But 〈Ax, x〉 ≤ 1 for each x ∈ D. Thus ‖x‖ ≤ 1/√β for every x ∈ D,
namely D is bounded. The continuity of the inner product and of A imply that D
is closed, and the linearity of A and of the inner product imply that D is convex.
Finally, since A 6= 0, an immediate verification based on the definition of A and
on the Cauchy-Schwarz inequality shows that the open ball of radius 1/
√‖A‖
about the origin is contained in D. It follows from the previous lines that indeed
D ∈ Kbound,(0)(X).
We continue with Part (b). The assertion obviously holds for x = 0. Now fix
0 6= x ∈ X . Let µ be an arbitrary positive number satisfying x/µ ∈ D. The
definition of D and the assumption that A is positive definite imply that 0 <
〈A(x/µ), x/µ〉 ≤ 1, namely µ ≥√〈Ax, x〉 with equality when µ =√〈Ax, x〉 > 0.
Thus inf{µ ≥ 0 : x ∈ µD} = √〈Ax, x〉. Hence (2.1) implies that MD(x) =√〈Ax, x〉 for every x ∈ X .
Finally, it remains to prove part (c). We already know from Part (a) that D ∈
Kbound,(0)(X). This fact allows us to apply Lemma 3.3 (equation (3.3)) to D, and
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by recalling that the Minkowski functional and its polar are non-negative, we arrive
at M ◦D =
√
2
(
1
2
M 2D
)∗
. Since A is positive definite and invertible, Lemma 3.5
implies that the conjugate of h(x) := 1
2
〈Ax, x〉, x ∈ X , is h∗(x∗) = 1
2
〈A−1x∗, x∗〉,
x∗ ∈ X . This fact and Part (b) imply that (1
2
M 2D)
∗(x∗) = h∗(x∗) = 1
2
〈A−1x∗, x∗〉
for each x∗ ∈ X . Combining all of these equalities with Lemma 3.2, we conclude
that MD◦(x
∗) = M ◦D(x
∗) =
√
2
(
1
2
M 2D
)∗
(x∗) =
√〈A−1x∗, x∗〉 for all x∗ ∈ X . But
Part (b) implies that MD˜(x
∗) =
√〈A−1x∗, x∗〉 for all x∗ ∈ X , where D˜ := {x∗ ∈
X : 〈A−1x∗, x∗〉 ≤ 1}. Hence M
D˜
= MD◦, and from Lemma 3.1(c) it follows that
D◦ = D˜, as claimed. 
Proof of Lemma 3.8. The assertion is obvious when X = {0} and so from now on
we suppose that X 6= {0}. Suppose to the contrary that f is not constant. Since
f is proper (actually finite everywhere), convex, and locally (actually globally)
bounded above, it is locally Lipschitz continuous at each point (see [43, Theorem
5.21, p. 69]). In particular, it is continuous and hence lower semicontinuous on
X . Therefore it follows from [43, p. 89, Lemma 6.12, p. 90, Corollary 6.12]
that f can be represented as the pointwise supremum of a nonempty family of
minorant affine functions, namely affine functions the graphs of which lie below
(weak inequality) the graph of f . If all of these affine functions are constant, then
so is f itself, a contradiction to what we supposed. Hence one of the minorant
affine functions must be non-constant. Therefore there exist 0 6= a in the dual X∗
of X and γ ∈ R such that f(x) ≥ a(x) + γ for all x ∈ X . Since a 6= 0, there
exists y0 ∈ X such that a(y0) 6= 0. Define x0 := y0 if a(y0) > 0, and x0 := −y0 if
a(y0) < 0. It follows that a(x0) > 0. Therefore, in view of the linearity of a, for
all t > 0 we have f(tx0) ≥ ta(x0) + γ → ∞ as t → ∞. In particular, f cannot
be globally bounded above, a conclusion which contradicts our assumption on f .
Hence f must be constant, as asserted. 
Proof of Lemma 3.10. Since C ∈ Kbound,(0)(X), Lemma 3.1(d) ensures thatGC ∈
Kbound,(0)(X). Since C solves (1.1), the equality C = (GC)
◦ and Lemma 3.2 im-
ply that MC = M(GC)◦ = M
◦
GC and thus
1
2
M 2C =
1
2
(M ◦GC)
2. From Lemma 3.1(d)
one has 1
2
(M ◦GC)
2 = 1
2
(M ◦C ◦ G∗)2. But for all x ∈ X , we have 12(M ◦C ◦ G∗)2(x) =
1
2
(M ◦C(G
∗(x)))2 = 1
2
(M ◦C)
2(G∗x) simply because of the definition of the compo-
sition of functions. Since 1
2
(M ◦C)
2(G∗x) = (1
2
M 2C)
∗(G∗x) as a result of Lemma
3.3 (equation (3.3)), this equality and the ones mentioned in previous lines imply
that 1
2
M 2C(x) = (
1
2
M 2C)
∗(G∗x) for every x ∈ X . In other words, if we denote
f := 1
2
M 2C , then f(x) = f
∗(G∗x) for all x ∈ X , namely f solves (3.5). 
11.2. Proofs of some claims mentioned in Remark 10.1. Before presenting
the proofs, we recall that given a real Banach space X , we set 〈x∗, x〉 := x∗(x) =:
〈x, x∗〉 for all x∗ ∈ X∗ and x ∈ X . Given h : X → [−∞,∞], its convex conjugate
(Legendre-Fenchel transform) is defined by h∗(x∗) := sup{〈x∗, x〉 − h(x) : x ∈ X}
for all x∗ ∈ X∗ and x ∈ X . Given A : X → X∗ we say that A is an invertible
positive semidefinite linear operator if A is linear, continuous, symmetric (namely
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〈Ax, y〉 = 〈x,Ay〉 for all (x, y) ∈ X2), and it satisfies 〈Ax, x〉 ≥ 0 for all x ∈ X .
An immediate verification shows that if some A : X → X∗ is symmetric, then
so is A−1. A well-known fact that we need below is that for all x ∈ X , there
exists j(x) ∈ X∗ such that ‖x‖ = ‖j(x)‖ and 〈j(x), x〉 = ‖x‖2. The proof of this
fact can be found, for example, in [9, Corollary 1.3, p. 3], and it is just a simple
consequence of the Hahn-Banach theorem; the function j : X → X∗ is called “the
normalized duality mapping”.
Lemma 11.1. Let X be a real Banach space and let A : X → X∗ be a positive
semidefinite invertible operator. For each x ∈ X, denote h(x) := 1
2
〈Ax, x〉. Then
h∗(x∗) = 1
2
〈A−1x∗, x∗〉 for all x∗ ∈ X∗.
Proof. Fix some x∗ ∈ X∗. The definition of h∗ implies that h∗(x∗) = sup{k(x) :
x ∈ X}, where k : X → R is defined by k(x) := 〈x∗, x〉 − h(x) for all x ∈ X .
Since A is invertible and self-adjoint, a simple verification shows that k(x) =
k(xm) − 12〈A(x − xm), x − xm〉 for all x ∈ X , where xm := A−1x∗. This identity
and the fact that A is positive semidefinite imply that k(x) ≤ k(xm) for every
x ∈ X , namely k attains a global maximum at xm. Thus h∗(x∗) = k(xm) =
〈x∗, A−1x∗〉 − 1
2
〈AA−1x∗, A−1x∗〉 = 1
2
〈A−1x∗, x∗〉. 
Lemma 11.2. Given a real Banach space X 6= {0}, if A : X → X∗ is a positive
semidefinite and invertible linear operator, then A is coercive (in particular, A is
positive definite). As a matter of fact,
〈Ax, x〉 ≥ ‖A−1‖−1‖x‖2, ∀ x ∈ X (11.4)
and ‖A−1‖−1 is the optimal (largest possible) coercivity coefficient.
Proof. Define h(x) := 1
2
〈Ax, x〉 for every x ∈ X . Then h∗(x∗) = 1
2
〈A−1x∗, x∗〉 for
every x∗ ∈ X∗, as follows from Lemma 11.1. Since h is proper, it is well known and
follows immediately from the definition of h∗ that h satisfies the Young-Fenchel
inequality h∗(x∗) + h(x) ≥ 〈x∗, x〉 for all x ∈ X and x∗ ∈ X∗. Now fix α > 0
and put x∗ := αj(x) for each x ∈ X . Using the property of j(x) mentioned in the
beginning of this subsection, and also using the definition of the operator norm
and the symmetry of the pairing 〈·, ·〉, we get 〈x∗, x〉 = α‖x‖2 and
〈A−1x∗, x∗〉 = 〈x∗, A−1x∗〉 = α2〈j(x), A−1j(x)〉
≤ α2‖j(x)‖‖A−1‖‖j(x)‖ = α2‖A−1‖‖x‖2. (11.5)
Therefore
α‖x‖2 = 〈x∗, x〉 ≤ h∗(x∗) + h(x) = 1
2
〈A−1x∗, x∗〉+ 1
2
〈Ax, x〉
≤ 1
2
α2‖A−1‖‖x‖2 + 1
2
〈Ax, x〉. (11.6)
We immediately obtain (11.4) from (11.6) by taking α := 1/‖A−1‖ (obviously
‖A−1‖ 6= 0 since X 6= {0} and A−1 is invertible). Finally, if β > 0 is any other
coercivity coefficient of the quadratic form x 7→ 〈Ax, x〉, then β‖x‖2 ≤ 〈Ax, x〉 ≤
‖Ax‖‖x‖ for every x ∈ X . Since A is invertible, by taking an arbitrary y ∈ X∗ and
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letting x := A−1y, we see from the inequality β‖x‖2 ≤ ‖Ax‖‖x‖ that β‖A−1y‖2 ≤
‖y‖‖A−1y‖. Thus β‖A−1y‖ ≤ ‖y‖ and therefore, from the definition of ‖A−1‖, we
have ‖A−1‖ = sup{‖A−1y‖/‖y‖ : 0 6= y ∈ X∗} ≤ 1/β. Hence β ≤ ‖A−1‖−1, as
required. 
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