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The	 idea	 that	 prediction	 plays	 a	 central	 role	 in	 language	 processing	 is	
currently	 very	 popular.	 Moreover,	 it	 has	 been	 argued	 that	 prediction	 is	
especially	 important	 for	 word	 recognition	 when	 the	 input	 is	 suboptimal.	
Conversational	speech	contains	many	phonological	reductions	and	is	hence	
a	suboptimal	signal.	We	evaluate	this	claim	both	on	a	conceptual	level	and	
on	 the	basis	 of	 the	 available	 empirical	 data.	We	 conclude	 that,	 given	 the	
current	data,	prediction	does	not	seem	to	play	an	important	role	for	word	






































































































































































































































































































































































































































































































































































































4. Further directions 
An	important	lacuna	in	our	understanding	is	how	predictable	words	are	in	a	natural	
interaction.	This	brings	us	back	to	the	introduction,	where	we	stated	that	prediction	seems	to	be	a	
non-starter	from	a	generative-linguistics	point	of	view.	With	some	psychologists	being	
fundamentally	opposed	to	the	generative	paradigm	(e.g.,	Christiansen	and	Chater	2008),	it	seems	
that	the	opposite	position	which	is	currently	en	vogue—language	is	predictable—may	have	been	
adopted	too	easily.	The	data	by	Van	der	Ven	et	al.	(2012)	and	Brouwer	et	al.	(2012)	seem	to	indicate	
that	natural	interactions	may	not	always	be	easily	predictable	(a	fact,	arguably,	that	we	should	be	
happy	about	as	language	users).	However,	a	research	paradigm	on	the	importance	of	prediction	in	
language	processing	would	require	more	data	on	how	predictable	language	in	a	natural	interaction	
really	is.	Such	an	effort	cannot	rely	on	corpus	studies	alone,	because	the	human	perceiver	may	not	
be	able	to	store	all	N-gram	probabilities	as	well	as	a	computational	model.	It	is	important	to	point	
out	here	that	exploiting	statistical	regularities	of	language	is	something	quite	different	from	actually	
predicting	what	comes	next,	even	though	these	things	are	sometimes	conflated	(cf.	Huettig	and	
Mani,	2016).	
Another	issue	is	the	distinction	between	the	use	of	lab	speech	and	conversational	speech.	
We	do	not	oppose	the	use	of	lab	speech	in	principle.	Xu	(2010),	for	instance,	makes	several	valid	
points	that	show	that	the	use	of	lab	speech	can	be	useful.	Lab	speech	is	not	necessarily	unnatural	
and	affords	much	better	control	of	experimental	variables	than	the	use	of	material	from	a	corpus.	
For	instance,	the	studies	of	Mitterer	and	Russell	(2013)	and	Viebahn	et	al.	(2015)	were	able	to	
actively	and	precisely	manipulate	lexical	frequency	and	syntactic	predictability	in	conjunction	with	
presenting	both	a	reduced	and	a	full	form	in	the	same	sentence.	Achieving	a	similar	ceteris	paribus	
would	be	impossible	to	achieve	with	excerpts	from	a	corpus.	Such	well-designed	experiments	with	a	
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clear	cut	prediction	remain	the	best	tool	for	establishing	causal	relationships,	even	in	the	age	of	big	
data	(cf.	Shadish,	Cook	and	Campbell	2002).	The	use	of	lab	speech	is	necessary	for	such	experiments.	
This,	however,	does	not	mean	that	all	is	well	and	one	can	simply	record	any	speaker	without	
additional	considerations.	For	instance,	we	disagree	with	Xu’s	statement	that	“It	is	not	true,	in	my	
own	experience,	that	everyone	would	uncontrollably	adopt	a	careful	manner	of	speaking	as	soon	as	
they	are	in	front	of	a	microphone.”	(2010,	p.	330)	Everything	we	know	from	social	psychology	is	that	
our	behaviour	is	quite	often	influenced	by	external	primes	(Kahneman	2011),	and	that	these	primes	
often	do	their	work	without	us	being	aware	of	it.	There	is	hence	good	reason	that	putting	someone	
in	front	of	a	microphone—a	clear	example	of	an	external	prime—does	indeed	lead	them	to	adopt	a	
careful	speaking	style	in	an	uncontrollable,	that	is,	automatic	and	unconscious,	fashion.	Despite	this	
disagreement	about	the	default	mode	that	speakers	adopt	in	such	a	situation,	we	agree	with	Xu	
(2010)	that	the	speaking	style	can	be	controlled,	even	in	a	lab-speech	style	recording	situation.	In	
our	experience,	it	helps,	for	instance,	to	provide	truncated	forms	(e.g.,	wanna	instead	of	want	to)	in	
the	written	form	of	these	sentences	(see	also	Warner	2012,	for	more	discussion).	Another	more	
thorny	issue	is	the	generation	of	the	stimuli,	which	should	try	to	approximate	the	typical	usage	of	
spoken	rather	than	written	language.	A	sentence	such	as	“the	secret	was	whispered”	(Friederici,	
Gunter	and	Mauth	2004)	may	be	grammatical,	but	such	sentences	are	not	typical	of	spoken	
language.	Even	though	the	examples	of	Van	Berkum	et	al.	(2005,	see	above)	are	somewhat	more	
“down	to	earth”,	they	still	feel	more	like	typical	written	narrative	rather	than	spontaneously	
produced	utterance.	While	there	is	no	hard	and	fast	rule,	it	should	become	an	important	step	to	
check	how	likely	a	given	sentence	would	be	in	natural	interaction.	That	is,	authors	should	describe	
the	steps	they	took	to	generate	materials	that	are	representative	for	language	use	outside	the	lab.	
This	is	getting	easier	by	the	day.	Vast	amounts	of	data	are	coming	online	as	we	speak	(such	as	
spoken	parts	of	the	British	National	Corpus,	see	Renwick	et	al.	2013),	which	allows	researchers	to	
see	whether	their	constructed	sentences	structures	are	likely	to	occur	in	natural	interactions	as	well.	
Raising	methodological	awareness	to	these	issues	as	a	basic	step	in	constructing	materials	and	
pragmatism	seems	more	important	than	an	ideological	debate	whether	one	should	only	use	
carefully	controlled	materials	or	only	excerpts	from	natural	interactions.	
To	conclude,	we	have	argued	here	that	prediction	is	much	less	useful	for	the	recognition	of	
reduced	words	in	spontaneous	interaction	than	typically	assumed.	This	raises	the	question	of	the	
use	of	prediction	for	language	processing	more	generally.	We	partly	tried	to	resolve	this	tension	by	
proposing	turn-taking	as	function	that	requires	prediction,	but	other	functions	are	also	possible.	
Elman	(2009),	for	instance,	suggest	that	prediction	is	an	important	learning	mechanism	(see	also	
Chang,	Dell	and	Bock	2006;	Dell	and	Chang	2014;	but	see	Huettig	and	Mani,	2016).	Such	an	
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assumption	dovetails	well	with	findings	that	populations	that	have	problems	in	learning	to	decode	
written	language	(e.g.,	dyslexics,	Huettig	and	Brouwer,	2015	or	less	opportunity	to	learn	to	read	and	
write	(illiterates,	see	Huettig	and	Mishra	2014;	Mishra	et	al.	2012)	show	decreased	anticipatory	
language	processing.	Given	the	scarcity	of	evidence	on	prediction	in	spontaneous	speech,	it	is	too	
early	to	close	the	door	on	the	assumption	that	prediction	may	be	important	for	word	recognition	in	
natural	interactions.	However,	we	conjecture	that	data	with	speech	materials	that	are	ecologically	
valid	(see	Warner	2012,	for	suggestions)	are	necessary	to	“resurrect”	the	idea	that	prediction	is	
important	for	word	recognition	in	natural	interactions.	
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