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Some Properties and Generalizations of Multivariate 
Eyraud-Gumbel-Morgenstern Distributions* 
STAMATIS CAMBANIS 
University of North Carolina at Chapel Hill 
Communicated by D. A. S. Fraser 
The admissible values of the coefficient in a bivariate Eyraud-Gumbel- 
Morgenstern (EGM) distribution are found. For multivariate EGM distributions 
necessary and sufficient conditions are given for its coefficients, and its con- 
ditional distributions are found and shown to belong to a family of distributions 
further extending the multivariate EGM family. 
1. INTRODUCTION 
Eyraud [l] and independently Morgenstern [5] and Gumbel [2] introduced 
a family of bivarate distributions H(x i , xa), with marginals F,(q) and F&s), 
of the form 
Hh 9 x2) = ~1W F2(x2){1 + 41 - Wd[l - ~&%)1~ U-1) 
where 01 is a real constant. In Section 2 we find all values of a for which H as 
defined by (1.1) is a bivariate distribution, assuming of course that Fz and Fs are 
univariate distributions. 
Johnson and Kotz [3] introduced a multivariate Eyraud-Gumbel-Morgenstern 
(EGM) family of distributions H(x, , x2 ,..., x,), with marginals F,(x,),F,(xs),..., 
in> by 
H(x, , ~2 ,..., 4 
= li;(%)~2(~2) *** ~n@n) 1 + 
1 
ls51<j,~~ “5Jl - q%,)l[1 - ~&5Jl c 
+ *-* + a12...n [l - Q%Ml - F2@2)1 **’ Cl - WI/ (1.2i) 
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where the coefficients cy are real constants. Omitting the variables we can write 
(1.2i) in the more compact form 
H-F,.**F,h + i 
l 
c i 
p=2 lQl<...<jpgn 
“j,... j,(l -Fj,) ‘.‘(l -FjJ(. (1.2ii) 
In Section 2 we also give necessary and sufficient conditions on the coefficients 
a: so that (1.2) defines an n-dimensional distribution, assuming again that 
F r ,..., F, are univariate distributions. 
In Section 4 we introduce a family of distributions closely related to the 
multivariate EGM family, by inserting within the brackets on the right-hand 
side of (1.2) the term Cj”=, aj[l - Fi(xi)], and we show in Section 3 that if 
X i ,..., X, have an n-dimensional EGM distribution, then the conditional 
distribution of X1 ,..., X, given X,,, = xk+r ,..., X, = x, (k = I,..., 71 - 1) 
belongs to this family. 
2. THE VALUES OF THE COEFFICIENTS a: 
For a distribution function Fi(x) let Ei be the set of all values of Fi(x) with the 
exception of 0 and 1, i.e., Ei is the subset of (0, 1) defined by 
and let 
Ei = {FJx), --oo < x < +oo} - (0, l}, 
mi = g.1.b. Ei (= inf EJ, L%‘{ = 1.u.b. Ei (= sup EJ. 
Then clearly 0 < m, < ikZi < 1 and we have the following 
THEOREM 1. HdeJinedby (1.1) is a bivariate distribution if and only if 
I 
1 
%nin = --min m , 
(1 - mdil - mJ I 
Proof. H(x r , x2) is a bivariate distribution if and only if for all x, < x,’ and 
x2 < x2’ we have dOIAZ.*H(xI , 2 , x ) > 0, where Az,V(x) = V(x’) - V(x). But 
by (1 .l) it follows that 
MULTIVARIATE EGM DISTRIBUTIONS 553 
where Ai(x, x’) = 1 -Fi(x) -Fi(x’), i = 1,2. Hence H is a bivariate distri- 
bution if and only if 
1 + a‘4,(% ,x1’) 4% , x27 b 0 for all d,;Fi(xi) > 0, i = 1,2. (2.1) 
From the definitions of m and M, we clearly have 
g.1.b. {F(x) +F(x’): &F(x) > 0} = m, 
1.u.b. {F(x) +8(x’): L@(X) > 0} = I + M. 
It follows, omitting for simplicity the x’s, that 
g.1.b. (A: LIF > 0) = -M, l.u.b.(A: AF > 0} = 1 - m. 
Hence 
g.1.b. (A&: AR, > 0, AF, > 0) = -max(M,(l - mz), (1 - m,) IL',], 
1.u.b. {A,A,: AFl > 0, AF, > 0) = max(M,M, , (1 - m,)(l - m,)), 
and the bounds for 01 given in the theorem follow from (2.1). 1 
Notice that amin < -1 and 1 < amax , and that in fact 
DLmin = - 1 ifandonlyifM,=MS=lorm,=m,=O, 
amax = 1 if and only if (Mr = 1 and mz = 0) or (ml = 0 and Mz = 1). 
When the marginals are identical, I;; = F, = F, then 
amin = - {max(M,ll - m)>” 
1 
GaG ~~~ -mj=~mtlx. 
Asanexample,whenF(x)=Oforx<O,=pforO~x<1,=1for1 <x, 
with 0 < p < 1, then M = m = p and the admissible values of cx are 
1 - 
(max(p, 1 - p)}” ’ (y ’ p( 11 p) ’ 
This example is considered by Johnson and Kotz [3]. 
If F has a density, then m = 0 and M = 1. Thus if both Fl and F2 have 
densities, then the admissible values of cz are - 1 < 01 < 1, a result obtained by 
Johnson and Kotz [3]. It is clear, however, that we may have m = 0 and M = 1 
even when F is not absolutely continuous. For instance if F is a discrete distribu- 
tion with (positive) jumps at the integers (or at x, with inf x, = -a~ and 
supx, = +oo),thenm=OandM=l. 
6831714-6 
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The same method shows that H(x, ,..., .t’,) defined by (2) is an n-dimensional 
distribution if and only if 
+ a,...,A,(x, ) x1') ... A,(xn ) Xn') 3 0 
whenever dzi,F(xi) > 0, i = I,..., n. Since -Mi < Ai(xi , xi’) < 1 - m, 
whenever ~,.,F(?v~) > 0, it follows that H is a distribution if and only if 
the following 2* inequalities are satisfied by the oi’s, 
where for each i = I,..., n, ci = --Mi or 1 - m, . These conditions were 
obtained by Johnson and Kotz [3] under the assumption that all marginals Fi 
have densities, in which case ci = f 1. 
If H(x, )..., x,) has the following (simplest possible symmetric) form H = 
4 ... F,{l + a(1 - FJ ... (1 - F,)}, then the admissible values of a: are 
1 
G&e 
1 - 
maxh ... ml max(6, *a* S,} 
where the maxima are taken over all products with each yi = iUi or 1 - mi 
and an even number of yi’s equal to Mi , and each ai = Mi or 1 - mi and an 
odd number of 6,‘s equal to Mi . 
3. THE CONDITIONAL DISTRIBUTIONS 
In this section we compute the (regular) conditional distribution of Xi ,..., Xk 
given X,,, = ++I ,..., (X, = x,)(K = I ,..., n - 1) when X1 ,,.., X, have a 
multivariate EGM distribution. 
Let the random variables X, ,. . . , X,, have an EGM distribution given by (1.2). 
Forj, < ... < jna we denote by Hj,...jm the distribution of Xi, ,..., Xj, (which 
is also EGM). For convenience we will use the same symbol for a distribution 
as for its corresponding (Lebesgue-Stieltjes) probability measure. Also if the 
finite (possibly signed) measure h is absolutely continuous with respect to the 
finite measure Y, h Q Y, we will denote by [dh/dv] the corresponding Radon- 
Nikodym derivative. We need the following simple result. 
LEMMA. If F is a univariate distribution, then F(1 - F) <F and 
[ 
WV - F)l 
dF I 
(x) = 1 - F(x) - F(x-) = B(x). 
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Proof. For each u we have 
s (6=,ul F(x) dW = JU Jrn X(-,,,,(X) X(-,,,](Y) WY) dW--P --4) 
30 m 
=f (s --m -m 
X(-,,,]W x~y,m,w @(x)) WY) 
rY= 
s (-m,ul 
F(u) - F(Y-11 dF(Y) 
= F2W - s,-m u,F(Y-) WY) 
and thus 
I (-m,d [l - F(x) - F(x-)] S(x) = F(u) - P(U) = F(u)[l - F(u)] 
which concludes the proof. 1 
It then folIows from (1.2) and the lemma that Hi...n Q Fl x ... x F, with 
[ 
dHl...,, 
dF, .a. dF; 1 =l+i 1 ajl...j,Bj ‘+* Bjg . (3.1) x1=2 lQl<“‘<j,fn 
Forj, < *.. < jm we will denote [dHj,...j,/dFj, *.. dF,“J by djl...jm, and we have 
a similar expression for it. 
THEOREM 2. With the above assumptions and notation the function 
H 1 .k’k+l...n(X1 ,..., xk / Xk+l ,..., X,) defined by 
when dk+l.. .n(xlc+l ,..., x,) > 0 (and otherwise by, say, Fl(x,) ... Fk(xlc)) and where 
C:“‘(x) = 1 - Fi(x) for 1 < j < k and 1 -F,(x) - F,(x-) = B,(x) for 
k < j < n is a regular conditional distribution of Xl ,. .., X, given X,,, = 
xk+l )..., x, = x, . 
Proof. A standard argument (which is therefore omitted here) shows that 
when dk+l...n(~k+l ,..., x,) > 0, a regular conditional distribution of X1 ,..., X, 
given X,,, = xkll ,..., Xn = x, equals 
St- ~,XJ -** St- =+orl 4...,(u, ,-.., % , xk+l I..., x,) dF,(u,) .*. dFk(uk) 
dk+~...n(xk+1 j.s.3 4 
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Equation (3.2) then follows by using (3.1) and the lemma, which shows that 
s (G-T a-1 B(u) dF(u) = F(.z)[l - F(s)]. 1 
Since values (xcs.r ,..., x,,) with d,-,...,(~,+, ,..., xv) = 0 are taken bv 
P&+1 9... , X,,) with probability zero, the expression of Ht.,,k;k+l...a given by (3.2) 
is the one of interest and it is only for such (A+~+~ ,..., x,,)‘s that expressions will 
be written out in the sequel. 
By rearranging terms in (3.2) and noting that, as in (3. I), 
dk+l..., = 1 -t i c ejl.,.iPBjl ‘.* Bj I’ 
p=k+l k+lsj,<...<j,q 
we can write 
Hl...plk+l...n = F, *.. Fk I ,I 
l 
+ i 1 
Jkl l<jl<.'.<jP</. 
Bjf!..jy(l - Fjl) ..* (1 - Fjg),/ 
(3.3) 
where 
dk+l.,.a@) = D!” 1 J1 ’ (3.4i) 
d k+l...$lle)..jy = aj,...j,, + Dif’!..j, 7 1 <P<k, (3.4ii) 
n-k 
Of.! .jp = c C ajl...j,i,....j, Bil ... Big , (3.5) 
Q-1 /C+l<i,<~~‘<i,<?t 
and all /3’s are clearly functions of xk+t ,..., x, only. Note that HI...k,r+l . ...) is 
1 
a k-variate EGM distribution only if /?j”’ = Dj”’ = 0 for all j = l,..., K. 
When k = n - I, or when X,,, ,..., X, are independent, we have d,,,..., = 
and in view of (3.4), (3.3) can be written as 
Hl...klli+l...,, = HI..+ 4- Fl ...Fk i c D~~!..j,(l - Fj,) ... (1 -.Fj,) 
P=l I&<.* <i&x: 
Thus wheneverf(XI ,..., X& has finite expectation, we have 
W(Xl %..., A) I &,l 1-.-Y &I 
= 4.f(Xl ,.‘., &)I + i 2 aj~~..j,Djl”l..j,(X~+l I.e.7 X,) 
P=l l<jl<.~Xi,<k 
where 
&,J,. - 
)1 ‘J,, - .J( r 
x1 )...) X/J Bj,(xl) ..a Bj,(xn) dF,(xA ..’ dF,(xJ 
= [ 
6 fW1 ,*.., Xk) &,(&) *.* &D(xjv) 
dl...k(Xl ,..., X,) I . 
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In particular we find that if the means pi = a(&) exist, then (i = l,..., n - 1) 
where the c’s are defined by (4.3) in Section 4. 
Also, for k = 1, we have 
where j? is given by (3.4) and (3.5), and thus 
G'V(&) I x2 ,*-., -%I = W(Wl + /3(X2 >...> Xn) g[f(W B,WdI. 
4. A GENERALIZATION OF THE EGM FAMILY 
In this section we introduce a family of distributions which constitutes a 
natural generalization of the multivariate EGM family. This family has some 
interest on its own but its raison d’etre here is the fact that it contains a11 con- 
ditional distributions of the multivariate EGM family. 
Let F,(x,),...,F,(x,) be univariate distributions and consider the family J&’ 
of multivariate distributions H(x, ,..., x,) defined by 
+ iL..n[l - wdl *** [1 - ~?d%)l 
i (4.1) 
where the coefficients ,!I are real constants. Clearly this family contains all EGM 
distributions, for which ,!$ = 0, j = l,..., n, as well as all conditional distribu- 
tions of an EGM distribution (cf. (3.3)). 
Notice that (4.1) differs from (1.2) only by the introduction of the first-order 
terms: C~zl~j[l -Fj(xj)]. As a result the marginal distributions Hi(xi) of H 
defined by (4.1) are now given by 
and are not equal to the original set of univariate distributions Fi , unless all 
pi equal zero. Equation (4.2) is not a restriction on the marginals Hi, since 
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every distribution H(r) can always be written in the form H(x) = F(s){1 - 
,B[l - F(x)]}, for some distribution F(N) and some real number p. In fact given 
any distribution H(.r) and any real /3 there is a distribution F(.Y) satisfying this 
equality. 
We now state some properties of the family &, their proof being either 
standard or similar to earlier proofs. 
All marginal and conditional distributions of an element in &’ belongs to ./I. 
The necessary and sufficient conditions on the coefficients /3 for H defined 
by (4.1) to be an n-dimensional distribution are the following 
-(l/(1 - rni)) < pi < l/M,, i = l,..., II, 
1 + f <jBj + 1 Ejlcj2Pj,j, + “’ + cl *.’ EnBl...n 2 0, 
j=l lQI<i,gz 
where for each i = I,..., n, ci = --Mi or 1 - mi . 
Let XI ,..., X, be random variables with joint distribution in A. Then 
X r ,..., X, are independent if and only if for all k = 2,..., n and j, < ... < jk 
we have 
fij,...j, = pj, ‘*’ pjj, . 
The full meaning of the coefficients /3 is given by the following relationship 
where, omitting the subscript, 
C= s_: F(x){1 - F(x)} dx = -1-1 xd(F(x)[l - F(x)]} 
=--- I m x(1 - F(x) - F(x-)} dF(x), (4.3) --3o 
pi’ = 
I 
m xidF&), 
--m 
and where the following assumption is needed to guarantee that all integrals and 
expectations are finite: l-“m 1 xi / dFi(xi) < co, i = I,..., n. The function& c 
of F were first introduced by Johnson and Kotz [4] in evaluating the regression 
6(X, 1 X,) when XI , X, have a bivariate EGM distribution. Also 
and for the EGM family we have tag = pi’ and 
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Finally 
shows that if Xj, and Xi, are uncorrelated then they are independent. 
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