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gr16.1 Convex hull plots
Nicholas J. Cox, University of Durham, UK, FAX (011) 44-91-374-2456, n.j.cox@durham.ac.uk
Syntax







































































































means that the ﬁnal graph includes hull 2 and that hulls 1 and 2 will be shown separately beforehand.








































x v a r i a b l e sa su s u a l .
Explanation














w of Gray and McGuire (1995) are a very useful adjunct to the graphics






t, is a supplement to those programs designed to streamline two frequent needs,
























































w require the user to specify the
x variable before the






























y; that is, the
















w leave behind extra variables and extra observations specifying the hulls and allowing graphical















w uses a stub, by default
h









:. I do not know a way to
specify a temporary stub in Stata; one problem is that all temporary variables have names 8 characters long underneath







































t is invoked, an error message is issued and the
h





















































































t does not allow the user to examine the subsets of the data deﬁned by each convex hull.






t, while items 6–8 are limitations.Stata Technical Bulletin 3
Examples












a. Glacial cirques are hollows excavated by glaciers that are open downstream, bounded upstream
by the crest of a steep slope, and accurate in plan around a more gently sloping ﬂoor. More informally, they are sometimes
described as “armchair-shaped”. They are common in mountain areas that have or have had glaciers present.
Whether cirque shape changes with size is one question of interest to geomorphologists. Given data on cirque length and
















































Figure 1. Convex hull plot: natural scale.







































































































Width across median axis, m





Figure 2. Convex hull plot: logarithmic scale.
Here we are exploiting the congenial fact that, for this example, taking the convex hull and logarithmic transformation of both
variables are commutative; the result is the same whichever you do ﬁrst. Note, however, that this is necessarily true only for
afﬁne transformations and must be checked otherwise.
References
Evans, I. S. and N. J. Cox. 1995. The form of glacial cirques in the English Lake District, Cumbria. Zeitschrift f¨ ur Geomorphologie 39: 175–202.
Gray, J. P. and T. McGuire. 1995. gr16: Convex hull programs. Stata Technical Bulletin 23: 11–15. Reprinted in Stata Technical Bulletin Reprints,
vol. 4, pp. 59–66.4 Stata Technical Bulletin [STB-36]
gr24 Easier bar charts
Nicholas J. Cox, University of Durham, UK, FAX (011) 44-91-374-2456, n.j.cox@durham.ac.uk
Syntax



















































































) means that bars are to be plotted in ascending order of sortvar, highest values on the right. If weights are used


















) means that bars are to be plotted in descending order of sortvar, highest values on the left. If weights are used





































r: bars are plotted in groups according to the values of byvar. Note that
b
y may





















y applies when varlist contains a single categorical variable and it is desired to show the count or frequency in each
category. If the number of categories is 6 or fewer, a set of temporary indicator variables will be generated, and the bars
will touch and have (by default) different colors and shadings. If the number of categories is 7 or more, the categories will
be plotted as separate bars for a single variable, with the same color and shading, so long as
b
y has not been invoked.















































p means that results are to be reported as proportions or fractions between 0 and 1. The default is proportions of the grand













































g are mutually exclusive.















































r has a built-in tendency
to add up whatever is fed to it. This is ﬁne so long as what you want plotted are sums of values in their original units, or





s option. If you want something else, some preprocessing is required, which


















r with some added bells and whistles.






















t may be the answer to your question.




r is designed to tackle. They sometimes arise in combination, especially the ﬁrst
and the second.Stata Technical Bulletin 5
Problem 1: Percents and proportions
Suppose you want results plotted in percents (sum 100) or proportions (sum 1). It is necessary to transform your variables
so that their values do indeed add up to the appropriate sum, 100 or 1. In STB-14, Felicia Knaul (1993) asked how to create



















































































g call for percents and for those percents to be calculated for each group (p by g).
Let us look at another similar example, especially for those without access to the insert by Knaul. Smith (1984) studied the
geography of crime in an area of Birmingham, England. She asked 531 residents in an ethnically mixed area whether they had












































































































 yes  no
Asian W.Indian white
Figure 1. vbar chart.
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Asian W.Indian white




































p (which calls for








g, the default is that they are calculated with reference to the total of all the variables




v if there is just one variable.
Problem 2: Categorical variables









r would treat each
code literally, that is to say, numerically, so that if a variable were coded 1, 2, and so forth, all the 1’s would be added up, all
the 2’s added up, and so forth, so that each bar would represent the frequency of the value, multiplied by the arbitrary code. In



























bars touch, which you may not want, perhaps because you are sensitive about giving the impression of an underlying continuous





































) to generate a set of indicator variables (values 1 or 0)









r will give the desired frequencies. Experienced Stata users will do this as a conditioned






















r will not allow more
than 6 variables. There is another line of attack that is then tried, which has the consequence that it plots separate bars, so long
as
b





























































 Repair Record 1978
1 2 3 4 5
Figure 3. vbar with category option.
With the Smith data looked at earlier, the assumption was that we were reading in the counts from a summary table. What




























































































The best reasons for this limitation are that users do not often seem to want the latter form, and that if they ask for it, they


















































y option speciﬁes that
b is a categorical variable.
a is treated















b can be string variables as









Problem 3: Ordered, labeled bar charts
Consider the United States census data distributed with Stata. You might want a bar graph of divorces for each state,
labeled with state identiﬁers. The full names would lead to a very messy graph, but two-letter identiﬁers (in lower case) would
be just about tolerable. Let us assume that
s
t
2 contains those identiﬁers (in lower case), such as tx (a little state somewhere

































a as well as the variable
s
t
































































v, with no ties. You would not always be so lucky. What if you want both the state labeling and the numerical ordering?

















r separates the ordering and the
labeling by another variable. The cost, however, is that the values of the string variable become value labels, and so cannot be




































































would produce bar charts with the divorces increasing or decreasing from left to right, respectively (see Figure 4 for the result of
the ﬁrst of these commands), and labeled by the state identiﬁers. Any ties in either the
d
i




























































Figure 4. vbar with laby() option.






) takes a string variable as argument. The option may also be used
with a numeric variable which is either labeled (its labels are used) or unlabeled (its values are used as labels). The same length
limit of 8 characters applies.8 Stata Technical Bulletin [STB-36]




r is alphabetic, or reverse alphabetic, with string variables, and takes account of any weights
speciﬁed with numeric variables. I can imagine cases in which the user wants the bar heights to reﬂect the weights, but not the




r. It would make the syntax and






































In the above, the user wishes to apply weights to
f
o


















y. In that case,
n is used to label the sorted bars.
References
Knaul, F. 1993. qs5: How to create stacked bar charts of percentages. Stata Technical Bulletin 14: 12–13. Reprinted in Stata Technical Bulletin
Reprints, vol. 3, pp. 71–72.
Smith, S. J. 1984. Crime and the structure of social relations. Transactions, Institute of British Geographers 9: 427–442.
gr25 Spike plots for histograms, rootograms, and time-series plots
Nicholas J. Cox, University of Durham, UK, FAX (011) 44-91-374-2456, n.j.cox@durham.ac.uk
Anthony R. Brady, Public Health Laboratory Service Statistics Unit, UK, tbrady@phls.co.uk
Syntax


































































) function to round varname to the nearest multiple of #. See the help on functions or [U] 20.3.5 in


































) speciﬁes a constant other than 0 as a level from which spikes are drawn vertically.































l would superimpose spikes, not add them vertically.
































), so that invisible point symbols are used.
Explanation





































x, in this case without visible point
symbols. From that it is a small step to see that setting
y
2 to a constant (e.g., 0 or some other reference level) produces some









t has been written to automate the production of such graphs, so that users can, as far as possible, get what they
want with a single command. The name “spike plot” was suggested partly by the “spike chart” of Berry (1996, 14).Stata Technical Bulletin 9
Histograms
Some data analysts producing histograms seem to prefer spikes to bars, as a matter of logic or of taste, especially with
discrete variables. Examples are found in Plackett (1971) and Evans, Hastings, and Peacock (1993). Even if people want a















m of 50 bins sometimes proves frustrating. In our
experience, this is often when there is some ﬁne structure in the frequency distribution that is of interest, even if it is in some
way spurious or pathological. Examples come from demographic data on human ages; people prefer to state certain ages (such
as multiples of 10 or 5 years) as a matter of vanity, ignorance, biases in memory, and so forth. The number of possible ages
























A more pervasive issue is the size of the data set. In broad terms, the details of a histogram should be less affected by
quirks of sampling as the number of values
n increases. Hence with larger
n, more bins can be justiﬁed, although it is difﬁcult
to make this precise in a general manner. Suggested rules of thumb for the number of bins include those discussed by Emerson
and Hoaglin (1983) and in [R] graph histogram.W i t har u l eo f
2
p


































4. Another rule, suggested






















leads to a threshold of 100,000. Without taking these rules more literally than they deserve, we note simply that some, but not
all, imply more than 50 bins for data set sizes that are frequently encountered.













t allows the production of the “rootograms” suggested by J. W. Tukey circa 1965. The idea is to show not
frequencies, but their square roots. Frequencies, as counted variables, tend to have variability that is stabilized by a root
transformation, at least approximately. Note also that the square root of a normal or Gaussian density is a multiple of another
normal or Gaussian density. Hence if the normal is the reference distribution, we are looking for the same shape on a rootogram,
and experience in assessing histograms for approximate normality can be applied directly in assessing rootograms. However,
taking the root is only the ﬁrst step in Tukey’s procedure, and we do not implement his hanging or suspended rootograms. See
Tukey (1965, 1972, 1977), Tukey and Wilk (1965), or Velleman and Hoaglin (1981).
Consider dotplots







t command, which can also be very
useful in showing the ﬁne structure of data distributions. Apart from the obvious difference that dots represent individual values
and spikes represent bin frequencies, a further difference is that dotplots are tuned by indirectly changing the number of bins,
whereas spike plots are tuned by directly changing the bin width. For many problems, we prefer dotplots to spike plots, and
conversely.
Time-series plots
Some kinds of time series lend themselves quite well to spike plots. Daily rainfalls for a year are often plotted as a series
of vertical spikes. On such graphs, wet and dry spells come out well, even for British stations, where according to a U.S. myth
it is usually raining. For other time series, setting
y
2 to some average level shows clearly periods above and below average.
Examples








t come in two forms. First, the data for a variable are to be


























if rounding is required. The number speciﬁed in place of # is the bin width or class interval.
Second, the data for two variables show values and frequencies. This form requires the use of weights. For example,
Mosteller, Fienberg, and Rourke (1983, 83) give data on the age structure of the population of Ghana reported in the 1960
census, rounded down to the nearest thousand, and taken from the U.N. Demographic Yearbook for 1962 (p. 189). These data10 Stata Technical Bulletin [STB-36]












a. For ages from 0 (under 1 year) to 90 years, the frequencies are the numbers at each
















































































































































Figure 1. Spike plot of age.
The resulting graph shown in Figure 1 shows heaping of ages, which is a well-known phenomenon in demography. It
is easy to pick out preferences for ages that are multiples of 10 and of 5. In addition, ages ending with 2, 4, 6, and 8 are
generally more frequent and ages ending with 1, 3, 7, and 9 generally less frequent than would be expected if there were a
relatively smooth underlying distribution. Further comment would require some anthropological or sociological knowledge on
the signiﬁcance of various numbers among this population: is 30, for example, a particularly important age to achieve for some
or all groups in Ghana? Another example of age heaping for the female population of Mexico is given by Mosteller and Tukey
(1977, 476–477). Apart from its occurrence in demography, which appears to have been recognized since at least the 18th
century (Westergaard 1932, 77), preference for certain digits in reported numbers has been identiﬁed in several sciences (Cox
1991). Spike plots showing the frequencies of all possible results are a natural tool in recognition of such biases.
Time-series plots that are spike plots also require the use of weights. The usual situation is that each time occurs just once









t for time series, we consider the yearly temperature means for the world and each hemisphere










a.As p i k e





































































































































Figure 2. Spike plot of temperature showing deviations from 1951–80 mean







e of “Frequency”, which
makes no sense in this example.Stata Technical Bulletin 11








t, users may want to draw the spikes with pen thicknesses larger than
the default.
References
Berry, D. A. 1996. Statistics: A Bayesian Perspective. Belmont, CA: Duxbury Press.
Cox, N. J. 1991. Human factors. Nature 353: 597.
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Tukey, J. W. 1977. Exploratory Data Analysis. Reading, MA: Addison–Wesley, Ch. 17.
Tukey, J. W. and M. B. Wilk. 1965. Data analysis and statistics: Principles and practice. Reprinted in The Collected Works of John W. Tukey, Volume
V: Graphics: 1965–1985, ed. W. S. Cleveland, 23–29 (1988). Paciﬁc Grove, CA: Wadsworth & Brooks/Cole.
United Nations. 1962. Demographic Yearbook 1962. New York: United Nations.
Velleman, P. F. and D. C. Hoaglin. 1981. Applications, Basics, and Computing of Exploratory Data Analysis. Boston, MA: Duxbury Press, Ch. 9.
Westergaard, H. 1932. Contributions to the History of Statistics. London: P. S. King.
ip16 Using dialog boxes to vary program parameters
H. Joseph Newton, Texas A&M University, FAX (409) 845-3144, jnewton@stat.tamu.edu
One of the most exciting new features of Stata 5.0 for Windows is the ability to use dialog boxes to provide a graphical
user interface to Stata commands and programs. While dialog boxes can be used in a variety of ways, in this insert we describe
how they can be used to rapidly vary the value of a parameter such as a smoothing parameter or a bandwidth in a kernel density
estimator and have for each value of the parameter a new graph appear in the graphics window. This use of dialog boxes makes















transform dialog box”) to try to ﬁnd a suitable power transform for a time series of monthly sales data (discussed by Chatﬁeld





















= 77 for the sales data), we seek a value of the exponent
































Using such a power transform for stabilizing variance is a standard initial step in many methods of time series analysis; see Box
and Jenkins (1970), for example.
In Figure 1, we see a dialog box labeled “Time series power transform” as well as a Stata Graph window with the plot of
original sales data (except that it has been standardized to be in the interval
[0
;1
] by subtracting its minimum value and dividing
by its range, a practice we do throughout this insert so that series for different values of
￿ are comparable).
We have resized the Stata window and the Graph window so that both the dialog box and Graph window are visible. We
have also made the foreground color black and the background color white in the graphics window so that Figure 1 would show
up well when printed.12 Stata Technical Bulletin [STB-36]
Figure 1. Dialog box for time series power transform (lambda = 1).









b). The user can then try a value of
￿ by choosing a value in the list box labeled “lambda” (for simplicity the









uses the value one so that the standardized original data is plotted).
Alternatively, one can rapidly increase or decrease the value of
￿ by clicking on the buttons labeled “lambda
+”a n d
“lambda
￿”, respectively. Each time such a click is done, the graphics window displays the new standardized transformed data
set. This allows a user to almost animate the graphs of the successive power transforms (unfortunately one must actually click
to get each graph, thus slowing down the animation).
Note that the standardization is important here as it keeps the vertical axis from changing which would disturb the visual
impression of smoothly changing the value of








b and control of Stata is
returned to the command line.
In Figure 2, we display the result of using
￿
= 0.25, that is, the fourth root transform recommended by Chatﬁeld and
Prothero for these data. Notice that the value of
￿ is inserted into the caption above each graph as is a number called “RMSE”.
This is the root mean square error in regressing the standardized transformed data on the sum of a linear trend and a cosine plus
sine of period 12.
For the sales data the value of
￿ minimizing this variance is arguably the best value to stabilize variance across time.
















b, we show how this regression can be easily removed from the program.Stata Technical Bulletin 13
Figure 2. Dialog box for time series power transform (lambda = 0.25).
Writing programs using dialog boxes to vary parameters




















b program. See [R] window
control for complete details on the elements of Stata dialog boxes.


























































































































































































































































































































































































































































































































































Now place the four buttons used in the dialog box and deﬁne the global macros used to hold the actions to take for each button
























































































































































































































































































































b, we need not worry about checking







































Now get the data variable and time variable into the tempvar’s
x and


















































































































































































































































































































































































































































































































Box, G. E. P. and G. M. Jenkins. 1970. Time Series Analysis, Forecasting, and Control. San Francisco: Holden–Day.
Chatﬁeld, C. and D. L. Prothero. 1973. Box–Jenkins seasonal forecasting: Problems in a case study. Journal of the Royal Statistical Society, Series
A 136: 295–336.
Newton, H. J. 1988. TIMESLAB: A Time Series Analysis Laboratory. Paciﬁc Grove, CA: Wadsworth & Brooks/Cole.Stata Technical Bulletin 15
sbe13.2 Correction to age-speciﬁc reference intervals (“normal ranges”)
Eileen Wright, Royal Postgraduate Medical School, UK, ewright@rpms.ac.uk
Patrick Royston, Royal Postgraduate Medical School, UK, proyston@rpms.ac.uk





l, for calculating age-speciﬁc reference intervals (Wright and Royston, 1997) has
an error in the estimation of the standard errors of centiles (option
s
e) when used in conjunction with modeling the coefﬁcient of
variation (option
c






l is correct in all other respects.
Reference
Wright, E. and P. Royston. 1997. sbe13: Age-speciﬁc reference intervals (“normal ranges”). Stata Technical Bulletin 34: 24–34.
sbe14 Odds ratios and conﬁdence intervals for logistic regression models with effect modiﬁcation







d, an easy-to-use program for anyone who dislikes having to hand calculate odds ratios and
conﬁdence intervals for logistic regression models with signiﬁcant interaction terms, or, even worse, have to explain to students
how to do it. After years of teaching non-statistician medical researchers how to use logistic regression, and watching their eyes
glaze over when I got to the formula for calculating the variance estimate for a linear combination of betas, I decided to make













































d uses a syntax based on
descriptive terms familiar to anyone who has studied epidemiology.






d is geared toward a non-mathematically inclined
audience and has the advantage of being speciﬁed and displayed using epidemiological terminology, with a summary of the






m can be explained in similar terms, and, if













m must follow the estimation of a model.
Background



























X represent values for one group and a comparison group, respectively.
In many epidemiologic studies, the focus is on one main study factor (“exposure”) which frequently is coded as 1 for
“exposed” and 0 for “unexposed”. For instance, suppose
X























































































Our fairly complicated odds ratio formula reduces to a simple exponentiation of the beta coefﬁcient for the “exposure”






























Had the exposure variable been coded as something other than 1 and 0, we would need to multiply the beta coefﬁcient
by the difference that we want to compare before exponentiating. For instance, suppose age in years was our “exposure.” If we16 Stata Technical Bulletin [STB-36]
exponentiate beta (or use the odds ratio calculation we ﬁnd on the printout), we are looking at the odds ratio for a one year
change in age, e.g., a 39 year-old versus a 38 year-old. It might be more informative to report a 10-year difference in age, say


























































Note that one multiplies the standard error in the conﬁdence interval formula by the same multiple used for beta. A dead giveaway
that someone has forgotten to do so is a tiny conﬁdence interval around a reasonable sized odds ratio.
This is still fairly straightforward. However, things start getting messy when there is signiﬁcant effect modiﬁcation, which
is the epidemiologists’ term for interaction between the exposure and another variable—the effect modiﬁer. What we are saying
is the odds ratio changes depending on the value of the effect modiﬁer or effect modiﬁers. In essence, we are stratifying our odds
ratio by categories of the effect modiﬁers. The general formula for the odds ratio reduces, but any terms which include interactions


















ﬁnd there is signiﬁcant interaction between hypertension and age, as well as hypertension and sex. The logistic model (written


















































































































































d odds ratio for 50 year-old males, or for 60 year-old females.
Okay so far, but what about the conﬁdence intervals for these odds ratios? Many journals are requiring conﬁdence intervals
rather than
p-values when we report odds ratios, and now we need separate conﬁdence intervals for each odds ratio (we may
have several odds ratios representing the categories of our effect modiﬁers). Not only do we need more conﬁdence intervals,
the variance estimate for the formula no longer is the simple variance of a single beta. It’s now a more complicated formula









































































The good news is the terms involving variables other than the exposure and the effect modiﬁers drop out of this equation.





























































































= beta for the exposure variable,
￿
j
= betas for the
j (up to
k) interaction terms, and
M
j
= values for the
j effect
modiﬁers.




































































































































)Stata Technical Bulletin 17
Now we pick off the appropriate estimates from the variance–covariance matrix, substitute in a value for age and sex, and
solve the equation. All this just to get one of the conﬁdence intervals for one odds ratio. We must repeat the calculation for
other combinations of age and sex. Of course, if we had started with only one interaction term (rather than two), the variance
estimate would reduce quite a bit (to 3 terms). Additionally, had the single effect modiﬁer been a dichotomous 0–1 variable, the
equation would reduce further to the familiar
e
￿














d calculates user speciﬁed stratum-speciﬁc odds ratios and conﬁdence intervals for logistic regression models which






























































dvar is the “disease” variable (dichotomous outcome) and should be coded as 1 and 0.






















) is the list of interaction variables in the model plus a stratum value for each effect modiﬁer; for more























x (hypertension by sex, where sex=1












































































































) speciﬁes the conﬁdence level in percent for the conﬁdence intervals. The default is a 95% conﬁdence interval.
Examples






d come from a case–control study (Garrett et al. 1993) of the relationship between













r). (I apologize in advance to the author of this study for taking liberties with the data to illustrate some points,








a. Several of the variables with
















s Type of gene 1












i Body mass index—a continuous (higher #s





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































d reports a summary table of information (a way to check to make sure the variables
were speciﬁed as expected, particularly if the model is not printed), including “
l”, the variance of “
l”, and the ﬁnal odds ratio










odds ratio tells us that black women with the rare form of the hras gene are 4.2 times as likely to develop breast cancer as black
women with the common form of the gene. The 95% conﬁdence interval (1.4 to 12.5) does not include 1.0 (which would mean
no association), thus, the odds ratio is statistically signiﬁcant.










































































































































































































































































































































































































This time the odds ratio tells us that among white women there is no association between having the rare form of hras and
breast cancer—the odds ratio is close to 1.0 and the conﬁdence interval includes 1.0, meaning it is nonsigniﬁcant. There was
no need to print the model again since the estimates did not change from the previous example.
































continuous, so we must select some values of
b
m
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We see from the model that both interactions are statistically signiﬁcant, or nearly so. But are the individual stratum-speciﬁc
odds ratios signiﬁcant? Black women with a normal value (23) for body mass index are 8.1 times as likely to develop breast
















































































































































































































































































































































































































Black women with a high value (28) for body mass index are 5.1 times as likely to develop breast cancer if they have the rare














































































































































































































































































































































































































White women with a normal value (23) for bmi are 1.4 times as likely to develop breast cancer if they have rare hras, but the





































































































































































































































































































































































































































































































































Finally, let’s look at some examples where the “exposure” is continuous, rather than a 0–1 dichotomous variable. Suppose
b
m
i is our exposure variable, i.e., we are interested in the relationship between body mass index and breast cancer. And, we
discover that there is effect modiﬁcation between
b
m


















=0—don’t ask what happened to the group of women experiencing menopause—for sake of illustration, let’s assume






























o). First, let’s compare odds ratios for a one-unit change in
b
m














































































































































































































































































































































































































































































































































































































































































































































































































































































































































Thus, among post-menopausal women, there is a signiﬁcant increase in breast cancer with increasing
b
m
i (the conﬁdence interval
does not include 1.0). However, since we are looking at a one-unit change in
b
m
i, at ﬁrst glance we might conclude erroneously
that an odds ratio as small as 1.09 implies body mass index doesn’t have much to do with breast cancer incidence.



















































































































































































































































































































































































conﬁdence interval includes 1.0)


















































































































































































































































































































































































































































it will be for a 10-unit change (or 1000-unit change, for that matter—I once had a journal reviewer tell me that since the
conﬁdence interval was so close to 1.0 for a one-unit change of a continuous effect modiﬁer, it was sure to cross 1.0 if I tried
to look at a 10-unit change).













































































































































































































































































































































































Although the odds ratio for a 10-unit change in
b
m










as expected, the conﬁdence interval remains nonsigniﬁcant. Among pre-menopausal women, there is no signiﬁcant relationship
between body mass index and breast cancer.
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sg67 Univariate summaries with boxplots
John R. Gleason, Syracuse University, 73241.717@compuserve.com
Univariate summaries (means, standard deviations, etc.) are perhaps the quantities most often examined during data analysis.
This is partly because these summaries serve so many purposes, for example, to familiarize oneself with the data, to aid in










e command provides the components of a univariate summary, but its presentation is not always ideal for









e varlist displays the mean, standard deviation, minimum, and maximum of a set of
variables in a left-to-right fashion that allows many such sets of results to be viewed at once. But one might wish to describe each
















l will compute the required values (along with many others), but present them in a style that consumes about 15 lines of










e typically shows the mean and standard deviation in a
g format that displays 7 signiﬁcant
digits. This can be desirable, but not when the goal is to extract, visually, or by cut-and-paste, the means and standard deviations
of several variables for inclusion in a written report; then, one might prefer those values to be aligned on their decimal points,
followed by a small, ﬁxed number of decimal places.






(new in Stata 5.0) provides very general and ﬂexible formatting of tables of summaries, though it is not especially convenient for






r) that offers a streamlined display of univariate summaries






























































































































































































































































































































































































































































































































































































































































































































































































































r shows the complete ﬁve-number summary in horizontal style, and prints results in
f
rather than
g format. The latter choice displays the values aligned on their decimal points with a ﬁxed number of decimal places,
the conventional style of presenting numbers in text. The former choice permits a more compact and intuitive presentation of







































































































































































































































































































































































































































































































e requests listwise deletion of missing values (an observation is ignored if any of the varlist variables is missing); the
default is to use all available observations for each variable (variable-wise deletion).
s




n) be printed in place of the sample standard deviation (
s).
Examples










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































g, and draws a boxplot for each
ﬁve-number summary calculated. The boxplots map the range of each variable onto a ﬁxed width in the output; the median is
drawn with the character “
|”, the remainder of the box with “







r also draws a glyph at the






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































r option differs from the
b
y






















option may be combined with an
i
n clause, whereas the
b
y















r option. Hence, the bylist can have at most ten variables,



















5. The characters “
|”, “
:”, and “
-” will produce reasonable boxplots in most ﬁxed pitch fonts. However, these characters are










o, and are easily redeﬁned, if desired. A similar comment applies to
the color used to draw the boxplots.
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sg68 Goodness-of-ﬁt statistics for multinomial distributions
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl
This insert describes a command
g
o




and expected values (
e
x
p). The expected values may be derived from an estimated model for the multinomial probability






















































where the summation is over all “cells,” i.e., the “response categories” of the multinomial distribution.





















belongs to the Cressie–Read family with
￿
=






















is embedded in the Cressie–Read family as the (continuous) limiting value in
￿
=


















that in modern terminology we would refer to Neyman’s
￿
2 as a Wald statistic) are similarly special cases of the general form.





3) is obviously a member of the family.
If the expected values (
e
x
p) are true or at least efﬁciently estimated, all members of the
C
R family are asymptotically
(central)
￿









) can be expressed as “the
number of cells
￿ 1” for theoretical expected values and “the number of cells
￿ 1
￿ the number of imposed restrictions” for
estimated expected values. Thus, all
C
R statistics are ﬁrst-order efﬁcient. Based on a.o. higher-order asymptotic developments




































































































t program which must be installed from the ip14 directory of the STB 35 disk
(January 1997).



















r are synonymous). More
than one of these options may be speciﬁed. Formally,



































































































































































t must be installed separately for this option to work.





































































t speciﬁes that a statistic-by-lambda plot is displayed. If
d
f is speciﬁed, horizontal lines at the 90%, 95%, and 99% critical




















) speciﬁes the name of a ﬁle to save the statistic-by-lambda plot.
Examples








The data are assumed to follow a multinomial distribution. In this case, we estimated a loglinear model in GLM. The data and













































































































































































































































































































Note that the output of
g
o
f contains the proportions of cells with low observed and expected counts.










































































































































































































































































p values of the statistics vary. Using Neyman’s
￿




signiﬁcance level below 1%. With the other statistics, we would not reject the model. These conﬂicting conclusions are somewhat
disturbing. We are concerned that some of the conclusions that we want to draw are not very robust with respect to (1) auxiliary
assumptions, such as the link-function in a GLM model, or (2) arbitrary decisions, such as the selection of test-statistic in a class
with similar asymptotic properties with little known about small-sample properties. Of course, the program
g
o
f can be abused28 Stata Technical Bulletin [STB-36]
to shop around for a statistic that “proves” whatever we want to do. It is clear that such an application of
g
o
f has nothing to
do with good statistics or good science.
It is possible to collapse cells on a variable before computing the goodness-of-ﬁt statistics with the
b
y option. A relatively
high proportion of cells with low expected counts is often a reason to collapse cells. Note that you have to manually modify the



















































































































































































































































































Finally, it is often quite convenient to inspect the Cressie–Read family in a statistic-by-lambda plot. This plot, containing



































































































Cressie-Read goodness-of-fit statistics (40 cells; 32 df))














f is an extensive update of an early version in the ETS Kit, a collection of Stata commands written for
Stata 2.1 by the late Albert Verbeek, Professor of Statistics at the Department of Social Sciences at Utrecht University, and
myself.
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sg69 Immediate Mann–Whitney and binomial effect-size display
Richard Goldstein, Qualitas, Inc., Brighton, Mass., richgold@netcom.com
A perennial complaint of users of statistics is that the results are not “meaningful” in the real world. The two programs
presented here are the ﬁrst of what will eventually be several inserts presenting translations from statistical tests to what may
be more meaningful indices.








2 (Goldstein 1994). The
presentation there was a simple reporting of part of what makes up the test. Here, we expand the use of the score to many other
tests, including pre-post studies, comparisons of proportions, matched-pairs
t tests, and independent groups
t tests. This statistic
is only presented as an immediate statistic, as it is meant to be used directly after some statistical test or procedure.
The interpretation of this score is that it shows the proportion of pairs in which cases of one type (e.g., one group such as
the experimental versus the control group, males versus females, etc.) that have a higher value for the dependent variable than
do cases of the other type. Pairs are simply deﬁned as the number of people in group 1 times the number of people in group
2; for example, if there are 15 people in the experimental group and 19 in the control group, there are 285
= 15
￿ 19 pairs.
Then, a value of 0.27 means that in 27% of those 285 pairs, the member of the experimental group has more of something (e.g.,
dollars, pain, days in hospital, etc.) than does the member of the control group. It also means, for a randomly chosen pair, the
probability is 0.27 that the person from the experimental group will have a higher value on the dependent variable than will the









The second measure presented, the binomial effect-size display, translates the results of any correlation, chi-squared,
t test,
or


















































gives the Mann–Whitney statistic (“probability that a randomly selected member of one group will have a better result than a





2 is the total number of subjects in the study while
#
1 is the number of subjects who improved; thus, if
























n, comparisons of proportions,
#
1 is proportion of “treatment” group who improve, while
#
2 is proportion of
“control” group who improve; that is, enter, for each group, the proportion who had whatever event is of interest (whatever
the event is; e.g., promotion, termination, survival, remission, relapse, etc.); these proportions are easily available from
































1 is average difference, while
#
2 is standard deviation of differences; this information is



















1 is difference of means;
#
2 is variance for one group, while
#
3 is variance for





t shows standard deviations (the variance is just the
square of the standard deviation).

















In addition to its use in helping to interpret statistical results, this statistic can also be used, with caution, to “adjust”
the results from studies that are of lower quality than desired. For example, Colditz et al. (1989) suggest that studies that use
sequential assignment, rather than random assignment, should have their Mann–Whitney statistics reduced by 0.15 and that
non-double-blind randomized studies should be decreased by 0.11. Another example (Colditz et al. 1988a) is that when there is
a standard therapy but the control group is a placebo group, the Mann–Whitney statistic should be decreased by 0.10!
In other words, studies using sequential assignment have been shown to be biased (as compared with randomized studies)
and the amount of bias is about 15%; that is, non-randomized studies tend to overestimate the proportion of pairs in which one30 Stata Technical Bulletin [STB-36]
group does better by about 15%, compared with randomized studies. Similarly, use of a placebo arm in a study, when there is a
standard therapy, tends to result in a bias of about 10%. Note that these percentages are based on an examination of a number
of studies in certain medical areas from the 1980s; the results might differ in other areas (e.g., schizophrenia) or at other times.
The formulas used are from Colditz et al. (1988b); in that article they also present a formula for obtaining a combined
score across several measures, weighting each by the inverse of their standard deviations. This requires the sample size for each
group.
Examples of the use of the Mann–Whitney test statistic
The ﬁrst example is from the Stata Manual (and is the same as the second example used for BESD, below). The only




































































We would interpret this to mean that in only 1% of the with-and-without treatment pairs would the without treatment car have
greater mileage. Since there are only two groups, this implies that in about 99% of the pairs, the car with treatment would have












































































































































This ﬁnal example shows the same information, but now using the separate variances. The Mann–Whitney score goes down




















If there is no option then the ﬁrst argument should be the correlation and nothing else is needed.
Many people use statistics that appear to have obvious meanings, such as the correlation coefﬁcient, or an effect size (e.g.,
the difference in means divided by the common standard deviation). However, it is not always obvious how “important” the
value of these is in the real world.
“The BESD displays the change in success rate (e.g., survival rate, improvement rate, etc.) attributable to a new treatment
procedure. For example, an
r of .32 ... is said to account for “only 10% of the variance”; however, the BESD shows that this
proportion of variance accounted for is equivalent to increasing the success rate from 34% to 66%, which would mean, for
example, reducing an illness rate or a death rate from 66% to 34%.” (Rosenthal and Rubin 1982, 166).
Examples of the use of the BESD



































































































Thus, a correlation of 0.32 is equivalent to increasing the success rate from 34% to 66%, certainly an important accomplishment.
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In this example, we see that a relatively small
t statistic implies a large real-world difference in success rates, one that would
make most of us ecstatic.
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