Introduction

S
This paper is devoted to the study of the periodic boundary value problem x"(t) -f--/(z(t)) x'(t) + g(t, x(t)) = e(t), . The results are in the line of the ones given by MAWRrN and WARD in [2] and [3] where a review of the preceding literature can be found. They essentially differ from [2] and [3] by generalizing the conditions on the function I' which is such that lini Sup x'g(t, z) :5: r(t). IzI-w Instead of assuming, like in [2] or [3] that F(t) 1 with strict inequality on a subset of [0, 2r] with positive measure, we write I' in the form I' = f'o + 1', + P with' f' satisfying the 'above condition on . 1 2) and TIIL' and TwILOO sufficiently small. Thus the expression lim sup x'g(t, x) xI-oo can now cross any number of eigenvalue n2 of the problem (1.2) as far as those crossings take place in subsets of [0, 2n] of sufficiently small measure. See OOSSEZ [1] for similar results around the first eigenvalue.
', f1 .€ L'(O, 2), I' € L(O
As in [2] and [3] , the results depend on lemmas giving a' priori inequalities and degree arguments. For Theorems .1 and 2, respectively in Sections 3 and 4, and which apply to the general case (1.1), those lemmas are slight improvements of the ones in [2] and [3] . For Theorem 3 in Section 5, which requires f to be constant, a rather different lemma is introduced which makes uses of an inequality of E. SCHMIDT [5] for periodic absolutely continuous functions. This lemma allows an improvement on the condition on I' when I' = f,,,, = 0 and f = 0, but this condition is no more sharp when applied to the case of a constant 1'.
We end this introduction by mentioning that besides the classical spaces C( [0, 221] 
The following result is proved in MAwMn'r-WARD [3] . x (0, 2) such that
one has
Proof: If x W 1 . 2 (0 , 2) and satisfies (2.2), we obtain easily, integrating by parts 3* and using Lemma 2, 
/ (Y 2(t)).(x"(t) + f(x(t)) z'(t) + p(t) z(t)) de
We prove the following existence result for (3.1).
Theorem 1: Assume that the ineqwZlitie8 
for a.c. I € [0, 2r], all x € it and some a € L'(O, 2n). By the same degree argument than in the proof of Theorem 1, our result will be proved if we show that the set of possible solutions, of the family of equations -
x"(t) + Af(x(t)) X'(t) + [(1 -A) F(t) + 2(t, x(t))] x(t)
. If x is a solution of (3.4), then multiplying (3.4) by T -, integrating over [0, 2t] and using (3.3) together with Lemma 3 with F. replaced by f + 77 and y replaced by y j, we find 
(t) + /(z(t)) x'(t) + g(t, x(t)) = e(t),
We prove the following existence result for (4.1) 
and
Clearly, the equation in (4.1) is equivalent to
• x"(i) -4--/(x(t)) x'(t) + g j (t, X (P)
= e 1(t) . 
(t, z) r(t) + 7.
• (4.10)
Proceeding like in the proof of Theorem 1 of [3] we can write the equation in (4.9) in the equivalent form where 0 ' (t, z) ;5 r(t) + i, Ih(t, x)I :!E^ a(t) for a.e. t E [0, 2v], all x E R and some a € L'(0, 2i). Again, degree arguments will imply the existence of a solution for (4.1) if the set, of possible solutions of the family of equations
/(x(t)) x'(t) -I-y(t, x(t)) z(t) _'f h(t, z(t)) = e(t),
x"(t) + 2/(x(t)) x'(t) + [(1 -2.
) (r(t) + ) + ;y(:, z( t i)1 x(t) -f-2h(t, x(t)) = Ae 1 (t),
) E [0, 11, (4.12)
is a priori bounded independently of 2 € [0, 11. If x is a possible solution of (4.12) for some 2 E [0, 11, then, integrating (4.12) over [0, 27E1 after multiplication by 2 -2, we obtain, using Lemma 3 with y =0 and F replaced by J' ±
0= (2)-' f{(2 -2(t)) [z"(t) ± A/(x(t)) x'(t)
F11 . -IJL°° -(1 01 1V + I e lIL a ) J2,
Consequently,
(fl/,7) (12i + 21w).
integrating the differential equation in (4.12) over [0, 2], we obtain 
x"(t) + cx'(t) -t--p(t) x(t) = e(t), -.
(5 1
a.e. on [0, 2] satisfies the inequality .
Proof: Let p be like above and let z be a possible solution of (5.1). Then, multiplying the equation by x and integrating over [0 1 2iv] we obtain
Now, by Schwarz inequality and (5.2) we have, as ph l!x and p112 belong to L2(0, 2n), (5.5) and hence, using (5.1), Proof: We first define g 1 and e1 like in the proof of Theorem 2 so that the equation can be written Proceeding like in the proof of Theorem 1 of [3] we can write the equation in , (5.8) in the form
where 0 yi(t, z) F(t) + 'i, Ih(t, x)J < a(S) for a.e. S E [0, 2n1, all x € R and some or € L'(O, 2n). The same degree arguments will imply the existence of a solution for (5.8) if the set of possible solutions of the family of equations 
