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HILBERT FUNCTIONS OF COLORED QUOTIENT RINGS AND A
GENERALIZATION OF THE CLEMENTS-LINDSTRO¨M THEOREM
KAI FONG ERNEST CHONG
Abstract. Given a polynomial ring S = k[x1, . . . , xn] over a field k, and a monomial ideal M of
S, we say the quotient ring R = S/M is Macaulay-Lex if for every graded ideal of R, there exists
a lexicographic ideal of R with the same Hilbert function. In this paper, we introduce a class of
quotient rings with combinatorial significance, which we call colored quotient rings. This class of rings
include Clements-Lindstro¨m rings and colored squarefree rings as special cases that are known to be
Macaulay-Lex. We construct two new classes of Macaulay-Lex rings, characterize all colored quotient
rings that are Macaulay-Lex, and give a simultaneous generalization of both the Clements-Lindstro¨m
theorem and the Frankl-Fu¨redi-Kalai theorem. We also show that the f -vectors of (a1, . . . , an)-colored
simplicial complexes or multicomplexes are never characterized by “reverse-lexicographic” complexes or
multicomplexes when n > 1 and (a1, . . . , an) 6= (1, . . . , 1).
1. Introduction and overview
The study of Hilbert functions is one of the central themes in commutative algebra, and much of
our understanding is enhanced by insights in combinatorics. This rich interplay between commutative
algebra and combinatorics can be traced back to Macaulay’s 1927 paper [17], in which Macaulay
characterized the possible Hilbert functions of graded ideals in the polynomial ring S := k[x1, . . . , xn].
Macaulay’s key idea was that for every graded ideal of S, there exists a lexicographic (abbreviated:
lex) ideal of S with the same Hilbert function. Lex ideals, sometimes also known as lex-segment ideals,
are monomial ideals defined combinatorially: Let <ℓex denote the degree-lexicographic order on the
monomials in S induced by the linear order x1 > · · · > xn. A lex ideal of S is a monomial ideal L
such that if m,m′ are monomials in S satisfying m ∈ L, deg(m) = deg(m′) and m <ℓex m
′, then
m′ ∈ L. These lex ideals play a crucial role in Hartshorne’s proof [12] that Grothendieck’s Hilbert
scheme is connected, and every lex ideal of S has maximal Betti numbers among all graded ideals
with the same Hilbert function [2, 13, 23]. Moreover, in combinatorics, Macaulay’s theorem yields
numerical characterizations of both the f -vectors of multicomplexes, and the h-vectors of Cohen-
Macaulay complexes [28].
Given a monomial ideal M of S, we can similarly define lex ideals in the quotient ring S/M . Moti-
vated by Macaulay’s theorem, Mermin and Peeva [21] asked if there is an analogous characterization of
the Hilbert functions of graded ideals of S/M , thereby introducing the notion of Macaulay-Lex rings.
In this general context, we say S/M is a Macaulay-Lex ring (or M is a Macaulay-Lex ideal) if for every
graded ideal of S/M , there exists a lex ideal of S/M with the same Hilbert function. In 1969, Clements
and Lindstro¨m [6] generalized Macaulay’s theorem by showing that if 2 ≤ e1 ≤ · · · ≤ en ≤ ∞, then
Q := S/〈xe11 , . . . , x
en
n 〉 is Macaulay-Lex (where x
∞
i = 0). Such quotient rings Q are called Clements-
Lindstro¨m rings, and the case e1 = · · · = en = 2, first proven independently by Schu¨tzenberger [24],
Kruskal [15] and Katona [14] around the 1960s, is of particular interest in combinatorics (see, e.g., [11,
Sec. 8]), since it yields a numerical characterization of the f -vectors of simplicial complexes.
Although basic properties of Macaulay-Lex rings are now well understood [20, 21, 22, 25, 27], a
complete list of all Macaulay-Lex ideals is known only for n ≤ 2, with the case n = 2 already being quite
complicated [25]. As for n ≥ 3, several partial results are known [1, 25, 26, 27], but otherwise, finding
an explicit characterization of all possible Macaulay-Lex ideals for arbitrary n remains a wide open
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problem. Recently, Mermin and Murai [19] constructed a new class of Macaulay-Lex rings that they
call colored squarefree rings. Their construction was inspired by the Frankl-Fu¨redi-Kalai theorem [10],
a combinatorial result that gives a numerical characterization of the f -vectors of colored complexes,
which they refined further; see [19, Remark 2.12] for details.
In this paper, we extend colored squarefree rings and Clements-Lindstro¨m rings to a common class
of quotient rings. The combinatorial analogues of these two classes of rings are colored complexes
and “uncolored” multicomplexes respectively, both of which are special cases of generalized colored
multicomplexes. Motivated by this observation, we define colored quotient rings:
Definition 1.1. Let a = (a1, . . . , an), λ = (λ1, . . . , λn) be n-tuples such that 1 ≤ ai ≤ ∞, 1 ≤ λi <∞
for each i, and let Xλ :=
⊔n
i=1Xi be a set of variables, where Xi = {xi,1, . . . , xi,λi} for each i. Fix a
linear order on Xλ by xi,j > xi′,j′ if j > j
′; or j = j′ and i < i′. Let k[Xλ] be a polynomial ring on the
set of variables Xλ over a field k, graded by deg(xi,j) = 1, and let Qa :=
∑n
i=1〈Xi〉
ai+1 be a monomial
ideal of k[Xλ], where 〈Xi〉
∞ = 0. A colored quotient ring of type a and composition λ is the quotient
ring W := k[Xλ]/Qa.
Colored quotient rings include both colored squarefree rings and Clements-Lindstro¨m rings. Specifi-
cally, a colored squarefree ring is a colored quotient ring of type (1, . . . , 1) and composition (λ1, . . . , λn)
satisfying λ1 ≥ · · · ≥ λn, while a Clements-Lindstro¨m ring is a colored quotient ring of composi-
tion (1, . . . , 1) and type (a1, . . . , an) satisfying a1 ≤ · · · ≤ an. Our first main result is the following
characterization of all possible Macaulay-Lex colored quotient rings.
Theorem 1.2. A colored quotient ring of type a = (a1, . . . , an) and composition λ = (λ1, . . . , λn) is
Macaulay-Lex if and only if (at least) one of the following conditions hold:
(i) a = (1, . . . , 1, ar+1, . . . , an), λ = (λ1, . . . , λr, 1, . . . , 1) and ar+1 ≤ · · · ≤ an for some integer r
satisfying 0 ≤ r ≤ n.
(ii) a1 ≤ · · · ≤ an and λi = 1 for all i 6= 1.
In particular, the case a = (1, . . . , 1) extends Mermin-Murai’s work [19] and says k[Xλ]/Q(1,...,1) is
Macaulay-Lex for every composition, not just for compositions satisfying λ1 ≥ · · · ≥ λn. In contrast,
the condition a1 ≤ · · · ≤ an on Clements-Lindstro¨m rings is necessary for the Macaulay-Lex property to
hold. Remarkably, we also get new Macaulay-Lex rings that are ‘hybrids’ of both Clements-Lindstro¨m
rings and colored squarefree rings, thereby simultaneously generalizing both the Clements-Lindstro¨m
theorem [6] and the Frankl-Fu¨redi-Kalai theorem [10].
Let a = (a1, . . . , an) be an n-tuple of positive integers. An a-colored complex is a simplicial complex
∆ on a non-empty vertex set V , together with an ordered partition (V1, . . . , Vn) of V , such that every
face F of ∆ satisfies |F ∩ Vi| ≤ ai. If we treat each Vi as the set of vertices with the ‘i-th color’, then
every face of ∆ has at most ai vertices of the i-th color. This generalizes the usual notion of colored
complexes that many authors use, which coincides with our definition of (1, . . . , 1)-colored complexes.
The notion of a-colored multicomplexes can be defined similarly; see Section 6 for the definitions of
relevant terminology. The Frankl-Fu¨redi-Kalai theorem [10] tells us that for every (1, . . . , 1)-colored
complex, there exists a “reverse-lexicographic” (1, . . . , 1)-colored complex with the same f -vector. Our
next result shows that an analogous statement does not hold for a-colored complexes or multicomplexes
when n > 1 and a 6= (1, . . . , 1).
Theorem 1.3. Let a = (a1, . . . , an) be an n-tuple of positive integers. The following are equivalent:
(i) For every a-colored complex (resp., multicomplex), there exists a reverse-lexicographic a-colored
complex (resp., multicomplex) with the same f -vector.
(ii) Either n = 1, or a = (1, . . . , 1).
The rest of the paper is organized as follows. In Section 2, we fix our notation and study basic
properties of Macaulay-Lex rings that we need. Sections 3–5 deal with the proof of Theorem 1.2. In
Section 6, we study the f -vectors of generalized colored multicomplexes with arbitrarily prescribed
maximum possible degrees of its variables, and prove Theorem 1.3 as a special case of Theorem 6.8.
Finally, in Section 7, we conclude our paper with further remarks.
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2. Macaulay-Lex rings
We begin by fixing our notation and terminology. Let N and P denote the non-negative integers and
positive integers respectively, and for convenience, let N = N ∪ {∞}, P = P ∪ {∞}. For n ∈ P and
a = (a1, . . . , an), b = (b1, . . . , bn) in N
n
, define [n] := {1, . . . , n}, let |a| := a1 + · · · + an, and write
a ≤ b if ai ≤ bi for all i ∈ [n]. We use the convention that a < b means a ≤ b and a 6= b, and we set
[0] := ∅. For brevity, let δn, 1n and ∞n denote the n-tuples (0, . . . , 0, 1), (1, . . . , 1) and (∞, . . . ,∞)
respectively. [Note: |δn| = 1.]
Throughout this paper, S := k[x1, . . . , xn] is a standard graded polynomial ring on n variables
(n ∈ P) over a field k, and we fix a linear order x1 > · · · > xn on its variables. Given a subset
X ⊆ {x1, . . . , xn} and a monomial m = x
α1
1 · · · x
αn
n in S, each integer αi is called the exponent of xi
in m, and we define mX :=
∏
xi∈X
xαii . The support of m, denoted by supp(m), is the set of variables
{xi : αi 6= 0}. If Y is a set of elements in S, write 〈Y 〉 to mean the ideal generated by Y , and write
Spank(Y ) to mean the k-vector space spanned by Y . For any k-vector space U ⊆ S, write {U} to
mean the set of monomials in U .
Let Γ be a set of monomials in S of degree d ∈ N. The lex (lexicographic) order ≤ℓex on Γ induced
by the linear order x1 > · · · > xn is given by x
α1
1 · · · x
αn
n <ℓex x
β1
1 · · · x
βn
n if and only if αi < βi for
the smallest i ∈ [n] such that αi 6= βi. Define the revlex (reverse-lexicographic) order ≤rℓ on Γ by
m <rℓ m
′ ⇔ m >ℓex m
′ for all m,m′ ∈ Γ. Note in particular that x1 <rℓ · · · <rℓ xn is the reverse
of the fixed linear order on the variables. Given any subset Γ′ ⊆ Γ, we say Γ′ is a lex-segment (resp.,
revlex-segment) set in Γ if m ∈ Γ′ ⇒ m′ ∈ Γ′ for all m′ >ℓex m (resp., m
′ >rℓ m) in Γ.
Suppose R =
⊕
d∈NRd := S/M for some monomial ideal M ⊆ S. Without ambiguity, identify the
monomials in {R} with the monomials in {S}\{M} in the natural way, so that previously defined
notions (lex order, lex-segment, etc.) make sense on subsets of {Rd} for any d ∈ N. An Rd-monomial
space is a k-vector space A spanned by some subset of the monomials in {Rd}, and we say A is lex-
segment (resp., revlex-segment) if it is spanned by a lex-segment (resp., revlex-segment) set in {Rd}.
A lex ideal of R is a (graded) monomial ideal L =
⊕
d∈N Ld of R such that each Ld is lex-segment.
Given a graded R-module T =
⊕
d∈N Td, the Hilbert function of T is the map H(T,−) : N → N given
by d 7→ dimk Td. Recall that we say R is a Macaulay-Lex ring (or equivalently, M is a Macaulay-Lex
ideal) if for every graded ideal I of R, there exists a lex ideal L of R such that H(I, d) = H(L, d) for
all d ∈ N.
Given d ∈ P and a subset Γ ⊆ {Rd}, we say ∂(Γ) :=
{
m ∈ {Rd−1} : m divides m
′ for some m′ ∈ Γ
}
is the lower shadow of Γ. If A is an Rd-monomial space, then the lower shadow of A, denoted by ∂(A),
is the Rd−1-monomial space spanned by ∂({A}), and the upper shadow of A is the Rd+1-monomial
space R1A spanned by the monomials of the form xim, where xi ∈ R1 and m ∈ {A}. For convenience,
let Lex Rd(A) and Revlex Rd(A) denote the unique lex-segment and revlex-segment Rd-monomial spaces
of dimension |A| respectively, where |A| := dimk(A) is the dimension of A as a k-vector space.
Theorem 2.1. The following are equivalent:
(i) R is a Macaulay-Lex ring.
(ii) |R1(Lex Rd(A))| ≤ |R1A| for all d ∈ N and every Rd-monomial space A.
(iii) ∂(Revlex Rd+1(A)) ⊆ Revlex Rd(∂(A)) for all d ∈ N and every Rd+1-monomial space A.
(iv) For all d ∈ N, the following two conditions hold:
(a) |∂(Revlex Rd+1(A))| ≤ |∂(A)| for every Rd+1-monomial space A; and
(b) the lower shadow of every revlex-segment Rd+1-monomial space is revlex-segment.
Proof. The equivalence (i) ⇔ (ii) is straightforward (see, e.g., [27, Thm. 2.1.7]) and was first proven
by Macaulay [17] for the case R = S. The equivalence (i) ⇔ (iii) was first proven by Clements and
Lindstro¨m [6] for Clements-Lindstro¨m rings, and a proof for arbitrary Macaulay-Lex rings was given
by Shakin [25, Thm. 2.7]. Finally, Engel [8, Prop. 8.1.1] proved (iii) ⇔ (iv). 
Remark 2.2. The converses to the two implications (i) ⇒ (iv)(a) and (i) ⇒ (iv)(b) in Theorem
2.1 are not true. For example, as observed by Shakin [25, Example 2.8], the quotient ring R =
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k[x1, x2]/〈x
3
1, x1x
2
2, x
3
2〉 satisfies (iv)(a), yet this ring is not Macaulay-Lex. Also, we will later show
that colored quotient rings satisfy (iv)(b) (see Proposition 2.4), yet by Theorem 1.2, not every colored
quotient ring is Macaulay-Lex. In contrast, the upper shadow of every lex-segment Rd-monomial space
(for all d ∈ N) is lex-segment; see, e.g., [25, Lem. 2.1] for a proof.
Given an ideal I of S, a lex-plus-I ideal of S is an ideal L′ that can be written as L′ = L + I for
some lex ideal L of S. In particular, if P := 〈xa11 , . . . , x
an
n 〉 for 2 ≤ a1 ≤ · · · ≤ an ≤ ∞, then lex-plus-P
ideals are called lex-plus-powers ideals, and they were first introduced by Evans; see [9].
Theorem 2.3. Let M be a Macaulay-Lex ideal of S.
(i) Every lex-plus-M ideal of S is Macaulay-Lex. In particular, every lex-plus-powers ideal of S is
a Macaulay-Lex ideal.
(ii) If M is non-zero and d > 0 is the minimal degree of the generators of M , then there exists
some i ∈ [n] such that xd−11 xi ∈M .
(iii) If n ≥ 2 and d ∈ N, then the ideal
〈{
m ∈ {k[x2, . . . , xn]} : mx
d
1 ∈ M
}〉
contained in
k[x2, . . . , xn] is Macaulay-Lex.
(iv) If y is an indeterminate, then (S[y])M as an ideal of the polynomial ring S[y] is Macaulay-Lex
with respect to the linear order x1 > · · · > xn > y.
Proof. Statement (i) was independently proven by Shakin [27, Thm. 2.7.2] and Mermin-Peeva [21,
Thm. 5.1]. Statements (ii) and (iii) were first proven by Shakin; see [27, Thm. 2.2.4] and [27, Prop.
2.5.2] respectively. Statement (iv) was independently proven by Shakin [27, Thm. 2.5.1] and Mermin-
Peeva [21, Thm. 4.1]. 
In this paper, we always reserve the notation W =
⊕
d∈NWd to mean a colored quotient ring of
type a ∈ P
n
and composition λ ∈ Pn (as defined in Section 1). In particular, S ∼= k[X1n ]/Q∞n is
a colored quotient ring of type a = ∞n and composition λ = 1n. Recall that the lower shadow of
an arbitrary revlex-segment Rd+1-monomial space is not necessarily revlex-segment. Nevertheless, we
have the following:
Proposition 2.4. Let d ∈ N. If A is a revlex-segment Wd+1-monomial space, then ∂(A) is revlex-
segment.
Proof. For convenience, relabel the variables in Xλ by y1 < y2 < y3 < . . . , so that the linear order on
Xλ is preserved, i.e. y1 = xn,1, y2 = xn−1,1, y3 = xn−2,1, etc. Suppose m is a monomial in ∂(A). Then
there is a yt such that myt is a monomial in A. Without loss of generality, choose the largest possible t
(i.e. the smallest possible yt in the revlex order). Next, choose an arbitrary monomial u inWd such that
u >rℓ m, and write m = y
α1
1 · · · y
αN
N , u = y
β1
1 · · · y
βN
N , where N = max{i : yi divides m or yi divides u}.
To show that ∂(A) is revlex-segment, it suffices to show that u ∈ ∂(A). If there is some i ∈ [t] such
that uyi 6= 0, then yi ≥rℓ yt and u >rℓ m together yield uyi >rℓ myt, so since A is revlex-segment, we
get uyi ∈ A, which implies u ∈ ∂(A), and we are done. Thus, we can assume every i ∈ [t] satisfies
uyi = 0.
Note that myt 6= 0 yields deg(myt) ≤ |a|, hence deg(u) = deg(m) ≤ |a| − 1, and uyj 6= 0 for some
j > t. Choose the smallest possible j, so that uyi = 0 for all i ∈ [j − 1]. Note that j ≤ n, since
otherwise uyi = 0 for all i ∈ [n], which implies deg(uXi) = ai < ∞ for all i ∈ [n]. This would force
deg(m) = deg(u) = |a| and mx = 0 for all x ∈ Xλ, which contradicts the existence of yt. Also, notice
that if we can show uyj ≥rℓ myt, then since A is revlex-segment, we get uyj ∈ A, i.e. u ∈ ∂(A), and
we are done.
Suppose instead uyj <rℓ myt. Let ℓ ∈ [N ] be the largest integer such that αℓ 6= βℓ, and note that
u >rℓ m implies βℓ < αℓ. By the definition of ℓ, it follows from uyj <rℓ myt and j > t that j ≥ ℓ. If
j > ℓ, then we get ℓ ∈ [n], so since βℓ < αℓ, the definition of ℓ implies deg(uXn+1−ℓ) < deg(mXn+1−ℓ),
thus uyℓ 6= 0, which contradicts the minimality of j. Consequently, j = ℓ. This forces βℓ = αℓ−1, since
otherwise βℓ < αℓ − 1 would imply the contradiction uyj = uyℓ >rℓ myt that follows from t < j = ℓ
and the definition of ℓ.
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Now, uyℓ = uyj <rℓ myt, and the exponents of yℓ in both uyℓ and myt are equal, thus there is some
ℓ′ ∈ [ℓ − 1] such that the exponent of yℓ′ in uyℓ is strictly greater than the exponent of yℓ′ in myt. In
particular, this means αℓ′ < βℓ′ . Note that uyi = 0 for all i ∈ [ℓ− 1], so it follows from ℓ ≤ n and the
definition of W that deg(uXn+1−i) = an+1−i < ∞ for all i ∈ [ℓ − 1], thus αi ≤ βi for all i ∈ [ℓ − 1].
Since deg(uyℓ) = deg(myt) and βℓ = αℓ−1, we get
∑
i∈[ℓ−1] βi =
(∑
i∈[ℓ−1] αi
)
+1, so αℓ′ < βℓ′ implies
αi = βi for all i ∈ [ℓ − 1]\{ℓ
′}, and βℓ′ = αℓ′ − 1. Note that ℓ
′ 6= t, since otherwise we would get
uyℓ = myt. Thus deg(uXn+1−ℓ′ ) < deg(mXn+1−ℓ′ ), which implies uyℓ′ 6= 0, therefore contradicting the
minimality of j. 
By combining with Theorem 2.1, we get the following useful corollary.
Corollary 2.5. W is Macaulay-Lex if and only if |∂(RevlexWd+1(A))| ≤ |∂(A)| for all d ∈ N and every
Wd+1-monomial space A.
3. Non-Macaulay-Lex colored quotient rings
LetW be a colored quotient ring of type a = (a1, . . . , an) and composition λ = (λ1, . . . , λn). If there
exists some integer r satisfying 0 ≤ r ≤ n such that ai = 1 for all i ∈ [r], λi = 1 for all i ∈ [n]\[r], and
ar+1 ≤ · · · ≤ an, then we say W is mixed. If a1 ≤ · · · ≤ an and λi = 1 for all i 6= 1, then we say W
is hinged. Note that a Clements-Lindstro¨m ring is both mixed and hinged, while a colored squarefree
ring is mixed. Theorem 1.2 thus asserts that a colored quotient ring is Macaulay-Lex if and only if
it is either mixed or hinged. Our main result for this section is to show that if W is Macaulay-Lex,
then it must be either mixed or hinged. We start by proving a useful necessary condition for W to be
Macaulay-Lex.
Proposition 3.1. If W is Macaulay-Lex, then a1 ≤ · · · ≤ an.
Proof. Assume n > 1, and suppose on the contrary that at > at+1 for some t ∈ [n− 1]. Define the lex
ideal L := 〈{x ∈ Xλ : x > xt,1}〉 ⊆ k[Xλ], and note that Qa is Macaulay-Lex by assumption, hence by
Theorem 2.3(i), the ideal M := Qa + L is a Macaulay-Lex ideal of k[Xλ]. Since
k[Xλ]/M ∼= k[xt,1, x(t+1),1, . . . , xn,1]/〈x
at+1
t,1 , x
a(t+1)+1
(t+1),1 , . . . , x
an+1
n,1 〉,
it follows that 〈xat+1t,1 , x
a(t+1)+1
(t+1),1 , . . . , x
an+1
n,1 〉 is a Macaulay-Lex ideal of k[xt,1, x(t+1),1, . . . , xn,1], whose
generators have minimal degree ≤ at, which then contradicts Theorem 2.3(ii). 
Remark 3.2. Proposition 3.1 was previously known for the case λ = 1n; see [27, Example 2.7.4].
By combining with the Clements-Lindstro¨m theorem [6], we conclude that a colored quotient ring of
composition 1n is Macaulay-Lex if and only if a1 ≤ · · · ≤ an.
Theorem 3.3. If W is Macaulay-Lex, then W is either mixed or hinged.
Proof. Let s := max{i ∈ [n] : λi ≥ 2}. By Proposition 3.1, it suffices to show that if s 6= 1, then ai = 1
for all i ∈ [s]. DefineM ′ := 〈xa1+11,1 , x
a2+1
2,1 , . . . , x
an+1
n,1 〉+〈xs,1, xs,2〉
as+1 ⊆ k[xs,2, x1,1, x2,1, . . . , xn,1]. Note
that Qa is Macaulay-Lex, while L := 〈{x ∈ Xλ : x > xs,2}〉 ⊆ k[Xλ] is a lex ideal, so M := Qa + L is
Macaulay-Lex by Theorem 2.3(i). Since k[Xλ]/M ∼= k[xs,2, x1,1, x2,1, . . . , xn,1]/M
′, it follows that M ′
is Macaulay-Lex.
Next, define the ideal J = 〈xa1+11,1 , x
a2+1
2,1 , . . . , x
an+1
n,1 〉 + 〈x
2
s,1〉 ⊆ k[x1,1, x2,1, . . . , xn,1], which we note
is Macaulay-Lex by Theorem 2.3(iii). This means k[x1,1, x2,1, . . . , xn,1]/J is a Macaulay-Lex colored
quotient ring of type (a1, . . . , as−1, 1, as+1, . . . , an), so Proposition 3.1 yields ai = 1 for all i ∈ [s − 1].
Consequently, M ′ = 〈x21,1, . . . , x
2
(s−1),1〉 + 〈x
as+1
s,1 , . . . , x
an+1
n,1 〉 + 〈xs,1, xs,2〉
as+1. Now, if s > 1, then M ′
has generators of minimal degree 2, and Theorem 2.3(ii) says there is some x ∈ {x1,1, . . . , xn,1}∪{xs,2}
such that xs,2x ∈M
′, thereby forcing x ∈ {xs,1, xs,2} and hence ai = 1 for all i ∈ [s]. 
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4. Mixed or hinged colored quotient rings
In this section, our goal is to prove that if W is either mixed or hinged, then W is Macaulay-Lex,
thereby completing the proof of Theorem 1.2. We begin by introducing the notion of quasi-compression
and describing our proof strategy. In particular, we state a key result (Theorem 4.3) that is necessary
for our proof strategy to work. The proof of Theorem 4.3 requires some preparation, so we postpone
it to Section 5. Using Theorem 4.3, we then complete the proof of Theorem 1.2.
Suppose n > 1. For each t ∈ [n], let Ŝ〈t〉 := k[Xλ −Xt] be a polynomial ring on the set of variables
Xλ−Xt over a field k, and fix the linear order onXλ−Xt induced by the order onXλ given in Definition
1.1. Define the colored quotient ring Ŵ 〈t〉 =
⊕
d∈N Ŵ
〈t〉
d := Ŝ
〈t〉/Q̂
〈t〉
a , where Q̂
〈t〉
a :=
∑
i∈[n]\{t}〈Xt〉
ai+1
is an ideal of Ŝ〈t〉. Note that if W is mixed (resp., hinged), then Ŵ 〈t〉 is mixed (resp., hinged).
Let A be a Wd-monomial space for some d ∈ N. Define ‖A‖(a,λ) :=
∑
m∈{A} ‖m‖(a,λ), where
‖m‖(a,λ) :=
∣∣{m′ ∈ {Wdeg(m)} : m′ ≥rℓ m}∣∣ for each m ∈ {W}. If q is a monomial in W such that
supp(q) ⊆ Xt for some t ∈ [n], then define A[t; q] := Spank({m ∈ {A} : mXt = q}) and A[t; q]/q :=
Spank({
m
q : m ∈ {A[t; q]}}). Also, let q · A
′ := Spank({q ·m : m ∈ {A
′}}) for any Ŵ
〈t〉
d−deg(q)-monomial
space A′. In particular, A[t; q] = q · (A[t; q]/q), and we can write {A} =
⊔
q{A[t; q]}, where the disjoint
union is over all monomials q in W satisfying supp(q) ⊆ Xt for some fixed t ∈ [n].
Definition 4.1. If n > 1 and t ∈ [n], then define the operation Ct on Wd-monomial spaces by
Ct(A) :=
⊕
q∈{W}
supp(q)⊆Xt
q·Revlex
Ŵ
〈t〉
d−deg(q)
(
A[t; q]/q
)
=
⊕
q∈{W}
supp(q)⊆Xt
Spank
({
qm : m ∈
{
Revlex
Ŵ
〈t〉
d−deg(q)
(
A[t; q]/q
)}})
.
It is clear from definition that Ct(A) is a Wd-monomial space satisfying ‖Ct(A)‖(a,λ) ≤ ‖A‖(a,λ) and
|Ct(A)| = |A|. Assuming n > 1, we say A is (Xλ−Xt)-compressed if Ct(A) = A, and we say A is quasi-
compressed if A is (Xλ −Xt)-compressed for all t ∈ [n]. This notion of ‘(Xλ −Xt)-compressed’ agrees
with the notion of A-compression introduced by Mermin [18] (for A = Xλ −Xt). Also, the notion of
quasi-compression coincides with the usual notion of compression in the case λ = 1n (and n > 1); cf.
[21]. However in general, a quasi-compressed Wd-monomial space is not necessarily compressed. For
the special case n = 1, define C1(A) := A, and define A to be always quasi-compressed.
Lemma 4.2. Let d ∈ N. For everyWd-monomial space A, there is a finite sequence t1, . . . , tr of integers
in [n] such that Ctr(Ctr−1(· · · C1(A))) is quasi-compressed. Furthermore, we can choose t1, . . . , tr so that
‖Cti+1(Cti(· · · C1(A)))‖(a,λ) < ‖Cti(· · · C1(A))‖(a,λ) for every pair of consecutive terms ti, ti+1.
Proof. Clearly ‖Ct(A)‖(a,λ) ≤ ‖A‖(a,λ) for each t ∈ [n], with equality holding if and only if Ct(A) =
A. 
To prove that a given colored quotient ring W is Macaulay-Lex, Corollary 2.5 tells us it suffices to
show that for anyWd-monomial space A, there exists a finite sequence A0, A1, . . . , AN ofWd-monomial
spaces starting with A0 = A and ending with AN = RevlexWd(A), such that |∂(Ai)| ≤ |∂(Ai−1)| for
all i ∈ [N ]. By first defining the term A0 = A, we construct such a sequence algorithmically as follows:
Step i: Ai−1 is already defined; Ai is not yet defined.
if Ai−1 is not quasi-compressed then
Choose some t ∈ [n] such that ‖Ai−1‖(a,λ) > ‖Ct(Ai−1)‖(a,λ). Set Ai = Ct(Ai−1).
else (i.e. Ai−1 is quasi-compressed)
if there exists a Wd-monomial space A
′ such that |A′| = |Ai−1|, ‖A
′‖(a,λ) < ‖Ai−1‖(a,λ), and
|∂(A′)| ≤ |∂(Ai−1)| then
Choose any such A′ and set Ai = A
′.
else
Terminate algorithm.
end if
end if
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This algorithm is well-defined by Lemma 4.2. Also, note that ‖A0‖(a,λ) > ‖A1‖(a,λ) > . . . > ‖AN‖(a,λ)
by construction. To guarantee AN = RevlexWd(A) and |∂(Ai)| ≤ |∂(Ai−1)| for all i ∈ [N ], we need to
show the following:
(i) Every Wd-monomial space A satisfies |∂(Ct(A))| ≤ |∂(A)| for all t ∈ [n].
(ii) If A is a quasi-compressed Wd-monomial space, then either A is revlex-segment, or there exists
some Wd-monomial space A
′ such that |A′| = |A|, ‖A′‖(a,λ) < ‖A‖(a,λ), and |∂(A
′)| ≤ |∂(A)|.
In general, we can find pairs (a,λ) such that at least one of these two statements does not hold. This
is expected, since Theorem 3.3 says W is Macaulay-Lex only if W is either mixed or hinged. In the
case when W is either mixed or hinged, we have the following key result:
Theorem 4.3. Let d ∈ P, n > 1, and a ∈ Pn. Suppose W is either mixed or hinged. If A is a
non-empty quasi-compressed Wd-monomial space that is not revlex-segment, then there exists some
Wd-monomial space A
′ satisfying |A′| = |A|, ‖A′‖(a,λ) < ‖A‖(a,λ), and |∂(A
′)| ≤ |∂(A)|.
Remarkably, the condition that W is either mixed or hinged is not just necessary, but crucial as
well. Our proof of Theorem 4.3 is purely combinatorial and uses the combinatorial structure of mixed
and hinged colored quotient rings in a fundamental way. This proof requires some preparation, so we
postpone it to Section 5. Note that Theorem 4.3, together with the preceding discussion, implies the
following result.
Corollary 4.4. Let d ∈ P, n > 1, and a ∈ Pn. Suppose W is either mixed or hinged. If |∂(Ct(A))| ≤
|∂(A)| for all t ∈ [n], d ∈ P, and every Wd-monomial space A, then W is Macaulay-Lex.
Finally, we prove the following theorem, after which we complete the proof of Theorem 1.2.
Theorem 4.5. Let n, d ∈ P, a ∈ Pn, suppose W is either mixed or hinged, and let A be a Wd-monomial
space. Then the following two statements hold:
(i) |∂(RevlexWd(A))| ≤ |∂(A)|.
(ii) |∂(Ct(A))| ≤ |∂(A)| for all t ∈ [n].
Proof. We will prove (i) and (ii) simultaneously by induction on n. For the base case n = 1, (i) is an
easy consequence of Macaulay’s theorem (cf. Lemma 6.7), while (ii) is trivially true. Assume n > 1,
fix some t ∈ [n], and let Aˆ := ∂(A). For brevity, let Γ be the set of all monomials q in W satisfying
supp(q) ⊆ Xt. Next, define B := Spank({Wd}\{Ct(A)}) and Bˆ := Spank({Wd−1}\{Ct(Aˆ)}).
We claim that x · Bˆ ⊆ B for all x ∈ Xλ. If this claim is true, then ∂(Ct(A)) ⊆ Ct(Aˆ), which implies
|∂(Ct(A))| ≤ |Ct(Aˆ)| = |Aˆ| = |∂(A)|, i.e. (ii) is true, thus (i) follows from Corollary 4.4, and we are
done. For each q ∈ Γ of degree r, define
D[q] := Spank
(
{Ŵ
〈t〉
d−r} − {Revlex Ŵ 〈t〉
d−r
(A[t; q]/q)}
)
;
Dˆ[q] := Spank
(
{Ŵ
〈t〉
d−r−1} − {Revlex Ŵ 〈t〉
d−r−1
(Aˆ[t; q]/q)}
)
;
I [q] := Spank
(( ⊔
j≥d−r−1
{Ŵ
〈t〉
j }
)
−
(
(A[t; q]/q) ⊔ (Aˆ[t; q]/q)
))
.
Note that B =
⊕
q∈Γ(q ·D
[q]) and Bˆ =
⊕
q∈Γ(q · Dˆ
[q]). Consequently, to prove the claim, it suffices to
show that xq · Dˆ[q] ⊆ B for all x ∈ Xλ and all q ∈ Γ.
Given q ∈ Γ, note that I [q] =
⊕
j∈N I
[q]
j is a graded monomial ideal of Ŵ
〈t〉. By induction hypothesis,
|∂(Revlex
Ŵ
〈t〉
j
(A′))| ≤ |∂(A′)| for all j ∈ P and every Ŵ
〈t〉
j -monomial space A
′, so Ŵ 〈t〉 is Macaulay-Lex
by Corollary 2.5, i.e. there is a lex ideal L[q] =
⊕
j∈N L
[q]
j in Ŵ
〈t〉 with the same Hilbert function as I [q].
Let r = deg(q), and note that L
[q]
d−r−1 = Dˆ
[q] and L
[q]
d−r = D
[q] by definition. Thus if x ∈ Xλ−Xt, then
xq · Dˆ[q] ⊆ q ·D[q] ⊆ B. Suppose instead x ∈ Xt, and assume without loss of generality that xq 6= 0.
Since I :=
⊕
q∈Γ(q · I
[q]) is a monomial ideal of W , we have x(q · I [q]) ⊆ xq · I [xq], thus I [q] ⊆ I [xq],
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and in particular, |Dˆ[q]| = |I
[q]
d−r−1| ≤ |I
[xq]
d−r−1| = |D
[xq]|. Now, Dˆ[q] and D[xq] are lex-segment Ŵ
〈t〉
d−r−1-
monomial spaces by construction, so Dˆ[q] ⊆ D[xq], therefore xq · Dˆ[q] ⊆ xq ·D[xq] ⊆ B. 
Proof of Theorem 1.2. In view of Corollary 2.5, Theorem 3.3 and Theorem 4.5, we are left to show
that if n > 1, a ∈ P
n
satisfies ai = ∞ for some i ∈ [n], and W is either mixed or hinged, then W is
Macaulay-Lex. (Note that the case n = 1, a = (∞) is identically Macaulay’s theorem.) Given such
a ∈ P
n
and W , fix some d ∈ P and define b = (b1, . . . , bn) ∈ P
n by bi = min{ai, d + 1} for each
i ∈ [n]. Since W is either mixed or hinged, the colored quotient ring k[Xλ]/Qb is also either mixed
or hinged, so we know k[Xλ]/Qb is Macaulay-Lex. Since {Wd} = {(k[Xλ]/Qb)d}, Corollary 2.5 yields
|∂(RevlexWd(A))| ≤ |∂(A)| for every Wd-monomial space A. This is true for all d ∈ P, therefore W is
Macaulay-Lex by Corollary 2.5.
5. Proof of Theorem 4.3
Throughout this section, let d ∈ P, n > 1, a ∈ Pn, and let A be a non-empty quasi-compressed
Wd-monomial space that is not revlex-segment. Assume that W is either mixed or hinged. Recall that
W is mixed if there is some integer r satisfying 0 ≤ r ≤ n such that ai = 1 for all i ∈ [r], λi = 1 for
all i ∈ [n]\[r], and ar+1 ≤ · · · ≤ an, while W is hinged if a1 ≤ · · · ≤ an and λi = 1 for all i 6= 1. The
purpose of this section is to prove Theorem 4.3, i.e. we will prove the existence of some Wd-monomial
space A′ satisfying |A′| = |A|, ‖A′‖(a,λ) < ‖A‖(a,λ), and |∂(A
′)| ≤ |∂(A)|.
Note that such a Wd-monomial space A
′ does not necessarily exist if W is neither mixed nor hinged.
Furthermore, already in the case when W is mixed, Theorem 4.3 would simultaneously imply both the
Clements-Lindstro¨m theorem [6] and the Frankl-Fu¨redi-Kalai theorem [10], so any proof of Theorem
4.3 must necessarily contain the “difficult” parts of any proofs of these two classic theorems. A quick
look at the existing proofs of these two theorems would convince the reader that a long list of lemmas
is expected, thus it should not come as a surprise that our proof of Theorem 4.3 is indeed quite long
and is accompanied by eight lemmas.
We first introduce some auxillary notation. For each x ∈ Xλ, let τ(x) be the unique integer in [n]
such that x ∈ Xτ(x), and let τˆ(x) be the unique integer in [λτ(x)] such that x = xτ(x),τˆ(x). If X
′ ⊆ Xλ,
then let max≤rℓ X
′ be the largest element of X ′ in the revlex order, and define min≤rℓ X
′ analogously.
Given a monomial m in W , define σ(m) := {τ(x) : x ∈ supp(m)} ⊆ [n]. Whenever we say m is the
largest (or smallest) monomial satisfying certain conditions, it is always with respect to the revlex
order. If deg(m) = d and m is not the smallest monomial in Wd, then there is some monomial m
†
in Wd such that m covers m
† in the revlex order, i.e. there does not exist any m′ ∈ {Wd} satisfying
m >rℓ m
′ >rℓ m
†. Such a monomial m† is uniquely determined by m, and we reserve the superscript
‘†’ for this cover relation.
Let p be the smallest monomial in Wd satisfying p 6∈ A and p
† ∈ A. For each x ∈ Xλ, let ρ(x) be the
largest divisor of p whose support is contained in {x′ ∈ Xλ : x
′ >rℓ x}. Let y0 := max≤rℓ(supp(p)), and
inductively define yi = y
†
i−1 for i ≥ 1. Let j be the unique integer in [d] such that y
aτ(yi)
i divides p for
every i ∈ [j−1] (if any), and y
aτ(yj)
j does not divide p. Let z := max≤rℓ
{
x ∈ Xλ : x ≤rℓ yj,
p
ρ(x) ·x 6= 0
}
,
let p0 := ρ(z), and observe that z is well-defined since p is not the smallest monomial in Wd. In fact,
the definition of the revlex order tells us that p† is the largest monomial in Wd divisible by
p
p0
· z. This
means we can factorize p† = pp0 · z · p˜0, where p˜0 is the largest monomial of W of degree deg(p0) − 1
such that pp0 · z · p˜0 6= 0. For any variables y, y
′ ∈ Xλ that divide p˜0, the maximality of p˜0 tells us that
τ(y) = τ(y′) if and only if y = y′, thus supp(p˜0) = {xi,1 : i ∈ σ(p˜0)}.
Suppose m is a monomial in {Wd}\{A} such that m ≥rℓ p. If ∂({m}) ⊆ {∂(A)}, then by letting
A′ := Spank(({A}\{p
†})∪ {m}), we get |∂(A)| ≥ |∂(A′)| and we are done. So for each such m, assume
henceforth that ∂({m}) 6⊆ {∂(A)}, and define the (non-empty) set Γm := {x ∈ supp(m) :
m
x 6∈ {∂(A)}}.
Next, let pmin be the smallest monomial in A, and let q be any monomial in Wd satisfying pmin ≤rℓ
q ≤rℓ p
†. The minimality of p implies q ∈ A, so since A is quasi-compressed and n > 1, the fact that
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p 6∈ A forces pXt 6= qXt for all t ∈ [n]. In particular, when q = p
†, the factorization p† = pp0 · z · p˜0
implies σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n].
Lemma 5.1. {i ∈ [n] : ai = 1} ⊆ σ(p0) ∪ σ(z).
Proof. Suppose not, then since σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n], there exists some t ∈ [n] such that at = 1
and t ∈ σ(p˜0) ∩
(
[n]\(σ(p0) ∪ σ(z))
)
. Note that supp(p˜0) = {xi,1 : i ∈ σ(p˜0)} implies xt,1 divides p˜0,
so the factorization p† = pp0 · z · p˜0 gives us
p
p0
· xt,1 6= 0. Choose some y ∈ Γp. Since t 6∈ σ(p0), we
thus get py · xt,1 6= 0, hence
p
y · xt,1 6∈ A by the definition of Γp. Next, write m :=
p
y · xt,1. We check
that min≤rℓ{y, z} is the smallest variable whose exponents in p
† = pp0 · z · p˜0 and m are different, so
the definition of the revlex order yields p† <rℓ m. Now, at = 1 implies mXt = (p
†)Xt = xt,1, so since
m 6∈ A, we get Ct(A) 6= A, which contradicts the assumption that A is quasi-compressed. 
Lemma 5.2. Let m,m′ be monomials in Wd such that m
′ = mx ·x
′ for some x ∈ supp(m) and x′ ∈ Xλ
satisfying x′ ≥rℓ x. If n > 2 and m ∈ A, then m
′ ∈ A.
Proof. If n > 2, then we can find some t ∈ [n], distinct from τ(x) and τ(x′), such that mXt = m
′
Xt
.
Since x′ ≥rℓ x implies m
′ ≥rℓ m, it then follows from the assumption Ct(A) = A that m ∈ A implies
m′ ∈ A. 
Lemma 5.3. If n > 2 and an 6= 1, then
p
p0
·z ·xn,1 divides every q ∈ {Wd} satisfying pmin ≤rℓ q ≤rℓ p
†.
Proof. Let p′0 be the smallest monomial inW of degree deg(p0)−1, whose support is contained in ρ(z),
such that pp0 ·z ·p
′
0 6= 0. Clearly such a monomial p
′
0 exists, since p˜0 is the largest monomial satisfying the
same properties. We first show that pp0 ·z ·p
′
0 6∈ A. Note that
p
p0
·z ·p′0 ≤rℓ
p
p0
·z · p˜0 = p
† <rℓ p =
p
p0
·p0,
hence z ·p′0 <rℓ p0. Let v1 ≤rℓ v2 ≤rℓ · · · ≤rℓ vdeg(p0) = y0 be the deg(p0) uniquely determined variables
such that p0 = v1v2 · · · vdeg(p0). Similarly, let z = v
′
1 ≤rℓ v
′
2 ≤rℓ · · · ≤rℓ v
′
deg(p0)
be the deg(p0) uniquely
determined variables such that z · p′0 = v
′
1v
′
2 · · · v
′
deg(p0)
. The minimality of p′0 implies v
′
i ≤ vi for each
i ∈ [deg(p0)], so since p 6∈ A, the repeated use of Lemma 5.2 yields
p
p0
· z · p′0 6∈ A as claimed.
Consequently, the minimality of pmin implies pmin >rℓ
p
p0
· z · p′0, so in particular,
p
p0
· z divides every
monomial q in Wd satisfying pmin ≤rℓ q ≤rℓ p
†, and we can factorize each such q by q = pp0 · z · q˜, where
q˜ is a monomial in W of degree deg(p0)− 1 satisfying supp(q˜) ⊆ {x ∈ Xλ : x >rℓ z}.
Suppose we can choose some q that is not divisible by xn,1. Since an 6= 1 implies λn = 1, we get
qXn = 1, thus pXn 6= 1, i.e. xn,1 divides p. Let b = deg(pXn) (i.e. pXn = x
b
n,1 = y
b
0), and note
that b ≤ deg(p0). Let q
′ be the largest degree b divisor of q. If b < deg(p0), then q
′ divides q˜, hence
p
p0
· z · q˜q′ · x
b
n,1 is a monomial in Wd satisfying pmin ≤rℓ
p
p0
· z · q˜q′ · x
b
n,1 <rℓ p, so
p
p0
· z · q˜q′ · x
b
n,1 ∈ A,
which gives the contradiction ( pp0 · z ·
q˜
q′ · x
b
n,1)Xn = pXn = x
b
n,1. Therefore, the equality b = deg(p0)
must hold, i.e. p0 = x
b
n,1, which forces p˜0 = x
b−1
n,1 . However, the fact that σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n]
would contradict the assumption n > 2. 
Lemma 5.4. If p 6= p0, then W is hinged, a1 6= 1, and τ(z) = 1.
Proof. Suppose there exists some y ∈ supp( pp0 ). The definition of p0 tells us that z is strictly smaller
than every variable in supp(p0) or supp(p˜0), so σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n] implies y ≤rℓ z ≤rℓ x1,1. If
a1 = 1, then whether W is mixed or hinged, it follows from y ≤rℓ x1,1 that aτ(y) = 1, which forces the
contradiction pXτ(y) = (p
†)Xτ(y) = y. Thus a1 6= 1, therefore W is hinged and τ(z) = 1. 
Lemma 5.5. If an 6= 1 and x
an
n,1 divides p, then p0 = x
an
n,1, z = xn−1,1, and n = 2.
Proof. Clearly if xann,1 divides p, then x
an
n,1 divides p0. Furthermore, if deg(p0) > an, then deg(p˜0) ≥ an,
which yields the contradiction pXn = (p
†)Xn = x
an
n,1, where the last equality follows from the fact that
an 6= 1 implies λn = 1. Thus p0 = x
an
n,1. Next, we show that z = xn−1,1. Suppose instead z <rℓ xn−1,1,
then by the maximality of z, we get deg(pXn−1) = an−1, so the definition of j forces λn−1 > 1. Also,
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since n − 1 6∈ σ(p0) implies
p
p0
6= 1, Lemma 5.4 yields W is hinged, thus n = 2 in this case, and
by the maximality of z, the largest variable in supp(pXn−1) = supp(pX1) must divide p0, which is a
contradiction. Therefore z = xn−1,1, and so p˜0 = x
an−1
n,1 . Finally, since σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n], we
get n = 2. 
Lemma 5.6. If y ∈ Γp, then either τ(y) = τ(z) or aτ(y) > 1.
Proof. Assume there is some y ∈ Γp such that τ(y) 6= τ(z) and aτ(y) = 1. Note that
p
y · xτ(y),1 is a
monomial in {Wd}\{A} that satisfies
p
y · xτ(y),1 ≥rℓ p
†. This implies τ(y) 6∈ σ(p˜0), since otherwise
aτ(y) = 1 forces
(p
y · xτ(y),1
)
Xτ(y)
= (p†)Xτ(y) = xτ(y),1, which contradicts the assumption that A is
quasi-compressed.
Next, we show that {i ∈ [n] : ai = 1} 6= [n]. Suppose not, then by Lemma 5.1, either (i): σ(p0) = [n],
τ(z) ∈ σ(p0), and deg(p0) = n; or (ii): σ(p0) = [n]\σ(z), τ(z) 6∈ σ(p0), and deg(p0) = n − 1. Note
that p = p0 for both cases. In case (i), the definition of p˜0 yields deg(p˜0) = n − 1 and τ(z) 6∈ σ(p˜0),
so it follows from τ(y) 6∈ σ(p˜0) that τ(y) = τ(z), which is a contradiction. In case (ii), note that if
τˆ(z) = 1, then z = x1,1 and p = x2,1 . . . xn,1, which contradict the assumptions that pXn 6= (p
†)Xn and
∂({p}) 6⊆ {∂(A)} when n > 2 and n = 2 respectively. Hence τˆ(z) > 1, and py · xτ(z),1 is a monomial
in {Wd}\{A} that satisfies
p
y · xτ(z),1 >rℓ p
†. Since τ(y) 6∈ σ(p˜0), we then get the contradiction( p
y · xτ(z),1
)
Xτ(y)
= (p†)Xτ(y) = 1.
Thus, {i ∈ [n] : ai = 1} 6= [n] as claimed, and in particular, whether W is mixed or hinged, we must
have an 6= 1 and λn = 1. It is easy to see that x
an
n,1 divides p, since otherwise
p
y · xn,1 is a monomial in
{Wd}\{A} that satisfies
p
y · xn,1 ≥rℓ p
†, which gives the contradiction
( p
y · xn,1
)
Xτ(y)
= (p†)Xτ(y) = 1.
Consequently, Lemma 5.5 yields p0 = x
an
n,1, z = xn−1,1, and n = 2, so the assumption aτ(y) = 1 forces
an−1 = a1 = 1, τ(y) = 1, and y ∈ supp(
p
p0
). Yet, the existence of y implies p 6= p0, which contradicts
Lemma 5.4. 
Lemma 5.7. Suppose Γp contains a unique element z
′, and suppose {i ∈ [n] : ai = 1} = [n]. If m is a
monomial in Wd that is divisible by
p
z′ and satisfies m ≥rℓ p, then |∂({m}) − ∂({A})| = 1.
Proof. From the assumption {i ∈ [n] : ai = 1} = [n], Lemma 5.6 tells us τ(z
′) = τ(z), while Lemma
5.4 gives us p = p0, hence τ(z
′) ∈ σ(p0), and Lemma 5.1 yields σ(p) = σ(p0) = [n], which forces d = n.
Write p′ = pz′ and fix some monomialm = p
′·y′ inWd, where y
′ ∈ Xλ satisfies y
′ ≥rℓ z
′. Note that d = n
implies τ(y′) = τ(z′). The case supp(m) = {y′} is trivial, so assume not, and fix some y ∈ supp(m) such
that y 6= y′. In particular, y 6= y′ implies τ(y) 6= τ(y′). Clearly y ∈ supp(p′), so since aτ(z′) = 1 means
z′ does not divide p′, we get y 6= z′, hence the uniqueness of z′ yields py ∈ ∂(A). Consequently, the fact
that A is quasi-compressed implies p˜ := py · xτ(y),1 ∈ {A}. To prove this lemma, we have to show that
m
y ∈ ∂(A). Note that
m
y =
p′·y′
y =
p
z′y · y
′ (where pz′y is a monomial), thus
m
y · xτ(y),1 =
p˜
z′ · y
′ ∈ {Wd}.
Now since p˜ ∈ {A}, y′ ≥rℓ z
′, τ(y′) = τ(z′), and since A is quasi-compressed, we get my · xτ(y),1 ∈ {A},
i.e. my ∈ ∂(A). 
Lemma 5.8. If n > 2 and an 6= 1, then there exists a monomial m˜ ∈ Wd not contained in A, such
that m˜ ≥rℓ p and Γm˜ = {xn,1}.
Proof. Fix some y ∈ Γp. Since n > 2, an 6= 1 and hence λn = 1, it follows from Lemma 5.5 that
xann,1 does not divide p, thus
p
y · xn,1 and m0 :=
p
y0
· xn,1 are monomials in Wd. The definition of Γp
implies py · xn,1 6∈ A, so Lemma 5.2 yields m0 6∈ A, which in particular means xn,1 ∈ Γm0 . Write
b0 := deg((m0)Xn), b := min{an,deg(p0) − 1}, and note that (p
†)Xn = x
b
n,1 by construction, so
(m0)Xn 6= (p
†)Xn implies b0 6= b.
If y0 = xn,1, then m0 = p, so x
b0
n,1 divides p0, which implies b0 ≤ min{an,deg(p0)}. Also, we either
have deg(p0)−1 ≥ an, or b0 < deg(p0), since otherwise we would get p0 = x
b0
n,1, which forces p˜0 = x
b0−1
n,1 ,
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and the fact that σ(p0) ∪ σ(z) ∪ σ(p˜0) = [n] would then contradict the assumption n > 2. Thus, in
either case, it follows from b0 6= b that 1 ≤ b0 < b. If instead y0 6= xn,1, then since Lemma 5.3 yields
b 6= 0, we get 1 = b0 < b. Consequently, whether y0 = xn,1 or y0 6= xn,1, we always have 1 ≤ b0 < b.
Now if Γm0 = {xn,1}, then m˜ = m0 is our desired monomial. If not, then let v0 be the largest variable
in Γm0\{xn,1} and define m1 :=
m0
v0
· xn,1, which is a monomial in Wd with (m1)Xn = x
b0+1
n,1 . Since
m0 6∈ A, Lemma 5.2 tells us that m1 6∈ A, so it follows from m1 >rℓ m0 >rℓ p
† that (m1)Xn 6= (p
†)Xn ,
i.e. b0 + 1 < b. In general, if Γmi 6= {xn,1} and b0 + i < b for some i, then we let vi be the largest
variable in Γmi\{xn,1} (which is well-defined since Γmi is non-empty) and define mi+1 :=
mi
vi
· xn,1,
which is a monomial in Wd with (mi+1)Xn = x
b0+i+1
n,1 . The same argument as before gives mi+1 6∈ A
and b0 + i+ 1 < b. Repeat this process until we get some integer i
′ < b− b0 such that Γmi′ = {xn,1}.
Then m˜ = mi′ is our desired monomial. 
Proof of Theorem 4.3. Consider three cases (i): {i ∈ [n] : ai = 1} = [n]; (ii) {i ∈ [n] : ai = 1} 6= [n],
n > 2; and (iii): {i ∈ [n] : ai = 1} 6= [n], n = 2.
Case (i): Suppose {i ∈ [n] : ai = 1} = [n], then Lemma 5.6 tells us Γp contains a unique element
z′, which satisfies τ(z′) = τ(z). Lemma 5.4 implies p = p0, thus τ(z
′) ∈ σ(p0), and Lemma 5.1 gives
σ(p) = σ(p0) = [n], which implies d = n. Let y˜ := max≤rℓ(supp(pmin)) and q˜ :=
pmin
y˜ ∈ ∂({A}). Note
that z = min≤rℓ(supp(p
†)), so since pmin ≤rℓ p
†, we get min≤rℓ(supp(q˜)) ≤rℓ z, thus q˜ 6=
p
z′ . Define the
sets of monomials A′ :=
{
m ∈ {Wd} : m ≥rℓ p,
p
z′ divides m
}
and A′′ :=
{
m ∈ {A} : q˜ divides m
}
.
For each variable x ∈ Xλ, recall that τˆ(x) is the unique integer in [λτ(x)] satisfying x = xτ(x),τˆ(x). Since
d = n and A is quasi-compressed, we get |A′| = τˆ(z′) and |A′′| = τˆ(y˜).
Next, we show |A′| ≥ |A′′|. Suppose instead τˆ(z′) < τˆ(y˜). Since p = p0 and aτ(z′) = 1, the maximality
of z gives τˆ(z′) = τˆ(z)−1, so τˆ(z) ≤ τˆ(y˜). If τ(y˜) 6= τ(z), then d = n implies min≤rℓ(supp(pmin)) ≤rℓ z,
with equality holding if and only if σ(pmin) = [n] and τˆ(x) = τˆ(z) for all x ∈ supp(pmin). If τ(y˜) = τ(z),
then y˜ ≤rℓ z, and d = n ≥ 2 implies min≤rℓ(supp(pmin)) <rℓ max≤rℓ(supp(pmin)) ≤rℓ z. In either case,
pmin ≤rℓ
p
z′ ·z <rℓ p, hence
p
z′ ·z ∈ A, which yields the contradiction (
p
z′ ·z)Xt = pXt for all t ∈ [n]\{τ(z)}.
Now let A := ({A} ∪ A′)\A′′, and note that |A| = |A| + |A′| − |A′′| ≥ |A|. Let A′ be the Wd-
monomial space spanned by the |A| largest monomials in A, and observe that ‖A′‖(a,λ) < ‖A‖(a,λ)
by construction. Finally, Lemma 5.7 tells us that ∂(A′) − ∂({A}) =
{ p
z′
}
, so since q˜ 6= pz′ , we get
|∂(A′)| ≤ |∂(A)| + 1− 1 = |∂(A)|, and we are done with this case.
Case (ii): Suppose instead {i ∈ [n] : ai = 1} 6= [n] and n > 2. Note that an 6= 1, so Lemma 5.8
tells us there exists a monomial m˜ in Wd not contained in A, such that m˜ ≥rℓ p and Γm˜ = {xn,1}.
This means xn,1 divides m˜, and ∂({A}∪{m˜}) =
(
∂({A})
)
∪
{
m˜
xn,1
}
. Lemma 5.3 says xn,1 divides pmin,
so the minimality of pmin yields
pmin
xn,1
6∈ ∂
(
{A}\{pmin}
)
. Furthermore, Lemma 5.3 also tells us pp0 · z
divides pmin, so it follows from m˜ ≥rℓ p =
p
p0
· p0 that the exponents of z in pmin and m˜ are different.
Consequently, pminxn,1 6=
m˜
xn,1
, thus ∂
(
({A}\{pmin}) ∪ {m˜}
)
⊆
(
(∂({A})\
{ pmin
xn,1
})
∪
{
m˜
xn,1
}
. Therefore, if
A′ := Spank
(
({A}\{pmin})∪{m˜}
)
, then we have |A′| = |A|, ‖A′‖(a,λ) < ‖A‖(a,λ), and |∂(A
′)| ≤ |∂(A)|.
Case (iii): Finally, consider the case {i ∈ [n] : ai = 1} 6= [n] and n = 2. Equivalently, we have
the conditions a1 ≤ a2, a2 > 1, and λ2 = 1. It is an easy consequence of Macaulay’s theorem that
Q(a1) = 〈X1〉
a1+1 is a Macaulay-Lex ideal of k[X1] with respect to the linear order x1,1 < · · · <
x1,λ1 on its variables (cf. Lemma 6.7), hence the colored quotient ring k[Xλ]/Q(a1,∞) is Macaulay-
Lex by Theorem 2.3(iv). If d ≤ a2, then Wd = (k[Xλ]/Q(a1,∞))d, which implies RevlexWd(A) =
Revlex (k[Xλ]/Q(a1,∞))d
(A), so Corollary 2.5 yields |∂(RevlexWd(A))| ≤ |∂(A)|, and we are done by
letting A′ = RevlexWd(A).
Assuming a2 < d ≤ a1+ a2, it follows from a1 ≤ a2 that x2,1 divides every monomial in Wd, and we
note that pmin is the largest monomial inWd divisible by
pmin
x2,1
. Consequently, if we can find a monomial
m˜ ∈ {Wd}\{A} such that m˜ ≥rℓ p and |Γm˜| = 1, then A
′ := Spank
(
({A} ∪ {m˜})\{pmin}
)
satisfies
|A′| = |A|, ‖A′‖(a,λ) < ‖A‖(a,λ), and |∂(A
′)| ≤ |∂(A)| + |Γm˜| −
∣∣{pmin
x2,1
}∣∣ = |∂(A)|, and we would be
done.
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We will show that such a monomial m˜ exists. For each monomial m ∈ {Wd}\{A} such that m ≥rℓ p,
let mmax denote the largest monomial in {Wd}\{A} satisfying (mmax)X2 = mX2 . Note that
mmax
x ·
x1,1 ≥rℓ mmax for each x ∈ supp(mmax) ∩X1, with equality holding if and only if x = x1,1, thus the
maximality of mmax implies Γmmax ∩X1 ⊆ {x1,1}, i.e. Γmmax ⊆ {x1,1, x2,1}. If x1,1 6∈ Γmmax , then since
Γmmax is assumed to be non-empty, we get Γmmax = {x2,1}, so we can let m˜ = mmax and we are done.
Consequently, we assume henceforth that x1,1 ∈ Γmmax for all monomials m ∈ {Wd}\{A} satisfying
m ≥rℓ p.
Let p∗ denote the largest monomial in {Wd}\{A}. Among all pairs (q, q
†) of consecutive monomials
in Wd such that q 6∈ A and q
† ∈ A, choose a pair for which deg(qX1) is minimized. Clearly p
∗ = p∗max,
and note that x1,1 is, by assumption, contained in each of Γp∗ and Γqmax . In particular, x1,1 ∈ Γp∗
implies xa22,1 divides p
∗, since otherwise we would have p
∗
x1,1
· x2,1 ∈ {Wd}\{A} by the definition of Γp∗ ,
and the fact that p
∗
x1,1
· x2,1 >rℓ p
∗ would then contradict the maximality of p∗.
Next, we show that deg(qX1) < a1. Suppose instead deg(qX1) = a1. For each 0 ≤ i ≤ a1 + a2 −
d, define mi :=
p∗
xi2,1
· xi1,1, which is a monomial in Wd since the fact that x
a2
2,1 divides p
∗ implies
deg((mi)X1) = d − a2 + i. Observe that m0 >rℓ m1 >rℓ> · · · >rℓ ma1+a2−d are (a1 + a2 − d + 1)
consecutive monomials in Wd, so since p
∗ ≥rℓ qmax and since deg((ma1+a2−d)X1) = deg((qmax)X1) = a1
by assumption, our choice of (q, q†) (where deg(qX1) is minimized) implies these (a1 + a2 − d + 1)
consecutive monomials are all not in A. However, qmax >rℓ p
†, and there exists some 0 ≤ i′ ≤
a1 + a2 − d such that (mi′)X2 = (p
†)X2 , which contradicts the assumption that A is quasi-compressed.
Consequently, deg(qX1) < a1 as claimed.
This means deg((qmax)X1) < a1, which implies q
† = qx2,1 · x1,1 and (qmax)
† = qmaxx2,1 · x1,1, so
((qmax)
†)X2 = (q
†)X2 . Now, q
† ∈ A, and A is quasi-compressed, hence (qmax)
† ∈ A, thus qmaxx2,1 ∈ ∂(A)
and x2,1 6∈ Γqmax , i.e. Γqmax = {x1,1}, therefore we can let m˜ = qmax.
6. Generalized colored multicomplexes
In this section, we study the f -vectors of generalized colored multicomplexes with arbitrarily pre-
scribed maximum possible degrees of its variables. We begin by explaining the terminology we use.
We then introduce what we call “truncations” of colored quotient rings, and we will construct a class
of non-Macaulay-Lex truncations of colored quotient rings. Finally, we will use this construction to
prove the main result (Theorem 6.8) of this section, which implies Theorem 1.3.
Let X be a (possibly infinite) non-empty set of variables, and let MX be the collection of all
monomials whose supports are contained in X. We say (X1, . . . ,Xn) is an ordered partition of X if
X1, . . . ,Xn are pairwise disjoint non-empty subsets of X whose union equals X. A multicomplex on
X is a subcollection M ⊆MX that is closed under divisibility, i.e. if m ∈ M and m
′ divides m, then
m′ ∈M . In this paper, we always assume 1 ∈M , and we do not require every x ∈ X to be in M . For
each d ∈ N, letMdX be the collection of all monomials inMX of degree d, and let M
d be the collection
of all monomials in M of degree d. The f -vector of M is (f0, f1, . . . ), where fi = |M
i| for each i ∈ N.
Note that f0 = 1, corresponding to 1 ∈M . If a = (a1, . . . , an) ∈ Pn, then an a-colored multicomplex is
a pair (M,π), where M is a multicomplex on a non-empty set X, and π = (X1, . . . ,Xn) is an ordered
partition of X, such that deg(mXi) ≤ ai for all m ∈M and i ∈ [n].
Suppose ϕ : X ′ → P is a map whose domain contains X. Let MX(ϕ) be the collection of all
monomials m ∈ MX such that the exponent of every x ∈ supp(m) in m is at most ϕ(x). For each
d ∈ N, define MdX(ϕ) := M
d
X ∩MX(ϕ). In particular, if 1 : X → P is the constant map defined by
x 7→ 1 for all x ∈ X, then MX(1) is the collection of all squarefree monomials in MX . By abuse of
notation, an a-colored multicomplex (M,π) is said to be in MX(ϕ) if M ⊆MX(ϕ).
Recall that a simplicial complex ∆ on a vertex set V is a collection of subsets of V such that {v} ∈ ∆
for all v ∈ V , and ∆ is closed under set inclusion. For our purposes, assume ∆ is finite and non-empty.
Each F ∈ ∆ is called a face, and it has dimension dimF := |F | − 1. The dimension of ∆, denoted
by dim∆, is the maximum dimension of its faces, and the f -vector of ∆ is (f0, . . . , fdim∆), where each
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fi is the number of i-dimensional faces in ∆. Every simplicial complex ∆ with vertex set V ⊆ X
corresponds bijectively to a finite multicomplex M ⊆MX(1) via {xi1 , . . . , xit} ∈ ∆⇔ xi1 · · · xit ∈M ,
thus multicomplexes can be considered as generalizations of simplicial complexes. Consequently, an
a-colored complex with vertex set V ⊆ X (as defined in Section 1) can be identified with an a-colored
multicomplex in MX(1). Note however that the f -vector of ∆ and the f -vector of M differ by a shift
in the indexing.
Given a map φ : Xλ → P, define the graded ring W (φ) =
⊕
d∈NWd(φ) := k[Xλ]/(Qa + T
φ), where
T φ := 〈{xφ(x)+1 : x ∈ Xλ}〉 is an ideal contained in k[Xλ]. (Recall thatW = k[Xλ]/Qa.) We say W (φ)
is the truncation of W induced by φ. For the following proposition, recall that δn = (0, . . . , 0, 1).
Proposition 6.1. Let n, d > 1, λ ∈ Pn and a ∈ P
n
, such that λ ≥ 2 · 1n + δn, a 6≥ d · 1n, a 6= 1n, and
|a| > d. Suppose φ : Xλ → P is a map satisfying
∑
x∈Xt\{xt,1}
φ(x) ≥ at for every t ∈ [n]. Then there
exists some Wd(φ)-monomial space A such that |∂(A)| < |∂(RevlexWd(φ)(A))|.
Proof. We will explicitly construct such a Wd(φ)-monomial space A. First, we fix some notation. For
all monomials m,m′ in W (φ), write m ∤ m′ to mean m does not divide m′. Whenever we say m (resp.
x ∈ Xλ) is the largest or smallest monomial (resp. variable) satisfying certain conditions, it is always
with respect to the revlex order (induced by the linear order onXλ given in Section 1). Given any s ∈ N,
let s denote the unique integer in [n] such that s ≡ s (mod n). For each x ∈ Xλ, write x
† to mean the
largest variable in Xλ that is smaller than x. For each t ∈ [n], define X̂t :=
{
m ∈ MatXt(φ) : xt,1 ∤ m
}
,
and let m̂t be the largest monomial in X̂t, which is well-defined as
∑
x∈Xt\{xt,1}
φ(x) ≥ at implies X̂t is
non-empty. Since a 6≥ d · 1n and a 6= 1n, there exists some s ∈ [n] such that as ≤ d− 1 and as−1 ≥ 2.
If s > 1, then define
Ŷ :=
{
m ∈ M
as−1−2
Xs−1
(φ) : xs−1,1 ∤ m and x
min{φ(xs−1,2),as−1}
s−1,2 ∤ m
}
,
while if s = 1, then define
Ŷ :=
{
m ∈ Man−2Xn (φ) : xn,1 ∤ m and y
min{φ(y),an} ∤ m for each y ∈ {xn,2, xn,3}
}
.
In either case, Ŷ is non-empty, since
∑
x∈Xs−1\{xs−1,1}
φ(x) ≥ as−1. In particular, if as−1 = 2, then
Ŷ = {1}. Let p̂ be the largest monomial in Ŷ , let Γ := [n]\{s, s − 1}, and let m˜ := p̂ ·
∏
t∈Γ m̂t, which
by construction is a monomial in W (φ) and has degree |a|−as−2 ≥ d−1−as. Let m
′ be the smallest
monomial of degree d−1−as inW (φ) that divides m˜, let q := m
′m̂s, and let q˜ :=
q(x†s,2)
xs,2
. In particular,
λ ≥ 2 · 1n + δn implies x
†
s,2 ∈ Xs−1, while xs,2 divides m̂s by construction, so q and q˜ are monomials
in Wd−1(φ), with q˜ <rℓ q.
Next, let x˜ be the smallest variable in {x ∈ Xλ : x >rℓ xs,2} such that q˜x˜ ∈ {Wd(φ)}. Define the sets
A˜ :=
{
m ∈ {Wd(φ)} : m ≥rℓ q˜x˜
}
, Aq :=
{
m ∈ A˜ : q divides m
}
, and Aq˜ :=
{
m ∈ A˜ : q˜ divides m
}
.
Note that A˜\Aq˜ is a revlex-segment set in {Wd(φ)}, while Aq ∩ Aq˜ = ∅, since qx
†
s,2 = q˜xs,2 is not
contained in A˜. Also, qXt = q˜Xt for every t ∈ Γ, thus for each x ∈
⋃
t∈ΓXt, we have qx ∈ {Wd(φ)}
if and only if q˜x ∈ {Wd(φ)}. The definition of p̂ implies qx
†
s,1, qxs−1,1, q˜x
†
s,1, q˜xs−1,1 are monomials
in Wd(φ), while the definition of m̂s implies qxs,1 6∈ {Wd(φ)} and q˜xs,1 ∈ {Wd(φ)}. Consequently,
|Aq| = |Aq˜| − 1 < |Aq˜|.
Now, define A := A˜\Aq, and let x0 be the (unique) variable in Xλ such that q˜x0 is the largest
monomial in Aq˜. The set I := (A˜\Aq˜) ∪ {q˜x0} is revlex-segment in {Wd(φ)}, and |I| = |A| implies
Spank(I) = RevlexWd(φ)(Spank(A)). Furthermore, for any x, x
′ ∈ Xλ such that q˜x ∈ A˜, x
′ 6= x,
and x′ divides q˜, we claim that q˜xx′ ∈ ∂(A˜\Aq˜). Indeed, let t
′ be the unique integer in [n] satisfying
x′ ∈ Xt′ , and note that the construction of q˜ yields x
′ 6= xt′,1, hence
q˜x
x′ · xt′,1 ∈ A˜\Aq˜, which means
q˜x
x′ ∈ ∂(A˜\Aq˜) as claimed. This implies ∂(I) = ∂(A˜), so since ∂(A) ⊆ ∂(A˜)\{q}, we conclude that
|∂(Spank(A))| < |∂(A˜)| = |∂(I)| = |∂(RevlexWd(φ)(Spank(A)))|. 
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Remark 6.2. In the proof of Proposition 6.1, we used the condition λ ≥ 2 · 1n + δn only in the case
when s = 1, i.e. when every t ∈ [n − 1] satisfying at+1 ≤ d − 1 also satisfies at = 1. In all other
cases, i.e. when at+1 ≤ d− 1 and at ≥ 2 for some t ∈ [n − 1], we only need the weaker condition that
λ ≥ 2 · 1n.
Corollary 6.3. Let n > 1, a ∈ P
n
, λ ∈ Pn such that λ ≥ 2 · 1n + δn and a 6= 1n. If φ : Xλ → P is a
map such that
∑
x∈Xt\{xt,1}
φ(x) ≥ at for every t ∈ [n], then W (φ) is not Macaulay-Lex.
Proof. Setting d = min{ai +1 : i ∈ [n]}, we clearly have a 6≥ d · 1n, while the condition a 6= 1n implies
|a| > d. The assertion then follows from Proposition 6.1 and Theorem 2.1. 
Let X be a non-empty linearly ordered set. For each d ∈ N, recall that the revlex order ≤rℓ on M
d
X
(induced by the linear order on X) was already defined in Section 2 for finite X, and when X is infinite,
we extend ≤rℓ in the obvious way. Given a non-empty subcollection M⊆MX , let M
d :=M∩MdX ,
and define a revlex-segment set in Md to be a finite subset A ⊆ Md such that if m ∈ A, m′ ∈ Md
and m′ >rℓ m, then m
′ ∈ A. If M is a multicomplex on X, then Spank(MX\M) forms a (graded)
monomial ideal of the standard graded polynomial ring k[X], which we denote by IM =
⊕
d∈N I
M
d .
The map M 7→ IM gives a bijection between multicomplexes on X and monomial ideals of k[X], and
the corresponding inverse map is I 7→ {k[X]/I}. We say M is a compressed multicomplex in M if M
is finite, and Md is a revlex-segment set in Md for every d ∈ N. When M is not specified, we assume
M =MX .
Lemma 6.4. Let M be a multicomplex on X. The following are equivalent:
(i) For every multicomplex M ′ ⊆ M , there exists a compressed multicomplex M ′′ in M with the
same f -vector as M ′.
(ii) IM is a Macaulay-Lex ideal of the polynomial ring k[X].
Proof. For every graded ideal I of R := k[X]/IM , let in(I) be its initial ideal with respect to some
monomial order (see [7, Chap. 15]). Hilbert functions are additive on exact sequences, so by [7, Thm.
15.26], R is Macaulay-Lex if and only if for every graded ideal I of R, there exists a lex ideal L of R
such that R/ in(I) and R/L have the same Hilbert function, or equivalently, {R}\{in(I)} and {R}\{L}
are multicomplexes with the same f -vectors. By definition, L is a lex ideal of R if and only if {R}\{L}
is a compressed multicomplex in {R}. Now, for every multicomplex M ′ ⊆M , the image of IM
′
under
the natural quotient map k[X]→ R is a monomial ideal of R, thus the assertion follows. 
For the rest of this section, let a ∈ Pn, let π = (X1, . . . ,Xn) be an ordered partition of a non-empty
set X, and let φ : X → P be a map. For each t ∈ [n], label the elements in Xt by Xt = {xt,1, xt,2, . . . },
and fix a linear order on X by xi,j > xi′,j′ if j > j
′; or j = j′ and i < i′ (cf. Definition 1.1). Define
Ma,π :=
{
m ∈ MX : deg(mXt) ≤ at for all t ∈ [n]
}
, and let Ma,π(φ) := Ma,π ∩MX(φ). Note that
(M,π) is an a-colored multicomplex inMX(φ) if and only if M is a multicomplex inMa,π(φ). We say
(M,π) is revlex (reverse-lexicographic) if M is a compressed multicomplex in Ma,π(φ) with respect to
this given linear order on X. In particular, recall that xi,j > xi′,j′ ⇔ xi,j <rℓ xi′,j′.
Proposition 6.5. The following are equivalent:
(i) For every a-colored multicomplex (M,π) inMX(φ), there exists a revlex a-colored multicomplex
(M ′, π) in MX(φ) such that M and M
′ have the same f -vector.
(ii) For every λ ∈ Pn satisfying λ ≤ (|X1|, . . . , |Xn|), the truncation of the colored quotient ring
k[Xλ]/Qa induced by φ is Macaulay-Lex.
Proof. Let |π| := (|X1|, . . . , |Xn|) ∈ P
n
, and let X
[r]
t be the subset {xi,t : i ∈ [r]} ⊆ Xt for every r ∈ P,
t ∈ [n]. For each λ = (λ1, . . . , λn) ∈ P
n satisfying λ ≤ |π|, consider Xλ as a subposet of X, let πλ be
the ordered partition (X
[λ1]
1 , . . . ,X
[λn]
n ) of Xλ, and let φλ : Xλ → P be the restriction of φ to Xλ as
its domain.
Suppose M is a multicomplex in Ma,π(φ). Choose any λ ∈ P
n such that λ ≤ |π| and M ⊆ MXλ ,
which is possible since a ∈ Pn implies M is finite. Every compressed multicomplex M ′ in Ma,π(φ)
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with the same f -vector as M is necessarily contained inMa,πλ(φλ), hence (M
′, π) is a revlex a-colored
multicomplex in MXλ(φλ) ⊆ MX(φ) for each such compressed multicomplex M
′. Since MXλ(φλ) is
a multicomplex on Xλ, Lemma 6.4 says that for every λ ∈ P
n satisfying λ ≤ |π|, the following are
equivalent:
• For every a-colored multicomplex in MX(φ)∩MXλ , there exists a revlex a-colored multicom-
plex (M ′, π) in MX(φ) such that M and M
′ have the same f -vector.
• The ideal IMXλ(φλ) =
(∑
i∈[n]
〈
X
[λi]
i
〉ai+1)+ 〈{xφ(x)+1 : x ∈ Xλ}〉 is a Macaulay-Lex ideal of
k[Xλ].
The assertion then follows by considering all possible λ ∈ Pn satisfying λ ≤ |π|. 
Theorem 6.6. For every 1n-colored multicomplex (M,π), there exists a revlex 1n-colored multicomplex
(M ′, π) such that M and M ′ have the same f -vector.
Proof. This follows from Proposition 6.5 and the case a = 1n of Theorem 1.2. 
Lemma 6.7. Let n ∈ P and a, α1, . . . , αn ∈ P. Then the ideal I :=
〈
x1, . . . , xn
〉a+1
+
〈
xα1+11 , . . . , x
αn+1
n
〉
in S is Macaulay-Lex if and only if min{a, α1} ≤ · · · ≤ min{a, αn}. [Note: By definition, x
∞
i = 0.]
Proof. Let R =
⊕
d∈NRd := S/I. The case a = ∞ follows from Remark 3.2, so assume a < ∞. Since
every Rd-monomial space satisfying d > a is empty, Theorem 2.1 says that R is Macaulay-Lex if and
only if ∂(Revlex Rd(A)) ⊆ Revlex Rd−1(∂(A)) for all d ∈ [a] and every Rd-monomial space A. Fix some
d ∈ [a], and choose an arbitrary Rd-monomial space A. Next, let βi = min{a, αi} for each i ∈ [n],
let T =
⊕
d∈N Td := S/J , where J := 〈x
β1+1
1 , . . . , x
βn+1
n 〉 ⊆ S, and notice that Remark 3.2 says T is
Macaulay-Lex if and only if β1 ≤ · · · ≤ βn. Since d ≤ a implies {Rd} = {Td}, it then follows from
Theorem 2.1 that ∂(Revlex Rd(A)) = ∂(Revlex Td(A) ⊆ Revlex Td−1(∂(A)) = Revlex Rd−1(∂(A)) if and
only if β1 ≤ · · · ≤ βn, and the assertion follows. 
Theorem 6.8. If π and φ satisfy (|X1|, . . . , |Xn|) ≥ 2 · 1n + δn, and
∑
x∈Xt\{xt,1}
φ(x) ≥ at for all
t ∈ [n], then the following are equivalent:
(i) For every a-colored multicomplex (M,π) inMX(φ), there exists a revlex a-colored multicomplex
(M ′, π) in MX(φ) such that M and M
′ have the same f -vector.
(ii) Either n = 1 and x > x′ for all x, x′ ∈ X satisfying min{a1, φ(x)} < min{a1, φ(x
′)} (if any);
or a = 1n.
Before proving Theorem 6.8, observe that Theorem 6.8 implies Theorem 1.3. Indeed, for each a-
colored multicomplex (M,π) in MX(φ), since we do not require every x ∈ X to be in M , we may
assume without loss of generality that (|X1|, . . . , |Xn|) = ∞n by adding new variables if necessary.
Consequently, the map φ trivially satisfies
∑
x∈Xt\{xt,1}
φ(x) = ∞ ≥ at for every t ∈ [n], thus by
considering φ = 1 and the constant map φ : X → P defined by x 7→ ∞ for all x ∈ X, Theorem 1.3
follows from Theorem 6.8.
Proof of Theorem 6.8. If n > 1 and (i) holds, then a = 1n by Corollary 6.3 and Proposition 6.5.
Conversely, if n > 1 and a = 1n, then (i) holds by Theorem 6.6. As for the case n = 1, i.e. a = (a1) ∈ P
and π = (X), Proposition 6.5 and Lemma 6.7 together imply (i) holds if and only if min{a1, φ(x1,1)} ≥
· · · ≥ min{a1, φ(x1,λ)} for every λ ∈ P satisfying λ ≤ |X|, or equivalently, x > x
′ for all x, x′ ∈ X
satisfying min{a1, φ(x)} < min{a1, φ(x
′)} (if any).
7. Further remarks
7.1. Colored Kruskal-Katona theorem. The Frankl-Fu¨redi-Kalai theorem [10] is sometimes known
as the colored Kruskal-Katona theorem, since it is an extension of the Kruskal-Katona theorem to
colored k-uniform hypergraphs. Although the Frankl-Fu¨redi-Kalai theorem was originally formulated
in terms of the minimum shadow sizes of k-uniform n-colored hypergraphs (see [16]), it is equivalent to
Theorem 6.6 in the case when λ = (λ1, . . . , λn) := (|X1|, . . . , |Xn|) ∈ P
n
satisfies λ1 ≤ · · · ≤ λn ≤ λ1+1.
This includes the special case λ = ∞n.
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Note that Claim 4.2(ii) in [10] is not true, hence the original proof of the Frankl-Fu¨redi-Kalai theorem
in [10] is incorrect as stated. However, London [16] gave a different (and correct) proof, Engel [8, Chap.
8] gave a proof using properties of Macaulay posets, while Mermin and Murai [19] gave a proof in the
language of monomial ideals, so the statement of the theorem is still true. In particular, London proved
Theorem 6.6 in the case when λ1 ≤ · · · ≤ λn ≤ λ1 + 1, while both Engel and Mermin-Murai proved
Theorem 6.6 in the case when λn ≤ · · · ≤ λ1. In fact, Theorem 6.6 holds for arbitrary λ ∈ P
n
.
On a related note, it was pointed out in [3] that the uniqueness claim in [10, Lem. 1.1] is incorrect,
which makes the ∂
(r)
k (·) operator introduced in [10] not well-defined. The numerical version of the
Frankl-Fu¨redi-Kalai theorem stated in [3] includes a fix suggested by J. Eckhoff.
7.2. Fine f -vectors of generalized colored complexes. Let a ∈ Pn, and let (∆, π) be an a-colored
complex. For each b = (b1, . . . , bn) ∈ N
n satisfying b ≤ a, let fb be the number of faces F of ∆ such that
|F ∩ Vi| = bi. The array of integers {fb}b≤a is called the fine f -vector of (∆, π), and it is a refinement
of the f -vector (f0, . . . , fdim∆) of ∆ in the sense that fi =
∑
|b|=i+1 fb for all 0 ≤ i ≤ dim∆. As
pointed out by Bjo¨rner-Frankl-Stanley [4], part of the difficulty in finding a numerical characterization
of the fine f -vectors of arbitrary a-colored complexes lies in the non-uniqueness of color-compressed
a-colored complexes with a given fine f -vector. Furthermore, even for (the less refined) f -vectors,
Theorem 1.3 tells us that the numerical characterization of the f -vectors of 1n-colored complexes,
proven by Frankl-Fu¨redi-Kalai [10], does not extend to arbitrary a ∈ Pn.
An a-balanced complex is an a-colored complex (∆, π) satisfying |a| = dim∆+1. In particular, we say
(∆, π) is completely balanced if a = 1(dim∆+1), and important examples include Coxeter complexes and
order complexes of posets. Recently, the author [5] introduced the notion of Macaulay decomposability
for simplicial complexes and used it to obtain a numerical characterization of the fine f -vectors of
a-colored complexes for all a ∈ Pn. Via a unified approach, he also gave a numerical characterization
of the fine f -vectors of completely balanced Cohen-Macaulay complexes in [5].
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