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Cap´ıtulo 1
Introduccio´n
En muchos sectores industriales tales como la industria petroqu´ımica [1],
farmace´utica [2] y en la produccio´n de pol´ımeros [3], [1] se requiere de la ela-
boracio´n de mu´ltiples productos que tienen naturaleza similar y adema´s em-
plean el mismo conjunto de equipos para su produccio´n. A estos se les conoce
como procesos multiproductos y son muy empleados debido a su versatilidad
y conveniencia [4]. Estas industrias enfrentan mas desaf´ıos que antes debido
al constante crecimiento del mercado, al aumento del costo de materia prima
y/o mano de obra, la creciente complejidad del proceso de produccio´n,la ex-
pansio´n de cadenas de suministro, las tendencias cambiantes del mercado, la
fluctuacio´n de las demandas de los clientes y el endurecimeinto de las condi-
ciones de seguridad operacional y proteccio´n ambiental [5, 6]. Para afrontar
estos retos y prevalecer altamente competitivas en el mercado global, una
industria de procesos necesita innovar tecnolo´gicamente para optimizar sus
operaciones y as´ı pueda lograr un alto rendimiento econo´mico [6].
Uno de los objetivos principales de este tipo de industrias es integrar y opti-
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mizar los diferentes niveles de operacio´n del proceso, incluyendo planeacio´n,
secuenciamiento y control (PSC) [7], y debido a las escalas de tiempo en
las que se encuentran, tradicionalmente se resuelven mediante un enfoque
secuencial. Desafortunadamente aunque este enfoque reduce sustancialmen-
te la complejidad del problema de optimizacio´n de toda la planta, muchas
de las compan˜´ıas han optado por no continuar emplea´ndolo ya que resolver
el problema etapa por etapa regularmente genera soluciones inconsistentes.
Para poder optimizar las diferentes etapas del proceso de produccio´n se de-
be realizar de manera simulta´nea mediante la integracio´n de los niveles de
operacio´n tomando en cuenta las interacciones que existen entre estos [7].
Se ha demostrado que la integracio´n de las decisiones de operacio´n genera
una produccio´n rentable y un uso eficiente de los recursos [8,9]. Sin embargo
llevar a cabo la integracio´n de las decisiones es un tarea dif´ıcil debido a que
el problema de optimizacio´n se convierte en un problema de gran taman˜o y
su solucio´n puede tomar demasiado tiempo. Afortunadamente los recientes
enfoques mediante estrategias de descomposicio´n pueden reducir el tiempo
de resolucio´n para la optimizacio´n de problemas integrados [9–13].
En la presente investigacio´n, se propone el empleo de la descomposicio´n La-
grangiana para abordar el problema de optimizacio´n simulta´nea de las ope-
raciones de planeacio´n, secuenciamiento y control. El problema de PSC se
dividio´ en dos subproblemas, uno es un problema de programacio´n mixta
entera no lineal (MINLP , por sus siglas en ingle´s Mixed Integer Nonlinear
Programming) que contempla la parte de planeacio´n y secuenciamiento y el
otro es un problema de programacio´n no lineal (NLP, por sus siglas en ingle´s
Nonlinear Programming) en el que se determinan y estabilizan las trayecto-
Cap´ıtulo 1. Introduccio´n 8
rias de transicio´n entre productos mediante un esquema de control predictivo
no lineal. Se analizaron, el taman˜o de los problemas, el tiempo para alcanzar
la solucio´n o´ptima as´ı como tambie´n se comparo´ la eficiencia de la te´cnica de
descomposicio´n contra la solucio´n directa del problema, es decir sin emplear
la estrategia de descomposicio´n.
1.1. Estado del Arte
En esta seccio´n se mencionara´n algunos trabajos de investigacio´n ma´s
representativos en los que se han empleado estrategias de descomposicio´n
para la resolucio´n de problemas de planeacio´n, secuenciamiento y control.
En diversos estudios se ha considerado la solucio´n simulta´nea de problemas
de planeacio´n y secuenciamiento, o secuenciamiento y control, en su mayor´ıa
enfocados en procesos por lotes, en su solucio´n secuencial y en esquemas de
descomposicio´n bi-nivel. Mientras que la solucio´n simulta´nea del problema
integrado de planeacio´n, secuenciamiento y control no ha sido ampliamente
estudiada.
1.1.1. Planeacio´n y Secuenciamiento
En el caso de planeacio´n y secuencimiento, Bassett et al. [14] propusieron
un esquema de descomposicio´n para plantas tipo batch multiproducto, en
el que primero resolvieron el problema de planeacio´n con el cual obtuvieron
un l´ımite superior para la funcio´n objetivo y posteriormente un nivel infe-
rior, donde para cada periodo de produccio´n se llevo´ a cabo la resolucio´n
del problema de secuenciamiento. Emplearon te´cnicas heur´ısticas que reali-
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zan el desplazamiento de operaciones, para superar las infactibilidades que
ocurren en el problema de secuenciamiento. Sin embargo en el modelo de
secuenciamiento no se consideraron los costos y tiempos de transicio´n para
los productos. Subrahmanyam et al. [15] propusieron un algoritmo de des-
composicio´n para la solucio´n del problema de planeacio´n y secuenciamiento
de plantas tipo batch, do´nde el problema de planeacio´n se actualiza en cada
iteracio´n mediante la eliminacio´n de las restricciones agregadas para todos
los subproblemas de secuenciamiento infactibles dentro del problema de pla-
neacio´n. El inconveniente de este procedimiento es que el algoritmo requiere
explorar en todos los niveles de descomposicio´n para hallar un valor o´ptimo,
lo cual requiere de mayor tiempo de computo. Erdirik y Grossman [16] desa-
rrollaron un me´todo de descomposicio´n para resolver el problema simulta´neo
de planeacio´n y secuenciamiento o´ptimos para plantas continuas multipro-
ducto. El me´todo que propusieron es un algoritmo de descomposicio´n bi-nivel
que aprovecha la estructura jera´rquica del modelo de planeacio´n y secuencia-
miento, en el que el problema original se descompone en dos subproblemas,
un problema de l´ımite superior en el que se determinan los productos que se
deben de elaborar en cada periodo de produccio´n, los niveles de produccio´n
y los inventarios de cada producto; en el segundo problema se resuelve el
problema original excluyendo los productos que no fueron seleccionados en
el problema de nivel superior, y mediante un procedimiento iterativo entre
ambos subproblemas se alcanza la solucio´n del problema completo, con lo
que disminuyeron la dificultad computacional del problema adema´s de que
el algoritmo es capaz de manipular grandes horizontes de planeacio´n.
Cap´ıtulo 1. Introduccio´n 10
1.1.2. Secuenciamiento y Control
Mientras que para el estudio de la solucio´n de problemas de secuencia-
miento y control o´ptimos, Chu y You [11–13] trabajaron el problema de
integracio´n simulta´nea de secuenciamiento y optimizacio´n dina´mica de pro-
cesos batch y CSTRs multiproducto, empleando la descomposicio´n de Ben-
ders desarrollaron un me´todo de descomposicio´n con el objetivo de disminuir
la complejidad computacional del problema. El me´todo separa el modelo
dina´mico del modelo de secuenciamiento mediante la ruptura de las ecua-
ciones que vinculan los tiempos de procesamiento, costos de produccio´n y
los taman˜os de los lotes. El problema primal incluye una serie de problemas
de optimizacio´n dina´micos separables, mientras que el problema maestro es
el problema de secuenciamiento con los cortes de Benders. Con el me´todo
propuesto lograron disminuir el tiempo de co´mputo para alcanzar la solucio´n
o´ptima del problema. En 2008 Terrazas-Moreno et al. [17] aplicaron la estra-
tegia de descomposicio´n Lagrangiana al problema de optimizacio´n simulta´nea
de secuenciamiento y control para procesos continuos con la cual redujeron
el tiempo para llegar a la solucio´n, adema´s de que en algunos de los casos
de estudio mostrados el valor de la funcio´n objetivo mejoro´ en comparacio´n
con la solucio´n directa del problema (sin descomposicio´n). Zhuge e Irapetri-
tou [18] propusieron una estrategia de descomposicio´n para la solucio´n del
problema simulta´neo de secuenciamiento y optimizacio´n dina´mica, en la que
el problema original se dividio´ en dos subproblemas. Uno es un problema
MINLP en el que se determina la secuencia de produccio´n y los perfiles de
transicio´n dina´micos, mientras que el otro es un problema NLP en el que
se encuentran los tiempos de produccio´n para cada uno de los productos
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considerando las demandas. Esta estrategia mostro´ una reduccio´n de tiempo
significativa para hallar la solucio´n, adema´s de que no necesita realizar un
procedimiento iterativo.
1.1.3. Planeacio´n, Secuenciamiento y Control
En 2014 Guitie´rrez-Limo´n et al. [19, 20], propusieron una estrategia si-
multa´nea para resolver el problema de planeacio´n, secuenciamiento y control
(PSC) de procesos continuos. La idea principal fue explotar la interaccio´n
que existe entre las tres actividades permitiendo determinar mejores solucio-
nes con respecto a las obtenidas de resolver el problema de forma secuencial
en el que tales interacciones no se toman en cuenta. El modelo integrado
de planeacio´n, secuenciamiento y control se formulo´ como un problema de
optimizacio´n mixto entero dina´mico (MIDO, por sus siglas en ingle´s Mixed-
Integer Dynamic Optimization ), por otra parte emplearon un esquema de
control predictivo no lineal para estabilizar las trayectorias de transicio´n en-
tre productos. Sin embargo so´lo se enfocaron en la solucio´n del problema
de PSC para per´ıodos de produccio´n cortos, adema´s de que tambie´n repor-
taron que el tiempo de co´mputo para alcanzar la solucio´n del problema se
incrementa exponencialmente conforme aumenta el nu´mero de per´ıodos de
produccio´n.
1.2. Planteamiento del Problema
Actualmente para que una industria sea competitiva requiere de operar
sus sistemas lo ma´s cercano a las condiciones o´ptimas del proceso, de tal
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manera que pueda elaborar sus productos de manera eficiente y bajo ciertas
restricciones ambientales, de seguridad y especificaciones del producto [5]. Sin
embargo llevar a cabo la toma de descisiones en una planta y en particular
obtener una solucio´n para problemas o´ptimos de planeacio´n, secuenciamiento
y control puede ser dif´ıcil, ya que estos comu´nmente son problemas de gran
escala que requieren de un alto costo computacional debido al gran nu´mero
de variables a determinar y ecuaciones a resolver. Por otra parte la mayor´ıa
de las industrias qu´ımicas han invertido en sistemas informa´ticos dedicados
a la solucio´n de problemas de optimizacio´n de gran taman˜o [21]. No obstante
un enfoque por el cual se pueden abordar los problemas de gran taman˜o es
empleando estrategias de descomposicio´n, una de estas, es la descomposicio´n
Lagrangiana la cual es una opcio´n para resolver problemas de optimizacio´n
MINLP que aprovecha la estructura y mantiene los detalles del modelo de
optimizacio´n original para disminuir su dificultad computacional. Por lo que
emplear esta te´cnica en la solucio´n del problema de optimizacio´n de PSC
se podra´n contemplar per´ıodos de produccio´n ma´s grandes tal y como se
requiere en la pra´ctica.
1.3. Justificacio´n
Los modelos que representan los problemas de optimizacio´n tanto de pla-
neacio´n y secuenciamiento, secuenciamiento y control y, planeacio´n, secuen-
ciamiento y control suelen ser complicados debido a los horizontes de tiempo
en los que se llevan a cabo dichas actividades. Debido a esto es ma´s fa´cil
emplear un enfoque secuencial para su solucio´n, ya que las soluciones se ob-
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tienen ra´pidamente. En e´ste, la resolucio´n del problema de optimizacio´n se
basa en el enfoque jera´rquico de las operaciones, en el que primero se resuel-
ve el problema de planeacio´n, posteriormente de acuerdo a las decisiones de
planeacio´n se programan la operaciones principales del proceso y finalmente
se toman las acciones de control. Sin embargo se ha mostrado que este me´to-
do ignora las interacciones que existen entre planeacio´n, secuenciamiento y
control, lo cual tiene efectos significativos en la solucio´n del problema [22].
Por lo que la solucio´n generada de forma secuencial puede ser subo´ptima y
en algunos casos puede ser infactible dando lugar a secuencias de produccio´n
erro´neas. Otro enfoque es el simulta´neo en el que la planificacio´n, el secuen-
ciamiento y control se optimizan de manera simulta´nea (Ver figura 1.3 ).
Por otro lado en los trabajos mencionados se ha mostrado que los esquemas
de descomposicio´n aportan buenas aproximaciones a la solucio´n de los pro-
blemas simulta´neos y en poco tiempo, por lo que emplear una estrategia de
descomposicio´n para el problema de optimizacio´n de planeacio´n, secuencia-
miento y control, se reducira´ la dificultad computacional del modelo, como
tambie´n se podra´n encontrar soluciones factibles para periodos de produccio´n
amplios.
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Figura 1.1: Enfoque a) secuencial y b) simulta´neo para abordar problemas
de planeacio´n, secuenciamiento y control.
1.4. Objetivos
1.4.1. Objetivo General
Resolver problemas de planeacio´n, secuenciamiento y control empleando
la estrategia de descomposicio´n Lagrangiana.
1.4.2. Objetivos Particulares
Analizar y formular el modelo matema´tico de un caso de estudio para
su resolucio´n.
Implementar el algoritmo de descomposicio´n Lagrangiana en el software
GAMS.
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1.5. Hipo´tesis
Aplicar el me´todo de descomposicio´n Lagrangiana a problemas de opti-
mizacio´n gran taman˜o, facilitara´ su resolucio´n as´ı como tambie´n disminuira´
el tiempo de co´mputo para la misma.
1.6. Procedimiento Teo´rico
El procedimiento teo´rico a seguir en el proyecto:
Formulacio´n y modelamiento del caso de estudio.
Programacio´n del algoritmo de descomposicio´n en GAMS.
Resolucio´n del modelo obtenido para el caso de estudio.
Comparacio´n de los resultados con los obtenidos sin recurrir a la estra-
tegia de descomposicio´n.
Cap´ıtulo 2
Marco Teo´rico
En este cap´ıtulo se hablara´ acerca de la optimizacio´n de las operacio-
nes en las plantas de proceso y en particular se abordara´ el problema de
optimizacio´n de planeacio´n, secuenciamiento y control. Se describira´n las es-
trategias de descomposicio´n ma´s empleadas en la resolucio´n de los modelos
de optimizacio´n de gran taman˜o.
2.1. Jerarqu´ıa de Optimizacio´n en las Plantas
de Proceso
La operacio´n de una planta de procesamiento es una tarea dif´ıcil que in-
volucra diferentes aspectos que van desde el control de un solo equipo de la
planta y/o unidades de procesamiento hasta el manejo de toda la planta o
fa´brica incluyendo las relaciones con otras plantas o proveedores [23].
Tradicionalmente las actividades que se llevan a cabo en la planta se orga-
nizan en niveles, colocando al u´ltimo aquellas operaciones que esta´n relacio-
16
Cap´ıtulo 2. Marco Teo´rico 17
nadas con el proceso en f´ısico y en la parte superior las relacionadas con la
administracio´n de la planta, tal y como se ilustra en la figura 2.1. La infor-
macio´n clave sobre la jerarqu´ıa de decisiones en la planta son los datos de la
empresa, que principalmente consisten en informacio´n comercial y financiera
as´ı como tambie´n datos de la planta, que usualmente incluye valores de un
gran nu´mero de variables de proceso. En el primer nivel se encuentran la
planeacio´n en la que se establecen los objetivos de produccio´n que deben de
satisfacer ciertas restricciones de suministro y log´ıstica. Mientras que en el
segundo nivel (secuenciamiento) se abordan variaciones de tiempo y se to-
man decisiones para el empleo de personal y equipos. Estas dos actividades
regularmente se llevan a cabo en periodos de tiempo relativamente largos,
adema´s de que tienden a estar estrechamente relacionadas debido al flujo de
informacio´n y ana´lisis que ocurre en los niveles ma´s bajos en la jerarqu´ıa de
actividades. La escala de tiempo para la toma de decisiones de planeacio´n es
del orden de meses, mientras que en los niveles ma´s bajos de interaccio´n con
el proceso, por ejemplo, el control de este, es de fracciones de horas e inclusive
segundos. La administracio´n y optimizacio´n de toda la planta en el nivel 3
coordina la red de unidades de proceso mediante optimizacio´n en tiempo real.
En el nivel de manejo y control de equipos, se encarga del control del proceso
y respuestas a emergencias, mientras que en el nivel 5 (monitoreo y ana´lisis
del proceso) se recolectan datos relacionados con la operacio´n del proceso as´ı
como la deteccio´n de fallas. Idealmente el modelamiento y optimizacio´n de
los niveles se debe de realizar de forma simulta´nea, sin embargo esto implica
que los modelos empleados sean robustos y dif´ıciles de resolver. Sin embargo
en la pra´ctica el flujo de decisiones se realiza del nivel superior al inferior,
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Modelos 
Robustos
Información de la Planta
1. Planeación
2. Secuenciamiento
3. Gestión y 
optimización de la
planta
4. Control del proceso
5. Monitoreo y 
análisis del proceso
Proceso
Figura 2.1: Niveles de integracio´n de procesos basados en planificacio´n, se-
cuenciamiento, optimizacio´n, control y monitoreo.
dando lugar a perturbaciones entre los objetivos y su ejecucio´n [4].
2.2. Planeacio´n, Secuenciamiento y Control
Como se menciono´ en la seccio´n anterior, la toma de decisiones en las
plantas de proceso se realiza de forma jera´rquica, esto debido a que invo-
lucra la toma de decisiones estrate´gicas, ta´cticas y operacionales en siste-
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mas dina´micos, adema´s de que las operaciones dina´micas estan presentes en
procesos por lotes y en procesos continuos. Para estos u´ltimos es necesario
encontrar transiciones o´ptimas para manejar los cambios de grado de especi-
ficacio´n del producto, por lo que las unidades relacionadas con la elaboracio´n
del producto requieren de integrarse en un ciclo de operacio´n que interac-
ciona con otras operaciones de la planta que se llevan a cabo en escalas de
tiempo ma´s amplias, como lo son la planeacio´n, el secuenciamiento y control.
Estas son tareas estrechamente relacionadas con la operacio´n global y efi-
ciente del proceso. Normalmente la optimizacio´n de estas actividades se lleva
a cabo de manera secuencial, es decir, primero se determinan los objetivos
de produccio´n mediante la resolucio´n del problema de planeacio´n, despue´s
para logar estos objetivos se resuelve el problema de secuenciamiento; es en
esta etapa que para el caso de un planta de polimerizacio´n do´nde se elaboran
productos con diferente grado de especificacio´n, se establece la secuencia o el
orden en que se deben de producir (Figura 2.2). Finalmente se determinan
las acciones de control para producir cada producto y de esta manera no hay
interaccio´n entre los tres niveles de decisio´n [19]. Sin embargo este enfoque de
solucio´n presenta algunas desventajas, las decisiones obtenidas en el proble-
ma de planeacio´n pueden generar problemas de secuenciamiento infactibles,
esto debido a que en este nivel no se contemplan los efectos de los cambios
diarios en inventarios, los cuales tienden a generar estimados de o´ptimos que
no se pueden realizar en el nivel se secunciamiento, por ejemplo una solucio´n
determinada en el problema de planeacio´n estrictamente no debe generar
secuencias o´ptimas de produccio´n. Adema´s la solucio´n del problema de pla-
neacio´n no puede garantizarse ya que en este nivel no puede proporcionar
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con gran precisio´n los costos de produccio´n del proceso, los cuales se calcu-
lan a partir de las secuencias de produccio´n determinadas en el problema
de secuenciamiento [16, 24]. Por lo que para considerar las interacciones que
existen entre los tres niveles de produccio´n se han desarrollado trabajos para
integrar estas actividades llevar a cabo su resolucio´n de manera simulta´nea.
La idea principal detra´s del enfoque simulta´neo consiste en aprovechar las
interacciones que existen entre las decisiones de planeacio´n, secuenciamiento
y control, permitiendo que se mejore la bu´squeda de soluciones o´ptimas con
respecto a las obtenidas de forma secuencial [19]. Por otro lado la desven-
taja principal del enfoque simulta´neo radica en que se requiere de resolver
un problema complejo de programacio´n mixta entera dina´mica (MIDO) o un
problema mixto entero no lineal (MINLP) de gran escala despue´s de haber
discretizado los modelos dina´micos lo cual puede volver intratable el proble-
ma ya que se requiere de un excesivo esfuerzo computacional [12, 20]. Para
superar esta dificultad el empleo de te´cnicas de descomposicio´n pueden volver
manejable problemas de optimizacio´n complejos y de gran escala.
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Figura 2.2: Estructura de decisio´n jera´rquica para el problema de planeacio´n,
secuenciamiento y control.
2.3. Estrategias de Descomposicio´n
Como se explico´ en la seccio´n anterior encontrar una solucio´n al modelo
de optimizacio´n para PSC es complicado debido al gran taman˜o del proble-
ma, por lo que las te´cnicas de descomposicio´n son una herramienta u´til para
reducir de manera significativa la dificultad computacional del problema,
mientras que la solucio´n obtenida sigue siendo au´n mejor que la determinada
de manera secuencial [6]. Entre los me´todos de descomposicio´n ma´s u´tiles
para abordar problemas MINLP de gran escala se encuentran las descom-
posicio´n generalizada de Benders y la descomposicio´n Lagrangiana, estas se
describira´n en las siguientes secciones.
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2.3.1. Descomposicio´n Generalizada de Benders
La estrategia de descomposicio´n de Benders es un me´todo por el cual
un problema complicado de optimizacio´n se puede separar y simplificar su
solucio´n resolviendo un problema maestro y un subproblema. Geoffrion [25]
propuso el me´todo de descomposicio´n de Benders para explotar la estructura
de problemas de optimizacio´n MILP y MINLP, en el que la idea ba´sica es
separar todas la variables complicadas en un problema y el resto de la varia-
bles en otro, esta divisio´n induce a un algoritmo iterativo en el que ambos
problemas se resuelven consecutivamente. En particular para un problema
MINLP
f = mı´n cx+ dy (2.1)
s.a
Ax+By = b
x ≥ 0
y ∈ {0, 1}
Do´nde y es un vector de variables binarias consideradas como complicadas,
cuando se fijan las variables en algu´n valor y de prueba se obtiene el siguiente
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subproblema
f = mı´n cx+ θ (2.2)
s.a
Ax = b−By
x ≥ 0
S´ı el problema anterior es factible con solucio´n o´ptima f , entonces su solucio´n
dual, u(B − by) + dy tambie´n es igual a f , a partir de la teor´ıa de dualidad
el valor de cualquier solucio´n factible del problema dual representa un l´ımite
inferior al valor o´ptimo de 2.1, por lo que
f ≥ u(b−By) + dy (2.3)
para cualquier valor de y. Si el subproblema es infactible entonces entonces su
dual no esta acotado. Por lo tanto, una solucio´n no factible se puede excluir
mediante un corte de Benders de la forma:
u(b−By) ≤ 0 (2.4)
Cada vez que se resuelve el subproblema para un conjunto de valores y de
prueba, se an˜ade un corte de la forma 2.3 o´ 2.4 para obtener el siguiente
problema maestro:
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mı´n f (2.5)
s.a
f ≥ dy + (uk)(b−By), k ∈ K
(uk)(b−By) ≤ 0, k ∈ L
x ≥ 0
Do´nde el conjunto K contiene todas las iteraciones en las que el subproblema
es factible y aquella que no son factibles se encuentran en el conjunto L. El
algoritmo de descomposicio´n de Benders termina cuando la solucio´n de los
problemas 2.2 y 2.5 son ide´nticas o iguales a una tolerancia establecida.
Sin embargo este me´todo es comu´nmente empleado en problemas estoca´sti-
cos y que tiene una estructura bietapa, aunque tambie´n se puede emplear en
problemas determin´ısticos [26].
2.3.2. Descomposicio´n Lagrangiana
La descomposicio´n Lagrangiana es una te´cnica de optimizacio´n muy u´til
para problemas que contienen variables complicadas. La idea principal de
esta es duplicar las variables complicadas e igualarlas y as´ı obtener un nuevo
conjunto de restricciones complicadas las cuales se an˜adira´n a la funcio´n ob-
jetivo mediante relajacio´n Lagrangiana, dando como resultado un problema
separable con dos o ma´s subconjuntos de restricciones [27,28]. Para mostrar
como funciona la te´cnica consideremos el siguiente problema de programacio´n
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matema´tica (P):
ZP = ma´x cx (P)
s.a
Ax ≤ b
Cx ≤ d
x ∈ {0, 1}
Si reformulamos el modelo anterior creando una copia ide´ntica de la variable
x para obtener el modelo (RP):
ZRP = ma´x cx (RP)
s.a
Ay ≤ b
Bx ≤ d
x = y
x ∈ {0, 1}
y ∈ R
Cap´ıtulo 2. Marco Teo´rico 26
Dualizando la restriccio´n y = x obtenemos un problema separable (LD):
ZLD = ma´x cx+ λ(y − x) (LD)
s.a
Ay ≤ b
Bx ≤ d
x ∈ {0, 1}
y ∈ Y
Do´nde λ, es un te´rmino de penalizacio´n no negativo que se conoce como
multiplicador de Lagrange. Entonces el modelo (LD) se puede separar en dos
subproblemas (LD1) y (LD2):
ZLD1 = ma´x(c− λ)x (LD1)
s.a
Bx ≤ d
x ∈ {0, 1}
ZLD2 = ma´xλy (LD2)
s.a
Ay ≤ b
y ∈ Y
Cuando todas las restricciones del problema son convexas y todas las
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variables son continuas, el valor o´ptimo del problema original se obtiene
mediante la solucio´n del Lagrangiano dual:
ZD = mı´n
λ
ZLD (D)
Sin embargo en presencia de variables enteras y otras no convexidades
existe una brecha de dualidad, lo cual significa que la solucio´n o´ptima del
problema dual sera´ estrictamente ma´s grande que la solucio´n o´ptima de
(P) [27, 29, 30]. Resolver el problema (D) suele ser dif´ıcil de implementar
adema´s de que el tiempo de co´mputo es elevado, aunque Fisher [31] reporto´
algunos algoritmos para su solucio´n. Para resolver el problema dual regular-
mente se emplea una aproximacio´n heur´ıstica e iterativa en la que ZLD se
soluciona para generar una cota superior a (P), mientras que la heur´ıstica
consiste en generar soluciones factibles de (P) las cuales se conocen como
cotas inferiores [28,31].
En cuanto al ca´lculo de los multiplicadores, λ, que se utilizan en los sub-
problemas, se emplea un esquema basado en el me´todo del subgradiente, ya
que este se ha mostrado trabajar bien en la pra´ctica y es sencilla de imple-
mentar [27]. En este me´todo los valores de los multiplicadores se calculan
mediante la siguiente fo´rmula:
λk+1 = λk + tk(yk − xk)
Do´nde tk es el taman˜o de paso y yk y xk son las soluciones o´ptimas del pro-
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blema lagrangiano (LD) con los multiplicadores λk. La eleccio´n del taman˜o
de paso, tk ha mostrado tener un efecto significativo en la convergencia al
valor o´ptimo de λ. Una fo´rmula para determinar tk y que ha mostrado buenos
resultados es la siguiente [27] :
tk = αk
(ZLD(λ
k)− Z∗)
||yk − xk||2
En la fo´rmula anterior αk es un escalar que toma valores entre [0 − 2],
ZLD(λ
k) es el valor o´ptimo del problema de relajacio´n Lagrangiana (LD) con
los multiplicadores λk y Z∗ es la mejor solucio´n conocida del modelo (P).
Cap´ıtulo 3
Caso de Estudio
Con el objetivo de mostrar como funciona la te´cnica de descomposicio´n
Lagrangiana, en este cap´ıtulo se hablara´ acerca de la reaccio´n de polimeri-
zacio´n empleada como caso de estudio, tambie´n se describira´ el modelo de
optimizacio´n para planeacio´n, secuenciamiento y control, y su reformulacio´n
para llevar a cabo el procedimiento de descomposicio´n.
3.1. Definicio´n del Problema
Dado un nu´mero de productos que deben ser elaborados sobre un cierto
nu´mero de per´ıodos de produccio´n, en un solo reactor continuo de tanque agi-
tado (CSTR) y en una sola l´ınea de procesamiento. Las demandas mı´nimas
de cada producto, condiciones de operacio´n en estado estacionario de cada
producto deseado, el precio de venta para cada producto, costos de inventa-
rio y materia prima se consideran constantes, es decir se planteo´ de forma
determinista. Como se muestra en la figura 3.1 las decisiones de planeacio´n
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involucran el uso de periodos de produccio´n que pueden abarcar una duracio´n
de semanas o´ meses. De igual forma con cada periodo de produccio´n existe un
conjunto de slots de produccio´n cuyo nu´mero es igual a la cantidad de pro-
ductos. En el fondo de la imagen se representa el comportamiento dina´mico
del proceso en te´rminos de la discretizacio´n del sistema empleando el me´to-
do de colocacio´n ortogonal en elementos finitos. El problema a abordar en
este trabajo consiste en determinar de manera simulta´nea la mejor secuencia
de produccio´n y las trayectorias de transicio´n dina´micas en cada periodo de
produccio´n de tal manera que se cumplan los objetivos de produccio´n.
La formulacio´n simulta´nea de PSC empleada en este trabajo contiene un
nu´mero limitado de variables tales como variables binarias de secuenciamien-
to y variables de transicio´n. La descomposicio´n Lagrangiana explota esta ca-
racter´ıstica y reformula el problema de PSC para obtener dos subproblemas
cuya solucio´n se obtiene de manera simulta´nea.
3.1.1. CSTR con mu´ltiples estados estacionarios
Se empleo´ el modelo reportado por Hicks y Ray [32], con algunas varia-
ciones en el valor de los para´metros originales con el fin de obtener el gra´fico
del multiplicidad que se muestra en la figura 3.2. En su forma adimensional
el modelo toma la siguiente forma:
dy1
dt
=
1− y1
θ
− ke−N/y2y1 (3.1)
dy2
dt
=
yf − y2
θ
+ ke−N/y2y1 − αu(y2 − yc) (3.2)
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Figura 3.1: Horizontes de tiempo empleados para las operaciones de planea-
cio´n, secuenciamiento y control donde Np es el nu´mero periodos y Ns es el
nu´mero de slots dentro de cada periodo.
donde y1 simboliza la concentracio´n adimensional (c/cf ), y2 representa la
temeperatura adimensional (T/Jcf ), yc es el temperatura adimencional de
refrigerante (Tc/Jcf ), yf es la temperatura adimensional de la corriente de
entrada al reactor (Tf/Jcf ), y u es el flujo del medio de enfriamiento. En
la tabla 3.1 se muestra los valores nume´ricos de los para´metros, mientras
que las condiciones de operacio´n e informacio´n relacionada con los costos de
transicio´n se muestran en la tablas 3.2 y 3.3 respectivamente.
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Tabla 3.1: Para´metros para el caso de estudio
Tiempo de residencia θ 20
(−∆H)/(ρCp) J 100
Concentracio´n de la alimentacio´n cf 7.6
A´rea adimensional de transferencia de calor α 1,95× 10−4
Temperatura de la alimentacio´n Tf 300
Factor pre-exponencial k10 300
Temperatura del refrigerante Tc 290
E1/RJcf N 5
Tabla 3.2: Condiciones de operacio´n del caso de estudio
producto y1 y2 u costo, $/mol
A 0.0944 0.7766 340 100
B 0.1367 0.7293 390 50
C 0.1926 0.6881 430 30
D 0.2632 0.6519 455 80
Tabla 3.3: Costos de operacio´n y transicio´n (costo de inventario 0.026)
producto Coper$/mol Ctrans,$
A B C D
A 0.13 0 10 12 15
B 0.22 12 0 12 13
C 0.35 14 12 0 10
D 0.25 12 15 13 0
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Figura 3.2: Mu´ltiples estados estacionarios para el modelo de Hicks y Ray (-
solucio´n estable, - - solucio´n inestable).
3.2. Modelo de Optimizacio´n de Planeacio´n,
Secuenciamiento y Control
En esta seccio´n se presenta el modelo de programacio´n para optimizar
simulta´neamente las actividades de planeacio´n, secuenciamiento y control.
Primero se presenta el modelo completo para PSC [19] y posteriormente se
reformula para llevar a cabo la descomposicio´n.
Cap´ıtulo 3. CAPI´TULO 3. CASO DE ESTUDIO 34
3.2.1. Funcio´n objetivo
La funcio´n objetivo incluye la diferencia entre las ganancias por la venta
de cada producto menos todos los costos relacionados con la manufactura de
los mismos. Tambie´n se incluye un te´rmino que penaliza las desviaciones de
estado estacionario, esto con el fin de obtener perfiles de transicio´n uniformes.
ma´x Ω =
NP∑
i=1
Np∑
p=1
PipSip −
NP∑
i=1
Np∑
p=1
Coperip qip − Cinv
NP∑
i=1
Np∑
p=1
Aip − (3.3)
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
Ctransik Ziksp −
NP∑
i=1
NP∑
k=1
Np∑
p=1
Ctransik Z
′
ikp − ϕ
Donde
ϕ = ωy
∫ tf
0
[
∑
i
∆yi(t)]
2dt (3.4)
En la ecuacio´n 3.3, Np es el nu´mero de per´ıodos de produccio´n, Ns es el
nu´mero de slots y NP es el nu´mero de productos,Pip representa el precio
de venta ($/mol) de cada producto i en el periodo p, Sip es la cantidad de
productos (mol) vendidos en el periodo p, mientras que Coperip , C
inv, Ctransik ,
corresponden a los costos unitarios de operacio´n del producto i en el periodo
p, inventario y transicio´n del producto i al producto k respectivamente, Aip
es una sobreestimacio´n lineal de la funcio´n integral del inventario a trave´s
del tiempo y qip representa la produccio´n total del producto i en el per´ıodo
p. De manera similar en la ecuacio´n 3.4 yi(t) representa la variable de estado
del proceso y ωy es una funcio´n peso.
Cabe mencionar que durante las transiciones entre productos se genera pro-
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ducto fuera de especificacio´n, lo cual disminuye las ganancias totales debido
a que este producto no se puede comercializar. Por lo que el objetivo de la
ecuacio´n 3.4 es penalizar largos tiempos de transicio´n, ya que entre mayor
es el tiempo de transicio´n la cantidad de producto fuera de especificacio´n
aumenta.
3.2.2. Restricciones
El siguiente conjunto de ecuaciones representa las restricciones que esta´n
relacionadas con planeacio´n y secuenciamiento del proceso.
Asignacio´n. Esta restriccio´n asegura que solo un producto puede ser
elaborado en cada slot, sin embargo se puede producir el mismo pro-
ducto ma´s de una vez en el mismo periodo.
NP∑
i=1
Wisp = 1, ∀s ∈ Ns;∀p ∈ Np (3.5)
Tiempo de Produccio´n. Este esta´ sujeto al tiempo de duracio´n del perio-
do de produccio´n Hp como un l´ımite superior de acuerdo a la ecuacio´n
3.6. El tiempo total de produccio´n (θip) empleado para elaborar el pro-
ducto i en el periodo p se define en la ecuacio´n 3.7 como la suma de
todos los tiempo de produccio´n del slot en el que se elaboro´ el producto
i (θ̂isp)
0 ≤ θ̂isp ≤ WispHp,∀i ∈ NP ;∀p ∈ Np (3.6)
θip =
Ns∑
s=1
θ̂isp,∀i ∈ NP ;∀p ∈ Np (3.7)
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Tasa de produccio´n. La cantidad de producto i que se produce en el slot
s durante el periodo p (q̂isp) esta´ dada por la ecuacio´n 3.8, mientras que
el total de producto i se determina como la suma de la produccio´n de i
en los slots del periodo p (qip). ri es la tasa de produccio´n del producto
i.
q̂isp = riθ̂isp,∀s ∈ Ns;∀i ∈ NP ;∀p ∈ Np (3.8)
qip =
Ns∑
s=1
q̂isp,∀i ∈ NP ;∀p ∈ Np (3.9)
Transiciones dentro de periodos. A trave´s de la variable binaria Ziksp,
se realiza la transicio´n entre dos slots del mismo periodo.
Ziksp ≥ Wisp +Wk,s+1,p − 1,∀i ∈ NP ;∀k ∈ NP ; s (3.10)
= 1, . . . , Ns − 1;∀p ∈ Np; i 6= k
Transicio´n entre periodos. Mediante la variable Z ′ikp se define si se lleva
a cabo o no la transicio´n entre dos periodos de produccio´n.
Z ′ikp ≥ Wi,Ns,p +Wk,1,p+1 − 1,∀i ∈ NP ; ∀k ∈ NP ; p (3.11)
= 1, . . . , Np − 1; i 6= k
Relaciones de tiempo. Tiempo de inicio del primer slot del primer pe-
riodo
T s11 = 0 (3.12)
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Tiempo final para cada slot. Se define como la suma del tiempo inicial,
el tiempo de produccio´n y el tiempo de transicio´n.
T esp = T
s
sp +
∑
i
θ̂isp +
∑
i
∑
k
τikZiksp,∀s ∈ Ns; ∀p ∈ Np (3.13)
T ssp y T
e
sp son el tiempo inicial y final de produccio´n en el slot s y el
periodo p respectivamente. El te´rmino τikZiksp representa el tiempo de
transicio´n entre dos slots consecutivos para realizar el producto i y k
en el periodo p. El tiempo de arranque para el primer slot de cualquier
periodo 6= 1, mediante la ecuacio´n 3.14 se establece que el primer slot
del periodo p inicia cuando el u´ltimo slot del periodo anterior termina.
T s1p = T
e
Ns,p−1 , ∀p > 1 ∈ Np (3.14)
El tiempo en que termina el u´ltimo slot de cualquier periodo establece
un l´ımite superior del tiempo de finalizacio´n del u´ltimo slot para un
periodo de tiempo dado.
T eNs,p ≤ HTp, ∀p ∈ Np (3.15)
Inventario. En las restricciones que se muestran a continuacio´n Iip re-
presenta el inventario del producto i en el periodo de tiempo p, θ̂isp es
el tiempo destinado para la elaboracio´n de un producto i en el slot s
en el periodo p, Sip es la cantidad de productos i comercializados en el
periodo p y Aip es la sobreestimacio´n lineal de la funcio´n de inventario
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a lo largo del tiempo. Primer periodo
Ii1 = I0i +
∑
s
riθ̂is1 − Si1,∀i ∈ NP (3.16)
Periodos diferentes al primero
Iip = Ii,p−1 +
∑
s
riθ̂isp − Sip,∀i ∈ NP ;∀p > 1 ∈ Np (3.17)
A´rea
Aip = (Ii,p−1 − Si,p−1)Hp + riθipHp, ∀i ∈ NP ; ∀p ∈ Np (3.18)
Tasa de demanda. Establece las ventas del producto i del periodo p
como un l´ımite superior de demanda de ese producto al final del periodo
de produccio´n.
Sip ≥ di,∀i ∈ NP ; ∀p ∈ Np (3.19)
No´tese que la produccio´n de cualquiera de los productos puede ser
excedida, adema´s que establecer valores de demandas demasiado altos
puede generar soluciones infactibles [16].
Restricciones de simetr´ıa. Con el fin de evitar soluciones equivalentes,
que incrementan la dificultad computacional se han an˜adido las siguien-
te restricciones.
La restriccio´n 3.20 asegura que cada producto i es asignado por lo
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menos a un slot del periodo p
Yip ≥ Wisp,∀i ∈ NP ;∀s ∈ Ns; ∀p ∈ Np (3.20)
Mientras que la restriccio´n 3.21 establece que si el producto i es elabo-
rado dentro del periodo de produccio´n p entonces al menos un slot debe
emplearse para su produccio´n, de otra manera no se asigna ningu´n slot
Yip ≤ Nip ≤ NipYip,∀i ∈ NP ;∀p ∈ Np (3.21)
donde Nip es un l´ımite superior.
Mediante las siguientes restricciones se establece si el producto i es
asignado al primer slot de cualquier periodo p entonces este producto
debe usar tantos slots como sea posible. En el caso contrario el producto
i emplea al menos un slot ya que ha sido producido durante el periodo
p
Nip ≥ N − [(
∑
i
Yip − 1)]−M(1−Wi1p) (3.22)
Nip ≤ N − [(
∑
i
Yip − 1)] +M(1−Wi1p) (3.23)
A continuacio´n se describen las restricciones asociadas con el compor-
tamiento dina´mico del proceso, para lo que se empleo´ una formulacio´n
de control predictivo no lineal basado en modelo (NLMPC, por sus si-
glas en ingle´s Nonlinear Model Predictive Control). Se uso´ el me´todo
de colocacio´n ortogonal en elementos finitos para la discretizacio´n del
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modelo dina´mico (Ecuaciones 3.1 y 3.2). De esta manera, cada slot es
divido en una serie de elementos finitos y dentro de cada elemento finito
se selecciono´ un nu´mero de puntos de colocacio´n y de esta manera se
obtiene un conjunto de restricciones no lineales que se deben de satis-
facer.
Las ecuaciones 3.24 y 3.25 proporcionan la aproximacio´n de las varia-
bles de estado en cada punto de colocacio´n, y1fcsp y y2fcsp son el valor
de la temperatura y concentracio´n en cada punto de colocacio´n c del
elemento finito f en el slot s en el periodo p.
y1fcsp = yo1fsp + tsphfsp
Ncp∑
j=1
Λj,cy˙1fcsp ,∀f, c, s, p (3.24)
y2fcsp = yo2fsp + tsphfsp
Ncp∑
j=1
Λj,cy˙2fcsp ,∀f, c, s, p (3.25)
La continuidad entre elementos finitos esta dada por las siguientes res-
tricciones. Solo las variables de estado deben ser continuas cuando se
va de un elemento finito a otro, mientras que las variables manipuladas
no presentan discontinuidad entre elementos finitos.
yo1fcsp = yo1f−1,s,p + tsphf−1,s,p
Ncp∑
j=1
Λj,cy˙1f−1,c,s,p , (3.26)
∀f ≥ 2, s, p
yo2fcsp = yo2f−1,s,p + tsphf−1,s,p
Ncp∑
j=1
Λj,cy˙2f−1,c,s,p , (3.27)
∀f ≥ 2, s, p
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En las restricciones anteriores la longitud de todos los elementos finitos
es la misma y se determina mediante la siguiente ecuacio´n
hfsp =
1
Nfe
(3.28)
Las ecuaciones 3.29 y 3.30 representan el modelo dina´mico de forma
discretizada
y˙1fcsp =
1− y1fcsp
θ
− ke−N/y2fcspy1fcsp , ∀f, c, s, p (3.29)
y˙2fcsp =
yf − y2fcsp
θ
− ke−N/y2fcspy1fcsp (3.30)
−αufcsp(y2fcsp − yc), ∀f, c, s, p
Los valores iniciales y finales de las variables controladas y manipuladas
se calculan mediante las ecuaciones 3.31 - 3.36, las ecuaciones 3.31 y
3.32 determinan el valor para cada variable de estado al inicio de cada
slot, mientras que con las ecuaciones 3.33 y 3.34 se calcula el valor
de cada variable de estado al termino de cada slot, y1ss,i y y2ss,i son
el valor de la temperatura y concentracio´n en condiciones de estado
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estacionario.
y1in,s,p =
NP∑
i=1
y1ss,iWi,s,p,∀s 6= 1, p (3.31)
y2in,s,p =
NP∑
i=1
y2ss,iWi,s,p,∀s 6= 1, p (3.32)
y1sp =
NP∑
i=1
y1ss,iWi,s+1,p,∀s, p (3.33)
y2sp =
NP∑
i=1
y2ss,iWi,s+1,p,∀s, p (3.34)
y1sp =
NP∑
i=1
y1ss,iWi,1,p+1,∀s, p (3.35)
y2sp =
NP∑
i=1
y2ss,iWi,1,p+1,∀s, p (3.36)
Las ecuaciones 3.37 - 3.39 definen el valor de la variable manipulada
al inicio y al final de cada slot s, mediante la ecuacio´n 3.39 el sistema
toma el valor de estado deseado en cada slot s.
uin,s,p =
NP∑
i=1
uss,iWi,s,p,∀s 6= 1, p (3.37)
usp =
NP∑
i=1
uss,iWi,s+1,p,∀s, p (3.38)
usp =
NP∑
i=1
uss,iWi,1,p+1,∀s, p (3.39)
u1,1,s,p = uin,1,p,∀s, p (3.40)
uNfe,Nc,s,p = us,p,∀s, p (3.41)
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La ecuacio´n 3.40 fija el valor de la variable manipulada en el primer
elemento finito del primer punto de colocacio´n c de cada slot s y de
cada periodo de produccio´n p como los valores que la variable toma
al comienzo del mismo slot s. Con la ecuacio´n 3.41 se determina el
valor de la variable manipulada al final de cada slot s en el u´ltimo
elemento finito del u´ltimo punto de colocacio´n del periodo p como el
valor deseado de estado estacionario de la variable en el slot s. Mediante
las ecuaciones 3.42 y 3.43 se calcula el valor de las variables de estado del
sistema al comienzo de cada slot, finalmente la ecuacio´n 3.44 representa
la discretizacio´n del tiempo durante los periodos de transicio´n.
yo11,s,p = yo1in,s,p ,∀s, p (3.42)
yo21,s,p = yo2in,s,p ,∀s, p (3.43)
tfcsp = (f − 1) tsp
Nfe
+
tsp
Nfe
γc (3.44)
La manera en que interaccionan las actividades individuales de PSC
entre ellas es mediante la manipulacio´n del tiempo de transicio´n (τik) y
el tiempo de produccio´n (θip), las cuales se integran en una sola varia-
ble independiente del modelo dina´mico tsp, que se define en la ecuacio´n
3.45. Esto significa que todos los estados del sistema cambian con el
tiempo cuando una variable de control y/o una variable manipulada
cambia, este es uno de los puntos clave en donde las formulaciones de
secuenciamiento y control interaccionan. Un cambio en el comporta-
miento dina´mico del proceso generara´ diferentes tiempos de operacio´n
lo cual modificara´ las decisiones de secuenciamiento. A dema´s la ta-
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sa de produccio´n ri esta relacionada con la dina´mica del proceso, por
lo que es claro que cualquier interaccio´n entre la optimizacio´n de las
decisiones secuenciamiento y control tendra´ un impacto en ri
tsp =
∑
i
∑
k
τikZiksp (3.45)
3.2.3. Descomposicio´n Lagrangiana para PSC
Para aplicar la metodolog´ıa de descomposicio´n presentada previamente,
el modelo descrito en la seccio´n anterior se reformulo´ de la siguiente manera.
Primero se duplicaron las variables claves
Visp = Wisp (3.46a)
Xip = Yip (3.46b)
γiksp = Ziksp (3.46c)
γ′ikp = Z
′
ikp (3.46d)
fsp = tsp (3.46e)
Las ecuaciones 3.46a a 3.46e generan copias de las variables de secuencia-
miento, de transicio´n entre periodos, de transicio´n dentro de los periodos y
del tiempo de transicio´n.
Posteriormente se asigno´ una copia de las variables a las restricciones de
planeacio´n y secuenciamiento y otras a las de optimizacio´n dina´mica.
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Se duplicaron las siguientes restricciones
NP∑
i=1
Visp = 1 (3.47a)
γiksp ≥ Visp + Vk,s+1,p − 1 (3.47b)
γ′ikp ≥ Vi,Ns,p + Vk,1,p+1 − 1 (3.47c)
Xip ≥ Visp (3.47d)
Xip ≤ Nip ≤ NipXip (3.47e)
Nip ≥ N − [(
∑
i
Xip − 1)]−M(1− Vi1p) (3.47f)
Nip ≤ N − [(
∑
i
Xip − 1)] +M(1− Vi1p) (3.47g)
fsp =
∑
i
∑
k
τikγiksp (3.47h)
Visp sustituye a Wisp en la ecuaciones 3.31-3.39.
Cap´ıtulo 3. CAPI´TULO 3. CASO DE ESTUDIO 46
Las copias de las variables (3.46a-3.46e) se relajan y se an˜aden a la funcio´n
objetivo, con lo cual toma la siguiente forma
ma´x ΩRP =
NP∑
i=1
Np∑
p=1
PipSip −
NP∑
i=1
Np∑
p=1
Coperip qip − Cinv
NP∑
i=1
Np∑
p=1
Aip (3.48)
−
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
Ctransik Ziksp −
NP∑
i=1
NP∑
k=1
Np∑
p=1
Ctransik Z
′
ikp − ϕ
+
NP∑
i=1
Ns∑
s=1
Np∑
p=1
[λW (Visp −Wisp)] +
Np∑
p=1
NP∑
i=1
[λY(Xip − Yip)]
+
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
[λz(γiksp − Ziksp)] +
NP∑
i=1
NP∑
k=1
Np∑
p=1
[λz′(γ
′
ikp − Z ′ikp)]
+
Ns∑
s=1
Np∑
p=1
[λt(fsp − tsp)]
donde λW , λY, λz, λz′ , λt son los multiplicadores de lagrange. Estos se
actualizan despue´s de cada iteracio´n del algoritmo de descomposicio´n lagran-
giana.
Finalmete la formulacio´n anterior el problema se puede separar en un
sobproblema de planeacio´n y secuenciamiento y un subproblema de control.
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Subproblema de planeacio´n y secuenciamiento
ma´x ΩPS =
NP∑
i=1
Np∑
p=1
PipSip −
NP∑
i=1
Np∑
p=1
Coperip qip − Cinv
NP∑
i=1
Np∑
p=1
Aip (3.49)
−
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
Ctransik Ziksp −
NP∑
i=1
NP∑
k=1
Np∑
p=1
Ctransik Z
′
ikp
+
NP∑
i=1
Ns∑
s=1
Np∑
p=1
[λW (−Wisp)] +
Np∑
p=1
NP∑
i=1
[λY(−Yip)]
+
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
[λz(−Ziksp)] +
NP∑
i=1
NP∑
k=1
Np∑
p=1
[λz′(−Z ′ikp)] +
Ns∑
s=1
Np∑
p=1
[λt(−tsp)]
s. a
Ecuaciones 3.5 a 3.23 y 3.45.
Subproblema de control
ma´x ΩC = −
Nfe∑
f=1
Ns∑
s=1
Np∑
p=1
hfsp
Ncp∑
c=1
CrtfckΛc,Ncp[α1(y1fcsp − y1sp)2 + (3.50)
α2(y2fcsp − y2sp)2 + α3(ufcsp − usp)2] +
NP∑
i=1
Ns∑
s=1
Np∑
p=1
λWVisp +
Np∑
p=1
NP∑
i=1
λYXip +
NP∑
i=1
NP∑
k=1
Ns∑
s=1
Np∑
p=1
λzγiksp +
NP∑
i=1
NP∑
k=1
Np∑
p=1
λz′γ
′
ikp +
Ns∑
s=1
Np∑
p=1
λtfsp
s. a
Ecs. 3.24 a 3.44 con la variable Visp en lugar de Wisp y las restricciones
3.47a a 3.47h.
Para llevar a cabo la solucio´n de ambos subproblemas, se siguio´ el algo-
ritmo que se muestra en la figura 3.1, la suma de las funciones objetivo de
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Figura 3.3: Algoritmo de descomposicio´n Lagrangiana para la solucio´n del
problema simulta´neo de planeacio´n, secuenciamiento y control
los dos subproblemas (Eqs. 3.49 y 3.50) representan una cota superior a la
funcio´n objetivo del problema de optimizacio´n original de PSC, mientras que
la cota inferior se determino´ mediante un procedimiento heur´ıstico [28, 31]
que consiste en fijar las variables binarias obtenidas del subproblema de pla-
neacio´n y secuenciamiento en la formulacio´n original de PSC. De esta manera
se obtiene un problema NLP que genera un l´ımite inferior en cada iteracio´n
del procedimiento de descomposicio´n.
Cap´ıtulo 4
Resultados
En esta cap´ıtulo se presentan los resultados del procedimiento iterativo
de descomposicio´n Lagrangiana y se comparan con los obtenidos sin emplear
la te´cnica de descomposicio´n. Nuestro principal intere´s es analizar el desem-
pen˜o de la te´cnica de descomposicio´n en te´rminos del valor de la funcio´n
objetivo y el tiempo de computo.
El subproblema de planeacio´n, secuenciamiento, es un problema MINLP que
se resolvio´ con el solver SBB (Ramificacio´n y acotamiento esta´ndar, por sus
siglas en ingle´s Standar Branch and Bound), el subproblema de control re-
sultante de la formulacio´n de descomposicio´n y el problema empleado para
obtener los l´ımites inferiores del problema original son problemas NLP que
se resolvieron con el solver CONOPT3, todos los modelos se implementaron
en GAMS versio´n 24.8.5 en un equipo de 2 GHz y 8 GB RAM.
Las variables obtenidas en el subproblema de planeacio´n y secuenciamiento
se fijaron en la formulacio´n original de PSC para obtener un problema NLP
que genera una cota inferior en cada iteracio´n del algoritmo de descomposi-
49
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cio´n. Una iteracio´n esta completa cuando se han obtenido los l´ımites inferior
y superior, posterior a esto se calcula un conjunto diferente de multiplicado-
res de Lagrange para cada iteracio´n.
Los valores de todas las variables en cada uno de los per´ıodos se inicializaron
tomando como punto inicial de bu´squeda los resultados obtenidos del per´ıodo
anterior.
Tres Periodos de Produccio´n
En la tabla 4.1 se muestra una comparacio´n del tiempo de co´mputo
y las soluciones o´ptimas obtenidas de la solucio´n directa y mediante
el enfoque de descomposicio´n Lagrangiana para tres periodos de pro-
duccio´n. El tiempo de CPU para la solucio´n por descomposicio´n es
17,1min menor que la solucio´n directa y el valor o´ptimo de la funcio´n
objetivo es mejor. La reduccio´n de tiempo para alcanzar la solucio´n
o´ptima fue de un 81 %, esto se atribuye a que en la formulacio´n de la
te´cnica de descomposicio´n las variables binarias solo esta´n presentes
en el subproblema de planeacio´n y secuenciamiento que adema´s es el
problema ma´s pequen˜o en comparacio´n con el subproblema de control
y el problema que determina los l´ımites inferiores (Ver tabla 4.6). La
te´cnica de descomposicio´n encuentra una secuencia o´ptima diferente y
un o´ptimo local mejor que el que se encontro´ con la solucio´n directa,
esto se debe a la naturaleza iterativa del algoritmo de descomposicio´n
lagrangiana, en do´nde los multiplicadores se actualizan en cada itera-
cio´n permitiendo la bu´squeda local diferente cada vez. En la figura 4.1
se observa que el algoritmo de descomposicio´n converge desde la prime-
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ra iteracio´n ya que la diferencia entre los l´ımites se mantiene constante
durante las siguientes iteraciones.
Tabla 4.1: Solucio´n directa y con descomposicio´n Lagrangiana para tres pe-
riodos de produccio´n.
Algoritmo Obj. Secuencias CPU
($/hr) o´ptimas (min)
Directo
A-B-C-D
21.114, 427, 193 D-A-B-C
C-D-A-B
Descomposicio´n
C-D-A-B
414, 435, 408 B-C-D-A
A-B-C-D
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Figura 4.1: Convergencia de los l´ımites inferior y superior durante la descomposicio´n Lagrangiana para tres
periodos.
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Cuatro Periodos de Produccio´n
Para el segundo ejemplo nu´merico del caso de estudio se definieron cua-
tro periodos de produccio´n, en el que la secuencia o´ptima de produccio´n
fue CABD, ABCD, ACBD, CABD para el primer, segundo, tercer y
cuarto periodo de produccio´n respectivamente. Los resultados para este
escenario de operacio´n se muestran en la tabla 4.2, en la que se puede
observar que las demandas establecidas se satisfacen estrictamente con
una sobreproduccio´n para el producto A en todos los periodos, esto se
debe a que su precio de venta es mayor al de los dema´s productos. En
la figura 4.2 se muestra la evolucio´n de los l´ımites superior e inferior
durante el procedimiento iterativo de descomposicio´n lagrangiana, se
puede ver que se obtuvieron l´ımites muy estrechos desde la primera
iteracio´n e incluso mejoran ligeramente en las dema´s iteraciones. Final-
mente se alcanza la solucio´n del problema despue´s de cinco iteraciones
con una diferencia entre los dos l´ımites aproximadamente del 3 % y
tiempo total de CPU de 280s. Los perfiles de transicio´n dina´mica se
presentan en la figura 4.3, las transiciones son cortas y suaves. Sin em-
bargo muchos de estos no son funciones escalo´n sencillas. Por lo que
la forma y el comportamiento dina´mico de los perfiles de control que
llevan a transiciones o´ptimas, se vuelven dif´ıciles de determinar sin el
uso de una estrategia de control o´ptimo. Cabe mencionar que para este
y los siguientes ejemplos nume´ricos no se logro´ obtener una solucio´n di-
recta del problema debido a que el taman˜o y complejidad del problema
aumentan con el nu´mero de periodos lo cual dificulta su solucio´n.
Cap´ıtulo 4. CAPI´TULO 4. RESULTADOS 54
Tabla 4.2: Resultados para cuatro periodos de produccio´n, profit = 19 687
329.0046, CPU = 280 s
slot producto demanda tiempo de produccio´n total
(mol) procesamiento (h) (mol)
Periodo 1
1 C 15 500 25.260 15 500.000
2 A 14 000 33.780 23 249.002
3 B 19 000 28.959 19 000.000
4 D 19 600 35.002 19 600.000
Periodo 2
1 A 11 200 27.203 18 722.966
2 B 20 000 30.483 20 000.000
3 C 18 600 30.312 18 600.000
4 D 19 600 35.002 19 600.000
Periodo 3
1 A 11 200 29.755 20 479.265
2 C 15 500 25.260 15 500.000
3 B 20 000 30.483 20 000.000
4 D 21 000 37.502 21 000.000
Periodo 4
1 C 14 000 22.815 14 000.000
2 A 10 500 42.130 28 995.993
3 B 17 000 25.910 17 000.000
4 D 18 000 32.145 18 000.000
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Figura 4.2: Evolucio´n de los l´ımites inferior y superior durante la descomposicio´n Lagrangiana para cuatro
periodos.
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Ocho periodos de produccio´n
En este ejemplo se abordaron ocho periodos de produccio´n, en la tabla
4.3 se muestran las secuencias o´ptimas de produccio´n, demandas para
cada producto, la tasa de produccio´n para este periodo de operacio´n.
Nuevamente se puede observar una sobreproduccio´n en A, al igual que
en el caso anterior esto se debe a su precio de venta.
Los l´ımites inferior y superior para este escenario se muestran en la
figura 4.4 en la que se logra ver que la diferencia entre estos no es
muy grande y conforme avanza el procedimiento iterativo ligeramente
se mejora esta diferencia hasta llegar a la quinta iteracio´n donde se
ha alcanzado el valor o´ptimo del problema ya que ambos l´ımites son
iguales.
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Figura 4.3: Perfiles de transicio´n dina´mica para los slots 1-4 para 4 periodos
de produccio´n.
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Tabla 4.3: Descomposicio´n Lagrangiana para PSC y ocho periodos profit = 40 855 246.8094, CPU = 9 min
59 s
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) procesamiento (h) (mol) (mol) procesamiento (h) (mol) (mol) procesamiento (h) (mol)
Periodo 1 Periodo 2 Periodo 3
1 A 14 000 33.780 23 249.002 1 A 11 200 27.203 18 722.966 1 A 11 200 29.755 20 479.265
2 B 19 000 28.959 19 000.000 2 B 20 000 30.483 20 000.000 2 C 15 500 25.260 15 500.000
3 C 15 500 25.260 15 500.000 3 C 18 600 30.312 18 600.000 3 D 21 000 37.502 21 000.000
4 D 19 600 35.002 19 600.000 4 D 19 600 35.002 19 600.000 4 B 20 000 30.483 20 000.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) procesamiento (h) (mol) (mol) procesamiento (h) (mol) (mol) procesamiento (h) (mol)
Periodo 4 Periodo 5 Periodo 6
1 C 14 000 22.815 14 000.000 1 A 10 500 42.130 28 995.993 1 A 10 000 43.785 30 135.042
2 D 18 000 32.145 18 000.000 2 C 14 000 22.815 14 000.000 2 D 17 500 31.252 14 500.000
3 B 17 000 25.910 17 000.000 3 B 17 000 25.910 17 000.000 3 C 14 000 22.815 14 000.000
4 A 10 500 42.130 28 995.993 4 D 18 000 32.145 18 000.000 4 B 16 500 25.148 16 500.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) procesamiento (h) (mol) (mol) procesamiento (h) (mol)
Periodo 7 Periodo 8
1 C 14 500 23.630 14 500.000 1 A 10 000 44.625 30 713.278
2 B 16 000 24.386 16 000.000 2 B 16 000 24.386 16 000.000
3 A 10 000 44.625 30 713.278 3 C 14 500 23.630 14 500.000
4 D 17 000 30.359 17 000.000 4 D 17 000 30.359 17 000.000
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Figura 4.4: Evolucio´n de los l´ımites inferior y superior durante la descomposicio´n Lagrangiana para ocho
periodos.
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Doce periodos de produccio´n
Para el caso de doce semanas de produccio´n los resultados se muestran
en la tabla 4.4 en la que nuevamente se puede apreciar una sobrepro-
duccio´n del producto A, como ya se explico´ esto se debe al precio de
venta asignado, mientras que en la figura 4.5 se observa la evolucio´n de
los l´ımites inferior y superior durante las iteraciones de la te´cnica de
descomposicio´n, desde la primera iteracio´n la diferencia entre ambos
l´ımites es de aproximadamente 2 %, esta diferencia se mantiene duran-
te la siguiente iteraciones y mejora ligeramente en la cuarta iteracio´n
donde esta diferencia se vuelve del 1 %, con lo cual se ha obtenido la
solucio´n o´ptima.
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Figura 4.5: L´ımites inferior y superior durante la descomposicio´n Lagrangiana para doce periodos.
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Tabla 4.4: Descomposicio´n Lagrangiana para PSC, doce periodos profit = 62 667 768.3655, CPU = 12 min
20 s
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 1 Periodo 2 Periodo 3
1 B 19 000 28.959 19 000.000 1 A 11 200 27.203 18 722.966 1 D 18 000 37.502 18 000.000
2 D 19 600 35.002 19 600.000 2 C 18 600 30.312 18 600.000 2 B 20 000 30.483 20 000.000
3 C 15 500 25.260 15 500.000 3 B 20 000 30.483 20 000.000 3 C 15 500 25.260 15 500.000
4 A 14 000 33.780 23 249.002 4 D 19 600 35.002 19 600.000 4 A 11 200 29.755 20 479.265
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 4 Periodo 5 Periodo 6
1 B 17 000 25.910 17 000.000 1 C 14 000 22.815 14 000.000 1 A 10 000 43.785 30 135.042
2 D 18 000 32.145 18 000.000 2 B 16 500 25.910 16 500.000 2 C 14 000 22.815 14 000.000
3 C 14 000 22.815 14 000.000 3 D 18 000 32.145 18 000.000 3 D 17 500 31.252 17 500.000
4 A 10 500 42.130 28 995.993 4 A 10 500 42.130 28 995.993 4 B 16 500 25.148 16 500.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 7 Periodo 8 Periodo 9
1 A 10 000 44.625 30 713.278 1 A 10 000 44.625 30 713.278 1 C 14 000 22.815 14 000.000
2 D 17 500 30.359 17 500.000 2 B 16 000 24.386 16 000.000 2 B 15 500 23.624 15 500.000
3 B 16 000 24.386 16 500.000 3 C 14 500 23.630 14 500.000 3 D 16 500 29.466 16 500.000
4 C 14 000 23.630 14 000.000 4 D 17 000 30.359 17 000.000 4 A 9 800 47.095 32 413.139
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 10 Periodo 11 Periodo 12
1 A 9 500 48.261 33 215.993 1 A 9 200 49.107 33 798.300 1 A 9 100 50.106 34 485.507
2 C 13 800 22.489 13 800.000 2 D 16 000 28.573 16 000.000 2 B 15 200 23.167 15 200.000
3 B 15 300 23.319 15 300.000 3 B 15 300 23.319 15 300.000 3 D 15 800 28.216 15 800.000
4 D 16 200 28.930 16 200.000 4 C 13 500 22.000 13 500.000 4 C 13 200 23.167 13 200.000
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Diecise´is periodos de produccio´n
En la figura 4.6 se muestra el comportamiento tanto del l´ımite inferior
y superior durante el proceso de descomposicio´n, en la que se puede
observar que a partir de la primera iteracio´n la diferencia entre los dos
l´ımites es del 2 % y aunque el valor de ambos l´ımites cambia el valor
de la diferencia se mantiene constante y es entre las iteraciones tres y
cuatro en donde el valor de ambos l´ımites permanece constante por lo
que el algoritmo de descomposicio´n ha encontrado el valor o´ptimo para
el caso de diecise´is semanas de produccio´n, con un tiempo de CPU de
14 min 38 s.
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Tabla 4.5: Descomposicio´n Lagrangiana para PSC, diecise´is periodos profit = 84 994 138.3047, CPU = 14
min 38 s
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) time (h) (mol)
Periodo 1 Periodo 2 Periodo 3 Periodo 4
1 A 14 000 33.780 23 249.002 1 B 20 000 30.483 20 000.000 1 A 11 200 29.755 20 479.265 1 A 10 500 42.130 28 995.993
2 C 15 500 25.260 15 500.000 2 C 18 600 30.312 18 600.000 2 C 15 500 25.260 15 500.000 2 D 18 000 32.145 18 000
3 B 19 000 28.959 19 000.000 3 D 19 600 35.002 19 600.000 3 D 21 000 37.502 21 000.000 3 C 14 000 22.815 14 000.000
4 D 19 600 35.002 19 600.000 4 A 11 200 27.203 18 722.966 4 B 20 000 30.483 20 000.000 4 B 17 000 25.910 17 000.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) time (h) (mol)
Periodo 5 Periodo 6 Periodo 7 Periodo 8
1 B 17 000 25.910 17 000.000 1 A 10 000 43.785 30 135.042 1 B 16 000 24.386 16 000.000 1 C 14 500 23.630 14 500.000
2 D 18 000 32.145 18 000.000 2 C 14 000 22.815 14 000.000 2 D 17 000 30.359 17 000.000 2 A 10 000 44.625 30 713.278
3 A 10 500 42.130 28 995.993 3 D 17 500 31.252 17 500.000 3 A 10 000 44.625 30 713.278 3 D 17 000 30.359 17 000.000
4 C 14 000 22.815 14 000.000 4 B 16 500 25.148 16 500.000 4 C 14 000 23.630 14 000.000 4 B 16 000 24.386 16 000.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 9 Periodo 10 Periodo 11 Periodo 12
1 A 9 800 47.095 32 413.139 1 C 13 800 22.489 13 800.000 1 A 9 200 49.107 33 798.300 1 A 9 100 50.410 34 695.307
2 C 14 000 22.815 14 000.000 2 D 16 200 28.930 16 200.000 2 D 16 000 28.573 16 000.000 2 C 13 200 21.512 13 200.000
3 D 16 500 32.145 16 500.000 3 B 15 300 23.319 15 300.000 3 B 15 300 23.319 15 300.000 3 B 15 000 22.862 150 00.000
4 B 15 500 23.624 15 500.000 4 A 9 500 48.261 33 215.993 4 C 12 900 22.000 12 900.000 4 D 15 800 28.216 15 800.000
slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total slot producto demanda tiempo de produccio´n total
(mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol) (mol) produccio´n (h) (mol)
Periodo 13 Periodo 14 Periodo 15 Periodo 16
1 A 9 100 51.257 35 277.614 1 B 15 300 22.557 15 300.000 1 A 9 000 51.903 35 722.486 1 A 9 000 53.458 36 792.655
2 D 15 600 27.859 15 600.000 2 D 15 600 27.859 15 600.000 2 B 14 800 22.557 14 800.000 2 C 12 800 20.860 12 800.000
3 C 13 200 21.023 13 200.000 3 A 9 100 51.724 35 599.576 3 D 15 500 20.860 15 500.000 3 D 14 800 26.430 14 800.000
4 B 15 000 22.862 15 000.000 4 C 12 800 20.860 12 800.000 4 C 12 800 20.860 12 800.000 4 B 14 600 22.252 14 600.000
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Figura 4.6: L´ımites inferior y superior durante la descomposicio´n Lagrangiana para diecise´is periodos de
produccio´n.
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El taman˜o de los problemas de optimizacio´n de la formulacio´n directa
y de cada subproblema involucrado en la formulacio´n de la estrategia de
descomposicio´n lagrangiana se muestra en la tabla 4.6. En esta tabla las
variables binarias solo esta´n presentes en el subproblema de planeacio´n y
secuenciamiento ya que en el subproblema de control estas variables son con-
tinu´as, adema´s de que es evidente el incremento en el nu´mero de variables en
la refomulacio´n del problema conforme aumenta el nu´mero de per´ıodos. En
comparacio´n con la solucio´n obtenida sin emplear la te´cnica de descomposi-
cio´n reportada en el trabajo previo [19], en particular para el caso de estudio
se lograron abordar tres periodos de produccio´n en un tiempo de computo de
21,1min, mientras que empleando el enfoque de descomposicio´n Lagrangiana
el tiempo de computo ma´s elevado fue para el caso de diecise´is periodos con
14,63min.
En los resultados mostrados es evidente que el enfoque de solucio´n sin des-
composicio´n requiere de un mayor esfuerzo computacional, que se reduce al
emplear la estrategia de descomposicio´n Lagrangiana, con la que tambie´n se
redujo la dificultad para abordar un mayor nu´mero de periodos de produc-
cio´n.
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Tabla 4.6: Taman˜o del problema directo y con descomposicio´n
Problema Ecuaciones Var. Continu´as Var. Discretas CPU [min]
3 periodos Directo 4604 5333 60 21.1
3 periodos
Subproblema PS 440 461 60
4Subproblema Control 4405 5125
L´ımite inferior 4544 5273
4 periodos
Subproblema PS 589 613 80
4.6Subproblema Control 5877 6849
L´ımite Inferior 6061 7029
8 periodos
Subproblema PS 1185 1221 160
10Subproblema Control 11765 13685
L´ımite Inferior 12129 14053
12
periodos
Subproblema PS 1781 1829 240
12.33Subproblema Control 17653 20533
L´ımite Inferior 18127 21077
16
periodos
Subproblema PS 2377 2437 320
14.63Subproblema Control 23541 27381
L´ımite Inferior 24265 28101
Cap´ıtulo 5
Conclusiones
En este trabajo, se ha implementado la estrategia de descomposicio´n La-
grangiana para la reformulacio´n del problema de PSC. Mediante la formu-
lacio´n de la descomposicio´n se genero´ un l´ımite superior y a trave´s de fijar
las variables complicadas se determino´ un l´ımite inferior. La aproximacio´n
con la te´cnica de descomposicio´n fue efectiva para resolver el problema de
PSC para el caso de estudio de un reactor CSTR multiproducto, en el que
los ejemplos nume´ricos que se abordaron fueron para cuatro, ocho, doce y
diecise´is periodos de produccio´n.
Se mostro´ de manera evidente que el desempen˜o de la te´cnica de descomposi-
cio´n es mucho mejor que la solucio´n directa, ya que en los ejemplos mostrados
el tiempo de co´mputo es mucho menor que el que se requiere para la solucio´n
directa, adema´s de que mediante la solucio´n directa solo fue posible abordar
tres periodos de produccio´n mientras que con el enfoque de descomposicio´n
se logro´ abordar un mayor nu´mero de per´ıodos. Aunque el nu´mero de varia-
bles a determinar en los subproblemas era grande y adema´s se incrementaba
69
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conforme aumenta el nu´mero de periodos, la dificultad computacional em-
pleando la descomposicio´n Lagrangiana es mucho menor.
Mediante la estrategia de control predictivo no lineal (NLMPC) se obtu-
vieron trayectorias optimas de transicio´n. Otras te´cnicas de descomposicio´n
para problemas MIDO y MINLP esta´n disponibles, como la descomposicio´n
de Benders que separa el problema en un MINLP y un NLP entre los cua-
les itera para encontrar la solucio´n. Sin embargo, hasta donde sabemos, no
hay trabajos reportados que aborden el problema de PSC usando te´cnicas de
descomposicio´n, por lo que no es posible hacer un ana´lisis del desempen˜o de
la estrategia mostrada en este trabajo.
5.1. Trabajo Futuro
Como parte de un futuro trabajo, se propone reformular el problema de
optimizacio´n considerando las incertidumbres que pueden existir en para´me-
tros f´ısicos del modelo dina´mico y para´metros de operacio´n del proceso y
nuevamente llevar a cabo su resolucio´n mediante la estrategia de descompo-
sicio´n Lagrangiana, considerando periodos de planeacio´n ma´s largos.
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