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ABSTRACT
It is hard to create consistent ground truth data for interest points in natural images, since interest
points are hard to define clearly and consistently for a human annotator. This makes interest point
detectors non-trivial to build. In this work, we introduce an unsupervised deep learning-based inter-
est point detector and descriptor. Using a self-supervised approach, we utilize a siamese network and
a novel loss function that enables interest point scores and positions to be learned automatically. The
resulting interest point detector and descriptor is UnsuperPoint. We use regression of point positions
to 1) make UnsuperPoint end-to-end trainable and 2) to incorporate non-maximum suppression in
the model. Unlike most trainable detectors, it requires no generation of pseudo ground truth points,
no structure-from-motion-generated representations and the model is learned from only one round
of training. Furthermore, we introduce a novel loss function to regularize network predictions to be
uniformly distributed. UnsuperPoint runs in real-time with 323 frames per second (fps) at a resolu-
tion of 224×320 and 90 fps at 480×640. It is comparable or better than state-of-the-art performance
when measured for speed, repeatability, localization, matching score and homography estimation on
the HPatch dataset.
Keywords Deep Learning · Interest Point Detector · Point Descriptor · Point detector · Unsupervised · Self-
supervised · Real-time
1 Introduction
Deep learning [1] has since 2012 [2] improved a broad
range of computer vision tasks. Especially supervised
image classification and recognition have reached (super-
)human-level performance [3, 4, 5, 6]. In particular, deep
learning-based methods have improved and influenced
traditional tasks in geometric computer vision [7] such
as pose estimation [8, 9], homography estimation [10],
stereo matching [11] and visual odometry [12]. Further-
more, deep learning-methods have powered new appli-
cations that previously did not exist such as depth from
monocular camera [13] and pose estimation, where posi-
tion and orientation are estimated directly using regres-
sion [8]. Nevertheless, traditional interest point detectors
[14] (SIFT [15], SURF [16], ORB [17], AKAZE [18],
BRISK [19]) are still commonly used in practical applica-
tions, where the concept of points and descriptors remains
a powerful representation - in particular because interest
point correspondences for a set of images can be estab-
lished by both ensuring that points match by their descrip-
tors and that matching point positions also satisfy multi-
view geometric constraints. Point correspondences are
also key in bundle adjustment [20] used in Structure-from-
Motion (SfM), Photogrammetry, Visual Simultaneous Lo-
calization and Mapping (VSLAM) and Augmented Real-
ity (AR). Bundle adjustment enables large-scale applica-
tions (long sequence recordings in large scenes) [21, 22],
correction of maps based on loop closure [23], and fusion
with odometry sensors such as GPS [24] or as in Visual-
Inertial SLAM [25, 26], where an IMU is used to reduce
drift and improve localization.
In recent years, deep learning-based interest point detec-
tors and descriptors have gained popularity. However,
most research only address the descriptor, for discriminat-
ing local image patches [27, 28, 29, 30, 31, 32] as defined
in e.g. the Brown [28] dataset. These methods do not
address detection of points, and they rely on traditional
interest point detectors.
The challenge for learning point detectors is that valid
ground truth data for interest points in natural images are
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hard to create. The definition of an interest point is not
clearly defined and consistent labels by a human annota-
tor are hard to acquire. The lack of ground truth data thus
makes point detectors non-trivial to train.
1.1 Related work
In TILDE [33], pseudo ground truth interest points are ob-
tained by selecting points from a Difference-of-Gaussians
blob detector [15] that are repeatable across an image se-
quence. Each sequence is captured from the same view-
point at different times of day and at different seasons.
The drawback is that the detector is trained on static view-
point images. That is, it is not trained explicitly for rota-
tion and scale invariance.
Quad-network [34] uses unsupervised learning for train-
ing a shallow neural network for interest point detection.
The model is trained to learn a ranking of points that are
preserved under image transformations. This enables the
model to learn what defines a good interest point. How-
ever, the model runs only on patches and does not provide
descriptors for each patch.
LIFT [35] is able to predict both points and descriptors
using three modules; a detector to create a score map of
good interest points, an orientation estimator to predict the
orientation of a patch and a descriptor module. The score
map is used to crop patches of good interest points. A
Spatial Transformer Network (STN) [36] rotates patches
by the estimated orientation before a descriptor is cre-
ated for each patch. LIFT is end-to-end differentiable on
patches. However, the model does not train on whole im-
ages and does not converge when trained from scratch. It
is trained in multiple steps and requires an SfM pipeline to
guide the training initially. Furthermore, each module in
the LIFT framework does not share computations, making
it too slow for real-time applications.
LF-Net [37] uses (similar to LIFT) a module for select-
ing good image patches and transforms them using an
STN before passing patches through a descriptor module.
The training framework is end-to-end differentiable and
learns both positions, scale, rotation and descriptors. Un-
like LIFT, position, rotation and scale are estimated by a
single module. LF-Net is able to train on full images from
scratch, it is fast and the model has demonstrated state-of-
the-art performance for SfM image matching. However,
the framework requires the output of an SfM pipeline dur-
ing training and it does not share computations between
the detector and the descriptor. The use of patches also
restricts the area from which the network is able to learn
descriptors.
SuperPoint [38] is also able to predict both points and de-
scriptors. However, in SuperPoint the detector and de-
scriptor share most computations, making it fast. Super-
Point is trained using online-generated synthetic images
of simple geometrical shapes. Pseudo ground truth points
are defined as corners, junctions, blobs and line segments
of the synthesized data. However, to generalize for “real”
images, two rounds of homography adaptation are used.
The model is initially trained on the synthesized data,
followed by training on real images to generate pseudo
ground truth interest points by aggregating predictions of
100 different homography transformations per image. A
new model is trained and the homography adaptation step
is repeated to improve pseudo ground truth points even
further. Finally, a new model is trained to predict both
points and descriptors using a siamese network. However,
the initial two/three rounds of training are cumbersome
and a good interest point is initially only defined by the
authors as junctions of simple geometrical shapes in the
synthetic data.
In this work, we present UnsuperPoint - a fast deep
learning-based interest point detector and descriptor in-
spired by SuperPoint [38]. Similar to SuperPoint, the
model shares most computations for the detector and the
descriptor and utilizes a siamese network to train descrip-
tors. However, in UnsuperPoint, we use regression for
predicting positions and introduce a novel interest point
detector loss function to also train detection of points in a
self-supervised manner. Unlike most trainable detectors,
it requires only one round of training, no generation of
pseudo ground truth points and no SfM-generated repre-
sentations. Finally, we also introduce a novel loss function
to easily regularize network predictions to be uniformly
distributed.
2 Network architecture
UnsuperPoint has a multi-task network architecture with
a shared backbone followed by multiple task-specific sub-
modules as shown in Figure 1.
The backbone takes a color image as input and provides
a downsampled feature map that is further processed by
task-specific submodules in the same way as done in Su-
perpoint [38]. The submodules process the backbone
output with additional convolutional layers. The convo-
lutional structure of backbone and subtasks enables the
model to process any input image size. The subtasks are
designed to produce an aligned output where each entry
represents a point with a position, score and descriptor.
The combined output of the network resembles the out-
put of traditional point detectors by providing a position,
score and descriptor for each interest point. Thus, the net-
work can be used as a drop-in replacement for traditional
interest point-based systems such as SfM, AR and VS-
LAM.
2.1 Network overview and notation
Each point position is expressed by its relative position
Prelative and is easily transformed to image pixel coordi-
nates Pmap. The score Smap is the fitness of each point
and used for sampling the best N points. The descriptor
map Fmap has an embedding of F channels for each en-
try to uniquely match corresponding points from different
2
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Figure 1: UnsuperPoint takes an input image and outputs an interest point vector. The score, position and descriptor
share most computations by a shared backbone. Each interest point m is described by a score sm, a position pm and
a descriptor fm.
images. Smap, Pmap and Fmap are reshaped and sorted
by highest score into respectively a vector s with M el-
ements, an M × 2 matrix P and an M × F matrix F,
where M = H8 · W8 represents all predicted points. The
top N interest points are simply the top N rows of the re-
shaped output. All convolutional layers have a stride of 1
and a kernel size of 3. Apart from the final layer in each
subtask, all convolutional layer are followed by batch nor-
malization [39] and a leaky ReLU [3] activation function.
2.2 Backbone module
The backbone takes an input image and generates an in-
termediate feature map representation to be processed by
each subtask. The backbone is fully convolutional with
four pairs of convolutional layers. The four pairs are sep-
arated by three max-pooling layers with a stride and a ker-
nel size of two. After each pooling layer, the number of
channels for subsequent convolutional layers are doubled.
The number of channels in the eight convolutional lay-
ers are 32-32-64-64-128-128-256-256. Effectively, each
pooling layer downsamples the feature map height and
width by a factor of two, while the whole backbone down-
samples by a factor of eight. An entry in the final output
corresponds to an 8× 8 area in the input image. Thus, for
an input image of e.g. 480× 640, the network will return
(480/8)·(640/8) = 4800 entries. Each entry is processed
in a fully convolutional way for each subtask to output a
descriptor, score and position - effectively creating 4800
interest points.
2.3 Score module
The score module regresses a score for each entry in the
final feature map. The score module contains two convo-
lutional layers with 256 and 1 channels, respectively. The
final layer is followed by a sigmoid activation to bound
score predictions in the interval [0, 1]. The scores are im-
portant for selecting the top N points in an image.
2.4 Position module
The position module predicts a relative image coordinate
for each output entry and maps this to an image pixel co-
ordinate. The position module contains two convolutional
layers with 256 and 2 channels, respectively. The final
layer is followed by a sigmoid activation to bound posi-
tion predictions in the interval [0, 1]. For a network with 3
poolings layers (a subsampling factor of 8), a relative po-
sition is predicted for each 8×8 region in the input image.
This is demonstrated in Figure 2 for a small input image
of size 24× 24.
The mapping from relative image coordinates Prelative to
image pixel coordinates Pmap is calculated by:
Pmap,x (r, c) = (c+Prelative,x (r, c)) · fdownsample
Pmap,y (r, c) = (r +Prelative,y (r, c)) · fdownsample (1)
Relative image coordinates Prelative are added by the col-
umn entry index c for the x-coordinate, and the row entry
index r for the y-coordinate. The output is then multi-
plied by the downsampling factor fdownsample = 8 of the
network.
Using regression for point detection is a clear distinction
to SuperPoint [38] and LF-Net [37], where top interest
point locations are selected from a heat map of the same
size as the input image. The purpose of using regression
for estimating position is two-fold. Most importantly, it
is differentiable and enables fully unsupervised training.
Secondly, by only predicting a single point for each 8× 8
area, it adds functionality similar to non-maximum sup-
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Figure 2: The network predicts a single interest point position for each 8 × 8 area. For a 24 × 24 sized input image,
the network predicts the position of 3 · 3 = 9 interest points.
pression (NMS) as part of the network architecture. Intu-
itively, NMS might come as a disadvantage, as an 8 × 8
region may have multiple interest points. However, by
removing closely clustered points, interest points will be-
come more homogeneously distributed. This is a desired
property and many interest point based systems use NMS
to improve robustness, stability and accuracy [40].
2.5 Descriptor module
The descriptor module generates a descriptor for each en-
try. The descriptor module contains two convolutional
layers with 256 and F = 256 channels, respectively. The
final layer has no activation. The descriptor map can be
used coarsely or by interpolating descriptors based on in-
terest point positions. In SuperPoint, the interpolation is a
post-processing step used under inference. In our imple-
mentation, interpolation of descriptors is integrated into
the model. The model use all point positions in Pmap to
interpolate all entries in descriptor map Fmap. Regression
of point positions makes interpolation of descriptors dif-
ferentiable, and it is used in training.
3 Self-supervised framework
UnsuperPoint uses a self-supervised training framework
to learn all three tasks simultaneously. The procedure is
demonstrated in Figure 3, where UnsuperPoint is used in
a siamese network to predict interest points for two aug-
mentations of the same input image. The two augmen-
tations and their predictions are separated into individual
branches. Branch A (blue) is a non-wrapped version of
the input image, whereas branch B (red) is a wrapped ver-
sion of the input image.
The image in branch B is spatially transformed by a ran-
dom homography T (rotation, scale, skew and perspective
transforms). The image for each branch is then trans-
formed by independent random non-spatial image aug-
mentations such as brightness and noise. UnsuperPoint
predicts interest points on the image from each branch.
Point positions of branch A are transformed by T to spa-
tially align points from branch A to branch B. We define
points from each branch to correspond if they are spatially
close after alignment. Finally, point correspondences are
used in loss functions to train the model. All components
in UnsuperPoint, the transformation of points by T and
loss functions are differentiable, thus enabling the model
of each branch to be trained end-to-end.
4 Loss functions
This section presents the loss functions to train score, po-
sition and descriptor. The total loss Ltotal consists of four
loss terms.
Ltotal =+ αuspLusp
+ αuni_xyLuni_xy
+ αdescLdesc + αdecorrLdecorr
(2)
Each loss term is weighted by a factor α. The first loss
term Lusp is the UnSupervised Point (USP) loss to learn
position and score of interest points. The second loss term
Luni_xy is a regularization term to encourage a uniform dis-
tribution of relative point positions. The final two loss
terms Ldesc and Ldecorr optimize only the descriptor. Ldesc
is required to learn descriptors, while Ldecorr is merely a
regularization term to reduce overfitting by decorrelating
descriptors.
Point-pair correspondences Each branch b ∈ {A,B}
outputs three tensors sb, Pb and Fb that contain point
scores, point positions and point descriptors. To calculate
loss functions in the following sections, we need to es-
tablish point correspondences (point-pairs) from the two
branches. To do this, an MA ×MB distance matrix G is
determined by computing the pairwise distances between
all MA transformed points from branch A and all MB
points from branch B.
G = [gij ]MA×MB =
[∥∥pA→Bi − pBj ∥∥2]MA×MB (3)
Each entry gij in G is the Euclidean distance between a
transformed point pA→Bi = Tp
A
i with index i in branch A
and a point pBj with index j in branch B. A point-pair is
the combination of a point i in branch A that corresponds
4
UnsuperPoint: End-to-end Unsupervised Interest Point Detector and Descriptor
Figure 3: Two permutations of the same image are forwarded through a siamese network. Corresponding points
between branch A and B are determined and used for training the model with supervised loss functions.
to a point j in branch B. Not all points in branch A are
merged into point-pairs, because a point in branch A may
not have a nearby neighbor in branch B. We define that
points correspond if point i in branch A has point j as
its nearest neighbor in branch B, and if the distance gij
between these is less than a minimum distance correspond.
With point correspondences, we can redefine output ten-
sors (sb,Pb andFb) to a new set of tensors defined as cor-
responding tensors (respectively sˆb, Pˆb and Fˆb) with K
entries, so that each entry k in the corresponding tensors
maps to the same point in the input image. For each entry
k in branch b, we define a point-pair score sˆbk, the point-
pair position pˆbk and the point-pair descriptor fˆ
b
k . Finally,
we also define the point-pair correspondence distance dk
written as
dk = ‖T pˆAk − pˆBk‖ = ‖pˆA→Bk − pˆBk‖ (4)
Similar to equation 3, it is the distance between points
from branch A and B. However, dk is only the distance
between a point-pair.
4.1 Unsupervised point loss, Lusp
We introduce a novel loss function called UnSupervised
Point (USP) loss that uses point-pairs to train a detector
using an unsupervised loss function. The overall objec-
tive of the USP loss is to improve repeatability of the de-
tector, meaning that the same interest points are detected
- regardless of the camera viewpoint. In other words, the
detector should from multiple camera viewpoints predict
image positions that capture the same 3D points in the
scene.
The unsupervised point loss Lusp is divided into three
terms and accumulated over all K corresponding point-
pairs:
Lusp = αposition
K∑
k=1
lpositionk + αscore
K∑
k=1
lscorek +
K∑
k=1
luspk
(5)
We add weight terms to position αposition and score αscore.
The objective of the first term lpositionk is to ensure that
the predicted positions of a point-pair represent the same
point in the input image. We can achieve this by simply
minimizing the distance for each point-pair k:
lpositionk = dk (6)
Initially, a siamese network will predict random positions.
Over time, the siamese network will gradually reduce the
distances between point-pairs and thus improve interest
point positioning. Figure 4a shows an example histogram
of point-pair distances for a converged network.
The objective of the second term lscorek is to ensure that the
predicted scores for a point-pair are similar. The second
objective is achieved by minimizing the squared distance
between score values for each point-pair k:
lscorek =
(
sˆAk − sˆBk
)2
(7)
In image matching, it is important to have a similar score
for points (captured from multiple viewpoints) that repre-
sent the same point in the scene. By having similar scores,
it is more likely that the N points with the highest score
from each image represent the same points in the scene.
The objective of the third term luspk is to ensure that pre-
dicted scores actually represent the confidence of interest
points. That is, the highest score should be the most re-
peatable point, and the lowest score should be the least
5
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(a) Histogram of point-pairs distances dk (b) Histogram of scores
Figure 4: Scores and the distance between point-pairs dk.
repeatable point. The loss is calculated for each corre-
sponding point-pair k:
luspk = sˆk
(
dk − d
)
(8)
Here, sˆk denotes the joint score of a point-pair and is cal-
culated as
sˆk =
sˆAk + sˆ
B
k
2
(9)
, whereas d denotes the average distance between all
point-pairs and is calculated as
d =
1
K
K∑
k=1
dk (10)
The core concept of luspk is that the network should de-
fine a good interest point as a point with a low point-pair
correspondence distance dk. Oppositely, for a bad interest
point, dk is large, because the network is unable to predict
point positions consistently.
With equation 8, we will have that for dk < d, the model
must learn to set the score high to minimize the loss, and
for dk > d, the model must learn to set the score low
to minimize the loss. Figure 4b presents how scores are
distributed after training.
Effectively, the specified loss function makes the network
output increase scores, when the network believes that the
same position can be retrieved under the augmentations
specified in the framework (spatial and non-spatial aug-
mentations). An advantage of this procedure is that the
network is able to learn the characteristics of good inter-
est points based on the provided data and some specified
augmentation. The network is free to use both local fea-
tures (blobs, corners, line segments, textures) and more
global features to improve interest point detection.
4.2 Uniform point predictions, Luni_xy
Training a model using only the above-mentioned loss
functions introduces some unwanted artefacts for position
predictions. Figure 5a illustrates the artifact in the his-
togram of predicted x-coordinates. Recall that the net-
work predicts a relative position in an 8 × 8 area in the
input image. Optimally, the relative x- and y-coordinate
predictions should be uniformly distributed within this
area. However, the histogram in Figure 5a shows a large
number of points near the boundaries (values of 0 and 8).
One reason for this is that a model is encouraged, espe-
cially for hardly repeatable points, to place the point as
closely to points outside its own region in order to min-
imize dk. Instead, it is better to force the model to only
predict the best position in its own local region. Thus,
we should encourage a uniform distribution of x- and y-
predictions.
We therefore introduce, to our knowledge, a new loss
function to encourage a uniform distribution. The core
concept is that ascendingly sorted values sampled from
a uniform distribution will approximate a straight line go-
ing from the lower to the upper bound within the specified
range. We demonstrate this by a few simple examples.
Figure 6a presents a uniform distribution (blue) and two
clipped Gaussian distributions centered around 0.5 with
a variance of 0.3 (orange) and 0.10 (green). Figure 6b
presents ascendingly sorted samples from the same three
distributions. The dashed line is a diagonal line going
from lower to upper bound. These examples demonstrate
that the distance to a uniform distribution is the distance
between sorted values and the diagonal line.
We define a heuristic measure D (U ,V) to calculate the
distance between a uniform distribution U (a, b) and some
distribution V in a bound interval [a, b]. L values are sam-
pled from V to form a vector v. The distance between
distributions is defined as
D (U (a, b) ,V) =
L∑
i=1
(
vsortedi − a
b− a −
i− 1
L− 1
)2
(11)
where vsortedi is the ascendingly sorted values of v such
that vsortedi < v
sorted
i+1 for i ∈ {1, 2, . . . , L− 1}. The first
term normalizes sorted values to the interval [0, 1] and the
second term is a proportional line from 0 to 1. For samples
in the interval [0, 1], the loss is
D (U (0, 1) ,V) =
L∑
i=1
(
vsortedi −
i− 1
L− 1
)2
(12)
This loss function is a simple and fast procedure to reg-
ularizing network predictions to be uniformly distribu-
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(a) Without uniform regularization (b) With uniform regularization
Figure 5: Histogram of x-coordinate position predictions
(a) Histogram of distributions (b) Ascendingly sorted values
Figure 6: Uniform, Gaussian and clipped Gaussian distribution centered around 0.5 in the range 0-1.
tion. Compared to other methods that measure the differ-
ence/distance to a uniform distribution or randomness of
a signal (information entropy), this function is differen-
tiable, and it does not require predictions to be discretized.
For UnsuperPoint, the loss Luni_xy is calculated as the dis-
tance between a uniform distribution and the distribution
of the relative image positions Prelative,x and Prelative,y, in-
dividually. These are denoted Luni_x and Luni_y, respec-
tively. Unlike the previous section, the loss is calculated
independently for each branch, and it does not rely on
point correspondences.
Luni_xy = αuni_xy
(Luni_x + Luni_y)
Luni_x =
M∑
i=1
(
xsortedi −
i− 1
M − 1
)2
Luni_y =
M∑
i=1
(
ysortedi −
i− 1
M − 1
)2 (13)
The ascendingly sorted values are respectively xsortedi and
ysortedi for all M points. The loss term is weighted by
αuni_xy.
Figure 5b presents the distribution of the x-coordinates
when a model has been trained with a uniform loss. It is
clear that the peaks at the boundaries have been reduced
significantly.
4.3 Descriptor, Ldesc
The descriptor loss is determined using a hinge loss with a
positive and a negative margin as described in SuperPoint
[38].
We define an MA ×MB correspondence matrix C con-
taining values of either 0 or 1. Each entry cij specifies if
two points are separated by less than 8 pixels for any pair
combination of transformed points in branch A, pA→Bi
where i ∈ {1, 2, . . . ,MA}, and points in branch B, pBj
where j ∈ {1, 2, . . . ,MB}. Unlike point-pairs, a sin-
gle point may correspond to multiple points in the other
branch.
cij =
{
1 if gij ≤ 8
0 otherwise
(14)
The hinge loss is calculated using both a positive margin
mp and a negative marginmn and by accumulating losses
for any pair combination of descriptors from branch A and
B .
Ldesc =
MA∑
i=1
MB∑
j=1
ldescij
ldescij = λd · cij ·max
(
0,mp − fAi
T
fBj
)
+ (1− cij) ·max
(
0, fAi
T
fBj −mn
)
(15)
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To balance the few corresponding points compared to
non-corresponding points, a weight term λd is added.
4.4 Decorrelate descriptor, Ldecorr
Feature descriptors are decorrelated to reduce overfitting
and improve compactness. Similar to [32], we reduce
the correlation between dimensions by minimizing the
off-diagonal entries of the descriptor correlation matrix
Rb =
[
rbij
]
F×F for each branch b.
Ldecorr =
F∑
i6=j
(
rAij
)
+
F∑
i6=j
(
rBij
)
(16)
Each entry rbij in R
b is
rbij =
(
vbj − v¯bj
)T (
vbi − v¯bi
)√(
vbj − v¯bj
)T (
vbi − v¯bi
)√(
vbj − v¯bj
)T (
vbi − v¯bi
)
(17)
where vbi is a M
b × 1 sized vector and is the ith column
of Fb, and v¯bi is the mean of v
b
i .
5 Experimental details
The siamese network was trained with PyTorch [41]. We
used the 118,287 training images from MS COCO [42],
but without labels. The whole model was trained for 10
epochs with data shuffling, a batch size of 5 (for each
branch) and color images of size 240 × 320. Images
were normalized by subtracting 0.5 and multiplying with
0.225 for each channel. We used an ADAM optimizer
with a default setting as specified in [43]. A random ho-
mography transformation was constructed for branch A
by combining scale, rotation and perspective transforma-
tions. The amount of scaling, rotation and perspective
transformation was sampled uniformly in restricted inter-
vals. Furthermore, we added standard non-spatial aug-
mentations for each branch such as noise, blur and bright-
ness. The magnitude of each augmentation was uniformly
distributed within restricted intervals. The max distance
between corresponding points was correspond = 4. We
adopted the descriptor loss weights from SuperPoint with
a positive margin mp = 1, a negative margin mn = 0.2
and a balancing factor δd = 250. The search space
for estimating the optimal weight for loss terms in equa-
tion 2 is large and has not been investigated. The pro-
cedure for selecting appropriate weight terms has been
adjusted coarsely for each new loss term added to the
total loss. The selected weight terms were αusp = 1,
αposition = 1, αscore = 2, αuni_xy = 100, αdesc = 0.001
and αdecorr = 0.03.
6 Experiments
In experiments, we have evaluated configurations of Un-
superPoint to highlight the benefit of interpolating de-
scriptors, adding a loss to uniformly distribute point pre-
dictions and adding a loss to decorrelate descriptors. Fur-
thermore, we compare UnsuperPoint to state-of-the-art.
6.1 Metrics
We have used the evaluation metrics from SuperPoint [38]
by evaluating interest point positions by repeatability rate
and localization error, and by evaluating the whole detec-
tor (score, position and descriptors) in a homography es-
timation framework by measuring matching score and the
homography accuracy. Each metric is shortly described in
the following sections.
6.1.1 Repeatability Score (RS)
The repeatability score (RS) measures the quality of in-
terest points and is the ratio between the number of points
observed by both viewpoints and the total number of
points [44]. For a planar scene, the point correspondences
between two camera views can be established by simply
mapping points from one view to the other using a ho-
mography. To account for localization errors between two
corresponding points, we define points to correspond if
they are below a certain pixel distance defined as the cor-
rect distance ρ. To only evaluate points that are observable
in both views, the repeatability measure will only include
points in a region shared by the two viewpoints. Because
the scale may change between two views, the repeatability
rate depends on which camera view the points have been
mapped to. The repeatability is therefore the average re-
peatability calculated in the view of each camera.
6.1.2 Localization Error (LE)
The localization error (LE) is the average pixel distance
between corresponding points. Only point-pairs with dis-
tances below ρ are included in the calculation. Like re-
peatability rate, the localization error is the average error
of corresponding points calculated in both camera views.
6.1.3 Homography estimation procedure
The homography estimation procedure presented in Fig-
ure 7 is commonly used in computer vision applications.
The procedure may use any detector to select N points
from two images of the same (planar) scene. Descrip-
tors from the two images are matched. In our procedure,
we use nearest neighbor (brute force) matching with cross
check. The homography is estimated with RANSAC [45]
using OpenCV. This uses matches and interest point posi-
tions to provide both a homography matrix and a filtered
set of matches (that comply with the estimated homogra-
phy).
6.1.4 Matching Score (MS)
The matching score (MS) is the ratio between the correct
matches and all points within the shared view. A correct
match is defined as two points that are nearest neighbors
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Figure 7: Image matching for homography estimation. The detector generates point positions and descriptors for two
images. Descriptors are matched using nearest neighbor (brute force) matching. The homography matrix is estimated
using RANSAC based on matches and interest point positions.
in descriptor space and separated by a pixel distance less
than the correct distance ρ after points have been trans-
formed to the same view by the ground truth homography.
6.1.5 Homography Accuracy (HA)
We define the homography error (HE) as the mean dis-
tance between target image corners transformed by the
ground truth homography Hgt and the estimated homog-
raphy Hest. This is visualized in Figure 8 where image
corners have been transformed by Hgt and Hest. The
distances between image corners are visualized by the
dashed lines.
The homography accuracy (HA) is the ratio between the
number of correctly estimated homographies and the total
number of homographies. To quantify if an estimated ho-
mography is correct, the HE should be less than a defined
tolerance error . Similar to SuperPoint, we measure HA
at multiple tolerance values.
6.2 Evaluations
In this section, we compare UnsuperPoint to other detec-
tors using the metrics specified in the previous section.
The evaluation was performed on the full image sequence
from the HPatch dataset [46]. The dataset contains 57 il-
lumination scenes and 59 viewpoint scenes. Each scene
contains six images (one reference image and five tar-
get images) of a planar scene/surface and five transfor-
mations to map the reference frame to each of the five tar-
get frames. Each evaluated algorithm detected points for
each frame and matched the reference frame to each target
frame - creating a total of 57 ·5+59 ·5 = 580 image pairs.
Metrics were calculated and averaged for all image pairs.
We defined two settings; 240×320 resolution images with
N = 300 points and 480 × 640 resolution images with
N = 1000 point. We have set the correct distance ρ = 3.
To make a fair comparison of different detectors, we guar-
anteed that detectors always provided N points in an im-
age. To do this, we lowered the threshold of interest point
detectors and then selected N top points. Similar to [38],
we used NMS for some evalations. If NMS was used,
the top points were selected after NMS. For SIFT [15],
SURF [16], ORB [17], AKAZE [18] and BRISK [19] we
used the implementation provided by OpenCV (v3.4.6-
dev). We used the author-released Github versions for
both SuperPoint [47] and LF-Net [48]. For LF-net, we
used both the indoor and outdoor models provided on the
Github.
6.2.1 UnsuperPoint configurations
In this section, we have evaluated different configurations
of UnsuperPoint on 240 × 320 resolution images with
N = 300. We present the benefit of 1) Interpolation, 2)
uniform point predictions (UniformXY) and 3) decorre-
lation of descriptors (DecorrDesc). In Table 1, the met-
rics of the base model C0 and UnsuperPoint C4 are pre-
sented in the top and bottom row. Intermediate rows show
the relative improvements in percentage to the base model
C0. For localization, lower is better, and for other metrics,
higher is better.
The C1 model adds interpolation of descriptors to im-
prove the matching score. The C2 model encourages a
uniform distribution of point positions, which increases
repeatability and homography estimation and reduces lo-
calization error. C3 adds decorrelation of descriptors to,
apart from repeatability, improve overall performance. Fi-
nally, C4 uses all modules together. The final row presents
the actual results of C4 which we denote as UnsuperPoint.
6.2.2 Point detector
Table 2 shows interest points for repeatability and local-
ization error. Similar to [38], interest point metrics were
calculated with NMS.
UnsuperPoint had both a high repeatability (similar to Su-
perPoint) and a low localization error (similar to SIFT).
Figure 9 visualizes interest points from two views of the
same scene and demonstrates that the detector detects a
combination of corners, blobs and edges.
6.2.3 Detector
Table 3 presents the matching score and homography es-
timation with a tolerance threshold  of 1, 3 and 5, re-
spectively. In Table 3, without NMS (NMS = 0), Unsu-
perPoint has far more matches compared to other detec-
tors. SuperPoint and UnsuperPoint were best for homog-
raphy estimation with large tolerance errors. However,
SIFT was better for estimating homographies with a low
tolerance error  = 1.
SuperPoint was presented with an NMS module in the
original paper. Bottom section of Table 3 presents
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Figure 8: Homography error (HE) is the mean distance between corners of the target image after being transformed
by 1) the ground truth homography Hgt and 2) the estimated homography Hest. Black dashed lines represent the error.
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 = 1
HA ↑
 = 3
HA ↑
 = 5 MS ↑
C0 base 0.633 0.898 0.519 0.812 0.871 0.458
C1 x 1.1% 1.0% 0.0% 1.9% 2.0% 6.7%
C2 x 1.9% 4.8% 15.3% 5.5% 4.0% 3.2%
C3 x 0.2% 4.4% 8.3% 0.6% 2.6% 3.3%
C4 UnsuperPoint x x x 1.9% 7.4% 7.3% 7.2% 5.7% 9.4%
C4 UnsuperPoint x x x 0.612 0.991 0.521 0.831 0.902 0.452
Table 1: Relative improvements for configuration C1-C4 relative to base model C0. Top and bottom is the metrics
for C0 base model C4 and SuperPoint. Interpolation improves especially matching score. UniformXY improves
especially Homography estimation. Apart from repeatability, DecorrDesc improves overall performance.
also SIFT, SuperPoint and UnsuperPoint with NMS
(NMS = 4). Generally, SIFT does not improve with
NMS. NMS improves SuperPoint and UnsuperPoint with
far more matches and better homography estimation for
large tolerance errors.
Figure 10 presents filtered matches for UnsuperPoint to
demonstrate the result of the detector after matching. Es-
pecially the bottom example demonstrates that Unsuper-
Point was able to handle large perspective transformations
caused by a change of viewpoint.
6.2.4 Speed
Table 4 presents execution times of evaluated detectors
on 240 × 320 and 480 × 640 resolution images. Super-
Point, UnsuperPoint and LF-Net were evaluated on GPU
(GeForce Titan X), and remaining detectors were evalu-
ated on CPU (Intel i7-7700HQ).
SuperPoint is slightly faster than UnsuperPoint. However,
the evaluation of SuperPoint does not include various post
processing steps such as selecting points and interpola-
tion. These steps have have not been optimized for speed
and are therefore not included.
Detectors
FPS @
240× 320
FPS @
480× 640
ORB 91 33
SIFT 47 12
SURF 48 10
SURF_EXT 48 10
AKAZE 100 18
BRISK 18 5
SuperPoint † 167 67
LF-NET ‡ 62 25
UnsuperPoint, b1 119 65
UnsuperPoint, b10 323 90
Table 4: Execution times of different detectors specified
by frames per second (FPS) achieved on either CPU or
GPU platforms. † SuperPoint does not include interpola-
tion and NMS. ‡ LF-Net numbers from [37].
7 Discussion
The used model is largely inspired by SuperPoint [38]
and is of similar performance in terms of speed, match-
ing score and homography estimation for high tolerance
errors. However, UnsuperPoint achieves better repeata-
bility, lower localization error, better homography estima-
tion for low tolerance errors and maintains matching score
better without the use of NMS. Furthermore, we train the
model from scratch and directly on MS COCO [42] im-
ages in a single training round, while SuperPoint requires
synthetic data and four rounds of training.
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Figure 9: Interest point prediction on reference and target frame for small image motion. Predictions from the refer-
ence image are marked with green crosses (in both reference and target frame). Predictions from the target frame are
marked with blue rectangles (only presented in target frame).
Figure 10: Filtered matches from UnsuperPoint for small and large motion examples. Matches are represented with
lines. The ground truth homography (green) and estimated homography (blue) are visualized by transforming the
reference image border into the target frame.
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Repeatability ↑ Localization Error ↓
240× 320 480× 640 240× 320 480× 640
ORB 0.532 0.525 1.429 1.430
SURF 0.491 0.468 1.150 1.244
SURF_EXT 0.491 0.468 1.150 1.244
AKAZ 0.599 0.572 1.007 1.126
BRISK 0.566 0.505 1.077 1.207
SIFT 0.451 0.421 0.855 1.011
SuperPoint 0.631 0.593 1.109 1.212
LF-Net (indoor) 0.486 0.467 1.341 1.385
LF-Net (outdoor) 0.538 0.523 1.084 1.183
UnsuperPoint 0.645 0.612 0.832 0.991
Table 2: Repeatability (higher is better) and localization error (lower is better) for detectors with 240 × 320 and
480× 640 resolution.
240× 320, 300 points 480× 640, 1000 points
NMS = 0 HA ↑ HA ↑
 = 1  = 3  = 5 MS ↑  = 1  = 3  = 5 MS ↑
ORB 0.131 0.422 0.540 0.218 0.286 0.607 0.710 0.204
SURF 0.397 0.702 0.762 0.255 0.421 0.745 0.812 0.230
SURF_EXT 0.371 0.683 0.772 0.235 0.395 0.709 0.798 0.208
AKAZE 0.378 0.724 0.791 0.311 0.369 0.743 0.812 0.289
BRISK 0.414 0.767 0.826 0.258 0.300 0.653 0.746 0.211
SIFT 0.622 0.845 0.878 0.304 0.602 0.833 0.876 0.265
SuperPoint 0.491 0.833 0.893 0.318 0.509 0.834 0.900 0.281
LF-net(ind.) 0.183 0.628 0.779 0.326 0.231 0.679 0.803 0.287
LF-net(outd.) 0.347 0.728 0.831 0.296 0.400 0.745 0.834 0.241
UnsuperPoint 0.579 0.855 0.903 0.424 0.493 0.843 0.905 0.383
NMS = 4
SIFT 0.636 0.829 0.871 0.248 0.576 0.807 0.855 0.213
SuperPoint 0.464 0.831 0.903 0.500 0.419 0.819 0.912 0.441
UnsuperPoint 0.557 0.871 0.921 0.501 0.521 0.831 0.902 0.452
Table 3: Homography estimation and matching score of detectors for low and medium resolution.
SIFT remains a good interest point detector with low lo-
calization error and the ability to estimate low homogra-
phy errors  = 1 with a large margin. SuperPoint and
UnsuperPoint are, however, better at estimating homogra-
phies when large errors are tolerated ( = 3 and  = 5),
and they match far more points. Furthermore, SIFT runs
only 12 fps on 480× 640 images and is typically not con-
sidered for real-time applications. Moreover, it is patented
and therefore not always suitable for commercial use.
LF-Net presents a novel detector and training framework
for self-supervised learning. The model is differentiable,
learned from scratch in a single training round and fully
rotational and scale invariant. Drawbacks of LF-net are
that the detector and the descriptor do not share compu-
tations, and it requires an SfM-generated output to train.
LF-net has shown state-of-the-art performance for general
SfM applications, however, as demonstrated in the HPatch
data, it is less powerful for image matching with small
baseline image pairs. As also presented in the LF-Net pa-
per, the performance of the detector drops when adding
scale and rotational invariance. We argue that this has two
causes. First, the extraction of image patches will restrict
the visible area of the network to the patch. Secondly,
an incorrect prediction of scale or rotation will damage
the descriptor and cause the matching score to drop. For
many applications (and especially in AR and VSLAM),
the motion between frames in a video sequence is lim-
ited, and we can expect interest points to remain similar
in scale and rotation. As demonstrated in this work and
by SuperPoint, deep learning-based methods are powerful
enough to learn some degree of invariance - without ex-
plicitly predicting scale and rotation. The gain for some
applications is more matches and better homography esti-
mation. In future work, we will test UnsuperPoint for VS-
LAM and/or AR. Furthermore, we use a simple backbone
architecture and should therefore explore more advanced
components such as residual connections [49], dense con-
volutional layers [50], squeeze-and-excitation [51], depth
separable filters [52, 53] and skip connections from higher
resolution features [54].
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8 Conclusion
We have established a framework for training a
deep learning-based interest point detector using self-
supervised learning. The framework and model use re-
gression of point positions and a novel loss function to
successfully train an interest point detector from scratch
using no labels, no pseudo ground truth points and no
Structure-from-Motion-generated outputs. Furthermore,
we have investigated and successfully utilized a cost func-
tion to encourage a uniform distribution that may have
utilization in other applications. The outcome is Unsuper-
Point - a fast interest point detector with state-of-the-art
performance.
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