ABSTRACT: Conventional convergence acceleration techniques for the SCF procedure like the direct inversion in the iterative subspace and the level-shifting can not be applied in the general case of non-Hermitian Fock operators. The commutator of the Fock matrix and the density matrix do not vanish upon convergence of nonHermitian SCF equations and hence the usual error vector choice is not applicable. In this work we describe in detail the implementation of these convergence acceleration techniques for the non-Hermitian case. We focus in particular in the solution of the CHA-SCF equations (arising from the application of the chemical Hamiltonian approach at the Hartree-Fock level of theory), but it can be generalized to any non-Hermitian SCF problem. It is shown that a general commutation relationship combining the right and left eigenvectors of the Fock matrix is appropriate as error vector. In a similar fashion, level-shifting techniques of the virtual orbitals can be easily implemented as well.
Introduction

T
he chemical Hamiltonian approach (CHA) [1] is one of the (many) contributions of Prof. Mayer in the field of Quantum Chemistry over the last years. While it was originally conceived as a wavefunction analysis tool, its main field of application has been the a priori removal of the so-called basis set superposition error (BSSE) [2] . The BSSE is perhaps the main source of error associated with the use of truncated atom-centered basis sets in ab initio electronic structure calculations. It has been recognized for years that BSSE introduces some spurious extra binding and that its correction is essential to properly describe intermolecular interactions using the supermolecular approach. In the last decade it has been also shown [3] that BSSE also affects the topology of the potential energy surface (PES), which translates into geometrical [4] and vibrational [5] BSSE effects.
The CHA method allows for the detection and removal from the Hamiltonian those terms that cause BSSE, yet keeping all true interactions intact. The details of the method will not be discussed here; the reader is referred to the excellent review by Mayer [6] . The most important feature for our purposes here is that the CHA Hamiltonian is not Hermitian. This fact has lead to some difficulties in the computer realization of the method, namely difficulties on the implementation of derivatives of the CHA-SCF energy [7] and need for a nonorthogonal formulation at the post-Hartree-Fock level of theory [8] .
When the wavefunction of the system (eigenfunction of the CHA Hamiltonian) is approximated by a single determinant, the application of the Brillouin theorem leads to the canonic CHA-SCF equations [9] , which for the closed-shell case can be written as
where c i is a column vector containing the components of the molecular orbital in the basis set, i is the corresponding orbital energy, S is the overlap matrix of the basis set, and F CHA is the matrix representation of the one-electron CHA Fockian. We do not need its explicit form here.
The CHA-SCF equations are analogous to the conventional SCF ones. The two-electron part of the CHA Fockian is built from the usual density matrix, which is in turn determined by the doubly occupied molecular orbitals, and hence (1) must be solved iteratively until self-consistency. The main difference between the conventional Hartree-Fock equations and the CHA-SCF ones is that the CHA Fock matrix is non-Hermitian. One of the implications of this fact is that neither its eigenvalues (orbital energies) nor the eigenvectors are necessarily real, and the latter are also in general nonorthogonal.
The solution of the CHA-SCF equations can be accomplished [10] as follows: first of all, the CHA Fock matrix is constructed from a set of occupied orthogonal orbitals. The right eigenvectors are obtained by a general diagonalization procedure (carried out as usual on an orthogonal basis using Lö wdin's transformation). The required eigenvectors with lowest eigenvalues associated are subjected to orthogonalization to obtain a new set of orthogonal molecular orbitals to construct F CHA for the next iteration and so on.
One advantage of the CHA-SCF equations that may not hold in the case of other non-Hermitian iterative procedures is that, since the BSSE is in general a rather subtle effect, one can use as the starting set of orthogonal occupied orbitals the canonic SCF ones (or an approximation to them) obtained from a previous BSSE-contaminated calculation. In typical applications, with such starting guess orbitals the CHA-SCF equations are convergent, but they do it after a substantial number of iterations. In an early computer realization [11] of the method it was already pointed out that the ratio between the time to achieve convergence for the CHA-SCF case and the conventional SCF one is between 2 and 3. This value is to be compared with the case of an a posteriori BSSE-correction method such as the counterpoise (CP) [12] , for which 2N extra fragment calculations are needed (being N the number of interacting fragments). For two interacting systems (N ϭ 2) the time associated to a CP calculation at the SCF level is about three times that of the uncorrected calculation, as only two of the four extra calculations involve the whole basis set of the supermolecule. For larger clusters [13] the CHA method is superior because the required time is virtually independent of the number of subsystems.
The main reason for the extra time consumption for the solution of the CHA-SCF equations is related to the fact that no convergence acceleration technique such as the direct inversion in the iterative subspace (DIIS) [14, 15] has ever been implemented. In fact, for another a priori BSSE-correction scheme like the so called SCF-MI [16] which also introduces a modification of the conventional SCF equations, a specific error vector has been already introduced [17] to achieve similar convergence rates to that of the standard SCF equations. However, the philosophy of the SCF-MI method is very different from the CHA and the modifications introduced in [17] cannot be applied here. In fact, it has been shown [18] that the SCF-MI method also eliminates true interaction terms from the Fock matrix and in our opinion cannot be considered as an substitute to the more theoretically sound CHA method.
It is fair to note that even though the CHA Hamiltonian operator is non-Hermitian, alternatives to the non-Hermitian CHA-SCF equations have been already found to obtain the CHA-SCF energy and wave function. For instance, Mayer [19] has shown that a "hybrid" Hermitian matrix build up from blocks of the CHA and conventional Fockians in the molecular orbital basis can be used to obtain orthogonal canonic CHA orbitals that reproduce the original CHA-SCF energy. Another way to proceed is to apply diagonalization-free variants of the SCF equations. In fact we have been able to obtain CHA-SCF orthogonal orbitals that also reproduce the total energy by a perturbation method based on the Brillouin theorem. This approach turned out to be the straight application of the Lefebvre and Moser [20] technique to the CHA Fock matrix.
Nevertheless, we believe that it is still interesting to develop a generalization of the widespread DIIS and level-shifting techniques to be applied for any non-Hermitian SCF problem, and in particular to find necessary and sufficient conditions for the nonHermitian SCF solutions, in the spirit of those found by McWeeny and Sutcliffe [21] for the conventional Hermitian case.
Error Vector in the Direct Inversion in the Iterative Subspace
The aim of the SCF procedure is to find a stationary point (a minimum) of the total energy with respect to a vector of parameters p ϭ {p i } that characterize the wavefunction. In the i-th step of the iterative process the vector p (i) represents an approximation to the stationary point, with an associated error vector e (i) that quantifies the difference between the actual parameter vector and that of the converged solution. In the DIIS algorithm, a better approximation to the parameter vector can be obtained by interpolation of a set of parameter vectors from previous iterations (DIIS subspace) as
in such a way that the corresponding interpolated error vector 
The set of coefficients optimal coefficients {c i } can be obtained by solving a small set of linear equations at each iterative step of the SCF procedure. The parameters to be used in the DIIS algorithm must completely specify the state of the system. At first sight it seems that one could use the molecular orbital coefficients or the elements of the density matrix; however, there are strong arguments in favor of using the Fock matrix elements [15] . Molecular orbital coefficients should not be considered to avoid phase difficulties of the wave function. The elements of the density matrix do not suffer this problem but the resulting interpolated matrix from (2) will not fulfill the necessary idempotency property (duodempotency in the restricted closed-shell case), which would cause serious difficulties when using the interpolated parameters to build the Fockian for the next iteration.
The appropriate dimension of the DIIS subspace and the possibility of introducing a set of criteria to determine when and whether the DIIS step is acceptable or not [22] are some of the variables that control the performance of the method. However, the key point of the application of DIIS for the SCF convergence is the proper definition of the error vector in each iteration [23] . The simplest form of error vector utilized in its original form [14] was the change in the parameters vector between two consecutive SCF iterations, but it was soon realized that it was not sufficiently accurate numerically. Alternatively, the commutation of the Fock matrix and the density matrix is a necessary and sufficient condition for SCF convergence [21] , so the deviation of the commutator from zero is a perfect choice for error vector in DIIS. Thus, the most typically applied choice of error vector is the commutator of the Fock matrix (FЈ) and the density matrix (PЈ) in orthogonal basis
Alternatively, in a general nonorthogonal atomic orbital basis the expression above becomes
In the following we will show that for (5) to vanish upon convergence the Fock matrix must be Hermitian, and therefore this error vector is not applicable for the acceleration of the convergence of the CHA-SCF equations.
Let us consider the conventional SCF case in the restricted closed-shell form for a N-electron system. At a given iteration step we have an approximation to the canonic molecular orbitals in matrix form, C, the associated density matrix build up from the appropriate number of doubly occupied orbitals and the Fock matrix, F. It is convenient to express the density matrix as
where occ is a diagonal matrix with occii ϭ 1 for the first N/2 columns corresponding to the doubly filled occupied orbitals and zero otherwise, and the ϩ symbol denotes adjoint. The transformation of the Fock matrix to the molecular orbital basis set results in
where the matrix ⌬ on the right-hand side is Hermitian but not necessarily diagonal. Making use of the orthogonality condition of the molecular orbitals
and (8), the Fock matrix can be expressed as
Substituting (7) and (10) into (6) and utilizing (6), the error vector becomes
Because of the particular form of the occ matrix, the difference ␦ ϭ ⌬ occ Ϫ occ ⌬ has nonzero contributions only in the occupied-virtual blocks
and therefore (11) vanishes if and only if
which is the Brillouin condition in matrix form, a necessary a sufficient condition for the convergence of the SCF equations.
The Non-Hermitian Case
There may be several ways to see that in the non-Hermitian case the error vector choice (6) is not appropriate, that is, does not necessarily vanish upon convergence. Perhaps the simplest one is to consider that since the Fock matrix, F nh , is not Hermitian the canonic molecular orbitals are nonorthogonal (they have been obtained as right eigenvectors of a non-Hermitian matrix in the previous iteration) having in this case
where ⌺ is an Hermitian matrix accounting for the overlap of the eigenvectors. Upon convergence the usual general eigenvalue equation holds
where ⌳ is a diagonal matrix containing the eigenvalues of the CHA Fock matrix (not necessarily real). Similar to (10), using (14) in (15) we can conveniently express the converged non-Hermitian Fock matrix as
Comparing (16) with (11) we can see that the general matrix ⌬ that in the Hermitian case is diagonal upon convergence (in fact according to (12) it is only necessary that the occupied-virtual blocks vanish), in the non-Hermitian case becomes ⌺ Ϫ1 ⌳. Such matrix product will contain contributions in the occupied-virtual blocks even after convergence of the non-Hermitian SCF equations, that is, being ⌳ diagonal. This clearly shows that the error vector expression (12) is not appropriate.
In fact, in the particular case of the CHA-SCF equations there is another important point to take into account. In the original CHA-SCF equations [9] the occupied molecular orbitals were assumed to be orthogonal so in order to construct the CHA Fock matrix at each step of the iterative process the occupied right eigenvectors must be orthogonalized before they are used to build a proper density matrix. This further indicates that to devise an appro-priate condition in the spirit of (6) for the convergence of the CHA-SCF equations one must probably avoid the use of the density matrix at all.
We have found an alternative general choice of error vector for non-Hermitian SCF equations that has proved to perform very well in the particular CHA-SCF case. It is based on a new auxiliary matrix Q that must be constructed at each step of the iterative process and is defined as (the factor of two is kept in analogy to (7) in the Hermitian case)
where the matrix C contains the left-eigenvectors of the non-Hermitian Fock matrix
The left and right eigenvectors of a non-Hermitian matrix form a biorthogonal set and hence fulfill the following conditions
We will show that the commutator of the nonHermitian Fock matrix and the auxiliary matrix (17) necessarily vanishes upon convergence of the general non-Hermitian SCF equations and therefore represents a suitable definition for the error vector for the application of the DIIS technique. Similar to (8) , the non-Hermitian Fock matrix can be transformed as
where now ⌬ is in general a non non-Hermitian matrix, but which becomes diagonal and equal to ⌳ in (15) upon convergence. Using (19) and (20) the non-Hermitian Fock matrix can be conveniently expressed as
The commutator between the non-Hermitian Fock matrix and the auxiliary matrix (20) in a general nonorthogonal basis set becomes
Substituting the expressions of (21) and (17) on (22) the error vector can be expressed as
Making use of the biorthogonality condition of (19) it can be further simplified to
an expression which is the generalization of (11) for the non-Hermitian case. The commutator [⌬, occ ] has nonzero contributions only in the occupiedvirtual and virtual-occupied blocks
and hence (24) vanishes when ⌬ is a diagonal matrix, that is upon convergence of the non-Hermitian SCF equations. The auxiliary Q matrix behaves here as the density matrix P does for the Hermitian SCF case. It can be easily seen that it is idempotent (duodempotent for the closed-shell case)
but non-Hermitian
The set of left-eigenvectors can also be used to apply level-shifting [24, 25] techniques in order to avoid oscillations in the energy in the first steps of the iterative process that often may lead to divergent behavior. The basic idea of the level-shifting is to shift artificially the eigenvalues of the unoccupied orbitals (or specifically those that can cause problems by exchanging with occupied in consecutive iterations). This can be accomplished in the Hermitian case with the following procedure: at each step of the iterative process the Fock matrix is transformed to the molecular orbital basis using the molecular orbital coefficients from which the actual density matrix is built; then the shift parameter is added to the diagonal elements of the transformed matrix associated to the orbitals to be shifted (usually the whole unoccupied set). Finally, the levelshifted Fockian is backtransformed to the atomic orbital basis and the improved molecular orbitals are obtained from the vectors with lowest eigenvalues as usual. When convergence is achieved, the eigenvectors of the level-shifted Fock matrix and the eigenvalues of the occupied set are exactly those that would have been obtained without the levelshifting process. That is, only the eigenvalues of the virtual set have been shifted by the applied levelshift parameter. Again, the same expressions cannot be applied in the non-Hermitian case because even after convergence the non-Hermitian Fock matrix transformed in the molecular orbital basis is not diagonal. Alternatively, the left eigenvectors must be used to perform the similarity transformation of the non-Hermitian Fock matrix (20) , and then the level shift parameter can be applied to the diagonal elements of the transformed Fock matrix. This can be expressed in matrix form as
where F MO nh,shift represents the non-Hermitian levelshifted transformed Fock matrix, is a scalar representing the level shift parameter and virt is a diagonal matrix with virtii ϭ 1 if i Ն N/2 and zero otherwise. The backtransformation step to the original atomic orbital basis set can be easily expressed using the biorthogonality condition (19) , leading to
where the last term on the right-hand side is the level-shifting contribution (non-Hermitian matrix) that must be included at each step of the iterative process where the level-shifting is applied (usually the first steps). When convergence is achieved for the shifted Fock matrix the following holds
and substituting (29) in (30) we can write
The canonic molecular orbitals obtained in (30) also fulfill the biorthogonality condition. After using the condition in (19) and rearranging we can finally obtain
Direct comparison with (15) indicates that only the virtual orbitals energies will be shifted by upon convergence
and therefore the application of the level-shifting technique according to (29) in the non-Hermitian case has exactly the same effect than the usual procedure for the Hermitian case.
We have been successfully applying [13, 26, 27 ] the generalization of conventional DIIS error vector choice and level-shifting as described earlier to the solution of the non-Hermitian CHA-SCF equations in both the spin restricted and unrestricted forms. In the latter, the error vector can be simply constructed from separate error vectors associated to alpha and beta CHA Fock matrices by making use of appropriate Q ␣ and Q ␤ auxiliary matrices. In the actual computer realization, as suggested by Pulay, the DIIS and level-shifting techniques are both applied for the Fock matrix expressed in a orthonormal basis by means of the usual Lö wdin transformation.
To show how the DIIS technique speeds-up convergence with respect to the conventional case we represent in Figures 1 and 2 the evolution of error (maximum difference on the density matrix) between two consecutive iterations of the CHA-SCF equations for two intermolecular complexes suffering from BSSE with different basis sets, namely hydrogen fluoride dimer and trimer. In our actual implementation we use the following strategy. First, we perform a few iterations of the conventional (Hermitian) SCF process for the system until a very loose convergence criteria (error below 10 Ϫ2 ) is fulfilled. At this step the usual level-shifting, damping, and DIIS techniques can be safely applied. Then we "switch-on" the BSSE correction and use the previous set of occupied orbitals as the starting guess for the CHA-SCF procedure. In this case, the DIIS technique is activated when the error is below 10 Ϫ1 and until convergence is achieved. It is clear that the application of the DIIS technique on the solution of the CHA-SCF equations is very efficient in all cases. The number of iterations needed to achieve convergence is reduced roughly to half. As the BSSE effects are larger for the case of the hydrogen fluoride dimer (that sometimes turn into a dramatic geometry change), the starting guess for the CHA-SCF equations is poorer (see Fig.  1 ) than that for the hydrogen fluoride trimer (see Fig. 2 ). Even in the worst case, the CHA-SCF/augcc-pVTZ, it can be seen that after the DIIS is activated the convergence is achieved in 14 iterations, whereas up to 31 are needed if DIIS is not applied. Of course, the total number of iterations needed for the solution of the CHA-SCF equations must take into account also the first set of steps of the corresponding SCF equations, which are typically between 5 and 10.
With the application of these convergence acceleration techniques and the efficient implementation of the method for N interacting fragments, the Number of iterations log (error) ' 6-31G 6-31++G** aug-cc-pVDZ aug-cc-pVTZ FIGURE 2. Convergence of the CHA-SCF equations for the cyclic hydrogen fluoride trimer (HF/6-31ϩϩG** optimized geometry) with several basis sets. Both conventional (dashed lines) and DIIS (solid lines) are displayed.
