The paper endeavours to solve the problem of the necessary and sufficient conditions for testing asymptotic stability of the equilibrium state without using a positive definite or semi-definite Lyapunov function for time-invariant nonlinear discrete-time dynamical systems. The solution is based on the concept of the G-functions introduced in this paper. As a result, new necessary and sufficient conditions for asymptotic stability of such systems and an estimation or the exact determination of the asymptotic stability domain of the state x = 0 are established. Examples are worked out to illustrate the results.
Introduction
So far, the study of the stability of discrete-time nonlinear systems has been elaborated by the Lyapunov method by following and accepting its basis established for continuous-time systems, which is the concept of definite [8] and semi-definite functions [7] , [10] . It is well known that two of the main properties of such functions are their continuity and their global minimum (usually zero) value at the equilibrium state. Hence, the Lyapunov method reduces the stability analysis to a search for a Lyapunov function which is decreasing along trajectories of the system as long as x = 0. Unfortunately, even in some simple cases, it can be very difficult to find such an appropriate function.
With the best of our acknowledge, the efforts that have been made up to the present time in the framework of discrete-time systems are limited only to some special classes of systems (linear, polynomial systems [2] , [13] , homogeneous [15] , exponential stable systems [3] , [4] ). Generally speaking, for a given discrete time nonlinear system one has little hope to find the Lyapunov function unless the system belongs to one of the special classes. Hence, two questions arise naturally: When the method of the first approximation fails, why the stability test must be restricted in general to only Lyapunov functions? Is it possible to broaden Lyapunov's method to certain functions without requiring their positive definiteness or semi-definiteness in the framework of discrete-time nonlinear systems? Such a possibility will enable us to enlarge the scope of the stability to other functions which have no mathematical reason to be excluded.
This paper endeavours to give positive answer to the above mentioned question. More precisely, we present analytical tests for the asymptotic stability and an estimation or the exact determination of the asymptotic stability domain of the equilibrium state for discrete-time nonlinear systems. The tests have to be carried out by using the concept of the G-functions rather than that of the positive definite or semi-definite Lyapunov functions.
The paper is organized as follows. Section 2 is devoted to the terminology and notations and summarizes some results that are needed in the subsequent development. Section 3 defines the concept of G-functions on which our approach is based and discusses their properties. The final results are given in Section 4 with illustrative examples.
System description and definitions
We consider discrete-time nonlinear systems of the form
where x(k) ∈ R n is the state vector at discrete time k ∈ N defined on an open neighbourhood S ⊆ R n of x = 0 and f : S → S is a nonlinear vector function such that f (0) = 0. The solution of the system (1), which starts at x 0 ∈ S is defined by x(k; x 0 ) ≡ x(k) = f k (x 0 ), where f k is the k-th multiple composition of the mapping f . Throughout the paper, we shall use the following notations: R ≥0 = [0, +∞) and R >0 = (0, +∞). The set B ε = {x : x < ε} is an open ball with the radius ε and center at the origin. A neighbourhood of x = 0 is a set N , which contains an open ball B , i.e.; 0 ∈ B ⊂ N . We denote by C A, ∂A the closure and the boundary of the set A, respectively. Let V : R n −→ R be a real function. ∆V (x) = V (f (x)) − V (x) denotes the variation of the function V along the solution of the system. For the sake of clarity we state the following:
The equilibrium state x = 0 of system (1) is: (i) stable if, and only if, for every ε > 0 there exists δ(ε) > 0 such that x 0 < δ(ε) implies x(k; x 0 ) < ε, ∀k ∈ N.
(ii) attractive if, and only if, their exists η > 0 and for every ρ > 0 there exists
(iii) asymptotically stable if, and only if, it is both stable and attractive.
The notions of the domain of stability, the domain of attraction and the domain of asymptotic stability used in this paper preserve the same meaning as proposed and used in [5] , [6] , [12] . Definition 2.2 The equilibrium state x = 0 of system (1) has the domain of: 1) stability D s ⊆ S if, and only if, both:
2) attraction D a ⊆ S if, and only if, the set D a is the largest neighbourhood of x = 0 such that for every x 0 ∈ D a and ρ > 0 there exists
3) asymptotic stability D as ⊆ S if, and only if, both:
(ii) the set D as is a neighbourhood of x = 0.
Remark 1:
It is important to note that, the domain of stability D s introduced in Definition 2.2 is defined as the union of all D s (ε), where D s (ε) is a neighbourhood of x = 0 relative to each ε > 0. Besides, the domain of attraction is defined as the largest neighbourhood of x = 0 that satisfies condition 2). Notice that, the invariance of the asymptotic stability domain is an essential element of the stability concept. Three propositions given here will be employed in the next sections. Although the results presented seem to be classical in nature (see our earlier work on the subject [1] ), proofs are included here in order to render the paper self-contained.
Proposition 2.3
The stability domain D s of the state x = 0 of the system (1) is positively invariant with respect to system motions, that is,
Proof: Let ε > 0 and x 0 ∈ D s (ε). If the proposition were not true, there would exist an instant
and proves the proposition.
Proposition 2.4
The domain of attraction D a of the state x = 0 of the system (1) is positively invariant with respect to system motions.
Hence, x(j; x 0 ) ∈ D a for all j < +∞, which proves the proposition. 
Definition of the G-functions
We introduce here the class of G-functions (not to be confused with the Meijer or Siegel G-functions [11] ) that will serve to stability analysis without requiring their positive definiteness or semi-definiteness. Let the extended real valued function g : R n → R = R∪{−∞} be given. Needless to say that, such a function may be also real valued, but the extended real valued function used here simply allows the limit operation to take −∞ into account. Now, denote by R(g) the range of the function g and for ζ ∈ R(g), denote G ζ = {x ∈ R n : g(x) < ζ} the ζ-sub-level set of g. Definition 3.1 We say that, the extended real valued function g : R n → R is a G-function if, and only if, it obeys:
2) There is no point x * ∈ R n such that lim
= ζ if, and only if, x ∈ ∂G ζ for all ζ > ζ m ∈ R(g).
Remark 2:
It is important to note that, no continuity, positive definiteness or semi-definiteness conditions are required for the G-functions. This explains that the stability conditions expressed in terms of a G-function are substantially different than the existing Lyapunov stability criteria for discrete-time nonlinear systems. Now, in order to show the meaning of the G-functions, let us present some examples. Let the following extended real valued functions g 1 , g 2 : R n → R be in the form
They are discontinuous at x = 0 and neither positive definite nor semi-definite. These functions are the G-functions because in both cases ζ m = −∞. Obviously, conditions 2), 3) and 4) are verified.
Another examples where the G-function is continuous everywhere are
These functions are not positive definite or semi-definite. Both have a global minimum at 0, so that ζ m = g(0) = −1. Clearly, the other conditions are satisfied. Finally, let us present an example where the G-function is discontinuous at some x. Indeed, let the following extended real valued function g :
Clearly, this function is not continuous at the set A = {x ∈ R n : x = 1} ∪ {0}. Of course, it is a G-function because all conditions of Definition 3.1 are fulfilled.
In summary, we note that the class of G-functions requires only either a global minimum at zero (not necessary equal to 0) or lim x→0 g(x) = −∞. Conditions 3) and 4) imply simply that G ζ1 ⊂ G ζ2 for all ζ 1 < ζ 2 in R(g). On the other hand, condition 2) ensures, among other things, the connectedness of the set G ζ because the connectedness is an essential element for the proof of the stability. It is not restrictive because there is a large range of functions that satisfy this condition.
Main results
We begin this section by stating some technical lemmas necessary for the proofs of the main results of this paper.
Lemma 4.1 Let g be a G-function. In order that the ζ-sub-level set G ζ to be positively invariant with respect to motions of the system (1) it is sufficient that the function g obeys
Proof: Let x 0 ∈ G ζ be arbitrary. Suppose that ∃k i ∈ N such that
This result contradicts condition (2) of the Lemma and completes the proof.
Lemma 4.2 Let g be a G-function and let
then G c ζ is positively invariant set with respect to motions of system (1).
Proof: The proof follows the analogous arguments to those of the proof of Lemma 4.1.
We are now ready to state our stability criterion. To this end, recall that 
are necessary and sufficient conditions for the state x = 0 of the system (1) to be asymptotically stable and G Λ to be an estimate of its domain of the asymptotic stability D as , i.e., G Λ ⊆ D as .
Proof: Necessity: Let x = 0 of system (1) be asymptotically stable. From converse theorem of Lyapunov (see [9] ), we know that there exists a positive definite function V defined on a neighbourhood U of x = 0 such that along the trajectories of the system we have ∆V (
Besides, the α-sub-level set of V , V α = {x ∈ U : V (x) < α} is a subset of D as and positively invariant for some α > 0. From this information, we have to show the existence of a number Λ such that the G-function to be proposed gives rise to an open connected set G Λ . Indeed, note first that the set V α might not be connected in general and the connectedness of V α depends on the nature of V . Let σ be such that 0 < σ ≤ α and the σ-sub-level set V σ = {x ∈ U : V (x) < σ} is the largest open connected subset of U containing x = 0. Because V is positive definite, such a number σ exists since V is continuous and x = 0 is the global minimum of V . It is clear that V σ ⊆ V α ⊆ D as . Furthermore, V σ is positively invariant with respect to motions of the system. With this in mind, let now the extended real valued function g : R n → R be in the form
It is neither continuous at x = 0 nor positive definite or semi-definite. We shall first prove that this function is a G-function. Indeed, observe that V (0) = 0 implies ζ m = lim x→0 g(x) = −∞, so that the condition 1) of Definition 3.1 is verified. On the other hand, since for x ∈ V σ we have ln(V (x)) < ln(σ) < σ < +∞, then the condition 2) of Definition 3.1 is also verified. Finally, it is clear from the definition of g that conditions 3) and 4) of Definition 3.1 are trivially fulfilled. This proves the existence of the G-function g.
Next, observe that if we take Λ = ln(σ), then G Λ = {x ∈ R n : ln(V (x)) < Λ} = V σ . Hence, G Λ is an open connected neighbourhood of x = 0. This proves the existence of G Λ ⊆ D as and G Λ ⊆ S due to D as ⊆ S in view of Definition 2.2. Finally, since ∆V (x) < 0 for all x = 0 ∈ V σ along the trajectories of the system and V σ = G Λ is positively invariant, it follows
Thus, for all x = 0 ∈ G Λ we have ∆g(x) = ln V (f (x)) − ln V (x) < 0, which proves the necessity.
Sufficiency: The hypotheses of the theorem prove that for all ζ ∈ (ζ m , Λ] the set G ζ is positively invariant with respect to the motions of the system (1) (Lemma 4.1), i.e.,
Let ε > 0 be arbitrarily chosen and let ζ(ε) ∈ (ζ m , Λ] be such that C G ζ(ε) ⊂ B ε . The existence of the number ζ(ε) obeying the last condition is assured by the definitions of g and G ζ(ε) . Now, let δ(ε) > 0 be such that
Such δ(ε) exists because G Λ is an open connected neighbourhood of x = 0. From (5) and (6) we have
which proves the stability of x = 0 and G ζ(ε) ⊆ D s for all ζ(ε) ∈ (ζ m , Λ]. Moreover, (7) and ζ(ε) ∈ (ζ m , Λ] show that G Λ is positively invariant with respect to the system motions. Hence, G Λ is also an estimate of D s in view of Definition 2.6, i.e., G Λ ⊆ D s .
In order to prove attraction we suppose opposite, i.e., that there exist x * 0 = 0 ∈ G Λ and α > 0 such that lim 
∆g(x). The supremum clearly exists due to stability of x = 0 of system (1) and positive invariance of G Λ . Thus, −µ < 0 by (4). Hence, ∆g(x) ≤ −µ < 0 for all x ∈ G(x * 0 , γ). This infers that for all Remark 3: As in the Lyapunov approach, the concept of G-functions used in theorem 4.3 has an intuitive geometric meaning. If a solution x(k, x 0 ) starts at x 0 ∈ G Λ , then the positive invariance of G Λ with respect to the system ensures that the solution remains in G Λ for all k ∈ N. Moreover, the positive invariance of G ζ for all ζ ≤ Λ and the strict inequality ∆g(x) < 0 will ensure also that the system solution will progress by entering a decreasing sequence of ζ-sub-level-
Consequently, in the long run the system solution will asymptotically converge to C G ζm = {x ∈ R n : g(x) ≤ ζ m } = {0}.
Remark 4:
It is important to note that, if g(0) is finite, one might be tempted to consider V (x) = g(x) − g(0) and thus obtain a Lyapunov function. However, observe in this case that ∆V (x) = g(f (x)) − g(x). Hence, by doing so, we bring back to the fundamental problem of the analysis of the sign of ∆V (x) with respect to g (which is sign indefinite) rather than with respect to the positive definite function V . The routine proof of attraction of x = 0 using ∆V (x) < 0 in the existing sufficient conditions given by the Lyapunov method is based on the fact that V is positive for x = 0. Therefore, taking V (x) = g(x) − g(0) does not recapture the technique of Lyapunov function. Next, to illustrate the notion of the G-functions, let us look at the following simple but illustrative examples. First of all, it is important to note that, the asymptotic stability of the presented examples can be tested by several tools, but the aim here is to show that the G-functions are also applicable.
Example 1: Consider the following system defined on S = (−1; 1)
The system has x = 0 as a unique equilibrium state on S. As shown in Section 3, let the following extended function
be candidate G-function for such system. Since, the function f maps S into itself, we take Λ = 0 so that G Λ = (−1; 1) = S is an open connected neighbourhood of x = 0. Now, we test ∆g(x) on G Λ /{0}. Indeed, for all x = 0 ∈ G Λ we have
, it is enough to study p(x) on (0, 1). Indeed, for all x ∈ (0, 1), we have
But, 0 < sin(x) < 1 and ln(x) < 0 on (0, 1), it follows
Since x = | tanh(x) − x|) on (0, 1), then by applying the fact that (a − b)(ln(b) − ln(a)) < 0 for all a = b ∈ R >0 , we get after some elementary transformations
Now, remark that for x ∈ (0, 1) we have ln(| tanh(x)−x|) < 0 and x−2| tanh(x)− x| > 0. We conclude that p(x) < 0 on (−1, 1) because p(x) is even. Therefore, ∆g(x) < 0 for all x = 0 ∈ G Λ . All conditions of Theorem 4.3 are satisfied, the state x = 0 of the system is asymptotically stable and the set G Λ is an estimate of its domain of asymptotic stability D as .
Example 2: Consider the following system defined on S = (−π; π)
be candidate G-function for such system with ζ m = −1. It is well known that the function g enjoys the following properties (see [14] , [16] ).
• Jordan's inequality
• Sándor's inequality
From the Jordan's inequality (9), if we take Λ = − 
. Consequently, we can use inequalities (10) to obtain ∆g(x) < cos(
But,
and cos 2 (
Let now h(x) = cos
. Since, cos(
2 . After some elementary transformations we get p (x) =
2 ) and thus h(x) < 0 for all x ∈ (− π 2 ; π 2 ). Consequently, ∆g(x) < 0 for all x = 0 ∈ G Λ . The state x = 0 of the system is asymptotically stable and the set G Λ is an estimate of its domain of asymptotic stability D as .
Next, recall that a function φ(·) : R ≥0 → R ≥0 is a comparison function of the class K defined by Hahn [6] if, and only if, it is continuous, strictly increasing and ϕ(0) = 0.
Classically, in the existing Lyapunov stability theory, it is customary to require also the existence of a function φ of class K such that ∆V (x) ≤ −φ( x ) instead of requiring only ∆V (x) < 0, where V is a Lyapunov function. It is worthwhile to show how this requirement can be also extended to G-functions. In this framework, we have the next result. 
are necessary and sufficient conditions for the state x = 0 of the system (1) to be asymptotically stable and G Λ to be an estimate of its domain of asymptotic stability D as , i.e., G Λ ⊆ D as .
Proof: By Theorem 4.3, it is clear that we need only to show here the existence of a function φ of class K such that the inequality (11) is verified. Indeed, from converse theorem of Lyapunov we know also that there exist a positive definite function V and a function ψ of class K such that along the trajectories of the system (1) we have for all x = 0 ∈ D as (see [9] , Theorem 4.10.2)
This in turn implies that V (x) > ψ( x ), ∀x = 0 ∈ D as in view of positive definiteness of V . With this in mind, let g and G Λ = V σ as defined in the proof of the necessity part of Theorem 4.3. Then we have
is well defined. Thus, we get
where we have used that fact that ln
Clearly φ( x ) = 1 γ ψ( x ) belongs to class K. This completes the proof. Now, for the global asymptotic stability, we have the following. Example 4: Let the following family of systems
where x(k) ∈ R n , α ∈ R and f : R n → R. We are interested in discovering functions family f (x) under which the set S(α) = {x ∈ R n : x < e α } is the domain of the asymptotic stability of the fixed point x = 0. As shown in Section 3, let the following G-function
be candidate for such system. Let Λ = α, then
is an open connected neighbourhood of x = 0. Now, on G Λ /{0} we have ∆g(x) = ln(|f (x)|) + ln 1 1 + | x − e α | According to Theorem 4.6, the set S(α) is the domain of asymptotic stability if:
• on S(α)/{0}, |f (x)| ≤ 1,
• on x ∈ ∂S(α), f (x) = 1,
• on R n /S(α), f (x) ≥ 1 + x − e α .
For the simulation purpose, consider the case of one dimensional systems. For α = 0, it is clear that f (x) = x 2 or f (x) = e x 2 + 1 − e satisfy all the above conditions. In Both cases, system motions are shown in Figure 1 for x(0) = 0.999999999 ∈ S(0) and in Figure 2 for x(0) = 1.00000001 out of S(0). Both initial states are close to the boundary of S(0). In the former case the system motion converges to x = 0, while in the latter case it does not. Notice also a very small difference between initial values in the two cases. The set S(0) is therefore the domain of the asymptotic stability of x = 0.
Conclusion
The theoretical study of the stability problems for the discrete-time nonlinear systems has been developed by using properties of a class of functions called the G-functions in this paper. It has resulted in the new necessary and sufficient conditions for asymptotic stability of such systems and an estimation or the exact determination of the asymptotic stability domain of the zero state x = 0. Hence, the paper establishes essentially an alternative approach for the asymptotic stability analysis of time-invariant nonlinear discrete-time systems. The essence is the possibility to use henceforth the sign indefinite and discontinuous functions for testing asymptotic stability of such systems. Finally, we would like to point out that the G-functions approach presented here simply offers an additional tool for the study of the stability of discrete-time nonlinear systems. It can be further developed and possibly combined with the Lyapunov function approach to generate more interesting and advanced results in the future, specifically for stabilization and control of discrete-time nonlinear systems.
