We introduce and study a new class of generalized nonlinear variational-like inequalities. Under suitable conditions, we prove the existence of solutions for the class of generalized nonlinear variational-like inequalities. A new iterative algorithm for finding the approximate solutions of the generalized nonlinear variational-like inequality is given and the convergence of the algorithm is also proved. The results presented in this paper improve and generalize some results in recent literature.
Introduction
Variational-like inequalities are a useful and important generalization of variational inequalities [3, 8, 26] . They have potential and significant applications in optimization theory, structural analysis, and economics, see [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29] . Some mixed variational-like inequalities have been studied by Parida and Sen [26] , Tian [27] , and Yao [29] by using the Berge maximum theorem in finite-and infinite-dimensional spaces. Huang and Deng [10] extended the auxiliary principle technique to study the existence of solutions for a class of generalized strongly nonlinear mixed variational-like inequalities. By using the minimax inequality technique, Ding [5, 6] studied some classes of nonlinear variational-like inequalities in reflexive Banach spaces.
The purpose of this paper is to introduce and study a new class of generalized nonlinear variational-like inequalities, which includes several kinds of variational-like inequalities as special cases. A few existence results of solutions for the generalized nonlinear variational-like inequality are established. We construct an iterative algorithm for finding the approximate solutions of the generalized nonlinear variational-like inequality and obtain the convergence of the algorithm under certain conditions. 
We consider the following generalized nonlinear variational-like inequality problem. 
which was introduced and studied by Ding [5] .
which was studied by Yao [29] .
(1) A is said to be Lipschitz continuous with constant α if there exists a constant α > 0 such that
(2) N is said to be Lipschitz continuous with constant β in the first argument if there exists a constant β > 0 such that
(2.5) (3) N is said to be η-antimonotone with respect to A in the first argument if
(4) N is said to be η-relaxed Lipschitz with constant γ with respect to C in the second argument if there exists a constant γ > 0 such that
(5) η is said to be Lipschitz continuous with constant δ if there exists a constant δ > 0 such that
Similarly, we can define the Lipschitz continuity of N in the second argument.
Definition 2.2.
Let K be a nonempty closed convex subset of a Hilbert space H and f :
(1) f is said to be convex if for any u,v ∈ K and for any α ∈ [0,1],
Lemma 2.3 [1, 2] . Let X be a nonempty closed convex subset of a Hausdorff linear topological space E, and let φ,ψ : K × K → R be mappings satisfying the following conditions:
is upper semicontinuous with respect to y; (c) for each y ∈ X, the set {x ∈ X : ψ(x, y) < 0} is a convex set;
Existence theorems
In this section, we give four existence theorems of solutions for the generalized nonlinear variational-like inequality (2.1). Proof. We first prove that for each fixed u ∈ K, there exists a unique w ∈ K such that
Let u be in K. Define the functionals φ and ψ :
for all v,w ∈ K.
Generalized nonlinear variational-like inequalities
We check that the functionals φ and ψ satisfy all the conditions of Lemma 2.3 in the weak topology. It follows from the definitions of φ and ψ that for all v,w ∈ K, [9] . Let v
Obviously, T is a weakly compact subset of K and for any w ∈ K \ T, 
Let t be in (0,1] and v be in K. Replacing v by v t = tv + (1 − t) w in (3.7), we see that
Note that a is bilinear and f is convex. From (3.8) we deduce that
Zeqing Liu et al. 1847
which implies that
Letting t → 0 + in the above inequality, we conclude that
That is, w is a solution of (3.1). Now we prove the uniqueness. For any two solutions w 1 ,w 2 ∈ K of (3. 
(3.14)
Adding (3.14), we arrive at
that is,
Since F is completely continuous, it follows from (3.16) that G : K → K is a completely continuous mapping. Hence the Schauder fixed point theorem guarantees that G has a fixed point u ∈ K, which means that u is a solution of the generalized nonlinear variational-like inequality (2.1). This completes the proof. Proof. Put
As in the proof of Theorem 3.1, we conclude that
for any w ∈ K \ T. The rest of the argument is now essentially the same as in the proof of Theorem 3.1 and therefore is omitted. Proof. Let u 1 and u 2 be arbitrary elements in K. As in the proof of Theorem 3.1, we deduce that 19) which yields that G : K → K is a contraction mapping and hence it has a unique fixed point u ∈ K, which is a unique solution of the generalized nonlinear variational-like inequality (2.1). This completes the proof.
The following theorem follows from the arguments of Theorems 3.1, 3.2 and, 3.3. 
Algorithm and convergence theorems
Based on Theorem 3.1, we suggest the following iterative algorithm. Proof. Using Algorithm 4.1, we obtain that Hence u is a solution of the generalized nonlinear variational-like inequality (2.1). It follows from Theorem 3.3 that u is the unique solution of the generalized nonlinear variational-like inequality (2.1). This completes the proof.
Similarly we have the following result. 
