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ON THE SYMPLECTIC TYPE OF ISOMORPHISMS OF THE
p-TORSION OF ELLIPTIC CURVES
NUNO FREITAS AND ALAIN KRAUS
Abstract. Let p ≥ 3 be a prime. Let E/Q and E′/Q be elliptic curves with isomorphic
p-torsion modules E[p] and E′[p]. Assume further that either (i) every GQ-modules iso-
morphism φ ∶ E[p] → E′[p] admits a multiple λ ⋅ φ with λ ∈ F×p preserving the Weil pairing;
or (ii) no GQ-isomorphism φ ∶ E[p] → E′[p] preserves the Weil pairing. This extra condition
is often satisfied, for example, when the p-torsion field of E is non-abelian. This paper
considers the problem of deciding if we are in case (i) or (ii).
Our approach is to consider the problem locally at a prime ℓ ≠ p: firstly, we determine the
primes ℓ for which the local curves E/Qℓ and E′/Qℓ contain enough information to decide
between (i) or (ii). Secondly, if we find at least one such ℓ, we effectively decide between (i)
or (ii) using the local information at ℓ and the given value of p. More precisely, for primes
ℓ ≠ p we establish several criteria, in terms of the standard invariants associated to minimal
Weierstrass models of E/Qℓ and E′/Qℓ, to decide between (i) and (ii). We show that our
new criteria together with those already in the literature provide a complete list that will
find an answer to the problem whenever this is possible.
We also improve the existent criteria for the cases of E/Qℓ having wild potentially good
reduction with a defect of semistability e = 8,12 and tame potentially good reduction with
e = 3. This will give a complete solution to the problem of deciding if we are in case (i) or
(ii) by local methods away from p.
Finally, we discuss two different motivations and applications of our methods. Indeed,
we apply them to explore variants of a question raised by Mazur concerning the existence of
symplectic isomorphisms between the p-torsion of two non-isogenous elliptic curves defined
over Q; furthermore, we provide Diophantine applications of our new criteria to the Fermat-
type equation x2+y3 = zp and to the non-existence of rational points on certain hyperelliptic
curves of the form y2 = xp − ℓ and y2 = xp − 2ℓ.
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Part I. Motivation and Results
1. Introduction
Let p be an odd prime. Let E and E′ be elliptic curves over Q and write E[p] and E′[p] for
their p-torsion modules. Write GQ = Gal(Q/Q) for the absolute Galois group of Q.
Let φ ∶ E[p] → E′[p] be a GQ-modules isomorphism; hence there is an element r(φ) ∈ F×p
such that, for all P,Q ∈ E[p], the Weil pairings satisfy eE′,p(φ(P ), φ(Q)) = eE,p(P,Q)r(φ).
We say that φ is a symplectic isomorphism or an anti-symplectically isomorphism if r(φ) is
a square or a non-square mod p, respectively.
It is possible for E[p] and E′[p] to admit both types of isomorphisms between them, which
occurs if and only if E[p] admits an anti-symplectic automorphism. For example, it follows
from Theorem 14 that this is the case for p = 5 and E the curve with Cremona label 11a1,
since E[5] ≃ Z/5Z × µ5, where µ5 is the group of fifth roots of unity.
It is important to note that most of the time there is only one possible symplectic type for
the isomorphisms between E[p] and E′[p]. This is because, for an elliptic curve E/Q, if its
mod p representation ρE,p ∶ GQ → GL2(Fp) is irreducible then (since it is odd) it is absolutely
irreducible, hence it has non-abelian image (see [4, VII.47, Proposition 19]). Therefore, as
explained in Part II, all the isomorphisms between E[p] and E′[p] have the same type.
This paper’s main concern is the following problem. Consider triples (E,E′, p) where E
and E′ are elliptic curves over Q with isomorphic p-torsion modules; furthermore, assume
that the GQ-modules isomorphisms φ ∶ E[p] → E′[p] are either all symplectic or all anti-
symplectic. In this case, we will say that the symplectic type of (E,E′, p) is respectively
symplectic or anti-symplectic.
Problem A: Given a triple (E,E′, p) as above, how do we determine its symplectic type?
Our motivation for considering this problem arises from two sources; namely, variants of the
Frey-Mazur conjecture and Diophantine equations. We discuss both motivations in Section 2
and in Part VII we use our main results to obtain new applications to these topics.
We note that a Q-isogeny h ∶ E → E′ of degree n not divisible by p restricts to an isomorphism
of GQ-modules φ ∶ E[p]→ E′[p] such that r(φ) = n (see [18, §4]). Consequently, in this case,
the symplectic type of (E,E′, p) is symplectic if n is a square mod p and anti-symplectic
otherwise.
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We will establish several (local) symplectic criteria, which allow one to determine the
symplectic type of (E,E′, p) using only the prime p and standard information about the
local curves E/Qℓ and E′/Qℓ at a single prime ℓ ≠ p.
In principle, given (E, E′, p) one could compute the p-torsion fields of E and E′, consider the
Galois action on E[p] and E′[p] and check if they are symplectically or anti-symplectically
isomorphic. However, the degree of the p-torsion field grows very fast with p making this
method not practical already for p = 7. One could work instead with the p-torsion field
locally at some prime ℓ (assuming we proved this will give the correct symplectic type) but
this also becomes impractical very fast. Therefore, having symplectic criteria requiring only
simple local information is very handy for determining the symplectic type of (E, E′, p).
There are already symplectic criteria available in the literature. Indeed, the first criterion
was established in 1992 by the second author with Oesterlé [29] and is applicable when E and
E′ have a common prime of (potentially) multiplicative reduction (see Theorem 9). Recently,
the first author in [16] and jointly with Naskręcki and Stoll in [18] proved other symplectic
criteria in some cases of potentially good reduction.
In this paper we will optimize some of the existing criteria and establish new ones in all
the remaining cases that a symplectic criterion can possibly exist. Therefore we obtain an
answer to Problem A which is optimal using only standard local information away from p.
More precisely, the methods in this paper will allow us to do the following:
(1) Given (E,E′, p) as above we determine the complete list L(E,E′,p) of primes ℓ ≠ p
with the following property. For each ℓ ∈ L(E,E′,p) the curves E/Qℓ and E′/Qℓ contain
enough information to determine the symplectic type of (E,E′, p).
(2) For all ℓ ∈ L(E,E′,p) we have a symplectic criterion to determine the type of (E,E′, p)
from p and the Weierstrass models of E/Qℓ and E′/Qℓ. Often we only need the
standard invariants (c4, c6,∆m) attached to minimal models of these local curves.
Note that, although to solve Problem A for a particular (E,E′, p) it is enough to find one
prime in part (1), we obtain the complete list L(E,E′,p). In particular, when L(E,E′,p) is empty
there is no prime ℓ ≠ p such that local information at ℓ allows us to find the answer.
We compile in Table 1 the complete list of new and old symplectic criteria in terms of the
type of reduction of E/Qℓ; the relevant notation and the statement of each criterion can be
found in Section 4. Completing the proof of the content of Table 1 is the main objective of
this paper. All the calculations required for this work were done using Magma [31].
Acknowledgments. We thank Benjamin Matschke for many helpful discussions. We also
thank Michael Bennett, Imin Chen, Lassina Dembélé and Michael Stoll for their comments
and suggestions.
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reduction type of E/Qℓ prime ℓ Extra conditions criterion
good (e = 1) (ℓ/p) = 1 p ∣ ∆ℓ, p ∤ βℓ Theorems 12
pot. good e = 3 ℓ ≡ 2 (mod 3) Theorem 1 and 2
pot. good e = 3 ℓ ≡ 1 (mod 3) p = 3 Theorem 3
pot. good e = 3 ℓ = 3 ∆˜ ≡ 2 (mod 3) Theorem 4
pot. good e = 4 ℓ ≡ 3 (mod 4) Theorem 5
pot. good e = 4 ℓ = 2 c˜4 ≡ 5∆˜ (mod 8) Theorem 6
pot. good e = 8 ℓ = 2 Theorems 8 and 9
pot. good e = 12 ℓ = 3 Theorem 10 and 11
pot. good e = 24 ℓ = 2 Theorem 7
pot. multiplicative any p ∤∆m Theorem 13
Table 1. Summary of local symplectic criteria.
2. A double motivation
2.1. Symplectic variants of the Frey-Mazur conjecture. In Mazur’s remarkable 1978
paper on isogenies, he asked (see [32, p. 133]) the following question
Are there non-isogenous elliptic curves over Q with symplectically isomorphic
p-torsion modules for some p ≥ 7?
An affirmative answer was obtained by the second author and Oesterlé in [29], using their
symplectic criterion for the case of multiplicative reduction (see Theorem 13). They showed
that the elliptic curves with Cremona labels 7448e1 and 152a1 have symplectically isomorphic
7-torsion modules; with the same criterion they also showed that the 7-torsion modules of
the curves 26a1 and 182c1 are anti-symplectically isomorphic.
In view of the question above, Kani and Schanz [26] studied the geometry of the surfaces
that parametrize pairs of elliptic curves with isomorphic n-torsion, and conjectured that
for n ≤ 12 there are infinitely many pairs of such curves with different j-invariants (see
Conjecture 5 and Question 6 in loc. cit.). This conjecture was firstly established for n = 7 by
the second author [28]; later jointly with Halberstadt they even provided [22, Proposition 6.3]
infinitely many 6-tuples of non-isogenous curves with symplectically isomorphic 7-torsion.
For n = 11 the conjecture was established by Kani and Rizzo [25] but their proof does not
provide examples. Recently, Fisher [14] gave alternative proofs for both cases, including a
description of infinitely many pairs of non-isogenous elliptic curves for both symplectic types
of 7-torsion isomorphisms and infinitely many such pairs with symplectically isomorphic
11-torsion. An analogous infinite family with anti-symplectically isomorphic 11-torsion is
unknown; note that, in this case, the corresponding parameterizing surface is of general type
(see [26, Theorem 4]).
The question of Mazur above and the work in the previous references are closely related to
the powerful Frey-Mazur Conjecture (see also [8, Section 4.1]).
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Conjecture 2.1 (Frey–Mazur). There is a constant C such that the following holds. If E
and E′ are elliptic curves over Q such that E[p] and E′[p] are isomorphic as GQ-modules
for some prime p > C, then E and E′ are Q-isogenous.
Clearly, the constant C is a bound for the primes p such that Mazur’s question has an
affirmative answer, leading to the following variant of the conjecture.
Conjecture 2.2 (Symplectic Frey–Mazur). There is a constant C+ such that the following
holds. If E and E′ are elliptic curves over Q such that E[p] and E′[p] are symplectically
isomorphic as GQ-modules for some prime p > C+, then E and E′ are Q-isogenous.
Similarly, C is also a bound for the analogous of Mazur question where ‘symplectically
isomorphic’ is replaced by ‘anti-symplectically isomorphic’, leading to the anti-symplectic
variant of the conjecture.
Conjecture 2.3 (Anti-symplectic Frey–Mazur). There is a constant C− such that the fol-
lowing holds. If E and E′ are elliptic curves over Q such that E[p] and E′[p] are anti-
symplectically isomorphic as GQ-modules for some prime p > C−, then E and E′ are Q-
isogenous.
It is natural to wonder whether the constant C+ is different or equal to C−. We can gather
information towards this as follows. Using [29, Proposition 4] and a computer program we
can search the LMFDB database [30] for elliptic curves E, E′ and a prime p such that the
GQ-modules E[p] and E′[p] are isomorphic and ρE,p is irreducible. Then for each triple(E,E′, p) found we apply a symplectic criterion to determine its symplectic type.
In Section 25 we give a few selected examples found in Cremona’s database that illustrate
the applicability of our results; in particular, we conclude that C+ ≥ 13 and C− ≥ 17.
2.2. Diophantine equations. Wiles’ proof [39] of Fermat’s Last Theorem pioneered a new
strategy to attack Diophantine equations, now known as the modular method. Nowadays,
when applying it to a Diophantine equation the most challenging part is often in the very
end where we need to obtain a contradiction. Indeed, after applying modularity and level
lowering results, one gets an isomorphism
(2.4) ρE,p ∼ ρf,p
between the (irreducible) mod p representation of the Frey curve E and the mod p represen-
tation of a newform f with weight 2 and ‘small’ level N , for some prime p ∣ p in Q. In the
proof of FLT we have N = 2 and there are no candidate newforms f , giving a contradiction.
In essentially every other application of the modular method there are possible forms f ,
hence we needed to derive a contradiction to (2.4) for all such f . In [21] the second author
and Halberstadt realized that using symplectic criteria may allow to distinguish the two
Galois representations in (2.4), obtaining the desired contradiction for certain f .
We now explain their method, which is known as the symplectic argument. Suppose that (2.4)
holds with f a newform corresponding to the isogeny class of an elliptic curveW , hence there
is a GQ-modules isomorphism φ ∶ E[p] → W [p]. Since ρE,p is irreducible, all such φ have
the same symplectic type, thus it makes sense to consider (E,W,p). Now suppose we find
two primes ℓ1, ℓ2 ≠ p for which we can determine the symplectic type of (E,W,p) using only
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local information at these primes individually. It is often the case that the primes ℓ1 and
ℓ2 will give compatible symplectic types only for p satisfying certain congruence conditions,
therefore we get a contradiction to (2.4) for all the values of p not satisfying those conditions.
At the time of the original application of the symplectic argument, the only symplectic
criterion available was for the case of multiplicative reduction (see Theorem 13). The authors
used it to show that if A,B,C are odd coprime integers, then there is a set of exponents p
with positive Dirichlet density such that the equation Axp +Byp +Czp = 0 has no solutions
satisfying xyz ≠ 0. The same criterion was recently used by the first author and Siksek [19]
to prove Fermat’s Last Theorem over Q(√17) for a set of exponents with density 1/2. Even
more recently, the first author in [16] and jointly with Naskręcki and Stoll in [18] developed
new symplectic criteria (see Theorems 10 and 8) and applied them to obtain new results on
the Fermat equations x3 + y3 = zp and x2 + y3 = zp. Further applications of the symplectic
argument were obtained by the authors of this paper [17].
It is therefore promising for applications to Diophantine equations to extend the local sym-
plectic criteria available and, with the results in this paper, we will provide a complete
toolbox of easy to use local symplectic criteria (see Section 4). Some of our new results have
already seen new Diophantine applications; indeed, in the joint work of the first author with
Bennett and Bruni [1], Theorem 5 was applied to the equation x3 + y3 = qzp with q ∈ Z.
Moreover, in Section 26 we will apply our Theorem 12 to improve results from [18] concerning
the equation x2+y3 = zp; this will be the first Diophantine application of a symplectic criterion
in the case of good reduction. Furthermore, in Section 27, we will use Theorems 7 and 9
to improve results from [24], about the non existence of Q-rational points on hyperelliptic
curves of the form y2 = xp − ℓ and y2 = xp − 2ℓ, where ℓ is a prime number.
3. Our approach to the problem of determining the symplectic type
Our main goal is to give an exhaustive solution to the problem of determining the symplectic
type of (E,E′, p) by local methods away from p. In this section we will explain our approach,
summarize what is already in the literature and what are the novelties of this work.
3.1. Notation. We need notation that will allow us to work with fields other than Q.
For a fieldK, we write K for an algebraic closure and GK = Gal(K/K) for its absolute Galois
group. For E an elliptic curve defined over K, we write E[p] for its p-torsion GK-module
and ρE,p ∶ GK → Aut(E[p]) for the corresponding Galois representation.
Let K be a field of characteristic zero or a finite field of characteristic ≠ p. Fix a primitive
p-th root of unity ζp ∈K. We write eE,p for the Weil pairing on E[p].
We say that a Fp-basis (P,Q) of E[p] is a symplectic basis if eE,p(P,Q) = ζp; we say it is an
anti-symplectic basis if eE,p(P,Q) = ζrp with r not a square mod p.
Now let E/K and E′/K be two elliptic curves and φ ∶ E[p] → E′[p] be an isomorphism of
GK-modules. Then there is an element r(φ) ∈ F×p such that
eE′,p(φ(P ), φ(Q)) = eE,p(P,Q)r(φ) for all P,Q ∈ E[p].
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Note that for any a ∈ F×p we have r(aφ) = a2r(φ). So up to scaling φ, only the class of r(φ)
modulo squares matters. We say that φ is a symplectic isomorphism if r(φ) is a square in F×p ,
and an anti-symplectic isomorphism if r(φ) is a non-square. We call this the symplectic type
of φ. Note that φ preserves the Weil pairing precisely when r(φ) = 1.
Finally, we say that E[p] and E′[p] are symplectically (or anti-symplectically) isomorphic,
if there exists a symplectic (or anti-symplectic) isomorphism of GK-modules between them.
Note that it is possible that E[p] and E′[p] are both symplectically and anti-symplectically
isomorphic; this will be the case if and only if E[p] admits an anti-symplectic automorphism.
3.2. A local approach.
Let E and E′ be elliptic curves over Q and φ ∶ E[p]→ E′[p] an isomorphism of GQ-modules.
For each prime ℓ we let GQℓ ⊂ GQ be a decomposition subgroup at ℓ. We consider the
isomorphism of GQℓ-modules φℓ ∶ E[p]→ E′[p] obtained from φ by viewing the curves E, E′
over Qℓ. The symplectic type of φ is equal to the symplectic type of φℓ.
Assume that, for some prime ℓ, the following holds:
(i) The GQℓ-modules E[p] and E′[p] are not simultaneously symplectically and anti-
symplectically isomorphic;
(ii) We can decide, from simple local information about E and E′ over Qℓ, which is the
symplectic type in (i).
Then using (ii) we determine the symplectic type of any GQℓ-isomorphism between E[p] and
E′[p] which, in particular, is the symplectic type of φℓ. Thus φ also has that symplectic type.
We conclude that given (E,E′, p) as in the introduction we can determine its symplectic type
if we can find a prime ℓ for which (i) and (ii) hold.
In view of (i) we emphasize the following idea that is recurrent in this paper. Let E and
E′ be elliptic curves over Qℓ with isomorphic p-torsion modules for p ≠ ℓ. We say that
a symplectic criterion exists if all the GQℓ-modules isomorphisms φ ∶ E[p] → E′[p] have
the same symplectic type.
We can now describe the two main steps of our approach:
(I) Let E and E′ be elliptic curves over Qℓ with isomorphic p-torsion modules for p ≠
ℓ. For each possible type of reduction of E, classify in terms of ℓ and standard
information on E when a symplectic criterion exists;
(II) For each case of the classification obtained in (I), give a procedure to determine the
symplectic type from the value of p and standard information on E and E′ over Qℓ.
In other words, in part (I) we classify every possible case in which a local symplectic criterion
at ℓ ≠ p exists and in part (II) we prove such criteria in every case missing in the literature.
We note that items (1) and (2) explained in the introduction will follow from (I) and (II).
3.3. What is left to be done? We will now explain which criteria are available in the
literature and which are the novelties of this work. First we need some more notation.
Let p and ℓ be primes such that p ≥ 3 and ℓ ≠ p. Write Qunℓ for the maximal unramified
extension of Qℓ. Given an elliptic curve E/Qℓ with potentially good reduction we write
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L = Qunℓ (E[p]) and Φ = Gal(L/Qunℓ ). We call L the inertial field of E. The field L is the
minimal extension of Qunℓ where E obtains good reduction (see [36]). We denote by e = e(E)
the order of Φ which is called the semistability defect of E. We say that E/Qℓ has tame
reduction if e is coprime to ℓ and we say it has wild reduction otherwise.
Let E/Qℓ have potentially good reduction but not good reduction, so that e ≠ 1. Then, it is
well known (see [27]) that ℓ and Φ satisfies one of the following possibilities:
● ℓ ≥ 5 and Φ is cyclic of order 2,3,4,6;
● ℓ = 3 and Φ is cyclic of order 2,3,4,6 or isomorphic to Dic12, the Dicyclic group of
order 12;
● ℓ = 2 and Φ is cyclic of order 2,3,4,6 or it has order 8 and is isomorphic to the
quaternion group H8 or it has order 24 and is isomorphic to SL2(F3).
We now give references for the currently available criteria:
● for any ℓ of (potentially) multiplicative reduction there is [29, Proposition 2] (see
Theorem 13);
● for ℓ = 2, e = 24 there is [16, Theorem 4] (see Theorem 7);
● for ℓ = 2, e = 8 there is [18, Theorem 4.6] (see Theorem 8);
● for ℓ = 3, e = 12 there is [18, Theorem 4.7] (see Theorem 10);
● for ℓ ≡ 2 (mod 3) and e = 3,6 there is [21, Proposition A.2] but this criterion has
fairly restrictive applications due to its large list of hypothesis.
Suppose that E/Qℓ and E′/Qℓ have isomorphic p-torsion and e = e′ = 6 or e = e′ = 2; then
there is an element d ∈ Qℓ such that the quadratic twists dE and dE′ respectively satisfy
e(dE) = e(dE′) = 3 or e(dE) = e(dE′) = 1. Since taking quadratic twists preserves the
existence and the symplectic type of a p-torsion isomorphism we conclude that the cases
e = 6 and e = 2 reduce respectively to the cases e = 3 and e = 1 (good reduction).
Therefore, currently there are no symplectic criteria available in the literature for the fol-
lowing types of reduction at ℓ:
● the tame case ℓ ≠ 3, e = 3 when [21, Proposition A.2] does not apply;
● the wild case ℓ = e = 3;
● the tame case ℓ ≠ 2, e = 4;
● the wild case ℓ = 2 and e = 4;
● the case of good reduction: any ℓ and e = 1;
● also, Theorem 7 part (2) contains a procedure to detect the symplectic type when(2/p) = −1 via the ‘simple formula’ υ2(∆m(E)) ≡ υ2(∆m(E′)) (mod 3) whilst Theo-
rems 8 and 10 do not contain an analogous formula.
Thus, to fully complete item (II) in Section 3.2 we have to prove a symplectic criterion or a
‘simple formula’ in each of the missing cases described above. To complete (I) we need to
understand, for every type of reduction of E, when the symplectic type of all GQℓ-module
isomorphisms φ ∶ E[p] → E′[p] is the same. This may, for example, result in restrictions on
the prime ℓ or on the invariants c4, c6 and ∆m attached to a minimal model of E/Qℓ. A
summary of these restrictions together with a reference for the statement to the corresponding
criterion can be found in Table 1.
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3.4. Strategy of proof of a symplectic criterion. Let E, E′ be elliptic curves over Qℓ
with potentially good reduction and isomorphic p-torsion modules. Assume that all GQℓ-
modules isomorphisms φ ∶ E[p] → E′[p] have the same symplectic type, i.e. a symplectic
criterion exists. For example, when ρE,p(GQℓ) is non-abelian (see Theorem 14).
Fix symplectic bases of E[p] and E′[p]. Let φ ∶ E[p] → E′[p] be a GQℓ-modules isomor-
phism and write Mφ for the matrix representing it. We shall show (see Lemma 1) that φ
is symplectic if and only if the determinant of Mφ is a square mod p. Moreover, we have
ρE,p(g) = MφρE′,p(g)M−1φ for all g ∈ GQℓ , but this equality is not enough to read whether
detMφ is a quadratic residue, unless we determine the action on the p-torsion explicitly.
Recall that we aim to decide the symplectic type of φ from easy information about E and E′.
The main challenge we face is that we need a method that works for general E and E′ but
keeps track of the very specific information required to determine the symplectic type.
We start by noting that if, for some subgroup H ⊂ GQℓ , we have ρE,p(H) non-abelian then
it is enough to find a matrix M ∈ GL2(Fp) satisfying ρE,p(g) =MρE′,p(g)M−1 for all g ∈ H ,
for which we can determine the square class of detM mod p. Then we show there are
symplectic bases for E[p] and E′[p] such that the images of ρE,p(H) and ρE′,p(H) land in
the same subgroup of GL2(Fp); this implies thatM belongs to the normalizer NH of ρE,p(H)
in GL2(Fp). Depending on the group structure of ρE,p(H) we can pin down more concretely
the shape of the matrices in NH . For example, when ℓ = 2, H = I2, ρE,p(I2) ≃ H8 and(2/p) = 1 then all the matrices in NH have square determinant mod p; this argument plays
an essential part in the proof of Theorem 8 in [18].
However, for most of the criteria we want to prove, the situation has two extra obstacles;
indeed, (i) there are matrices in NH with both types of determinant and (ii) the smallest
subgroup H with non-abelian image is the whole GQℓ . We are therefore obliged to describe
more precisely matrices ρE,p(σ), ρE,p(τ) and ρE′,p(σ), ρE′,p(τ), generating the non-abelian
image; the natural choice is to take σ a generator of inertia (which is often cyclic) and τ a
Frobenius element.
Assume E obtains good reduction over a field L. Then inertia acts via the homomor-
phism γE ∶ Iℓ → Aut(E) → E[p], where E is the reduction of a model of E/L with good
reduction (see Lemma 7). By showing the existence of Weierstrass models with certain
properties (e.g. Lemmas 8 and 9), we are able to describe the image of γE in Aut(E) inde-
pendently of any choice of basis (and similarly for E′ and γE′). In particular, this allows to
choose a basis where we can control the images of τ but also of ρE,p(σ) and ρE′,p(σ) (e.g.
Lemma 18). This imposes more constraints on the matrices M ∈ NH which are allowed. To
finish we show these are enough restrictions to decide if detM is a square mod p (see, for
example, case (1) in the proof of Theorem 1).
4. A complete list of local symplectic criteria at ℓ ≠ p
Here we state all the symplectic criteria established in this paper together with all other
criteria available in the literature so that we obtain an easy to use and complete list. We will
divide the list according to the type of reduction and inertia sizes as described in Section 3.3.
To make this section self-contained we will introduce and/or repeat all the relevant notation.
10
Let p and ℓ be primes such that p ≥ 3 and ℓ ≠ p.
Write Fℓ for the finite field with ℓ elements.
Let Qℓ be the field of ℓ-adic numbers and Qℓ an algebraic closure. Write Q
un
ℓ
⊂ Qℓ for the
maximal unramified extension of Qℓ. Write υℓ for the ℓ-adic valuation in Qℓ.
Write GQℓ = Gal(Qℓ/Qℓ) for the absolute Galois group. Let Iℓ ⊂ GQℓ denote the inertia
subgroup. Note that Qunℓ is the field fixed by Iℓ. Write Frobℓ ∈ GQℓ for a Frobenius element.
Let E/Qℓ be an elliptic curve and ρE,p its mod p representation.
Let ∆m = ∆m(E) denote the discriminant of a minimal Weierstrass model of E. Given a
minimal model for E/Qℓ we define the quantities c˜4, c˜6 and ∆˜ by
c4 = ℓυℓ(c4)c˜4, c6 = ℓυℓ(c6)c˜6, ∆m = ℓυℓ(∆m)∆˜.
When we simultaneously use two elliptic curves E and E′ we adapt the notation accordingly
writing, in particular, e′, c′
4
, c˜′
4
, c′
6
, c˜′
6
and ∆′m, ∆˜′.
For elliptic curves E and E′ over Qℓ we say that their p-torsion modules are symplectically
isomorphic (anti-symplectically isomorphic) if there exists a GQℓ-modules isomorphism φ ∶
E[p]→ E′[p] preserving (not preserving) the Weil pairing.
Let a ∈ Z. We recall also the definition of the Legendre symbol
(a
p
) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if a is a square modulo p,
−1 if a is not a square modulo p,
0 if a is divisible by p.
4.1. The case of additive potentially good reduction.
Given an elliptic curve E/Qℓ with potentially good reduction we write L = Qunℓ (E[p]) and
Φ = Gal(L/Qunℓ ). We call L the inertial field of E. The field L is independent of p and the
minimal extension of Qunℓ where E obtains good reduction (see [36]). We denote by e = e(E)
the order of Φ. The determination of e in terms of the triple of invariants (c4, c6,∆m)
attached to E is given in [27]; in particular, we can have e = 1,2,3,4,6,8,12 or 24.
Note that to apply the symplectic criterion in the cases e = 6 and e = 2 we first need to take
an adequate quadratic twist to reduce to the cases e = 3 and e = 1. Since e = 1 means good
reduction the corresponding criterion can be found in Section 4.2.
(A) Cyclic inertia of order e = 3.
Theorem 1. Let ℓ ≡ 2 mod 3 be a prime. Let E and E′ be elliptic curves over Qℓ with
potentially good reduction and e = e′ = 3. Let p ≠ ℓ be an odd prime.
Suppose that E[p] and E′[p] are isomorphic GQℓ-modules.
Set t = 1 if exactly one of E, E′ has a 3-torsion point defined over Qℓ and t = 0 otherwise.
Set r = 0 if υℓ(∆m) ≡ υℓ(∆′m) (mod 3) and r = 1 otherwise. Then,
E[p] and E′[p] are symplectically isomorphic ⇔ ( ℓ
p
)r (3
p
)t = 1
Moreover, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
11
To apply Theorem 1 we need to decide when an elliptic curve over Qℓ (ℓ ≠ 3) satisfying e = 3
has a 3-torsion point over Qℓ. The next theorem provides such classification.
Theorem 2. Let ℓ ≠ 3 and E/Qℓ be an elliptic curve with tame additive reduction with e = 3.
Then, the curve E has a 3-torsion point defined over Qℓ if and only if
(A) ℓ ≥ 5 and −6c˜6 is a square in Qℓ or,
(B) ℓ = 2 and we are in one of the following cases
(1) (υℓ(c4), υℓ(c6), υℓ(∆m)) = (4,5,4) and
(c˜4, c˜6) ≡ (7,1) (mod 8) or (c˜4, c˜6) ≡ (3,5) (mod 8);
(2) (υℓ(c4), υℓ(c6), υℓ(∆m)) ∈ {(≥ 6,5,4), (≥ 7,7,8)} and c˜6 ≡ 5 (mod 8);
(3) (υℓ(c4), υℓ(c6), υℓ(∆m)) = (4,6,8) and (c˜4, c˜6) satisfies one of the following conditions
− c˜4 ≡ 29 (mod 32) and c˜6 ≡ 15 (mod 16)
− c˜4 ≡ 5 (mod 32) and c˜6 ≡ 3 (mod 16)
− c˜4 ≡ 13 (mod 32) and c˜6 ≡ 7 (mod 16)
− c˜4 ≡ 21 (mod 32) and c˜6 ≡ 11 (mod 16).
An analogous results to Theorem 1, in the case ℓ ≡ 1 (mod 3), exists only for p = 3.
Theorem 3. Let ℓ ≡ 1 (mod 3) be a prime. Let E and E′ be elliptic curves over Qℓ with
potentially good reduction and e = e′ = 3.
Suppose that E[3] and E′[3] are isomorphic GQℓ-modules. Then,
E[3] and E′[3] are symplectically isomorphic ⇔ υℓ(∆m) ≡ υℓ(∆′m) (mod 3).
Moreover, E[3] and E′[3] are not both symplectically and anti-symplectically isomorphic.
We have the following theorem in the wild case ℓ = e = 3.
Theorem 4. Let E and E′ be elliptic curves over Q3 with potentially good reduction and e =
e′ = 3, that is (υ3(c4), υ3(c6), υ3(∆m)) and (υ3(c′4), υ3(c′6), υ3(∆′m)) belong to {(2,3,4), (5,8,12)}.
Let p ≥ 5 be a prime and suppose that E[p] and E′[p] are isomorphic GQ3-modules.
Let r = 0 if c˜6 ≡ c˜′6 (mod 3) and r = 1 otherwise.
Suppose that ∆˜ ≡ 2 (mod 3). Then ∆˜′ ≡ 2 (mod 3). Furthermore,
E[p] and E′[p] are symplectically isomorphic ⇔ (3
p
)r = 1
Moreover, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
(B) Cyclic inertia of order e = 4.
Theorem 5. Let ℓ ≡ 3 (mod 4) be a prime. Let E and E′ be elliptic curves over Qℓ with
potentially good reduction and e = e′ = 4. Let p ≥ 5 be a prime.
Set r = 0 if υℓ(∆m) ≡ υℓ(∆′m) (mod 4) and r = 1 otherwise.
Set t = 1 if exactly one of ∆˜, ∆˜′ is a square mod ℓ and t = 0 otherwise.
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Suppose that E[p] and E′[p] are isomorphic GQℓ-modules. Then,
E[p] and E′[p] are symplectically isomorphic ⇔ ( ℓ
p
)r (2
p
)t = 1
Moreover, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
We have the following theorem in the wild case ℓ = 2, e = 4.
Theorem 6. Let E and E′ be elliptic curves over Q2 with potentially good reduction and e =
e′ = 4, that is (υ2(c4), υ2(c6), υ2(∆m)) and (υ2(c′4), υ2(c′6), υ2(∆′m)) belong to {(5,8,9), (7,11,15)}.
Let p ≥ 3 be a prime and suppose that E[p] and E′[p] are isomorphic GQ2-modules.
Let r = 0 if c˜6 ≡ c˜′6 (mod 4) and r = 1 otherwise.
Suppose that c˜4 ≡ 5∆˜ (mod 8). Then c˜′4 ≡ 5∆˜′ (mod 8). Moreover,
E[p] and E′[p] are symplectically isomorphic ⇔ (2
p
)r = 1
Moreover, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
(C) Non-abelian inertia.
Let H8 denote the quaternion group, Dic12 the dicyclic group with 12 elements and SL2(F3)
the special linear group of degree 2 and coefficients in F3.
We remark that the next theorems do not require the assumption of E[p] and E′[p] being
isomorphic GQℓ-modules, because the weaker assumption that the curves have the same
inertial field already guarantees, for all p, an isomorphism at the level of inertia.
The following is [16, Theorem 4].
Theorem 7. Let E and E′ be elliptic curves over Q2 with potentially good reduction. Assume
they have the same inertial field L and e = e′ = 24, so that Gal(L/Qun
2
) ≃ SL2(F3).
Let p ≥ 3 be a prime. Then E[p] and E′[p] are isomorphic as I2-modules. Furthermore,
(1) if (2/p) = 1 then E[p] and E′[p] are symplectically isomorphic I2-modules.
(2) if (2/p) = −1 then E[p] and E′[p] are symplectically isomorphic I2-modules if and only
if υ2(∆m(E)) ≡ υ2(∆m(E′)) (mod 3).
Moreover, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
The following is part (1) of [18, Theorem 4.6].
Theorem 8. Let E and E′ be elliptic curves over Q2 with potentially good reduction. Assume
they have the same inertial field L and e = e′ = 8, so that Gal(L/Qun
2
) ≃H8.
Let p ≥ 3 be a prime. Then E[p] and E′[p] are isomorphic as I2-modules and not simulta-
neously symplectically and anti-symplectically isomorphic.
Moreover, if (2/p) = 1 then E[p] and E′[p] are symplectically isomorphic I2-modules.
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Note that [18, Theorem 4.6] contains a part (2) stating that if (2/p) = −1, then E[p] and E′[p]
are symplectically isomorphic I2-modules if and only if E[3] and E′[3] are symplectically
isomorphic I2-modules. When compared to part (2) of Theorem 7 this description is not
satisfactory, because it does not provide an ‘easy formula’ to determine the symplectic type
when (2/p) = −1. For that purpose we will prove the following.
Theorem 9. Let E, E′ and p be as in Theorem 8, so that Gal(L/Qun
2
) ≃ H8 and also
E[p] and E′[p] are isomorphic as I2-modules and not simultaneously symplectically and
anti-symplectically isomorphic. Assume further that (2/p) = −1.
Then, after twisting both curves by 2 if necessary, we can assume that E and E′ have ei-
ther both conductor 25 or both conductor 28. Moreover, E[p] and E′[p] are symplectically
isomorphic if and only if one of the following holds:
(A) Both E and E′ have conductor 25 and are in the same case of Table 2;
(B) Both curves have conductor 28 and c˜4 ≡ c˜′4 (mod 4).
Case Conductor (υ2(c4), υ2(c6), υ2(∆m)), c˜4 (mod 4)
(a) 25
(4, n ≥ 7,6), c˜4 ≡ −1
(7,9,12)
(b) 25
(6, n ≥ 10,12), c˜4 ≡ 1
(4,6,9)
Table 2. Conditions for Theorem 9; when c˜4 does not ocurr in a row, there
is no restriction on it.
Since taking quadratic twists preserves the symplectic type of an I2-modules isomorphism
φ ∶ E[p]→ E′[p] the previous theorem also covers the case of conductor 26.
The following theorem is part (1) of [18, Theorem 4.7].
Theorem 10. Let E and E′ be elliptic curves over Q3 with potentially good reduction.
Assume they have the same inertial field L and e = e′ = 12, so that Gal(L/Qun
3
) ≃ Dic12.
Let p ≥ 5 be a prime. Then E[p] and E′[p] are isomorphic as I3-modules and not simulta-
neously symplectically and anti-symplectically isomorphic.
Moreover, if (3/p) = 1 then E[p] and E′[p] are symplectically isomorphic I3-modules;
Analogously to Theorem 9, we will complement the previous theorem with an easy procedure
to determine the symplectic type when (3/p) = −1.
Theorem 11. Let E, E′ and p be as in Theorem 10, so that Gal(L/Qun
3
) ≃ Dic12 and
also E[p] and E′[p] are isomorphic as I3-modules and not simultaneously symplectically and
anti-symplectically isomorphic. Assume further that (3/p) = −1.
Then, E[p] and E′[p] are symplectically isomorphic if and only if both E and E′ satisfy the
same case of Table 3.
We remark that Theorems 9 and 11 are optimal in the sense that it is possible to find elliptic
curves E, E′ satisfying the hypothesis of all the listed cases.
14
Case Conductor (υ3(c4), υ3(c6), υ3(∆m)), ∆˜ (mod 9)
(a) 33
(n ≥ 2,3,3), ∆˜ /≡ 2,4
(2,4,3)
(4,6,11)
(b) 33
(n ≥ 4,6,9), ∆˜ /≡ 2,4
(2,3,5)
(4,7,9)
(c) 35
(n ≥ 3,4,5)
(n ≥ 6,8,13)
(d) 35
(n ≥ 4,5,7)
(n ≥ 5,7,11)
Table 3. Conditions for Theorem 11; when ∆˜ does not ocurr in a row, there
is no restriction on it.
4.2. The case of good reduction.
Let D be a negative discriminant, i.e. D < 0 satisfies D ≡ 0,1 (mod 4). Denote by OD the
imaginary quadratic order of discriminant D, viewed inside the field of complex numbers C.
Consider the following polynomial
PD = ∏
OD⊂End(C/a)
(x − jC/a),
where the product runs over the elliptic curves C/a whose endomorphisms ring contains the
order OD. It is well known that PD ∈ Z[x]. We extend its definition to all D ≤ 0 by setting
P0 = 0 and PD = 1 for D ≡ 2,3 (mod 4).
Let E/Qℓ be an elliptic curve with good reduction and j-invariant jE . Write E/Fℓ for the
elliptic curve obtained by reducing mod ℓ a minimal model of E. Define the integer quantities
aℓ = (ℓ + 1) −#E(Fℓ) and ∆ℓ = a2ℓ − 4ℓ.
Note that ∆ℓ ≠ 0 and, from the Hasse-Weil bound, we have ∣aℓ∣ ≤ 2√ℓ, hence ∆ℓ < 0. The
value aℓ is also called the trace of Frobenius. Define also the quantity βℓ by the formula
βℓ = sup
h>0
{ h ∶ h2 ∣∆ℓ and P∆ℓ/h2(jE) ≡ 0 (mod ℓ)}
which is an integer because ∆ℓ ≠ 0. We can finally state the criterion.
Theorem 12. Let ℓ ≠ p be primes with p ≥ 3. Let E and E′ be elliptic curves over Qℓ with
good reduction and Fℓ-isomorphic residual elliptic curves.
Then E[p] and E′[p] are isomorphic GQℓ-modules.
Assume that p ∣∆ℓ and p ∤ βℓ, or equivalently, ρE,p(Frobℓ) has order multiple of p.
Then E[p] and E′[p] are symplectically isomorphic and not anti-symplectically isomorphic.
In [7] there is Magma code available to compute all the quantities relevant for Theorem 12.
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4.3. The case of potentially multiplicative reduction.
Recall that an elliptic curve E/Qℓ with potentially multiplicative reduction always achieves
multiplicative reduction after at most a quadratic twist. So we may need to take an adequate
quadratic twist before applying the following criterion which is [29, Proposition 2].
Theorem 13. Let ℓ ≠ p be primes with p ≥ 3. Let E and E′ be elliptic curves over Qℓ with
multiplicative reduction. Suppose that E[p] and E′[p] are isomorphic GQℓ-modules.
Assume further that p ∤ vℓ(∆m). Then p ∤ vℓ(∆′m). Furthermore,
E[p] and E′[p] are symplectically isomorphic ⇔ (vℓ(∆m)/vℓ(∆′m)
p
) = 1.
In particular, E[p] and E′[p] are not both symplectically and anti-symplectically isomorphic.
Part II. The existence of local symplectic criteria
Recall that, for E/Qℓ and E′/Qℓ elliptic curves with isomorphic p-torsion, a symplectic
criterion exists when all the GQℓ-module isomorphisms φ ∶ E[p] → E′[p] have the same
symplectic type. As explained in Section 3.2 we want to classify when a symplectic criterion
exists for each possible type of reduction of E/Qℓ, as summarized in Table 1. Here we
will give an intermediate step towards this classification by describing when a symplectic
criterion exists in terms of conditions on the image ρE,p(GQℓ) as a subgroup of GL2(Fp).
More precisely, we shall prove the following theorem.
Theorem 14. Let E/Qℓ and E′/Qℓ be elliptic curves with isomorphic p-torsion modules.
Then, a symplectic criterion exists exactly when one of the following conditions holds:
(A) ρE,p(GQℓ) is non-abelian;
(B) ρE,p(GQℓ) is generated, up to conjugation, by (a 10 a) where a ∈ F∗p.
Let K denote a field of characteristic zero or a finite field with characteristic ≠ p. For an
elliptic curve E/K recall that a Fp-basis (P,Q) of E[p] is a symplectic basis if eE,p(P,Q) = ζp.
The following lemma generalizes [16, Lemma 1] and plays a crucial rôle in our arguments.
Lemma 1. Let E and E′ be two elliptic curves defined over a field K with isomorphic p-
torsion. Fix symplectic bases for E[p] and E′[p]. Let φ ∶ E[p] → E′[p] be an isomorphism
of GK-modules and write Mφ for the matrix representing φ with respect to the fixed bases.
Then φ is a symplectic isomorphism if and only if det(Mφ) is a square mod p; otherwise φ
is anti-symplectic.
Moreover, E[p] and E′[p] are not simultaneously symplectically and anti-symplectically iso-
morphic if and only if the centralizer of ρE,p(GK) in GL2(Fp) contains only matrices with
square determinant.
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Proof. Let P,Q ∈ E[p] and P ′,Q′ ∈ E′[p] be symplectic bases. We have that
eE′,p(φ(P ), φ(Q)) = eE′,p(P ′,Q′)det(Mφ) = ζpdet(Mφ) = eE,p(P,Q)det(Mφ),
so r(φ) = det(Mφ). This implies the first assertion.
Let φ,β ∶ E[p] → E′[p] be two isomorphisms of GK-modules. Then λ = φ−1 ○ β is an auto-
morphism of the GK-module E[p]. Furthermore, for any choice of bases for E[p] and E′[p],
the matrix Mλ representing λ lies in the centralizer C of ρE,p(GK) in GL2(Fp). Conversely,
fixed a basis for E[p] and given any M ∈ C there is a GK-automorphism λ of E[p] such that
Mλ =M and we can define the GK-modules isomorphism β = φ ○ λ ∶ E[p]→ E′[p].
We have the relation of determinants det(Mβ) = det(Mλ)det(Mφ). Now, choosing symplectic
bases for E[p] and E′[p], the first part of the lemma shows that φ, β have the same symplectic
type if and only if det(Mλ) is a square mod p. The second statement now follows. 
From Lemma 1 with K = Qℓ we see that a symplectic criterion exists precisely when the
centralizer of ρE,p(GQℓ) in GL2(Fp) contains only matrices with square determinant mod p.
The following result shows this is always the case when ρE,p(GQℓ) is non-abelian, hence
establishing Theorem 14 in case (A).
For a field k let M2(k) denote the ring of 2 by 2 matrices with coefficients in k and denote
by I2 the identify matrix in M2(k).
Lemma 2. Let k be a field and and G a subgroup of GL2(k). If G is non-abelian then the
centralizer CGL2(k)(G) are the scalar matrices. In particular, every matrix in CGL2(k)(G) has
square determinant mod p.
Proof. Clearly, the scalar matrices belong to CGL2(k)(G). Suppose now the lemma is false.
There is a matrix g ∈ CGL2(k)(G) with minimal polynomial of degree 2.
We claim the commutator of g in M2(k) is k[g]. Then, CGL2(k)(g) is k[g] ∩GL2(k) and, in
particular, CGL2(k)(g) is abelian. This is a contradiction, since the non-abelian group G is
contained in CGL2(k)(g). The last statement follows from det(λ ⋅ I2) = λ2.
We now prove the claim. Let V be a 2-dimensional k-vector space and identify GL2(k) with
GL(V ). Write A for the commutator of g in M2(k) ≃ End(V ). Since g is not scalar, there
exists a line which is not stable by g. So there exists v ∈ V such that (v, g(v)) is a basis of V .
The map A → V defined by T ↦ T (v) is linear and injective (if T (v) = 0, since gT = Tg we
also have T (g(v)) = 0, so T = 0). We deduce that the dimension of A is at most 2. Moreover,
k[g] ⊂ A, and its dimension is 2 because the minimal polynomial of g is of degree 2. Hence
A = k[g] as claimed.

We highlight the following consequence of the previous discussion.
Corollary 1. Let E and E′ be elliptic curves over Qℓ with isomorphic p-torsion modules.
Suppose that ρE,p has non-abelian image. Then E[p] and E′[p] cannot be simultaneously
symplectically and anti-symplectically isomorphic.
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Next we will classify the abelian subgroups of GL2(Fp) whose centralizer contains only
matrices with square determinant mod p. Recall that a subgroup C ⊂ GL2(Fp) is a split
Cartan subgroup if it is conjugate to ( ∗ 0
0 ∗ ) and a non-split Cartan subgroup if C ≃ F∗p2 (see
also [35, §2.1]).
Proposition 1. Let V be a Fp-vector space of dimension 2 and g ∈ GL(V ) a non-scalar
element of order coprime to p. Then the centralizer C(g) of g in GL(V ) is a Cartan subgroup.
Proof. Let g be as in the statement and write H = C(g) ⊂ GL(V ) for its centralizer. Let f be
the minimal polynomial of g which is of degree 2 because g is not scalar; also f is separable
because the order of g is not divisible by p. We now divide into cases:
(1) Suppose f = (X − a)(X − b) with a, b ∈ Fp distinct roots. Then g stabilizes two distinct
lines which are also stable under H . So H is a split Cartan subgroup.
(2) Suppose f is irreducible over Fp. Let F ⊂ End(V ) be the set of elements T such that
gT = Tg. From the last part of the proof of Lemma 2, we have that F = Fp[g]. We have that
Fp[X]/(f) is isomorphic to F via the morphism P ↦ P (g), thus F is a field. Finally, F∗ =H
and we conclude H is a non-split Cartan subgroup, as desired.

We can now prove the following lemma, which implies Theorem 14 in case (B).
Lemma 3. Let p ≥ 3 be a prime and H an abelian subgroup of G = GL2(Fp). Then, the
following statements are equivalent:
(a) all matrices in the centralizer CG(H) have determinant which is a square mod p;
(b) H is cyclic of order divisible by p;
(c) H is generated (up to conjugation) by a matrix of the form ( a 1
0 a ) where a ∈ F∗p.
Proof. Suppose all matrices in the centralizer CG(H) have determinant which is a square
mod p. Since H is abelian we have
H ⊂ CG(H) ⊂ CG(g) for all g ∈H.
If H is made of scalar matrices then CG(H) = G contains matrices with non-square deter-
minant (since p ≠ 2). Thus we can assume there is at least one generator of H which is not
a scalar matrix. Write g1, . . . , gk for the non-scalar generators of H .
Suppose H has order not divisible by p. The centralizers CG(gi) are Cartan subgroups of G
for all i by Proposition 1. We now divide into two cases:
(i) Suppose there exists a generator g = gj whose centralizer is maximal among the centralizers
of the gi, that is CG(gi) ⊂ CG(g) for all i. Let h ∈ H be given by h = gd11 ⋅ . . . ⋅ gdkk ; now any
s ∈ CG(g) commutes with all gi so it commutes with h and we conclude that s ∈ CG(H).
Thus CG(H) = CG(g) is a Cartan subgroup of G; in particular it contains matrices with
non-square determinant (since p ≠ 2).
(ii) Suppose there is not a generator g as in (i). Then there are generators gi ≠ gj such that
CG(gi) /⊂ CG(gj) and CG(gj) /⊂ CG(gi). Then H ⊂ CG(gi) ∩CG(gj) where the intersection is
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the subgroup of invertible scalar matrices. Thus CG(H) = G and again it contains matrices
with non-square determinant.
We conclude that under our hypothesis on CG(H) both cases (i) and (ii) are impossible;
thus H has order divisible by p. Since H is abelian then, up to conjugation, it is contained
in the Borel subgroup by [35, Proposition 15]. Also, all elements of H have one eigenvalue
with multiplicity two, otherwise H is not abelian. Thus H is isomorphic to D × U where
U is unipotent of order p and D is a subgroup of scalar matrices with order coprime to p.
In particular, D and U are cyclic with coprime order, hence H is cyclic and generated by a
matrix g = ( a 10 a ) where a ∈ F∗p. We conclude that (a) implies (b) and (b) is equivalent to (c).
To finish we note that the centralizer CG(g) is the group of matrices of the form ( λ b0 λ ) with
λ ≠ 0; thus all of them have square determinant, showing that (c) implies (a). 
Remark 4.1. For p = 2, it is still true that, in the previous theorem, (b) is equivalent to (c),
since all the elements of order 2 in GL2(F2) are conjugated to ( 1 10 1 ).
5. Symplectic criteria with ρE,p(GQℓ) abelian
The proof of the symplectic criterion for the case of potentially multiplicative reduction (see
[29, Proposition 2]) exploits the fact that, when E is a Tate curve such that p ∤ υℓ(∆m(E)),
the image of inertia ρE,p(Iℓ) satisfies condition (B) of Theorem 14. The next proposition is
the first step in understanding, which criteria may exist under the same condition (B) for
elliptic curves with potentially good reduction.
Proposition 2. Let ℓ and p ≥ 3 be different primes. Let E/Qℓ be an elliptic curve with
potentially good reduction and semistability defect e. Suppose that ρE,p(GQℓ) is abelian and
its centralizer in GL2(Fp) contains only matrices with square determinant. Then,
(1) If p ≥ 5 we have e = 1 or e = 2;
(2) If p = 3 we have ℓ ≡ 1 (mod 3) and e = 1,2,3 or 6.
Proof. From Lemma 3 it follows that, up to conjugation, ρE,p(GQℓ) is generated by a matrix
of the form ( a 1
0 a ) where a ∈ F∗p. Recall that the determinant of ρE,p is the mod p cyclotomic
character which is unramified at all ℓ ≠ p. Then, for an element of inertia g ∈ Iℓ ⊂ GQℓ , we
have
ρE,p(g) = (b c0 b) with det ρE,p(g) = b2 = 1.
Moreover, we know that the image of inertia is cyclic of order e ∈ {1,2,3,4,6}, hence we
have c = 0 if p ≥ 5; this proves (1). If p = 3, then we can have c ≠ 0 and we see that e = 3,6 is
also possible. Further, the condition det ρE,3 = χ3 = 1 implies ℓ ≡ 1 (mod 3), proving (2). 
It is well known that for E/Qℓ with good reduction (up to quadratic twist) we have ρE,p(GQℓ)
abelian. Conversely, we conclude from Proposition 2 that, for p ≥ 5, symplectic criteria under
condition (B) may exist only in the case of good reduction (up to twist). For p = 3, the cases
e = 1,2 are possible but e = 3,6 also needs to be considered (and are covered by Theorem 3).
The case of good reduction is summarized in the first row in Table 1. The following two
propositions give the restrictions on that row.
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Proposition 3. Let ℓ and p ≥ 3 be primes satisfying (ℓ/p) = −1. Let E/Qℓ be an elliptic
curve with potentially good reduction with e ∈ {1,2}.
Then the centralizer of ρE,p(GQℓ) in GL2(Fp) contains matrices with non-square determinant.
Proof. Write G = GL2(Fp). Let E′ = dE be a quadratic twist with good reduction. We have
ρE′,p ∼ ρE,p ⊗ χd and CG(ρE,p(GQℓ)) = CG(ρE′,p(GQℓ)).
Let Frobℓ be a Frobenius element in GQℓ . The group ρE′,p(GQℓ) is cyclic and generated by
ρE′,p(Frobℓ). In particular, it is contained in its own centralizer and since det ρE′,p(Frobℓ) = ℓ
is not a square the result follows. 
Part III. The criterion in the case of good reduction
We now need to recall some notation and a result from [6].
Let D be a negative fundamental discriminant, i.e. D < 0 satisfies D ≡ 0,1 (mod 4). Denote
by OD the imaginary quadratic order of discriminant D, viewed inside the field of complex
numbers C. Consider the following polynomial
PD = ∏
OD⊂End(C/a)
(x − jC/a),
where the product runs over the elliptic curves C/a whose endomorphisms ring contains the
order OD. It is well known that PD ∈ Z[x] and that the j-invariants jC/a and jC/a′ lie in the
same GQ-orbit if and only if EndC(C/a) = EndC(C/a′). The irreducible factors of PD are the
Hilbert class polynomials of the corresponding imaginary orders. We extend the definition
of the polynomial to all D ≤ 0 by setting P0 = 0 and PD = 1 for D ≡ 2,3 (mod 4).
Let E/Qℓ be an elliptic curve with good reduction and j-invariant jE . Write E/Fℓ for the
elliptic curve obtained by reducing mod ℓ a minimal model of E. Define the integer quantities
aℓ = (ℓ + 1) −#E(Fℓ) and ∆ℓ = a2ℓ − 4ℓ.
Note that ∆ℓ ≠ 0 and, from the Hasse-Weil bound, we have ∣aℓ∣ ≤ 2√ℓ, hence ∆ℓ < 0. The
value aℓ is also called the trace of Frobenius. Define also the quantity βℓ by the formula
βℓ = sup
h>0
{ h ∶ h2 ∣∆ℓ and P∆ℓ/h2(jE) ≡ 0 (mod ℓ)}
which is an integer because ∆ℓ ≠ 0.
Since p ≠ 2 it follows from [6, Theorem 2] that there is a Zp-basis of the p-adic Tate module
Tp(E) such that the action of the Frobenius element Frobℓ on it is given by the GL2(Zp)
matrix
(5.1) Fℓ =
⎛
⎝
aℓβℓ−∆ℓ
2βℓ
∆ℓ(β2ℓ−∆ℓ)
4β3
ℓ
βℓ
aℓβℓ+∆ℓ
2βℓ
⎞
⎠ .
The reduction map induces an identification of E[p](Qℓ) with E[p](Fℓ) which is Galois
equivariant. Therefore, we can reduce Fℓ to obtain the matrix giving the action of the
Frobenius of Gal(Fℓ/Fℓ) on E[p](Fℓ) which is equal to the matrix ρE,p(Frobℓ), giving the
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action of Frobℓ on E[p]. Suppose further that p ∣∆ℓ and p ∤ βℓ. Then there exists a basis of
E[p] where the action of Frobℓ is via the matrix
(5.2) ρE,p(Frobℓ) = (aℓ2 0βℓ aℓ2 ) (mod p) with βℓ /≡ 0 (mod p).
Proposition 4. Let ℓ ≠ p be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with good
reduction. Then ρE,p(GQℓ) has a centralizer in GL2(Fp) containing only matrices with square
determinant if and only if p ∣∆ℓ and p ∤ βℓ.
Proof. Since E/Qℓ has good reduction then H = ρE,p(GQℓ) is generated by ρE,p(Frobℓ), hence
it is abelian (cyclic). Suppose H has a centralizer in GL2(Fp) containing only matrices with
square determinant.
Moreover, from Lemma 3 it follows that (up to conjugation) H is generated by a matrix of
the form ( a 1
0 a ) where a ∈ F∗p. In particular, (i) ρE,p(Frobℓ) has two equal eigenvalues and
(ii) ρE,p(Frobℓ) has order divisible by p. Since the characteristic polynomial of Fℓ (given in
(5.1)) is x2 − aℓx + ℓ it follows that (i) occurs exactly when p ∣ ∆ℓ; assuming p ∣ ∆ℓ we see
from (5.2) that if (ii) holds then p ∤ βℓ.
For the other direction, suppose that p ∣∆ℓ and p ∤ βℓ. Thus ρ(Frobℓ) is given by (5.2) which
generates a cyclic group whose centralizer are the matrices of the form ( λ 0b λ ) with λ ≠ 0. In
particular, they all have square determinant, as desired. 
Corollary 2. Let ℓ ≠ p be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with good
reduction. Then ρE,p(Frobℓ) has order divisible by p if and only if p ∣∆ℓ and p ∤ βℓ.
Proof. Since E has good reduction we have that H = ρE,p(GQℓ) is cyclic and generated by
Frobℓ. Suppose that ρE,p(Frobℓ) has order divisible by p. Thus by Lemma 3 we conclude
that the centralizer of H in GL2(Fp) has only matrices with square determinant, hence by
Proposition 4 we conclude that p ∣ ∆ℓ and p ∤ βℓ. The other direction follows by observing
that all the steps in the previous argument are equivalences. 
Examples of application of Corollary 2 arise naturally in the context of our Diophantine
applications in Section 26.
6. Proof of Theorem 12
By hypothesis, we can choose models of E and E′ such that the residual curves satisfy E = E
′
.
Fix a symplectic basis of E[p] = E′[p] and lift it to a symplectic basis of E[p] and E′[p]
using the corresponding reduction maps which are Galois-equivariant. Thus ρE,p(Frobℓ) =
ρE′,p(Frobℓ) and E[p] and E′[p] are isomorphic GQℓ-modules, because in the case of good
reduction the action of Frobℓ is enough. In particular, in the fixed symplectic basis, we have
ρE,p(Frobℓ) =MρE′,p(Frobℓ)M−1 for all M ∈ CG(ρE,p(GQℓ)).
Suppose p ∣∆ and p ∤ βℓ; then by Proposition 4 it follows that CG(ρE,p(GQℓ)) contains only
matrices with square determinant and the theorem follows from Lemma 1. Finally, we note
that the equivalent hypothesis on the order of ρE,p(Frobℓ) is Corollary 2. This also completes
the proof of the first row of Table 1.
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Part IV. Auxiliary results
7. An useful Weierstrass model
Let E/Qℓ be an elliptic curve with potentially good reduction. For all m ∈ Z≥3 coprime to
ℓ the extension L = Qun
ℓ
(E[m]) = Qun
ℓ
K is the minimal extension of Qun
ℓ
where E achieves
good reduction. We write e = [L ∶ Qunℓ ] for the semistability defect of E. Given a minimal
model for E/Qℓ we recall the quantities c˜4, c˜6, ∆˜ are defined by
c4 = ℓυℓ(c4)c˜4, c6 = ℓυℓ(c6)c˜6, ∆m = ℓυℓ(∆m)∆˜.
Lemma 4. Let E/Qℓ be an elliptic curve having potentially good reduction, semistability
defect e and conductor NE. Suppose further e ≠ 2,6,24 and NE ≠ 26 if e = 8.
Then, E has a minimal model whose invariants c4, c6 and ∆ satisfy, in relation to e, the
conditions in Table 4. Moreover, we can assume the minimal model to be of the form
(7.1) y2 = x3 + ax + b, a = −
c4
48
, b = −
c6
864
.
Case Prime ℓ e (υ(c4), υ(c6), υ(∆m)) Extra Conditions
A3 ℓ ≥ 5 3 (≥ 2,2,4) or (≥ 3,4,8) none
A4 ℓ ≥ 5 4 (1,≥ 2,3) or (3,≥ 5,9) none
B3 ℓ = 3 3 (2,3,4) or (5,8,12) none
B4,i ℓ = 3 4 (2,≥ 5,3) or (4,≥ 8,9); none
B4,ii ℓ = 3 4 (≥ 2,3,3) ∆˜ ≡ 2,4 (mod 9)
B4,iii ℓ = 3 4 (≥ 4,6,9) ∆˜ ≡ 2,4 (mod 9)
C4 ℓ = 2 4 (5,8,9) or (7,11,15) NE = 2
8
C3,i ℓ = 2 3 (4,5,4) c˜4 ≡ −1 (mod 4), c˜6 ≡ 1 (mod 4)
C3,ii ℓ = 2 3 (≥ 6,5,4) c˜6 ≡ 1 (mod 4)
C3,iii ℓ = 2 3 (4,6,8) c˜6 ≡ −1 (mod 4), ∆˜ ≡ −1 (mod 4)
C3,iv ℓ = 2 3 (≥ 7,7,8) c˜6 ≡ 1 (mod 4)
Da ℓ = 2 8 (4, n ≥ 7,6) c˜4 ≡ −1 (mod 4), NE = 2
5
Db ℓ = 2 8 (6, n ≥ 10,12) c˜4 ≡ 1 (mod 4), NE = 2
5
Dc ℓ = 2 8 (7,9,12) NE = 2
5
Dd ℓ = 2 8 (4,6,9) NE = 2
5
De ℓ = 2 8 (5, n ≥ 9,9) NE = 2
8
Df ℓ = 2 8 (7, n ≥ 12,15) NE = 2
8
Ga ℓ = 3 12 (n ≥ 2,3,3) ∆˜ /≡ 2,4 (mod 9), NE = 3
3
Gb ℓ = 3 12 (n ≥ 4,6,9) ∆˜ /≡ 2,4 (mod 9), NE = 3
3
Gc ℓ = 3 12 (2,4,3) NE = 3
3
Gd ℓ = 3 12 (2,3,5) NE = 3
3
Ge ℓ = 3 12 (4,7,9) NE = 3
3
Gf ℓ = 3 12 (4,6,11) NE = 3
3
Gg ℓ = 3 12 (n ≥ 3,4,5) NE = 3
5
Gh ℓ = 3 12 (n ≥ 4,5,7) NE = 3
5
Gi ℓ = 3 12 (n ≥ 5,7,11) NE = 3
5
Gj ℓ = 3 12 (n ≥ 6,8,13) NE = 3
5
Table 4. Relation between the semistability defect e of an elliptic curve E/Qℓ
and the invariants c4(E), c6(E) and ∆m(E) of a minimal model for E.
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Proof. This follows from [27], [33, Tables I, II and IV], [5, pp. 39–40] and a careful examina-
tion that the model (7.1) has integral coefficients in every case of (υ(c4), υ(c6), υ(∆m)). 
8. The field of good reduction
Since we are dealing with curves E/Qℓ with potentially good reduction it is natural to seek
explicit descriptions of an extension F /Qℓ such that E/F has good reduction. For our
purpose of proving symplectic criteria, we can further assume that the p-torsion field of E
is non-abelian. The following theorem describes such field F in the cases of our interest.
Theorem 15. Let ℓ ≠ p be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with potentially
good reduction, semistability defect e and conductor NE. Assume further that its p-torsion
field K = Qℓ(E[p]) is non-abelian.
Then, there is a non-Galois totally ramified extension F /Qℓ of degree e such that E/F has
good reduction. More precisely, in each of the following cases, E obtains good reduction over
exactly one of the listed fields.
(1) if e = 3,4 and (ℓ, e) = 1 then ℓ ≡ −1 (mod e) and we can take F = Qℓ(ℓ1/e);
(2) if ℓ = 2 and e = 4 then F is defined by
f1 = x4 + 12x2 + 6 or f2 = x4 + 4x2 + 6;
(3) if ℓ = 2, e = 8 and NE = 25 then F is defined by
g1 = x8 + 8x4 + 336 or g2 = x8 + 4x6 + 28x4 + 20;
(4) if ℓ = 2, e = 8 and NE = 28 then F is defined by
g3 = x8 + 20x4 + 52 or g4 = x8 + 4x4 + 84;
(5) if ℓ = e = 3 then F is defined by the polynomial x3 + 3x2 + 3;
(6) if ℓ = 3, e = 12 and NE = 33 then F is defined by
h1 = x12 − 3x11 − 3x10 + 3x9 + 3x5 − 3x4 + 3x3 + 3 or h2 = x12 + 3x4 + 3;
(7) if ℓ = 3, e = 12 and NE = 35 then F is defined by one of
h3 = x12 + 9x10 + 9x9 − 9x8 + 6x6 + 9x5 − 9x4 − 3x3 + 9x2 − 9x − 12,
h4 = x12 + 9x11 + 9x10 + 9x9 + 9x8 − 9x7 − 12x6 − 9x2 − 3,
h5 = x12 − 9x11 + 9x9 − 9x8 + 9x7 − 12x6 + 3x3 + 9x2 + 9x − 12.
Moreover, in case (2) either E or its quadratic twist by −1 has good reduction over the field
defined by f1; in case (4) either E or its quadratic twist by 2 has good reduction over the
field defined by g3.
Proof. We first prove part (1). From [27] it follows that the Kodaira type of E is IV or IV*
when e = 3 and III or III* when e = 4. Since F = Qℓ(ℓ1/e)/Qℓ is a tame extension a direct
application of part (3) of [12, Theorem 3] implies that E/F has good reduction.
Suppose F /Qℓ is Galois, hence cyclic. It follows that that L′ = Qunℓ F is abelian over Qℓ and
E/L′ has good reduction. By minimality we have L = Qunℓ K ⊂ L′, therefore L is abelian;
since K is a quotient of L it is also abelian, a contradiction. We conclude that F /Qℓ is not
Galois.
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Finally, we observe that F is Galois if and only if ℓ ≡ 1 (mod e) and since (ℓ, e) = 1 it follows
that ℓ ≡ −1 (mod e), concluding the proof of (1).
We now prove (2). From part (6) of [9, Theorem 8.1] we see there are four possible inertial
types when e = 4, but only the supercuspidal ones are compatible with non-abelian p-torsion.
So, the inertial type of E is either τ√
5,8 or τ
√
5,8 ⊗ ǫ−1; note they differ by twist by −1.
Write Fi for the field defined by fi. We check that the curve with Cremona label 256a1 has
good reduction over F1 and the curve 256b1 has good reduction over F2, hence their inertial
fields are L1 = Qun2 F1 and L2 = Q
un
2
F2, respectively. Moreover 256a1 has bad reduction over
F2 and since Li/Fi is unramified it follows that L1 ≠ L2. This shows that the fields L1, L2
are the inertial fields of the two possible types; hence any elliptic curve E satisfying the
hypothesis must obtain good reduction over exactly one of L1 or L2. Again, since Li/Fi is
unramified we conclude that E has good reduction over exactly one of F1 or F2, proving (2).
Part (3) follows similarly to (2), where we use [9, Theorem 8.1 (4)] and the curves 96a1, 288a1;
part (4) follows using part [9, Theorem 8.1 (6)] and the curves 256b1, 256c1; part (5) follows
using [9, Proposition 7.2 (2)] and the curve 162d1; part (6) follows using [9, Proposition 7.2
(3)] and the curves 27a1, 54a1; finally, part (7) follows using [9, Proposition 7.2 (4)] and the
curves 243a1, 243b1, 972a1.
Finally, the last two statements follow because in case (2) and (4) the two possible inertial
types are related by quadratic twist by -1 and 2, respectively; 
We extract the following useful consequence from the proof of part (1) of Theorem 15.
Corollary 3. Let ℓ ≠ p be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with potentially
good reduction with e = 3,4. Suppose there is a degree e cyclic extension F /Qℓ such that E/F
has good reduction. Then K = Qℓ(E[p]) is abelian.
Furthermore, if (ℓ, e) = 1 then K = Qℓ(E[p]) is non-abelian if and only if ℓ ≡ −1 (mod e).
Proof. We note that the first paragraph in the previous proof holds for F ; thus, to prove
the corollary, we are left to show that K abelian implies ℓ ≡ 1 (mod e). Indeed, suppose
K is abelian. Then L = Qunℓ F = Q
un
ℓ K is abelian and the Galois closure F /Qℓ, which is a
quotient of L is also abelian. But when ℓ ≡ −1 (mod e) then F /Qℓ is a De-extension, hence
non-abelian, giving a contradiction. We conclude ℓ ≡ 1 (mod e), as desired. 
To apply Theorem 15 we need to know when a given curve has non-abelian p-torsion field.
The previous corollary answers this in the case of tame potentially good reduction with
e = 3,4; the following propositions provide the analogous answer in the case of wild reduction.
Proposition 5. Let p ≥ 5 be a prime. Let E/Q3 be an elliptic curve with potentially good
reduction with e = 3. Then K is non-abelian if and only if ∆˜ ≡ 2 (mod 3).
Proof. First we note that condition 2 of [10, Proposition 2.1] does not hold when K is
non-abelian and p ∤ e.
From Lemma 4 we know that (υ(c4), υ(c6), υ(∆m)) = (2,3,4) or (5,8,12).
Suppose (υ(c4), υ(c6), υ(∆m)) = (2,3,4). We are on the case υ3(j) = 2 of Table 2 in [10,
Appendix]; since p ∤ e = 3, we conclude that ρE,p is of type V, which holds if and only if
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j∗ is not a square in Q3. Finally, j∗ = jE − 1728 = c26/∆m is a square if and only if ∆m is a
square; since ∆m = 2υ(∆m)∆˜ and υ(∆m) is even the statement follows.
Suppose (υ(c4), υ(c6), υ(∆m)) = (5,8,12). We are in the case υ3(j) = 3 and υ3(j∗) = 4 of
Table 2 in [10, Appendix]; note that the valuation of the discriminant in that line is achieved
by a quadratic twist which does not change the type of the representation. The result now
follows as in the first case. 
Proposition 6. Let p ≥ 3 be a prime. Let E/Q2 be an elliptic curve with potentially good
reduction with e = 4. Then K is non-abelian if and only if c˜4 ≡ 5∆˜ (mod 8).
Furthermore, c˜4 ≡ 1 (mod 8) or c˜4 ≡ 5 (mod 8).
Proof. First we note that condition 2 of [10, Proposition 2.1] does not hold when K is non-
abelian and p ∤ e. Since e = 4 we see from Table 3 in [10, Appendix] that we are in the case
υ2(j) = 6 and υ2(j∗) = 7; moreover, the field K is non-abelian if and only if ρE,p is of type V,
that is, if and only if if and only if jE/64 ≡ 5 (mod 8).
From Lemma 4 we have (υ(c4), υ(c6), υ(∆m)) = (5,8,9) or (7,11,15).
Suppose (υ(c4), υ(c6), υ(∆m)) = (5,8,9). We now compute
jE
26
=
1
26
23υ(c4)c˜3
4
2υ(∆m)∆˜
=
c˜3
4
∆˜
≡ 5 (mod 8)
and since c˜3
4
≡ c˜4 (mod 8) the result follows.
In the case (υ(c4), υ(c6), υ(∆m)) = (7,11,15) we first take a quadratic twist to reduce to
the previous case. Since this does not change jE/26 the result follows in the same way; this
concludes the proof of the first statement.
We now prove the second statement. We have that c˜4 ≡ 5∆˜ (mod 8). Therefore, from
Lemma 4 and the equality c3
4
− c2
6
= 1728∆m we obtain
c˜34 − 2c˜
2
6 ≡ 7c˜4 (mod 8).
Note that c˜4, c˜6 ≡ 1,3,5,7 (mod 8). Replacing all these possibilities in the congruence above
we see that the congruence is only satisfied when c˜4 ≡ 1,5 (mod 8), as desired. 
We are now able to decide from standard information on E/Qℓ if the hypothesis of The-
orem 15 hold. This only determines the field F in cases (1) and (5) because in all other
cases there are at least two possibilities. The following tables describe, in the remaining
cases, which is the field of good reduction in terms of minimal c4, c6, ∆m; the lines are
indexed by the cases in Table 4. The truth of their content is a consequence of Lemma 16,
Theorems 16, Theorem 17 and their proofs. Indeed, the change of coordinates in Lemma 16
and in Section 18 lead to models with good reduction over the correct field; moreover, the
precision used to define them is the same or greater than the one used in the tables. One
could give shorter proofs that do not require long calculations with changes of coordinates,
but since we will need the explicit coordinate changes for our main results we do not include
alternative proofs here.
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case c˜4 (mod 8), c˜6 (mod 4) Field
C4 ∶ (5,8,9) 1, 1 or 5, 3 f2
C4 ∶ (5,8,9) 1, 3 or 5, 1 f1
C4 ∶ (7,11,15) 1, 1 or 5, 3 f1
C4 ∶ (7,11,15) 1, 3 or 5, 1 f2
Table 5. Field of good reduction in case (2) of Theorem 15.
case ∆˜ (mod 4) c˜4 (mod 4) Field
Da, n ≥ 8 or Db, n ≥ 11 g1
Da, n = 7 or Db, n = 10 g2
Dc 1, 3 g1, g2, respectively
Dd 1, 3 g1, g2, respectively
Table 6. Field of good reduction in case (3) of Theorem 15.
case c˜4 (mod 8) Field
De 1 or 3 g3
De 5 or 7 g4
Df 1 or 3 g4
Df 5 or 7 g3
Table 7. Field of good reduction in case (4) of Theorem 15.
case ∆˜ (mod 3) Field
Ga, n = 2 or Gb, n = 4 h1
Ga, n ≥ 3 or Gb, n ≥ 5 h2
Gc, Gd, Ge, Gf 1 h1
Gc, Gd, Ge, Gf 2 h2
Table 8. Field of good reduction in case (6) of Theorem 15.
case ∆˜ (mod 9) Field
Gh, Gj 8, 5, 2 h4, h3, h5, respectively
Gg, n ≥ 4 or Gi, n ≥ 6 8, 5, 2 h3, h4, h5, respectively
case ∆˜ (mod 9), c˜4 (mod 3) Field
Gg, n = 3 or Gi, n = 5 2,2 or 5,1 h3
Gg, n = 3 or Gi, n = 5 2,1 or 8,2 h4
Gg, n = 3 or Gi, n = 5 5,2 or 8,1 h5
Table 9. Field of good reduction in case (7) of Theorem 15.
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9. The Galois group of the p-torsion field in the cases e = 3,4.
Let E/Qℓ be an elliptic curve with potentially good reduction with e = 3,4 and p ≥ 3.
Write ρE,p for the mod p Galois representation attached to E and P(ρE,p) for its projec-
tivization. Let K = Qℓ(E[p]) denote the p-torsion field of E, that is the field fixed by ρE,p.
Let also Kproj ⊂K be the field fixed by P(ρE,p). Write G = Gal(K/Qℓ).
Let f be the residual degree ofK, that is f = [Kun ∶ Qℓ] where Kun is the maximal unramified
subfield of K. The inertia subgroup of G is Gal(K/Kun) and it is cyclic of order e. We have[K ∶ Qℓ] = [K ∶Kun][Kun ∶ Qℓ] = ef .
The objective of this section is to determine the group structure of G = Gal(K/Qℓ) in the
non-abelian case, which is given in Proposition 7. We start by proving the following lemma
describing the relation between K and the field F given by Theorem 15.
Lemma 5. Let p ≠ ℓ be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with potentially
good reduction with semistability defect e = 3,4. Suppose its p-torsion field K is non-abelian.
Let F be the degree e totally ramified field given by Theorem 15. Then,
(i) if e = 3 then F ⊂K;
(ii) if ℓ ≥ 3 and e = 4 then K ∩F = F or K ∩ F = Qℓ(√ℓ);
(iii) if ℓ = 2 and e = 4 then K ∩F = F or K ∩ F = Q2(√−2).
Proof. Part (i) follows from the criterion of Néron-Ogg-Shafarevitch. Indeed, suppose that
F is not contained in K; then K ∩F = Qℓ (because F has prime degree) and Gal(FK/F ) ≃
Gal(K/K ∩ F ) = Gal(K/Qℓ). Since E/F has good reduction it follows that Gal(FK/F ) is
cyclic which contradicts the fact that Gal(K/Qℓ) is non-abelian.
Suppose e = 4. Let N = ρE,p(σ), where σ is a generator of Gal(L/Qunℓ ); thus N has order
e = 4. We shall show that N as projective order 2. Indeed, write m(x) to the minimal
polynomial of N and I for the identity matrix in GL2(Fp). Since N4 = I we have m(x)
divides x4 −1 = (x−1)(x+1)(x2 +1). If m is of degree one, since detN = 1 we obtain N = ±I
hence N has order ≤ 2, a contradiction. Thus m = x2 + 1 and we have N2 = −I, as desired.
Since K is non-abelian and p ∤ 4 condition 2 in [10, Proposition 2.1] does not hold. Fur-
thermore, condition 4 in [10, Propositions 2.2 and 2.4] do not hold; we conclude that the
equivalent conditions of [10, Proposition 2.3] hold (note that we already knew this in the
case ℓ = 2 from the proof of Proposition 6). From condition 3 in [10, Proposition 2.3] it
follows that Kproj has Galois group D2 ≃ V4 with inertia subgroup of order 2. We conclude
that the field Kproj ⊂K is the compositum of the unramified quadratic extension U/Qℓ with
a ramified quadratic extension of Qℓ.
Observe that, since F has degree 4, then K ∩ F is either Qℓ, quadratic or F .
Suppose ℓ ≥ 3; then Kproj = U(√ℓ). In this case F = Qℓ(ℓ1/4) then Qℓ(√ℓ) ⊂K ∩F .
Suppose ℓ = 2; thus F = F1 or F2, where Fi is the field defined by the polynomial fi in
Theorem 15 part (2); in both cases F has Q2(√−2) as the unique quadratic subfield. Since
L = Qun
2
F = Qun
2
K we conclude that Q2(√−2) ⊂K ∩F , as desired. 
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We can now describe the group structure of G in the non-abelian case.
Proposition 7. Let p ≠ ℓ be primes with p ≥ 3. Let E/Qℓ be an elliptic curve with potentially
good reduction with semistability defect e = 3,4. Suppose that G = Gal(K/Qℓ) is non-abelian.
Let F given by Theorem 15 and if e = 4 let also K2 be the quadratic subfield of F , so that
K ∩ F = F or K2 by Lemma 5.
Then, there are generators σ, τ ∈ G such that σ ∈ Gal(K/Kun) is an inertia generator and
τ ∈ Gal(K/K ∩F ) ⊂ G. Moreover,
(i) If K ∩ F = F then
τ f = 1, σe = 1, τστ−1 = σ−1;
(ii) If K ∩ F =K2 then
τ 2f = 1, σ4 = 1, τστ−1 = σ−1.
In particular, the order of G is not divisible by p.
We can further assume that τ acts on the residue field of K as the Frobenius automorphism.
Proof. From Theorem 15 we know E/F has good reduction. The p-torsion field of E/F is
KF , hence Gal(KF /F ) ≃ Gal(K/K∩F ) is cyclic. We let τ be a generator of Gal(K/K∩F ).
Since Gal(K/Kun) is normal in G the canonical map
(9.1)
Gal(K/K ∩ F )
Gal(K/Kun) ∩Gal(K/K ∩F ) Ð→
Gal(K/Kun)Gal(K/K ∩ F )
Gal(K/Kun)
is an isomorphism of groups. Moreover, we also have
τστ−1 = σk, k ∈ {0,1, . . . , e − 1}.
We note that ∣Gal(K/Qℓ)∣ = ef and ∣Gal(K/Kun)∣ = e and divide into the cases:
(i) Suppose K ∩ F = F . Then Gal(K/F ) ≃ Gal(Kun/Qℓ), hence τ has order f . Therefore,
τ f = 1, σe = 1, τστ−1 = σk
and ∣Gal(K/K ∩ F )∣ = f, ∣Gal(K/Kun) ∩Gal(K/K ∩ F )∣ = 1.
Thus isomorphism (9.1) gives ∣Gal(K/Kun)Gal(K/K ∩ F )∣ = ef showing that τ and σ
generate G.
(ii) Suppose K ∩ F = K2; then e = 4 by Lemma 5. Thus 4f = [K ∶ Qℓ] = [K ∶ K2][K2 ∶ Qℓ]
implies [K ∶K ∩ F ] = 2f , that is τ has order 2f . Therefore,
τ 2f = 1, σ4 = 1, τστ−1 = σk
and ∣Gal(K/K ∩ F )∣ = 2f, ∣Gal(K/Kun) ∩Gal(K/K ∩F )∣ = 2.
Thus the isomorphism (9.1) gives ∣Gal(K/Kun)Gal(K/K ∩ F )∣ = 4f showing again that τ
and σ generate G.
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Note that if k = 0 or e = 4 and k = 2 then (τστ−1)2 = 1 which implies τσ2 = τ , a contradiction;
since G is non-abelian we also have k ≠ 1; thus k = 2 if e = 3 or k = 3 if e = 4. We conclude
k ≡ −1 mod e in both cases (i) and (ii), as desired.
To finish the proof, we observe that the arguments above work for any choice of generator
τ of Gal(K/K ∩F ); since the residue field of K ∩F is Fℓ we can also assume that τ acts on
the residue field of K as the Frobenius automorphism. 
9.1. Explicit description of τ and σ in some tame cases. Let E/Qℓ satisfy e = 3,4 and
ℓ ≡ −1 (mod e) so that G is non-abelian by Corollary 3; suppose further F ∩K = F .
We have that F = Qℓ(π), where πe = ℓ; the Galois closure of F is Qℓ(π,µe) ⊂ K, where µe
are the e-th roots of unity. Let q = ℓf be the cardinality of the residue field Fq of K. Fix
ζ ∈K a a root of unity of order q −1. Since µe ⊂Kun then q−1 = er for some positive integer
r. Set ζe ∶= ζr, which is is a root of unity of order e in Kun. Since F is totally ramified of
degree e = [K ∶Kun] we have K =KunF = Qℓ(ζ, π).
We define the elements τ, σ ∈ G = Gal(K/Qℓ) as follows:
τ ∈ Gal(K/F ), τ(ζ) = ζℓ, τ(π) = π
and
σ ∈ Gal(K/Kun), σ(ζ) = ζ, σ(π) = ζeπ.
Clearly, τ , σ generate Gal(K/Qℓ) and satisfy τ f = 1, σe = 1. Finally,
τστ−1(π) = τ(ζeπ) = ζℓeπ = σℓ(π)
and
τστ−1(ζ) = ζ = σℓ(ζ)
showing τστ−1 = σℓ. Now ℓ ≡ −1 (mod e), implies τστ−1 = σ−1 as in Proposition 7.
10. Proof of Theorem 2
Recall that for an elliptic curve E/Qℓ with potentially good reduction we denote by e its
semistability defect. Recall also the notation
c4 = ℓυ(c4)c˜4, c6 = ℓυ(c6)c˜6, ∆ = ℓυ(∆m)∆˜,
where c4, c6 and ∆m are the standard invariants of a minimal model.
We first prove the following proposition.
Proposition 8. Let ℓ ≡ −1 (mod 3) be a prime. Let E/Qℓ be an elliptic curve with additive
potentially good reduction. If E has a 3-torsion point defined over Qℓ then e = 3. Conversely,
if e = 3 then the mod 3 representation ρE,3 has S3 image and is isomorphic to either
(1 ∗
0 χ3
) or (χ3 ∗
0 1
) .
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Proof. Recall det ρE,3 = χ3 ≠ 1. Suppose E has a 3-torsion point. Then
ρE,3 ∼ (1 ∗0 χ3) .
Since e ≠ 1 and χ3 is unramified it follows that ∗ ≠ 0 and e = 3.
Suppose e = 3. We can assume that, up to conjugation, the image of the inertia subgroup
Iℓ ⊂ GQℓ via ρE,3 is generated by U = (1 10 1) . Hence the image of ρE,3 must be contained in
the normalizer of ⟨U⟩ which is the Borel subgroup of GL2(F3). Therefore we have
ρE,3 ∼ (ǫ1 ∗0 ǫ2) , with ǫ1ǫ2 = χ3.
with ǫi unramified characters of order dividing 2. The character χ3 is the unique non-trivial
such character thus ǫ1 = χ3 and ǫ2 = 1 or the other way around. Clearly the image is S3. 
10.1. Proof of Theorem 2 part (A). Write υ = υℓ for the valuation in Qℓ. Let E/Qℓ be
given by the minimal model in Lemma 4
y2 = x3 + ax + b, a = −
c4
48
, b = −
c6
864
.
Its 3-division polynomial is
(10.1) f =X4 + 2aX2 + 4bX −
a2
3
.
Note that b ≠ 0. From the Newton polygon for f we see there is a root x0 with integer
valuation and the remaining roots have non-integer valuations (for this we use cases A of
Table 4). More precisely, if a = 0 then x0 = 0 is the unique root in Qℓ; if a ≠ 0 then
there is a unique root x0 ∈ Zℓ whose valuation satisfies υ(x0) = 2υ(a) − 2 if υ(∆m) = 4 or
υ(x0) = 2υ(a) − 4 if υ(∆m) = 8.
Write b = ℓυ(b)b′ and observe that
x3
0
+ ax0 + b
ℓυ(b)
=
x3
0
+ ax0
ℓυ(b)
+ b′.
We have υ(x3
0
+ ax0) ≥ υ(b) + 1. Indeed, if υ(∆m) = 4 we have υ(a) ≥ 2 and
υ(x30 + ax0) ≥ min(6υ(a) − 6,3υ(a) − 2) = 3υ(a) − 2 ≥ 4 > υ(b) = 2;
if υ(∆m) = 8 we have υ(a) ≥ 3 and
υ(x30 + ax0) ≥min(6υ(a) − 12,3υ(a) − 4) = 3υ(a) − 4 ≥ 5 > υ(b) = 4.
Thus
x3
0
+ ax0
ℓυ(b)
≡ 0 (mod ℓ) and υ(x30 + ax0 + b) = υ(b).
Write x3
0
+ ax0 + b = uℓυ(b). Since υ(b) is even we conclude that x30 + ax0 + b is a square in Qℓ
if and only if u ≡ b′ (mod ℓ) is a square in Fℓ. Clearly E has a 3-torsion point over Qℓ if and
only if x3
0
+ ax0 + b is a square in Qℓ. The result now follows because
b′ = −
c˜6
864
= −6c˜6s2, s ∈ Qℓ.
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10.2. Proof of Theorem 2 part (B). We will need the following auxiliary statement.
Proposition 9. Let ℓ ≡ −1 (mod 3) be a prime. Let E/Qℓ be an elliptic curve with potentially
good reduction with e = 3 given by a minimal model y2 = x3+ax+b as in Lemma 4. Then there
exist a unique element x0 ∈ Zℓ which is the x-coordinate of a 3-torsion point P = (x0, y0) of
E. Moreover, P is defined over Qℓ if and only if x30 + ax0 + b is a Zℓ-square.
Proof. The last statement is clear from the equality y2
0
= x3
0
+ ax0 + b.
Let f be the 3-division polynomial (10.1) and G = Gal(Qℓ(E[3])/Qℓ). We have from Propo-
sition 8 that G ≃ S3. Note that if f is irreducible then 4 ∣ ∣G∣ and if f has at least 2 roots in
Qℓ then 3 ∤ ∣G∣, a contradiction. 
Remark 10.2. Note that in the proof of Section 10.1 we had proved Proposition 9 for ℓ ≥ 5
using Newton polygons. Trying to prove the case ℓ = 2 with Newton polygons works in cases
C3,i, C3,ii and C3,i of Table 4, but not in case C3,iv. In the latter we can only conclude that
f has 4 roots with valuation 0. On the other hand, the previous proof covers ℓ ≥ 5 but does
not provide the information on υℓ(x0) needed in Section 10.1.
We shall now prove part (B) of Theorem 2. Write υ = υ2 for the valuation in Q2. Consider
the minimal model for E/Q2 given by Lemma 4
y2 = x3 + ax + b, a = −
c4
48
, b = −
c6
864
and its 3-division polynomial
f =X4 + 2aX2 + 4bX −
a2
3
.
Let x0 ∈ Z2 be the root of f given by Proposition 9 and write
u = x30 + ax0 + b.
We now divide the proof into the cases C3,i, C3,ii, C3,iii and C3,iv of Lemma 4.
(i) Suppose (υ(c4), υ(c6), υ(∆m)) = (4,5,4) and c˜4 ≡ −1 (mod 4), c˜6 ≡ 1 (mod 4).
We have υ(a) = υ(b) = 0, hence υ(x0) = 0. By looking modulo 2 it follows that u is also a
unit. Therefore, u its a square if and only if u ≡ 1 (mod 8). The equalities
a = −
c˜4
3
, and b = −
c˜6
27
imply a ≡ 3,7 (mod 8) and b ≡ 1,5 (mod 8). Direct computations allow us to check that
(a, b) ≡ (3,1), (7,5) (mod 8)⇒ x0 ≡ 7 (mod 8) and u ≡ 5 (mod 8);
(a, b) ≡ (3,5), (7,1) (mod 8)⇒ x0 ≡ 3 (mod 8) and u ≡ 1 (mod 8).
We have c˜4 ≡ 5a (mod 8) and c˜6 ≡ 5b (mod 8). Part (1) follows.
(ii) Suppose (υ(c4), υ(c6), υ(∆m)) = (≥ 6,5,4) and c˜6 ≡ 1 (mod 4).
We have υ(a) ≥ 2 and υ(b) = 0, hence υ(x0) ≥ 2. Thus u ≡ b (mod 8). Since we also have
c˜6 ≡ 5b (mod 8) this proves (2) in this case.
(iii) Suppose (υ(c4), υ(c6), υ(∆m)) = (≥ 7,7,8) and c˜6 ≡ 1 (mod 4).
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We have a ≡ 0 (mod 8) and υ(b) = 2. Hence υ(x0) ≥ 2 and υ(u) = 2. Therefore we have to
compute u modulo 32. From the previous we have that
a ≡ 0,8,16,24 (mod 32) b ≡ 4,12,20,28 (mod 32)
and for each choice of a, b we compute the roots of f mod 32 and for each root we check if u
is a square mod 32. We find that u is a square in Z2 if and only if b ≡ 4 (mod 32). Finally,
b = −
27c˜6
3325
= −
4c˜6
27
implies b ≡ 4 (mod 32) if and only if c˜6 ≡ 5 (mod 8). This completes the proof of (2).
(iv) Suppose (υ(c4), υ(c6), υ(∆m)) = (4,6,8), c˜6 ≡ −1 (mod 4) and ∆˜ ≡ −1 (mod 4).
We have υ(a) = 0 and υ(b) = 1. We also have
b = −
2c˜6
27
≡
2
27
≡ 6 (mod 8).
Moreover,
1728∆m = 263328∆˜ = c34 − c
2
6 = 2
12(c˜34 − c˜26)
implies
c˜34 − c˜
2
6 ≡ 2
233∆˜ ≡ −2233 ≡ 4 (mod 16).
It follows c˜4 ≡ 5 (mod 8). Thus a = −c˜4/3 ≡ 1 (mod 8). We conclude υ(x0) = 0. From the
previous
a ≡ 1,9,17,25 (mod 32) b ≡ 6,14,22,30 (mod 32).
Similar calculation as in (iii) show that υ(u) = 2 and that u/22 is a square mod 8 (hence u
a square in Z2) if and only if
(a, b) ≡ (1,6), (9,14), (17,22), (25,30) (mod 32).
Part (3) now follows from
c˜4 ≡ 29a (mod 32) and b = −2c˜6
27
,
concluding the proof.
Part V. The morphism γE
11. Explicit description of γE
Let E/Qℓ be an elliptic curve with potentially good reduction. Let πL for an uniformizer in
L = Qunℓ (E[p]) and write E for the elliptic curve over Fℓ obtained by reduction mod (πL) of
a model of E/L with good reduction and ϕ ∶ E[p] → E[p] for the reduction morphism. Let
Aut(E) be the automorphism group of E over Fℓ.
In [36, Section 2] it is proved that Φ = Gal(L/Qunℓ ) acts on E by Fℓ-automorphisms.1 Indeed,
write ψ ∶ Aut(E) → GL(E[p]) for the natural injective morphism. The action of Φ on L
1The arguments in [36, Section 2] hold in the more general setting of abelian varieties with potentially
good reduction.
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induces an injective morphism γE ∶ Φ→ Aut(E). Furthermore, for σ ∈ Φ we have
(11.1) ϕ ○ ρE,p(σ) = ψ(γE(σ)) ○ϕ.
The proof of our main results relies on explicit computations with the morphism γE. Since
the arguments in [36, Section 2] are not explicit enough for our purpose, in this section we
will give a direct proof of the existence of γE and establish (11.1).
Consider a Weierstrass model over Qℓ
W ∶ y2 + a1xy + a3y = x3 + a2x2 + a4x + a6.
From [37, Proposition VII.1.3] there is a change of coordinates
(11.2) x = u2x′ + r, y = u3y′ + u2sx′ + t, u, r, s, t ∈ OL
which transforms W into a minimal model with good reduction over L
W ′ ∶ y′2 + a′1x
′y′ + a′3y
′ = x′3 + a′2x
′2
+ a′4x
′
+ a′6.
Moreover,
(11.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ua′
1
= a1 + 2s
u2a′
2
= a2 − sa1 + 3r − s2
u3a′
3
= a3 + ra1 + 2t
u4a′
4
= a4 − sa3 + 2ra2 − (t + rs)a1 + 3r2 − 2st
u6a′
6
= a6 + ra4 + r2a2 + r3 − ta3 − t2 − rta1.
and the standard invariants are related by
c4 = u4c′4, c6 = u
6c′6, ∆ = u
12∆′.
Take σ ∈ Φ. The coordinate change
x = σ(u)2x′′ + σ(r), y = σ(u)3y′′ + σ(u)2σ(s)x′′ + σ(t).
transforms W into the minimal model
W ′′ ∶ y′′2 + σ(a′1)x′′y′′ + σ(a′3)y′′ = x′′3 + σ(a′2)x′′2 + σ(a′4)x′′ + σ(a′6).
Indeed, write a′′i for the coefficients of W
′′ obtained by the previous coordinate change. We
have
(11.4)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ(u)a′′
1
= a1 + 2σ(s)
σ(u)2a′′
2
= a2 − σ(s)a1 + 3σ(r) − σ(s)2
σ(u)3a′′
3
= a3 + σ(r)a1 + 2σ(t)
σ(u)4a′′
4
= a4 − σ(s)a3 + 2σ(r)a2 − (σ(t) + σ(r)σ(s))a1 + 3σ(r)2 − 2σ(s)σ(t)
σ(u)6a′′
6
= a6 + σ(r)a4 + σ(r)2a2 + σ(r)3 − σ(t)a3 − σ(t)2 − σ(r)σ(t)a1.
Since ai are fixed by σ by applying σ to (11.3) we see that σ(a′i) = a′′i . Clearly, a′′i ∈ OL
and since σ(u) has the same valuation as u the model W ′′ is minimal as desired. Therefore,
there exists a coordinate change
(11.5) x′ = uˆ2x′′ + rˆ, y′ = uˆ3y′′ + uˆ2sˆx′′ + tˆ, u, r, s, t ∈ OL, υL(uˆ) = 0
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which transforms W ′ into W ′′. Thus we have
(11.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
uˆσ(a′
1
) = a′
1
+ 2sˆ
uˆ2σ(a′
2
) = a′
2
− sˆa′
1
+ 3rˆ − sˆ2
uˆ3σ(a′
3
) = a′
3
+ rˆa′
1
+ 2tˆ
uˆ4σ(a′
4
) = a′
4
− sˆa′
3
+ 2rˆa′
2
− (tˆ + rˆsˆ)a′
1
+ 3rˆ2 − 2sˆtˆ
uˆ6σ(a′
6
) = a′
6
+ rˆa′
4
+ rˆ2a′
2
+ rˆ3 − tˆa′
3
− tˆ2 − rˆtˆa′
1
.
Lemma 6. The following equalities hold
uˆ =
σ(u)
u
, rˆ =
σ(r) − r
u2
, sˆ =
σ(s) − s
u
, tˆ =
σ(t) − t − s(σ(r) − r)
u3
Proof. From the equations (11.2) and (11.5) it follows that
x = u2uˆ2x′′ + u2rˆ + r,
y = u3uˆ3y′′ + (u3uˆ2sˆ + u2uˆ2s)x′′ + u3tˆ + u2srˆ + t.
Recall we also have
x = σ(u)2x′′ + σ(r), y = σ(u)3y′′ + σ(u)2σ(s)x′′ + σ(t).
The result now follows by equating all the coefficients. 
Since σ ∈ Φ the images of σ(a′i) and a′i modulo (πL) are the same element in the residual
field Fℓ. Therefore the models W ′ and W ′′ reduce to the same elliptic curve E over Fℓ. By
reducing the equations (11.6) we obtain an automorphism of E which we denote by γE(σ).
Definition 11.7. Let σ ∈ Φ. We define γE(σ) ∈ Aut(E) to be the automorphism given by
(X,Y )↦ (ξ21X + ξ2, ξ31Y + ξ3ξ21X + ξ4)
where
ξ1 = uˆ + (πL), ξ2 = rˆ + (πL), ξ3 = sˆ + (πL), ξ4 = tˆ + (πL).
Lemma 7. For all σ ∈ Φ we have
ϕ ○ ρE,p(σ) = ψ(γE(σ)) ○ϕ,
where ϕ ∶ W ′[p] → E[p] is the reduction morphism. In particular, γE is a well defined
homomorphism.
Proof. Let P = (x, y) be a L-point in E[p] satisfying the model W . We have x, y ∈ OL (see
[37, VII.3 Theorem 3.4]) and σ(P ) = (σ(x), σ(y)) also satisfies the model W /Qℓ. Write(x′, y′) and (x1, y1) respectively for the coordinates of P and σ(P ) in W ′. Thus
ϕ(P ) = (X,Y ) = (x′ + (πL), y′ + (πL)), ϕ(σ(P )) = (X1, Y1) = (x1 + (πL), y1 + (πL)).
We have x = u2x′ + r hence σ(x) = σ(u)2σ(x′) + σ(r). Furthermore σ(x) = u2x1 + r thus
u2x1 + r = σ(u)2σ(x′) + σ(r)
and we conclude
x1 = uˆ2σ(x′) + rˆ.
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Working in an analogous way with the y-coordinate gives
y1 = uˆ3σ(y′) + uˆ2sˆσ(x′) + tˆ.
By reducing mod (πL) the two previous equations and taking into account that x′ ≡ σ(x′)
mod (πL) we obtain equalities
X1 = ¯ˆu2X + ¯ˆr, Y1 = ¯ˆu3Y + ¯ˆs¯ˆu2X +
¯ˆt.
By definition of γE(σ) the previous two equalities mean
ϕ(σ(P )) = γE(σ)(ϕ(P ))
which implies the result. 
12. The morphism γE in the tame case e = 3
Let E/Qℓ be an elliptic curve having potentially good reduction with e = 3 and p-torsion
field K. For ℓ ≡ 2 (mod 3), so that K is non-abelian by Corollary 3, we have already fixed
ζ3 ∈Kun ⊂K in Section 9.1. For ℓ ≡ 1 (mod 3) we now fix a cubic root of unity ζ3 ∈ Qℓ.
Write F = Qℓ(π) where π3 = ℓ. Note that π is an uniformizer of L = Qunℓ F and let ω3 ∈ Fℓ be
the cubic root of unity given by ω3 ≡ ζ3 (mod π). Let σ be the generator of Φ = Gal(L/Qunℓ )
given by σ(π) = ζ3π. Note that, when ℓ ≡ 2 (mod 3), it coincides with the σ given by
Proposition 7 and Section 9.1. The following results compute γE(σ) explicitly.
Lemma 8. Let ℓ ≠ 3 be a prime. Let E/Qℓ be an elliptic curve with potentially good reduction
and e = 3. Suppose further that E has a 3-torsion point in Qℓ. Then E admits a minimal
Weierstrass model over Qℓ of the form
y2 + axy + by = x3, ∆m = b3(a3 − 27b)
where b = ℓαu0 with u0 ∈ Z∗ℓ , α = 1,2 and υℓ(b) < 3υℓ(a). In particular, υℓ(∆m) = 4α.
Proof. Write υ = υℓ. Since e = 3 we have υ(∆m) /≡ 0 (mod 3) and the same is true for the
discriminant ∆ of any other model of E.
Since E has a 3-torsion point over Qℓ there is a model of E/Qℓ of the form
y2 + axy + by = x3, a, b ∈ Zℓ, ∆ = b3(a3 − 27b),
where (0,0) has order 3 (see [20, pp. 89, Remark 2.2]). Observe that b ≠ 0 and the discrim-
inant is not necessarily minimal.
We will now show that υ(b) < 3υ(a). If υ(b) > 3υ(a) then υ(∆) = 3υ(b)+3υ(a) is a multiple
of 3 which is impossible; thus υ(b) ≤ 3υ(a).
Suppose υ(b) = 3υ(a). Then υ(a3 − 27b) ≥ υ(b) which implies υ(∆) = 12υ(a) when the
equality holds. Again, since 3 ∤ υ(∆) we conclude υ(a3 − 27b) > υ(b), hence υ(∆) > 4υ(b).
Now, the equality a3 − 24b = a3 − 27b + 3b implies υ(a3 − 24b) = υ(b). We also have
jE =
a3(a3 − 24b)3
∆
and υ(jE) ≥ 0,
from which follows 4υ(b) ≥ υ(∆), a contradiction. Thus 0 ≤ υ(b) < 3υ(a) as claimed and, in
particular, υ(a) > 0.
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The coordinates change x = ℓ2λx′, y = ℓ3λy′ replaces a and b by aℓ−λ and bℓ−3λ respectively,
hence by choosing an appropriate λ we can assume that υ(b) = α ∈ {0,1,2}.
If α = 0 then υ(∆) = 0 which is impossible because 3 ∤ υ(∆); if α = 1, the relation υℓ(b) <
3υℓ(a) implies υ(∆) = 4 and if α = 2 it implies υ(∆) = 8. In particular, the model is minimal
in both cases (see [37, Remark 1.1]).

Lemma 9. Let ℓ ≡ 2 (mod 3) be a prime. Let E/Qℓ be an elliptic curve with potentially
good reduction and e = 3. Write α = υℓ(∆m)/4. Suppose that E has a 3-torsion point in Qℓ.
Then there is a model of E/F with good reduction and residual curve E ∶ Y 2 + Y =X3.
Moreover, γE(σ) ∶ (X,Y )↦ (ω2α3 X,Y ).
Proof. From Lemma 8 there is a model of E/Qℓ of the form
y2 + axy + by = x3, a, b ∈ Zℓ, ∆m = b3(a3 − 27b)
where b = ℓαu0 with u0 ∈ Z∗ℓ , α = 1,2 and υℓ(b) < 3υℓ(a).
We can assume b = ℓα. Indeed, since 3 ∤ ℓ − 1 it follows from Hensel’s lemma that u0 = u31
with u1 in Z∗ℓ . Then, the change of coordinates x = u
2
1
x′, y = u3
1
y′ leads to the model over Zℓ
W ∶ y2 +
a
u1
xy + ℓαy = x3,
as desired. From this model, the change of variables x = π2αx′, y = π3αy′ give rise to a model
over F defined by
W ′ ∶ y′2 +
a
u1πα
x′y′ + y′ = x′3 with υF (∆(W ′)) = υF (∆m) − 12α = 0.
Since υF (a/u1πα) = 3υ(a) − α > 0 the model W ′ is minimal with good reduction and its
residual elliptic curve is W ′ = E. Recall that σ(π) = ζ3π. In the notation of Lemma 6, we
have
uˆ =
σ(πα)
πα
= ζα3 , rˆ = sˆ = tˆ = 0
and since ζ3 ≡ ω3 (mod π) from the the definition of γE follows directly that γE(σ) ∈ Aut(E)
is the automorphism (X,Y )↦ (ω2α
3
X,ω3α
3
Y ) = (ω2α
3
X,Y ). 
The following is similar to Lemma 9, where the condition ℓ ≡ 2 (mod 3) is replaced by
working over Qunℓ .
Lemma 10. Let ℓ ≠ 3 be a prime. Let E/Qℓ be an elliptic curve with potentially good
reduction and e = 3. Write α = υℓ(∆m)/4. Suppose that E has a 3-torsion point in Qℓ.
Then, there is a model of E/L with good reduction and residual curve E ∶ Y 2 + Y =X3.
Moreover, γE(σ) ∶ (X,Y )↦ (ω2α3 X,Y ).
Proof. From Lemma 8, there is a model of E/Qℓ of the form
y2 + axy + by = x3, a, b ∈ Zℓ, ∆m = b3(a3 − 27b)
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where b = ℓαu0 with u0 ∈ Z∗ℓ , α = 1,2 and υℓ(b) < 3υℓ(a). Since υℓ(u0) = 0, there exist u1 ∈ Qunℓ
such that u3
1
= u0 (for Lemma 9 we actually showed that u1 ∈ Z∗ℓ since ℓ ≡ 2 (mod 3)). Now,
arguing as in the proof of Lemma 9 we also obtain the models W and W ′ but defined
over Qunℓ and L, respectively. Moreover, the exact same calculation shows that γE(σ) is as
claimed. 
13. The morphism γE in the wild case e = 3
Let E/Q3 be an elliptic curve having potentially good reduction with e = 3 and non-abelian
p-torsion field. From Theorem 15 part (5), E obtains good reduction over the field
F = Q3(t) where t3 + 3t2 + 3 = 0.
Write υ = υ3 for the valuation in Q3 and υF for that in F satisfying υF (t) = 1.
Since F has residue field F3, every element of OF admits an unique t-adic expansion of the
form ∑
∞
k=0 cktk with ck ∈ {0,1,2} and, in particular,
3 = µt3, where µ = 2 + t2 + t3 + 2t4 + st5, s ∈ OF .
From Lemma 4 we know that E admits a minimal model of the form
(13.1) y2 = x3 + ax + b, a = −
c4
48
, b = −
c6
864
whose invariants satisfy (υ(c4), υ(c6), υ(∆m)) = (2,3,4) or (5,8,12).
Recall the quantities c˜4, c˜6 and ∆˜ defined by
c4 = 3υ(c4)c˜4, c6 = 3υ(c6)c˜6, ∆m = 3υ(∆)∆˜
and consider the 3-adic expansion
(13.2) c˜6 = a0 + a13 + a232 +O(33), where ai ∈ {0,1,2}, a0 ≠ 0.
To compute γE we first need to describe change of coordinates leading to a model of E/F
with good reduction. To do this we divide into cases according to (υ(c4), υ(c6), υ(∆m)).
Case I: Suppose (υ(c4), υ(c6), υ(∆m)) = (5,8,12).
Define the change of coordinates
(13.3) x = u2x′ + r, y = u3y′ where u = t3, r = (a0 + y1t)t5
and y1 = 2,0,1 respectively if a1 = 0,1,2.
Case II: Suppose (υ(c4), υ(c6), υ(∆m)) = (2,3,4).
From c3
4
− c2
6
= 123∆m it follows that c˜6 ≡ 2,7 (mod 9) and c˜4 ≡ 1,4,7 (mod 9).
Write β1 = 0,2,1 respectively if c˜4 ≡ 1,4,7 (mod 9).
Now define the change of coordinates
(13.4) x = u2x′ + r, y = u3y′ where u = t, r = y0 + y0t + y2t2,
where y0 and y2 are given according to the following cases:
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c˜6 ≡ 7 (mod 9) c˜6 ≡ 2 (mod 9)
y0 = 2 y0 = 1
y2 = 2 if β1 − a2 = 0 y2 = 1 if 2β1 − a2 ∈ {4,1,−2}
y2 = 1 if β1 − a2 ∈ {−2,1} y2 = 2 if 2β1 − a2 ∈ {3,0}
y2 = 0 if β1 − a2 ∈ {−1,2} y2 = 0 if 2β1 − a2 ∈ {−1,2}
Lemma 11. Let E/Q3 satisfy e = 3 and have non-abelian p-torsion field K for p ≥ 5.
If (υ(c4), υ(c6), υ(∆m)) = (2,3,4) or (5,8,12) then, the change of coordinates (13.4) or (13.3),
respectively transforms the model (13.1) into a minimal model of E/F with good reduction
and residual elliptic curve E ∶ Y 2 =X3 +X.
Proof. Suppose that (υ(c4), υ(c6), υ(∆m)) = (5,8,12).
We have c3
4
− c2
6
= 123∆m, hence c˜34 − 3c˜
2
6
= 26∆˜ which implies c˜4 ≡ ∆˜ ≡ 2 (mod 3), where the
last congruence is due to Proposition 5. Over F we have
a = −
µ4t12c˜4
16
and b = −
µ5t15c˜6
32
.
The given change of coordinates leads to a model
W ∶ y2 = x3 + a′2x
2
+ a′4x + a
′
6, υF (∆W ) = eυ(∆m) − 12υF (t3) = 0
where
t6a′2 = 3r, t
12a′4 = a + 3r
2, t18a′6 = b + ra + r
3.
Since υF (r) = 5 and υF (a) = 12 we have υF (a′2) ≥ 2 and υF (a′4) = 0. Moreover,
t12a′4 = a + 3r
2 ⇔ a′4 = −
µ4c˜4
16
+ µt(a0 + y1t)2.
Since µ ≡ 2 (mod t2) we obtain a′
4
≡ 2c˜4 ≡ 2∆˜ ≡ 1 (mod t).
To finish the proof we have to check that υF (a′6) ≥ 1. We have
t18a′6 = b + ra + r
3⇔ 32t3a′6 = −µ
5c˜6 − 2µ
4c˜4t
2(a0 + y1t) + 32(a0 + y1t)3
and since b0 ≡ c˜4 ≡ ∆˜ ≡ 2 (mod 3) we also have
2t3a′6 ≡ (1 + t2)(a0 + 2a1t3) + 2t2(a0 + y1t) + 5(a0 + y1t)3 (mod t4).
hence
2t3a′6 ≡ (a0 + 5a30) + (a0 + 2a0)t2 + (2b1 + 2y1 + 5y31)t3 (mod t4).
Now, in both cases a0 = 1 or a0 = 2 we obtain the congruence
a′6 ≡ 2(1 + 2a1 + y1) (mod t)
and the result follows from the definition of y1.
The case (υ(c4), υ(c6), υ(∆m)) = (2,3,4) follows easily from a short Magma program. 
We fix ω4 ∈ F3 to be a 4th root of unity. The Galois closure of F is F = Q3(s, t) where s2 = −1
and it has residue field F9. In particular, we can see ω4 in F∗9 ⊂ F9. We write also L = Q
un
3
⋅F .
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Lemma 12. Let p ≥ 5 be a prime. Let E/Q3 be an elliptic with potentially good reduction
with e = 3 and non-abelian p-torsion field K, so that E has good reduction over L and by
Lemma 11 there is a good reduction model E/F reducing to E ∶ Y 2 =X3 +X.
Let a0 ≡ c˜6(E) (mod 3) be defined by (13.2). Then there is a generator σ ∈ Gal(L/Qun3 ) such
that γE(σ) ∈ Aut(E) is the order 3 automorphism given by
(X,Y )↦ (X + 2a0ω4, Y ).
Moreover, σ is independent of E (as long as e = 3 and K is non-abelian).
Proof. Let σ be a generator of the order 3 cyclic inertia subgroup of Gal(F /Q3). By explicit
computations in the field F one checks that
υF (σ(t) − t) = 2, υF (σ(t) + t) = 1, υF (σ(t)5 − t5) = 6, υF (σ(t)6 − t6) = 9
and also
σ(t)
t
≡
σ(t3)
t3
≡ 1 (mod t).
Furthermore, by replacing σ with σ2 if necessary, we can also assume that
σ(t) − t
t2
≡ ω4 (mod t) and σ(t)5 − t5
t6
≡ 2ω4 (mod t).
Abusing notation we let σ be the generator of Φ = Gal(L/Qun
3
) that lifts the previously
fixed σ. We shall shortly show that σ satisfies the desired properties for any E satisfying
the hypothesis. In particular, it is independent of the elliptic curve E as long as e = 3 and
K is non-abelian, proving the last statement.
Let E/Q3 be as in the statement, so that E gets good reduction over F by Theorem 15.
Suppose that (υ(c4), υ(c6), υ(∆)) = (2,3,4). From Definition 11.7 and Lemma 6 we will
compute γE(σ) by using the coordinate change and model E/F in Lemma 11 (which reduces
to E). Indeed, we have to compute
uˆ =
σ(t)
t
(mod t) and rˆ = σ(r) − r
t2
(mod t).
Observe that
rˆ =
σ(r) − r
t2
= y0
(σ(t) − t)
t2
+ y2
σ(t) − t
t2
(σ(t) + t)
and that y0 ≡ 2a0 (mod 3). From the valuations and congruences above we obtain
uˆ ≡ 1 (mod t) and rˆ ≡ y0ω4 ≡ 2a0ω4 (mod t).
Suppose now (υ(c4), υ(c6), υ(∆)) = (5,8,12). Similarly, we compute
uˆ =
σ(t3)
t3
(mod t) and rˆ = σ(r) − r
t6
(mod t).
Observe that
rˆ = a0
σ(t)5 − t5
t6
+ y1
σ(t)6 − t6
t6
and from the valuations and congruences above we obtain again
uˆ ≡ 1 (mod t) and rˆ ≡ 2a0ω4 (mod t).
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14. The morphism γE in the tame case e = 4
Let ℓ ≥ 3 be a prime. Fix a primitive 4-th root of unity ζ4 ∈ Qunℓ ⊂ Qℓ and ω4 ∈ Fℓ such that ζ4
reduces to ω4. Let F = Qℓ(π), where π ∈ Qℓ satisfies π4 = ℓ. Recall that F is totally ramified
of degree 4 and it is Galois if and only if ℓ ≡ 1 (mod 4).
Let E/Qℓ an elliptic curve with potentially good reduction with semistability defect e = 4
and p-torsion field K; from Theorem 15 we know that E/F has good reduction. Recall that
L = Qunℓ K = Q
un
ℓ F is the minimal extension of Q
un
ℓ where E gets good reduction; it is also
the unique degree 4 tame extension of Qunℓ hence, in particular, it does not depend on E.
Write υ = υℓ. Recall the quantity ∆˜ defined by ∆m = ℓυ(∆m)∆˜, where ∆m = ∆m(E) denotes
the discriminant of a minimal model of E.
Lemma 13. Let E/Qℓ be as above.
(i) There is a model of E/Qℓ of the form
E ∶ y2 = x3 + ax2 + bx, ∆ =∆m = 24b2(a2 − 4b)
and, moreover, we have either
υ(a) ≥ 1, υ(b) = 1, υ(a2 − 4b) = 1, or υ(a) ≥ 2, υ(b) = 3, υ(a2 − 4b) = 3.
(ii) There is a model of E/F with good reduction of the form
E′ ∶ y2 = x3 + a′2x
2
+ a′4x, where a
′
2 =
a
π2α
, a′4 =
b
π4α
, α =
υ(∆m)
3
;
moreover, υF (a′2) > 0, υF (a′4) = 0 and E′ has a residual curve of the form
E ∶ Y 2 =X3 + u¯X, u¯ ∈ F∗ℓ .
Proof. From [27, p. 355] we know that E has Kodaira type III or III* (because e = 4).
Furthermore, from [38, p. 406, Ex. 4.48] there is a minimal model of E/Qℓ of the form
y2 = x3 + a2x2 + a4x + a6.
which for Type III also satisfies
υ(∆m) = 3, υ(a2) ≥ 1, υ(a4) = 1, υ(a6) ≥ 2,
and for Type III* satisfies
υ(∆m) = 9, υ(a2) ≥ 2, υ(a4) = 3, υ(a6) ≥ 5.
From the Newton polygon for f = x3 + a2x2 + a4x + a6 or f = x2 + a2x + a4 (when a6 = 0) it
follows that f has a root β such that υ(β) ≥ 1 if E has Type III and υ(β) ≥ 2 if E has Type
III*. The other roots have non integer valuation. In particular, E has exactly one point of
P = (β,0) of order 2 defined over Qℓ. Applying the translation (x, y) ↦ (x + β, y) gives an
integer model for E/Qℓ of the form
E ∶ y2 = x3 + ax2 + bx, ∆ =∆m = 24b2(a2 − 4b).
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Moreover, from the usual formulas for coordinate changes it follows that if E has Type III
we have υ(a) ≥ 1, υ(b) = 1 and υ(a2 − 4b) = 1 and if E has Type III* we have υ(a) ≥ 2,
υ(b) = 3 and υ(a2 − 4b) = 3. This proves (i).
Set α = υ(∆m)/3 and u = πα, where π is a uniformizer of F . Note that υF (ℓ) = υ(π4) = 4
and υF (uk) = kα. The change of coordinates (x, y) ↦ (u2x,u3y) applied to E leads to the
integral model over F
E′ ∶ y2 = x3 + a′2x
2
+ a′4x, where a
′
2 =
a
u2
, a′4 =
b
u4
, ∆′ =∆mu−12
which satisfies
υF (∆′) = υF (∆m) − 12υF (u) = 4υ(∆m) − 12α = 0.
Observe that υF (au−2) ≥ 1 and υF (bu−4) = 0. Thus the residual elliptic curve of E/F has the
form form E ∶ y2 = x3 + ux with u ∈ F∗ℓ , proving (ii). 
Lemma 14. Let E/Qℓ be as above. Then E has full 2-torsion over F if and only if ∆˜ is a
square mod ℓ.
Proof. From Lemma 13 we know that E has a model of the form y2 = x3 + ax2 + bx over Qℓ.
By base change we get a model of the same form over F . The 2-torsion points of such model
are (0,0) and (x0,0) where x0 is a root of the polynomial x2 + ax + b. The values of x0 are
defined in F if and only if a2 − 4b is a square in F . Since ∆m = 24b2(a2 − 4b) it follows that
E has full 2-torsion over F if and only if ∆m is a square in F .
To finish the proof we shall show that ∆m is a square in F if and only if ∆˜ is a square mod ℓ.
Indeed, we have that ∆m = ℓυ(∆m)∆˜ with ∆˜ ∈ Z∗ℓ , hence over F we have ∆m = π
4υ(∆m)∆˜.
Then ∆m is a square in F if and only if ∆˜ is a square in F . Finally, note that ∆˜ is a square
in F if and only if its reduction is a square in Fℓ (by Hensel’s lemma using the fact that ℓ ≠ 2
and the residue field OF /(π) is Fℓ). 
We remark that the previous lemmas do not required K non-abelian.
Suppose now ℓ ≡ −1 (mod 4), so that F is not Galois and K is non-abelian by Corollary 3.
Let σ, τ ∈ Gal(K/Qℓ) be given by Proposition 7. Identify σ with the corresponding element
in Gal(L/Qunℓ ); we can further assume that σ acts on L by σ(π) = ζ4π (note that π is not
always in K). We can now determine γE(σ) in the case of our interest.
Lemma 15. Let ℓ ≡ 3 (mod 4) be a prime. Let E/Qℓ be an elliptic curve with potentially
good reduction with e = 4. Write E for the curve Y 2 =X3 −X.
(A) Suppose that E/F has a full 2-torsion. Then there is a model of E/F with good
reduction reducing to E.
(B) Suppose that E/F does not have full 2-torsion. Then E/Qℓ admits a 2-isogeny defined
over Qℓ to an elliptic curve W /Qℓ with the following properties:
– W /Qℓ has tame additive reduction with e(W ) = 4,
– W /F has full 2-torsion,
– W /F admits a model with good reduction whose reduction is W = E.
– υℓ(∆m(E)) = υℓ(∆m(W )),
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Moreover, set α = υ(∆m)/3 and let Tα ∈ Aut(E) be given by (X,Y )↦ (−X,ω3α4 Y ).
Then in case (A) we have γE(σ) = Tα and in case (B) we have γW (σ) = Tα.
Proof. From Lemma 13 (i) we can write a model over Zℓ of the form
E ∶ y2 = x3 + ax2 + bx, ∆ =∆m = 24b2(a2 − 4b).
It is well known (e.g. [13, Theorem 2.2]) that E admits the 2-isogenous curve
W ∶ y2 = x3 − 2ax2 + (a2 − 4b)x, ∆W = 28b(a2 − 4b)2.
and from the valuations in Lemma 13 (i) we see that υ(∆m(E)) = υ(∆m(W )), proving the
last claim of (B).
From Lemma 13 (ii) there are models over F with good reduction
E′ ∶ y′2 = x′3 +
a
π2α
x′2 +
b
π4α
x′, υF ( a
π2α
) > 0, υF ( b
π4α
) = 0
and
W ′ ∶ y′2 = x′3 +
−2a
π2α
x′2 +
a2 − 4b
π4α
x′, υF (−2a
π2α
) > 0, υF (a2 − 4b
π4α
) = 0.
We shall shortly see that O∗F /(O∗F )4 = {±1} from which we conclude
(14.1) a′4(E′) = b/π4α = ±u40, u0 ∈ OF .
Therefore, the change of variables x′ = u2
0
x′′, y′ = u3
0
y′′ transforms the model E′/F into
another model E′′/F with a′′
4
= ±1 whose residual curve is Y 2 = X3 ± X. The analogous
statement holds for W .
We now prove (14.1). Indeed, let µ ∈ O∗F . Since 4 ∤ ℓ − 1 we have F
∗
ℓ
/(F∗
ℓ
)4 = {±1}, hence µ
or −µ is a 4th-power in OF /(π) = Fℓ. Since ℓ ≠ 2, from Hensel’s lemma, there is µ0 ∈ F such
that µ4
0
= µ or µ4
0
= −µ, that is O∗F /(O∗F )4 = {±1} and (14.1) follows.
Observe that
a2 − 4b
b
=
a2
b
− 4 ≡ −4 (mod π).
Since ℓ ≡ −1 (mod 4) implies -1 is not a square mod ℓ and OF /(π) = Fℓ we conclude that
exactly one of b or a2 − 4b is a square in F .
Suppose now that E has full 2-torsion over F , hence its discriminant is a square. From the
formula for ∆m it follows that a2 − 4b is a square in F , hence b is not a square in F . Thus
a′
4
(E′) = b/π4α = −u4
0
and the residual curve of E′′ is E ∶ Y 2 = X3 −X. This proves (A).
Suppose next that E does not have full 2-torsion. It follows from the proof of Lemma 14
that a2 − 4b is not a square in F , hence b is a square in F . Thus (from the same proof) W
has full 2-torsion over F , a′
4
(W ′) = −u4
0
and the residual curve of W ′′ is E ∶ Y 2 = X3 −X.
This proves (B).
We will now prove the last statement. We need to compute γE(σ) ∈ Aut(E).
The arguments proving (A) and (B) show that we go from the model for E/Qℓ into the
minimal model E′′/F reducing to E ∶ Y 2 = X3 −X by a transformation x = u2x′′, y = u3y′′
where u = u0πα where u0 ∈ OF . In particular, the same is true over L = Qunℓ K = Q
un
ℓ F .
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We claim that u0 ∈ Z∗ℓ ⊂ Q
un
ℓ and compute
uˆ =
σ(u)
u
=
u0ζ
α
4
πα
u0πα
= ζα4 and rˆ = sˆ = tˆ = 0
which means that γE(σ) is given by (X,Y )↦ (ω2α4 X,ω3α4 Y ). Since α = 1 when the Kodaira
type is III and α = 3 when it is III* it follows that ω2α
4
= −1. Thus γE(σ) = Tα in case (A).
The analogous argument works for W in case (B).
We now prove the claim to complete the proof. Indeed, from (14.1) we have b/ℓα = b/π4α =
±u4
0
, where u0 ∈ O∗F . Since b/ℓα is a unit in Zℓ and any unit of Qunℓ is a fourth power in Qunℓ
there exist u1 ∈ Qunℓ such that ±u
4
0
= b/ℓα = u4
1
. Thus u1/u0 is a root of unity of order prime
to ℓ, so u0/u1 ∈ Qunℓ and we conclude u0 ∈ Qunℓ ∩O∗F = Z∗ℓ , as claimed. 
15. The morphism γE in the wild case e = 4
Write υ = υ2 and E for the elliptic curve over F2 of equation
E ∶ Y 2 + Y =X3.
Let E/Q2 be an elliptic curve with potentially good reduction with e = 4 and p-torsion
field K. From Lemma 4 we know that E admits a minimal model of the form
(15.1) y2 = x3 + a4x + a6, a4 = −
c4
48
, a6 = −
c6
864
with invariants satisfying (υ(c4), υ(c6), υ(∆m)) = (5,8,9) or (7,11,15). Recall that
c4 = 2υ(c4)c˜4, c6 = 2υ(c6)c˜6, ∆m = 2υ(∆)∆˜
and suppose c˜4 ≡ 5∆˜ (mod 8), so that K is non-abelian by Proposition 6. Then E has
good reduction over F1 or F2, the fields respectively defined by the polynomials f1 or f2 in
part (2) of Theorem 15. Moreover, either E or its quadratic twist by −1, denoted E−1, has
good reduction over F1. We recall that
F1 = Q2(t) where t4 + 12t2 + 6 = 0
has residue field F2 and satisfies υF1(t) = 1. Therefore, every element of OF1 admits an
unique t-adic expansion of the form ∑
∞
k=0 aktk with ak ∈ {0,1}; in particular, we have
2 = µt4 where µ = 1 + t6 + t8 + t10 + t14 + t16 + t18 + st20, s ∈ OF1.
We have c˜4 ≡ 1,5 (mod 8) (see Proposition 6), hence c˜4 has a 2-adic expansion of the form
(15.2) c˜4 = 1 + β222 + β323 + β424 + s′25, with βi ∈ {0,1}, s′ ∈ Z2
and a straightforward calculation using (15.2) and the expansions for µ shows that
(15.3) c˜4 = 1 + β2t8 + β3t12 + β4t16 + (β2 + β3)t18 + st20, s ∈ OF1 .
Similarly, c˜6 has a 2-adic expansion of the form
(15.4) c˜6 = 1 + α12 + α222 + α323 +α424 + s′25, with αi ∈ {0,1}, s′ ∈ Z2
and we obtain
(15.5) c˜6 = 1 +α1t4 +α2t8 +α1t10 + (α1 + α3)t12 + st14, s ∈ OF1.
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Lemma 16. Let E/Q2 be as above, so that E or E−1 has good reduction over F1.
Define β = α1 + β3 (mod 2), where β3 and α1 be defined by (15.2) and (15.4), respectively.
Furthermore, let (u, r, s, T ) be given according to the cases:
(i) if (υ(c4), υ(c6), υ(∆m)) = (5,8,9) define
u = t3, r = t2 + (1 − β3)t6 + βt7, s = t + β3t3, T = t5 + βt7 + βt8;
(ii) if (υ(c4), υ(c6), υ(∆m)) = (7,11,15) define
u = t5, r = t6 + β3t10, s = t3 + (1 − β3)t5, T = t11 + βt13.
Then, the change of coordinates
x = u2x′ + r, y = u3y′ + u2sx′ + T,
transforms a model of the form (15.1) of whichever among E or E−1 has good reduction
over F1, into a minimal model W /F1 with good reduction and residual curve W = E.
Proof. Write F = F1. Suppose (υ(c4), υ(c6), υ(∆m)) = (7,11,15). Write
W ∶ y2 + a′1xy + a
′
3y = x
3
+ a′2x
2
+ a′4x + a
′
6,
for the model of E/F obtained after applying the change of coordinates in part (ii) of the
statement to the model (15.1). We observe that
υF (∆W ) = eυ(∆m) − 12υF(u) = 4 ⋅ 15 − 12υF (t5) = 60 − 60 = 0,
hence W is minimal with good reduction and residual curve E if we show that
υF (a′i) ≥ 1, for i = 1,2,4,6 and υF (a′3) = 0.
From (11.3), we know that
ua′1 = 2s, u
2a′2 = 3r − s
2, u3a′3 = 2T, u
4a′4 = a4 + 3r
2
− 2sT, u6a′6 = a6 + ra4 + r
3
− T 2.
We have υF (2) = 4 and from the formulas for u, r, s and T we see that
υF (u) = 5, υF (r) = 6, υF (s) = 3, υF (T ) = 11.
Hence υF (a′1) = 2 and υF (a′3) = 0; moreover,
3r − s2 = 3(t6 + β3t10) − t6 − 2(1 − β3)t8 − (1 − β3)t10
= (µ − 1)t10 − µ(1 − β3)t12 + µ2β3t18
and since υF (µ−1) = 6 it follows υF (3r−s2) ≥ 12, thus υF (a′2) ≥ 2. We note that the previous
calculations also hold if we replace E by E−1. We now want to compute
a4 + 3r
2
− 2sT (mod t21) and a6 + ra4 + r3 − T 2 (mod t31).
Working modulo t21, we have
a4 =
−23
3
c˜4 ≡
−µ3
3
(t12 + β2t20) ≡ t12 + t18 + β2t20 (mod t21)
and also
r2 ≡ t12 (mod t21), 2sT ≡ t18 + (1 + β − β3)t20 (mod t21),
therefore,
u4a′4 = a4 + 3r
2
− 2sT ≡ 4t12 + (1 + β + β2 − β3)t20 ≡ (β + β2 − β3)t20 (mod t21).
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With a similar but lengthy calculation, we show that
u6a′6 = a6 + ra4 + r
3
− T 2 ≡ (β3 + β2 − β)t26 + (α1 + β3 − β)t28 + β2β3t30 (mod t31)
≡ (β3 + β2 − β)t26 + β2β3t30 (mod t31),
where we used the definition of β for the last congruence.
Note that replacing E by E−1 does not change the values of βi and replaces α1 by 1 − α1;
thus it replaces β by 1 − β in the previous congruences for u4a′
4
and u6a′
6
.
Suppose now β = 0 and u4a′
4
≡ 0 (mod t21). Then (β2, β3) = (1,1) or (0,0), which implies
u6a′
6
≡ 0 (mod t31); also, if β = 1 and u4a′
4
≡ 0 (mod t21) then u6a′
6
≡ 0 (mod t31). Clearly,
a similar conclusion holds for the congruences with 1 − β replacing β. We conclude that the
change of coordinates will lead E or E−1 into a model with the claimed properties if
(β + β2 − β3)t20 ≡ 0 (mod t21) or (1 − β + β2 − β3)t20 ≡ 0 (mod t21)
respectively. If the first congruence holds, then E/F1 has good reduction and we are done.
Suppose it fails and β = 0; then (β2, β3) = (1,0) or (0,1), hence the second congruence
holds and E−1/F1 has good reduction and we are done. The same conclusion holds if the
first congruence fails with β = 1, completing the proof in the case (υ(c4), υ(c6), υ(∆m)) =(7,11,15). The case (υ(c4), υ(c6), υ(∆m)) = (5,8,9) follows by a similar argument. 
Let ω3 ∈ F4 ⊂ F2 be a fixed cubic root of unity.
Lemma 17. Let E/Q2 be as above and, if necessary, twist it by −1, so that E/F1 has
good reduction. From Lemma 16 there is a model of E/F1 with good reduction and residual
curve E. Let L = Qun
2
F1 and α1 be defined by (15.4).
Then there is a generator σ of Φ = Gal(L/Qun
2
) such that γE(σ) ∈ Aut(E) is the order 4
automorphism given by (X,Y )↦ (X + 1, Y +X +α1 + ω3).
Moreover, σ is independent of E as long as e = 4, its p-torsion field is non-abelian and E/F1
has good reduction.
Proof. Write F = F1 and let F be its Galois closure. Let σ be a generator of the order 4
cyclic inertia subgroup of Gal(F /Q2). Computations in the field F show that
(15.6) υF (σ(t)3 − t3) = 5, υF (σ(t)6 − t6) = 10, υF (σ(t)7 − t7) = 9, υF (σ(t)8 − t8) = 22
and
(15.7) υF (σ(t)2 − t2) = 6, σ(t)t ≡ σ(t) − tt3 ≡ σ(t)
2
− t2
t6
≡
σ(t)7 − t7
t9
≡ 1 (mod t).
Furthermore, by replacing σ with σ3 if necessary, we can also assume that
(15.8)
σ(t)5 − t5 − t(σ(t)2 − t2)
t9
≡ ω3 (mod t).
Abusing notation we let σ be the generator of Φ = Gal(L/Qun
2
) that lifts the previously
fixed σ. We shall shortly show that σ satisfies the desired properties for any E satisfying
the hypothesis. In particular, it is independent of the elliptic curve E as long as e(E) = 4,
K = Q2(E[p]) is non-abelian and E/F1 has good reduction, proving the last statement.
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Let E/Q2 be an elliptic curve with potentially good reduction with e = 4. Let p ≥ 3 and
suppose that its p-torsion field K is non-abelian and that E has good reduction over F . We
now divide into two cases:
Case 1: Suppose that E satisfies (υ(c4), υ(c6), υ(∆)) = (5,8,9). We will compute γE(σ)
by using the coordinate change in Lemma 16 part (i) (which transforms E/Q2 into a min-
imal model with good reduction for E/F reducing to E). Indeed, we have to compute the
reduction modulo t of
uˆ =
σ(u)
u
, rˆ =
σ(r) − r
u2
, sˆ =
σ(s) − s
u
, and Tˆ =
σ(T ) − T − s(σ(r) − r)
u3
.
We have that
uˆ =
σ(t)3
t3
,
rˆ =
σ(t)2 − t2
t6
+ (1 − β3)σ(t)6 − t6
t6
+ β
σ(t)7 − t7
t6
,
sˆ =
σ(t) − t
t3
+ β3
σ(t)3 − t3
t3
,
Tˆ = β
σ(t)7 − t7
t9
− β3
t3(σ(t)2 − t2)
t9
+
σ(t)5 − t5 − t(σ(t)2 − t2)
t9
+
β(σ(t)8 − t8) − s(1 − β3)(σ(t)6 − t6) − sβ(σ(t)7 − t7)
t9
.
Recall that β = α1 + β3 (mod 2). Now, from (15.6), (15.7) and (15.8) we obtain
uˆ ≡ rˆ ≡ sˆ ≡ 1 (mod t) and Tˆ ≡ β − β3 ≡ α1 + ω3 (mod t).
Case 2: Suppose that E satisfies (υ(c4), υ(c6), υ(∆)) = (7,11,15). We will compute γE(σ)
by using the coordinate change in Lemma 16 part (ii). Indeed, we have that
uˆ =
σ(t)5
t5
,
rˆ =
σ(t)6 − t6
t10
+ β3
σ(t)10 − t10
t10
,
sˆ =
σ(t)3 − t3
t5
+ (1 − β3)σ(t)5 − t5
t5
,
Tˆ = β
(σ(t)13 − t13)
t15
− (1 − β3)t5(σ(t)6 − t6)
t15
+
σ(t)11 − t11 − t3(σ(t)6 − t6)
t15
+ β3
−s(σ(t)10 − t10)
t15
.
With further computations in the field F we verify that σ also satisfies
υF (σ(t)5 − t5) = 7, υF (σ(t)10 − t10) = 14,
and
σ(t)6 − t6
t10
≡
σ(t)3 − t3
t5
≡
σ(t)13 − t13
t15
≡ 1,
σ(t)11 − t11 − t3(σ(t)6 − t6)
t15
≡ ω3 + 1 (mod t).
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From this and (15.6), (15.7) we obtain
uˆ ≡ rˆ ≡ sˆ ≡ 1 (mod t) and Tˆ ≡ β − (1 − β3) + ω3 + 1 ≡ α1 + ω3 (mod t).
In both cases, we conclude that γE(σ) ∈ Aut(E) is given by
(X,Y )↦ (uˆ2X + rˆ (mod t), uˆ3Y + uˆ3sˆX + Tˆ (mod t)) = (X + 1, Y +X + α1 + ω3),
concluding the proof. 
16. The morphism γE in the wild case e = 8
Let E/Q2 be an elliptic curve with e = 8 and conductor 25 or 28. From parts (3) and (4)
of Theorem 15 we know that E obtains good reduction over a field F defined by one of the
polynomials gi, for i = 1,2,3,4. We fix an uniformizer π for these fields as follows.
Field π is a root of f(x) given by
g1 x
8 − 4x7 + 54x6 − 200x5 + 680x4 − 3300x3 + 5400x2 − 10500x + 36750
g2 x
8 − 4x7 + 154x6 + 40x5 + 6680x4 − 29336x3 + 61764x2 − 63604x + 27130
g3 x
8 + 20x6 + 216x5 + 3142x4 + 624x3 + 8892x2 − 8424x + 5382
Due to reasons that will be explained in the proof of Theorem 9, in section we do not need to
compute explicitly the image of γE. It will be enough for us to describe change of coordinates
leading the model (7.1) into a minimal model of E/F with good reduction. More precisely,
we consider change of coordinates of the form
(16.1) x = u2x′ + r, y = u3y′ + u2sx′ + t where u, r, s, t ∈ OF
and we will prescribe the value of (u, r, s, t), in terms of the standard invariants of E.
Fix the following elliptic curves over F2:
E1 ∶ y
2
+ y = x3 + x2 + x, E2 ∶ y2 + y = x3 + x2 + x + 1,
E3 ∶ y
2
+ y = x3 + 1, E4 ∶ y2 + y = x3.
Theorem 16. Let E/Q2 be an elliptic curve with potentially good reduction with e = 8 and
conductor 25 or 28, so that one of the D cases in Table 4 is satisfied. Moreover, in cases De
and Df assume further that E has good reduction over the field defined by g3 (which is true
up to twist by Theorem 15).
Then, the change of coordinates (16.1) transforms the model (7.1) into a minimal model
with good reduction over F and residual curve E, where the relevant information is given by
Tables 10, 11, 12, 13, 14 and 15 in case Da, Db, Dc, Dd, De and Df , respectively.
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17. The morphism γE in the wild case e = 12
Let E/Q3 be an elliptic curve with e = 12, hence conductor 33 or 35. From parts (6) and (7)
of Theorem 15 we know that E obtains good reduction over a field F defined by one of the
polynomials hi, for i = 1,2,3,4,5.
For the field defined by hi we fix an uniformizer π satisfying hi(π) = 0.
As in Section 16 we will not describe the image of γE explicitly. Again, it will be enough for
us to describe change of coordinates leading the model (7.1) into a minimal model of E/F
with good reduction. More precisely, we consider change of coordinates of the form
(17.1) x = u2x′ + r, y = u3y′ where u, r ∈ OF
and we will prescribe the value of (u, r), in terms of the standard invariants of E.
Fix the following elliptic curves over F3:
E0 ∶ y
2 = x3 + x, E1 ∶ y2 = x3 + x + 1 E2 ∶ y2 = x3 + x + 2 E3 ∶ y2 = x3 + 2x.
Theorem 17. Let E/Q3 be an elliptic curve with potentially good reduction with e = 12, so
that one of the G cases in Table 4 is satisfied.
Then, the change of coordinates (17.1) transforms the model (7.1) into a minimal model
with good reduction over F and residual curve E, where the relevant information is given by
Tables 16, 17, 18, 19, 20, 21, 22, 23, 24 and 25 in case Ga, Gb, Gc, Gd, Ge, Gf , Gg, Gh,
Gi and Gj, respectively.
18. Tables with coordinate changes
Case Da c˜4 (mod 8) u r s t Field
(4, n ≥ 8,6) 7 π4 1 + π4 1 + π2 π4(1 + π5 + π7) g1
(4, n ≥ 8,6) 3 π4 1 + π4 1 + π2 π4(1 + π4 + π5 + π7) g1
(4, n = 7,6) 3 π4 1 + π4 1 + π2 π4(1 + π5) g2
(4, n = 7,6) 7 π4 1 + π4 1 + π2 π4(1 + π4 + π5) g2
Field n ≥ 7 and c˜4, c˜6 (mod 16) E
g1 n ≥ 9, c˜4 ≡ 7,11 or n = 8, c˜4 ≡ 3,15 E1
g1 n ≥ 9, c˜4 ≡ 3,15 or n = 8, c˜4 ≡ 7,11 E2
g2 n = 7, c˜4 ≡ 3,7, c˜6 ≡ 3,7,11,15 or n = 7, c˜4 ≡ 11,15, c˜6 ≡ 1,5,9,13 E1
g2 n = 7, c˜4 ≡ 3,7, c˜6 ≡ 1,5,9,13 or n = 7, c˜4 ≡ 11,15, c˜6 ≡ 3,7,11,15 E2
Table 10. Description of F , E and (u, r, s, t) in case Da.
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Case Db c˜4 (mod 8) u r s t Field
(6, n ≥ 11,12) 5 π8 π8 π4 π16(1 + π2 + π6 + π7) g1
(6, n ≥ 11,12) 1 π8 π8 π4 π16(1 + π2 + π4 + π7) g1
(6, n = 10,12) 5 π8 π8 π4 π16(1 + π2 + π7) g2
(6, n = 10,12) 1 π8 π8 π4 π16(1 + π2 + π4 + π6 + π7) g2
Field n ≥ 10 and c˜4, c˜6 (mod 16) E
g1 n ≥ 12, c˜4 ≡ 1,5 or n = 11, c˜4 ≡ 9,3 E1
g1 n ≥ 12, c˜4 ≡ 9,3 or n = 11, c˜4 ≡ 1,5 E2
g2 n = 10, c˜4 ≡ 9,13, c˜6 ≡ 3,7,11,15 or n = 10, c˜4 ≡ 1,5, c˜6 ≡ 1,5,9,13 E1
g2 n = 10, c˜4 ≡ 9,13, c˜6 ≡ 1,5,9,13 or n = 10, c˜4 ≡ 1,5, c˜6 ≡ 3,7,11,15 E2
Table 11. Description of F , E and (u, r, s, t) in case Db.
Case Dc c˜4, c˜6 (mod 4) u r s t Field
(7,9,12) 1,1 π8 π12 π6 π16(1 + π5 + π6 + π7) g1
(7,9,12) 1,3 π8 π12 π6 π16(1 + π4 + π5 + π7) g1
(7,9,12) 3,1 π8 π12 π6 π16(1 + π5 + π6) g2
(7,9,12) 3,3 π8 π12 π6 π16(1 + π4 + π5) g2
Field c˜6 (mod 8) E
g1 5,7 E3
g1 1,3 E4
g2 1,7 E3
g2 3,5 E4
Table 12. Description of F , E and (u, r, s, t) in case Dc.
Case Dd ∆˜ (mod 4), c˜6 (mod 8) u r s t Field
(4,6,9) 1,1 π6 1 + π10 1 + π4 + π5 π10(1 + π2 + π4 + π5) g1
(4,6,9) 1,3 π6 1 + π8 + π10 1 + π5 π10(1 + π2 + π4 + π5 + π7) g1
(4,6,9) 1,5 π6 1 + π10 1 + π4 + π5 π10(1 + π2 + π4 + π5 + π6) g1
(4,6,9) 1,7 π6 1 + π8 + π10 1 + π5 π10(1 + π2 + π4 + π5 + π6 + π7) g1
(4,6,9) 3,1 π6 1 + π10 1 + π4 + π5 π10(1 + π2 + π4 + π5 + π7) g2
(4,6,9) 3,3 π6 1 + π8 + π10 1 + π5 π10(1 + π2 + π4 + π5 + π6) g2
(4,6,9) 3,5 π6 1 + π10 1 + π4 + π5 π10(1 + π2 + π4 + π5 + π6 + π7) g2
(4,6,9) 3,7 π6 1 + π8 + π10 1 + π5 π10(1 + π2 + π4 + π5) g2
Field c˜6 (mod 8) E
g1 1,3,5,7 E2,E3,E1,E4, respectively
g2 1,3,5,7 E1,E3,E2,E4, respectively
Table 13. Description of F , E and (u, r, s, t) in case Dd.
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Case De c˜4 (mod 4) u r s t Field
(5, n = 9,9) 1 π6 π8 + π6 + π4 π4 + π3 + π2 π10(π7 + π4 + π3 + π + 1) g3
(5, n = 9,9) 3 π6 π10 + π6 + π4 π5 + π3 + π2 π10(π7 + π6 + π5 + π4 + π2 + π + 1) g3
(5, n ≥ 10,9) 1 π6 π8 + π6 + π4 π4 + π3 + π2 π10(π6 + π4 + π3 + π + 1) g3
(5, n ≥ 10,9) 3 π6 π10 + π6 + π4 π5 + π3 + π2 π10(π5 + π4 + π2 + π + 1) g3
Field n ≥ 9, c˜4 (mod 16) E
g3 n = 9, c˜4 ≡ 1,11 or n ≥ 10, c˜4 ≡ 9,11 E1
g3 n = 9, c˜4 ≡ 3,9 or n ≥ 10, c˜4 ≡ 1,3 E2
Table 14. Description of F , E and (u, r, s, t) in case De.
Case Df c˜4 (mod 4) u r s t Field
(7, n = 12,15) 1 π10 π18 + π14 + π12 π9 + π7 + π6 π22(π6 + π2 + π + 1) g3
(7, n = 12,15) 3 π10 π16 + π14 + π12 π8 + π7 + π6 π22(π7 + π6 + π5 + π3 + π + 1) g3
(7, n ≥ 13,15) 1 π10 π18 + π14 + π12 π9 + π7 + π6 π22(π7 + π2 + π + 1) g3
(7, n ≥ 13,15) 3 π10 π16 + π14 + π12 π8 + π7 + π6 π22(π5 + π3 + π + 1) g3
Field n ≥ 12, c˜4 (mod 16) E
g3 n = 12, c˜4 ≡ 5,15 or n ≥ 13, c˜4 ≡ 13,15 E1
g3 n = 12, c˜4 ≡ 7,13 or n ≥ 13, c˜4 ≡ 5,7 E2
Table 15. Description of F , E and (u, r, s, t) in case Df .
Case Ga c˜6 (mod 9) u r Field E
(n ≥ 3,3,3) 1 π3 2π4 + 2 h2 E0
(n ≥ 3,3,3) 2 π3 2π4 + 1 h2 E0
(n ≥ 3,3,3) 7 π3 π4 + 2 h2 E0
(n ≥ 3,3,3) 8 π3 π4 + 1 h2 E0
(n = 2,3,3) 1 π3 2π5 + π4 + 2 h1 E2
(n = 2,3,3) 4 π3 π5 + 2π4 + 2 h1 E1
(n = 2,3,3) 5 π3 2π5 + π4 + 1 h1 E2
(n = 2,3,3) 8 π3 π5 + 2π4 + 1 h1 E1
Table 16. Description of F , E and (u, r) in case Ga.
Case Gb c˜6 (mod 9) u r Field E
(n ≥ 5,6,9) 1 π9 π12 h2 E3
(n ≥ 5,6,9) 2 π9 π12(2π4 + 2) h2 E3
(n ≥ 5,6,9) 7 π9 π12(π4 + 1) h2 E3
(n ≥ 5,6,9) 8 π9 2π12 h2 E3
(n = 4,6,9) 1 π9 π12(2π3 + 1) h1 E2
(n = 4,6,9) 4 π9 π12(π5 + 2π4 + 2π3 + 1) h1 E0
(n = 4,6,9) 5 π9 π12(2π5 + π4 + π3 + 2) h1 E0
(n = 4,6,9) 8 π9 π12(π3 + 2) h1 E1
Table 17. Description of F , E and (u, r) in case Gb.
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Case Dc ∆˜m, c˜6 (mod 3) u r Field E
(2,4,3) 1,1 π3 π4(2π + 1) h1 E2
(2,4,3) 1,2 π3 π4(π + 2) h1 E1
(2,4,3) 2,1 π3 π4 h2 E3
(2,4,3) 2,2 π3 2π4 h2 E3
Table 18. Description of F , E and (u, r) in case Gc.
Case Gd ∆˜m, c˜6 (mod 3) u r Field E
(2,3,5) 1,1 π5 2π9 + 2π8 + 2 h1 E1
(2,3,5) 1,2 π5 π9 + π8 + 1 h1 E2
(2,3,5) 2,1 π5 π8 + 2 h2 E3
(2,3,5) 2,2 π5 2π8 + 1 h2 E3
Table 19. Description of F , E and (u, r) in case Gd.
Case Ge ∆˜m, c˜6 (mod 3) u r Field E
(4,7,9) 1,1 π9 π16(π + 2) h1 E1
(4,7,9) 1,2 π9 π16(2π + 1) h1 E2
(4,7,9) 2,1 π9 2π16 h2 E3
(4,7,9) 2,2 π9 π16 h2 E3
Table 20. Description of F , E and (u, r) in case Ge
Case Gf ∆˜m, c˜6 (mod 3) u r Field E
(4,6,11) 1,1 π11 π12(π8 + π7 + π6 + 2π5 + π4 + 2π3 + 1) h1 E1
(4,6,11) 1,2 π11 π12(2π8 + 2π7 + 2π6 + π5 + 2π4 + π3 + 2) h1 E2
(4,6,11) 2,1 π11 π12(2π4 + 1) h2 E3
(4,6,11) 2,2 π11 π12(π4 + 2) h2 E3
Table 21. Description of F , E and (u, r) in case Gf .
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Case Gg ∆˜ (mod 9), c˜6 (mod 3) u r Field E
(n ≥ 4,4,5) 8,1 π5 π4(2π5 + 2π3 + π + 2) h3 E0
(n ≥ 4,4,5) 8,2 π5 π4(π5 + π3 + 2π + 1) h3 E0
(n ≥ 4,4,5) 5,1 π5 π4(π4 + π2 + 2) h4 E0
(n ≥ 4,4,5) 5,2 π5 π4(2π4 + 2π2 + 1) h4 E0
(n ≥ 4,4,5) 2,1 π5 π4(2π5 + 2π4 + π3 + 2π + 2) h5 E0
(n ≥ 4,4,5) 2,2 π5 π4(π5 + π4 + 2π3 + π + 1) h5 E0
Case Gg ∆˜ (mod 9), c˜4 (mod 3) c˜6 (mod 9) u r Field E
(n = 3,4,5) 2,2 or 5,1 2 π5 π4(2π4 + π3 + 2π + 1) h3 E2
(n = 3,4,5) 2,2 or 5,1 4 π5 π4(π5 + 2π4 + 2π3 + π + 2) h3 E2
(n = 3,4,5) 2,2 or 5,1 5 π5 π4(2π5 + π4 + π3 + 2π + 1) h3 E1
(n = 3,4,5) 2,2 or 5,1 7 π5 π4(π4 + 2π3 + π + 2) h3 E1
(n = 3,4,5) 2,1 or 8,2 1 π5 π4(π2 + 2) h4 E2
(n = 3,4,5) 2,1 or 8,2 4 π5 π4(2π4 + π2 + 2) h4 E1
(n = 3,4,5) 2,1 or 8,2 5 π5 π4(π4 + 2π2 + 1) h4 E2
(n = 3,4,5) 2,1 or 8,2 8 π5 π4(2π2 + 1) h4 E1
(n = 3,4,5) 5,2 or 8,1 1 π5 π4(π5 + π3 + 2π + 2) h5 E1
(n = 3,4,5) 5,2 or 8,1 2 π5 π4(2π4 + 2π3 + π + 1) h5 E1
(n = 3,4,5) 5,2 or 8,1 7 π5 π4(π4 + π3 + 2π + 2) h5 E2
(n = 3,4,5) 5,2 or 8,1 8 π5 π4(2π5 + 2π3 + π + 1) h5 E2
Table 22. Description of F , E and (u, r) in case Gg.
Case Gh ∆˜ (mod 9), c˜6 (mod 3) u r Field E
(n ≥ 4,5,7) 5,1 π7 π8(π5 + 2π4 + π3 + 2π2 + 2π + 2) h3 E1
(n ≥ 4,5,7) 5,2 π7 π8(2π5 + π4 + 2π3 + π2 + π + 1) h3 E2
(n ≥ 4,5,7) 8,1 π7 π8(π4 + 2π2 + 2) h4 E1
(n ≥ 4,5,7) 8,2 π7 π8(2π4 + π2 + 1) h4 E2
(n ≥ 4,5,7) 2,1 π7 π8(2π5 + 2π3 + 2π2 + π + 2) h5 E0
(n ≥ 4,5,7) 2,2 π7 π8(π5 + π3 + π2 + 2π + 1) h5 E0
Table 23. Description of F , E and (u, r) in case Gh.
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Case Gi ∆˜ (mod 9), c˜6 (mod 3) u r Field E
(n ≥ 6,7,11) 8,1 π11 π16(2π5 + 2π4 + π + 2) h3 E1
(n ≥ 6,7,11) 8,2 π11 π16(π5 + π4 + 2π + 1) h3 E2
(n ≥ 6,7,11) 5,1 π11 π16(π4 + π2 + 2) h4 E1
(n ≥ 6,7,11) 5,2 π11 π16(2π4 + 2π2 + 1) h4 E2
(n ≥ 6,7,11) 2,1 π11 π16(2π5 + π4 + 2π + 2) h5 E1
(n ≥ 6,7,11) 2,2 π11 π16(π5 + 2π4 + π + 1) h5 E2
Case Gi ∆˜ (mod 9), c˜4 (mod 3) c˜6 (mod 9) u r Field E
(n = 5,7,11) 2,2 or 5,1 2 π11 π16(2π + 1) h3 E1
(n = 5,7,11) 2,2 or 5,1 4 π11 π16(π5 + π4 + π + 2) h3 E0
(n = 5,7,11) 2,2 or 5,1 5 π11 π16(2π5 + 2π4 + 2π + 1) h3 E0
(n = 5,7,11) 2,2 or 5,1 7 π11 π16(π + 2) h3 E2
(n = 5,7,11) 2,1 or 8,2 1 π11 π16(π2 + 2) h4 E0
(n = 5,7,11) 2,1 or 8,2 4 π11 π16(2π4 + π2 + 2) h4 E2
(n = 5,7,11) 2,1 or 8,2 5 π11 π16(π4 + 2π2 + 1) h4 E1
(n = 5,7,11) 2,1 or 8,2 8 π11 π16(2π2 + 1) h4 E0
(n = 5,7,11) 5,2 or 8,1 1 π11 π16(π5 + 2π4 + 2π + 2) h5 E2
(n = 5,7,11) 5,2 or 8,1 2 π11 π16(π + 1) h5 E0
(n = 5,7,11) 5,2 or 8,1 7 π11 π16(2π + 2) h5 E0
(n = 5,7,11) 5,2 or 8,1 8 π11 π16(2π5 + π4 + π + 1) h5 E1
Table 24. Description of F , E and (u, r) in case Gi.
Case Gj ∆˜ (mod 9), c˜6 (mod 3) u r Field E
(n ≥ 6,8,13) 5,1 π13 π20(2π5 + 2π3 + 2π2 + 2π + 2) h3 E0
(n ≥ 6,8,13) 5,2 π13 π20(π5 + π3 + π2 + π + 1) h3 E0
(n ≥ 6,8,13) 8,1 π13 π20(π4 + 2π2 + 2) h4 E2
(n ≥ 6,8,13) 8,2 π13 π20(2π4 + π2 + 1) h4 E1
(n ≥ 6,8,13) 2,1 π13 π20(π5 + π4 + π3 + 2π2 + π + 2) h5 E2
(n ≥ 6,8,13) 2,2 π13 π20(2π5 + 2π4 + 2π3 + π2 + 2π + 1) h5 E1
Table 25. Description of F , E and (u, r) in case Gj .
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Part VI. Proof of the criteria
We will now use the previous results to prove some of our main criteria, more precisely,
Theorems 1, 4, 5 and 6. Let us first we recall some useful facts and notation.
Let E/Qℓ an elliptic curve with potentially good reduction. Let F ⊂ Qℓ be a field where
E/F has good reduction. Write πF for an uniformizer in F and FrobF ∈ GF = Gal(Qℓ/F ) for
a Frobenius element. Write E for the residue elliptic curve obtained by reduction mod πF
of a model of E/F with good reduction. We write ϕ ∶ (E/F )[p] → E[p] for the reduction
morphism, which is a symplectic isomorphism of GF -modules.
Let Aut(E) denote the group of Fℓ-automorphisms of E. Let L = Qunℓ (E[p]) and Φ =
Gal(L/Qunℓ ). The action of Φ on L induces an injective morphism γE ∶ Φ → Aut(E) satisfying,
for all σ ∈ Φ, the relation
(18.1) ϕ ○ ρE,p(σ) = ψ(γE(σ)) ○ϕ,
where ψ ∶ Aut(E)→ GL(E[p]) for the natural injective morphism.
Let E/Qℓ and E′/Qℓ denote elliptic curves with isomorphic p-torsion modules. Assume
further they have potentially good reduction with semistability defect e = e′ ∈ {3,4}. In
particular, they have the same p-torsion field K and we let the generators σ, τ ∈ Gal(K/Qℓ)
and the fields F , K2 = F ∩K be given by Proposition 7 applied to either E or E′.
Write τ¯ the Frobenius element in Gal(Fℓ/Fℓ). Recall that τ ∈ Gal(K/K2) acts on the residue
field of K as τ¯ ; there is a natural identification of σ with an element σ ∈ Φ ≃ Gal(Kun/K).
19. Proof of Theorem 1
Here we are in the case of tame reduction with e = e′ = 3, hence F = Qℓ(ℓ1/3) is totally
ramified and non-Galois since ℓ ≡ 2 (mod 3). We will need the following key lemma.
Lemma 18. Let ℓ ≡ 2 (mod 3) be a prime. Suppose E/Qℓ, E′/Qℓ satisfy e = e′ = 3 and both
have a 3-torsion point over Qℓ. Suppose that E[p] and E′[p] are isomorphic GQℓ-modules.
Set s = 1 if υℓ(∆m) ≡ υℓ(∆′m) (mod 3) and s = −1 otherwise.
Then, we can choose symplectic bases of E[p] and E′[p] such that the following holds
N = N ′ and As = A′,
where A, A′, N and N ′ are the matrices representing ρE,p(σ), ρE′,p(σ), ρE,p(τ) and ρE′,p(τ)
in the fixed bases.
Proof. It follows from Lemma 9 we can choose minimal models for E, E′ over F reducing
to E ∶ Y 2 + Y = X3. Moreover, γE(σ)s = γE′(σ) in Aut(E) with s = 1 if υℓ(∆m) ≡ υℓ(∆′m)(mod 3) and s = −1 otherwise. Thus ψ(γE(σ))s = ψ(γE′(σ)).
Write ρ for the representation giving the action of Gal(Fℓ/Fℓ) on E[p]. The reduction
morphisms ϕ ∶ (E/F )[p]→ E[p] and ϕ′ ∶ (E′/F )[p]→ E[p] satisfy ϕ○ρE,p(FrobF ) = ρ(τ¯)○ϕ
and ϕ′ ○ ρE′,p(FrobF ) = ρ(τ¯) ○ ϕ′.
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From Lemma 5 part (i) we have F ⊂K, hence we can further assume τ acts on K as FrobF
to conclude that ϕ ○ ρE,p(τ) = ρ(τ¯) ○ ϕ and ϕ′ ○ ρE′,p(τ) = ρ(τ¯) ○ ϕ′.
Fix a symplectic basis for E[p]. Let N¯ be the matrix representing ρ(τ¯) in that basis. Lift
the fixed basis to basis of E[p] and E′[p] via the reduction morphisms. The lifted basis
are symplectic and in these basis the matrix representing ϕ and ϕ′ are the identity. Thus
N = N ′ = N¯ . Finally, it follows from ψ(γE(σ))s = ψ(γE′(σ)) and (18.1) that A′ = As in the
same fixed bases, as desired. 
Proof of Theorem 1 Since ℓ ≡ 2 (mod 3), it follows from Corollary 3 that ρE,p has non-
abelian image, hence Corollary 1 implies the last statement.
Let φ ∶ E[p]→ E′[p] be an isomorphism of GQℓ-modules.
We first make the following simplifications related to the definition of t. The representation
ρE,3 has image of order 6 and is conjugate to exactly one of
(1 ∗
0 χ3
) or (χ3 ∗
0 1
)
respectively if E has a 3-torsion point over Qℓ or not (see also Proposition 8). The same
holds for E′. If both E and E′ are in the second case the quadratic twist by χ3 will change
both to the first case. Taking quadratic twists does not affect the conclusion about the
symplectic type of φ. Thus we can assume that either both curves have a 3-torsion point
over Qℓ or only one of them does.
We define s = 1 if r = 0 and s = −1 if r = 1.
We now divide the proof in two natural cases.
Case I: Suppose t = 0; hence both curves have a 3-torsion point over Qℓ.
Fix symplectic basis for E[p] and E′[p] given by Lemma 18. Let also A, A′, N , N ′ be as in
Lemma 18. Write Θ for the matrix representing φ in the fixed bases. From the relations in
Proposition 7 part (i) and the fact that φ commutes with the action of σ and τ we can write
NAN−1 = A−1, As = ΘAΘ−1, N = ΘNΘ−1, A3 = 1.
Recall also that detA = 1 and detN = χp(Frobℓ) = ℓ (mod p).
Suppose p ≥ 5 and write G = GL2(Fp). It follows from Proposition 1 that the centralizer
CG(A) is a Cartan subgroup C. We have that N /∈ C but N is in the normalizer NG(C).
From Proposition 7 we know that Gal(K/Qℓ) has order coprime to p, hence N has order
coprime to p and the centralizer CG(N), again by Proposition 7, is a Cartan subgroup C ′
different from C.
Set V = Θ if s = 1 or V = N−1Θ if s = −1. It is easy to check that V ∈ C and also V ∈ C ′.
Since C ≠ C ′ the intersection C ∩C ′ are scalar matrices. Thus detV is a square mod p.
Suppose s = 1. Then detV = detΘ is a square mod p, hence E[p] and E′[p] are symplectically
isomorphic.
Suppose s = −1. Then detV = detN−1 detΘ is a square mod p. Therefore detΘ is a square
if and only if detN is a square, that is if and only if (ℓ/p) = 1.
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So far we have proved the following statements for all p ≥ 5:
(1) if t = 0 and s = 1 then E[p] and E′[p] are symplectically isomorphic;
(2) if t = 0 and s = −1 then E[p] and E′[p] are symplectically isomorphic if and only if(ℓ/p) = 1.
Suppose now p = 3 and write G = GL2(F3). Then C = CG(A) = ⟨−A⟩ ⊂ SL2(F3). Define
V as before, hence V ∈ C. If s = 1 then detV = detΘ = 1 is a square. If s = −1 then
1 = detV = detN−1 detΘ, hence detΘ = detN = (3/p).
This proves (1) and (2) also for p = 3.
Case II: Suppose t = 1. Since the matrix groups above are not conjugate the 3-torsion
modules are not isomorphic in this case. Thus p ≥ 5.
We can assume E′ does not have a 3-torsion point over Qℓ. Since ρE′,3 is reducible there
is a 3-isogeny h ∶ E′ → E′′, inducing an isomorphism φh ∶ E′[p] → E′′[p]. Moreover, the
composition φh ○ φ ∶ E[p]→ E′′[p] is a GQℓ-modules isomorphism which is symplectic if and
only if (3/p) = 1.
The curve E′′ has a 3-torsion point over Qℓ and υ(∆′m) = υ(∆′′m) (see [13, Table 1]). We can
now apply case (1) or (2) with E and E′′ to decide the symplectic type of φh○φ. Finally, note
that if φ is symplectic the composition φh ○ φ is symplectic if and only if φh is symplectic; if
φ is anti-symplectic the composition φh ○φ is symplectic if and only if φh is anti-symplectic.
By now we have also established the following statements for all p ≥ 5:
(3) if t = 1 and s = 1 then E[p] and E′[p] are symplectically isomorphic if and only if(3/p) = 1;
(4) if t = 1 and s = −1 then E[p] and E′[p] are symplectically isomorphic if and only if(3/p)(ℓ/p) = 1;
Recall that s = 1 if r = 0 and s = −1 if r = 1. To finish the proof we note that the statements(1), (2), (3) and (4) can be summarized has
E[p] and E′[p] are symplectically isomorphic ⇔ ( ℓ
p
)r (3
p
)t = 1,
as desired.
20. Proof of Theorem 3
Let F = Qℓ(ℓ1/3). Since ℓ ≡ 1 (mod 3), the field F is a tame totally ramified cyclic extension
of Qℓ of degree 3. From [27] it follows that the Kodaira type of E is IV or IV* and a
direct application of part (3) of [12, Theorem 3] implies that E/F has good reduction. Now,
Corollary 3 implies that the 3-torsion field of E is abelian, so the image ρE,3(GQℓ) ⊂ GL2(F3)
is abelian of order multiple of e = 3. There are only two abelian subgroups of GL2(F3) with
order multiple of 3. These are, up to conjugation, the order 3 subgroup generated by ( 1 10 1 )
and the order 6 subgroup generated by ( 2 10 2 ).
From Lemma 3, we know that all the matrices in the centralizer of ρE,3(GQℓ) have square
determinant. The last statement now follows from Lemma 1 since ρE,3 ≃ ρE′,3. Moreover, all
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the above also holds for E′. In particular, both E and E′ have good reduction over L = Qunℓ F
the unique cubic tame extension of Qunℓ . Let σ ∈ Gal(L/Qunℓ ) be as defined in Section 12.
Let s = 1 if υℓ(∆m) ≡ υℓ(∆′m) (mod 3) and s = −1 otherwise. Write A = ( 1 10 1 ). We claim
that, after replacing σ by σ2 if necessary, we can choose symplectic bases of E[3] and E′[3]
such that ρE,3(σ) = A and ρE′,3(σ) = As.
In such bases, we have ρE,3(Iℓ) = ρE′,3(Iℓ) = ⟨A⟩, hence ρE,3 =MρE′,3M−1 for some M in the
normalizer NGL2(F3)(⟨A⟩). From Lemma 1, E[3] and E′[3] are symplectically isomorphic if
and only if detM = 1. The elements in NGL2(F3)(⟨A⟩) of determinant 1 are precisely those
commuting with A, then detM = 1 if and only if s = 1. The result follows.
We will now prove the claim. From the discussion in the first paragraph, we know that ρE,3 is
reducible and, taking an unramified (since e = 3) quadratic twist if necessary, we can assume
ρE,3 ∼ ( 1 ∗0 1 ) and ρE,3(GQℓ) = ρE,3(GIℓ). Clearly, ρE,3 ≃ ρE′,3 implies the same is true for E′.
We conclude that both E and E′ have a 3-torsion point defined over Qℓ.
Now, arguing as in the proof of Lemma 18 (ignoring the arguments regarding τ), where we
replace F by L, Lemma 9 by Lemma 10 and σ by σ2 if necessary, the claim follows.
21. Proof of Theorem 4
The hypothesis ∆˜ ≡ 2 (mod 3) and Proposition 5 means that K is non-abelian and since E
and E′ have the same p-torsion field from the same proposition we conclude ∆˜′ ≡ 2 (mod 3);
moreover, from Corollary 1 the last statement follows.
Set s = 1 if r = 0 and s = −1 if r = 1. From Lemma 12, possibly after replacing σ by σ2,
it follows that γE(σ) = γE′(σ)s. Now, arguing as in the proof of Lemma 18 but replacing
Lemma 9 by Lemma 12 (and noting that the hypothesis on the existence of a 3-torsion point
is not needed for the latter) we can choose symplectic bases of E[p] and E′[p] such that
N = N ′ and As = A′,
where A, A′, N and N ′ are the matrices representing ρE,p(σ), ρE′,p(σ), ρE,p(τ) and ρE′,p(τ).
Finally, arguing as in the case t = 0 and p ≥ 5 of the proof of Theorem 1 we conclude that
E[p] and E′[p] are symplectically isomorphic ⇔ ( ℓ
p
)r = 1
and the result follows since ℓ = 3.
22. Proof of Theorem 5
Here we are in the case of tame reduction with e = e′ = 4, hence F = Qℓ(ℓ1/4) = Qℓ(π) is
totally ramified and non-Galois since ℓ ≡ 3 (mod 4). Again we will need the following key
lemma.
Lemma 19. Let ℓ ≡ 3 (mod 4) be a prime. Suppose E/Qℓ, E′/Qℓ satisfy e = e′ = 4 and both
have full 2-torsion over F . Suppose that E[p] and E′[p] are isomorphic GQℓ-modules.
Set s = 1 if υℓ(∆m) ≡ υℓ(∆′m) (mod 4) and s = −1 otherwise.
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Then, we can choose symplectic bases of E[p] and E′[p] such that the following holds
N = N ′ and As = A′,
where A, A′, N and N ′ are the matrices representing ρE,p(σ), ρE′,p(σ), ρE,p(τ) and ρE′,p(τ)
in the fixed bases.
Proof. Recall that σ generates Φ = Gal(L/Qunℓ ). From Lemma 15 part (A) applied to E and
E′ we conclude that there are models for E and E′ over F (hence also over L) with good
reduction whose reduction mod (π) gives the curve E ∶ Y 2 =X3 −X. Furthermore,
γE(σ)s = γE′(σ) in Aut(E),
with s = 1 if υℓ(∆m) ≡ υℓ(∆′m) (mod 4) and s = −1 otherwise. Thus ψ(γE(σ))s = ψ(γE′(σ)).
Note in this setting we can have (i) F ∩K = F or (ii) F ∩K =K2.
In case (i) the result follows exactly as in the proof of Lemma 18.
Suppose we are in case (ii). Then the action of FrobF on K differs from that of τ . Indeed,
the element τ˜ = σ2 ⋅ FrobF ∈ Gal(Qℓ/K ∩ F ) acts (modulo ker ρE,p = ker ρE′,p) as τ on K.
Write ρ for the representation giving the action of Gal(Fℓ/Fℓ) on E[p]. The reduction
morphisms ϕ ∶ (E/F )[p]→ E[p] and ϕ′ ∶ (E′/F )[p]→ E[p] satisfy ϕ○ρE/F,p(FrobF ) = ρ(τ¯)○ϕ
and ϕ′ ○ ρE′/F,p(FrobF ) = ρ(τ¯) ○ ϕ′.
Fix a symplectic basis for E[p]. Let N¯ be the matrix representing ρ(τ¯) in that basis. Lift
the fixed basis to bases of (E/F )[p] and (E′/F )[p] via the reduction morphisms. The lifted
basis are symplectic and in these basis the matrix representing ϕ and ϕ′ are the identity.
Thus ρE/F,p(FrobF ) = ρE′/F,p(FrobF ) = N¯ . Since E and E′ are originally defined over Qℓ with
a linear coordinate change (defined over F ) we transform the fixed bases of (E/F )[p] and(E′/F )[p] into symplectic bases of E[p] and E′[p]. With respect to these bases, the matrix
representations satisfy
ρE,p(FrobF ) = ρE/F,p(FrobF ) = N¯ = ρE′/F,p(FrobF ) = ρE′,p(FrobF ).
Also, it follows from ψ(γE(σ))s = ψ(γE′(σ)) and (18.1) that A′ = As in the same bases.
Finally, observe that A2 = −I and compute
N = ρE,p(τ) = ρE,p(τ˜) = A2N¯ = −N¯
and
N ′ = ρE′,p(τ) = ρE′,p(τ˜) = A2sN¯ = (−I)sN¯ = −N¯
to conclude (since s = ±1) that N = N ′, as desired. 
Proof of Theorem 5 From Lemma 14 we see that the condition of exactly one of ∆˜, ∆˜′
being a square mod ℓ is equivalent to exactly one of E, E′ having full 2-torsion over F .
Let φ ∶ E[p]→ E′[p] be a GQℓ-modules isomorphism.
Suppose that t = 0 because both E and E′ do not have full 2-torsion over F then by part (B)
of Lemma 15 we can interchange E and E′ respectively by 2-isogenous curves W and W ′.
The curves W and W ′ satisfy the following.
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● both W and W ′ have full 2-torsion over F ;
● υℓ(∆m(E)) = υℓ(∆m(W )) and υℓ(∆m(E′)) = υℓ(∆m(W ′));
● there is a GQℓ-modules isomorphism φW ∶ W [p] → W ′[p] which is symplectic if and
only if φ is symplectic.
Therefore, when t = 0 we can assume that both E and E′ have full 2-torsion over F .
We define s = 1 if r = 0 and s = −1 if r = 1.
We now divide the proof in two natural cases.
Case I: Suppose t = 0. Proceeding exactly as in the case t = 0, p ≥ 5 of the proof of
Theorem 1, where we replace Lemma 18 by Lemma 19, it follows that:
(1) if t = 0 and s = 1 then E[p] and E′[p] are symplectically isomorphic;
(2) if t = 0 and s = −1 then E[p] and E′[p] are symplectically isomorphic if and only if(ℓ/p) = 1.
Case II: Suppose t = 1.
We can assume that E′ does not have full 2-torsion over F . From part (B) of Lemma 15
there is a 2-isogeny h ∶ E′ → E′′ where E′′/Qℓ satisfy
● E′′ has full 2-torsion over F ;
● υℓ(∆m(E′)) = υℓ(∆m(E′′));
● there is a GQℓ-modules isomorphism φh ∶ E
′[p] → E′′[p] which is symplectic if and
only if (2/p) = 1.
The composition φh ○φ ∶ E[p]→ E′′[p] is a GQℓ-modules isomorphism and we can now apply
case (1) or (2) with E and E′′ to decide the symplectic type of φh ○ φ. Finally, note that
when φ is symplectic the composition φh ○φ is symplectic if and only if φh is symplectic, that
is (2/p) = 1; when φ is anti-symplectic the composition φh ○ φ is symplectic if and only if φh
is anti-symplectic, i.e. (2/p) = −1.
We have now also established the following statements for all p ≥ 5:
(3) if t = 1 and s = 1 then E[p] and E′[p] are symplectically isomorphic if and only if(2/p) = 1;
(4) if t = 1 and s = −1 then E[p] and E′[p] are symplectically isomorphic if and only if(2/p)(ℓ/p) = 1;
Recall that s = 1 if r = 0 and s = −1 if r = 1. To finish the proof we note that the statements(1), (2), (3) and (4) can be summarized has
E[p] and E′[p] are symplectically isomorphic ⇔ ( ℓ
p
)r (2
p
)t = 1
as desired.
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23. Proof of Theorem 6
The hypothesis c˜4 ≡ 5∆m (mod 8) and Proposition 6 mean that K is non-abelian and since
E and E′ have the same p-torsion field the same proposition implies c˜′
4
≡ 5∆′m (mod 8);
moreover, from Corollary 1 the last statement follows.
Both E and E′ have good reduction over L = Qun
2
K = Qun
2
F , where F is defined by one
of the polynomials in Theorem 15 part (2). Taking quadratic twists does not affect the
existence and the symplectic type of a p-torsion isomorphism so, if necessary, we can (still
Theorem 15) twist both curves by -1 and assume that F = F1 is defined by the polynomial f1.
Now, replacing σ by σ3 if necessary, we can also assume that σ ∈ Gal(K/Kun) lifts to the
generator σ ∈ Gal(L/Qun
2
) given by Lemma 17.
Set s = 1 if r = 0 and s = −1 if r = 1. Observe that c˜6 ≡ ±1 (mod 4) and the value of
α1 = α1(E) in (15.4) is α1 = 0 if c˜6 ≡ 1 (mod 4) and α1 = 1 if c˜6 ≡ −1 (mod 4), respectively.
The same relation is true between α1(E′) and c˜′6. Thus, from Lemma 17 applied to both E
and E′ we conclude that in Aut(E) we have γE(σ)s = γE′(σ).
Now it follows as in the proof of Lemma 19 (noting that the hypothesis of E and E′ have
full 2-torsion over F is not used here) that we can choose symplectic basis of E[p] and E′[p]
such that
N = N ′ and As = A′,
where A, A′, N and N ′ are the matrices representing ρE,p(σ), ρE′,p(σ), ρE,p(τ) and ρE′,p(τ).
Moreover, the same arguments as in the case t = 0, p ≥ 5 of the proof of Theorem 5, with the
extra condition ℓ = 2, lead to the conclusion
E[p] and E′[p] are symplectically isomorphic ⇔ (2
p
)r = 1.
Since the order of A is 4, hence not divisible by 3, the same arguments and the above formula
also hold for p = 3, concluding the proof.
24. Proof of Theorems 9 and 11
We will only prove here Theorem 9 because the proof of Theorem 11 follows by the analogous
arguments over Q3 with Theorem 17 replacing Theorem 16.
Let E, E′ and p be as in the statement of Theorem 9. Since E[p] and E′[p] are isomorphic
I2-modules and e = 8 we have that E and E′ have the same conductor equal to 2k with
k = 5,6 or 8; moreover, it follows from part (5) of [9, Theorem 8.1] that when k = 6, twisting
both curves by d = 2 reduces to k = 5, proving the first statement (without using (2/p) = −1).
To prove (A) and (B) we will first show that we only have to compare finitely many pairs
of curves (E,E′) and then, with the help of a computer, effectively comparing a set of
representatives for those pairs.
For i = 1,2,3,4, we write Fi for the field defined by the polynomial gi in cases (3) and (4) of
Theorem 15. From tables 10, 11 and 12 we see that, in the cases Da, Db, Dc of Table 4, to
describe Fi, E and the change of coordinates it is enough to know the triple of valuations(υ(c4), υ(c6), υ(∆m)) and c˜4, c˜6 (mod 16). For case Dd we are required to know ∆˜ (mod 4),
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so it is convenient to translate the conditions ∆˜ ≡ 1,3 (mod 4) into congruence conditions
on c˜4 and c˜6. Indeed, let E be an elliptic curve satisfying case Dd in Table 4, we have
c24 − c
3
6 = 12
3∆m ⇔ c˜
2
4 − c˜
3
6 = 2
333∆˜,
hence c˜2
4
− c˜3
6
≡ 8 (mod 16). Running through all the values for c˜4, c˜6 (mod 25) such that
c˜4 ≡ c˜6 ≡ 1 (mod 2), c˜24 − c˜36 ≡ 8 (mod 16), c˜24 − c˜36
8
≡ 33∆˜ (mod 4)
we find that
∆˜ ≡ 1 (mod 4) ⇔
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
c˜4 ≡ 1 (mod 32), c˜6 ≡ 3,13,19,29 (mod 32),
c˜4 ≡ 9 (mod 32), c˜6 ≡ 1,15,17,31 (mod 32),
c˜4 ≡ 17 (mod 32), c˜6 ≡ 5,11,21,27 (mod 32),
c˜4 ≡ 25 (mod 32), c˜6 ≡ 7,9,23,25 (mod 32),
and
∆˜ ≡ 3 (mod 4) ⇔
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
c˜4 ≡ 1 (mod 32), c˜6 ≡ 5,11,21,27 (mod 32),
c˜4 ≡ 9 (mod 32), c˜6 ≡ 7,9,23,25 (mod 32),
c˜4 ≡ 17 (mod 32), c˜6 ≡ 3,13,19,29 (mod 32),
c˜4 ≡ 25 (mod 32), c˜6 ≡ 1,15,17,31 (mod 32).
Let now E and E′ be as in part (A) of the theorem. In particular, the inertial field of E
and E′ is L = Qun
2
F , where F = F1 or F = F2 is determined by Table 6.
From Theorem 8 and the paragraph after it, we know that, for all p such that (2/p) = −1,
we have E[p] and E′[p] symplectically isomorphic I2-modules if and only if the same holds
for E[3] and E′[3]. To compute the image of γE ∶ Gal(L/Qun2 ) → Aut(E) ↪ GL(E[3]) it
is enough to know (see Section 11) the Galois action on L/Qun
2
and a change of coordinates
leading to a minimal model of E/L with good reduction and residual curve E; this is provided
by Theorem 16. Moreover, this already determines ρE,3∣I2 since the action of inertia is given
via γE; the same holds for E′. Furthermore, we also know that E[3] and E′[3] cannot be
both symplectically and anti-symplectically isomorphic, so it is enough to compare them for
one choice of I2-modules isomorphism φ.
From the discussion above it follows that, to determine the symplectic type of φ, fixed the
valuations of (c4, c6,∆m) and (c′4, c′6,∆′m) (note that E′ does not have to be in the same case
of Table 4 as E), we can replace E, E′ by curves E0, E′0 with the same triple of valuations
and satisfying
c˜4 ≡ c˜4(E0), c˜′4 ≡ c˜4(E′0) (mod 32), c˜6 ≡ c˜6(E0), c˜′6 ≡ c˜6(E′0) (mod 32),
hence, in particular, we only need to compute with a finite amount of curves. Note that if
neither E or E′ is in case Dd we can instead use a congruence mod 16 giving less cases.
Note that, in cases Da and Db, there are infinitely many possible triples of valuations which
depend on n. However, from Table 10, we see that the value of n influences the field Fi and
the curve E in such a way that it suffices to know if n = 7,8 or ≥ 9; similarly, from Table 11
we only need to know if n = 10,11 or ≥ 12. So, fixed the field Fi of good reduction, if at
least one of E or E′ is in case (a) or (b) we can further choose E0 or E′0 (or both) with the
61
minimal relevant values of n. Since there are only the two possibilities for the inertial field
we are reduced to a finite amount of comparisons in total.
We finish the proof of part (A) by using Magma to do the following. First we compute E[3]
and E′[3] for a list of representative pairs (E,E′). We note that as GQ2-modules they
are not necessarily isomorphic, however, we know they are isomorphic I2-modules. Thus
fixing symplectic basis for both determines an isomorphism φ as explained above and we can
determine its symplectic type by explicit calculations, giving the desired results.
We now prove (B). Since taking a quadratic twist preserves the symplectic type, from the
last paragraph of Theorem 15, after twisting both curves by 2 if necessary, we can assume
that the inertial field is L = Qun
2
F3. Thus we can use Tables 14 and 15 to determine the
relevant information and the result follows as in case (A).
Part VII. Applications
25. Symplectic variants of a question of Mazur
In this section we apply our main theorems to describe the symplectic type of triples (E,E′, p)
found using Cremona’s database [30]. Indeed, using Magma and [29, Proposition 4] we run
through all the elliptic curves in the database (up to conductor 360000) looking for E and E′
such that ρssE,p ∼ ρ
ss
E′,p for some prime p. When ρE,p is irreducible then ρE,p ∼ ρE′,p and all the
GQ-modules isomorphisms φ ∶ E[p]→ E′[p] have the same symplectic type (since ρE,p(GQ) is
non-abelian). The symplectic type of one such φ is the type of (E,E′, p) which we determine
using one of our criteria; in Theorem 18 we provide a few selected examples.
Theorem 18. Let E, E′ and p be given by one of the lines in Table 26. Then E[p] and
E′[p] are isomorphic as GQ-modules and the symplectic type of (E,E′, p) is given by the sign
in the last column of the table, where ‘+’ denotes symplectic and ‘-’ anti-symplectic.
Before proving this theorem we make the following remarks:
● The examples here are not concerned with the criterion in the case of good reduction,
because this will be illustrated within the Diophantine application in Section 26;
● For many of the examples in Table 26 we include more than one proof, to illustrate the
flexibility of the criteria and that our new theorems are compatible with previously
known criteria (as expected).
● We found many examples for both types of isomorphism for p = 7,11. This was
expected, since such examples can already be found in the work of the first author
for p = 7 and in the work of Fisher [14], [15] for p = 11; nevertheless, our methods
provide alternative proofs, since it avoids computing rational points on the relevant
modular curves X±E(p). Indeed, example (d) is from [15] and (c) is obtained by taking
the quadratic twist by −23 of (12696b1,12696c1,11) which is also due to Fisher [15];
● The existence of pairs of elliptic curves admitting a 13-torsion isomorphism is well
known but, to our knowledge, the symplectic type was never determined for those
examples; in (e) and (f) we determine it for the isomorphism in [8, §3.1, Example 5];
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● For p = 17, it is known that, up to quadratic twist, there is only one pair of curves
admitting a 17-torsion isomorphism (see [2], [3]); we will show it is an anti-symplectic
isomorphism and since all the curves listed in [3] are alone in their isogeny class we
conclude there is no known example of a symplectic 17-torsion isomorphism;
● We are not aware of any p-torsion isomorphism for p ≥ 19;
● We conclude that the constants C± in the introduction satisfy C+ ≥ 13 and C− ≥ 17;
● In examples (a), (e), (f) and (h) no previously known criterion applies, so our new
theorems play an essential rôle.
E ∆m E
′ ∆′m p Type
(a) 2116a1 −28 ⋅ 238 10580a1 28 ⋅ 57 ⋅ 234 7 −
(b) 648a1 −210 ⋅ 34 12312a1 −28 ⋅ 312 ⋅ 197 7 +
(c) 12696e1 −211 ⋅ 33 ⋅ 238 12696f1 −28 ⋅ 35 ⋅ 234 11 +
(d) 4536c1 −211 ⋅ 312 ⋅ 711 648b1 24 ⋅ 34 11 −
(e) 52a2 24 ⋅ 13 988b1 −24 ⋅ 13 ⋅ 1913 13 +
(f) 52a1 −28 ⋅ 132 988b1 −24 ⋅ 13 ⋅ 1913 13 −
(g) 3675k1 −35 ⋅ 52 ⋅ 72 47775cq1 −32 ⋅ 52 ⋅ 72 ⋅ 1317 17 −
(h) 882a1 −23 ⋅ 33 ⋅ 78 441b1 −33 ⋅ 74 3 −
Table 26. Examples of pairs (E,E′, p) and their symplectic types.
Proof. Our Magma computations show that if (E,E′, p) is given by one of the lines in Table 26
then E[p] and E′[p] are isomorphic GQ-module; in particular, for all primes ℓ, they are also
isomorphic GQℓ-modules. In each of the following cases, we will apply symplectic criteria at
convenient primes ℓ to determine the symplectic type.
Case (a). The conductors are NE = 22 ⋅ 232 and NE′ = 22 ⋅ 5 ⋅ 232 and both ℓ = 2,23 satisfy
ℓ ≡ 2 (mod 3). Let ℓ = 2 and write υ = υℓ. We have that
(υ(c4), υ(c6), υ(∆m)) = (4,6,8), (υ(c′4), υ(c′6), υ(∆′m)) = (9,7,8),
c˜6 ≡ −1 (mod 4) and c˜′6 ≡ 1 (mod 4), hence e = e′ = 3 by [27, p. 358].
We have υℓ(∆m) ≡ υℓ(∆′m) (mod 3), hence r = 0. We also have c˜4 ≡ 21 (mod 32), c˜6 ≡ 11(mod 16) and c˜′
6
≡ 1 (mod 8). From Theorem 2 we conclude that E has a 3-torsion point
defined over Q2 and E′ has not, hence t = 1. Since (3/7) = −1 it follows from Theorem 1 that
E[7] and E′[7] are anti-symplectically isomorphic.
Let ℓ = 23 and write υ = υℓ. We compute
υ(∆m) = 8, υ(∆′m) = 4, c˜6 = 1728, c˜′6 = −1372032
and from [27, Proposition 1] we see that e = e′ = 3. We also have υ(∆m) /≡ υ(∆′m) (mod 3)
thus r = 1. Moreover, t = 1 by Theorem 2 because −6c˜6 is not a square in Q23 but −6c˜′6
is. Since (3/7)(23/7) = −1 it follows again from Theorem 1 that E[7] and E′[7] are anti-
symplectically isomorphic, as expected.
Case (b). We will apply Theorem 4. We can easily compute that
(υ3(c4), υ3(c6), υ3(∆m)) = (2,3,4), (υ3(c′4), υ3(c′6), υ3(∆′m)) = (5,8,12)
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and ∆˜ = ∆m/34 = −1024 ≡ 2 (mod 3). We have r = 0 because c˜6 = −448 and c˜′6 = −1703296
satisfy c˜6 ≡ c˜′6 (mod 3). We conclude the 7-torsion isomorphism is symplectic.
Note that E has potentially good reduction at ℓ = 2 with e(E/Q2) = 24; since (2/7) = 1 it
follows from part (1) of Theorem 7 that E[7] and E′[7] are symplectically isomorphic, as
expected.
Case (c). We have NE = NE′ = 23 ⋅ 3 ⋅ 232. We have υ23(∆m) = 4 and υ23(∆′m) = 8, hence
from [27, Proposition 1] we see that e = e′ = 3 and we can apply apply Theorem 1 at ℓ = 23.
Since υ23(∆m) /≡ υ23(∆′m) (mod 3) we have r = 1; from Theorem 2 we compute t = 1 because
c˜6 = 552064 and c˜′6 = −1263022400, hence −6c˜6 is not a square in Q23 and −6c˜
′
6
is. Finally,(3/11) = (23/11) = 1 and we conclude that E[11] and E′[11] are symplectically ismorphic.
Since 5 ⋅ 3−1 ≡ 32 (mod 11) we have υ3(∆′m)/υ3(∆m) is a square mod 11, hence Theorem 13
implies that E[11] and E′[11] are symplectically isomorphic, as expected.
Note that E has potentially good reduction at ℓ = 2 with e(E/Q2) = 24; since (2/11) = −1
and υ2(∆m) ≡ υ2(∆′m) (mod 3) it follows part (2) of Theorem 7 that E[11] and E′[11] are
symplectically isomorphic, as expected.
Case (d). We have NE = 23 ⋅ 34 ⋅ 7 and NE′ = 23 ⋅ 34. Note that E has potentially good
reduction at ℓ = 2 with e(E/Q2) = 24; since (2/11) = −1 and υ2(∆m) /≡ υ2(∆′m) (mod 3) it
follows part (2) of Theorem 7 that E[11] and E′[11] are anti-symplectically isomorphic.
Case (e). We have NE = 22 ⋅ 13, NE′ = 22 ⋅ 13 ⋅ 19 and
(υ2(c4), υ2(c6), υ2(∆m)) = (6,5,4), (υ2(c′4), υ2(c′6), υ2(∆′m)) = (4,5,4);
also, c˜6 ≡ c˜′6 ≡ 1 (mod 4) and c˜′4 ≡ −1 (mod 4), so e = e′ = 3 by [27, p. 358], so we can apply
Theorem 1 at ℓ = 2. Indeed, we have υ2(∆m) ≡ υ2(∆′m) (mod 3), hence r = 0; we also have
c˜6 ≡ 1 (mod 8) and (c˜′4, c˜′6) ≡ (3,5) (mod 8). From Theorem 2 we conclude that E′ has a
3-torsion point defined over Q2 and E has not, hence t = 1. Since (3/13) = 1 we conclude
that E[13] and E′[13] are symplectically isomorphic.
Case (f). Since 52a1 and 52a2 are related by a 2-isogeny and (2/13) = −1 the symplectic
type is the opposite of the type in case (d).
Case (g). The conductors are NE = 3 ⋅ 52 ⋅ 72 and NE′ = 3 ⋅ 52 ⋅ 72 ⋅ 13, hence ℓ = 5 is the
unique prime of bad reduction such that ℓ ≡ 2 (mod 3). We check that e = e′ = 6, hence to
apply Theorem 1 we first twist the curves by d = 5. Write E and E′ for the quadratic twists
dE and dE′ which have Cremona label 3675g1 and 47775bf1 respectively; we have
NE = 3 ⋅ 52 ⋅ 72, NE′ = 3 ⋅ 52 ⋅ 72 ⋅ 13, ∆m = −35 ⋅ 58 ⋅ 72, ∆′m = −3
2
⋅ 58 ⋅ 72 ⋅ 1317.
Let ℓ = 5 and write υ = υℓ. We have
υ(∆m) = 8, υ(∆′m) = 8, c˜6 = −4781, c˜′6 = 2054214213667,
so that e = e′ = 3 by [27, Proposition 1] and r = 0 because υ(∆m) ≡ υ(∆′m) (mod 3).
Moreover, t = 1 by Theorem 2 because −6c˜6 is a square in Q5 but −6c˜′6 is not. Since (3/17) =
−1 it follows from Theorem 1 that E[17] and E′[17] are anti-symplectically isomorphic.
Note that υ3(∆m) = 5, υ3(∆′m) = 2 and 5 ⋅2−1 ≡ 11 (mod 17). Since (11/17) = −1 we conclude
from Theorem 13 that E[17] and E′[17] are anti-symplectically isomorphic, as expected.
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Case (h). In this case, the elliptic curves E and E′ have a rational 3-torsion point. The
representations ρE,3 and ρE,3 have reducible image isomorphic to S3. One easily checks
that the 3-torsion fields are the same. Then ρE,3 ∼ ρE′,3 and their image is non-abelian,
so the symplectic type of (E,E′,3) is well defined. The conductors are NE = 2 ⋅ 32 ⋅ 72,
NE′ = 32 ⋅ 72 and it is easy to check that e(E/Q7) = e(E′/Q7) = 3. Moreover, 7 ≡ 1 (mod 3)
and 8 = υ7(∆m) /≡ υ7(∆′m) = 4 (mod 3). Then, E[3] and E′[3] are anti-symplectically
isomorphic by Theorem 3. 
26. The Generalized Fermat equation x2 + y3 = zp
In this section we will use our criterion for the case of good reduction (Theorem 12) to
improve results from [18]. We start by summarizing the relevant notation and information.
For a fixed elliptic curve W we denote by X+W (p), respectively X−W (p), the twist of the mod-
ular curve X(p) parameterizing elliptic curves E with p-torsion GQ-modules E[p] (strictly)
symplectically, respectively (strictly) anti-symplectically, isomorphic to W [p].
Let p ≥ 7 be a prime and suppose that (a, b, c) ∈ Z3 satisfies the equation
(26.1) a2 + b3 = cp with gcd(a, b, c) = 1
and consider the associated Frey elliptic curve
E(a,b,c) ∶ y2 = x3 + 3bx − 2a
whose invariants are
(26.2) c4 = −122b, c6 = −123a, ∆ = −123cp.
Consider also the seven elliptic curves (specified by their Cremona label):
27a1, 54a1, 96a1, 288a1, 864a1, 864b1, 864c1 .
It is shown in [18] that, for some d ∈ {±1,±2,±3,±6}, the quadratic twist dE(a,b,c) of the Frey
curve gives rise to a rational point (satisfying certain 2-adic and 3-adic conditions) on the
modular curve X+W (p) orX−W (p), whereW is one of the curves in the previous list. Moreover,
using the symplectic criteria provided by theorems 8, 10 and 13 and information on X+split(p),
the authors also establish that, according to the value of p mod 24, the quantity of twists
that need to be considered varies between 4 and 10, as summarized in the following table.
Furthermore, the table is optimal locally at 2 and 3, in the sense that all the twists included
in it have 2-adic and 3-adic points arising from a twisted Frey curve.
From this point, to actually solve equation (26.1) completely for a specific value of p, it
is necessary to determine all the rational points that could correspond to dE(a,b,c) on the
relevant twists X±W (p). This is a very hard task, requiring complicated global methods, and
so far has only been accomplished for p = 7 in [34] (where the twists have genus 3) and,
assuming GRH, in [18] for p = 11 (where the genus of the twists is 26). Therefore, it is
natural to hope that new easily applicable local techniques could be used to shrink further
the list of twists that needs to be treated with global methods. It is worth noting that, as
explained in [18], the existence of the solutions (±1,0,1), ±(0,1,1) and (±3,2,1) to (26.1)
implies that, for all p, the twists X+
27a1(p), X+288a1(p), X+864b1(p) have a rational point and so
ℓ-adic points for every prime ℓ; further the same is true for X−
288a1(p) when (2/p) = −1.
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pmod 24 27a1 54a1 96a1 288a1 864a1 864b1 864c1
1 + + + + +
5 + − + +− +− +−
7 − + + + + +
11 + + + +− + + +
13 − + + +
17 + + + + +
19 + − +− +− +− +−
23 + + + + +
Table 27. Twists of X(p), for p ≥ 11, remaining after local considerations at
ℓ = 2,3 and using information on X+
split
(p), according to p mod 24.
We already mentioned that local methods at ℓ = 2,3 cannot reduce the list of twists further.
Since for all primes ℓ ≠ 2,3 the elliptic curves W in the table above have good reduction at ℓ
the only criterion we can still apply is Theorem 12. From its statement a necessary condition
is that ρW,p(Frobℓ) has order divisible by p, so we cannot use it for the CM elliptic curves
27a1 and 288a1; also, when applicable, Theorem 12 concludes that the p-torsion modules of
the subject elliptic curves are symplectically isomorphic, hence we may use it only to discard
the ‘negative’ twists. In conclusion, we can try to apply Theorem 12 to discard X−W (p) for
W = 54a1, 96a1, 864a1, 864b1 or 864c1; more precisely, we will prove the following theorem.
Theorem 19. Let p = 19,43 or 67. Let (a, b, c) ∈ Z3 be a solution to the equation
x2 + y3 = zp, gcd(x, y, z) = 1.
Then, for all d ∈ {±1,±2,±3,±6}, the twisted Frey curve E(d)(a,b,c) does not give rise to a rational
point on the following twists of X(p):
p twists of X(p)
19,43 X−
864a1(p), X−864b1(p)
67 X−
864b1(p)
Proof. We will prove the table in the statement, by using an auxiliary prime ℓ of good
reduction according to the cases:
(p,W, ℓ) = (19,864a1,5), (19,864b1,7), (43,864a1,31), (43,864b1,13), (67,864b1,19).
We will explain the arguments only in the case X−
864a1(19) and q = 5, since the remaining
cases follow similarly; we note that ℓ = 7 could also be used to discard X−
864a1(19).
Write E = E(d)(a,b,c) and suppose it gives rise to a rational point in X
−
864a1(19), in particular,
ρE,19 ≃ ρW,19.
If E has bad reduction at q = 5, then q ∣ c and from the invariants of E and Tate’s algorithm
we see that the reduction is multiplicative. Thus, level lowering at ℓ = 5 is happening in the
previous isomorphism of representations. Hence we have
aℓ(W ) ≡ ±(Norm(ℓ) + 1) (mod 19).
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and since a5(W ) = −1, we see this is not possible. We conclude that both E and W have
good reduction at 5. It also follows from the previous isomorphism that ρE,19(Frob5) and
ρW,19(Frob5) are conjugated matrices. Using the reduction map we can compute the action
of ρW,19(Frob5) from the action of Frob5 on W [19]. Using Magma we compute that,
W ∶ y2 = x3 + 2x + 1 and ρW,19(Frob5) = (9 01 9)
in some basis of W [19]. We now need to compute the matrix of ρE,19(Frob5) and check if
it is conjugated to the matrix above. Indeed, since E has good reduction it follows from
the expression of ∆E that 5 ∤ a2 + b3. Recall that gcd(a, b, c) = 1, so running through all
the possibilities for (a, b) ≠ (0,0) with 0 ≤ a, b ≤ 4 we obtain all the possible residual curves
E/F5. In each case, we compute ρE,19(Frob5) as we did for W . The pairs (a, b) that give
rise conjugated matrices are
(a, b) = (2,4), E ∶ y2 = x3 + 2x + 1, ρE,19(Frob5) = (9 01 9)
and
(a, b) = (3,4), E ∶ y2 = x3 + 2x + 4, ρE,19(Frob5) = (9 01 9) .
We observe that W is F5-isomorphic to the two possibilities for E, so by Theorem 12 we
conclude that E[19] and W [p] are symplectically isomorphic in both cases.
Recall, however, that we have dE[19] ≃W [p] for some d ∈ {±1,±2,±3,±6} and the previous
calculations assumed d = 1, so we need to repeat them for the remaining values of d. Note
it is enough to compute with a representative of non-squares in F5 (otherwise we obtain
isomorphic curves over F5) so we take d = 2. Computing as before we get
(a, b) = (1,1), E ∶ y2 = x3 + 2x + 4, ρE,19(Frob5) = (9 01 9)
and
(a, b) = (4,1), E ∶ y2 = x3 + 2x + 1, ρE,19(Frob5) = (9 01 9)
and the same conclusion holds. We conclude that dE[19] and 864a1[19] are always sym-
plectic isomorphic, concluding the proof of the theorem in this case. 
We remark that the cases in Theorem 19 were the only ones where we succeeded in applying
Theorem 12 among the following search. For each of the five curves W = 54a1, 96a1, 864a1,
864b1 or 864c1, using Magma, we proceeded as follows. For all primes p ≤ 400 and all primes
5 ≤ ℓ ≤ 200 such that (ℓ/p) = 1 (see Proposition 3) we compute the order Nℓ,p of ρW,p(Frobℓ)
and check if p ∣ Nℓ,p, as this is necessary for applying Theorem 12. In particular, for p = 19
we find the possible pairs (W,ℓ):
(54a1,47), (54a1,83), (96a1,197), (864a1,5), (864a1,7),
(864a1,47), (864a1,83), (864a1,163), (864b1,7) and (864b1,47),
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but, except for those in Theorem 19, there is always a choice of (a, b) (mod ℓ) that j(E) ≠
j(W ), so the condition on the hypothesis residual curves fails. The same occurs also for the
other values of p.
27. On the hyperelliptic curves y2 = xp − ℓ and y2 = xp − 2ℓ
In this section, we consider the family of curves
Cℓ,p ∶ y
2 = xp − ℓ and C ′ℓ,p ∶ y
2 = xp − 2ℓ
where ℓ and p are primes. Let us define the quantity
f(ℓ) = (√32(ℓ + 1) + 1)8(ℓ−1).
From [24, Theorem 1.1], we know that, if ℓ ≡ 3 (mod 8) and ℓ ≠ 3, or if ℓ ≡ 5 (mod 8) and
ℓ − 1 is not a square, then for all primes p > f(ℓ) there are no rational points on the curve
Cℓ,p. Furthermore, if ℓ ≡ 3 (mod 8) and ℓ−2 is not a square, we have the same conclusion for
the set C ′ℓ,p(Q). Our objective in this section is to use the symplectic argument to extend
these results.
27.1. The curve y2 = xp − ℓ. Let us prove the following theorem.
Theorem 20. Let ℓ ≡ 5 (mod 8) be a prime such that ℓ−1 is a square. Then, for all primes
p > f(ℓ) satisfying (2/p) = −1, the set Cℓ,p(Q) is empty.
Note that, from the assumptions made on ℓ, we have ℓ = 5 or ℓ ≥ 29.
We need to recall several definitions and results from [24]. Suppose there are x, y ∈ Q such
that y2 = xp − ℓ and write x = a/b and y = c/d where (a, b) = (c, d) = 1. Note that, for all
primes q, we have υq(y) < 0 if and only if vq(x) < 0; further pvq(b) = 2vq(d). Therefore, there
are integers u, v,w satisfying (u, v) = (w,v) = 1 and
x =
u
v2
y =
w
vp
leading to
(27.1) up + ℓ(−v2)p = w2
and showing that, with the terminology used in [24], (u,−v2,w) is a non-trivial primitive
solution to the equation xp + ℓyp = z2. In the notation of loc. cit., we have
a = 1, b = ℓ, c = 1, x = u, y = −v2, z = w.
It is easy to check the conditions (C1), (C2) and (C4) of [24, p. 122] and (C5) in [24, p. 128]
are satisfied; furthermore, if w is odd, replacing it by −w if necessary, we can also assume
w ≡ −1 (mod 4), so that condition (C3) is also satisfied.
We now attach to the solution (u,−v2,w) the two Frey curves
E1 ∶ Y
2 =X3 + 2wX2 + upX and E2 ∶ Y 2 =X3 + 2wX2 − ℓv2pX.
Their standard invariants are given by
c4(E1) = 24(4w2 − 3up), c6(E1) = 26w(9up − 8w2), ∆(E1) = −26ℓ(uv)2p
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and
c4(E2) = 24(4w2 + 3ℓv2p), c6(E2) = −26w(9ℓv2p + 8w2), ∆(E2) = 26ℓ2(uv4)p.
From Lemmas 2.1 and 2.4 in [24] we know that the models for E1 and E2 above are minimal
away from 2 and have multiplicative reduction at all primes dividing ℓuv.
Lemma 20. Let u, v,w be as above. Then, u is odd.
Moreover, if v is odd, then u ≡ 1 (mod 4) and w is even.
Proof. Suppose u is even, so that v is odd. From (27.1) it follows that w2 ≡ −5 (mod 8)
which is impossible. Thus u is odd.
Suppose v is odd. If u ≡ −1 (mod 4), then w2 ≡ −1 − 5 ≡ 2 (mod 4), a contradiction. We
conclude that u ≡ 1 (mod 4) and since uv is odd it follows from (27.1) that w is even. 
Suppose now p ≥ 11 and ℓ ≠ p. From [24, Propositions 3.1 and 3.2] we know that the mod p
Galois representations ρE1,p and ρE2,p attached to E1 and E2 are irreducible and of weight 2.
Lemma 21. Let N(ρE1,p) and N(ρE2,p) respectively denote the Serre level of ρE1,p and ρE2,p.
Then,
(1) if v is even, we have N(ρE1,p) = 2ℓ;
(2) if v is odd, we have N(ρE2,p) = 32ℓ.
Proof. Part (1) follows directly from part (3.1) in [24, Propositions 3.3]. For part (2), we have
u ≡ 1 (mod 4) by Lemma 20, hence the result follows from part (3.3) in [24, Propositions 3.4].

Suppose p > f(ℓ). As explained in [24], it follows from modularity, level lowering and a
standard argument that there are elliptic curves Fi/Q of conductor N(ρEi,p), having at least
one rational 2-torsion point, such that ρEi,p ≃ ρFi,p.
Lemma 22. Suppose p > f(ℓ). Then v is odd.
Proof. Suppose v is even. Then N(ρE1,p) = 2ℓ by Lemma 21. In the case ℓ ≥ 29, since ℓ ≡ 5(mod 8) it follows from [23] there are no elliptic curves over Q with at least one rational
2-torsion point. This assertion is also true for ℓ = 5, so we obtain a contradiction. 
Lemma 23. Suppose p > f(ℓ) and let N2 denote the conductor of the curve E2. Then, the
model of E2 is minimal at 2 and its invariants satisfy
(υ2(c4), υ2(c6), υ2(∆)) = (4,≥ 7,6).
Moreover, υ2(N2) = 5 and the defect of semistability of E2 is e = 8.
Proof. From Lemma 22 we know that v is odd. Then, from Lemma 20 we have u ≡ 1 (mod 4)
and w even; from the formulas for the invariants of E2 and part (3.3) of [24, Lemma 2.5] it
follows that υ2(N2) = 5 and (υ2(c4), υ2(c6), υ2(∆)) = (4,≥ 7,6). Now [27] gives e = 8. 
We can finally prove the announced theorem.
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Proof of Theorem 20. The case ℓ = 5 is proved below in Theorem 21 with a sharper bound
on the exponent p. Consequently, we will assume ℓ ≥ 29. Suppose p > f(ℓ) and (2/p) = −1.
It follows from Lemmas 21 and 22 that there exits an elliptic curve F /Q of conductor 32ℓ
with at least one 2-torsion point over Q satisfying ρE2,p ≃ ρF,p. Since ℓ − 1 is a square and
ℓ ≥ 29, it follows from [23, Theorem 5] that, after taking a quadratic twist of E2 and F if
necessary, we can assume that F is defined by
y2 = x3 + 2
√
ℓ − 1x2 − x,
whose invariants are
c4(F ) = 24(4(ℓ − 1) + 3), c6(F ) = −26√ℓ − 1(ℓ + 8), ∆(F ) = 26ℓ.
In particular, (υ2(c4(F )), υ2(c6(F )), υ2(∆(F ))) = (4,≥ 7,6). From the formulas for c4(E2)
and c4(F ), using the fact that ℓ ≡ 5 (mod 8), we conclude that
c4(E2)
24
≡ −1 (mod 4) and c4(F )
24
≡ −1 (mod 4),
showing that both curves E2 and F satisfy case (a) of Theorem 9, therefore E2[p] and
F [p] are symplectically isomorphic. Finally, we note that both curves have multiplicative
reduction at ℓ with minimal discriminants satisfying
υℓ(∆(E2)) = 2 and υℓ(∆(F )) = 1.
Then, Theorem 13 implies (2/p) = 1, giving a contradiction. 
The cases ℓ = 3,5. We will now show that, by making the value of ℓ concrete, we can give
much sharper bounds for the exponent p.
Theorem 21. For all primes p ≥ 7 satisfying (2/p) = −1, the set C5,p(Q) is empty.
Proof. Suppose p ≥ 7 and (2/p) = −1; thus p ≥ 11. Assume there is a point (x, y) in C5,p(Q)
hence, following the argument above, there is a solution (u,−v2,w) to (27.1). Since p ≥ 11,
the representations ρE1,p and ρE2,p are irreducible of weight 2.
From Lemma 21, modularity and level lowering, it follows that when v is even ρE1,p arises
from a newform of level 10, weight 2 and trivial character. There are no such forms, so we
conclude that v is odd. Similarly, we conclude that ρE2,p arises from a newform of level 160,
weight 2 and trivial character; in this newspace of dimension 4 there are two newforms with
rational coefficients and one newform (and its Galois conjugate) with coefficients in Q(√2).
Suppose ρE2,p ≃ ρf,p, where f has coefficients in Q(√2) and p ∣ p in that field. Note that
a3(f) = ±2√2, hence if level lowering is occurring at the prime q = 3 we have
a3(f) ≡ ±(3 + 1) (mod p) ⇐⇒ 8 = a3(f)2 ≡ 16 (mod p),
which is impossible. Thus E2 has good reduction at 3 and taking traces of Frobenius gives
the congruence ±2
√
2 ≡ a3(f) (mod p). Since a3(E2) is an integers satisfying ∣a3(E2)∣ ≤ 2√3
the congruence cannot hold for p ≥ 11, thus ρE2,p /≃ ρf,p.
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Suppose ρE2,p ≃ ρf,p, where f correspond to one of the two isogeny classes of elliptic curves with
conductor 160. Up to isogeny and quadratic twist by −1, we can assume that f correspond
to the elliptic curve E = 160a1. We have
E ∶ y2 = x3 + x2 − 6x + 4
and
c4(E) = 24 ⋅ 19, c6(E) = −27 ⋅ 41, ∆(E) = 26 ⋅ 5
From Theorem 13 applied at ℓ = 5 we conclude that E2[p] and E[p] are symplectically
isomorphic if and only if (2/p) = 1. On the other hand, if (2/p) = −1 it follows, using
Theorem 9 as in the proof of Theorem 20, that E2[p] and E[p] are symplectically isomorphic,
a contradiction. 
We will now extend the study initiated in [24, Section 8.3] by proving the following result.
Theorem 22. For all primes p ≥ 7 satisfying (2/p) = −1, the set C3,p(Q) is empty.
Proof. From [24, Section 8.3], we have u ≡ −1 (mod 4), v odd, w even and we will use the
Frey curve E1. We check that
(υ2(c4(E1)), υ2(c6(E1)), υ2(∆(E1))) = (4,≥ 7,6), c˜4(E1) ≡ −1 (mod 4)
and also ∆(E1) = −26 ⋅ 3 ⋅ (uv)2p. We obtain that ρE1,p ≃ ρf,p, where f is a newform of level 96
with rational coefficients. Further, up to isogeny and quadratic twist by −1, we can assume
that ρE1,p ≃ ρE,p where E = 96a1. We have
E ∶ y2 = x3 + x2 − 2x
and
c4(E) = 24 ⋅ 7, c6(E) = −27 ⋅ 5, ∆(E) = 26 ⋅ 32.
From Theorem 13 applied at ℓ = 3 we conclude that E1[p] and E[p] are symplectically if
and only if (2/p) = 1. Finally, when (2/p) = −1, it follows from Theorem 9 that E1[p] and
E[p] are symplectically isomorphic, a contradiction. 
27.2. The curve y2 = xp − 2ℓ. We assume in this section
ℓ ≥ 29
and we show the following result.
Theorem 23. Let ℓ ≡ 3 (mod 8) be a prime such that ℓ−2 is a square. Then, for all primes
p > f(ℓ) satisfying (2/p) = −1, the set C ′ℓ,p(Q) is empty.
Suppose there are x, y ∈ Q such that y2 = xp − 2ℓ. Therefore, there are integers u, v,w
satisfying (u, v) = (w,v) = 1 and
x =
u
v2
y =
w
vp
leading to
(27.2) 2ℓ(−v2)p + up = w2
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and showing that (−v2, u,w) is a non-trivial primitive solution to the equation 2ℓxp+yp = z2.
In the notation of [24], we have
a = 2ℓ, b = 1, c = 1, x = −v2, y = u, z = w.
It is easy to check the conditions (C1), (C2) and (C4) of [24, p. 122] and (C5) in [24, p. 128]
are satisfied; furthermore, if w is odd, replacing it by −w if necessary, we can also assume
w ≡ −1 (mod 4), so that condition (C3) is also satisfied.
We consider the Frey curve attached (−v2, u,w) defined by
E2 ∶ Y
2 =X3 + 2wX2 + upX
whose standard invariants are given by
c4(E2) = 24(4w2 − 3up), c6(E2) = 26w(9up − 8w2), ∆(E2) = −27ℓ(uv)2p.
From [24, Lemma 2.4] the model for E2 is minimal away from 2 and has multiplicative
reduction at all primes dividing ℓuv. The following lemma follows easily from (27.2).
Lemma 24. Let u, v,w be as above. Then, uw is odd.
Moreover, if v is even, then u ≡ 1 (mod 4) and if v is odd, we have u ≡ −1 (mod 4).
Suppose now p ≥ 11 and ℓ ≠ p. From [24, Propositions 3.1 and 3.2] we know that the mod p
Galois representation ρE2,p attached to E2 is irreducible and of weight 2.
Lemma 25. Let N(ρE2,p) denote the Serre level of ρE2,p. Then,
(1) if v is even, we have N(ρE2,p) = 2ℓ;
(2) if v is odd, we have N(ρE2,p) = 27ℓ.
Proof. This follows from parts (2.1) and (2.2) of [24, Propositions 3.4]. 
Suppose p > f(ℓ). As explained in [24], it follows from modularity, level lowering and a
standard argument that there is an elliptic curves F /Q of conductor N(ρE2,p), having at
least one rational 2-torsion point, such that ρE2,p ≃ ρF,p.
Lemma 26. Suppose p > f(ℓ). Then v is odd.
Proof. Suppose v is even. Then N(ρE2,p) = 2ℓ by Lemma 25. Since ℓ ≡ 3 (mod 8), it follows
from [23] there are no elliptic curves over Q with at least one rational 2-torsion point, a
contradiction. 
Lemma 27. Suppose p > f(ℓ) and let N2 denote the conductor of the curve E2. Then, the
model of E2 is minimal at 2 and its invariants satisfy
(υ2(c4), υ2(c6), υ2(∆)) = (4,6,7).
Moreover, υ2(N2) = 7 and the defect of semistability of E2 is e = 24.
Proof. From Lemma 22 we know that v is odd and from Lemma 24 we have also u,w odd.
From the formulas for the invariants of E2 and [27] it follows that (υ2(c4), υ2(c6), υ2(∆)) =(4,6,7), υ2(N2) = 7 and e = 24. 
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We can now prove our result.
Proof of Theorem 23. Suppose p > f(ℓ) and (2/p) = −1. It follows from Lemmas 25 and 26
that there exits an elliptic curve F /Q of conductor 128ℓ with at least one 2-torsion point
over Q satisfying ρE2,p ≃ ρF,p. Since ℓ−2 is a square and ℓ ≥ 29, it follows from [23, Theorem 7]
that, after twisting both E2 and F by −1 if necessary, we can assume that F is one of the
two curves
F1 ∶ y
2 = x3 + 2
√
ℓ − 2x2 + ℓx or F2 ∶ y
2 = x3 + 2
√
ℓ − 2x2 − 2x.
whose semistability defect is e(F1) = e(F2) = 24 and minimal discriminants
∆(F1) = −27ℓ2 and ∆(F2) = 28ℓ.
Recall that ∆(E2) = −27ℓ(uv)2p is minimal.
Suppose F = F1; from Theorem 7 part (2) we conclude that E2[p] and F [p] are symplectically
isomorphic. Now, applying Theorem 13 at ℓ forces (2/p) = 1, a contradiction.
Suppose F = F2; from Theorem 13 at ℓ it follows that E2[p] and F [p] are symplectically
isomorphic. On the other hand, Theorem 7 part (2) implies E2[p] and F [p] are anti-
symplectically isomorphic, a contradiction. 
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