Abstract: This paper presents a review on the tri-partite relationship between novelty, intrinsic motivation and reinforcement learning. The paper first presents a literature survey on novelty and the different computational models of novelty detection, with a specific focus on the features of stimuli that trigger a Hedonic value for generating a novelty signal. It then presents an overview of intrinsic motivation and investigations into different models with the aim of exploring deeper co-relationships between specific features of a novelty signal and its effect on intrinsic motivation in producing a reward function. Finally, it presents survey results on reinforcement learning, different models and their functional relationship with intrinsic motivation.
Introduction
There are many controversies on an acceptable definition of novelty. There have been debates on whether it is a perception about object, event, act, or concept and how such phenomenon can be described. These are the fundamental questions posed by many researchers. Philosophers, psychologists and scientists have been trying to answer such questions for a long time. However, as yet there is no strict definition of novelty. As the tools and techniques used by these groups of researchers are different, they differ in their definition, argument and proofs. While one group argues novelty as the difference between perceptions at two different time instants, the others regarded it as the process of identifying stimuli that are different [1] [2] [3] . The novelty which the scientists are trying to characterise is mainly physical (i.e. visual) or behavioural novelty. We are not talking about the chemistry of novelty, e.g. taste or smell, as the tools for such novelty are limited. In all cases, the perception of novelty is in the brain of human and animal whether it is a physical, visual or behavioural novelty. On the occurrence of a physical or behavioural event, it stimulates the brain activity. The brain accepts the event as novel and slowly gets used to it. This phenomenon is known as habituation. Over the course of habituation, average responses to the event decrease and the event is no longer novel. There have been numerous methods on novelty detection (ND) reported in the literature [1, 2, [4] [5] [6] [7] [8] [9] [10] [11] .
Motivation has been a research topic for philosophers and psychologist for a long time. There is reason behind every activity being performed by humans and animals. Reason is to minimise a need whether it is biological or psychological (i.e. mental). An interesting question posed by many researchers is why infants and children engage in activities. They engage in activities of various types out of curiosity or fun without being rewarded. This kind of behaviour is also observable in adults and animals. Such behavioural phenomena are termed as intrinsic motivation (IM). Psychologists differentiate between intrinsic and extrinsic motivation. When the reward comes from the environment, it is termed as extrinsic motivation [12] . The inherent mechanism of IM in humans and animals is still unknown. The psychologists have been trying to understand IM and to explain the behaviourist theory of the learning and drives [12] [13] [14] . Some researchers defined IM as doing an activity for its satisfaction, for improving knowledge or for improving competency or skill. Psychologists are trying to develop a behaviourist theory while scientists in the cognitive computing have been trying to develop models of IM in quest of making intelligent machines with human-like behaviour. There have been different approaches in modelling IM. Again, researchers are divided on the issue of instigating signal for the motivation to happen. Some re-searchers argue that the signal comes from the internal mechanism of the brain while others are saying that the signal is initiated from the outside world. The most influential proposal was by Berlyne [13] who suggested that the IM effects involve novelty.
Reinforcement learning (RL) is the process of improving performance through trial-and-error experience. The simplest RL is based on the common-sense idea that if an action is followed by an improvement or satisfaction in the state of affairs, then the tendency to produce that action is strengthened (i.e. reinforced). This is known as Thorndike's [15] "law of effect." The reinforcement comes as a reward or punishment. Berlyne [16] subsequently revealed and highlighted how properties of stimuli can drive exploration and guide learning when stimuli are complex, unexpected or surprising. In a study of artificial creativity, Saundars and Gero [17] developed a system that demonstrates intrinsic motivation based on novelty and surprise following Berlyne's theories.
RL algorithm has been in existence since the 1990s. IM comes from developmental psychology into cognitive computing where IM is used as an internal reward mechanism that fits well with a simple generic RL algorithm. Developmental psychologists also observed that it is novelty that attracts infants to engage in activities and learning. There have been numerous reports in the literature on the three entities: ND, IM and RL. From these studies, a three-way relationship can be recapitulated between ND, IM and RL. This relationship can help in development of an integrated model for an autonomous learning system. This paper, therefore, will first present a review of the current literature and the available models for ND, IM and RL. Secondly, it will present a discussion on the functional correlation between the three constituent parts leading to an integrated model. The paper is organised as follows. Section 2 will present results of the literature survey on novelty and the different computational models of novelty detection with a specific focus on the features of stimuli that trigger a Hedonic value for generating novelty signal and features of novelty signals. Section 3 will present the results of the investigation into intrinsic motivation and the different computational models with the aim of seeking deeper co-relationship between specific features of novelty signal and its effect on intrinsic motivation in producing a reward function. Section 4 will present the results of a survey into reinforcement learning and its relationship with intrinsic motivation. The aim of this section is to investigate the functional relationship between intrinsic motivation and reinforcement learning. Therefore, the focus of this section will be to analyse the specific features of reward function and its influence on the learning activity and continuity of the course of action. The final section 5 will recapitulate the findings from the preceding sections to establish the acclaimed functional co-relation between the three constituent parts and presentation of an integrated model. Some concluding remarks on the investigation and the relationship will be made in section 6.
Novelty
In general, novelty may be attributed to the features of an object or an event with the object in the forefront or an act of manipulating an object. Although there is no strict definition of novelty, it is widely regarded [1] [2] [3] as the process of identifying novel stimuli that are different from anything known before, new, interesting and often seeming slightly strange [18] . There have been numerous methods on novelty detection reported in the literature [1, 2, 4-7, 10, 11, 19] . Based on the definitions above, a number of novelty detection methods have been proposed in the literature, mainly focusing on novelty detection, outlier detection and anomaly detection. The three broad categories are discussed in brief.
Novelty Detection
Two main categories of novelty detection methods: statistical and neural network based approaches are distinguished by researchers [1, 6, 7] . Statistical based methods typically test samples whether they come from the same distribution or not based on prior assumptions on the data distributions, e.g. Gaussian, while the neural network based approaches map the data to different classes, e.g. known and unknown classes [7] . Regularization, pruning and constructive algorithms are common in neural network-based approaches. Constructive algorithms are usually preferred as they are advantageous to start with a smaller network that trains faster and can be expanded as the training progresses.
A similar approach to novelty detection is outlier detection defined by Grubbs [20] that states "an outlier is one that appears to deviate distinctly from other members of the sample". Three types of approaches are distinguished. The first types of outliers are determined without any prior knowledge of the data. The second types of outliers involve normal and abnormal data to be determined using supervised classification. The third types mainly model normal cases together with a few abnormal cases. Hodge and Aus-tin [6] acknowledged the third type as novelty detection or novelty recognition. Anomaly detection determines patterns in data that do not conform to a well defined normal behaviour [4] . Anomalies can be classified into three categories. The first category includes point anomalies, which occur when an individual data instance is considered anomalous with respect to the rest of the data. The second category is contextual anomalies, which include data instances that are considered anomalous in a particular context. The third category is collective anomalies, which consist of sets of data instances that are anomalous with respect to the entire data set. Data boundaries between normal data and anomalies or between known and unknown data (i.e. novelties in terms of novelty detection) are the issues associated with anomaly detection. An acute issue is the noise in the data that seem similar to actual anomalies and makes identification of novelty difficult.
In all of these methods discussed above, data are presented as stimuli to a novelty detection system. Based on the data distribution, also to be termed as class or pattern, the novelty detection system produces a novelty signal. A conceptual diagram is present in Figure 1(a) . A generic term stimulus is used to represent the data distribution, class or pattern. Stimuli, data distribution, class or pattern will be used interchangeably throughout the paper. The important thing here is to observe the novelty signal and its characteristic features. In the first instance, it appears that the novelty signal is discrete and binary. That is, on presentation of stimuli or pattern, novelty detection (ND) system identifies the pattern as novel or not novel when data distribution (class or pattern) goes beyond a threshold value as illustrated in Figure 1 (b). Also, it has been observed in human and animals and also verified experimentally by psychologists that repeated exposure to stimuli decreases responsiveness [21, 22] and over a period of time the repeating stimuli is no longer novel. That is, the novelty signal is continuous, gradually increases with time and reaches its highest value that continues for a certain period depending on the complexity of the stimuli and then decreases. This behavioural phenomenon is called habituation [23, 24] . Sokolov [25] pointed out that habituation relates to a function that declines in response to a feature when that feature is no longer novel and has no rewarding consequences. This view of habituation is congruent with Schmidhuber's [19] compression progress notion as it does not allow for further compression progress when data are no longer novel.
Novelty and habituation
In general, habituation is defined as a reversible decrease of response to repeated stimulation. It is a widely studied type of behavioural plasticity [26] . The characteristic features of habituation as identified by researchers [21, 23, 24, 26] are: exponential decrease of the response with repeated exposure to a stimulus, faster habituation with lower intensity stimuli, faster habituation with shorter intervals between stimuli, spontaneous recovery of the response after a period of break and recovery of the response or dishabituation of the stimuli previously habituated upon the introduction of a new stimulus. Various models have been proposed that reproduce the characteristic features of habituation [26] [27] [28] [29] [30] . In simple words, any stimulus, be it visual, auditory or touch sensed through sensors, will produce a data distribution (class or pattern). Data from auditory or mechanoreceptors may require further transformation and/or scaling to be detected as novel. If it is novel, it will habituate over time.
The well-known model of habituation and dishabituation is the one suggested by Stanley [26] who used the first-order differential equation defined by equation Eq. (1).
where h 0 is the initial value of the habituation level, h i (t) is the current habituation level, τ i and α are time constants that control the habituation rate and the recovery rate respectively. S(t) is the external stimulus defined by S(t) = e ‖X−ws‖ , where X is the input pattern and ws is the weight vector. As the habituation value has a bounded output, it can be neatly used as a measure of the degree of novelty for any input. A generic behaviour of Stanley's model (habituation curve) is graphically shown in Figure 2 . The values of habituation are given by the equation range between [0, 1]. The value of 1 signifies a low value for habituation. That means the stimuli or perception has the maximum novelty. Some examples of habituation function characterising the features discussed above are shown in Figure 3 .
During repeated testing, human (specifically infants) habituate to test items [24] . Figure 3(a) shows the habituation for repeated regular patterns and exponential decrease after habituation is complete. This might vary as a function of the degree of novelty. The duration (t d − t h ) will be minimum, though it may vary from person to person. It was found in an experiment by Hunter et al. [31] that infants look longer at stimuli that are relatively complex. Figures 3(b) -(c) show the habituation process of complex patterns. The situation can be described as habituation of random patterns, which takes longer but may fail to succeed due to the randomness of patterns. In these cases, the duration (t d − t h ) will be prolonged and may vary from person to person.
Novelty and habituation are closely related to attention. Attention is attracted by novel stimuli and similar to habituation, attention is not constant over time. Valasco et al. [32] investigated various somatic evoked responses which showed that there is a direct correlation between the somatic evoked response amplitude and novelty, habituation, attention and distraction. They found that somatic evoked response amplitude decreased when subjects shifted from novelty to habituation and increased from habituation to attention. Hutt [33] also reported the correlation between novelty and attention by empirical investigations on children. A recent review on the state of the art of attention mechanisms can be found in Ferreira et al. [34] .
Stanley's computational model of habituation [26] has also been used in novelty detection by many research- ers [11, 35, 36] . Most of the habituation based novelty detections are implemented using neural networks. Neto and Nehmzow [11, 35, 36] used Grow-When-Required (GWR) neural network for novelty detection where GWR uses the model of habituation defined by equation (1) . In these implementations, visual features of the object captured from vision sensors require a number of geometric transformations.
Intrinsic Motivation
The concept of intrinsic motivation (IM) has been developed by psychologists to explain the behaviourist theory of the learning and drives [12] [13] [14] . Intrinsic motivational behaviour is observable in infants and young children that consistently try to grasp, throw, bite, squash or shout at new objects they encounter [37] . Such behaviours are also observable in adults. In the 1950s, psychologists started finding an explanation of IM and exploratory activities on the basis of the theory of drives [38] . Ryan and Deci [12] defined IM as doing an activity for its inherent satisfaction rather than doing it for reward or any other consequence. In other words, intrinsic motivations are drives for learning of skills, knowledge and compet-ence [39] . Harlow [40] describes IM as the drive to manipulate and explore features. Festinger [41] defines IM as a minimisation process of cognitive dissonance between internal structures of cognition and perceived situation. Kagan [42] defines it as the reduction of uncertainty in the sense of the incompatibility between (two or more) cognitive structures, between cognitive structure and experience, or between structures and behaviour. Hunt [14] proposed the concept of optimal incongruity. Another group of researchers define IM as effectance [12] , personal causation [43] and competence with self-determination [44] . A recently articulated and empirically well-supported theory developed by Redgrave and Gurney [45] shows that IM is related to a function called phasic dopamine (DA). DA activates the superior colliculus in the midbrain that generates a learning signal in the brain and which ceases after learning is complete. There are other views saying IM is a mechanism of measuring success in knowledge acquisition. Such mechanism drives animals to continue to engage in activities depending on their competence in achieving interesting outcomes, improvement in their capacity to predict, abstract, or recognise perceptions [46, 47] . Psychologists found evidence in animal and human that indicates IM play an important role in animals' behaviour that generates a reward for learning activities [12, 13, 44, 48] .
There has been a growing interest among researchers in the cognitive computing, machine learning and robotics communities to model and reproduce IM that has been reported in the literature [37, [47] [48] [49] [50] [51] . A good insight of functions and mechanisms of IM and their computational models is reported in [37, 47] . An overview of a formal theory of IM and different ways of implementing basic computational principles is reported in [51] . Some researchers framed the problem of implementation in terms of reinforcement learning [37, 47, 50, 51] . The relation of IM with RL will be investigated further in the later section.
It is evident from the above discussion that the researches reported in the scientific literature hitherto are divided into three distinct streams based on the knowledge, competence and stimuli. In other words, IM can be categorised into three types: (i) Knowledge-based IM, (ii) Competence-based IM, and (iii) Novelty-based IM. These three types are discussed very briefly in the following section.
Knowledge-based IM
This computational approach is based on measures of dissonance between the situations experienced by an agent and the expectations about these situations of the agent [37, 47] . Motivation signal is generated based on internal prediction error between the agent's predictions of what is supposed to happen vs what actually happens when the agent executes a certain action. Most of the proposed models of IM are knowledge-based as they depend on the stimuli perceived by the learning system. A model proposed by Schmidhuber [52] consisted of adding to an RL agent an adaptive world model that learned to predict the next perception given the current perception and the planned action. The reward is the error in these predictions. In this way, the curious RL agent would be pushed to exploring poorly-known parts of the environment [47] .
All the IM proposed by Berlyne [13] are knowledgebased in that they are related to the properties of the stimuli that the animal perceives and on their relation to the animal's knowledge. It is to be noted that Berlyne never made the distinction between knowledge and competence. Several similar knowledge-based proposals have been made in the psychological literature. These postulated either that animals are motivated to receive an optimal level of stimulation (e.g., [14, 53] ) or that they are motivated to reduce the discrepancy (or incongruity or dissonance) between their knowledge and their current perception of the environment (e.g., [41, 42, 54] ).
Competence-based IM
White [39] strongly advocated a competence-based view of IM, proposing that animals have a fundamental motivation for effectance, that is, for the capacity to have effective interactions with their environment. White's paper had a great influence on subsequent research on motivation. The important factors that make an activity intrinsically motivated are the sense of perception that the activity is self-determined, and the sense of competence, that is, the perception that the agent has (or is getting) mastery of the activity [39] . De Charms [43] proposed that personal causation, that is, the sense of having control over one's environment, was a fundamental driving force of human behaviour. Likewise, the theory of flow of Csikszentmihalyi [55] postulates that humans are motivated to engage in activities that represent an appropriate level of learning challenge i.e. the tasks that are familiar yet challenging, neither too easy nor too difficult to master given the individual's current level of competence.
The main difference between knowledge-based system and the competence-based system is that the knowledge-based system focus on agent's ability to model the environment and thus its capability to predict and expect what will happen next in that particular situation, whereas the competence-based system focus on the skill improvement of the agent [47] . Knowledge-based applies measures that are related to the capacity of the system to model its environment whereas competence-based system applies the measures that are related to the system's ability to have specific effects on the environment.
Novelty-based IM
The most influential proposal was by Berlyne [13] suggesting that the factors underlying intrinsic motivational effects involve novelty, surprise, incongruity and complexity. He also hypothesized that moderate levels of novelty have the highest hedonic value because the rewarding effect of novelty is overtaken by an aversive effect as novelty increases. This is also consistent with many other research views holding that situations intermediate between complete familiarity (boredom) and complete unfamiliarity (confusion) have the most hedonic value. In a study of artificial creativity, Saundars and Gero [17] developed a system that demonstrates intrinsic motivation based on novelty and surprise following Berlyne's theories.
It is clear from the investigations in the preceding sections that a strong correlation exists between intrinsic motivation and novelty detection (ND) allied with the property of stimuli. In this case, novelty as such is almost tantamount to surprise, curiosity, incongruity, strangeness, or complexity. The inter-relationship between the two is illustrated in Figure 4 . A significant amount of cognitive architectures and models of IM have already been developed in the literature [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] . There are several other models available in the literature in which the IM consists of some form of perceived novelty, prediction error, or learning progress of a world model [17, 62, 63] . A review of existing computational models of IM is available in [65] . Kaplan and Oudeyer [49, 60, 61, 64, 65, 67] have developed models of IM which mainly implemented different types of reward computation, which fits well with the relationship presented in Figure 4 . Oudeyer and Kaplan [37] reported three broad classes of computational models of IM mainly based on information theory, knowledge-base, and competencebase. These models are well positioned in the computational RL framework. Thus, the typology relies on the formal description of the different types of reward computations that may be considered as defining an IM system. Sutton and Barto [68] provide a good account of possible RL algorithms in which the IM models can be plugged into those models proposed by Oudeyer and Kaplan [37] and applied to a range of applications.
The tendency to be intrinsically attracted by novelty has often been used as an example in the literature on intrinsic motivation. A simple way to computationally implement IM is to build a system that will generate a reward r(e k ) based on the probability of an observed event e k ∈ E, denoted as P(e k ). The concept of entropy H(E) over the set of events E can be used to characterize the shape of the distribution function:
Oudeyer and Kaplan [37] provided a number of models of IM using the probability of observation of an event e k . For uncertain motivation, the reward r(e k ) for k-th event is inversely proportional to its probability of observation:
where C is a scaling parameter for adjusting reward values in a particular application. For local information gain motivation, the reward r(e k ) is computed using the entropy between two-time instants t and t + 1:
For distributional surprise motivation, the non-linear increase of reward r(e k ) is computed as:
For distributional familiarity motivation, the reward r(e k ) is proportional to its probability of observation:
Various models of IM based on this simple mechanism have been implemented in the computational literature [12, 65, [69] [70] [71] . The reward computation mechanisms described by the equations (3)-(6) can also be integrated within an RL architecture, which selects actions such that the expected cumulated sum of these rewards in the future will be maximized. These models are well suited to the novelty detection methods described in Section 2.
Using the relationship presented in Figure 4 and the reward mechanisms described by equations (2)- (6), a generic idealised reward function can be thought of which is proportionate to its novelty distribution. This is illustrated in Figure 5 . Eventually, it is the model of IM incorporating the other state variables (both known and unknown) that will characterize the shape of the reward function. The event or object remains novel during the habituation period between [t h , t d ]. The reward function starts earlier before it starts habituating, i.e. before time t h . The reward function becomes zero when the novelty is habituated, i.e. after time t d .
It is worth mentioning in the context of novelty and IM that some researchers also relate novelty with curiosity. In general, novelty and curiosity in IM are two different concepts. Gottlieb et al. [72] clearly differentiated between the two concepts. Novelty is a feature of an object whereas curiosity is a feature of the subject [16, 73] . Lowenstein [74] defined curiosity as information gap between what the observer knows and what he wants to know. Gottlieb et al. [72] proposed a curiosity-driven exploration learning model, which is different than the proposed framework in this paper.
Reinforcement Learning
Reinforcement learning is the process of improving performance through trial-and-error experience. The term RL comes from studies of animal learning in experimental psychology. The simplest RL algorithm is based on the common-sense idea that if an action is followed by an improvement or satisfaction in the state of affairs, then the tendency to produce that action is strengthened, that is, reinforced. This is known as Thorndike's [15] "law of effect."
In the standard RL framework, an agent is connected to its environment via perception and action. On each step of interaction, the agent receives an input i ∈ s as some indication of the current state s of the environment. The agent then selects an action a(t) to generate an output. The action changes the state of the environment, and the value of this state transition is communicated to the agent through a scalar reinforcement signal or reward r(t). Figure 6 illustrates the mechanism of the standard reinforcement learning.
The key components of the RL algorithm are: Set of states s ∈ S, S = {s 1 , s 2 , · · · , sn} and set of actions a ∈ A, The goal of the agent is to maximize the cumulative reward also called return (value function or expected utility) in RL. It can learn to improve the performance over time by systematic trial and error and find an optimal policy. Some researchers, therefore, define RL as an optimisation problem. The value function is defined as:
where V is the value or expected utility at state s, T is the transition function, r is the reward, is the discount factor and t is a time step.
It is to be noted that reward in computational RL is different to the reward in psychology. What is known as a reward in RL is better called reward signal [76] . Reward acts as a positive reinforcement by increasing the frequency and the intensity of the behaviour that leads to achieving the goal [77] .
A wide variety of RL algorithms are available in the literature. The RL paradigm divides neatly into search and learning aspects. The search for optimal policy has been taken by work in genetic algorithms and genetic programming, as well as some more novel search techniques [78] . In the learning aspect, there are two approaches: learning an optimal policy for an already known model [79] [80] [81] [82] and learning an optimal policy when a model is not known in advance. There are two ways to learn policies for unknown models: model-based -where a policy is computed by learning a model and model-free -where a policy is computed without learning a model. Adaptive heuristic critic [83] , TD(λ) [84] and Q-learning [85, 86] are widely used methods in model-free algorithm. Several researchers have used intrinsic motivation along with RL framework to form an autonomous learning agent [37, 48, 50, 51, 65] . There have been many researches reported in the literature [37, 50, 51, 65] , where the problem of implementing intrinsic motivation has been framed in terms of RL. Sutton and Barto [68] provided a good account of possible RL algorithms which fits well with intrinsic motivation models.
The reward can also maintain learned behaviour by preventing extinction [87] . The rate of learning depends on the discrepancy between the actual and predicted re- ward [77, [88] [89] [90] [91] [92] . Rewards come in various physical forms and are highly variable in time. Reward information is extracted by the brain from a large variety of polysensory, inhomogeneous, and inconstant stimuli by using neuronal mechanisms [93] . One of the principal neuronal systems involved in processing reward information appears to be the dopamine system. An important finding reported by many researchers is the phasic activation of dopamine signal, which varies monotonically depending on the discrepancy between predicted and actual reward [94] [95] [96] . These researches suggest that dopamine response, denoted as Dresp, reports an error in the prediction of reward, i.e. Dresp can be expressed as
where r is the reward occurred andr is the predicted reward. Bromberg-Martin and Hikosaka [97] also reported the reward prediction error (RPE) mechanism found in a subpopulation of lateral habenula neurons in non-human primates. Ligaya et al. [98] showed how the anticipation of RPE affects agents and formulated the proposal in an RL model, which can account for a wide range of behavioural data. The objective of error-based learning is to reduce the average error to zero. A general problem of the error-based learning is that it cannot improve performance further when the average error reached zero. In this case, RL can guide the learning towards solution manifold [99] . The reward signal in RL provides less information than error-based learning, which results in slow learning. An alternative approach is the sensorimotor learning. Sensorimotor learning involves neural mapping between the motor and sensory variables, sensorymotor processing, sensory-motor transformations, and their modifications [100] , which represent internal models. Significant advances have been made with applications to robotics [101, 102] .
Singh et al. [76] used a linear reward function with two control parameters for adjusting the reward function. Oudeyer et al. [65] suggested integrating reward resulting from learning progress with other kinds of rewards, a weighted sum. A parameter λ ∈ [0, 1] specifies the relative weight of each reward type defined as follows:
where each r i (t) is referred to as a reward signal received at time t. τ is a time constant to adjust the reward function. The weights λ i determine the contribution of these reward signals to the overall reward that the agent will learn to maximize throughout its lifetime. This formulation also corresponds to the RL algorithms provided by Sutton and Barto [68] . From the above discussion, the reward function r(t) and the formulation of intrinsic motivation in terms of RL, a conclusion can be made on the relationship between intrinsic motivation and RL. The important thing here is to take care of the reward function of intrinsic motivation model and the reward function required by RL algorithm. The relationship is illustrated in Figure 7 .
Some researchers suggested that shaping rewards do not alter the learning problem but they offer a possibil- ity of providing a more informative performance feedback that can accelerate the learning [76] . Shaping by changing the reward signal can be done in two essentially different ways: permanently changing the signal and solving one new problem, or solving a sequence of problems leading to the original one. Ng et al. [103] have proved that the reward function r can be changed to r + f , while the original optimal policy is preserved. Shaping the reward function has been used by many researchers [104] [105] [106] .
The study by Daddaoua et al. [107] with non-human primates combined with RL simulations also shows how reward predictive cues shape IM. Based on the investigations in sections 2, 3 and 4, we are proposing a workable integrated model incorporating ND, IM and RL that will be computationally viable for developing autonomous learning system. Such autonomous learning systems will find applications in developmental robotics.
Discussion on the integrated model of ND, IM and RL
In section 2, novelty detection methods have been discussed and it has been shown how the novelty of a pattern X(t) can be translated into a habituation function h(t) defined as
According to Eq. (1) in section 2, the habituation h(t) can be defined as a function of initial habituation level h 0 , time constants τ and α that control the habituation and the recovery rate respectively, and the weight vector ws. In section 3, different models of intrinsic motivation have been discussed. In novelty-based intrinsic motivation, it has been shown how habituation function h(t) can be utilised to compute the reward function. In principle, the reward function is defined as a function of habituation and state s as follows.
In section 4, different RL algorithms have been discussed with relation to intrinsic motivation. There are plenty of RL algorithms available in the literature, especially Sutton and Barto [68] provide a set of RL algorithms that suits well with intrinsic motivation models.
From the studies provided in Sections 2, 3 and 4, a three-way relationship can be established between novelty translated into a habituation function, IM translated into a reward function and RL system that produces an action. The compatibility of the models to each other and relationship between the three parts allow them to combine together as an integrated model. The integrated model is shown in Figure 8 . The computational models of ND, IM and RL reported in the scientific literature are reviewed and analysed in sections 2, 3, and 4 respectively. There have been many implementations of the individual models reported in the literature. The relationships between the three entities are suggestive to an integrated model that is computation-ally viable, which can lead to design and development of autonomous learning systems.
Conclusion
Despite the diversity of the computational models of novelty, approaches of intrinsic motivation and RL, this paper presents a functional tri-partite relationship between the three. There is a point of convergence for all of them. Each of the described models defines a certain interpretation of the relationships between them in terms of properties of stimuli, novelty, habituation, intrinsic motivation, reward mechanism and RL. We believe that the relationship between the three entities ND, IM and RL can play a key role in design and development of autonomous learning systems and developmental robotics, an emerging area of robotics.
