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PREFACE 
in my thesis we develop a semantic smoothing method based on enrichment of Twitter 
data set with Wikipedia Semantic knowledge which is named NaYve Bayes with 
Wikipedia Semantic Smoothing (NBWSS). NBWSS makes use of semantic knowledge 
such as multiword Wikipedia article titles, their categories and redirects. in order to show 
the efficiency of the proposed system we use Twitter Sentiment 140 Data set which is a 
large scale sentiment classification dataset consists of tweets in English. 
lstanbul, June 2013 Dilara TORUNOGLU 
iv 
ABSTRACT 
Sentiment classification is one of the important and popular application areas of text 
classification in which texts are labeled as positive and negative. Moreover, Nai:ve Bayes 
(NB) is one of the mostly used algorithms in this area. NB having several advantages on 
Jower complexity and simpler training procedure, it suffers from zero probability problems 
(Rish, 2001). Smoothing methods are employed for this problem; mostly Laplace 
Smoothing is used; however in this paper we propose Wikipedia based semantic smoothing 
approach. Our semantic smoothing formulation is based on the work in (Zhou, 2008). We 
extend this study by employing Wikipedia to extract topic signatures. Moreover, we also 
incorporated semantic knowledge in Wikipedia such as categories and redirects. To be 
more precise, we use Wikipedia article titles that exist in documents, categories and 
redirects of these articles as topic signatures to enrich the dataset. We apply our approach 
to sentiment classification of tweets. Results of the extensive experiments show that our 
approach improves the performance of NB and even can exceed the accuracy of SVM on 
Twitter Sentiment 140 dataset. 
Key Words: Nai:ve Bayes, Semantic Smoothing, Text Classification, Sentiment 
Classification, Sentiment Analysis, Wikipedia, Twitter. 
ÖZET 
Anlamsal sınıflandırma, metin sınıflandırma alanında kullanılan en önemli ve en popüler 
sınıflandırma yaklaşımlarından biridir ki bu yaklaşımda metinler pozitif ve negatif olarak 
sınıflandırılmaktadır. Dahası, Naive Bayes (NB) bu alanda en çok kullanılan algoritmadır. 
NB algoritmasının düşük karmaşıklık, basit öğrenme prosedürü gibi avantajlarının 
yanında, sıfır olasılık problemiyle uğraşmaktadır (Rish, 2001). Yumuşatma methodları bu 
probleme uygulanmaktadır, çoğunluklada Laplace yumuşatması kullanılır; ancak bu 
çalışmada biz Vikipedi tabanlı anlamsal yumuşatma algoritmasını önermekteyiz. Bizim 
anlamsal yumuşatma algoritmamızın formülleri (Zhou, 2008)' deki çalışmasına 
dayanmaktadır. Biz bu çalışmadaki anlamsal zenginleştirmeyi Vikipedi kullanarak 
genişlettik . Ayrıca, Vikipedi kategorilerin ve yönlendirmelerini anlamsal bilgi geliştirme 
yönünde ekledik. Daha açık konuşmak gerekirse, bu çalışma anlamsal yumuşatma 
yaklaşımını görülen Vikipedi başlıklarını , bu başlıkların kategorileri ve yönlendirmelerini 
kullanılarak Twitter veri kümesini zenginleştirmek amaçlı kullanılmıştır. Yaklaşımımızı 
anlamsal sınıflandırma amacıyla tweet' ler üzerinde uyguladık. Yapılan birçok testin 
sonucunda görülmüştür ki Twitter Sentiment 140 veri kümesi üzerinde, yaklaşımımız 
Naive Bayes algoritmasının başarısını arttırmakta ve Karar Destek Makinelerini 
geçmektedir. 
Anahtar Kelimeler: Nai"ve Bayes, Anlamsal Yumuşatma, Metin Sınıflandırma, Anlamsal 
Sınıflandırma, Anlamsal Analiz, Vikipedi, Twitter 
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Text classification is one of the important techniques to automatically organıze large 
amounts of textual <lata accumulated in organizations, social media and the Intemet. Text 
classification gaining irnportance with rapid increase in the usage of İnternet and especially 
social media sites such as Twitter and Facebook. As a result, a tremendous amount of 
textual information is generated by individuals as well as the commercial entities, and 
organizations. üne of the important and popular application areas of the text classification 
is the sentiment classification in which the comment texts are usually categorized as 
positive or negative. 
Commonly used machine leaming algorithrns in text classification are Nalve Bayes 
(NB) (Mccallum and Nigam, 1998), k-nearest neighbor (Y ang et al., 1999), Support Vector 
Machines (SVM) (Joachims, 1998). Although SVM is one of the best performing 
algorithms in this domain, NB can perform better on several cases (Rish, 2001) and 
additionally it has several advantages such as lower complexity and simpler training 
procedure. However, NB greatly suffers from sparsity (Rish, 2001) when applied to the 
particularly high dimensional data as in text classification. This is especially the case when 
the training <lata consist of very short documents such as tweets and when the training set 
size is limited because of the cost of manual labeling processes. In order to avoid zero 
probability problem smoothing methods are used. 
Most commonly used and default smoothing technique is called Laplace Smoothing (LS) 
which adds one count to all terms in the vocabulary. Though this combination is widely 
used it proves to be not effective in many applications (Jelinek, 1990). Several other 
smoothing methods are proposed in order to cope with this problem in the language 
modeling domain such as Good Turing Smoothing (Gale, 1995), Jelinek-Mercer 
Smoothing (Chen and Goodman, 1998), Absolute Discounting Smoothing (Vilar et al., 
2004) and Linear Discounting Smoothing (Manning et al. ,2009) and these can be applied 
in NB text classification. 
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There are also more advanced smoothing approaches called semantic smoothing which 
attempts to distribute probability mass to the using semantic relations (Zhou et al., 2008), 
(Poyraz et al., 2012). We base our study on the approach introduced in (Zhou et al., 2008) 
which extracts important concepts called topic signatures from the training documents and 
calculates term probabilities by statistically mapping terms to topic signatures using 
Expectation Maximization (EM) algorithm. 
To give an example for what is semantic smoothing is that the document containing term 
"hospital" should return for the query "sanitarium" because both terms are semantically 
related (i.e. synonymous). 
We extend the semantic smoothing method proposed by (Zhou et al., 2008) which is a 
topic signature based semantic smoothing method to deal with sparsity problem. The idea 
of our semantic smoothing is to extract explicit topic signatures ( e.g. Wikipedia Articles, 
categories belongs to articles and redirects belongs to articles) instead of implicit ones 
(collocations) from documents and then statistically map them into single word features. 
For example, taking the advantage of semantic smoothing we can assign the topic signature 
"Public Health" to a doc that doesn't include any single word in this topic signature. But 
clearly includes words about health such as "World Health Organization" and "Insurance 
medicine". 
As in (Zhou et al., 2008) our approach is based on NaYve Bayes (NB) algorithm with the 
enrichment of the Wikipedia knowledge. We call it NaYve Bayes with Wikipedia Semantic 
Smoothing (NBWSS). 
We significantly extend this approach by using Wikipedia article titles that exist in training 
documents, and furthermore categories and redirects of these articles as topic signatures. 
We propose a Wikipedia based semantic smoothing approach since it exploits significant 
amount of semantic information encoded in the relations between article titles, categories, 
3 
and redirects. We conduct experiments on twitter collections taken from Twitter Sentiment 
140 (Go et al., 2009) dataset. On extensive experiments show that our approach increases 
performance on accuracy than compared to NB and in some case, exceeds SVM on Twitter 
Sentiment 140 dataset. 
Our experiments show that when the size of training docurnents is small, the classifier with 
Wikipedia Semantic Smoothing (NBWSS) is similar to Bayesian classifier with Laplacian 
smoothing (MNB). When the size of training increases the proposed algorithm is not only 
outperforms MNB, but gives better accuracy than SVM classifiers. 
We incorporate four types of topic signatures; multi-word Wikipedia Article titles, 
Wikipedia categories and Wikipedia redirects. Combination of these contextual 
information enrich the semantic mapping process and helps to deal with sparsity problem 
in very short docurnents such as tweets. 
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2. RELATEDWORK 
In text classifıcation to avoid sparsity problem, language model smoothing is comrnonly 
used. There are several smoothing methods including Jelinek-Mercer (Chen and Goodman, 
1998), absolute discounting (Vilar et al., 2004), to smooth unigram language models. 
Background collection model is mostly used in these methods. On the other hand there is a 
more effective way to smooth language models called; semantic smoothing. In (Zhou et al., 
2008) and (Zhou et al. , 2006) several smoothing approaches are been proposed for 
language modeling. 
In (Zhou et al., 2008), they proposed a background collection smoothing model to increase 
the performance of Nai"ve Bayes. They used topic signatures which are produced by using 
XTRACT (Smadja, 1993). They considered three types of topic signatures. These are 
unıgrams (single-word features), multiword phrases, and ontological concepts where 
available, respectively. After extracting topic signatures and multiword phrases from 
docurnents they used them in semantic smoothing background collection model to smooth 
and map the topic signatures. They concluded that usage of semantic smoothing and topic 
signatures yield better accuracy results. They implemented semantic smoothing method 
using the dragon toolkit (Zhou et al., 2007) and conduct experiments on three collections, 
OHSUMED, LA Times, and 20 newsgroups. They pointed out that when the size of 
training documents is small; the Bayesian classifier with semantic smoothing outperforms 
Bayesian classifiers with background smoothing (which is referaed as Jelinek Mercer 
Smoothing) (Chen and Goodman, 1998) and Laplacian smoothing. We are motivated by 
this study and adopted same topic signature mapping approach however instead of using 
multiword phrases that are extracted from documents we employ Wikipedia articles, 
categories and redirects as topic signatures. 
The idea of using multiword phrases or n-grams or topic signatures, is not a new concept. 
In (Zhou et al. , 2008) and (Zhou et al., 2006) the multiword phrases and topic signatures 
are used for smoothing purposes. On the other hand, the concept of topic signatures is used 
in (Zhou et al., 2008) which are unigrams (single-word features) , multiword phrases that 
exists in the documents. 
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A similar technique is using word clustering to group semantically related word groups 
(Baker et al., 1998). in this study they described the application of Distributional 
Clustering of words to document classification. They showed that their approach groups 
similar words together and uses word clusters as document features. This technique uses 
advantage of semantic relationships between words and works to gain higher classification 
accuracy. They tested their results on three real-world <lata sets. And they showed that, 
better accuracy results obtained compared to Latent Semantic Indexing (LSI). 
An expectation- maximization (EM) (Dempster et al., 1977) algorithm is an iterative 
method for finding maximurn likelihood or maximurn a posteriori (MAP) estimates of 
pararneters in statistical models. In EM algorithm there are two iterations; first is for an 
expectation (E) step, which creates a function for the expectation of the log-likelihood 
evaluated using the current estimate for the pararneters, and second maximization (M) step, 
which computes pararneters maximizing the expected log-likelihood found on the E step. 
These iterations continue till there is no more change which is convergent to some value or 
reaches to a given cycle constant. Related to this, expectation-maximization (EM) is 
widely used in text classification area. in (Zhou et al., 2008) and (Zhu, 2005) EM 
algorithm is used for make use of unlabeled <lata for leaming multinomial Nai"ve Bayes 
(MNB) model (Mccallum and Nigarn, 1998). 
Today, arnount of textual information stored electronically has drarnatically increased by 
the exponential growth in the use of İnternet and social media. The studies are focused on 
organizing the information obtained from İnternet and social media and investigating with 
a system that automatically labels those with their corresponding topics are known as text 
categorization. These studies are aimed on topical categorization as sorting the docurnents 
with respect to their subjects such as magazine, politics and world ete. A popular 
application of text classification is the classification of documents according to their 
sentiment (i .e. positive or negative). Generally speaking, sentiment analysis aims to 
determine the attitude of a speaker or a writer with respect to some topic or the overall 
contextual polarity ofa document. Hence sentiment classification is subtask of sentiment 
analysis. 
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Sentiment classification aims to fınd the opinion of the user where a crucial characteristic 
of the posted articles is their sentiment or overall opinion towards the subject matter for 
example whether a product review is positive or negative. Labeling these articles with their 
sentiment would provide succinct summaries to readers (Pang et al, 2002). 
Sentiment classification is commonly a two-class classification problem, labeling positive 
and negative (Liu, 2012). The data usually consists of product reviews. To determine a 
class as negative or positive, it is simply looked at the review rating scores from 1-5 stars. 
It's been given in (Liu, 2012) that for example, a review with 4 or 5 stars is considered a 
positive review, and a review with 1 to 2 stars is considered a negative review. Without a 
notr class label, the classifıcation problem becomes much easier. It's been pointed out that 
sentiment classification is a text classification problem. in sentiment classification, 
sentiment words are considered to be more important such as, "great", "excellent'', 
"amazing", "horrible", "bad", "worst". So sentiment classification approaches usually 
make use of these sentiment words explicitly. Machine leaming algorithms are also 
commonly used in sentiment classification such as, Na!ve Bayes (NB) (Mccallum and 
Nigam, 1998) classification, and Support Vector Machines (SVM) (Joachims, 1998). 
An example of these work using machine leaming techniques in sentiment classification is 
(Pang et al, 2002). They considered the problem of classifying documents not by topic, but 
by overall sentiment, e.g., determining whether a review is positive or negative. They use 
movie reviews data, and find that standard machine learning techniques defınitively 
outperforms human-produced baselines. To compare their results with human produced 
baselines they asked two graduate students in computer science to (independently) choose 
good indicator words for positive and negative sentiments in movie reviews. The humans' 
selections are shown in table 2. 1 which is obtained from the paper (Pang et al, 2002). 
Table 2.1 Baseline results for human word lists. Data: 700 positive and 700 negative 
movie reviews (Pang et al, 2002) 
Proposed word lists Accuracy Ti es 
Positive: dazzling, brilliant, phenomenal, excellent, 
Human 1 fantastic 58% 75% 
Negative: suck, terrible, awful, unwatchable, hideous 
Positive: gripping, mesmerizing, riveting, spectacular, 
Human 2 
cool, awesome, thrilling, badass, excellent, moving, 
75% 39% exciting 
Negative: bad, cliched, sucks, boring, stupid, slow 
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After obtaining humans selections, they then converted their responses into simple decision 
procedures that essentially count the number of the proposed positive and negative words 
in a given document. They focused on applying these procedures uniformly distributed 
data, because they wanted to obtain 50% for the random-choice baseline result. They also 
pointed out that the tie rates (percentage of documents where the two sentiments were rated 
equally likely) are quite high. They chose a tie breaking policy to maximize the accuracy 
of the baselines. 
Because that the tie rates produced by humans are relatively poor in performance results 
they focused on creating a new list of seven positive and seven negative words including 
punctuation shown in Table 2.2 obtained from paper (Pang et al, 2002). 
Table 2.2 Results for baseline using introspection and simple statistics of the data 
(including test data) (Pang et al, 2002) 
Proposed word lists Accuracy Ti es 
Positive: love, wonderful, best, great, superb, still, 
Human 3 + stats beautiful 69% 16% 
Negative: bad, worst, stupid, waste, boring, ?, ! 
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And they showed that these words are raised the accuracy to 69%. And they pointed out 
that, this list has a much lower tie rate of 16%. 
On the other hand, they showed that the three machine leaming method they used (Naive 
Bayes (NB), maximum entropy classification (MEC), and Support Vector Machines 
(SVM) do not perform as well on sentiment classification as on traditional topic-based 
categorization. They concluded by examining factors that make the sentiment classification 
problem more challenging. They showed in results that generated via machine leaming 
techniques are almost good in comparison to the human generated baselines. In terms of 
relative performance they concluded their work with showing, NB tend to do the worst and 
SVMs tend to do the best, although showed differences aren't very large. 
Micro blogging today has become a very popular communication tool among Intemet 
users. Millions of users share opinions on different aspects of life every day. Therefore 
micro blogging web-sites are rich sources of data for opinion mining and sentiment 
analysis. Twitter is a popular micro blogging service where users create status messages 
called "tweets". With the increase of people using micro blogging sites and expressing 
their status or feelings of any kind of topic especially with products or companies, 
researches are tend to work on this rich source. Twitter has become a popular source for 
sentiment classification. For example (Go et al., 2009), (Jiang et al. , 2011), (Pak and 
Paroubek, 2010) and (Barbosa and Feng, 2010) they use twitter data for sentiment 
classification. Because micro blogging has appeared relatively recently, there are a few 
research works that were devoted to this topic. Sentiment classification studies are focused 
on classifying tweets as positive or negative with respect to a given topic in order to 
understand the user's feelings of the product or a company. This has an important 
commercial application since it is critical for companies to understand and get upon the 
sentiment of their customers towards their products in order to gain competitive advantage. 
Among these we use the twitter data set compiled by (Go et al., 2009). They used Twitter's 
Application Prograrnming Interface (API) for prograrnmatically accessing tweets by query 
term. They selected the parameter search for English so they have only downloaded 
English tweets for this purpose. 
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They expressed the characteristics of smiley icons and these icons can mean a positive or 
negative emotion which can be used for sentiment classification. For example, ":)" and 
":-)" both express positive emotion. Thus they searched for the queries including positive 
smiley icon ":)", and labeled the obtained tweet as positive. So the query ":(" will return 
tweets and these tweets will be labeled as negative. The full list of emoticons can be found 
in Table 2.3. 
Table 2.3 List of Emoticons (Go et al., 2009) 
Emoticons mapped to :) Emoticons mapped to :( 
:) :( 
:-) :-( 
: ) : ( 
: O 
=) 
The tweets in their training set were from the time period April 6, 2009 to June 25, 2009, 
totally 1 ,600,000 tweets. After obtaining tweets with given smiley icon queries they used 
post-processing. They mainly had 5 processing filters, which are; first, they eliminated 
smiley icons from Table 2.3 from the obtained tweets; they pointed that with including 
these icons in tweets the Maximum Entropy model and SVM classifiers would put a large 
amount of weight on the emoticons, in which the accuracy results could be badly affected. 
Second, any tweets both containing positive and negative icons were removed to avoid any 
confusion. For example, "I love my ipad :) but sometimes it is really hard to use :( ". In 
their paper, they omitted these tweets because they didn't want positive features marked as 
part of a negative tweet, or vice-versa. Third filter was removing Retweets which are 
processes of coping another user's tweet. To remove these tweets they searched the query 
term for "RT" which means Retweeted from someone else. Forth filter was removing 
tweets including icons like ":P". They implied that these icons would not imply any 
positive and negative sentiment. For last filter, they omitted repeated tweets. 
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But this is not enough for classifying the tweet. So in (Go et al. , 2009) they have created 
two group sets the words for positive emotions and the words for negative emotions. The 
word "love" included tweets classified as positive and the word "hate" included tweets 
classified as negative. The tweets included both words or both smiley icons were 
eliminated for misclassification issues and given specific product names or person names 
1 ,600,000 tweet were classified. 
They collected their test data manually by using the web application. After obtaining 359 
total tweets they manually labeled 1 77 tweets as negative and 182 tweets as positive. 
Moreover, they pointed that they their test data were not included some of smiley icons not 
ali. To obtain testing collection they followed two steps. Step 1, was searching the Twitter 
API with special queries which were arbitrarily chosen from different domains. For 
example, these queries consist of consumer products (40d, ete), companies (at&t, ete), and 
people (Obama, ete). They obtained these query terms manually to obtain testing tweets. In 
Table 2.4 list of the queries are shown. And then they worked on tweets obtained by these 
query searching and labeled thern as negative or positive if seen sentiment in tweets. To be 
more precise, they searched for given smiley icons showed in table 2.3 in tweets and 
labeled tweets with respect to their meanings. Moreover they pointed out that, the test set 
was selected independently of the presence of emoticons meaning they ignored smiley 
icons in test set. 
Table 2.4 List of Queries Used to Create Test Set (Go et al. , 2009) 
Query Negative Positive Total Category 
40d 2 2 Product 
50d 13 5 5 Product 
aıg 7 7 Company 
at&t 13 13 Company 
bailout l 1 Mise. 
bing 1 1 Product 
Bobby Flay 6 6 Person 
booz ailen l 2 3 Company 
car warranty cali 2 2 Mise. 
eh en ey 5 5 Person 
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eomeast 4 4 Company 
Danny Gokey 4 4 Person 
dentist 9 3 12 Mise. 
east palo alto 2 3 Loeation 
espn Produet 
exam 5 2 7 Mise. 
federer 1 Person 
fredwilson 2 2 Person 
g2 7 7 Produet 
gm 16 16 Company 
goodby silverstein 6 6 Company 
google 4 5 Company 
googleio 4 4 Event 
india eleetion 1 Event 
indian eleetion 1 Event 
inseets 5 6 Mise. 
iphone app 2 Produet 
ıran 4 4 Loeation 
itehy 5 5 Mise. 
Jquery 1 3 4 Produet 
jquery book 2 2 Produet 
kindle2 16 17 Produet 
lakers 4 4 Produet 
lambda ealculus 2 3 Mise. 
latex 5 3 8 Mise. 
lebron 4 14 18 Person 
lyx 2 2 Mise. 
Malcolm Gladwell 3 7 10 Person 
mashable 2 2 Produet 
medonalds 1 5 6 Company 
naive bayes 1 Mise. 
night at the museum 3 12 15 Movie 
nike 4 11 15 Company 
north korea 6 6 Loeation 
notre dame sehool 2 2 Mise. 
obama 9 10 Person 
pelosi 4 4 Person 
republiean 1 l Mise. 
safeway 5 2 7 Company 





sleep 3 l 4 Mise. 
stanford 7 7 Mise. 
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star trek 4 4 Movie 
summıze 2 2 Product 
surgery l l Mise. 
time wamer 33 33 Company 
twitter l l Company 
twitter api 6 2 8 Product 
vira l marketing 1 2 3 Mise. 
v ısa 1 l Company 
visa card 1 1 Product 
warren buffet 5 5 Person 
wave s&box l 1 Product 
weka l 1 Product 
wieden 1 l Company 
wolfrarn alpha 1 2 3 Product 
world cup 1 1 Event 
world cup 20 l O 1 1 Event 
yahoo 1 1 Cornpany 
yankees 1 1 Mise. 
Total 177 182 359 -
They have used 359 total tweets for testing purpose included 7 different categories that 
they have chosen. The testing <lata with its category names, the total tweets included that 
categories and the percentages of the given categories in test set are shown in Table 2.5. 
Table 2.5 Categories for Test Data (Go et al. , 2009) 
Cateeory Total P ercent 
Corn pany 11 9 33. 15% 
Event 8 2.23% 
Location 18 5.0 1% 
Mise. 67 18.66% 
Movie 19 5.29% 
Person 65 18.11 % 
Product 63 17.55% 
Grand Total 359 
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They explored the usage of unigrams, bigrams, unigrams and bigrams, and parts of speech 
as features. Table 2.6 summarizes the results. 
Table 2.6 Classifıer Accuracy (Go et al., 2009) 
Features Keyword Naive Bayes MaxEnt SVM 
Unigram 65 .2 81.3 80.5 82.2 
Bigram N/A 81.6 79.1 78.8 
Unigram + Bigram N/A 82.7 83.0 81.6 
Unigram +POS N/A 79.9 79.9 81.9 
The data set is called Twitter Sentiment 140 dataset. We have downloaded this dataset total 
1,600,000 tweets 800,000 of which were Jabeled as positive and 800,000 were labeled as 
negative class associated. After that we reduced the number of tweets included in this 
dataset by searching the queries given by (Go et al., 2009). For exarnple, they suggested 
that for the category company one should search in the query "at&t'', "bing'', "twitter", 
"Time Warner'', ete. we have searched the given queries included in 7 big categories and 
obtained 64,204 tweets, in which 34,233 are labeled as negative tweets, 29,971 are labeled 
as positive tweets. We used these tweets in the dataset for the enrichment of Wikipedia 
concepts purpose. 
In a similar study (Jiang et al. , 2011), they focused on target-dependent Twitter sentiment 
classification with given a query, they classified the sentiments of the tweets as positive, 
negative or neutral according to whether they contain positive, negative or neutral 
sentiments about that query. In their study, they used the query as the target of the 
sentiments. Their approach for solving sentiment classification problem adopts the target-
independent strategy, which may assign irrelevant sentiments to the given target. Moreover 
they pointed out that, these studies were only takes the tweet to be classified into 
consideration when classifying the sentiment; which its context (i.e., related tweets) were 
ignored. On the other hand, because tweets were short and arnbiguous, they pointed that, it 
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was not enough to consider only the current tweet for sentiment classifıcation. They were 
motivated by these mistakes and they proposed to improve target-dependent Twitter 
sentiment classification by incorporating target-dependent features and taking related 
tweets into consideration. The problem they addressed was target dependent sentiment 
classification of tweets. That's why they pointed out that the input of the task was a 
collection of tweets containing the target and the output was labeling assigned to each of 
the tweets. They pointed that the tweet does not express any sentirnents to the given target 
however, express sentiments to other things was considered as being opinionated about the 
target. To be more precise, they give an example of this concept that, this tweet expresses 
no sentiment to "Bill Gates" but was very likely to be classified as positive about "Bill 
Gates" by target independent approaches. 
"People everywhere love Windows & vista. Bili Gates" 
They have a three steps approach for this purpose. For step one, they focused on 
subjectivity classification as the first step to decide if the tweet was subjective or neutral 
about the target. They focused on polarity classifıcation as the second step to decide if the 
tweet was positive or negative about the target if it was classified as subjective in step one. 
And for third and !ast step, they focused on Graph-based optimization as the third step to 
further boost the performance by taking the related tweets into consideration. 
They pointed out that, the third step which; their work differed from most of the studies, 
they focused on Graph-based Sentiment Optimization. They focused on three kinds of 
related tweets. First one was the retweets. The second one was the tweets containing the 
target and published by the same person. And the third one was the tweets replying to or 
replied by the tweet to be classified. 
Based on these three kinds of relations (Jiang et al., 2011), constructed a graph using the 
input tweet collection ofa given target. As shown in Figure 2.1., each circle in the graph 
was indicated as a tweet. The three kinds of edges indicate being published by the same 







Figure 2.1 An example graph of tweets about a target (Jiang et al., 2011) 
They classified each tweet as positive, negative or neutral towards the query with which it 
was downloaded. They obtained 459 positive, 268 negative and 1,212 neutral tweets in 
total for testing purpose. They concluded in experimental results, their approach greatly 
improved the performance of target-dependent sentiment classification. 
Table 2.7 Effectiveness of the context-aware approach (Jiang et al. , 201 l ) 
Fl-Score(%) 
System Accuracy Pos Neu Neg 
Target-dependent sentiment 66.0 57.5 70.1 66.1 classifıer 
Graph-based optimization 68.3 63 .5 71.0 68 .5 
Their results can been seen in Table 2.7. They pointed out that, the overall accuracy of the 
target-dependent classifiers over three classes was 66.0%. And they showed that the graph-
based optimization improved the performance by over 2 points which they have tested in t-
test with p < 0.005 . They pointed that this results was showing the context information was 
useful for classifying the sentiments of tweets. And from these results, they found that the 
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context-aware approach was especially helpful for positive and negative classes in tenns of 
accuracy. 
Another study done for twitter sentiment classification purpose was (Pak and Paroubek, 
201 O). In the paper, they focused on using Twitter as well, since Twitter is the most 
popular micro blogging platform, for sentiment analysis. They showed how to 
automatically collect a corpus for sentiment analysis and opinion mining purposes. They 
performed linguistic analysis of the collected corpus. Using the corpus, they built a 
sentirnent classifier that was able to determine positive, negative and neutral sentiments for 
a document. For the corpus collection they have done same approach as the paper in (Go et 
al., 2009). They classified the tweets with corresponding smiley icons. In table 2.8 the 
characteristics of the test set is shown. 
Table 2.8 The characteristics of the evaluation dataset (Pak and Paroubek, 201 O) 





They used Tree Tagger for POS-tagging and observed the difference in distributions 
among positive, negative and neutral sets. They showed that the proposed classifier was 
able to determine positive, negative and neutral sentiments of documents. The classifier 
was based on the multinomial Naive Bayes classifier that uses N-gram and POS-tags as 
features. They pointed that N-gram based classifier uses the presence of an n-gram in the 
post as a binary feature. Moreover, the classifier based on POS distribution estimate 
probability of POS-tags presence within different sets of texts and uses it to calculate 
posterior probability. They concluded the paper with showing the experirnental evaluations 
that proposed techniques were efficient and performed berter than previously proposed 
methods. Also worked with English, however, they impressed that proposed technique 
could be used with any other language. 
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In (Barbosa and Feng, 20 l O), they proposed an approach to automatically detect sentiments 
on Twitter messages by exploring several characteristics of how tweets were written and 
meta-information of the words that compose these messages. Moreever, they have 
presented an effective and robust sentiment detection approach for Twitter messages, 
which used biased and noisy labels as input to build their models. Also in the paper, they 
influenced sources of noisy Jabels as their training data. These noisy labels were obtained 
by a few sentiment detection websites over twitter data. They are: retweets; hashtags; 
replies; link, if the tweet contains a link; punctuation (exclamation and questions marks); 
emoticons (textual expression representing facia} expressions); and upper cases (the 
number of words that starts with upper case in thetweet). The information about the 3 data 
sources are shown in table 2.9 
Table 2.9 Information about the 3 data sources (Barbosa and Feng, 2010) 
Data Sources URL #Tweets Sentiments 
Twendz http://twendz.waggeneredstrom.com/ 254081 pos/neg/neutral 
Twitter Sentiment http ://twi ttersenti ment.appspot. com/ 79696 pos/neg/neutral 
TweetFeel http://www. tweetfeel .com/ 13122 pos/neg 
(Barbosa and Feng, 2010) show that their features were able to capture a more abstract 
representation of tweets. As a result the proposed solution was more effective than 
previous ones and also more robust regarding biased and noisy data, which is the kind of 
data provided by these sources (i.e. Twitter). They concluded that performance increases 
due to the fact that, their approach created a more abstract representation of these messages 
compared to a raw word representation as in previous approaches. Furthermore, although 
the data is noisy and biased, the data sources provide labels of reasonable quality and, 
since they have different bias, combining them also brought some benefits. The main 
disadvantage of their approach was the cases of sentences that contain antagonistic 
sentiments meaning including no sentiments such as strong or focused. 
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A similar study was done in (Davidov et al., 2010). In this paper they proposed a 
supervised sentiment classification framework which was based on data from Twitter as 
well. They used 50 Twitter tags and 15 smileys' s for labeling on sentiment approach 
purpose. They have asked 2 judges for 3852 most frequent tweeter tags for to obtain 
annotation results which are shown in the table 2. 1 O. The second column displayed the 
average number of tags, and the last column shows % of tags annotated similarly by two 
judges. 
Table 2.10 Annotation results for the 3852 most frequent tweeter tags 
(Davidov et al, 201 O) 
Category # oftags % agreement 
Strong sentiment 52 87 
Likely sentiment 70 66 
Context-dependent 110 61 
Focused 45 75 
No sentiment 3564 99 
They evaluated the contribution of different feature types for sentiment classification and 
showed that their framework successfully identifies sentiment types of untagged sentences. 
The quality of the sentiment identification of their approach was also confirmed by human 
judges. They also explored dependencies and overlap between different sentiment types 
represented by smiley' s and Twitter hashtags. 
Another study on Twitter sentiment classification was done by (Diakopoulos and Shamma, 
2010). They add television broadcast to Twitter data for sentiment classification purpose. 
They pointed out that Television broadcasters were beginning to combine social micro-
blogging systems such as Twitter with television to create social video experiences around 
events. Influenced with this they looked at one such event, the first U.S. presidential debate 
in 2008, in conjunction with aggregated ratings of message sentiment from Twitter. They 
began to develop an analytical methodology and visual representations that could help a 
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journalist or public affairs person better understand the temporal dynamics of sentiment in 
reaction to the debate video. For this reason they demonstrated visuals and metrics that 
could be used to detect sentiment pulse, anomalies in that pulse, and indications of 
controversial topics that could be used to inform the design of visual analytic systems for 
social media events. 
(Diakopoulos and Shamrna, 201 O) demonstrated that the overall sentiment of the debate 
was negative and that tweeters tended to favor Obama over McCain. They show that 
interesting events can be detected by looking at anomalies in the pulse of the sentiment 
signal and that controversial topics can be identified by looking at correlated sentiment 
responses. They pointed out that this analysis was highly dependent on the polarized 
structure ofa political debate, however they also have tend to explore how other events, 
(speeches, TV shows, sports), could also be analyzed using sentiment classification. That's 
why they suggested that a system embedding such metrics and visuals as they have 
developed in the paper could enable journalists to identify key sections of a debate 
performance, or could enable public affairs officials to optimize a candidate's 
performance. 
In (Bifet and Frank, 201 O), they first di scussed the challenges that Twitter data streams 
pose, focused on classification problems, and then considered the streams for opinion 
mining and sentiment analysis. To avoid streaming unbalanced classes, they proposed a 
sliding window Kappa statistic for evaluation in time-changing data streams. Using this 
statistics they performed a study on Twitter data using leaming algorithms for <lata 
streams. 
Twitter streaming data could enable any user to discover what is happening in the world at 
any given moment in time. Though, the Twitter Streaming API deliver a large quantity of 
tweets in real time, they expressed that data stream mining and evaluation techniques are 
the best solution for the task at hand, but have not considered in previous work. They 
discussed the challenges that Twitter streaming data poses, focusing on sentiment analysis, 
and proposed the sliding window Kappa statistic as an evaluation metric for data streams. 
The evaluation results are shown in table 2. 11 and 2.12 and figure 2.2. 
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Figure 2.2 Sliding window prequential accuracy and Kappa measured on the 
twittersentiment.appspot.com data stream (Bifet and Frank, 2010) 
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Results of experiments are showed in Multinomial NB, Stochastic gradient descent (SGD) 
and Hoeffding Tree. SGD has experienced a revival since it has been discovered that it 
provides an efficient means to Jearn some classifiers even if they are based on non-
differentiable loss functions. The most well-known tree decision tree learner for data 
streams is the Hoeffding tree algorithm. It employs a pre-pruning strategy based on the 
Hoeffding bound to incrementally grow a decision tree. 
Table 2.11 Total prequential accuracy and Kappa obtained on the Edinburgh corpus data 
stream (Bifet and Frank, 2010) 
Accuracy Kappa T ime 
Multinomial Naive Bayes 86.11% 36.1 5% 173.28, sec 
SGD 86.26% 31.88% 293.98 sec. 
Hoeffding Tree 84.76% 20.40% 6151.5 1 sec. 
Table 2.12 Accuracy and Kappa for the test dataset obtained from 
twittersentiment.appspot.com using the Edinburgh corpus as training data stream 
(Bifet and Frank, 2010) 
Accuracy Kappa 
Multinomial Naive Bayes 73.81% 47.28% 
SGD 67.41% 34.23% 
Hoeffding Tree 60.72% 20.59% 
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They have considered all tests performed and ease of interpretability, and they pointed out 
that the SGD-based model , used with an appropriate leaming rate, could be recomrnended 
for this data. 
There are several studies which aım to ıncrease classification accuracy by exploiting 
semantic relations in Wikipedia. 
(Gene et al. , 2011) ernployed Wikipedia based transform for classifying tweets. They have 
mapped twitter messages onto their most similar Wikipedia pages and the distances 
between pages are used for as a proxy for the distances between messages. In order to do 
so, they had two steps; in first step they have mapped tweets to Wikipedia pages, and then 
computed the distance between the Wikipedia pages as a measure of semantic distance 
between the tweets. 
Tweet ıı 








CALCULATING DISTANCE - 1 
Figure 2.3 Steps of used approach (Gene et al., 2011) 
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First, they identified a set of words for the given tweets to associate a tweet to a Wikipedia 
page. They pointed that, after the stop word elimination which they apply Latent Semantic 
Analysis (LSA) package, all the words were included in the word set. And then for each 
word, they checked to see if there was a direct page dedicated to the word. And also they 
have checked for existing ofa disambiguation page which was precise mapping to the right 
page, leading to more accurate distance measures. After that, they founded a list of 
candidate pages for the tweet by aggregating each page associated with each word of the 
word set. And a score was calculated for each candidate Wikipedia page by counting the 
number of occurrences of the words in the word set. Finally, the page with the highest 
score was selected as the associated Wikipedia page for the tweet. Model of finding a 
Wikipedia page with associated tweet is shown in figure 2.5. 
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Figure 2.4 Finding a Wikipedia page associated with a tweet (Gene et al. , 2011) 
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For calculating the distance of two Wikipedia pages, their work was based on the linking 
between the categories associates with these two pages. The categories of the Wikipedia 
pages were linked to one another in a graph structure. They have captured the network 
structure of categories fo r each Wikipedia page for five levels and computed the semantic 
distance between the two Wikipedia pages by finding the length of the shortest patlı from a 
category of one page to a category of the other page. This calculation approach is shown in 
figure 2.5 
WUd l'"~ 2 
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Figure 2.5 Calculating the distance between two Wikipedia pages (Gene et al., 2011) 
Finally, they have showed that technique was mofe accurate than altemative techniques of 
stfing edit distance and Latent Semantic Analysis (LSA) fof classification ofa set of twittef 
messages. 
While Wikipedia has been comrnonly used in text classification fof semantic purpose, 
thefe are studies which focus on to transform Wikipedia into a structured thesaurus. In 
(Wang at al., 2009), they fust find the Wikipedia concepts in given document. When 
candidate concepts have been found these wefe added into the docurnent along with theif 
felated concepts with the usage of synonymy Of hyponymy Of hierafchical felation Of 
associative relation. They have used Reutefs, Ohsurned and 20 Newsgroups datasets and 
SVM algofithm fof classification. Fof measuring the classifiefs pefformance Precision and 
Recall wefe used. The fesults show 4.5% improvement ovef baseline with the help of 
associative concepts and hyponyms on documents. 
A similar study to our approach was done by (Hu et al., 2009). To add semantic knowledge 
they enriched document fepresentation with the background knowledge. In the papef, they 
presented a novel text clustefing method to use semantic knowledge by enriching 
document representation with Wikipedia concept and category information. They have 
developed two approaches, exact match and felatedness-match, to map text docurnents to 
Wikipedia concepts, and fürthef to Wikipedia categories. The framework of the approach 
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Figure 2.6 The framework of leveraging Wikipedia for document clustering (Hu et al. , 
2009). 
They tested their approach on three datasets; 20-newsgroup, TDT2, and LA Times. They 
showed that clustering performance improves significantly by enriching document 
representation with Wikipedia concepts and categories. 
Similarly, in (Huang et al., 2009) they showed how Wikipedia based semantic knowledge 
can be exploited for document clustering. They created a concept-based document 
representation by mapping the terms and phrases within documents to their corresponding 
articles (or concepts) in Wikipedia. Using similarity measure they evaluated the semantic 
relatedness between concepts sets for two documents. Finally, they have tested the 
concept-based representation and the similarity measure on two standard text document 
datasets as Reuters and Ohsumed. Their results, show that the use of Wikipedia based 
semantic knowledge improves the clustering performance. 
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in (Luo et al., 2011 ), they proposed a novel term weighting scheme by exploiting the 
semantics of categories and indexing terms. Specifically, the semantics of categories are 
represented by senses of terms appearing in the category labels as well as the interpretation 
of them by WordNet. Also, the weight ofa term is correlated to its semantic similarity with 
a category. They tested results on three commonly used data sets; Reuters, 20News 
Groups, WebKB. They showed that the proposed approach outperforms term frequency-
inverse document frequency (TF-IDF) in the cases that the amount of training data is small 
or the content of documents is focused on well-defined categories. Also they pointed out 
that, the proposed approach compared favorably with two previous studies. 
A corpus-based thesaurus and WordNet were used to improve text categorization 
performance in (Li et al., 2012). They employed the k-Nearest Neighbor (k-NN) algorithm 
and the Back Propagation Neural Network (BPNN) algorithms as the classifiers. The k-NN 
is a simple yet effective algorithm for text categorization and the BPNNs has been widely 
used in the categorization and pattem recognition fields. On the other hand, the standard 
BPNN has some generally acknowledged limitations, such as a slow training speed and can 
be easily trapped into a loca! minimwn. To alleviate the problems of the standard BPNN, 
two modified versions, Morbidity neurons Rectified BPNN (MRBP) and Leaming Phase 
Evaluation BPNN (LPEBP), were considered and applied to the text categorization. in 
WordNet, words are organized into taxonornies where each node is a set of synonyms (a 
"synset" ) representing a single sense. In experiments they use only a noun taxonomy with 
hyponymy/hypemyrny relations ( or an is-a relation). They conducted the experiments on 
both the standard Reuter-21578 data set and the 20 Newsgroups data set. They showed that 
their methods achieved high categorization effectiveness as measured by the precision, 
recall and F-measure protocols. 
Although there are nwnerous studies using English Wikipedia in semantic analysis, there 
are limited numbers of studies using Turkish Wikipedia (Vikipedi) for text mining. Among 
those Poyraz et al. (2012) ernploy a similar approach as ours. They used bag of words 
(BOW) model and Wikipedia enrichment on Turkish data sets where obtained from 
Turkish newspapers articles. They have used l 150Haber, AA Haber, and Hurriyet_6clk 
dataset. For the classification both multinomial Na1ve Bayes (MNB) and Support Vector 
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Machine (SVM) classifiers were used and the baseline BOW representation and wiki 
enrichment were discussed and compared. Accuracy improvement results are shown in 
table 2.12. 
Table 2.13 Accuracy Improvement over baseline (Poyraz et al. , 2012) 
DATASET NB SVM 
1150 HABER 0,09% 0,60% 
AA HABER 0,45% 0,08% 
AAHABER-18428 0,30% 0,47% 
HÜRRİYET-6ClK 0,66% 1,13% 
They showed that there was a slight improvement on accuracy when they enrich the data 
with Wikipedia concepts. On the other hand, they have only used multiword Wikipedia 
Article titles as Wikipedia concepts which differ from our approach as we enriched the 
twitter data not only with Wikipedia articles titles but also with categories and redirects of 
the articles. Our approach differs from this work from three ways. First one is by adding 
not only multiword Wikipedia articles but also categories and redirects of related article 
titles. Second, we used Wiki Semantic Smoothing (WSS) motivated from (Zhou et al., 
2008) and obtained better accuracy results. Third, we use English twitter data set to be 
enriched with respect to Wikipedia knowledge. 
28 
3. APPROACH 
in this section, we first give brief explanation of Na!ve Bayes Algorithm (McCallum and 
Nigam, 1998), smoothing methods Laplace Smoothing, Jelinek Mercer Smoothing (Chen 
and Goodman, 1998) and semantic smoothing approach used in (Zhou et al., 2008). 
Following this we focus on our approach which is based on the algorithm (Zhou et al. , 
2008). Our approach is called Wikipedia based Semantic smoothing (WSS) model we 
provide details about the components used in our model which are namely; Freebase 
Wikipedia Extractor, Term Extractor and Wiki concept extractor. Then we give 
explanation about the topic signatures (TS) and advantages of using them motivated by the 
work (Zhou et al. , 2008). Finally we give detailed information about our topic signatures; 
Wikipedia Article titles, categories and redirects. 
3.1. Nalve Bayes Algorithm 
in text classific.ation, one of the most commonly used and popular machine learning 
algorithms is Nai"ve Bayes (McCallurn and Nigam, 1998) due to its easy implementation 
and low complexity. For demonstration text document purpose there are two used event 
models used in NaYve Bayes; binary and multinomial Na!ve Bayes. 
in our approach we use multinomial Nalve Bayes model (MNB). Multinomial Nai"ve Bayes 
uses term frequencies instead of "1" or "O" binary values. Compared to multivariate 
Bemoulli model, in MNB docurnents are denoted by a vector of term counts. The class 
conditional probability of the term Wt in class cj is given by: 
(1) 
Where iV 1 is vocabulary (total number of words) and Nit is count of the number of times word Wt 
occurs in document di. 
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3.2. Smoothing Methods 
Missing terms (unseen events) in the documents can cause zero probability which is simply 
called sparsity problem in NB (Zhou et al., 2008). To eliminate this problem, smoothing 
methods are used. This is simply distributing some probability mass by decreasing the 
probabilities of existing terms and assigning the extra probability mass to unseen terms. 
Two of commonly used smoothing algorithms are Laplace Smoothing and Jelinek-Mercer 
Smoothing. Motivated by (Zhou et al., 2008) we used Semantic Smoothing approach for to 
deal with sparsity problem in Naıve Bayes algorithm. 
3.2.l. Laplace Smoothing 
To eliminate zero probability problem one solution could be Laplace Smoothing. Laplace 
smoothing is the most common smoothing method used NB. This method is simply adding 
a pseudo count to every unseen term counts to avoid zero probability problems. Although, 
this method is highly used its main disadvantage is to give too much probability mass to 
previously unseen events for sparse sets of <lata over large vocabularies. Probability of 
term given class with Laplace for multinomial Narve Bayes (Manning and Schütze, 1999): 
1 + N(ct'D) 
IVl+N(c,D) (2) 
where ~.ı is the probability of term given class. N (c1, D) represents number of documents 
in class c that contain term t and N(c, D) denotes number of documents in class c. 
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3.2.2. Jelinek-Mercer Smoothing 
Smoothing methods are separated in two marn methods whether the smoothing is 
interpolated or backed-off (Chen and Goodman, 1998). Jelinek-Mercer smoothing method 
is fall under interpolated models since the maximum estimate is interpolated with the 
smoothed lower-order distribution (Chen and Goodman, 1998). 
p ( 1 ) N(ct) 
ml Wt cj = N(c,D) (3) 
where P mi (w1lc.J is the probability with maximum likelihood estimate and P(wılDJ is the 
maximum likelihood estimation of term t in collection D where D is the total number of 
documents. 
(4) 
where fJ can be set to some constant. Due to zero probability problems, we again need to 
smooth maximum likelihood estimation of the term tin collection D . 
For multinomial event model P(w1 1 D) is: 
P(w ID)= I+N(w"D) 
1 1V1 +N(D) (5) 
where N( ~, D) is the total number of term counts, and N (D) represents the total number 
of documents in collection D. 
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3.2.3. Semantic Smoothing 
The semantic smoothing approach statistically maps topic signatures ın all training 
documents of a class into single-word features (Zhou et al., 2008). They linearly 
interpolated the semantic mapping component with a simple language model as described 
in equation 6 from the paper (Zhou et al. , 2008): 
(6) 
in equation 6, P5 (wlci) is unigram class model with semantic smoothing and tk is for k-th 
topic signature and P(tk 1 ca are stands for distribution of topic signatures in training 
documents of a given class. Also, in paper (Zhou et al., 2008) they pointed out that, 
equation 6 can be estimated by maximurn likelihood estimate. ô is the coefficient for to 
control the influence of semantic mapping component in mixture model. lf this coefficient 
was set to zero it can be turned to simple language model. They pointed out that here the 
problem was how to compute P(wltk)· For each topic signature tb they obtained a set of 
docurnents (Dk) containing the signature. Additionally, they used the document set Dk to 
approximate the semantic mapping from tk to single-word features in the vocabulary. They 
suggested that this would be unrealistic that assuming that all words appearing in Dk would 
be including in that topic signature tk . Because of that reason they did not just apply 
maximurn likelihood estimate some words would address topics corresponding to other 
topic signatures while some were background words of the whole collection. Therefore 
they employ a mixture language model to remove the noise: 
(7) 
When the mixture model was used for text generation, it was unknown regarding what 
model a word was exactly generated by. They said that, it was instead a hidden variable. 
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On the other hand, the chance of selection either model was known. in the formula a was 
denoted as the coefficient accounting for the chance of using the background collection 
model to generate words. Moreover, the log likelihood of generating the document set Dk 
was: 
(8) 
Here c(w, Dk) denotes the document frequency of term w in Dk> i.e., the occurrence count 
of w and tkshows occurrence count of term w in all collection. They estimated P(wltk) by 
EM algorithm (Baker et al., 1998) with following; 
The Expectation step was set initial values, 
(1-a)p(n) (wltk)+aP(wlC) 





And finally they showed, EM algorithm was initialized by the maxımum likelihood 
estimator with regarding setting the background coefficient a. They concluded that the 
larger a gets the more specific the trained parameters were. 
Motivated by this study (Zhou et al., 2008) we implement the same approach and used the 
same formulas with EM algorithm to obtain baseline results of this study. We extend their 
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work by adding Wikipedia Articles, Categories and Redirects as topic signatures thus 
adding semantic knowledge for sentiment classification of twitter messages. 
3.3. Wikipedia Based Semantic Smoothing Model 
"Wikipedia is a collaboratively edited, multilingual, free Intemet encyclopedia supported 
by the non-profit Wikimedia Foundation. Its 25 million articles, over 4. 1 million in the 
English Wikipedia alone, are written collaboratively by volunteers around the world" 1. in 
Wikipedia Articles there are rich information about the concept and more as synonymy and 
hyperlinks. To gain excess the Wikipedia resource we used Freebase Wikipedia 
Extraction2 and its processed dump of English Wikipedia in xml format. We extracted the 
Wikipedia Article titles as Wikipedia concepts and categories that belong to article titles 
and redirects respectively. We have used English Twitter data as the main source and 
enriched the data with topic signatures by using semantic smoothing approach used in 
(Zhou et al., 2008), not only with English Wikipedia Articles titles but also with Wikipedia 
Articles Categories and Wikipedia Articles Redirects. Our system is similarly surnmarized 
and explained in details in the following fıgure 3.1 
1 (2013) The Wikipedia website [Online] Available: http://en .wikipedia.org/wiki/Wikipedia 
2 Google, Freebase Wikipedia Extraction (WEX), http ://download . freeba~e.com/wex/, <08> <06>, <20 12> 
-r- WEX PostgreSQL Concepts in CSV 






Figure 3.1 Design of the System 





The Freebase Wikipedia Extraction3 (WEX) is a processed dump of the English language 
Wikipedia. Each article is transferred to readable XML forrnat cornmon relational features 
like templates, categories, article sections, and redirects are extracted in tabular form. 
Freebase WEX is provided as a set of database tables in TSV forrnat for PostgreSQL 4, 
along with tables providing mappings between Wikipedia articles and Freebase topics, and 
corresponding Freebase Types. 
Wikipedia dump was retrieved in August 6th, 2012 and in the PostgreSQL there were 
6, 108,629 Wikipedia articles, 5,587,540 Wikipedia redirects and 17,356,454 Wikipedia 
categories which are shown in table 3 .3 .1 in detailed. 
3 Google, Freebase Wikipedia Extraction (WEX), http://download.freebase.com/wex/, <08> <06>, <20 12> 
4 http ://www.postgrcsql.org/ 
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Table 3.1 Wikipedia Dump Size 
Wikipedia Dumps #of size 
Wikipedia article titles 6,108,629 
Wikipedia categories 17,356,454 
Wikipedia redirects 5,587,540 
Each of article titles describes a topic which we call concepts. These concepts can be single 
or multiple consecutive words that can be named entity, a compound word ora commonly 
used term in a specific domain. 
We have used WEX to obtain Wikipedia tables and added them to PostgreSQL. From 
database which necessary queries we have added Wikipedia article titles, Wikipedia 
categories with respect to their article titles, Wikipedia redirects with respect to their article 
titles and Wikipedia article titles with categories and redirects into 4 different comma-
separated values (csv) form . 
3.3.2. Term Extractor 
Term Extractor creates an array vector that includes words term frequencies that occur in 
given text. These terms are added to their term-frequency vector. In Term Extractor, each 
text document is represented as term-frequency vector. 
3.3.3. Wiki Concept Extractor 
Obtained from Wikipedia dumps we have all the information on Wikipedia article titles, 
using PostgreSQL database. Wiki Concept Extractor searches for Wikipedia article titles, 
categories and redirects. These concepts could be one, two or three word phrases. We have 
limited this search starting with two word phrases as occurrence of one word phrase would 
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not add a semantic knowledge as it is already included in tweets. Then, given concepts are 
searched of occurrence in given tweets. lf all the separated words of wiki concepts occur in 
given tweets, they are added to term frequency as if they are a unique attribute entity. By 
this way we exploit semantic relationships between terms in the tweets. To give an 
example "The White House" is the official residence and principal workplace of the 
President of the United States, is a Wikipedia article title. After preprocessing we obtain, 
"White" and "House'', we check this two separated word occurrences in given tweet. 
Without this approach in let's say the tweet is, "My dream is to see the white house" all 
these words will be represented as separate terms in a vector space (Bag of Words 
approach) and their semantic relationship will be disregarded. On the other hand with our 
approach Wiki Concept Extractor will add semantic knowledge of the multiword phrase of 
"White house" which is associated with single words using EM algorithm in the further 
steps. 
3.3.4. Topic Signatures 
in paper (Zhou et al. , 2008) they suggested that there was no strict definition for topic 
signatures. And any topic carrier could be viewed as a topic signature. For this reason in 
(Zhou et al., 2008) they considered three types of topic signatures which were unigrams 
(single-word features) , multiword phrases, and ontological concepts, respectively. They 
pointed out that a concept was a unique meaning in a specific domain which represents a 
set of synonymous terms in the domain. in their study, they used UMLS concepts as topic 
signatures for the corpus of OHSUMED. 
They suggested that a multiword phrase could consist of two or more words adjacent to 
each other which were a kind of fixed expressions or collocations. "Space Program'', 
"Third World Debt", and "Machine Leaming" are some examples of multiword phrases. 
They said that these phrases could be viewed as n-grams with syntactic and statistical 
constraints. They used in their work multiword phrases rather than n-grams because of the 
forming was making more sense when using its semantics. On the other hand, they 
concemed about the complexity of extracting these phrases. To obtain lowest complexity 
they only extracted phrases from training documents. They have used Xtract tool to obtain 
multiword phrases automatically. 
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In paper (Zhou et al. , 2008), they have introduced ontological concepts and multiword 
phrases as topic signatures because both were less ambiguous than single-word topic 
signatures. 
We motivated by the concept Topic signatures from the paper (Zhou et al., 2008). And we 
improved these concepts by using Wikipedia Articles, Categories and Redirects as topic 
signatures and used them in semantic approach to obtain better accuracy results by 
enriching the Twitter dataset. 
3.3.5. Wikipedia Articles, Categories and Redirects 
Wikipedia is a collaboratively edited, multilingual, free Intemet encyclopedia supported by 
the non-profit Wikimedia Foundation. Its 25 million articles, over 4.1 million in the 
English Wikipedia alone, are written collaboratively by volunteers around the world. For 
example while searching the title "Barack Obama" you will come across to this picture 
shown in Figure 3.2 
Article Tal k 
Barack Obama 
From Wikipedia , the free encyclopedia 
~Obama~ redırects here_ For ofher uses, see Obama (d;samo;guauon)-
For hrs father, see Barack Ooama Sr_ 
Figure 3.2 Search For "Barack Obama" in Wikipedia (Retrieved from Wikipedia website) 
After, the searches of "Barack Obama" in down of the same page the categories of "Barack 
Obama" are shown in Figure 3.3. 
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Categories: Barack Obama 1961 oirths Lr.ing pec~e Obama fart!) 20th-century Amer:can writers · 21st-centurı A1191ican writers ; A.nıerican memoirists Africar·Amer~an writ~rs 
Wders frcm Chicago. l!linois American pofüical wirters African-American academics 21st-century scholars 2Gth-centurı scholars · American legal scholars 
UnNersity of Chicago Law Schoo: facvlty Airıcan-Amencan !awym Arnerican cı~i rights lawyers ll!inois la\·ıyers füincis Democrats · :ıı:nois State Senaiors 
· Poiifoaıs frorn Chicago. lilincis African-Amerim Urited Sıa:es Senators Oemocratic Party United States Sera!ors · United Sıates Senators from ll!iro:s 
· Afr:can-.A.merican Unned States presidential cand:dates Unned States presicential candidates. 2008 Uniied States piesidential candidates. 2012 
Oemocralı c Party (Urited Sıates) presidential nominm Oemocratic Party Presidenls of the United States Presidents of ihe Un:!ed Stat es American peop1e cf English desmt 
P.'nerican peo~e of lrsh d:scent American peo~~e of Kenyan descent American Nobe: laureates Nobel Peace Prize laurea!es Grammy Award-winning artists 
HaMırd Law School alumni Occidentai Col!ege alumni Punahou School alumni Cohımtia Unrıersity aiumni Peo~e fiom Honclulu. Hawaii United Church el Cfırist rnernhers 
Afncan-A.mencan non-kicn M:ters African·A.merıcan Chnstians 
Figure 3.3 Categories of "Barack Obama" in Wikipedia (Retrieved from Wikipedia 
website) 
"Barack Obama" Wikipedia Article has 43 distinct categories which all are added as topic 
signatures to enrich the Twitter data. And this topic has 8 redirect pages that retrieve the 
same page "Barack Obama". The redirects of this article are shown in Figure 3.4. 
Category:Redirect-Class Barack Obama articles 
From \Vıbpedı2. the free encyciopedıa 
Fo: more ır.forma!:o:: . see Wikipedia:WikiProject Barack Obama 
Fıle P~ Project Redlrect Temp!Gt€ r1A ";?? 
Contents [t..Ct] 
Top . 0-9 . L SCD E FGHI J KL ı. ı rı O POR S T l! V'.':XY Z 
Pages in category "Red irect-C lass Barack Obama articles" 
The following 8 pages are. in this category, out of 8 total This !ist may not reflect recent changes (!e::m mcre) 
8 o s 
• Talk Barac'<·•tolcgy • Template talk Obama famıly • Talk So!yndra loan contro·:ersy 
• Talk Baracketo!cgy • T a!k Obama on T wıHer T 
N p 
• Ta lk The Ooama De:c~ptıon 
• Ta!!.( Mobarna • T t= mpla~e talk Pu!:ilıc ımage cf 6arack Ob3m3 
Cate:-gones 8ar3ck Ot.ama art ı cle:;: by cualily Redirect-Class art icles 
Figure 3.4 Redirects of "Barack Obama" in Wikipedia (Retrieved from Wikipedia 
website) 
In the paper (Poyraz et al. , 2012), only multiword Wikipedia article titles are added to the 
corpus. But in order to get berter accuracy Wikipedia categories belongs to given 
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Wikipedia article and redirects should be added. On the other hand Wikipedia categories 
and redirects are hard to find in given dataset especially on twitter data set while people are 
micro blogging their statuses and writing like dialect. 
Consequently, we only used Wikipedia Term Extractor for checking the occurrence of 
Wikipedia articles in given tweet. If the given wiki concepts is seen, then its categories are 
added as if they are seen in the given tweet. In this way we add more semantic relation 
between the words. And redirects are added as the equal way. To give an example for 
Wikipedia article "The White House" has 16 categories included "Houses completed in 
1800", "Buildings of the United States government in Washington, D.C" and ete. it is hard 
to find those wiki concepts seen in tweets as status update only allows to write 140 
characters. Thus, we add these categories if their respected article is found in given tweet. 
With this approach we add more semantic knowledge about the "The White House" itself. 
For the redirects, they are the correct form of articles. If user writes an incorrect article and 
searches it from Wikipedia, it redirects the intended article. The redirects are used for this 
purpose. To give an example, "Accessible Computing" is not a Wikipedia article but if 
user searches for this headline, Wikipedia redirects user to "Computer accessibility". With 
this way we eliminate the wrong meaning of the given bigrarns and add the correct one 
instead. 
To give an example our tweet is given as; 
"Barack wins the election. As everybody knows Obama was the best candidate" 
or 
"Barack Obama wins the election. As everybody knows Obama was the best candidate" 
After tokenization process we obtain attributes as: 
"Barack, wins, the, election, as, everybody, knows, Obama, was, the, best, candidate" 
All these words are represented as separate terms in a vector space (Bag of Words 
approach) and their semantic relationship are disregarded especially "Barack Obama" is 
unnoticed. To eliminate this problem, we added semantic relations of Wikipedia Articles, 
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categories and redirects. From Wiki Concept Extractor we obtain "Barack" and "Obama" 
words separately and we check the existence of both words in given tweets if the both 
words are found in given tweet then the "Barack Obama" Wikipedia Article is added to 
corresponding tweet as a topic signature. So the new attributes will be: 
"Barack, wins, the, election, as, everybody, knows, Obama, was, the, best, candidate, 
'Barack Obama'" 
Moreover, after finding the existence of Wikipedia article title we do not check the 
existence of the categories in the tweet as the limitation of 140 characters. 
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4. EXPERIMENTAL SETUP 
4.1. Twitter Data Set 
Recent years, micro blogging become one of very popular and commonly used 
communication tools among Intemet users. Sharing opinions on different aspects become a 
new trend among millions of users. Moreover, micro blogging cites, being a rich source of 
data for opinion mining and sentiment analysis, has turned to a subject mostly worked on. 
Using the good results on via sentiment classifications researches and studies are focused 
on classifying the twitter with sentiment classification and showing written reviews are 
positive or negative with respect to the given topic, to understand the user's feelings of the 
product ora company. 
Among all micro blogging sites Twitter is the most popular of all where users create status 
messages called "tweets". For this reason, Twitter has become the one of the most used 
source in sentiment classification. In paper (Go et al., 2009) their aim was obtaining twitter 
data for sentiment classification. We use the same data set obtained from (Go et al., 2009) 
but we narrowed down the number of tweets which is going to be explained in details. 
In (Go et al., 2009), they focused on expressing the characteristics of smiley icons and 
these icons can mean a positive or negative emotion which can be used for sentirnent 
classification. For example, " :)" and ":-)" both express positive emotion. Thus they 
searched for the queries including positive smiley icon " :)", and labeled the obtained tweet 
as positive. So the query ":(" will retum tweets and these tweets will be labeled as 
negative. The full list of emoticons can be found in Table 4.1. 
Table 4.1 List of Emoticons (Go et al. , 2009) 











The tweets in their training set were from the time period April 6, 2009 to June 25, 2009, 
totally 1,600,000 tweets. After obtaining tweets with given smiley icon queries they used 
post-processing. They mainly had 5 processing filters, whieh are; first, they eliminated 
smiley icons from Table 4. 1 from the obtained tweets; they pointed that with including 
these icons in tweets the Maximum Entropy model and SVM classifiers would put a large 
amount of weight on the emotieons, in which the aeeuraey results could be badly affeeted. 
Seeond, any tweets both eontaining positive and negative ieons were removed to avoid any 
eonfusion. For example, "I love my ipad :) but sometimes it is really hard to use :( ". In 
their paper, they omitted these tweets because they didn't want positive features marked as 
part of a negative tweet, or vice-versa. Third filter was removing retweets which are 
processes of eoping another user's tweet. To remove these tweets they searched the query 
term for "RT" which means retweeted from someone else. Forth filter was removing 
tweets including ieons like ":P". They implied that these icons would not imply any 
positive and negative sentiment. For last filter, they omitted repeated tweets. 
But this is not enough for classifying the tweet. So in (Go et al., 2009) they have created 
two sets of words one for positive emotions and one for negative emotions. The word 
"love" included tweets elassifıed as positive and the word "hate" included tweets elassifıed 
as negative. The tweets included both words or both smiley icons were eliminated for 
misclassifieation issues and given speeific product names or person names 1 ,600,000 tweet 
were classified. 
They eollected their test <lata manually by using the web applieation. After obtaining 359 
total tweets they manually labeled 177 tweets as negative and 182 tweets as positive. 
Moreover, they pointed that they their test <lata were not included some of smiley ieons. 
To obtain testing collection they followed two steps. Step 1, was searehing the Twitter API 
with special queries which were arbitrarily ehosen from different domains. For example, 
these queries eonsist of eonsumer products ( 40d, ete), companies ( at&t, ete), and people 
(Obama, ete). They obtained these query terms manually to test tweets. In Table 4.2 list of 
the queries are shown. And then they worked on tweets obtained by these query searehing 
and marked them as negative or positive if seen sentiment in tweets. Moreover they 
pointed out that, the test set was selected independently of the presence of emoticons. 
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Table 4.2 a List of Queries Used to Create Test Set (Go et al., 2009) 
Query Negative Positive Total Category 
40d 2 2 Product 
50d 13 5 5 Product 
aıg 7 7 Company 
at&t 13 13 Company 
bailout 1 1 Mise. 
bing 1 1 Product 
Bobby Flay 6 6 Person 
booz allen 1 2 3 Company 
car warranty cali 2 2 Mise. 
eh en ey 5 5 Person 
comcast 4 4 Company 
Danny Gokey 4 4 Person 
dentist 9 3 12 Mise. 
east palo alto 1 2 3 Loca ti on 
espn i 1 Product 
exam 5 2 7 Mise. 
federer 1 1 Person 
fredwilson 2 2 Person 
g2 7 7 Product 
gm 16 16 Company 
goodby silverstein 6 6 Company 
google 1 4 5 Company 
googleio 4 4 Event 
india election 1 1 Event 
indian election 1 1 Event 
insects 5 1 6 Mise. 
iphone app 1 1 2 Product 
ıran 4 4 Location 
itchy 5 5 Mise. 
Jquery 1 3 4 Product 
jquery book 2 2 Product 
kindle2 1 16 17 Product 
lakers 4 4 Product 
lambda calculus 2 1 3 Mise. 
latex 5 3 8 Mise. 
lebron 4 14 18 Person 
lyx 2 2 Mise. 
Malcolm Gladwell 3 7 10 Person 
mashable 2 2 Product 
mcdonalds 1 5 6 Company 
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naive bayes l 1 Mise. 
night at the museum 3 12 15 Movie 
nike 4 11 15 Company 
north korea 6 6 Loca ti on 
notre dame school 2 2 Mise. 
obama 1 9 10 Person 
pelosi 4 4 Person 
republican 1 1 Mise. 
safeway 5 2 7 Company 
san francisco 3 1 4 Location 
scrapbooking 1 1 Mise. 
shoreline 1 1 Location 
amphitheatre 
sleep 3 1 4 Mise. 
stanford 7 7 Mise. 
star trek 4 4 Movie 
summize 2 2 Product 
surgery 1 1 Mise. 
time warner 33 33 Company 
twitter 1 1 Company 
twitter api 6 2 8 Product 
vira! marketing 1 2 3 Mise. 
vısa 1 1 Company 
visa card 1 1 Product 
warren buffet 5 5 Person 
wave s&box l 1 Product 
weka l l Product 
wieden 1 1 Company 
wolfram alpha 1 2 3 Product 
world cup 1 1 Event 
world cup 201 O 1 1 Event 
yahoo 1 1 Company 
yankees 1 1 Mise. 
Total 177 182 359 -
They have used 359 total tweets for testing purpose included 7 different categories that 
they have chosen. The testing <lata with its category names and the total tweets included 
that categories are shown in Table 4.3. 
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Table 4.3 Categories for Test Data (Go et al., 2009) 
Category Total Percent 
Company 119 33.15% 
Event 8 2.23% 
Location 18 5.01% 
Mise. 67 18.66% 
Movie 19 5.29% 
Person 65 18.11% 
Product 63 17.55% 
Grand Total 359 
The data set is called Twitter Sentiment 140 dataset. We have downloaded this dataset total 
1 ,600,000 tweets 800,000 of which were labeled as positive and 800,000 were marked as 
negative class only by using emotions. In order to align the test set with the training set of 
1 ,600,000 tweets we use the query terms provided in Table 4.2 to fil ter the tweets in 
training set. It tums out that 64,204 out of 1 ,600,000 tweets include one or more of these 
query terms. In our experiments we use these 64,204 tweets as our labeled dataset. We do 
not use the original test set provided by (Go et al. , 2009) which consists of 359 tweets. 
Please note that 64,204 tweets we use in our experiments is labeled only using emotions 
and therefore is highly noisy. 
After that we reduced the nurnber of tweets included in this dataset by using the queries 
given in table 4.2. For example, they suggested that for the company category one should 
search the query "at&t", "bing'', "twitter", "Time Wamer", ete. we have searched the given 
queries included in 7 big categories and obtained 64,204 tweets, in which 34,233 are 
labeled as negative tweets, 29,971 are labeled as positive tweets. Then we used these 
tweets in the dataset for the enrichment of Wikipedia concepts purpose. 
• Twitter Data Set (TW): Twitter Sentiment 140 dataset narrowed to 64,204 tweets 
with given 7 big categories search. 
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4.2. Twitter Enriched with Wikipedia Articles, Categories & Redirects Data Sets 
To see the effect of wiki semantic smoothing on text classification on small training data 
like twitter corpus we have set 4 different types of datasets. Four of which were enrichrnent 
of twitter corpus. These datasets namely, Wikipedia article titles, Wikipedia articles 
categories, Wikipedia articles redirects, Wikipedia articles categories redirects. 
On our tweet corpus we have 64204 tweets, in which 34233 are labeled as negative, 29971 
are labeled positive. From tweeter corpus we have obtained 4 different types of dataset. 
• Twitter enriched with Wikipedia Articles (TWA): Wiki concept extractor only added 
Wikipedia articles with respect to seen in tweet with their term frequencies. 
• Twitter enriched with Wikipedia Articles and with respect to their categories 
(TWAC): Tweets categories were added to twitter data with term-frequency of 1 
without checking if they actually exist in the tweet or not. lf the same category 
matches a Wikipedia article previously added to the tweet the term frequency of 
category is increased. 
• Twitter enriched with Wikipedia Articles and with respect to their redirects (TW AR): 
The same approach repeated for redirects of the Wikipedia articles. 
• Twitter enriched with Wikipedia Articles and with respect to their categories and 
redirects (TW ACR): Tweets are enriched with articles categories and redirects. 
Duplicated of categories and redirects were omitted and term frequency is increased. 
Table 4.4 shows the description of the datasets with respect to their attributes articles 
categories and redirect numbers. 
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Table 4.4 Description of the Datasets 
Data Sets # of Attributes #of Titles # of Categories # of Redirects 
TWA 56661 4042 o o 
········-···············-·········-· ···········-·-···-·· .. · .. -·-··-··· ................................................ -············- ························· ···················-
TWAC 68084 4042 15197 
TWAR 70300 4042 12352 
TWACR 83639 4042 25282 
In table 4.4, for TW A dataset we have 4,042 Wikipedia articles seen in tweets. This is a 
low number compared to the given 6, 108,629 Wikipedia articles on the other hand with 
micro blogging in given limited nwnber of characters as 140, it is hard to write the correct 
form of the word, instead users write as dialects. We have come up with the words as 
"nooooooooooooo", "loveeeeeeeeeee" and so on. With this type of written Wiki concept 
extractor had difficulties to find and add the given articles. In TWAC representation we 
have added 4,042 Wikipedia articles included with 15, 197 categories so the tweets are 
more enriched compared to TW A representation. In TW AR, we ha ve added only 12,3 52 
redirects with respect to their 4,042 Wikipedia articles. For the final dataset type TW ACR 
we have added total number of 25,282 attributes included categories and redirects with 
respected articles. Even though the summation of categories and redirects were 27,549 
attributes, we can underline that there were duplicate of words between categories and 
redirects, meaning the same word was both a category anda redirect. 
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5. EXPERIMENT AL RESULTS 
We apply Nai"ve Bayes Wiki semantic smoothing (NBWSS) and multinomial Nai"ve Bayes 
Laplace smoothing (MNB) and Support Vector Machines with linear kemel (LibSVM) 
algorithms to each of our datasets. For each data set we performed 10-fold cross-validation 
and report average accuracy. 
We want to show performance results in our approach NBWSS compared to MNB and 
SVM on datasets with Wikipedia enrichments with article titles, categories and redirects. 
For this purpose we have tested 4 data sets; Twitter with Wikipedia Article titles (TWA), 
Twitter with Wikipedia Article titles and categories (TW AC), Twitter with Wikipedia 
Article titles and redirects (TW AR) and Twitter with Wikipedia Article titles, categories 
and redirects (TW ACR) on three algorithms; MNB and SVM and our approach NBWSS. 
Experiments are done in different training percentages namely, 5, 10, 30, 50 and 70 %. 
In Figure 5.1 and table 5.1, we show the accuracies of NBWSS, MNB and SVM on data 
set TWA, where tweets are enriched with Wikipedia articles only. As shown in the fıgure, 
with low training sizes wiki semantic smoothing performs similarly with MNB but gets 
berter accuracy compared to SVM. When training size increases SVM gets higher 
accuracy, yet this algorithm gives lower accuracy compared to Nai"ve Bayes algorithms. 
NBWSS increases accuracy approximately by ~ 1 %. 
Table 5.1 Accuracy ofMNB, SVM and NBWSS on TWA Data Set 
TS MNB SVM NBWSS 
5 0.6954 0.6527 0.7020 
10 0.7107 0.6830 0.7169 
30 0.7293 0.7160 0.7360 
50 0.7365 0.7257 0.7440 
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Figure 5.1 Accuracy ofMNB, SVM and NBWSS on TWA Data Set 
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This conclusion is because adding semantic approach resulted in increasing the 
performance in terms of accuracy. Yet best result obtained by this approach is 0.7482 with 
NBWSS in 70% training size. MNB is resulted in 0.7397 accuracy with same training set 
rate, which is low approximately - 1 % compared to our approach. Again, in this training 
size SVM obtained a sirnilar result compared to MNB yet lower than NBWSS. 
In Figure 5.2 and table 5.2, the accuracies of algorithms is shown on <lata set TWAC, 
where tweets are enriched with Wikipedia articles and related categories. Same results are 
seen on this <lata set. On the other hand, SVM reaches Naıve Bayes Laplace Smoothing in 
training size 30 and beats MNB in terms of accuracy. Yet still, NBWSS gives berter 
accuracy of all compared to both algorithms. Algorithm increases accuracy by % 1 .11. 
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Table 5.2 Accuracy of MNB, SVM and NBWSS on TW AC Data Set 
TS MNB SVM NBWSS 
5 0.6822 0.6555 0.6908 
10 0.6955 0.6808 0.7055 
30 0.7133 0.7159 0.7228 
50 0.7217 0.7261 0.7322 
70 0.7262 0.7331 0.7379 
Same conclusion results on TW AC <lata set which is adding semantic approach resulted in 
increasing the performance in terms of accuracy. Best performance result is obtained in 
TWAC <lata set is with NBWSS algorithm with 70% training size is 0.7379. MNB was 
resulted in 0.7262 in terms of accuracy and SVM is 0.7331. With this <lata set, SVM gave 
betler result compared to MNB yet could not resulted betler performance when compared 
to our approach NBWSS. SVM performs very low in low training size namely 5%. 
Moreover, when the training size increases SVM gives betler results compared to low 
training size results. 
T\11/AC 
























· · · • · · · Wiki Semantic Smoothing 
---- Laplace Naive Bayes 
-+- LibSVM 
0.65 ..__ __ __,_ __ _._ ___ _.__ _ __, ___ _..._ ___ _,_ __ ~ 
o 10 20 30 40 50 60 70 
Training Set Percentage 
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In Figure 5.3 and table 5.3 , the accuracies are shown on <lata set TW AR, where enrichment 
was done by redirects. On this test SVM and Na"ive Bayes Laplace Smoothing gets same 
accuracy results on highest train size percent 70. Our approach Wiki semantic smoothing 
increases accuracy approximately % 1.16. 
In figure 5.3 and table 5.3 , we conclude with same conclusion same with results on TWA 
and TWAC datasets. Best performance result is obtained in TW AR <lata set is with 
NBWSS algorithm with 70% training size is 0.7479. MNB was resulted in 0.7318 in terms 
of accuracy and SVM is 0.7316. With this <lata set, SVM and MNB give same results in 
terms of accuracy. Yet both algorithms could not result better performance when compared 
to our approach NBWSS. SVM performs very low in low training size namely 5%. 
Moreover, when the training size increases SVM gives better results compared to low 
training size results, which is also seen in TW A and TW AC datasets. 
Table 5.3 Accuracy of MNB, SVM and NB WSS on TW AR Data Set 
TS MNB SVM NBWSS 
5 0.6949 0.6610 0.7047 
10 0.7043 0.6794 0.7151 
30 0.7220 0.7154 0.7330 
50 0.7289 0.7263 0.7409 
70 0.7318 0.7316 0.7479 
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In Figure 5.4 and table 5.4, the accuracies are shown on <lata set TWACR, where all wiki 
concepts were used for enrichment purpose. On this again SVM gives the lowest accuracy 
of all and Na1ve Bayes Wiki semantic smoothing increases accuracy approximately % 
1.14. 
Table 5.4 Accuracy ofMNB, SVM and NBWSS on TWACR Data Set 
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Figure 5.4 Accuracy of MNB, SVM and NBWSS on TWACR Data Set 
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Seen in figure 5.4 and table 5.4, we conclude with same conclusion same with results on 
TW A, TW AC, and TW AR datasets. Best performance result is obtained in TW ACR <lata 
set is with NBWSS algorithm with 70% training size is O. 7555. MNB was resulted in 
0.7415 in terms of accuracy and SVM is 0.7317. With this <lata set, MNB give better 
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results compared to SVM in terms of accuracy almost ~ 1 %. Yet both algorithms could not 
result better performance when compared to our approach NBWSS. SVM performs very 
low in low training size namely 5%. Moreover, when the training size increases SVM 
gives better results compared to low training size results, which is also seen in TW A 
TW AC and TW AR datasets. 
Finally, we want to show the differences between TWA, TWAC, TWAR and TWACR 
datasets in NBWSS algorithm in terms of accuracy. In Figure 5.5 and table 5.5 , accuracy 
change on wiki semantic smoothing on different types of data enrichments are shown. 
TW ACR data gives the better accuracy as expected, semantic relations with categories and 
redirects when added. On the other hand, the lowest accuracy is observed on TW AC data 
set. As giving category knowledge as semantic purpose decreased the accuracy. Because, 
most categories being slightly unrelated to the given article. Such as for the article "Barack 
Obama" we enriched the tweets with adding the category "United Church of Christ 
members" decreased not only semantic meaning but also performance on accuracy. 
Table 5.5 Accuracy of TWA, TWAC, TW AR, TWACR Data sets on NBWSS 
TS TWA TWAC TWAR TWACR 
5 0.7020 0.6908 0.7047 0.7035 
10 0.7169 0.7055 0.7151 0.7206 
30 0.7360 0.7228 0.7330 0.7406 
50 0.7440 0.7322 0.7409 0.7497 
70 0.7482 0.7379 0.7479 0.7555 
Best result is obtained in 5% training size, is 0.7047 with TW AR dataset. Also TWACR is 
resulted in 0.7035 which is almost same with TWAR result. For other training sizes 
namely; 1 O, 30, 50 and 70 TW ACR dataset resulted with highest accuracy result of all 
which are 0.7206, 0.7406, 0.7497, and 0.7555. To be more precise TWACR <lata set 
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which is Twitter enriched with Wikipedia article titles, categories and redirects give betler 
accuracy results in almost all training sizes. This conclusion is also expected as adding 
rnore semantic we suggest that the performance will increase. However, the lowest 
accuracy resulted in TW AC data set. Which is also accurate, that adding unrelated all 
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6. CONCLUSION 
Sentiment classification is one of the important and popular application areas of text 
classification in which texts are labeled as positive and negative. Moreover, Na'ive Bayes 
(NB) is one of the mostly used algorithms in this area. NB having several advantages on 
lower complexity and simpler training procedure, it suffers from zero probability problems 
(Rish, 2001). Smoothing methods are employed for this problem; mostly Laplace 
Smoothing is used; however in this paper we propose Wikipedia based semantic smoothing 
approach. Our semantic smoothing formulation is based on the work in (Zhou, 2008). 
We extend this study by employing Wikipedia to extract topic signatures. Moreover, we 
also incorporated semantic knowledge in Wikipedia such as categories and redirects. The 
main idea of the smoothing method is to identify explicit topic signatures as wiki concepts 
and add the semantic relation to the given word. These concepts can either be a Wikipedia 
article; Wikipedia articles related categories or Wikipedia articles related redirects. To be 
more precise, we use Wikipedia article titles that exist in documents, categories and 
redirects of these articles as topic signatures to enrich the dataset. We apply our approach 
to sentiment classification of tweets. N umerous of studies are implemented to address this 
problem by using semantic knowledge of Wikipedia. Most of these studies are conducted 
on large datasets as, Ohsumed, 20News groups and Reuters. Neither of these studies 
focused on small data sets such as Twitter. As Twitter is one of the most popular micro 
blogging cites, there are enorrnous number of data online. We downloaded 1,600,000 
tweets from Twitter Sentiment 140 dataset and reduced its size to 64204 tweets, in which 
34233 are labeled as negative tweets, 29971 are labeled positive tweets. We reduced its 
size by searching the most used categories which are referred in study (Go et.al, 2009). 
We obtained used Wikipedia dump which was retrieved in August 6th' 2012 and in the 
PostgreSQL5 there were 6,108,629 Wikipedia articles, 5,587,540 Wikipedia redirects and 
5 http://www.postgresql.org/ 
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17,356,454 Wikipedia categories. Using WEX we obtain Wikipedia Articles, categories 
and redirects. We enriched the tweets in four different ways. At first we only added 
semantic relations between Wikipedia Articles to tweets which we obtained TW A dataset, 
next we enriched tweets by adding these articles categories to given tweets which we 
obtain TW AC dataset. At third the redirects are added with same approach meaning 
TW AR dataset obtained, and the forth one all the categories and redirects added in terms of 
their related Wikipedia article in this way TW ACR dataset was obtained. 
After enriching the tweets we used our proposed model Na"ive Bayes Wiki Semantic 
Smoothing (NBWSS), Na"ive Bayes Laplace Smoothing (MNB) and Support Vector 
Machines (SVM) classifiers to test given data. Our proposed model is very simple 
extension of multinomial Na"ive Bayes (MNB). We conducted comprehensive experiments 
on testing collections that we enriched with Wikipedia to compare our semantic smoothing 
algorithm with other approaches. Results of the extensive experiments show that our 
approach improves the performance of NB and even can exceed the accuracy of SVM on 
Twitter Sentiment 140 dataset. 
Best results in TW A, TW AC, TW AR and TW ACR data sets were obtained by NBWSS 
algorithm. Which are; 0.7482, 0.7379, 0.7479 and 0.7555 respectively. We increased the 
performance of Na"ive Bayes with using Wiki Semantic Smoothing approach in Wikipedia 
enriched datasets. 
As expected best dataset collection was resulted in TW ACR data set followed by TW AR, 
TW A and TW AC datasets. Obtaining best performance in TW ACR is because adding all 
the semantic knowledge of Wikipedia which are Wikipedia article titles, categories and 
redirects increased the accuracy. 
To be more precise TW ACR data set which is Twitter enriched with Wikipedia article 
titles, categories and redirects give berter accuracy results in almost all training sizes. This 
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conclusion is also expected as adding more semantic we suggest that the perforrnance will 
increase. However, the lowest accuracy resulted in TW AC <lata set. Which means, that 
adding all categories of given Wikipedia article title decreased the performance on 
algorithms. We observe that, most categories are slightly unrelated to the given article. 
Such as for the article "Barack Obama" we enriched the tweets with adding the category 
"United Church of Christ members" decreased not only semantic meaning but also 
performance on accuracy. 
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