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Abstract
The complexity of strongly correlated electronic system is manifested by the interplay of
multiple electronic orders, among which superconductivity is one of the most interesting
phases. In experimentally observed phase diagrams for materials such as heavy fermion
compounds, cuprates and iron based superconductors, superconductivity is close to
other electronic orders such as ferromagnetism, anti-ferromagnetism and nematicity etc.
This fact brings about interests of studying the role of a possible underlying quantum
critical point(QCP) in determining the unusual properties of these materials. Here we
consider an itinerant fermion system which is close to a QCP. Because of the closeness,
the collective boson mode due to the order parameter fluctuations will couple to low
energy fermions and mediate the fermion-fermion interaction. This effective interaction
simultaneously gives rise to two competing fate for the fermions: On one hand it can
lead to SC if the there is any pairing instability in at least one pairing channel. On
the other hand, the same interaction also diminish fermion coherence and results in non
Fermi liquid behavior. These two tendencies compete with each other, in a sense that SC
gaps out low energy fermions and reduces the self energy , while non Fermi liquid tends
to destroy fermion coherence and is detrimental to SC. In order to capture this story
we adopt the approach that Eliashberg first used when he studied the electron-phonon
coupling system, i.e. we approximate the fermion self energy by neglecting the vertex
corrections, which is controllable when the vertex is parametrically smaller. We further
assume the interaction depends only on frequency via a dynamical exponent γ, namely
V (Ωm) ∝ 1/|Ωm|γ . Based on this model, we unveil many special properties of SC state
on both imaginary and real frequency axis, including the ‘gap closing’ behavior observed
in cuprates. As a unique feature of pairing at a QCP, we find there exists an infinite
set of solutions to the gap equation, corresponding to different local minima in free
energy. This set becomes a continuous one at a special case γ = 2, which corresponds
to phonon-mediated pairing interaction with a vanishingly small phonon frequency. We
also studied the odd-frequency pairing state from this model, and find there is no zero
bias peak in the quasiparticle density of states which was considered as an evidence of
iv
odd- frequency pairing. At last, in addition to mean field analysis, the superconducting
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ω ∼ ḡ and ω = ∞. For convenience of presentation we confined η∞(ω)
to (−π, π), up to small variations. In the inset we plot the continuous
η∞(ω). We see that the total phase variation between ω ∼ ḡ and ω =∞
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2π three times between ω = O(ḡ) and ωcr. There are no more 2π phase
variations, despite that the phase shows wiggling at large frequencies.
In the inset we plot the continuous η0(ω). We see that the total phase
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Both ∆(ω) and ω are in units of ḡ. . . . . . . . . . . . . . . . . . . . . . 129
5.8 Density of states N(ω)(measured from the normal state DoS N0) for
γ = 0.5 N = 0.5 and γ = 0.9 N = 0.5 at various temperatures. As
temperature increases the gap in N(ω) gradually closes, but at around
ω = 0, N(ω) remains vanishingly small. . . . . . . . . . . . . . . . . . . 130
5.9 Exact solution to the linearized gap equation of odd-frequency pairing
for γ = 2 and N = 1. At small ωm, ∆ex(ωm)/ωm scales linear in logωm.
While at large ωm, ∆ex decays as 1/ω
3
m. In all range of ωm > 0, this
solution remains sign-preserving. This is different from the exact solution
at γ < 1 and N < Ncr which changes sign infinite number of times. . . . 133
xix
5.10 Upper panel: The first five solutions to the linearized gap equation at
finite temperature and zero boson mass for γ > 1. These plots shows how
the eigenvalues N for different solution evolves with temperature. For
convenience of illustration, we plot log(1/N − 1) in the vertical axis and
log(T ) on the horizontal axis. For comparison we also show T γ−1 as the
dashed line. It is then clear that (5.27) is verified. This scaling relation is
a direct evidence that as long as T > 0, 1−N remains positive thus N is
always smaller than 1. Namely, there is no solution to the linearized gap
equation with N = 1 at T > 0. Lower panel: Numerical evidence of the
relation between N and Mb at small Mb obtained by solving Eq.(5.20)
at a very small T = 5 × 10−5. It is clear that log(1/N − 1) depends on
log(Mb) linearly, and the slope perfectly matches γ−1 which is indicated
by the fitting lines. Consequently we have verified the scaling relation in
(5.28). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.11 Solutions to Eq.(5.31) with b̃γ > 0 for γ < 2 and γ > 2. At ωm  1 we
clearly see D(ωm) = C1 + C2ω
γ−2
m . The relative value of C1 and C2 is
determined by the boundary condition that D(ωm) ∼ 1/ωγ+2m at ωm  1





term in D(ωm) vanishes and D(ωm → 0) saturates to constant. From the
plots we can extract the first critical value(b̃∗γ,0 = 0.638 for γ = 1.8 and
b̃∗γ,0 = 0.71 for γ = 2.5), around which C2 changes sign. . . . . . . . . . . 139
5.12 (a) Comparison between the solution from the generalized integral equa-
tion (5.30) with bγ at its first critical value bγ,n=0 = 0.56, and the original
linearized equation (5.20) with a small Mb. These two solutions coincid-
ing with each other confirms the consistency between (5.20) and (5.30)
with bγ = bγ,n. It is also clear that D(ωm) saturates to some constant
at small ωm. (b) Solutions of Eq.(5.30) for γ = 2.5. For a generic bγ ,
D(ωm) = C1 + C2ω
γ−2
m at small ωm. This is confirmed from the blue
curve which shows linear dependence on ωγ−2m at small ωm. While at the
critical values bγ,n (we show n = 0 case here and bγ,n=0 = 0.81), the ω
γ−2
m
scaling disappears and D(ωm) saturates to some constant, as can be seen
from the red dashed curve. . . . . . . . . . . . . . . . . . . . . . . . . . 140
xx
5.13 Phase diagram of odd-frequency pairing in the bγ-γ plane for N = 1,
γ > 1 and T = 0. Although we don’t have solutions to the nonlinear
gap equation at N = 1 and T > 0, we do have solutions to the lin-
earized equation (5.30) at T = 0. The solutions form a continuum in the
plane. At an infinite set of critical curves, the solutions coincide with the
eigenfunctions obtained from (5.20), in T → 0 and Mb → 0 limit. The
continuum of these solutions will collapse to the critical curves once we
keep a finite mass term in the l.h.s. of (5.30). . . . . . . . . . . . . . . . 141
6.1 Fluctuations of superconductivity ground state. The complex order pa-
rameter Ξ acquires a fixed phase θ in SC state and breaks U(1) symmetry.
However if low energy phase fluctuation is strong, the U(1) symmetry can
be restored and superconductivity is destroyed. . . . . . . . . . . . . . 144
6.2 Paramagnetic contribution to ρs(T ), which is a current-current correla-
tion bubble evaluated in SC state. The double line represents a matrix
form of Green’s function written in Nambu basis, see Eq. (6.6), while the
black dots represent current vertices. . . . . . . . . . . . . . . . . . . . . 149
6.3 Superconducting gap ∆(T ) and phase stiffness ρs(T ) as a function of T ,
obtained from BCS model. The red and green crosses are obtained from
(6.14) and (6.15) respectively, and they coincide as expected. In zero
temperature limit, ρs saturates to EF /(4π). . . . . . . . . . . . . . . . . 151
6.4 Temperature evolution of SC stiffness ρs(T ) near a 2D Ising nematic
QCP (γ = 1/3 and α = 1/2) for different thermal strength λ. ρs(T )
non monotonic on T at small λ but becomes monotonically decaying at
larger T . Despite of different λ, ρs vanishes at around T = Tp ≈ 7ḡ. For
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Chapter 1
Starting point: Fermi liquid
theory and its breakdown.
1.1 Fermi liquid
Understanding how the electrons in a realistic material behave and affect the macro-
scopic properties has always been an important yet difficult subject in hard condensed
matter physics. Electrons are fermions which are subjected to the law of Fermi statis-
tics. Accordingly, if we consider electrons to be noninteracting, then the ground state
(T = 0) of this system will be a Fermi sea, and there is a sharp boundary between
occupied and unoccupied states. The boundary in energy level is called a Fermi energy,
and in momentum space, the manifold of this boundary is called a Fermi surface. In
ideal cases, the Fermi surface is Sd−1 where d is the space dimension of the system. For
this ideal 3D Fermi gas, it’s straight forward to obtain a relation between the particle







where N is the electron number and V is the system size so their ratio N/V gives the
electron density. The spectral properties of the system can be seen from the spectral




A(k, ω) = 2πδ(ω − ξk) (1.2)




A(k, ω) = 1 (1.3)
Actually this sum rule is not limited to ideal Fermi gas case, when there is interaction
term the rule still holds correct. The momentum distribution function nF (k) is the







A(k, ω)nF (ω) (1.4)
A ground state this is just a step function: nF (k) = 1 if |k| ≤ kF while nF (k) = 0 if
|k| > kF and the jump happens right at kF .
Now if we take the electron interactions into consideration, this system can no longer
be described directly using the ideal Fermi gas language. By analog with the differece
between liquid and gas, a weakly interacting fermion system is then called a Fermi liqud.
A quantum field technique is needed in studying such a many-body system, and one can
based on this to calculate interested properties perturbatively. However, Landau pointed
out that if the interaction is not strong, the system responses to external perturbation
just like the ideal Fermi gas does. This is to say, the particle concept inherited from
electrons is preserved once the interaction is truned on, i.e. one can still describe
the excitations to be non-interacting particles. To make distinction from the original
electrons, we now call these quasiparticles. In fact, a quasiparticle has its own effective
mass m∗, which is different from the bare electron mass m.
Using the quasiparticle picture, the properties of a Fermi liquid can be drawn and
compared to those of an ideal Fermi gas. First of all, the spectral function of a Fermi
liquid is
A(k, ω) = 2πZδ(ω − ξk) (1.5)
which still has a peak at ω = ξkF . This peak is there only if the excitation has a
very long lifetime and is therefore usually a proof of the applicability of Fermi liquid








Figure 1.1: Momentum distribution function nF (k) for an ideal Fermi gas (red dashed)
and a Fermi liquid (black).
0 < Z < 1. Using again (1.4) one easily finds in the Fermi liquid ground state, nF (k)
also has a jump at kF , but here the jump height is Z instead of 1. As can be seen from
Figure 1.1. At very large momentum, nF (k) decays as 1/k
4 which is also called Tan
relation[1]. As we mentioned above, the sum rule (1.3) works even when the interaction
term in included. However when we apply the sum rule to Fermi liquid spectral function
we immediately see (1.5) violates the rule, as the integral gives out Z instead of 1. In
fact, by writing down the spectral function as (1.5), we only takes the coherent part
in to account. There is still some incoherent part as the background which contributes
to the rest in the sum rule, and this incoherent background does not response to the
external perturbation like a quasiparticle.
So far we have seen that for a given interacting fermion system, as long as we
can find the correct value of m∗ and Z we can still treat the quasiparticles as non-
interacting. There is also another important question regarding the Fermi momentum:
does is changes after the interaction is switched on? We have already given the answer
in Figure.1.1 as both black curve and the red dashed curve jump at the same position.
So the answer is kF is the same and it is determined by (1.1). The reason behind this is
called Luttinger theorem[2, 3]. It states that the volume enclosed by a Fermi surface is
proportional to the particle density of this system. Using mathematical language, (1.1)
is immune to the presence of many body interaction.
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The calculation of mass renormalization m∗ and the quasiparticle residue Z can be
done from a microscopic field theory technique. To this end, we notice that a general
retarded Green’s function with interaction self energy term can be written as (neglecting




ω − ξk − Σ(k, ω)
=
1
ω − [ξk + Re Σ(k, ω)]− i Im Σ(k, ω)
(1.6)
We are interested in the regions close to the Fermi surface, where the term ξk+Re Σ(k, ω)
is vanishingly small. Therefore we can expand it in terms of ω and k − kF . Keeping
only the first order, we arrive at the following form for the Green’s function
GR(k, ω) ≈ Z




Note after using ≈ we missed the incoherent background part. By this definition, we
have
Z−1 = 1− ∂
∂ω















= −Z Im Σ(k, ω).
(1.8)
Here the last line is the definition of quasiparticle lifetime. If the imaginary part of self
energy is vanishingly small on Fermi surface, the lifetime of a quasiparticle is very long
and this lays the foundation of Fermi liquid theory. For a valid Fermi liquid system, it is
shown that τk ∼ ξ−2k . Thus as long as the particles are close enough to the Fermi surface,
they are long lived and well defined. We will see in Sec.1.3 that once this condition is
not satisfied, the quasiparticle excitation will quickly decay and the system is no loner a
Fermi liquid. According to (1.8), in principle we can know all these quantities once we
manage to obtain the many body fermion self energy Σ(k, ω). However calculating the
fermion self energy is not an easy task. One can sum over some particular contributions
order by order like we do in random phase approximation(RPA), but sometimes RPA
does miss important contributions.
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Figure 1.2: (a) Two particle Green’s function: definition of the vertex function
Γαβ,γδ(p1, p2; p3, p4). (b)The first few term in Γαβ,γδ(p1, p2; p3, p4)
Another more organized approach is by introducing a vertex function in the presence
of interaction, from which m∗ and Z can also be obtained. Moreover, one can also see
a possible instability with it when the interaction varies. Unlike the single particle
Green’s function defined (1.6), the vertex function is connected with a two particle
Green’s function. This two particle Green’s function is necessary be because physical
observables such as charge and spin susceptibilities are all in the form of two particle
Green’s function. Generally it is defined as




Here we use imaginary time for convenience and both c and c† depend on space time.
α, β, γ, δ are all spin indices. We can also Fourier transform the imaginary time to get
Matsubara frequencies and use pj = (iωj,n,pj) for short so now the Green’s function
is Kαβ,γδ(p1, p2; p3, p4). For translational invariant system the energy-momentum is
conserved, i.e., p1 + p2 = p3 + p4. The evaluation of two particle Green’s function leads
to our definition of the so called vertex function Γαβ,γδ(p1, p2; p3, p4):
Kαβ,γδ(p1, p2; p3, p4) = δα,γδβ,δδ(p1 − p3)δ(p2 − p4)G(p1)G(p2)
− δα,δδβ,γδ(p1 − p3)δ(p2 − p4)G(p1)G(p2)
+G(p1)G(p2)G(p3)G(p4)Γαβ,γδ(p1, p2; p3, p4)
(1.10)
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Figure 1.3: Bethe-Salpeter equation for the vertex function
This equation is diagrammatically shown in Figure.1.2(a), where the full single particle
Green’s function G(pj) is shown as the thick straight line, while the Grey box is the
vertex function Γ. From its definition, we know that the vertex function is antisymmetric
on exchanging the momentum p3 and p4. Of course one can calculate Γ order by order,
and we have shown the first few terms in Figure1.2(b). Note the evaluation of Γ doesn’t
include the four external fermion legs.
If we continue drawing the all diagrams of Γ to include higher orders, we will find
there exist some diagrams which are two-particle reducible. By this we mean one can
divide the diagram into two unconnected pieces by cutting two fermion lines. These are
the diagrams that contains a particle-hole bubble. As an analog of Dyson equation for
the full single particle Green’s function, one can follow similar derivation to obtain the
following Bethe-Salpeter equation for the vertex function.
Γαβ,γδ(p, k; q) = Γ
0





Γ0αξ,γη(h, k; q)G(h)G(h+ q)Γηβ,ξδ(p, h; q)
(1.11)
Where Γ0 is the two-particle-irreducible part which doesn’t contain particle-hole bub-
ble. The p-h bubble has the following properties. At small momentum transfer q the
bubble is non-analytic, and its value depends on the double limit iΩn → 0 and q → 0.
Consequently, the vertex function at small q, also depends on how the double limit is
taken. To see this, consider taking the single particle Green’s function in the form of
(1.6), then the p-h bubble is
π(h, q) = G(h)G(h+ q) =
m∗Z2
kF
δ(|h| − kF )δ(iωn)
ξh+q − ξh
iΩn − ξh+q + ξh
+ πinc (1.12)
The last term is the incoherent part which cannot be described in the quasiparticle
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language. Here we use h = (ωn,h) to denote the internal momentum of the p-h bubble,
while q = (Ωn, q) denotes the external momentum. Now it is clear how this quantity
depends on the double limit when q → 0. In the ω limit, when we first take q = 0 and
then take Ωn → 0, the first term in the l.h.s. of (1.12) vanishes, and πω = πinc. While if




Because of the non-analyticity of π(h, q) at small q, the evaluation of the vertex
function Γ at small q also depends on how the double limit is taken. The two-particle
irreducible part Γ0 however, does not depend on this double limit, since it does not
contain the p-h bubble. As a result, Γ0 are the same in both ω and q limit and we don’t
try to distinguish them in these two limit. It turns out, Γ at small q can be equivalently
expressed using both ω and q limit:
Γωαβ,γδ(p, k; q) = Γ
ω





Γωαξ,γη(h, k; q)[π(h, q)− πω]Γηβ,ξδ(p, h; q)
Γqαβ,γδ(p, k; q) = Γ
q









π(h, q)− πω = m
∗Z2
kF
δ(|h| − kF )δ(iωn)
ξh+q − ξh
iΩn − ξh+q + ξh
π(h, q)− πq = m
∗Z2
kF
δ(|h| − kF )δ(iωn)
iΩn
iΩn − ξh+q + ξh
(1.14)
With the help of the vertex function, the quasiparticle properties mentioned above
have alternative expressions. In fact, for Galilean-invariant systems, the mass renor-
malization, and other thermodynamic properties such as specific heat and magnetic
susceptibility, can be determined by Γω with all the legs on Fermi surface. The quasi-
particle residue is not determined solely on Fermi surface but still can be given by the





























1.2 Instabilities in Fermi liquid
The Fermi liquid picture works well when the quasiparticle lifetime is long enough.
This is not always true given that the effective fermion interaction could be so strong
to destroy the Fermi liquid ground state. It is possible that even at T = 0, the system
undergoes a phase transition due to the change of external field, pressure etc, or it could
be in a totally different ground state when the strength of interaction changes. This
is called a quantum phase transition, in distinction with the classical phase transition
where it is thermal fluctuations that destroys the order. There are multiple ways to
destroy Fermi liquid picture, which corresponds to different instabilities. For example,
in Mott transition once the fermion interaction is strong enough, the whole Fermi surface
disappears. In some cases, the Fermi surface gets distorted, associated with spontaneous
symmetry breaking with Q = 0 order parameter. This kind of instability is first studied
by Pomeranchuk. The instability can also happen in particle-particle channel, which
often gives rise to superconductivity.
1.2.1 Pomeranchuk
This kind of instability is associated with fermion on Fermi surface, and depending on
different channel, it can lead to phase separation, ferromagnetism, dynamically gener-
ated spin-orbit coupling, or spin and charge nematic order[4, 5, 6, 7, 8, 6, 9, 10, 11, 12].
To probe such instabilities, it is useful to calculate the full susceptibility for a spin
or charge sector. A divergence in the full susceptibility often signals such an instability.





















l,0 is the bare susceptibility in charge (spin) channel, and in angular momentum
l channel. Z is the quasiparticle residue, Λl is the triple vertex correction, and m
∗ is the
renormalized mass due to the present of fermion interaction. The last term χl,inc is the
incoherent part, which cannot be described using Fermi liquid theory. At first glance,
if the Landau parameter F
c(s)
l is close to −1, the full susceptibility is divergent. Hence
F
c(s)
l = −1 can be viewed as a cretireon of such Pomeranchuck instability. However,
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as a result of conservation law of total charge and spin, if the order parameter under
investigation happens to coincide with charge and spin current operator, the l = 1 sum
rule prohibit the full χ
c(s)
l=1 from diverging. In these two special case, there instability is
absent[13, 14, 15].
1.2.2 From Hubbard model to spin-fermion model
Here we use a simple example to demonstrate how the instability can be seen from
evaluating the vertex function, and how the interaction gets renormalized when the
system is close to such an instability. The example we use here is based on Hubbard
constant interaction U . This fermion interaction is constant and does not depend on
momentum nor frequency.
The quantity we will compute is the vertex function Γω taken in ω limit. This is
because, as we mentioned above, some response properties are related to Γω. In the
first order, it contains two ingredients, as shown in Figure1.4,
Γ
ω,(1)
αβ,γδ(k, p) = (−U)[δαγδβδ − δαδδβγ ] (1.17)
The minus sign comes from the antisymmetric property of Γω, and is a result of Fermi
statistics. Nothing interesting happens in the first order. In the second order, we have
listed the related diagrams in Figure1.4. A constant interaction here simplifies our
calculation, because one can factor out U in the loop integrals. After doing so, all
the integrals are nothing but particle-hole and particle-particle bubbles. Since we are
interested in investigating a possible instability in particle-hole channel, we can entirely
neglect the particle-particle bubble contribution. Thus we will not consider the first
and the last diagrams listed in the second order diagrams in Figure1.4. We are now
left with only 3 diagrams in this order. In forth diagram, the factor of 2 comes from
symmetry, the fact that we attach the rainbow in the lower or upper position. According
to Feynman rule, one must add an additional factor ’−1’ whenever there is a fermion
loop. Mover, when we consider spin summation, we should add a factor of 2 when there





























































































Figure 1.4: The first view orders of the antisymmetric vertex Γω with a Hubbard U
interaction. The vertex was taken in the ω limit.
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cancel out, and we need only to consider the second one, which leads to
Γ
ω,(2)
αβ,γδ(k, p) = U
2Πph(k − p)δαγδβδ (1.18)
Here Πph denotes the bare particle-hole bubble. One may ask why not consider the
diagram similar to the forth but with (p, δ) and (k, γ) interchanged. This is because as
we said we are in the ω limit, hence the momentum transfer for the p-h bubble is q = 0.
In this limit, the p-h bubble does not contribute.
Next we consider the third order, and the related diagrams are presented in Fig-
ure1.4. By the same logic, in this order, the second and the third diagrams cancel out,
while the first and the last remain. They lead to
Γ
ω,(3)
αβ,γδ(k, p) = −U
3Π2ph(k − p)[δαγδβδ − δαδδβγ ] (1.19)
Continue doing the same analysis to higher orders, it is not hard to sum up all the related
diagrams. For example, from the higher order diagrams shown in Figure1.4, we obtain
a contribution U4Π3δαγδβδ and U
5Π4δαδδβγ . These two contribution together with the
above lower order contributions, form two geometric series. Diagrammatically, we only
need to consider those ‘ladder’ diagrams and ‘rainbow’ diagrams. This approximation
is also called RPA, as we noted earlier. Summing all these diagrams up, we obtain,
Γωαβ,γδ(k, p) =
−U
1 + UΠph(k − p)
δαγδβδ −
−U
1− U2Π2ph(k − p)
δαδδβγ (1.20)
For spin rotation invariant systems, we make use of the completeness of Pauli matrices,
2δαγδβδ = δαδδβγ + σαδ · σβγ (1.21)





1 + UΠph(k − p)




1− UΠph(k − p)
δαδδβγ (1.22)
Now interesting things can be seen from the above equation. The effective interactions
in charge channel are similar to that in spin channel, with the only difference being
the sign of UΠph term in the denominator. Because of this, there is a possibility of
12
instability in spin channel if UΠph < 0. In our notation here, U is a positive quantity
when the interaction is repulsive, however Πph carries a minus sign. For clarity, below
is the calculation of Πph at iΩm = 0 and q → 0,
















where ν is the density of sates near Fermi surface. As a result, UΠph < 0 and a
possible instability can only happen in spin channel. Indeed, once the interaction U
gets strong enough, such that the factor UΠph is close to −1, the vertex in spin channel
is enhanced. If UΠph = −1, the spin channel vertex diverges. This is a signal that the
system is unstable against any magnetic perturbation, and will likely change the ground
state to some magnetic ordered state.
Close to such a transition point, which we will call a quantum critical point later,
the effective interaction is dominantly in spin channel. Because of this, we can use
−U/(1 + UΠph) as the staring interaction study other properties of the system. The
p-h bubble need not contain zero frequency, and the related fermions are not necessarily
strictly on Fermi surface. In fact it can be obtained including finite frequency and this
is the Landau damping term. When the magnetic order carries a finite momentum Q,
we obtain,
1 + UΠph(k − p) ∝ ξ−2 + |k − q −Q|2 + a|ωn − ωm| (1.24)
If we write the vertex function as Γωαβ,γδ(k, p) = V (k− p)σαδ ·σβγ , the interaction term
is then given by
V (k − p) = g
2
ξ−2 + |k − q −Q|2 + a|ωn − ωm|
(1.25)
where g is some effective coupling constant. Interaction of this kind, coming from the
collective fluctuation mode when close to a magnetic quantum critical point, is often
dubbed as spin-fermion model. Later we will use this model as a starting point to
study the interplay between superconductivity and non Fermi liquid tendency. We will
demonstrate in Sec.2.1.2 how this type of interaction can lead to d-wave superconduc-
tivity when Q = (π, π).
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1.2.3 Cooper instability
Starting from a normal Fermi liquid, the system can also experience instability in
particle-particle channel. An instability of this kind is also called Cooper instability,
which is the onset of superconductivity in charged systems.
To see this, one can step back to the above example where we demonstrate how the
instabilities in the direct channel happens. Remember in evaluating the RPA ladder and
rainbow diagrams, we automatically neglect the contributions from the particle-particle
bubble, and Πph in (1.22) is a particle-hole bubble. Explicitly, we neglected, e.g. the
first and the last diagrams in the second order diagrams of Figure 1.4. Here we do the
opposite way. We will sum up all the ladder diagrams which contain a p-p bubble. The
series is again a geometric one, and we therefore have




















nF (ξk) + nF (ξ−k+q)− 1
iΩn − ξk − ξ−k+q
(1.27)
To make sense of this integral expression, we only need to consider the simplest case
when the external probe is static and uniform. This means we take both iΩm = 0 and
q = 0 in the above expression. In this limit, ξ−k+q = ξ−k = ξk. Using this now the
integral reduces to





















Here we introduced a new energy scale ωD, which is actually the upper boundary of the
region where our analysis is valid. In the second approximation, we assume ωD  T ,
so the integral has main contribution from the interval (T, ωD) where the integrand can
be approximated by 1/ξ.
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(1.28) has some appealing features. First, unlike the particle-hole bubble calculated
in (1.23), Πpp is a positive quantity. Second, the appearance of logarithm can lead to
arbitrary largeness, as long as T is small enough, or ωD is large enough. With these facts,
an instability in (1.27) may happen if U < 0. A negative U means attractive interaction.
More interestingly, there is no condition on the strength of U for the occurrence of such
an instability, because UΠpp can be arbitrarily large with the presence of logarithm term.
The physical interpretation coming from this behavior is, the Fermi liquid ground state
is unstable against any attractive fermion interaction, and even the weakest attraction
could change the ground state as long as the temperature is low enough.
The transition temperature Tp for this to happen can be determined by requiring
the denominator of (1.27) to be zero. The result is






This is the transition temperature obtained from the conventional BCS model for super-
conductivity, and the energy scale ωD is interpreted as the scale below which fermions
become attractive, due to the presence of electron-phonon coupling. In fact ωD is the
typical energy of phonons that mediate the interaction. In some materials we can apply
extremely high external pressure to increase ωD, in order to obtain high temperature
superconductors.
Superconductivity of this kind is still a weak coupling theory. For a strong coupling
theory, instead of (1.29), Tp often scales with the coupling constant.
1.3 non-Fermi liquid and superconductivity at a quantum
critical point
1 From above we see the validity of Fermi liquid picture is closely related to the smallness
of the imaginary part of fermion self energy Im Σ(k, ω) at Fermi surface. This is because
the quasiparticle life time τ scales as inverse of Im Σ(k, ω). If the imaginary part becomes
finite even at Fermi surface, the system will enter non Fermi liquid regime, where the
1Luttinger liquid is a typical example of non-Fermi liquid. However, since our study is on systems













Figure 1.5: Non-Fermi liquid near a quantum critical point.
quasiparticle concept is lost, and the response to external probe becomes incoherent.
This non-Fermi liquid, also called strange metal phase, is observed in strongly correlated
systems such as heavy fermion compounds, cuprates and so on.
Here we consider a class of non-Fermi liquids which locates above a quantum critical
point(QCP)[16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35,
36, 37, 38, 39, 40, 41, 42, 43, 44]. In Sec.1.2.2 we clearly once the system is close to a
QCP, the bare Hubbard interaction U , get strongly renormalized in direct spin channel.
Moreover, the form of the interaction changes drastically, i.e. from a constant, static
U term to a dynamic interaction (1.25). The new interaction, will destroy the Fermi
liquid picture, by strongly renormalizing the fermion self energy.
In Figure 1.5 we show a sketch of non-Fermi liquid arising above a QCP, which
marks the onset of some electronic order at T = 0 by tunning a parameter such as
doping, external pressure or field. Close to the QCP, the fluctuations of that electronic
order parameter form a collective boson mode. And in low energy limit this mode is a
Goldstone mode and thus massless. This boson mode then couples to fermions on Fermi
surface, mediates the fermion fermion interaction. As a result, the fermion self energy
is renormalized and scales as Σ(ω) ∼ ωα with α < 1. At small frequency Σ(ω) ω and
one can immediately see this is a non-Fermi liquid self energy by e.g. calculating the
quasiparticle residue and finding Z → 0.













Figure 1.6: Superconductivity above a quantum critical point.
Cooper channel. This is an interesting complexity of quantum critical metals. We show
this option in Figure 1.6, where we see a superconducting dome above the SC.
Although coming from the same interaction, these two fates of fermions, Figure 1.5
and 1.6 compete with each other. This is because, on one hand, superconductivity needs
fermion coherence to form Cooper pairs and once the pairs condensate it gaps out low
energy excitations and restores the original fermions self energy; on the other hand,
non-Fermi liquid tendency destroys fermion coherence and hence prohibit quasiparticle
pairs forming.
The interplay between superconductivity and non-Fermi liquid will be the central
topic of this thesis paper. In the following, we will first introduce the γ-model that we
used to tackle this problem, and then we will discuss results from analyzing this model.
Chapter 2
A general model for paring at a
quantum critical point
In this chapter, we focus on the paring problem when the system is close to a QCP,
where the pairing interaction is mediated by a collective boson mode. Before presenting
the general γ model, two concrete examples are discussed. The γ model and associated
gap equations are then derived based on these two examples, from a mean field analysis.
We will also discuss the extension of this model by introducing a factor N , which differ-
entiates the pairing equation in Cooper channel from that in direct channel. After that,
we find the the critical value of N separating a superconducting state from a non Fermi
liquid normal state. We also calculate from γ model the mean field level onset temper-
ature for superconductivity, which we denote by Tp, as well as the superconducting gap
amplitude ∆0.
2.1 Two examples
Here we derive the pairing equation for two different systems. The superconducting
parameter is chosen as the pairing vertex function Φ(k, ωm). This function, if we neglect
the corrections to the fermion self energy Σ̃(k, ωm) = ωm + Σ(k, ω) from the pairing
interaction, coincides with the gap function ∆(k, ωm). But in cases especially when
we want to investigate the interplay between superconductivity and non Fermi liquid
behavior, we have to consider the interplay between Φ(k, ωm) and Σ̃(k, ωm). Like in
17
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many previous studies, the Eliashberg approximation will be used here. We will see
from the two examples that although they are totally different systems, the resulting
pairing equations, after restricting the momentum on Fermi surface and integrating out
the remaining degrees of freedom, are strikingly similar to each other. This lays the
foundation of introducing the γ model.
2.1.1 Pairing at a 2D nematic or ferromagnetic QCP
In both cases the charge- and spin-interaction between fermions peaks at small q and
can be described by
χ(q) =
g2
q2 + Γ |Ωm|q
(2.1)
In the case of charge-charge interaction, this term comes from nematic fluctuations, and
Γ = g2m/(πvF ) is the Landau damping factor. We approximate the pairing vertex on
the Fermi surface so that it depends only on frequency and the explicit position of Fermi
surface. The pairing equation then takes the form,








2(ωm) + Φ2(ωm, θm)
χ(θp − θk, ωm − ωn) (2.2)
Here χ(θp − θk, ωm − ωn) is obtained by substituting q = 2kF sin( θp−θk2 ) into Eq.(2.23).
To further simplify this equation, we write Φ(ωn, θk) = Φ(ωn) cos(nθn) and n = 0, 1, 2, ...
represents different pairing symmetry channel. If we consider spin singlet pairing, then
even-frequency pairing has to be accompanied by s-wave, d-wave etc. pairing symmetry
(n = 0, 2, ...), while for odd frequency pairing the symmetry is p-wave, f-wave and so
on(n = 1, 3, ...).
Next we show that as long as the Eliashberg treatment works well, the equation for
the pairing vertex are the same for different pairing symmetry. To see this, we integrate
out the momentum in Eq.(2.2) and introduce θ = (θp − θk)/2, the resulting equation is






Φ(ωm) cos(2nθ + nθk)√
Σ̃2(ωm) + Φ2(ωm) cos2(2nθ + nθk)
λE




where λE = g
2/(4πEF ). Note that this dimensionless parameter λE is actually the
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same as the Eliashberg small parameter g2/EF . We work with the assumption that
Eliashberg approximation is valid, and hence we must have λE  1. The smallness of
λE ensures for the integral of θ in Eq.(2.3) that only small θ contributions are significant.
Therefore, it is logical to take θ → 0 and approximate cos(2nθ + nθk) by cos(nθk) and










where ḡ ∼ λ2EEF . Apparently this procedure is immune to the explicit pairing symmetry
characterized by n. The only difference is that, for n 6= 0 the equation is actually a
localized one and the pairing vertex represents its value at some particular position, e.g.
θk. This is compatible with the patch theory of hot Fermi surface in which different
patches of the Fermi surface are decoupled and fermions from different patches don’t talk
to each other due to the fact that collective bosons are slow compared to fermions[45].
Although we focus on spin-singlet pairing, it’s also easy to see for spin-triplet pairing
the pairing equation remains the same.
For the case of spin-spin interaction, the argument is completely parallel and we
again have exactly the same equation for both even- and odd-frequency pairing. But
there are two aspects where the current situation is different from the previous charge-
charge interaction: i) the prefactors in the equations of pairing vertex Φ(ωn) are different
for singlet and triplet pairing and ii) there is an additional factor of ‘3’ in the equation for
self energy Σ(ωn). In Fig.2.1(a) we show a diagrammatic representation of the linearized
pairing equation. The interaction term comes with a spin configuration σαγ · σβλ =
2δαλδβγ − δαγδβλ. When acting this on singlet pairing(the vertex comes with iσy)
we have iσyαβσαγ · σβλ = −3iσ
y
γλ. While acting on triplet pairing (the vertex comes
with σx) we have σxαβσαγ · σβλ = σxγλ. Then we have ‘−3’ and ‘+1’ in the singlet
and triplet pairing equations respectively. This additional minus sign in singlet pairing
vertex means that the isotropic s-wave channel in this case is not prohibited, since the
interaction in this channel changes sign and becomes repulsive. As for the self energy
illustrated in Fig.2.1(b), it is clear that after the spin summation over the internal
spin index, we end up with
∑









Figure 2.1: Pairing vertex (a) and self energy (b) with spin-spin interaction. α, β, γ, λ
are spin indices. The black dot is the spin components of the pairing vertex, which is
iσy for singlet pairing and σx for triplet pairing.
the equation for Σ(ωn). As a comparison, for charge-charge interaction what we have
instead is δαβδβα = 1.
2.1.2 Pairing at a 2D anti-ferromagnetic QCP
In the case when the pairing interaction is mediated by an anti-ferromagnetic order
parameter fluctuations, the effective interaction is peaked at some finite momentum Q.
We consider for simplicity a commensurate case when Q = (π, π). A typical exam-
ple which falls into this case is the spin-fermion model which we already discussed in
Sec.1.2.2. Here we will see the reason why this model leads to d-wave superconductivity.
According to (1.25), the form of interaction is (we use χ instead of V and take ξ →∞)
χsf (q) =
g2
(q −Q)2 + Γsf |Ωm|
(2.5)
Consider a generic Fermi surface shown in Figure2.2(a). There are 8 hot spots on the
Fermi surface which can be pair-connected by momentum Q either directly or through
Umklapp. Since the effective interaction is peaked at Q, we can effectively neglect
fermions located away from these hot spots. If we take a particular hot spot kh.s., the
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h.s.
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Figure 2.2: (a) Fermi Surface of hot spot model. When the interaction is peaked at
Q = (π, π), there are 8 hot spots on the Fermi surface which can be pair-connected
by momentum Q either directly or via Umklapp. (b) For spin-singlet even-frequency
paring, we must have Φ(ωm,−k) = Φ(ωm,k), thus the pairing symmetry is most likely
d-wave.










χsf (k − p, ωn − ωm) (2.6)
Here the factor ‘−3’ is obtained the same way shown in the previous subsection, which
is a result of singlet pairing due to spin-spin interaction. This additional minus sign
indicates that a s-wave pairing is impossible because Φ(ωm,p) has to change sign at
some point on Fermi surface in order to have a solution to this equation. Thus we
demand Φ(ωm,kh.s. +Q) = −Φ(ωm,kh.s.).
For the symmetry related point Φ(ωm,−kh.s.), it has to preserves sign because what
we are looking for is spin singlet pairing.Therefore we must have Φ(ωm,−kh.s.) =
Φ(ωm,kh.s.). This combining with the fact that if the hot spots are close to (0, π)
and symmetry related regions, the gap is unlikely to changes sign, leads to a dx2−y2
symmetry of the gap. We show this configuration in Figure2.2(b).
After figuring out the pairing symmetry, one can integrate out the momentum in
Eq.(2.6). Explicitly, we approximate Φ(ωm,p) in the integrand by −Φ(ωm,kh.s.) and
restrict the integration within a small vicinity around p = kh.s. + Q. Then we can
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decouple the momentum integration along the directions perpendicular and tangential
to the Fermi surface, by virtue of the assumption that bosons are slow mode. After










where ḡ ∼ g4/(Γsfv2F ). This equation is almost the same as (2.4), except for a differ-
ent scaling behavior in the effective interaction term and a different effective coupling
constant ḡ.
2.2 γ model
The fact that both (2.4) and (2.7) share striking similarity is a good indication that there
should be a general model behind such that different pairing models can be mapped into
this general model. To this end, we consider an itinerant fermion system which is close
to a quantum critical point (QCP). The jargon itinerant system is nothing but a Fermi
liquid. Close to such a QCP, the effective fermion interaction is mediated by a collective
mode fluctuations. We already see this in Sec.1.2.2, where a starting Hubbard model
develops into a spin fermion model when the system is close to its magnetic instability,
or in our current language, a QCP. This boson-mediated fermion interaction can lead
to two fates for fermions. On one hand, it gives rise to superconductivity once there is a
pairing instability in at least one pairing channel. On the other hand, it kills the fermion
coherence system will eventually become a non Fermi liquid if nothing sets in. These
two tendencies actually compete with each other, in a sense that superconductivity is all
about physics on Fermi surface so it needs fermion coherence to form a Fermi surface,
while non Fermi liquid tendency is weakened if superconductivity gaps our low energy
excitations and restores the original fermion self energy. In this section we introduce γ
model which contains the interplay between these two fate of fermions. In the γ model
we approximate both the fermion self energy Σ(k) and pairing vertex Φ(k) by their
vales on Fermi surface, and model the pairing interaction by V (Ωn) ∼ 1/|Ωn|γ with
γ > 0. Different pairing models can be mapped in this γ model with a certain value of
γ. Below we will first derive two Eliashberg type equations from a mean field analysis.
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1
k′  = (k′ , iωm) k = (k, iωn)k = (k, iωn)
χ̃(k′  − k)
k′  = (iωm, k′ ) k = (iωn, k)k = (iωn, k)
Figure 2.3: Self energy Σ(k) in Eliashberg approximation. The wavy line represents
effective fermion-fermion interaction. This is a self consistent equation for Σ(k) since
the fermion Green’s function depends on Σ(k).
After that, we will discuss possible extensions.
2.2.1 Derivation of mean field equations
A full description of itinerant fermions near a QCP involves an action which contains
fermion sector, boson sector and the coupling between them. Therefore, our departing
point is to write an action that contains all the ingredients needed. First of all, the




ψ̄σ(k)(−iωn + ξk − Σ(k))ψσ(k) (2.8)
Here (ψ̄, ψ) are Grassmannian variables denoting the fermion field. σ is the spin index.
And as usual k = (k, iωn) contains both momentum and frequency. Next we consider
the corrections to fermion self energy, due to the presence of the pairing interaction.
As we mentioned in the very beginning, a full evaluation of fermion self energy is im-
possible. Therefore, we here adopt the Eliashberg approximation, in which the vertex
corrections are neglected. Diagrammatically it is shown in Figure.2.3. According to this
approximation, the self energy can only be obtained in a self consistent way, because the
evaluation requires input of the Green’s function, which in turn also depend on the self
energy. This self consistent equation is Σ(k) =
∑
k′ χ(k
′ − k)G(k′). In order to obtain
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Σ̄(k)χ−1(k − k′)Σ(k) (2.9)




The pairing vertex part SΞ can be obtained via Hubbard-Stratonovich (HS) trans-


















The HS transformation introduces Ξ(Ξ̄) as auxiliary fields to cancel out the four fermion
term, leaving the partition function multiplied by a constant and hence unchanged.
Explicitly we have



















2 (k′′ − k′)Ξ(q, k′) + χ
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Writing this action combined with SΣ and S0 in Nambu space we arrive at the following
effective total action:














In the last term the matrix G−1k,k′ is defined as,
G−1k,k′ =(
(−iωn + ξk − Σ(k)) δk,k′ Ξ(k − k′, k+k
′
2 )
Ξ̄(k′ − k, k+k′2 )
(






The auxiliary field Ξ(q, k) is actually a generalized version of pairing vertex Φ(k). To
see that, we need to understand the roles of the two arguments in Ξ. When comparing
this to a classical two-body problem, one immediately realizes that its first argument
is the center of mass momentum, which contains bosonic Matsubara frequencies iΩn
while the second one is relative momentum which describes the pairing symmetry and
dynamical effects due to dynamical interaction. In contrast, in the conventional BCS
model where the interaction is constant near Fermi surface, we have Ξ(q, k) = Ξ(q, k =
k). If the pairing vertex is enhanced at some finite q 6= 0, this state is called a pair
density wave(PDW). We will not consider this special case here, and will mainly focus
on the usual case when q = 0, and this fact allows for a definition of Φ(k) = Ξ(q = 0, k),
where Φ(k) is the usual pairing vertex that we have already introduced in Sec. In the
action, a Nambu basis Ψ(k) = (ψ↑(k), ψ̄↓(−k))T is used for compactness. Σ̄ and Ξ̄
are the complex conjugation of their counterparts and both Σ(Σ̄) and Ξ(Ξ) are treated
as independent bosonic fields such that the partition function is given by a functional
integral over all fields Z =
∫
D[Ψ̄,Ψ]D[Σ̄,Σ]D[Ξ̄,Ξ]e−S .
In order to see the competition of non-Fermi liquid and superconductivity described
by this action, the fermionic degrees of freedom can be integrated out, resulting an








Ξ̄(q, k)χ−1(k − k′)Ξ(q, k′)− Tr lnG−1k,k′ .
(2.15)
The interplay between the tendency towards NFL and the tendency towards SC is
embedded in the matrix G−1k,k′ , and will become clear through saddle point equations.
Right at the saddle point we notice that the order parameter peaks at q = 0, and we
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0 in addition with some further simplifications one obtains a set of two Eliashberg
equations. To derive them, we note that right at saddle point the matrix G−1k,k′ is
diagonal in k space as long as q = 0, and the inverse of it can be obtained by just





Σ̄(k)χ−1(k − k′)Σ(k) +
∑
k,k′




−iωn + ξk − Σ(k) Φ(k)
Φ̄(k) −iωn − ξk − Σ̄(−k)
)
(2.17)























it is then straight forward to obtain from (2.18)
∑
k′
χ−1(k − k′)Σ(k′) = −iωn + ξk + Σ(−k)
(iωn + ξk − Σ(−k))(iωn − ξk − Σ̄(k))− Φ(k)Φ̄(k)
(2.20)
The inverse interaction function χ−1 in the left hand side of the above equation can be




χ(k − k′) −iωm + ξk
′ + Σ(−k′)







Figure 2.4: Hot Fermi surface (before superconductivity) with fermions coupled to a
Q = 0 order parameter fluctuation mode. The fermion momentum cutoff Λ is much
smaller than kF . The assumption that bosons are slow mode compared to fermions
allows for fermion scattering near FS with relatively larger momentum exchange. For a
fermion with momentum k, the momentum integration range along q⊥ is much larger
than that along q‖. As a result, the integration in (2.21) and (2.22) can be decoupled
between this two direction.




χ(k − k′) −Φ(−k
′)
(iωm + ξk′ − Σ(−k′))(iωm − ξk′ − Σ̄(k′))− Φ(k′)Φ̄(k′)
(2.22)
Eq. (2.21) and Eq. (2.22) are the so called Eliashberg equations. Further simplifica-
tion is allowed if we assume first that bosons are slow compared to fermions, which is
true for over damped bosons. This enables us to separate the momentum integration for
χ(k−k′) and other fermionic quantities. In fact we have already use this approximation
in deriving (2.4) and (2.7) previously. As an example we show this scheme in Figure 2.4
for the case when the whole Fermi surface is hot due to the coupling to a Q = 0 fluctua-
tion mode. Generalization the case when the fluctuation mode carries finite momentum
(Q 6= 0) is straightforward. If bosons are slow compared to fermions, a fermion can be
scattered by a boson with relatively large momentum transfer without changing much
energy. This means, if we take a fermion with momentum k as is shown in the figure,
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the allowed boson momentum range along the tangential direction (q̂⊥) is much larger
than that along the radial direction (q̂‖). On the other hand, we can approximately take
the self energy Σ(k) and pairing vertex Φ(k) as constant within the hot Fermi surface
region. By noticing that ξk changes drastically along q̂‖ but remains constant along q̂⊥
while χ(iΩm, q) changes drastically along q̂⊥, one can effectively decouple the momen-
tum integration in (2.21) and (2.22) between these two directions. The one dimensional
integration for χ(iΩm, q) often results in the following function form∫




Here we introduce an effective coupling constant ḡ to make χ(Ωm) dimensionless, and
the exponent γ changes for different pairing system, as is mentioned in the main text.
Examples of this type include but not limited to: color superconductivity in 3D(γ =
0+, V (Ωm) ∝ log |Ωm|)[46], pairing at a 2D Ising nematic or ferromagnetic QCP(γ =
1/3)[47, 39, 48, 49, 50], pairing at a 2D spin[16, 17, 51, 36] and charge density wave
QCP[52, 53, 54, 55, 56, 57](γ = 1/2), pairing due to mediation of undamped boson
(γ = 1), pairing in some Fe-based materials(γ = 1.2) and even strong coupling limit of
phonon mediated pairing[58, 59, 60, 61, 62, 63, 64, 65] (γ = 2).
The term with zero frequency transfer V (0) is formally divergent at a QCP but can
be eliminated from the equation as we do below. The remaining integral along radial
direction
∫
dq‖ is nothing but integral over ξk and is elementary. The last step to get
(2.25) is using the fact that for 2D system where the density of states near Fermi surface
can be treated as a constant(which we consider here in the paper for simplicity), the
self energy and pairing vertex have the following properties[64],
Σ(iωn) = iΣ(ωn), Σ(−iωn) = −Σ(iωn)
Φ(iωn) = Φ(ωn), Φ(−iωn) = Φ(iωn)
(2.24)





dξk... in Eq.(2.21) and Eq.(2.22), and the two Eliashberg
equations reduced to (2.25).
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where we remind that Σ̃(ωn) = ωn + Σ(ωn).
In the above equations, the term with m = n in the summation has been excluded,
as it contains a divergent term. This divergence is unique which occurs when the
system is right at a QCP. Away from a QCP the boson propagator acquires a finite
mass, rendering everything regular. We exclude the divergent piece because it does not
affect the superconducting properties at all, at least in case when the prefactors in both
equations are the same. For clarity, consider combining the two equations into a single










It is then clear that the m = n divergence is indeed eliminated by the vanishing on the
numerator. This property is also called Anderson theorem[?], who studied the effect
from nonmagnetic impurity on s-wave superconductivity. In our case, the divergent
piece with zero frequency transfer resembles the role of non magnetic impurities. (2.25)
are the basic equations for all our analysis below. And we remind these equations are
written on Matsubara axis. In order to obtain the corresponding equations on real
frequency axis, one needs to apply spectral decomposition method, as we will discuss in
Sec.
2.2.2 Extension to N 6= 1
As we mentioned in the beginning of this section, the interplay between supercon-
ductivity and non Fermi liquid behavior is embedded in the resulting Eliashberg-type
equations, (2.25) or equivalently (2.26). These two fate of fermions are competitive
with each other. In order to make a sense of how the relative strength of interaction
in direct channel and Cooper channel affect the final fate for fermions, we then extend
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the original equations by introducing a factor of 1/N in the equation for Φ(ωn). Put
it another way, we artificially suppress the pairing interaction in Cooper channel by a
factor of 1/N , while keeping that in the direct channel intact.
This extension brings about at least three benefits. First of all, by tuning the value
N , we are able to obtain the condition when superconductivity may occur. It is easy
to imagine that, if N is very large such that the pairing interaction in Cooper channel
is strongly suppressed, superconductivity will lose and the system behaves like a non
Fermi liquid. Therefore, there should exist a critical value Ncr at T = 0, separating the
superconducting state from a non Fermi liquid. We will confirm this and obtain the
value of Ncr in Sec. Another convenience by this extension is that, we can solve the gap
equation analytically in the limit of large N . In this limit, we clearly see simple physics
plays an important role in determining the spectral properties of a superconducting
state, and this has implication for the realistic system when N = 1 and T close to Tp.
We will explain this in detail in Sec.3.1 and Sec.3.2.
With this extension, it is also convenient to see the very intriguing features of the gap
equation equation (2.25): we find there exist a set of an infinite number of solutions,
and each of them has its gap amplitude ∆n and onset temperature for pairing Tp,n,
where the index n = 0, 1, 2, ... and both of the decays exponentially with increasing n.
On Matsubara axis, the solution ∆n(ωm) changes sign n times between ωn = 0 and ∞.
In most cases except for a special one when γ = 2, the sign preserving solution with
n = 0 has the largest condensation energy, which makes it the most energetic favorable
pairing state when cooling down. We see below that these multiple solutions actually
stems from the eigenvalue problem deduced from the linearized gap equation, with N
playing the role of eigenvalue and different solutions playing the role of eigenfunctions.
The extension of (2.25) with the factor of N is,



















We emphasis inclusion of N in these equations must be done only after we eliminate the
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m = n term in the summation. Otherwise, the the cancellation of the divergent piece
can not be implemented because the numerator now is not vanishing, because of N .
Alternatively we can combine the equations for Φ(ωm) and Σ̃(ωm) to get an equation













The case N = 1 corresponds to the original equation. The existence of multiple














which are valid when T is close to the pairing onset temperature Tp,n and the pairing
vertex is vanishingly small. This linearized equation is an eigenvalue problem with N
now playing the role of eigenvalue and Φ(ωm) the eigenstate. For clarity of this, the





Where the kernel matrix Kmn is readily deduced from (2.29). Thus for a given T , there
exists an infinite number of N which satisfies this linearized equation, as the number of
discrete Matsubara frequency is formally infinite. In the following section we will see
for the case γ < 1 when the system is right at a QCP and thus the boson propagator is
massless, all the Tp,n(N) terminates at Ncr > 1 in zero temperature limit. Then even
in the original model where N = 1 an infinite number of onset temperature Tp,n still
exists. This is a unique feature that should be attributed to the specialty of pairing
near a QCP. Indeed multiple solutions naturally arise in such an eigenvalue problem in
which there is an infinite number of eigenvalues and eigenstates regardless of the form
of pairing interaction, but there is no guarantee that all these eigenvalue N truncates
at Ncr > 1 in zero temperature limit. It has been shown that as we move the system
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away from a QCP gradually, multiple solutions at N = 1 disappear one by one and
eventually there will be only one solution as is the BCS model if the bosons acquire a
large enough mass. We will come to this topic in Chapter 4.
It is worth mentioning that we apply the extension to γ model only for the case
when γ < 1. This is because, for γ > 1, the extension to N 6= 1 inevitably includes a
divergent piece, since both the pairing vertex Φ(ωm) and self energy Σ(ωm) diverges at
T = 0 for γ > 1. This divergence can only be removed in the original case when N = 1.
Therefore, we will not try to extend the model with a general N for γ > 1.
2.3 Onset temperature and gap function
In this section, we shown the solution of the linearized gap equation, which determine
the onset temperature for pairing Tp. We will also investigate the gap amplitude ∆0
from the nonlinear gap equation. As we mentioned above, there are multiple solutions
to the gap equation. The solution we present here, is the one with the larges onset
temperature, Tp = Tp,0, and the gap function ∆(ωn) is a sign preserving function at
ωm ∈ (0,∞). We begin with the extended model with a general N , then we will focus
on the original case when N = 1.
2.3.1 With a general N at γ < 1
We first solve the linearized equation (2.29) with a general N . Because the presence
of N , the onset temperature Tp is typically a function of N . Because the role of N is
to suppress the superconducting tendency, it is reasonable to expect the larger N , the
smaller Tp. In other words, Tp is a decaying function of N . If N takes the largest value,
Tp should vanish. Based on this consideration, we first of all study the linearized gap
equation at T = 0, in order to find the largest possible value for N .




























[D(x+ t) +D(t− x)]
(2.32)
This equation is exactly solved in Ref. with a rather involved projection method. Here




































Note the first and last integral are opposite so they cancel. In these integrals, all IR
divergences caused by γ > 1 completely cancel out. The regular part of these integrals











dt, Rep > 0, Req > 0 (2.36)
Although these conditions may not be satisfied we still use this as an analytic continu-
































Figure 2.5: Critical values Ncr as a function of γ, obtained from (2.44).
In order for (2.38) to be true, we must have Fγ(0) = 0, and this is the index equation
that determines the value of ρ for any given γ. Written explicitly we have




ρ = −1 + γ
2
± iβ (2.40)









− iβ) +B(1− γ, γ
2
− iβ) = 2N
1− γ
(2.41)
After getting this value of β from this equation, all the coefficients an can be obtained
via their recursion relation that is
an = an+1Fγ(n+ 1) (2.42)







In order to have a solution to (5.5), there is a constraint for N . If N > Ncr, such a
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solution does not exist. Therefore, the critical value Ncr is set by a vanishing β. Taking












where Γ(x) is the standard Gamma function. We plot the function in Figure 5.2. It is a
monotonically decaying function of γ, which diverges at γ → 0 and terminate at unity
at γ = 1. This curve separates the SC state and the non Fermi liquid normal state.
We next try to solve the nonlinear gap equation (2.26) with several different N . This
will show how the existence of such a critical value Ncr affect the actual gap amplitude.
The method we apply here and later on is numerical iteration. Since the equation we
are about to solve is written on Matsubara axis, which is by definition discretized at any
finite T and thus convenient for numerical evaluations. The solution ∆(ωm) is a function
of Matsubara frequency. The gap amplitude we show is defined as ∆0 = ∆(ω = 0), and
we approximate it as ∆0 ≈ ∆(πT ). As long as T is small enough, such that πT is
close to ω = 0, this approximation is valid. In the limit T → 0, because ∆(ωm) is an
analytic function in the upper frequency half plane, it does not matter which direction
we approach to ω, i.e. we can approach on real axis as well as on Matsubara frequency
axis.
In Figure we show the ∆(πT ) for several different N for a particular γ = 0.9. In
this case, we can obtain Ncr = 1.34 from (2.44). From the figure, we clearly see ∆0(T )
becomes a non-monotonic function of T as long as N > 1. In the original physical case
when N = 1, it remains a monotonically decaying function of T . We also see there is a
clear distinction between N < Ncr and N > Ncr. In the case N < Ncr, although ∆0(T )
shows a decreasing trend as T becomes lower and lower, it eventually saturates to some
finite value. However for N > Ncr, ∆0(T ) tends to vanish in T → 0 limit. Therefore,
from this result, we see Ncr indeed separate the SC state and a non-Fermi liquid normal
state at T = 0.
2.3.2 N=1
As was put above, the extension to N 6= 1 works well for γ < 1, but cannot overcome
formal divergence for γ > 1 case. Here in this subsection, we focus back in the original
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Figure 2.6: The gap amplitude ∆0 = ∆(πT ) as a function of T for N < Ncr (upper
panel) and N > Ncr (lower panel). This result is obtained for γ = 0.9, and correspond-
ingly, Ncr = 1.34. For all N > 1, ∆0 is a non-monotonic function of T . In the limit
T → 0, ∆0 saturates to some nonzero constant for N < Ncr but vanishes for N > Ncr.
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model with N = 1. We try to understand how the pairing temperature Tp and the gap
amplitude ∆0 behaves for different γ. As there is no longer divergence, we can continue
our analysis to all γ > 0. And like above, we only present results for the solution with
largest Tp, and leave discussions about other solutions in Chapter 2.
In Figure 2.7 we plot the pairing temperature Tp, the gap amplitude ∆0 in T → 0
limit and their ratio 2∆0/Tp, as a function of γ. We see from the results the pairing
temperature diverges as γ → 0, and gradually saturates to a constant value ḡ/(2π).
We note that these form of Tp is different from (1.29), where Tp is bounded by the
energy scale ωD. Here we have Tp ∼ ḡ which is a typical feature when the system enters
a quantum critical regime. The gap amplitude ∆0 also diverges in the small γ limit.
More strikingly, it diverges in the same way as Tp does, and as a result, their ratio,
2∆0/Tp remains finite. This finite value 2∆0/Tp = 3.53 is actually the one obtained
from a conventional BCS value. To see this, we find by examining the linearized gap
equation that
Tp = QT (1.4458γ)
−1/γ (2.45)
where QT = 0.5018 is a numerical factor. While solving the full nonlinear gap equation
at T →) approximately, we obtain
∆0 = Q∆(1.4458γ)
−1/γ (2.46)
where Q∆ = 0.885 is another numerical factor. From these two analytical results, we










fully consistent with BCS results. The reason behind is, in the limit γ → 0, the pairing
interaction very weakly depend on frequency, which is almost a constant, as the case
in BCS model. Given this, it is no surprise these two results agree with each other.
Numerically one has to be cautious because at small γ, the result sensitively depends
on the number of Matsubara frequency points used. This is because ∆(ωm) decays
slower and slower as γ → 0. In practice we run numerical evaluations for different
number of frequency points, and extrapolate to the infinite frequency points limit. In
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Figure 2.7: Pairing temperature Tp, gap amplitude ∆0 and their ratio 2∆0/Tp, as a
function of γ. Both Tp and ∆0 are in units of ḡ. Both Tp and ∆0 diverges at γ → 0
in exactly the same way, as a result, their ratio remains a finite constant 3.53, which is
the same as that obtained from a conventional BCS model. At γ ≤ 3, Tp is finite, ∆0
diverges as [1/(3− γ)]1/3.
39
the inset of the top two plots in Figure 2.7, we compare numerical results with the two
functions given in (2.45) and (2.46). Clearly these two ways are consistent.
For large γ, we find Tp always remains finite. ∆0 however, develops another diver-










For γ close to γ = 3, ∆0 diverges as [1/(3−γ)]1/3. Because of this divergence, our study
on γ model will be mainly on γ ∈ (0, 3).
The ratio 2∆0/Tp in γ model is then a monotonic increasing function of γ, starting
from the BCS value at γ = 0 and tends to diverge at γ = 3. The case γ = 2 corre-
sponds to the electron-phonon coupling system, in the limit when Debye frequency ωD
is vanishingly small, while the product of ωD with the e-ph coupling constant remains
large. Previous studies using Eliashberg calculations on phonon-mediated s-wave su-
perconductivity found 2∆0/Tp ∼ 8 − 13[66, 67, 68, 69, 64]. Here in γ model we find
2∆0/Tp = 8.3 which is full consistent with previous results.
Chapter 3
The special role of the first
Matsubara frequencies in
superconducting gap equations
The superconducting gap equation in γ model and the largest, sign preserving solution
have been shown in previous chapter. We also discussed in the extended model (2.27)
for 0 < γ < 1 the existence of a critical value Ncr separating the superconducting state
from a non Fermi liquid normal state. This analysis is at T = 0, which means, in the
extended model, the pairing temperature Tp(N) as a function of N should terminate
at N = Ncr. However we will see in this chapter that analysis at finite T opposes this
conclusion. In Figure 3.1 we present Tp(N) in the N -T plane, for a particular case
γ = 0.9. The plot extends well beyond the corresponding critical value Ncr = 1.34
when T → 0. The results are obtained by solving the linearized gap equation (2.29) at
different temperatures. We clearly see Tp(N) bypasses Ncr and tends to infinity in the
limit N → ∞. In fact, we will see below that Tp(N) ∝ 1/N1/γ at large N . The curve
Tp(N)
The very reason behind it is the special role of ±πT in the gap equations. In the
large N limit, dominant contributions in the gap equation are from fermions at these
two frequencies. Below we will first discuss what happens to the gap equation on these







Figure 3.1: The onset temperature of superconductivity, Tp(N), in the QC model,
extended to N > 1. We set γ = 0.9.The line Tp(N) by-passes Ncr (the red dot). At
large N , Tp(N) ∝ 1/N1/γ .
shown, and based on this, we show our numerical results on the crossover of gap closing
behavior to gap filling behavior on spectral properties.
3.1 Special role of ωm = ±πT
The existence of Ncr at T = 0 would normally imply that this is the termination point of
the line Tp(N). However, the numerical solution of (2.29) yields qualitatively different
result: Tp is non-zero at any N , and the line Tp(N) by-passes Ncr and approaches
zero only at N → ∞ (see Fig.3.1). The reason for this behavior has been named in
Ref. [70]: the power counting argument that Σ(ωm) ∝ ω1−γm does not work for the
first two Matsubara frequencies ωm = ±πT . For these frequencies, Eq. (2.29) yields
Σ(±πT ) = 0 because contributions from positive and negative ωm′ exactly cancel out.
To see the consequence of Σ(±πT ) = 0, consider the equation for Φ(ωm) in the limit
N  1 and set external ωm = πT (2m + 1) to πT (i.e., set m = 0). For m′ = O(1),
but m′ 6= −1, the kernel matrix element K0,m′ is independent of T and is of order 1/N .
However, for m′ = −1 (ωm′ = −πT ), K0,−1 = (1/N)(ḡ/(2πT ))γ becomes large at small
enough T . A simple experimentation shows that[70] in this situation the gap equation
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× 10−9
Figure 3.2: The pairing instability temperature Tp(N), obtained by solving the lin-
earized gap equation (2.29) as an eigenvalue/eigengunvction problem for M = 4000
Matsubara frequencies, with N playing the role of an eigenvalue. Upper and lower
panels are for γ = 0.3 and γ = 0.9, respectively. At large N , Tp(N) ≈ (ḡ/2π)1/N1/γ .
For comparison, we also show T̃p(N), which we obtained by solving the linearized gap
equation without fermions with Matsubara frequencies ±πT . The temperature T̃p(N)
terminates at T = 0 at the critical N = Ncr.
reduces to





















, m 6= 0,−1 (3.1)
We will be searching for even-frequency solutions of the gap equation: Φ(ωm) = Φ(−ωm).







and the second shows that a non-zero Φ(ωm) is induced by Φ(±πT ) and is suppressed
by N1/γ for T → Tp.
The functional form Tp ∝ 1/N1/γ at large N has been verified numerically in Ref.
[70] for a particular choice of γ = 0.1. In Fig.3.2 we show that the same behavior
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holds for γ = 0.3 and 0.9. To see that this behavior is indeed due to the vanishing
of Σ(±πT ), we exclude ωm = πT from the set of Matsubara frequencies and then
solve again the linearized gap equation. The result is shown in Fig.3.2. We clearly
see that T̃p, obtained this way, tends to zero above some critical value of N , which
numerically is close to Ncr(γ) in Eq. (2.44). This implies that, without the first two
Matsubara frequencies, the system would display a conventional behavior, with T̃p(N)
line terminating at N = Ncr. That the actual Tp(N) by-passes Ncr and vanishes only
at N = ∞ is then entirely due to the vanishing of the self-energy for fermions with
ωm = ±πT . To check that only fermions with ωm ± πT special, we computed T̃p by
eliminating fermions with ±πT and obtained that T̃p(N) behaves similar to T̃p(N) and
terminates at N ≈ Ncr.
This result indicates that the system behavior may be qualitatively different at low
T < T̃p(N), when all fermions contribute to the pairing, and at T̃p(N) < T < Tp,
when the pairing is induced by fermions with ωm = ±πT . At N > Ncr, T̃p = 0 and
fermions with ωm = ±πT determine the system behavior for all T < Tp. At small γ,
Ncr ≈ 4/γ  1, and the lines Tp(N) and T̃p(N) remain close down to a very small
T ∼ ḡ(γ)1/γ  ḡ. However, for γ ≤ 1, the two lines are distinct already at T ≤ ḡ. We
emphasize that at these γ, the sizable range T̃p(N) < T < Tp(N) exists even for the
physical case of N = 1. The system properties in in this T range should be, at least
qualitatively, the same as that at large N .
The special role of ±πT can also be seen form the non-linear equation for the pairing
vertex Φ(ωm) and the equation for the fermionic self-energy Σ(ωm), which includes the
feedback from the pairing. We see from above that at large N , the pairing temperature
Tp(N) is obtained by solving the linearized equation for Φ(ωm) for fermions with only
two Matsubara frequencies ωm = ±πT ; the pairing vertex Φ(ωm) for other ωm is then
expressed via Φ(πT ) = Φ(−πT ), see (3.1). We assume and then verify that this holds
also for T < Tp, i.e., that the non-linear gap equation can be approximated by restricting
to ωn = ±πT in the r.h.s. of Eq. (2.29). Re-labeling Φ(πT ) = Φ(−πT ) = Φ0,
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The gap ∆0 vanishes both at T = 0 and at T = Tp. In between, it is finite, but for
any T , D0 = ∆0/(πT ) is small and at most of order 1/N
1/2. In other words, the gap at
N  1 remains smaller than the temperature at all T < Tp.










|ωm + πT |
)γ]
Σ(ωm) ≈ 2N Σ̃0H
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where H(a, b) =
∑a
1 n









Observe that the self-energy behaves as Σ(ωm) ∝ T 1−γ , at all ωm = O(T ), including
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Figure 3.3: The pairing gap ∆(ωm) = Φ(ωm)ωm/Σ̃(ωm) and D(ωm) = ∆(ωm)/ωm for
γ = 0.9, N = 10 and T = 0.05Tp.
ωm = ±πT . Still, the self-energy at ±πT is smaller in 1/N than Σ(ωm) at other
Matsubara frequencies. As the consequence, the pairing gap ∆(ωm) is parametrically




























We also see from see (3.8) that at any T < Tp, ∆(ωm) at any Matsubara frequency
is parametrically smaller than T . Put it differently, D(ωm) = ∆(ωm)/ωm is small, of
order 1/N3/2, at m = O(1), and even smaller at larger m. We plot ∆(ωm) and D(ωm)
in Figure 3.3, which clearly shows at large N ∆(ωm) or D(ωm) at ωm = ±πT dominant
over those at other frequencies.
Taking −iD0 as an estimate for small frequency limit of D(ω) ≡ ∆((ω)/ω in real
frequencies, we find that D(ω → 0) tends to a finite imaginary value, i.e., at large N
we have gapless superconductivity in the sense that ∆(ω) ∝ iω. Using then N(ω) =
N0 Re[1/
√
1−D2(ω)] for the DOS (N0 is the normal state value), we find that the
DOS at zero frequency N(ω = 0) = N0/
√






is reduced below Tp,
compared to the normal state value, but remains finite, as in a gapless superconductor.
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To verify this result and to get the full form of N(ω) we need to obtain ∆(ω) as a
function of a real frequency ω. This is what we will do in the next section.
3.2 Real frequency properties
To see the consequence of±πT dominating in the pairing equations and more experiment-
related properties coming from the first Matsubara frequency rule, we try to look for
solutions of gap equations on real frequency axis. Before that, the gap equation (2.27)
has to be properly continued from Matsubara axis to real frequency axis. Below we
will first show the analytic continuation procedure, and then solve the real frequency
equations in large N limit.
3.2.1 Analytic continuation to real frequency axis
The expressions for Φ(ωm) and Σ̃(ωm) in Matsubara frequencies, Eq. (2.27), contain
the interaction V (iωm − iωm′) which is essentially a susceptibility. This susceptibility
cannot be converted to real frequency ω by just replacing z = iωm by z = ω because
V (z − iωm′) = (−g2/(z − iωm′)2)γ/2 has branch cuts in a complex plane of z along
z = iωm′ + z0, where z0 is a real variable (Ref. [62]). Due to this complication,
we have to implement the full spectral decomposition procedure. Namely, we depart
from Eliashberg equations along Matsubara axis and use Cauchy theorem to express
G(iωm,k) and V (iωm−iωm′) in terms of retarded ImGR(x,k) and V
′′
(x) (the imaginary
















y − i(ωm − ωm′)
(3.9)
We then explicitly sum over ωm′ and integrate over k and obtain the expressions for
Σ̃(iωm) and Φ(iωm), in which the dependence on ωm is only via 1/(iωm − x− y). This
form can be straightforwardly continued analytically to real frequency by just replacing
iωm by ω + i0
+.
For compactness, we do the calculations in Nambu formalism, in which one operates
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with the 2 × 2 matrix Green’s function Ĝ(iωm,k), in which Σ(iωm) and Φ(iωm)) as








τ̂3Ĝ(iωm,k)τ̂3V (iωn − iωm), (3.10)
where τ̂3 is a Pauli matrix. Σ̂ = Στ̂0 − Φτ̂1, and the matrix Ĝ(iωm,k) = −(iωm −
ξk − Σ̂(iωm))−1. The diagonal and off-diagonal elements of Ĝ(iωm,k) are normal and
anomalous Green’s functions in conventional notations.
Substituting the spectral representation (3.9) into (5.11) and performing the sum-






























iωn − x− y
(nF (x) + nB(−y))
(3.11)
Replacing iωn with ω + i0













ω − x− y + i0+
(nF (x) + nB(−y))
(3.12)
We next express Im ĜR(x,k)/(ω − x− y + i0+) via the full ĜR(x,k) as
2 Im ĜR(x,k)






ω − x− y + i0+
+
1







ω − x− y + i0+
− 1




and integrate in (3.12) over x by closing the integration contour over the upper half-
plane of complex x. Because ĜR(x,k) is analytic in the upper half plane, the poles
come only from 1/(ω − x − y + i0+) and from nF (x) (at x = i(2n + 1)πT ). Using the
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(y) (nF (ω − y) + nB(−y))×
[
Im(iτ̂3G



























R(ω − y,k)τ̂3 (nF (y − ω) + nB(y)) , (3.14)








y − (ω ± iωm)














































Let’s now spit this matrix equation into the equations for the pairing vertex Φ(ω)
and conventional (non-anomalous) self-energy Σ(ω). Expressing Σ̂(ω) as
Σ̂(ω) = Σ(ω)τ̂0 − Φ(ω)τ̂1 (3.18)
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2 − (ω + Σ(ω) + i0+)2
(−(ω + Σ(ω))τ̂0 − ξkτ̂3 + Φ(ω)τ̂1)
(3.19)















where Σ̃(ω) = ω + Σ(ω). Notice here when computing the square root in the denom-
inator, the branch with a positive imaginary part is chosen. This is different from
commonly chosen branch which has a positive real part. Substituting this into the r.h.s.
of (3.17), absorbing the density of states N0 into V , and splitting Σ̂(ω) into normal and
anomalous components, we obtain























































At a finite T and small y, coth(y/(2T )) ≈ 2T/y. Then V ′′(y) coth(y/(2T )) scales
as T/|y|1+γ , and the integrals over dy in the expressions for Σ̃(ω) and Φ(ω) in (3.21)
diverge. This divergent piece corresponds to the divergence in the Matsubara axis equa-
tions due to m = n term in the summation. Like what we did in (2.25), the divergence
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piece on real frequency axis can also be eliminated by excluding this singular contribu-
tion explicitly. By doing so, we arrive at a set of equations free from singularities, and
with this the equations can be safely extended to N 6= 1. The final equations, with N
extension, writes,

















































[V (ω − iωm) + V (ω + iωm)]





[V (ω − iωm)− V (ω + iωm)]
(3.24)
Eq.(3.23) can be easily verified by taking ω → iωn = i(2n+1)πT , i.e. by going back
to Matsubara axis, and the equations should reduce to those in Eq.(2.25) if the analytic
continuation has been done correctly. Indeed, with the replacement ω → iωn the thermal
factor (tanh iωn−y2T + coth
y
2T ) in Eq.(3.23) vanishes and the integral
∫
dyV ′′(y)/y =
πV (iΩn = 0) accounts for the elimination of zero frequency transfer term in Eq.(2.25)
(ωm = ωn term). Taking into account the contributions from A(iωn) and B(iωn) and
using the symmetry property of both Φ(ωm) and Σ̃(ωm), Eq.(2.25) is reproduced.
3.2.2 from ±πT to ω/T scaling
To get information of spectral properties on real frequency axis using (3.23), the first
step is to solve the gap equation (2.25) on Matsubara frequency axis, and then use
them as input to solve the equation with real ω. In this sense, special properties on
Matsubara axis have a direct impact on the real frequency properties. The interesting
findings we discuss in this subsection is based on this consideration.
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The first term in the formula for Σ̃(0) vanishes by symmetry, after summing up the
contributions from positive and negative ωm.
We first consider large N . We assume and then verify that in this case Σ̃ is para-
metrically larger than Φ not only along the Matsubara axis but also along the real axis.








































Using the fact that at large N the dominant contribution to the Matsubara sum comes



































)3 (1− ( TTp)γ)
2S2γ
 . (3.31)
This agrees, up to a prefactor, with the estimate that we obtained in the analysis on
the Matsubara axis, by just assuming that D(ωm = πT ) is comparable to D(ω = 0).
We emphasize that N(0) differs from the normal state value N0 at all T < Tp,
including T = 0, where we expect superconductivity to disappear. We will show below
that the limit ω → 0 and T → 0 has to be taken with care, and at any non-zero ω the
DOS indeed transforms into N0 at T → 0. Still, strictly at ω = 0, N(0) < N0. This
is somewhat similar to the behavior of N(ω) in an ideal BCS superconductor, where
N(0) = 0 for all T up to Tc, while N(ω 6= 0) approaches N0 at T → Tc.
We next move to finite ω. In (3.23) for Φ(ω), the second term ((1/N)
∫
...) is of
order Φ(ω)/N and can be neglected at large N . Evaluating the first term by summing
































Note that FΦ(x) is purely real and even in x, hence Φ(ω) is real and even in ω.
Because Φ(ω) is small in 1/N3/2, the self-energy at finite ω remains the same as in






































































for the pairing vertex, the self-energy and the gap function respectively, see Eqs. (3.33),
(3.35), and (3.38). We recall that FΦ(
ω
πT ) and FΣ(
ω
πT ) are computed without the thermal
contribution. The function FΦ(x) is real, FΣ(x) and FD(x) are complex, i.e., the gap
function ∆(x) is a complex function of frequency. The results are for γ = 0.3 and
γ = 0.9. Observe that ImFΣ(x) changes sign at some frequency. This sign change is




























The first term in FΣ(x) is real, the second is imaginary. At large x (i.e., at ω  πT ),
FΣ(x) ≈ (x1−γ/(1 − γ))eiπγ/2. We plot the scaling functions FΦ(x), Re[FΣ(x)], and
Im[FΣ(x)] in Figure 3.4.







changes sign as a function of frequency (hence, Im [Σ(ω)]
also changes sign). This sign change must happen because Im[Σ(ω)] is related by






ω2 + (πT )2
= Σ(πT ) = 0. (3.36)
The integral in the r.h.s. of (3.36) vanishes only if Im[Σ(ω)] changes sign at least
once . We verified numerically that the KK relation is indeed satisfied, see Figure 3.5.
We remind in this regard that Σ is the self-energy without the thermal contribution.
The imaginary part of the full self-energy, Im[Σ(ω)], indeed remains positive at all
frequencies.
















































































● Based on Eq.(58)
■ From Eq.(22)













Figure 3.5: The verification of the KK transformation. Yellow squares – the self-
energy obtained directly along the Matsubara axis: Σ(iωn) = 2πT (ḡ/2πT )
γH(n, γ),




2 + ω2n) is obtained by KK transformation from
ImFΣ(x) along the real axis, see (3.35). The two expressions coincide. To better show
this we manually split the two expressions for Σ(iωn) by multiplying the yellow curve by
1.01. Observe that FΣ(iπT ) = 0, i.e., the self-energy Σ(iωn), extracted from KK trans-
formation, vanishes at the first Matsubara frequency. We set γ = 0.9 and T = 0.01ḡ.
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γ=0.3











































Figure 3.6: (a) The real part of the scaling function F 2D(
ω
πT ), defined in Eq. (3.38), for
γ = 0.3 and γ = 0.9. The Re[F 2D(
ω
πT )] determines the frequency dependence of the DOS




πT )] has a
peak at ω ∼ T . (b) and (c) The magnified plots of Re[F 2D(
ω
πT )] at lager ω/(πT ). For
γ = 0.3, Re[F 2D(
ω







































We see that the magnitude ofN(ω)/N0−1 ≈ 12 ReD
2(ω) is determined by the temperature-
dependent factor in (3.37) and depends on T/Tp. However, the frequency dependence of
D(ω) and of the DOS is determined by FD(ω/(πT )), which for any given γ is a univer-
sal function of ω/T and does not depend on T/Tp. This implies that the characteristic
frequency, at which N(ω) deviates from N0, is determined by the temperature rather
than by the magnitude of the superconducting gap.
Because FΦ(x) is real,
















Figure 3.7: ∆(ω) for various T > Tcross. Upper panel: γ = 0.3, N = 6. Lower panel:
γ = 0.9, N = 6. Red lines are for the real part ∆′(ω) and blue lines are for the imaginary
part ∆′′(ω). At small but non zero ω, both the real and imaginary parts are finite, in












Figure 3.8: The DOS N(ω) for various T > Tcross. Upper panel: γ = 0.3, N = 6. Lower
panel: γ = 0.9, N = 6. Right panels: The temperature dependence of the characteristic






Figure 3.9: The spectral function A(ω) at a fixed T > Tcross, plotted as a function of ω
for various values of parameter P , which measures the strength of thermal contributions
to the self-energy and the pairing vertex. At large P , A(ω) shows the same behavior as
the DOS, with the dip at small ω. At small P , it shows instead the maximum at ω = 0.
The plots are for γ = 0.3 and γ = 0.9.
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At small x = ω/πT , ReFΣ(x) ∝ x2 and ImFΣ(x) is finite. Then ReF 2D(x) is negative.
At x, where ImFΣ(x) changes sign, ReFΣ(x) is finite, hence for this x ReF
2
D(x) is
positive. In between, ReF 2D(x) necessary changes sign. This in turn implies thatN(ω) <
N0 at small x and N(ω) > N0 at larger x. Then N(ω) has a dip at ω = 0 and a hump
at a characteristic frequency set by temperature, rather than by the gap itself. This
frequency increases with increasing T . This behavior is qualitatively different from that
in a BCS superconductor, where the maximum in the DOS is located at ω = ∆(T )
and shifts to a lower frequency with increasing T because ∆(T ) gets smaller. We plot
ReF 2D(x) in Fig.3.6 for two different values of the exponent γ. In both cases, the hump
at ω ∼ T is clearly visible. The position of the hump shifts to a lower frequency with
increasing γ but remains at a finite ω even at γ = 1.
We see from Fig.3.7 that the imaginary part of ∆(ω) is finite even at very small ω,
consistent with Eq. (3.37). For the DOS, we clearly see from Fig. 3.8 that there is a
dip in N(ω) at small frequencies and the position of the maximum in N(ω) is set by
the temperature.
A remark is in order here. The integrated DOS
∫
dωN(ω), with N(ω) as in Fig.3.8,
does have some T dependence. This seems problematic, because the integrated DOS is
proportional to the total number of particles, which is the conserved quantity. In fact,
there is no contradiction. The reasoning is that the momentum integration in Eliashberg
equations is performed assuming particle-hole symmetry, i.e., neglecting contributions
from energies of order µ. There are additional contributions to the DOS from energies of
order µ, both in the normal and the superconducting state. They are not equal, because
µ changes between normal and superconducting states [?]. This additional contribution
must be included to ensure particle conservation.
We next consider the spectral function A(ω) = −(1/π) Im[G(kF , ω)]. In terms of
original Φ(ω) and Σ̃(ω), we have








This formula, however, is valid only before we eliminating the thermal divergence in
(3.23). Because for spectral function A(ω), the thermal fluctuation plays an important






πTV (Ωn = 0), and re-express A(ω) as























∝ N(ω)/N0, i.e., the spectral
function has the same dependence on ω as the DOS. Accordingly, at a finite T , A(ω)
is non-zero for any frequency, and the position of the maximum in A(ω) scales with T
and remains at a finite frequency at Tp (see Fig.3.9). If P is finite, either because the
system is at some distance from a QCP, or we probe A(ω) for fermions connected by
momenta different from the one at which static χ diverges (e.g., near-nodal fermions in
the cuprates, if a pairing boson is an antiferromagnetic spin fluctuation), the behavior
of A(ω) depends on the interplay between P and
√
Φ(ω)2 − Σ̃(ω)2 at relevant ω. the
other term in L(ω) in (3.43). If P is smaller, L(ω) ≈ 1, and








Substituting the expressions for Φ(ω) and Σ̃(ω) we find that in this situation A(ω)
is peaked at zero frequency, as if the system was in the normal state. We show this
behavior in Fig.3.9.
The analysis beyond the leading order in 1/N proceeds in the same way as for
Matsubara frequencies. As N gets smaller, the maximum in the DOS becomes more
pronounced, and, at the same time, the DOS at zero frequency, N(0) gets smaller.
These modifications get larger as N decreases towards Ncr and eventually, at N < Ncr,
the system behavior at the lowest T changes qualitatively. We discuss this in the next
Section.
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3.3 Gap closing vs. gap filling
We see from above that, in the large N limit, the gap equations on Matsubara frequency
axis, have significant contributions from the first two frequencies ±πT , and as a result,
∆(±πT ) is much larger than other ∆(ωn 6= ±πT ). The consequence on real frequency
axis, is that spectral functions such as quasiparticle density of states N(ω), has a ω/T
scaling, which means characteristic frequencies of N(ω) scalings with T . In this section,
we return to the case with smaller N , and we will see ±πT physics is still important
especially when T is close to Tp. Actually we find a temperature scale Tcross, and when
T > Tcross, the special role of ±πT is important in the gap equations and N(ω) displays
the ω/T scaling, or equivalently a ‘gap filling’ behavior. While at smaller T < Tcross,
contributions from all frequencies to the gap equation become comparable, like in the
conventional BCS case. As a result, there is no ‘gap filling’ behavior in the spectral
properties. Instead, the temperature evolution of N(ω) are pretty much the same as
what we see from a conventional BCS superconductor, i.e. the ‘gap closing behavior’.
In this range, the gap in N(ω) narrows as T increase, and N(ω = 0) remains vanishingly
small. The finding of crossover from ’gap closing’ to ‘gap filling’ at T ∼ Tcross is the
major topic in this section.
We used the same computational procedure as at large N and obtained Φ(ω), Σ̃(ω),
and ∆(ω) along the real frequency axis. We present the results in Figure 3.10. We
clearly see the crossover in the system behavior around Tcross(N). At T < Tcross(N),
the behavior of the gap function is conventional in the sense that Re ∆(ω = 0) is finite
and Im ∆(ω) emerges only above a finite frequency, approximately equal to ∆(0). The
self-energy Σ∗(ω) at ω < ∆0 is strongly reduced compared to its value in the normal
state. At T > Tcross(N), Im ∆(ω) ∝ ω at small frequencies, and Re ∆(ω) ∝ ω2, i.e.,
the systems displays the same gapless superconductivity as at N > Ncr. In the same T
range the self-energy Σ∗(ω) almost recovers the normal state value (see Figure 3.10).
In Figure 3.11 we show the behavior of the DOS N(ω). We see a qualitative change of
the behavior between T > Tcross(N) and T < Tcross(N). At smaller T , N(ω) is similar
to that in a BCS superconductor: it has a sharp peak at ω ≈ ∆(0) and nearly vanishes
below the peak frequency. At T increases, but remains smaller than Tcross(N), the










































Figure 3.10: Real and imaginary parts of the gap ∆(ω) as functions of ω for various T .
The results are for γ = 0.3 and γ = 0.9, in both cases for N < Ncr. Red and blue lines
are for ∆′(ω) and ∆′′(ω), respectively. The data clearly show a crossover at T ∼ Tcross
from BCS-like behavior at smaller T to the behavior similar to that at N > Ncr, at
larger T .
i.e., the gap in the DOS “closes”. However, at higher T > Tcross(N), N(ω) becomes
non-zero at all frequencies, and the position of its maximum shifts to a higher frequency
as T increases, and remains finite at T = Tp − 0, i.e., the gap in the DOS “fills in”. We
plot the variation of the position of the maximum in N(ω) with T in the inserts of the
plots of the DOS in Figure 3.11.
In Figure 3.12 we present our results for the spectral function A(ω). It shows a
similar crossover around Tcross. We recall that the form of the spectral function depends
on the strength of the thermal contribution to the self-energy (the P term in Eq. (3.43)).
In the limit when the thermal contribution is large, A(ω) displays the same behavior as
N(ω). In the opposite limit when P is smaller, L(ω) in Eq. (3.43) is close to one, and
A(ω) at T < Tcross(N) has two sharp peaks at frequencies close to ±∆(0), as expected
in a BCS superconductor. At T > Tcross(N), this behavior changes, and A(ω) has
a single peak at ω = 0. We show the variation of A(ω) between T < Tcross(N) and
T > Tcross(N) in the right panels of Figure 3.12, for both smaller and larger P . In the
left panels, we show the evolution of A(ω) with increasing P at T < Tcroos(N) and at
T > Tcross(N).
The transformation from “gap closing” behavior at small T to “gap filling” behavior
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Figure 3.11: DOS N(ω) as a function of frequency for γ = 0.3 and γ = 0.9 and several
N < Ncr(γ). At low T < Tcross, the DOS has a sharp peak at ω = ∆(T ) and nearly
vanishes below the peak. At higher T > Tcross the DOS has qualitatively the same
functional form as for large N , and the peak position shifts to a higher frequency with
increasing temperature. The insets: the peak position ωp as function of T/Tp. The










































P → ∞ P → ∞
P → ∞P → ∞
P → 0 P → 0
P → 0 P → 0
γ = 0.3, N = 1, P → 0 γ = 0.3, N = 1, P → ∞
γ = 0.3, N = 1.5, P → 0 γ = 0.3, N = 1.5, P → ∞
γ = 0.9, N = 1, P → ∞γ = 0.9, N = 1, P → 0
γ = 0.9, N = 1.2, P → ∞γ = 0.9, N = 1.2, P → 0
γ = 0.3, N = 1, T = 0.97Tp γ = 0.9, N = 1, T = 0.97Tp
γ = 0.3, N = 1, T = 0.28Tp γ = 0.9, N = 1, T = 0.09Tp
Figure 3.12: The spectral function A(ω) for γ = 0.3 and γ = 0.9 and several N < Ncr.
Left panels: A(ω) for a set of temperatures at either strong or weak thermal contribution
(the limits P =∞ and P = 0 in Eq. (3.43)). At small T < Tcross the spectral function
has sharp peaks at ω = ±∆(T ), like in a BCS superconductor. At T > Tcross, A(ω)
shows the same behavior as the DOS in Fig. 3.11, when the thermal contribution is
strong, and develops a single peak at ω = 0 when the thermal contribution is weak.
Right panels – A(ω) at a fixed T for different strengths of the thermal contribution.
Upper panels – T < Tcross, lower panels – T > Tcross.
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at T ∼ Tp has been observed in high-Tc cuprates in ARPES measurements of the spectral
function in the antinodal region [71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84,
85, 86, 87, 88]. Symmetrized data of MDC ARPES measurements along a particular
direction of k in the near-nodal region showed the transformation from two peaks at a
finite frequency to a single peak at ω = 0 (this is termed as the appearance of the Fermi
arc). These results are consistent with our microscopic analysis for the DOS and also
for the spectral function, if we assume that the thermal contribution is stronger in the
antinodal region than in the near-nodal region. The strength of thermal contribution
scales with the static bosonic susceptibility V ′(0). Static V ′(0) is larger for antinodal
fermions in, e.g., spin-fluctuation models [17, 89, 31], where the interaction is peaked at
momentum at or near (π, π).
To quantitatively apply our results to the cuprates, we need to extend our analysis
to include the d−wave symmetry of the gap function. This is less relevant for the DOS
and A(ω) in the antinodal region, as there the gap can be approximated by the constant,
except for N(ω) at the smallest frequencies at T < Tcross, as the sharp peak in the DOS
gets somewhat broadened after angular integration [90]. However, the d−wave angular
dependence of the gap must be included into the analysis of the spectral function in the
nodal region near Brillouin zone diagonals. To model the d−wave case, we added cos 2θ
factor to Φ(ω) and solved the Eliashberg equations at a given T , and γ. We show the
results in Figure 3.13, where we plot the spectral function along the Fermi surface. For
simplicity, in this calculation we set P to be angle-independent. Making P smaller for
nodal fermions and larger for antinodal ones will widen the range of the behavior seen
near the nodes.
We see from Figure 3.13 that at T < Tcross, A(ω) has two weakly separated peaks
in the nodal region and more strongly separated peaks in the antinodal region. This is
the expected result for a d-wave superconductor at T  Tc. At high T > Tcross, the
evolution of the spectral function is similar to the one in Figure 3.9. Namely, near the
node A(ω) has a single maximum at ω = 0, while in the antinodal region A(ω) has a
dip at ω = 0 and a shallow maximum, whose frequency scales with T . In between, the
frequency dependence of A(ω) gradually evolves from a single peak at ω = 0 to two
maxima at finite ω and a dip at zero frequency.









Figure 3.13: The spectral function A(ω) along the Fermi surface. At T < Tcross(the
middle panel), in the nodal region (Red) A(ω) has two closely located peaks, which
merge at the node. In the antinodal region (Green), the two peaks of A(ω) are well
separated. At T > Tcross(the right panel) A(ω) has a maximum in the nodal region,
which corresponds the Fermi arc, but in the antinodal region A(ω) shows two separate
maxima. We set γ = 0.9, N = 1 and P = 10T .
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78, 76, 77, 82, 83, 84, 85, 86, 87, 88].
Chapter 4
Multiple solutions of
superconducting gap equation at
a quantum critical point
In this chapter, we discuss in detail the fact that has been mentioned in Sec. 2.2.2:
the existence of an infinite set of solutions to the gap equation right at a QCP. Each
of these solution has its unique pairing temperature Tp,n and gap structures ∆n(ωm)[or
alternatively Φn(ωm)], where n = 0, 1, 2, ... is the solution index. In fact n also means
the number of sign changes in ∆n(ωm) for ωm ∈ (0,∞). We will show this is a unique
feature of pairing at a QCP, and does not exist if the system is moved away from the
QCP. We divide our discussion into two parts, i.e. γ < 1 and γ > 1, because there is a
systematic divergence of Φ(ωm) and Σ(ωm) at T = 0 for γ > 1 which requires additional
care. Moreover, we will see the gap functions at γ > 1 different from that in γ < 1 in
a fundamental way. As before we begin with the case of γ < 1, and then continue to
γ > 1.
4.1 γ < 1
We already shown in Sec.2.3 that for γ < 1 there is a critical value Ncr at T = 0
separating non Fermi liquid normal state and superconducting state, and a low frequency
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solution to the linearized gap equation has been found using series expansion. In fact,
the exact solution of the linearized gap equation at T = 0 has been found in Ref.
Normally if we think about gap equations at T = 0 like the BCS gap equation, we only
have a finite ∆ solution, i.e. solution to the nonlinear gap equation. The fact that a
∆ → 0 solution to the linearized equation exist is a hint to the existence of multiple
solutions to the gap equation. This is because the set of multiple solutions exist already
at T = 0 and their overall magnitude decays exponentially with the solution number
n. Once the overall magnitude of a solution is vanishingly small, there is no difference
between a nonlinear equation and a linearized equation.
The existence of multiple solutions can be better seen from finite T analysis. We
know from above that finite T analysis gives a pairing temperature Tp [see (3.2)] that
bypasses Ncr obtained from zero T analysis. For convenience we now call this tempera-
ture Tp,0, where the additional subscript is to make difference from other solutions, and
n = 0 is actually the one with the largest pairing temperature. If Tp,0 was the only
solution of the linearized gap equation, the phase diagram within the Eliashberg theory
would be as in Figure 4.1(a), i.e., there would be an isolated quantum-critical point
(QCP) at T = 0 and N = Ncr, with no transition line coming out of it. We show below
that this is not the case, and the actual phase diagram is the one in Figure 4.1(b), with
infinite number of lines terminating at Ncr. For this to hold, the linearized gap equation
must have an infinite set of onset temperatures Tp,n for any N < Ncr. This is what we
analyze next.
4.1.1 Multiple solutions at a QCP
The linearized gap equation which we will be analyzing is (2.29). It is written in terms
of Matsubara frequencies. For convenience of discussion, we here reformulate it in terms
of Matsubara number, and absorbing T using a new parameter K = [ḡ/(2πT )]γ . We
re-write the self-energy as
















. . . Tp,4
Figure 4.1: Two potential phase diagrams of the γ-model. (a) There exists only one
onset temperature Tp,0 for any given N , like in BCS theory. In this case, Ncr is an
isolated T = 0 QCP, with no transition line attached to it. (b) There exists an infinite
set of Tp,n, which all terminate at N = Ncr. In this case, a QCP at N = Ncr is critical









, m > 0
A(m) = A(−m− 1), m < −1
A(0) = A(−1) = 0 (4.2)

















































A quick inspection of Eq. (4.4) shows that at low T , when K  1, there are two
regions of N , in which the solution with Φ(m) 6= 0 may appear: a) N ≈ K, such that
N −K = const, and b) N = O(1), such that K  N . The first case is how we obtain
(3.2) where the first Matsubara rule applies. Here we are interested in the latter case.
Our reasoning to search for additional solutions of the gap equation in the region
N = O(1) comes from the T = 0 analysis in Ref[91]. The key result of that Ref[91]
is that for any N < Ncr (which is O(1) for a generic γ < 1), there exists an infinite,
discrete set of solutions of the non-linear gap equation, ∆n(ωm). If system properties
evolve smoothly between T = 0 and T > 0, each gap function evolves with T and has
to vanish at some finite Tp,n. By this logic, there must be an infinite set of Tp,n for any
given N < Ncr. Because all ∆n(ωm) at T = 0 vanish at N = Ncr, all Tp,n(N) with
finite n must approach 0 at N = Ncr, as in Figure 4.1(b).
We first verify the very assumption that the system behavior evolves smoothly be-
tween T = 0 and T > 0. This is not a’priori guaranteed, as at T = 0 the infinite set of
solutions for all N < Ncr emerges due to a fine balance between the tendencies towards
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NFL and pairing. A finite T perturbs this balance, and it is possible in principle that
an infinite set of solutions exists only at T = 0, while at a finite T only a single solution
with a finite ∆ survives.
To address this issue, we recall that the origin for the appearance of the set of
∆n(ωm) at T = 0 is the existence of the solution of the linearized gap equation for all
N < Ncr rather than only for N = Ncr. In Ref[91] the exact solution of the linearized
gap equation is obtained for all N < Ncr and 0 < γ < 1. At small ωm  ḡ, the exact
solution reduces to








where E is an infinitesimally small overall magnitude, φN = O(1) is the phase factor,












A solution of this equation with a real β = ±βN exists for N < Ncr, where we remind
Ncr is given by (2.44). One can verify that Ncr > 1 for 0 < γ < 1. At γ  1, Ncr ≈ 4/γ.
At γ → 1, Ncr → 1.
It is instructive to interpret εβN = N as the dispersion relation and identify βN with







We plot this function in Figure 5.8. As expected, it is non-zero for all N < Ncr. It
is singular near N = 0, where ν(N) ∝ (1/N)(2−γ)/(1−γ) and near Ncr, where ν(N) ∝
1/
√
Ncr −N . This last singularity, however, affects ν(N) only in the immediate vicinity
of N = Ncr, as one can see from Figure 5.8. The DoE in (4.7) is defined up to an overall
factor. In Figure 5.8 we plot ν(N) without normalizing it.
Now, for a smooth evolution of system properties between T = 0 and T > 0 the
same ν(N) must emerge if we solve the linearized gap equation by approaching the
T = 0 limit from a finite T . To verify whether this is the case, we keep N = O(1) and
set K ∝ 1/T γ to infinity in (4.4).
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Figure 4.2: The DoE ν(N) (in arbitrary units) at T = 0, for γ = 0.5. The DoE is non-
zero for all N < Ncr. It has a strong singularity near N = 0 and a weaker singularity
at N = Ncr.























cos (βN logm+ φ) (4.9)
where βN is the same as in (4.5) and E is an infinitesimally small overall factor. For
these m, Σm ∝ m1−γ , hence
∆m>0 = Em
γ/2 cos (βN logm+ φ) (4.10)
The functional form of ∆m is the same as for the T = 0 solution, but at this stage φ is
a free parameter. To be the solution of the gap equation for all m, this ∆m (or Φm) has
to match with the solution at small m, when the discreteness of Matsubara numbers
becomes relevant. If this can be achieved by fixing the value of φ, then ν(N) at T → 0
is the same as at T = 0.
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(a) (b)
γ = 0.5 γ = 0.5
Figure 4.3: Numerical results for the DoE at T → 0. (a) The histogram of the eigen-
values for different number of sampled Matsubara points M . As M increases, more
eigenvalues are shifted towards larger N , and the number of eigenvalues in any given
interval of N increases. (b) the “smoothened” DoE for different M , normalized such
that ν(N = 0.5) is kept fixed. As M increases, ν(N) does not change much. The curves
are similar to that in Figure 5.8 except for the narrow peak near Ncr, as a much larger
M is required to get enough eigenvalues near Ncr.
This is similar to the T = 0 case, where the oscillating ∆(ωm) from (4.5) has to
match with the non-oscillating solution ∆(ωm) ∝ 1/|ωm|γ for |ωm|  ḡ. For T = 0, the
exact solution and the approximate, but highly accurate, analytical solution show that
this is the case. Namely, for some particular φ = φN , the exact solution has the form
of Eq. (4.5) for |ωm|  ḡ and decays as 1/|ωm|γ for |ωm|  ḡ. For T → 0, we solve the
gap equation numerically. We present the results for the DoE in Figure 4.3. While for
any finite number M of Matsubara points in numerical calculations the DoE consists
of a discrete set of points, we see from the histogram of the eigenvalues in panel (a)
that at larger M , more eigenvalues move to larger N and the number of eigenvalues in
any fixed interval of N increases. The “smoothened” ν(N) in panel (b) weakly depends
on M and is quite similar to the DoE at T = 0 in Figure 5.8. This strongly indicates
that Eq. (4.4) has a solution for any N < Ncr, like at T = 0, i.e. the system evolves
continuously between T = 0 and T → 0.
Next consider the case when T is small, but finite. It is natural to expect that each
∆n smoothly evolves with T and ends at a finite Tp,n. We then expect that Eq. (4.4)
should have an infinite set of solutions at large but finite K. A qualitative argument
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for the existence of the infinite set of Tp,n is the following:
• at m  1, the difference between summation over Matsubara numbers n and
integration is negligible. Hence, the solution of the gap equation, expressed in
terms of ωm ≈ 2πmT , should be the same as the exact solution at T = 0, Eq.




βN logm− βN logK1/γ + φN
)
(4.11)
The phase φN is fixed by the requirement that ∆m ∝ 1/|m|γ for m > K1/γ , but
there is another phase factor −βN logK1/γ , which depends on K.
• From the analysis at T → 0 we know that the gap equation has solutions for N <






with some particular φ̃N which depends on N (for a fixed γ).
• We can match the two forms of ∆m by relating the phases:
φ̃N = φN − βN logK1/γ + πn, (4.12)
where n is integer. Solving (4.12), we obtain the set of Kn, for which this identity
holds. Note that the additional factor is πn, not 2πn, because we can indepen-
dently flip the sign of ∆m at T → 0 keeping ∆m at T = 0 intact.
Solving Eq. (4.12) for the critical temperature, we obtain




This is consistent with the result in Paper I that at T = 0, ∆n(ωm = 0) ∼ ḡe−An. As N
increases towards Ncr, βN ∝ (Ncr −N)1/2 gets smaller, and all Tp,n with n > 0 become




where b = O(1). Eq. (4.14) shows that all Tp,n(N) terminate simultaneously at N =
Ncr.
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A remark is in order here. Eq. (4.13) and the T = 0 result for ∆n are based on
the assumption that the solution of the linearized gap equation oscillates up to ωm ∼ ḡ
and decays as 1/|ωm|γ at larger ωm. This holds for most of γ < 1, but for very small γ,
oscillations extend to larger scale. In this case, Eq. (4.12) has to be modified.
In Figure 4.4 we show the numerical results for Tp,n for n = 1 − 4, along with the
result for Tp,0 from Eq. (3.2). We set representative γ to be γ = 0.3 and γ = 0.5.
We verified that Tp,0 behaves as 1/N
1/γ , as expected. At other Tp,n lines exponentially
approach zero as N tends to Ncr, and the slope becomes larger as n increases. To
obtain this behavior we used a “hybrid frequency scale” method, which allowed us to
numerically cover an exponentially large frequency range and reach very low T , while
keeping track of the Matsubara summation at the lowest frequencies. This is achieved by
adopting a frequency mesh that overlaps with Matsubara frequencies ωm = πT, 3πT, · · ·
at small values and crosses over to a logarithmical spacing beyond a certain scale, above
which the discreteness of the Matsubara sum becomes unimportant. It was also used
in Ref[94] in addressing the interplay between the first-Matsubara physics and thermal
fluctuations.
In Figure 4.5 we plot Tp,n with n up to 17 for particular N = 1. We clearly see that
Tp,n scale as e
−An, as in Eq. (4.13). We extracted βN=1 from the fit to the exponential
form and obtained βN=1 = 1.62 for γ = 0.3 βN=1 = 1.12 for γ = 0.5. These values
are quite close to the exact values, extracted from Eq. (4.6): βN=1 = 1.71 for γ = 0.3
βN=1 = 1.27 for γ = 0.5. The small difference comes from the numerical error of the
hybrid frequency scale, which effectively shifts N up by roughly 0.07 for γ = 0.3 and
0.13 for γ = 0.5.
Another result of the T = 0 analysis is that the solutions of the non-linear gap
equation with different n are topologically distinct — the gap function ∆n(ωm) changes
sign n times as a function of Matsubara frequency. Because we expect that ∆n(m),
which develops below Tp,n, becomes ∆n(ωm) at T = 0, it should change sign n times
as a function of Matsubara number m. The same should be true for the pairing vertex
Φn(m). In Figure 4.6 we show Φn(m) for a few smallest n and for n = 16, 17. We see
that Φn(m) indeed changes sign n times. At large n, Φn(m) oscillates at large m as
a function of logm, with the amplitude proportional to 1/|m|γ/2. This is exactly the
same behavior as in Eq. (4.11), given that ∆n(m) ∼ Φn(m)|m|γ . For comparison, in
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Figure 4.4: The numerical solution of the gap equation for small but finite T for γ = 0.3
and γ = 0.5. The temperatures Tp,n are the onset temperatures for the pairing in
different topological sectors (the corresponding eigenfunctions change sign n times as
functions of discrete Matsubara frequency). The highest Tp,0 ∝ 1/N1/γ terminates at
N =∞. Analytical reasoning shows that all other Tp,n vanish at N = Ncr (big red dot).
Numerical results show that Tp,n with finite n > 0 indeed approach zero at N = Ncr.





























10 Tp,n = − 2.805n + 0.4508
lo 10 Tp,n = − 2.453n + 0.5721
Figure 4.5: Tp,n as functions of n for N = 1 and γ = 0.3 and 0.5. The black dots are
the data, obtained by varying temperature to find the eigenvalue N = 1, and the red
lines are linear fitting of log Tp,n, with fitting parameters given in the boxes. We clearly
see that Tp,n scales as e
−An, as we obtained analytically.
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Tp,17 /ḡ = 5 × 10−42
Tp,16 /ḡ = 1 × 10−39
Tp,0 /ḡ = 0.8
Tp,1/ḡ = 3.4 × 10−3
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Figure 4.6: Panels (a)-(e) – The pairing vertex, Φn(m) at T = Tp,n, as a function of
the Matsubara frequency ωm = πT (2m+ 1) for representative parameters γ = 0.5 and
N = 1. We show Φn(m) for n = 0, 1, 2, 16, 17. The corresponding Tp,n are shown in
the figures. For n = 0, Φ0(m) ∝ (1|m|γ + 1/|m + 1|γ) does not change sign. Other
Φn(m) change sign n times, and Tp,n ∝ e−An. The results for n = 16, 17 show that
Φn(m) oscillates at m  1 as a function of logm, with the amplitude proportional to
1/|m|γ/2. Panel(f) - Φ(ωm) from the exact solution of the linearized equation for the
pairing vertex at T = 0. The positions of zeros of Φn(m) are marked by crosses. The
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Figure 4.7: The solution of the non-linear equation for the pairing vertex for T = 0.9Tp,n,
along with the solution at T = Tp,n−0. The three panels are the solutions for n = 0, 1, 2.
The number of sign changes remains the same at Tp,n and 0.9Tp,n, as indicated by the
blue arrows, and the frequencies, at which Φn(m) changes sign, do not shift with T .
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the last panel of Figure 4.6 we plot the exact Φ(ωm) at T = 0. We see that at T = Tp,n,
the form of Φn(m) for m 1 is quite similar to that at T = 0.
That Φn(m) has to change the sign at least once follows from the relation between
Φ(0) and Φ(m > 0), Eq. (4.3). For K  N :














This relation shows that even if Φ(m) has the same sign for all m > 0, Φ(0) would still
be of the opposite sign. This is consistent with Figure 4.6, which shows that Φ1(m)
changes sign at m = O(1) and keeps the same sign at larger m. The same holds for
larger n - the first sign change occurs at m = O(1), i.e., at ωm ∼ Tp,n. In Figure 4.7 we
show the results for Φn(m) for n = 0, 1, 2 obtained by solving the non-linear equation
for the pairing vertex for T ≤ Tp,n. We expanded to order Φ3m and used the solution at
T = Tp,n as the source. We see that the number of sign changes remains the same, and
the frequencies, at which the sign of Φn(m) changes, remain essentially independent on
T . This is consistent with the result in Paper I that at T = 0, ∆n(ωm) changes sign n
times at finite ωm.
4.1.2 Away from a QCP
We now analyze how Tp,n and the DoE at T → 0 change away from a QCP, when
the pairing boson acquires a finite mass, Mb. We argue that a finite Mb introduces
qualitative changes in the system behavior, i.e., there is a qualitative difference between
the structure of the DoE at a finite Mb and at Mb = 0. Specifically, we argue that a
finite Mb (i) makes the number of Tp,n for a given N to be finite, and (ii) splits Tp,n at
the smallest T such that different Tp,n terminate at different Ncr,n, all are smaller than
Ncr. The temperature Tp,0 is still non-zero for any N , but at a finite Mb it acquires a
conventional form Tp,0 ∼Mbe−1/λ, where λ ∝ 1/N (see Eq. (4.19) below).





















|ωm − ω′m|2 +M2b
)γ/2 . (4.17)
Consider first the limit T → 0. Replacing the summation over frequency by integration
with T as the lower limit, we immediately find that at a finite Mb there is a simple
difference between sign-preserving and sign-changing solutions for ∆(ωm). For the sign-
preserving solution, ∆(0) is finite. Taking properly the limit ωm → 0, we obtain Tp,0

















The second term in the l.h.s. is the contribution from the self-energy, which away from
a QCP has a Fermi liquid form at frequencies below Mb. Solving for Tp,0, we find






We see that Tp,0 is still non-zero for any N , however its dependence on N is exponential.
This is similar to the case of a BCS superconductor, where Tc is finite for arbitrary weak
coupling, albeit exponentially small. For N = 1, Eq. (4.19) has the same structure as
McMillan formula Tc ∼ ωDe−(1+λ)/λ (Ref. [?]). In qualitative distinction to the behavior
at a QCP, now the existence of a non-zero Tp,0 for arbitrary large N is due to ordinary
Cooper logarithm in a Fermi liquid rather than to special properties of fermions with
ωm = ±πT in a NFL regime. As a consequence, ∆0(ωm), emerging below Tp,0, does not
vanish at T = 0, i.e, at any N the ground state is a superconductor. In this respect,
there is no critical Ncr, separating normal and superconducting states at T = 0.
For solutions with n > 0, ∆n(ωm) must vanish at ω = 0 because there is just a single




















)γ/2 = 0 (4.20)
We show below that ∆n(ω
′
m) scale as (ω
′
m)
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Figure 4.8: The solutions of the linearized gap equation for a finite boson mass Mb.
Different panels are for different Mb/ḡ, shown in the figures. We set γ = 0.5. The critical
temperatures Tp,n now terminate at different Ncr,n. This is qualitatively different from
the behavior at a QCP, where all Tp,n with n > 0 terminate at the same N = Ncr.
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γ = 0.5, Mb/ḡ = 10−3
Figure 4.9: The histogram of the DoE for a finite boson mass Mb/ḡ = 10
−3 and γ = 0.5.
We see that the histogram is heavily shifted towards N = 0 because now there is a finite
number of points in a given interval around a particular N even when the total number
of sampling Matsubara points M tends to infinity. This is qualitatively different from
the case Mb = 0 in Figure 4.3, where the number of points in a given interval around
any N < Ncr scales with M .
is infra-red convergent. Eq. (4.20) then implies that ∆n(ωm) must change sign n times
at some finite ω′m. This is qualitatively different from the situation at a QCP. There,
all Tp,n with finite n terminate at T = 0 at N = Ncr. The gap function at N = Ncr
vanishes at ωm = 0, yet it remains sign-preserving (see Paper I for details). This holds
at a QCP because ∆(ω′m) ∝ |ω′m|γ/2, in which case ∆(ω′m)/ω′m is singular at ωm → 0,
and one cannot just set ωm = 0 in the gap equation, as it is done in Eq. (4.20). At
small Mb, Tp,n approaches zero at N only slightly below Ncr, and ∆n(ω
′
m) must recover
the gap function at a QCP at N = Ncr at frequencies above some scale, which vanishes
when Mb → 0. Because ∆(ωm) at N = Ncr is sign-preserving, the n sign changes of
∆n(ωm) have to occur below this scale.
We now expand in ωm in the r.h.s. of the gap equation (4.17) for ∆n>0(ωm). Expand-
ing and using (4.20) to cancel out the leading term, we obtain ∆n(ωm) = An(ωn/Mb)
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where x = ωm/Mb. The integral in (4.21) converges at x = O(1), hence by order
of magnitude An ∼ ḡγ/(M2+γb N) with n−dependent prefactor. For an estimate, we
assume that at large n the integral is determined by xn ∼ 1/n, before oscillations begin,
and that ∆n(x < xn) ≈ Anx2. Substituting into (4.21), we obtain that the solution is











x2(1 + γ)− 1
(x2 + 1)2+γ/2
(4.22)
The outcome of this analysis is that at a non-zero Mb the solutions of the linearized gap
equation for different n exist at different N , i.e., each Tp,n terminates at its own Ncr,n.
In Figure 4.8 we show the results of the numerical solution of the gap equation
for a finite Mb. We see that Tp,n indeed terminate at different N . We verified that
Tp,0 is exponential in N , like in Eq. (4.19). The number of solutions, for which Tp,n
crosses N = 1, is finite for any non-zero Mb. It decreases one by one with increasing
Mb and vanishes once Mb exceeds some critical value. At larger Mb, there is only one
onset temperature Tp,0 for the physical case N = 1, and the behavior below Tp,0 is
qualitatively the same as in BCS theory.
The same behavior shows up in the analysis of the DoE at T → 0. Because there
is only a finite number of termination points of Tp,n in any finite interval of N , the
normalized DoE ν(N) vanishes for all N 6= 0 in the formal limit M → ∞, where
M is the number of Matsubara points, probed in a numerical calculation. Because
termination lines cluster around N = 0, and the total
∫
dNν(N) = 1, the DoE becomes
ν(N) = δ(N) in this limit. In practice, this implies that the DoE will decrease for any
finite N when M increases, and the histogram of ν(N) will shift with increasing M
towards N = 0. In Figure 4.9 we show the numerical results for ν(N). We see precisely
this behavior. Note also that the largest Ncr,1 shifts down from Ncr as Mb increases.
4.2 γ > 1
The infinite set of solutions ∆n(ωm) also exist for γ > 1. In this case, we only focus on
N = 1, i.e. the original model without extension, where the gap equation is regular at
T = 0. In this case, one can follow similar procedure to obtain an exact solution to the
86
linearized gap equation at T = 0, which oscillates in logarithmic scale up to ωm ∼ O(ḡ)
and then starts decaying as 1/|ωm|γ . The solutions ∆n(ωm) also changes sign n times
for ωm ∈ (0,∞), and n = ∞ corresponds to the solution at T = 0. In this section we
will see, the gap function for γ > 1 are different from the ones for γ < 1 in the sense that
there are additional dynamical vortices on the complex frequency plane. The function
∆n(ωm) naturally has n vortices on Matsubara axis, in addition to these, there are also
vertices on the complex frequency plane for γ > 1. The number of these additional
vertices increases as γ increases, and becomes infinite once γ → 2. Interestingly, we
find the number of these additional vortices, depends only on γ. Namely, for each given
γ, different solutions labeled by n, have the same number of additional vortices. As
a consequence of these dynamical vortices, along the real frequency axis, the phase of
the gap function, winds up multiples times of 2π. The case γ = 2 is very special, not
only because the number of vortices becomes infinite, but also due to the fact that all
the gap structures ∆n(ωm) becomes identical. Therefore, the condensation energy for
all the solutions becomes the same, which opens a phase fluctuation channel to kill the
superconducting long range coherence. Below we discuss these interesting features in
detail. And as we explained, we will only discuss N = 1 case.
4.2.1 Solutions on Matsubara frequency axis
The solutions on Matsubara axis can be easily obtained, but before discussing the
solutions, we remind that a solution ∆n(ωm) changes sign n times for ωm > 0. If
we view ωm as a continuous variable, then there are n nodal points along Matsubara
frequency axis, where ∆n(ωm) vanishes. These points are also vortices if we look at the
complex phase of ∆n on the complex frequency plane.
For definiteness, let’s compare the behavior of sign-preserving ∆0(ωm) and of ∆1(ωm),
and ∆2(ωm), which change sign once and twice between ωm = 0 and ωm = ∞, respec-
tively. We show these functions in the left panel of Figure 4.10. Suppose that ∆1(ωm)
changes sign at ωm = ω1. Near this frequency, ∆1(ωm) = −c(ωm − ω1), where c > 0
for consistency with the figure. Let us analytically continue ∆1(ωm) to a near vicinity
of the Matsubara axis, to z = ω′ + iω
′′
(on the Matsubara axis, z = iωm). Because
∆1(ωm) is non-singular, ∆1(z) = ∆1(iωm → ω′ + iω
′′
). For any non-zero ω′, ∆1(z) is a





























′ ′  z = iωm1
(a) (b)
Figure 4.10: Left panel: The schematic forms of the first 3 solutions of the gap equation
∆0(ωm), ∆1(ωm) and ∆2(ωm). A gap function ∆n(ωm) changes sign n times at ωm > 0.
Right panel: Variation of the phase of ∆1(z) around the nodal point at ωm = ω1
(z = ω′ + iω
′′
). Anticlockwise circulation of the phase around z = iω1 is 2π. The same
holds for any other nodal point.
as
η1(z) = Im log ∆1(z). (4.23)
We plot the variation of η1(z) around z = iω1 in the right panel of Figure 4.10. We see
that the phase varies by 2π upon anticlockwise circulation around ω1. This implies that
the nodal point at ω1 is in fact the center of a dynamical vortex. One can easily verify
that ∆n(ωm) with a generic n contains n vortices, each with anticlockwise circulation
2π.
One can straightforwardly verify that n vortices on the Matsubara axis give rise
to 2πn phase variation on the real axis, between −∞ and ∞. To see this, one should
compute
∫∞
−∞ dω∂η1(ω)/∂ω by closing the integration contour over the upper half-plane.
The function ∂η1(ω)/∂ω is analytic in the upper half-plane except for the nodal points
where it has simple poles. Modifying the contour to circle out each nodal point, one
obtains 2πn phase variation from the vortices. In addition, there is also the πγ from
the integral over the upper half-circle, due to the fact that at the largest frequencies,
∆n(z) ∝ 1/(−z2)γ/2. This form is consistent with ∆n(ωm) ∝ 1/|ωm|γ , as one can easily
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verify by Cauchy relation.
The n = 0 solution at T = 0 for all γ has been obtained in Figure 2.7. Here we note





















The n =∞ solution at T = 0 is obtained exactly in Ref[95]. Here we omit the lengthy
derivation and only discuss the its important properties. Introducing y = (|ωm|/ḡ)γ ,
the limiting forms of ∆∞(y) can be found analytically. For y  1 we have
∆∞(y) ∼ y1/2 cos(β log y + φ) (4.26)





which agrees with (4.24), since the large ωm behavior are the same for any n. The
corrections to (4.26) hold in powers of y and form two series, local and nonlocal, de-
pending on whether they come from fermions with running frequencies of order ωm or










where the first term describes the sum of the leading term and the local corrections, and
the second term describes the nonlocal corrections. In the latter, βm are the solutions
of εiβm = 1 for imaginary argument. There is an infinite set of such βm, specified by
















Equation (4.27) is the C>0 term in this series.
The difference between γ > 1 and γ < 1 resides in the convergence of (4.29). For
γ < 1 the series are convergent, while for γ > 1, the series converges up to some




























This university piece is exponentially small on Matsubara axis, but will become signifi-
cant once analytically continued on to real axis.
To analyze the behavior of ∆n(ωm) at a finite n, one has to solve the nonlinear gap
equation at T = 0 for a class of functions which change sign n times. At ωm > ḡ,
∆n(ωm) decreases as 1/|ωm|γ and has an exponentially small oscillating piece, the same
as in (4.30). At ωm < ḡ, ∆n(ωm) oscillates n times and saturates at the smallest ωm
at ∆n(0), which decreases with increasing n. To estimate the magnitude of ∆n(0) and,
more generally, understand why there is a discrete set of solutions, we use the solution
of the linearized gap equation, Eq. (4.26), as an input, and treat the nonlinear terms by







where f0(y) = cos (β log y + φ), fm≥1(y) are obtained in the order-by-order expansion
in ∆n(ωm)/ωm, and Cn is yet unknown factor. Evaluating the few first fm(y), we
obtain that they are also oscillating functions of log y with y−dependent prefactors of
order (1/y2m)1/γ−1/2. The perturbative expansion holds as long as Cn < y
(1/γ−1/2).
In this range, one can approximate the rhs of (4.32) by the m = 0 term for order-
by-magnitude estimates. The function f0(y) changes sign n times between y = O(1)
and ymin ∼ e−nπ/β. It is natural to associate ymin with the lower boundary of the










finite n < ncr
n > ncr ∼ 12 − γ
Figure 4.11: A schematic dependence of ∆n on n at γ → 2, at some fixed ωm. All ∆n
with finite n tend to the same value, while the magnitude of ∆n→∞ depends on the
ratio n∗ = n/ncr, where ncr ∼ 1/(2− γ).
For large n, ∆n(y) ≈ ḡy1/2Cn cos (β log y + φ). For n = O(1), Cn = O(1), and one
needs to keep the full series in (4.32). This reasoning also yields ∆n(0) ∼ y1/2minCn ∼
(ymin)
1/γ ∼ ḡe−nπ/(βγ).
Eq. (4.33) shows that for a generic γ, Cn = O(1) for n = O(1), and decays ex-
ponentially at larger n. However, for γ close to 2, the dependence on n in (4.33) is
actually via the product n∗ = n(2 − γ) ∼ n/ncr. In the limit γ → 2, n∗ → 0 for any
finite n. The corresponding Cn then become independent on n and coincide with C0
up to corrections, which become relevant only at the smallest y. At the same time, at
n → ∞, n∗ becomes a continuous variable, whose value depends on how the double
limit n→∞ and γ → 2 is taken. Then Cn→∞ and ∆n→∞ become continuous functions
of n∗. 1 We illustrate this in schematically in Figure 4.11. Now, each gap function
∆n(ωm) generates a certain condensation energy Ec,n. For a generic γ < 2, the spec-
trum of Ec,n is discrete, and Ec,0 is the largest by magnitude. Then, at low T  Tp,0,
only the n = 0 solution matters, while the existence of other Ec,n affects the system
behavior only at T ≤ Tp,0. As γ increases towards two, the spectrum of Ec,n becomes
denser, and (Ec,0−Ec,n)/Ec,0 progressively gets smaller for any finite n. At γ → 2, the
spectrum of Ec,n can be viewed as almost continuous spectrum with a small gap, i.e.,
1This is similar to the behavior of ∆n for γ ≈ 1 in the extended γ model, when the extension
parameter N 6= 1.
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there emerges a branch of low-energy “longitudinal” gap fluctuations. These fluctua-
tions affect the system behavior beginning at a progressively smaller T , as γ approaches
two. At γ = 2− 0, the spectrum of condensation energies becomes a gapless continuous
function Ec(n
∗) with Ec(0) = Ec,0 and Ec(∞) = Ec,∞.
4.2.2 Solutions on real frequency axis
The gap equations along real frequency axis has been given in (3.23). For conve-
nience, rewrite the two equations in a single one with introducing D(ω) = ∆(ω)/ω =
Φ(ω)/Σ̃(ω),
D(ω)B(ω) = A(ω) + C(ω) (4.34)




















The case n =∞
For n =∞, the result for small ω can be equivalently obtained by converting (4.26) to























where C∞ is infinitesimally small. At largest ω the solution can be equivalently obtained







where Q∞,γ is similar to (4.25) but with ∆0 replaced with ∆∞. For γ ≥ 1 there is a single
crossover between the two limiting forms of ∆∞(ω), Eqs. (4.36) and (4.37). However,
for γ ≤ 2, the new intermediate regime emerges at ω > ḡ, as we now demonstrate. In
this regime, ∆′∞(ω) and ∆
′′
∞(ω) again oscillate, but with the period set by a power of



























For γ ≤ 2, the exponential part of the prefactor is small in 2 − γ, and the power-law
part increases with ω. As the result, this oscillating contribution exceeds the one from
Eq. (4.37) for frequencies between O(ḡ) and ωcr, where
ωcr ∼ ḡ
(








(ω) oscillate as functions of (|ω|/ḡ)γ/(γ−1)






We used A2 = π. For completeness, we computed the subleading term under e
i.... It





In Fig. 4.12 (a), we compare the exact ∆∞(ω) with Eq. (4.41) for γ = 1.91. We see
that the agreement is quite good, and the range of ω2 oscillations is quite wide for this
γ. In Fig. 4.12 (b), we show the variation of the phase η(ω) between ω ∼ ḡ and ω =∞.
We see that the phase changes by 2πm, where m is an integer, and the total phase
variation is 2πm + πγ/2. The last piece just follows from (4.37), and the first one is
due to oscillations given by (4.40). The integer m increases one-by-one as γ increases
towards 2.
The case n = 0
At γ ≤ 2, the integral in C(ω) [see (4.35)] is determined by small Ω. Therefore we




Figure 4.12: (a) Comparison between the exact ∆∞(ω) along the real frequency axis
(blue and orange thick lines) and the universal contribution to ∆∞(ω) from Eq. (4.41)
(black dotted lines) for γ = 1.91. The agreement is nearly perfect. (b) Variation of
the phase of the gap function, η∞(ω), between ω ∼ ḡ and ω = ∞. For convenience of
presentation we confined η∞(ω) to (−π, π), up to small variations. In the inset we plot
the continuous η∞(ω). We see that the total phase variation between ω ∼ ḡ and ω =∞
























We follow Refs. [65, 58] and introduce D0(ω) = 1/ sin(φ(ω)). Both D0(ω) and φ(ω) are

















This equation is similar to the one for γ = 2 and a finite T , analyzed by Combescot in
Ref. [58].
At the highest frequencies, the gap function must obey Eq. (4.37). This gap function














where m is integer. We see that at large enough ω, φ
′′
(ω) φ′(ω). On the other hand,
at ω ≥ ḡ, φ′(ω) ≈ (2/πγ)(ω/ḡ)γ , and φ′′ is small, of order 2− γ. We use this to set the






= a(2− γ), (4.46)
where a = O(1). We will argue that the solution of (4.43) is largely independent on a,
as long as a(2 − γ)  1. To simplify the calculation, below we neglect φ̈ term in Eq.
(4.43) and use the boundary condition (4.46) as the initial condition for the first order
differential equation. We show that the solution of (4.43) without φ̈ by itself satisfies
the boundary condition (4.44 and 4.45). We discuss the role of φ̈ and the validity of
dropping it at the end of this section.
A simple analysis of the Eq. (4.43) without φ̈ term shows that φ
′′
(ω) rapidly increases
shortly before φ′(ω) reaches π/2. To see this, we neglect momentarily the Qγ term in
(4.43), which gives rise to a small initial φ
′′
and solve the remaining equation as a
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(the sign is chosen to satisfy the initial condition). An elementary analysis shows that
φ
′′










This ωa is smaller than the one at which φ
′(ω) reaches π/2. This is essential as in the
absence of φ
′′
, the behavior near φ′(ω) = π/2 would be singular. Once φ
′′
is nonzero, the
singularity is cut. Keeping the Qγ term, we find that φ
′′
is nonzero at all frequencies,
where Eq.(4.43) is valid, but still rapidly increases around ωa, specified by (4.48).
At larger ω, φ
′′
(ω) increases, and eventually eφ
′′
becomes larger than one. At such












Solving, we find φ′(ω) ≈ (2/πγ)(ω/ḡ)γ , φ′′(ω) ≈ (2− γ)/(π2γ)(ω/ḡ)2γ . Note that these
forms are universal and do not depend on the boundary condition (i.e., on the factor
a in Eq. (4.46)). For γ ≈ 2, φ′(ω) ≈ (ω/ḡ)2/π. To compare with n = ∞ case, we















Observe that the rhs of (4.50) is the same function as we found for n =∞, Eq. (4.41).
Eq. (4.49) holds up to ω at which eφ
′′
∼ (ω/ḡ)3. At larger frequencies, the second term
in the rhs of (4.43) cannot be neglected, and the functional form of φ(ω) changes. In
Figure 4.13 (a) we show the result of numerical solution of (4.43) We see that there is a
single crossover, at ω = ωcr ∼ ḡ(| log (2− γ)|/(2 − γ))1/(2γ), from φ(ω) given by (4.49)
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Figure 4.13: (a) The numerical solution of Eq. (4.43) for γ = 1.995. Frequency is
in units of ḡ. The crossover at ωcr ≈ 15ḡ is clearly visible. (b,c) Zoom into regions
ω < ωcr and ω > ωcr. At ω < ωcr, φ
′ grows as ωγ , while φ′′ first increases steplike, and
then behaves as ω2γ . At ω > ωcr, φ
′ saturates at 2πm + (γ + 1)π/2, where m = 9 for
γ = 1.995, while φ
′′
increases as (γ + 1) logω/ḡ.
to φ(ω) given by (4.44,4.45). In Figure 4.13 (b) and (c) we show separately the behavior
of φ′(ω) and φ
′′
(ω) at ω < ωcr and ω > ωcr. The fits to Eq. (4.49) Eqs. (4.44,4.45),
respectively, are almost perfect. Deviations from the high-frequency forms decrease as
1/ωγ and oscillate as trigonometric functions of (2/πγ)(ω/ḡ)γ . In Figure 4.14((a) and
(b)) we show that the value of φ′ for ω > ωcr is independent on the parameter a in
the boundary condition (4.46), as long as a = O(1). At the same time, the value of an
integer m in (4.44) changes if we change γ, as is shown in Fig.4.14(c). Specifically, m
jumps to the nearest integer at a discrete set of γi ≤ 2 (the smaller is 2− γ, the larger
is m). We demonstrate this in Figure 4.14(d).






′′ − i cosφ′ sinhφ′′
cosh 2φ′′ − cos 2φ′
(4.51)
We see that both ∆′0(ω) and ∆
′′
0(ω) oscillate between ω = O(ḡ) and ωcr and dis-
play sign-preserving 1/ωγ behavior at ω > ωcr. At ω ≥ ḡ, ∆′(ω) varies roughly as
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Figure 4.14: (a,b) The functions φ′(ω) and φ′′(ω) for different boundary conditions,
set by a parameter a in Eq.(4.46). The figure shows that the value 2πm+ (γ + 1)π/2,
at which φ′(ω) saturates is independent on a. The behavior of φ′(ω) in the universal
regime, where both φ′ and φ′′ are continuous functions of ω, also does not depend on a.
(c) Variation of the integer m with γ. There is a discrete set of γi, at which m changes
by 1. The set becomes progressively more dense at γ → 2. (d) The behavior of φ′(ω)
near one of these γi ≈ 1.924. The value of φ′ at large ω jumps by 2π as γ passes through
γi and a new vortex moves into the upper half plane of frequency.
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ω/ sin ((2/(πγ))(ω/ḡ)γ) and ∆
′′
(ω) has almost δ-functional spikes in where sin(2/(πγ))(ω/ḡ)γ)
is small. At larger ω ≤ ωcr, both ∆′ and ∆
′′
oscillate with progressively decreasing mag-
nitude.
In Figure 4.15(b) we show the variation of the phase of the gap function η(ω). The
total variation of η between ω = 0 and ω =∞ is 2πm+ πγ/2. We emphasize that this
is the result for ∆0(ω), which is sign-preserving on the Matsubara axis. We clearly see
that there is a huge difference between the forms of the gap function on the real and
the Matsubara axis in between ḡ and ωcr.
We now use more precise analysis to determine ωcr. In Eq. (4.43) we included only
the first two terms in the expansion of C(ω) in powers of φ̇. Meanwhile, the expansion
in derivatives holds in powers of φ̇ω/ḡ without additional (2− γ) in the prefactor. This
implies that higher-order terms are not negligible at ω > ḡ. We now use the fact that
before φ(ω) crosses over to (4.49), it shows the universal behavior in the range where
1 < eφ
′′
< (ω/ḡ)3. In this regime, (1) φ̇ ≈ φ̇′ ≈ (2π)ωγ−1/ḡγ  ḡ, while higher-order
derivatives are smaller, and (2) D(ω) is small, such that
√
1−D2 ≈ 1. In this situation,
one can sum up the full Taylor series for (2 − γ) term in C(ω). We use that tanφ ≈ i
and the n-th detivative Dn(ω) ≈ in(φ̇)nD. Integrating each term in Talor series over Ω,














= SI(x)− 1− cosx
x
(4.53)
and SI(x) is SinIntegral. Equation (4.43) is reproduced if we approximate 1− cos y by
y2/2. Then F (x) ≈ x/2. If we use the full expression, we find that at large x, which we










We show the solution in Figure 4.16 and present the plots of the gap function ∆0(ω),
the phase η0(ω), and the variation of m with γ in Figure 4.17.




























































































































Figure 4.15: Upper panel: frequency dependence of the gap function ∆0(ω) = ∆
′
0(ω)+





display oscillations with a decreasing magnitude. For ω ≥ ωcr, ∆′0(ω) becomes negative
and does not oscillate. Lower panel: Variation of the phase of the gap η0(ω) as a
function of ω. As before, we confined phase variation to (−π, π), up to small variations.
The phase changes by 2π three times between ω = O(ḡ) and ωcr. There are no more 2π
phase variations, despite that the phase shows wiggling at large frequencies. In the inset
we plot the continuous η0(ω). We see that the total phase variation between ωm = ḡ
and ωm =∞ is 6π + πγ/2.
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Figure 4.16: (a) The solution of Eq. (4.54) for γ = 1.88. =(b,c) Zooms into the
regions below and above the crossover frequency. The behavior of φ′(ω) and φ
′′
(ω) is
qualitatively similar to that in Fig. 4.14, but differs in detail. In particular, both φ′(ω)
and φ
′′
(ω) approach asymptotic forms 12π + (γ + 1)π/2 and (γ + 1) logω, respectively,
without oscillations.
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Figure 4.17: (a,b) The same as in Fig. 4.15, but for φ′ and φ
′′
from Eq.(4.54). At large
frequencies, ∆(ω) ∝ eiπγ/2/ωγ . The total variation of the phase of ∆ is δη = 2πm+πγ/2.
(c) Variation of m with γ. As before, there is a discrete set of γi, where m jumps by 1.
The set becomes progressively more dense at γ → 2.
a single crossover frequency, and the total variation of η(ω) between ω = 0 and ω =∞
is 2πm + πγ/2. However the crossover scale ωcr has different dependence on 2 − γ
compared to Eq. (4.43), and also the dependence of m on γ is different from that in
Figure 4.14(b) [and there are no wiggles in φ(ω) at ω > ωcr]. To obtain the modified
crossover frequency, ωcr, we note that in the universal regime 1 < e
φ′′ < (ω/ḡ)3, φ̇′(ω)
is still given by (4.49), while
φ̇
′′




Accordingly, φ′(ω) ≈ (2πγ)(ω/ḡ)γ , φ′′(ω) = (2 − γ)/γ(ω/ḡ)γ . The crossover frequency
is then determined by eφ
′′
∼ (ω/ḡ)3. Solving for ω, we obtain, for γ ≤ 2,
ωcr ∼ ḡ
(




This is the same scale as ωcr that we obtained for n =∞, Eq. (4.39).
We see therefore that for n = ∞ and n = 0 the new behavior of the gap function
emerges in the same frequency range ḡ < ω < ωcr. Moreover, the period of oscillations
in this range is the same function of frequency, Eqs. (4.41) and (4.50).
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Figure 4.18: The DoS N(ω) for the n = 0 solution, for several γ. Peaks in N(ω) sharpen
as γ → 2, while the weight between the peaks is reduced.






for several γ. We see that N0(ω) vanishes below a certain threshold frequency, and at
ḡ < ω < ωmax has a set of maxima and minima. The peaks in N0(ω) get progressively
sharper as γ approaches 2, while in between the peaks N0(ω) gets smaller. The positions
of the peaks almost coincide with the maxima of N∞(ω).
4.2.3 Solutions on complex frequency plane

















> 0). Earlier, we demonstrated that ∆n(z) has n vortices on the Matsubara axis.
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mm
Figure 4.19: The contour Γ used in Eq.(4.59). The contour consists of a real axis and
a semicircle(arc) at z = |z|eiψ, |z| → ∞ and 0 < ψ < π. Along the arc, ∆n(z) ∝
ei(π/2−ψ)γ/|z|γ , so the corresponding contribution to δηL is −πγ. Along the real axis,
δηΓ = 2π(n + 2m) + πγ. The total δηΓ along Γ is then 2π(n + 2m). The same δηΓ
must be obtained by counting contributions from the poles inside Γ. Each vortex is a
pole with residue 2π, hence there should be n+ 2m vortices. This is consistent with our
analysis of ∆(z): there are n vortices on the Matsubara axis, and 2m vortices in the
upper half plane near the real axis.
show that as γ increases from one to two, new vortices appear one-by-one in the upper
frequency half plane, near the real axis. These vortices are located at |z| > ḡ, and their
number, m, is determined by γ and is the same for all n. When γ → 2, m tends to
infinity. The emergence of vortices obviously correlates with the oscillations of ∆n(ω)
on the real axis, and as such is another consequence of the change of sign of the real
part of the interaction on the real axis, V ′(Ω), which becomes repulsive at γ = 1. The




That such vortices must be present can be understood by comparing the behavior of
∆n(z) for |z| > ḡ near the Matsubara axis and the real axis. Along the Matsubara axis,
∆n(ωm) is real and does not change sign at |ωm| > ḡ. By continuity, ∆′(z) near the
Matsubra axis should remain sign-preserving, hence η(z) does not wind. On the other
hand, on the real axis, the phase winds by 2πm, as we found in the previous section.
This number is topologically protected against perturbations and can disappear only
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dz [∂ log ∆(z)/∂z] (4.59)
along the path Γ, which starts at the large negative real z = −R, goes along the real axis
up to +R, and then closes along the large arc in the upper half plane (see Figure 4.19)
The arc is chosen such that along it ∆n(z) ∝ ei(π/2−ψ)/|z|γ . The total phase variation
along the arc is −πγ, and the phase variation along the real axis is 2π(n + 2m) + πγ.
The contour integral then gives
δηΓ = 2π(n+ 2m) (4.60)
This δηΓ should be equal to the contribution from inside the contour. Because ∂ log ∆(z)/∂z
has a simple pole at each point where ∆(z) vanishes, there must be n + 2m vortices
inside the contour (we recall that ∆(z) by itself has no poles in the upper half plane).
There are n vortices on the Matsubara axis, the other 2m should be located in between
the Matsubara and the real axis. By symmetry, there must then be m vortices in the
first quadrant, and another m is in the second one.
As an example of dynamical vortex, in Figure 4.20 we show the amplitude of the
gap |∆0(z)| and the phase η0(z) in the first quadrant of complex z = ω′+ iω
′′
for |z| > ḡ
for γ = 1.75. We see that there are two vortices at complex z. We verified that this is
consistent with m = 2 in Eq. (4.44) for this γ.
In Figure we show the plot for vortices for both n = 0 and n = ∞ solutions.
Comparing the results for n = 0 and n =∞ we see that in both cases a line of vortices
emerges at complex z in the first quadrant, and equal number of vortices forms in the
second quadrant. The vortices develop for γ > 1. The number of vortices increases with
γ and tends to infinity at γ → 2. In this limit, the line of vortices extends to z =∞. We
see that the phase winding along the real axis and the number of vortices in the upper
frequency half plane for any given γ are very likely the same for n = 0 and n = ∞ A
small difference in the values of γi, where the new vortices appear in the two cases, is



































Figure 4.20: The case n = 0. Left panel: Plot of log |∆0(z)| in the upper half plane, for
γ = 1.75. The gap ∆0(z) for a generic z in the upper half plane is obtained by analytic
continuation from ∆
′′
(ω) on the real axis, Eq.(4.54). The two bright points z1 and z2
are the locations of the vortices (points where |∆0(z)| = 0). Right panel: Plot of η0(z)
in the same region.
4.2.4 γ = 2
The case γ = 2 corresponds a system with phonon-mediated pairing interaction, taken in
the limit that the Debye frequency ωD vanishes while the product of ωD and the electron
phonon coupling constant remains finite. Pairing in this system has been studied in
previous works[65, 58]. Here we explicitly show the set of solutions in this case becomes
continuous. Below we first analyze n =∞ solution, and then use it as a building block
to find a continuous set of solutions to the nonlinear gap equation.
For n =∞, the solution at ωm  ḡ and ωm  ḡ are still given in (4.26) and (4.27),
with now a new definition of y = ḡ2/|ωm|2. Written in terms of ωm, (4.26) is








Here we use D∞ = ∆∞/ωm instead of ∆∞ for convenience of discussion. In the limit
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Figure 4.21: Upper panel:The case n =∞. We plot the phase of the gap function η∞(z)
in the upper half plane (z = ω′ + iω′′) for different γ near γ = 2. The locations of the
vortices are marked by red dots. At the vortex core, ∆∞(z) = 0 and η∞ is undefined.
This number of vortices m rapidly increases as γ → 2. Lower panel: The case n = 0.
The phase of the gap function η0(z) in the upper half plane (z = ω
′ + iω′′) for different
γ near γ = 2. The locations of the vortices are marked by red dots. At the vortex core
∆0(z) = 0 and η0 is undefined. The number of vortices is set by m in (4.44). This
number rapidly increases as γ → 2.
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To demonstrate the continuous set of solutions, we make use of (4.61) as a building






D(1)(ωm) = D∞(ωm) = 2ε cos f(ωm) sgnωm (4.64)
with






We will see that D(2j+1) ∼ ε2j+1.
Substituting D(ωm) from (4.63) into (2.26) and expanding in D
2(ω′m) in the r.h.s.
of (2.26), we obtain the set of equations, which express D(2j+1) for a given j in terms


























The source term is of order ε3, hence D(3) ∝ ε3 (D(5) ∝ ε5 and so on). Substituting
D(1)(ωm) from Eq. (4.64) and evaluating the integrals, we find the source term for D
(3)














Solving for D(3) we find that the first term gives rise to ε3 cos (3f(ω)), while the second
term accounts for the renormalization of the prefactor for log(ω2m) in f(ωm) in (4.65)
To order ε2, the dressed f(ωm), which we label fε(ωm), becomes











≈ β(1− ε2)1/2 (4.71)










2πβ coth (2πβ)− 3πβ tanh (3πβ)





Expanding to next order, we find (i) ε5 cos 5f(ωm) term with the prefactor Q5 = 0.043,
(ii) O(ε4) corrections to βε in (4.71) (βε = 1−0.5ε2+0.806ε4)), and (iii) O(ε2) corrections
to Q3 (Q3 → Q3,ε) and to the argument of cos 3f(ωm) in (4.72). We verified that the
last correction changes cos 3f(ωm) to cos 3fε(ωm) with the same fε as in (4.70). This is
the strong indication that the series contain the same fully renormalized fε(ωm) in each




3 cos 3fε(ωm) +Q5,εε
5 cos 5fε(ωm) + ...
)
sgnωm (4.74)
We emphasize that a continuous set of solutions exists only for γ = 2.
Because fε(ωm) contains logω
2
m, each Dε(ωm) from (4.74) changes sign an infinite
number of times down to ωm = 0, i.e., in our original classification the gap functions
from the set are different realizations of n = ∞. At ωm = 0, each Dε(ωm) has an
essential singularity as neither limωm→0Dε(ωm) nor limωm→0 1/Dε(ωm) exist.
For a generic ε, Eq. (4.74) is valid for ωm < ḡ. At larger ωm, Dε(ωm) = Dε/|ωm|2.
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We expect that for every ε, the crossover to proper high-frequency behavior can be
achieved by fixing the phase factor φε in (4.70) (see Ref[91] for a similar analysis for the
linearized gap equation for γ < 1).
Next, we see from Eq. (4.71) that β2ε decreases with increasing ε. It is natural to
expect that it vanishes at some εcr = O(1). The expansion in (4.74) holds only as long
as βε is real, as there is no solution of the nonlinear gap equation for imaginary βε.
For ε ≤ εcr, βε is small, and the range, where D(ωm) oscillates, is confined to small
ωm ≤ ḡe−π/βε . By properly taking the double limit ε → εcr and ωm → 0, one can
obtain an infinite set of gap functions, which change sign a given number of times in the
immediate vicinity of ωm = 0. At ε = εcr all these gap functions coincide with ∆0(ωm)
at any ωm > 0. This agrees with the observation in Ref[95] that as γ increases towards
2, the region, where ∆n(ωm) with finite n change sign, gets confined to progressively
smaller ωm, while at larger ωm, all ∆n(ωm) with n = 0, 1, 2... nearly coincide. We
illustrate this in Figure 4.22. For consistency with the notations in previous sections,
it is convenient to introduce ξ = (εcr − ε)/ε and label the continuum set of the gap
functions by ∆ξ(ωm). Then the end point solutions ε→ 0 and ε = εcr are ∆∞(ωm) and
∆0(ωm).
We next analyze the condensation energy Ec. We define Ec as the difference between
the actual ground state energy E∆ at a finite ∆(ωm) and the would be ground state
energy of the normal state, E∆=0. The expression for Ec for γ = 2 has been obtained





























This formula has been derived with the use of (??) and is therefore valid only for the
solutions of the gap equation. Both terms in (4.75) are negative, i.e. any solution of
the gap equation lowers the ground state energy compared to the normal state.
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Figure 4.22: The gap function ∆n(ωm) for γ < 2 and γ = 2. For γ < 2, ∆n(ωm)
changes sign n times. As γ gets close to 2, the frequency region where these n sign
changes happen, shrinks to progressively smaller ωm = 0, and at γ = 2 − 0, ∆n(ωm)
with finite n collapse into ∆0(ωm) at all ωm > 0. The continuum set of ∆ξ(ωm) at
γ = 2 − 0 emerges from ∆n(ωm) with n → ∞, and the continuous parameter ξ is
determined by how the double limit n → ∞ and γ → 2 is taken. As the consequence,
all ∆ξ(ωm) with ξ > 0 change sign infinite number of times between ωm = 0 and ωm ∼ ḡ.
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Figure 4.23: (a) The condensation energy Ec the solutions of the Eliashberg gap equation
for γ < 2. Ec = Ec,n is a discrete function of a number of a solution, n. The largest
condensation energy is for n = 0. (b) The condensation energy Ec,ξ for γ = 2. Ec,ξ
is a continuous function of the parameter ξ. The condensation energy at ξ = 0 is the
accumulation point of all Ec,n from γ < 2 with finite n = 0, 1... Every other point on
the curve Ec,ξ comes from the limit n → ∞, and different ξ correspond to different
ways how the double limit n → ∞ and γ → 2 is taken. In the limit ξ → ∞, Ec is the
condensation energy for infinitesimally small gap function ∆∞(ωm).





where a = O(1). It is natural to expect that |Ec,ξ| increases with decreasing ξ and
reaches a maximum at ξ = 0, see Figure 4.23. 2
For real frequency solutions, we note that the universal contribution (4.62) once
















2The second term in (4.75) diverges logarithmically at ξ = 0 if we use D0(ω) ≈ ∆(0)/ω at small
frequencies. This divergence comes from the putative normal state energy E∆=0 while the ground state
energy E∆ remains finite. For ξ > 0, both E∆=0 and E∆ have logarithmic singularities, which cancel
out in Ec = E∆ − E∆=0.
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which is no longer exponentially small and is oscillating for ω > ḡ. The oscillating
period is set by ω2/ḡ2 rather than by ln(ω2/ḡ2) for ω < ḡ.
The n = 0 solution on real frequency axis is governed by an approximated equation























This is a sign-changing function of ω, whose real part almost diverges at a set of fre-
quencies where φ0(ω) = pπ, and p = 1, 2.. is an integer. The imaginary component
D
′′
0 (ω) is a set of δ−functions at these frequencies.
The continuous set of solutions also exist on real frequency axis, and can be seen
by similar expansion that we used in obtaining (4.74). For derivation details please see
Ref[?]. Here we only present the solutions. The continuous set can also be described
using a parameter ξ, and the solution is expressed as
Dξ(ω) =
−2ieiφ0(ω)
1 + ξ − e2iφ0(ω)/(1 + ξ)
=
1
sin[φ0(ω) + i log(1 + ξ)]
(4.80)
where φ0 is given by (4.79). The parameter ξ runs between 0 and ∞. For ξ = 0, Eq.
(4.80) yields D0(ω) = 1/ sinφ0(ω), which agrees with (4.78) (one should add i0 to ω in
this case). At ξ → ∞ we recover, by construction, the solution of the linearized gap
equation. For any ξ, including ξ = 0, Dξ(ω) oscillates up to an infinite frequency, and
its phase ηξ(ω) winds up by an infinite number of 2π between ω ∼ ḡ and ω =∞.
We see therefore that in both limits ω  ḡ and ω  ḡ, the solutions of the non-linear
gap equation form a continuous one-parameter set, Eq. (4.80). We conjecture that for
any value of ξ, one can merge small-ω and large-ω expressions into a single Dξ(ω).
With D(ω) we can calculate the fermionic density of states, defined in (4.57). In
our case, the form of N(ω) = Nξ(ω) strongly depends on ξ. At small ω < ḡ, Nξ(ω)
remains finite down to ω = 0 for all ξ > 0. In this respect, all such solutions describe






















































































































Figure 4.24: DoS Nξ(ω) for (a) ω < ḡ and (b) ω > ḡ and for different ξ. For all ξ > 0,
Nξ(ω) remains finite down to ω = 0 (a gapless superconductivity). For ξ = 0, the DoS
N0(ω) vanishes at small ω and has a set of δ−functional peaks at ω > ḡ. In panel (c)
we present the schematic plot of the DoS at all frequencies.
and the corresponding N0(ω) vanishes, like in BCS superconductor. We show this in
Figure 5.8(a).
At ω > ḡ, ∆ξ(ω) is given by (4.80), and Nξ(ω) = N0 Im tan[φ0(ω) + i log (1 + ξ)].
For ξ > 0, Nξ(ω) oscillates around N0 up to ω =∞. The amplitude of the oscillations
increases with decreasing ξ. For ξ = 0, N0(ω) = N0δ/(cos
2 φ0(ω) + δ
2), where δ = 0+.
This DoS consists of a set of δ−functions at the points ωk, for which φ0(ωk) = π/2 +kπ
(k is an integer) (Refs [58, 99, 100]). We show this in Figure 5.8(b). In Figure 5.8(c)
we show Nξ(ω) in the whole range of frequencies.
At last, we discuss an interesting consequence of the continuous set of solutions,
namely the phase fluctuations. We will formally discuss phase fluctuations in Chapter
6, where we only calculate the fluctuation effect from the largest solution with n =
0. But here since the solution becomes continuous the condensation energy spectrum
becomes flat around ξ = 0, see Figure 4.23, and this fact opens up a channel where the
superconducting phase change fluctuates without costing extra energy. To see how this
happens, we calculate the phase stiffness.
Without introducing the continuous set of solutions, the bare phase stiffness at T = 0
is







where Tp ∼ ∆(0) is the onset temperature of the pairing. As long as λE ≤ 1, ρs(T =










We see from that the value of ρs(T ) at T → 0 and ωD → 0 depends on the order of
limits. At T = 0, ρs(0) = Tp/λE is finite and exceeds Tp. At ωD → 0 the corrections
to stiffness rapidly increase with T , and ρs(T ) becomes comparable to T at T ∼ ωDλE .
For the largest λE ∼ 1, at which our theory is valid, this holds at T ∼ ωD. It is tempting
to associate this temperature with the actual Tc above which the system looses long-




at a quantum critical point.
So far our discussion on the solutions of (2.26) are restricted to the solutions with
∆(−ωm) = ∆(ωm), i.e. the even frequency solutions. There are, however, solutions
with odd frequency symmetry, namely ∆(−ωm) = −∆(ωm). In this Chapter we will see,
these solutions are physically allowed according to Berezinskii rule, and have different
symmetry properties from even frequency pairing.
Unlike even-ω pairing state which can be found in many conventional superconduct-
ing materials, odd-ω pairing state is rare yet there have been many efforts proposing its
realization in condensed matter systems, by using either heterostructures or external
driven fields[101, 102, 103]. For example, one can make a conventional BCS supercon-
ductor in contact with a ferromagnet, and odd-ω pairing arises near the interface as
a result of proximity effect[104, 105]. Later it is found that spin rotation symmetry
breaking by an external exchange field is not necessarily a key ingredient and one can
simply make a p-wave superconductor in contact with a normal metal to realize odd-ω
pairing[106, 107, 108, 109, 110]. In multiband systems where there is an additional
index which enters the Pauli principle and has to be treated on equal footing as spin
index, hybridization between different bands or orbitals also leads to possible realization
of odd-ω pairing[111, 112, 113].
In addition to these theoretical scenarios, we study the odd frequency pairing in a
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different system without heterostructure, external field and hybridization, which is the
pairing system at a quantum critical point(QCP). Close to a QCP, the fermion-fermion
interaction is mediated by order parameter fluctuations, and therefore becomes dynamic.
If this interaction leads to superconductivity, the superconducting order parameter in
principle has to incorporate the dependence on frequency, which is sometimes nontrivial.
And like in many previous studies on odd frequency pairing, we will use Matsubara
formalism in which the Berezinskii rule also applies. So from now on when we say a
pairing state is even or odd in frequency, we implicitly means Matsubara frequency ωm.
We first study the case 0 < γ < 1 and find that there also exists an infinite number
of odd-ω solutions ∆n(ωm) to the gap equations, where the index n labels different
solution and n = 0, 1, 2, .... Then we focus on n = 0 solution which has the largest
onset temperature(Tp,0 is the largest), and solve the nonlinear gap equation on both
Mastubara frequency axis and real frequency axis. We also apply the same analysis to
look for possible odd frequency pairing state when γ > 1. Unlike the γ < 1 case, we
don’t have a solution to the nonlinear gap equation at finite T . At T = 0 however,
we argue that multiple solutions to the linearized gap equation exists, but they do not
develop to ordered states at finite T . Interestingly, we obtain a new linearized gap
equation at T = 0, the solutions of which form a continuum in its parameter space. The
solutions of the original equation, appear as critical curves in this continuum.
5.1 Berezinskii rule
The gap function that we keep seeking above, is also expressed as[2, 114]
∆ab,αβ(r, t) ∝ 〈T ca,α(r, t)cb,β(0, 0)〉 (5.1)
. Here T is time ordering operator, a, b are the orbital indexes and α, β are spin
indexes. The space time coordinates (r, t) are in relative sense so the coordinates of
the second fermion can be set to origin without loss of generality. A totally equivalent
function ∆ab,αβ(k, ω) is the Fourier transform of the above correlation function, which
introduces momentum and frequency instead of space time coordinates. Properties of
the superconductivity can be found by studying its gap function.
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Fermion statistics puts constraint on the gap function, which can be seen by consider-
ing the following symmetry operations[115, 116, 117]: An orbital permutation operation
O which permutes the orbital a and b, a spin permutation operation S which exchanges
spin α and β, a coordinate permutation P ∗ which exchanges the spatial coordinates
of the two fermions and thus change r into −r (by virtue of Fourier transform this
operation turns k into −k), and lastly a time permutation T ∗ which turns t into −t
(and thus ω into −ω). The outcomes of P ∗ and T ∗ operation are similar to those of
the parity and time-reversal operators but they are different essentially, since the per-
mutation of two sets of space time coordinates does not necessarily involve reversing
them and more importantly the time reversal operator is anti unitary which will turn
the correlation function into its complex conjugate. According to fermion statistics,
permutation of two fermions at equal time (hence t = 0) leads to an overall sign change
of the two fermion state, namely ∆ab,αβ(r, 0) = −∆ba,βα(−r, 0) or by Fourier trans-
form
∫
dω∆ab,αβ(k, ω) = −
∫
dω∆ba,βα(−k, ω). The subtlety comes from the fact that
this integration is formally from −∞ to ∞, and it allows for two possibilities for the
integrand:
∆ab,αβ(k, ω) = −∆ba,βα(−k, ω) (5.2)
or
∆ab,αβ(k, ω) = −∆ba,βα(−k,−ω) (5.3)
Apparently the first equation can be treated as a special case of the second equation,
provided the gap function is even in ω. The second equation is more general and can be
equivalently expressed as an operation constraint OSP ∗T ∗ = −1 and it is first noticed
by Berezinskii[116]. This rule for symmetry constraint opens up a broad class pairing
states with T ∗ = −1 and is not only limited to the topic of superconductivity which we
address in this paper.
Although the involvement of orbital degrees of freedom is important in multiband
materials, we shall in this paper neglect the orbital dependence for simplicity and from
now on focus on the one band case with O = 1. In an even-ω pairing state where T ∗ = 1,
S and P ∗ must have opposite sign. Specifically, spin singlet pairing (S = −1) must be s-
wave, p-wave, etc., in order to fulfill the condition P ∗ = 1. While for spin triplet pairing
(S = 1), it must be p-wave, f -wave, etc. because P = −1 in this situation. These
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even-ω paring states are so far the most acknowledged superconducting state studied
intensively in literatures. In contrast, if we take the other possibility with T ∗ = −1 in
the Berezinskii rule, we end up with a new pairing state where the gap function is odd in
frequency. And according to the rule, S and P ∗ must have the same sign. Consequently
a spin singlet pairing must be in p-wave, f -wave, etc., while a spin triplet pairing must
be in s-wave, d-wave, etc.
5.2 Solutions on Matsubara axis
We shall search for an odd frequency pairing solution Φ(−ωm) = −Φ(ωm) of the Eliash-
berg equations on Matsubara axis based on extension to N 6= 1. We focus on the case
when γ < 1 in this section, and we will discuss the case γ > 1 in Sec.5.4.
5.2.1 linearized equation at T = 0: Ncr and exact solution
We first analize the linearized equaitons at zero temperature. The existence of solutions
at T = 0 is a direct indication of existence of multiple solutions to the gap function,
because otherwise we only have a solution to the non-linear gap equation. It can also
help to identify the critical value Ncr which separate a non-Fermi liquid normal state and
a superconducting state. The equation for self energy gives Σ(ωm) = ḡ
γω1−γ/(1 − γ).



















Here we continue using ωm to denote frequency even though it is a continuous variable.
For the even frequency pairing, the exact solution of this integral equation has been
found for γ < 1. Following almost completely parallel route, the exact solution of (5.4)
can also be found. But before we embarking on presenting the exact solution, we first
show that one can use series expansion to solve this equation at small frequencies. From
this the value of Ncr can be determined.
We focus on odd frequency pairing by requiring ∆(−ωm) = −∆(ωm). Using this
condition one can convert the integral interval into from 0 to∞ and expand ∆(ωm) using






m)n and we choose |C0| = 1. Substitute
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Figure 5.1: Solution of (5.5) for a particular γ = 0.5. The red curve is εβ and is the
r.h.s. of (5.5), while the black dashed line marks the location of Ncr. Apparently, this
equation has solution only when N < Ncr.
this into (5.4) and regularize the integral using Gamma functions, we obtain an index
equation that determines ρ. It is then found ρ = γ2 − 1 + b and b = iγβN is pure
imaginary. The outcome of this fact is that, at lowest frequencies ωm  1, the gap
function behaves as ∆(ωm) = sgn(ωm)|ωm|γ/2 cos(βN log(|ωm|γ) + φ). The oscillations
are logarithmic the same as the case for even frequency solution. The equation for βN
is












This equation is pretty similar to that of even frequency pairing, there we have +1 for
the last term inside the parenthesis. For a given γ < 1, εβ as a function of β, has a
maximum at β = 0 ans is symmetric. We show this in Fig5.1 for a particular case when
γ = 0.5. This equation has solution only when N ≤ εβ=0 and therefore, the critical
value for N is Ncr = εβ=0. In Fig.5.2 we plot Ncr as a function of γ. For γ < 1, this
curve increases monotonically with increasing γ, hits Ncr = 1 at γ = 1. In the opposite
limit γ → 0, Ncr → 0.
The coefficients Cn is determined by a recursion relation Cn = Cn+1Iγ(n + 1) and
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Figure 5.2: (a)Ncr as a function of γ for odd frequency pairing. For a given γ, linearized
gap equation (5.4) has a solution only when N < Ncr. (b) The odd-ω superconductivity
phase diagram for a particular γ.















+ γn+ iγβN )
+B(1− γ, γ
2
− γn− iγβN )
− B(γ
2
+ γn+ iγβN ,
γ
2





where B(p, q) is Beta function. Note that Iγ(0) = 0 is exactly the index equation (5.5).
The method of local series expansion works only at ωm < 1. For large frequencies, it
is apparent from the gap equation that ∆(ωm) ∝ sgn(ωm)/|ωm|γ+1. To see this, we note
at ωm  1, the ∆(ωm)/ωm term in (5.4) can be neglected. Using ∆(−ωm) = −∆(ωm) to
convert the integral interval to (0,∞) then the interaction term is 1|ωm−ωn|γ −
1
|ωm+ωn|γ ≈
2γωn/|ωm|γ+1. Therefore, at large ωm > 0, ∆(ωm) ≈ γ/(N |ωm|γ+1)
∫∞
1 dωn∆(ωn) ∝
1/|ωm|γ+1. The large frequency behavior of odd frequency ∆(ωm) is different from that
of even frequency, there the contribution of interaction term from positive and negative
frequency is additive, and as a result ∆(ωm) ∼ 1/|ωm|γ .
An exact solution which connects the low frequency logarithmic oscillation and the
high frequency power law decay exists. Here we only report the solution. Detailed
derivation of this solution can be found in Ref. To obtain the solution, one needs to
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Figure 5.3: Solutions of the zero temperature linearized gap equation (5.4) for a two
particular cases: (a)γ = 0.5, N = 0.6 (in this case Ncr = 0.768) and (b)γ = 0.8,
N = 0.9 (in this case Ncr = 0.945). In both plots, the red curves correspond to the
exact solution obtained using (5.7) and (5.8). The insets show that at large frequency
∆(ωm) ∝ 1/ωγ+1m . The blue curves are obtained using small frequency series expansion,
which we call local contribution ∆∞,L(ωm). At ωm  1, ∆∞,L coincides with ∆∞,ex
as expected, both showing logarithmic oscillations. In these plots we only show data
for ωm > 0, and gap functions at negative frequencies are obtained using ∆(−ωm) =
−∆(ωm).






dβ′ log |1− 1
N
εβ′ | tanh(π(β′ − β)) (5.7)
where εβ is the one given in (5.5). After obtaining this function, the gap function for





cos[β log(ωγm|1− γ|) + I(β)]√
cosh[π(β − βN )] cosh[π(β + βN )]
(5.8)
Here βN is the solution of (5.5). To shed some light on these sophisticated integrals, we
evaluate them numerically and show ∆∞,ex(ωm) in Fig.5.3 together with the local low
frequency series expansion ∆∞,L(ωm) obtained from (5.6). Clearly the exact solution
shows 1/|ω|γ+1 decaying behavior at large frequencies. While at ωm  1, ∆∞,L coincides
with ∆∞,ex(ωm) as expected, and both show logarithmic oscillations.
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γ = = 0.5(a) (b)
Figure 5.4: (a)The first five solutions to the linearized gap equation for γ = 0.5 and at
various temperatures. For better illustration we plot N versus −1/ log(Tp,n). As T → 0
(and hence −1/ log(T ) → 0), all curves will terminate at Ncr = 0.768, consistent with
T = 0 analysis. (b) Linear dependence of log(Tp,n) on n for a particular γ = 0.5 and
N = 0.5, which indicates Tp,n decays with n exponentially.
5.2.2 Linearized gap equation at finite temperature: The existence of
multiple solutions
We now turn to finite temperature analysis of the linearized gap equation. We find that
for a given N < Ncr for a particular γ < 1, there is an infinite number of solutions to
the gap equation, which we use an index n = 0, 1, 2, ... to distinguish. In Fig.5.4(a) we
show the first five solutions to the linearized gap equation for a particular γ = 0.5, by
plotting the corresponding N v.s. T curve. All these curves stem from Ncr at T = 0
and decays monotonically with increasing T . Thus for any N < Ncr the infinite set of
solutions exists. Each of these solutions has its unique onset temperature for pairing Tp,n
and ∆n(ωm) changes sign n times for ωm > 0. The sign preserving solution ∆0(ωm)
has the largest Tp,0, while other Tp,n decays with n exponentially. We show this in
Fig.5.4(b). This exponential decay is directly related to the logarithmic oscillation of
∆∞(ωm) found above. As ∆∞(ωm) corresponds to the case when n → ∞, from n − 1
to n there is half of oscillation period gained in ∆n(ωm) which means Tp,n must decay
exponentially to reproduce the logarithmic oscillation.
These features are very similar those of the even frequency pairing solution reported
in.However there is one major difference for the sign preserving solution with n = 0. In
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both even and odd frequency pairing solutions, the self energy of the linearized equation
vanishes at the first two Matsubara frequencies, namely Σ(±πT ) = 0. This fact has non
trivial impact on the even frequency pairing solution, which renders a prominent pairing
vertex at these two frequencies. Indeed, if we consider the equation for Φ(ωm) only at
±πT , the equation is simply NΦ(πT ) = Φ(−πT )/(2πT )γ . If the solution is even in ωm,
we immediately obtain N = 1/(2πT )γ . This scaling holds even as T → 0 and indicates
N should be infinite in zero temperature limit, in contrast to T = 0 analysis in which a
finite Ncr is present. Therefore there is a discontinuity between zero temperature and
finite temperature results. Φ(ωm) at other frequencies can be viewed as induced by
Φ(±πT ) as they are all parametrically smaller. This first Matsubara physics only occur
in the n = 0 sign preserving solution. For other solutions with n > 0 there is not such a
discontinuity between T = 0 and T → 0 analysis, and all Tp,n curves terminates at Ncr
in zero temperature limit. However, for the odd frequency solution, even in the sign
preserving case (n = 0) Φ(πT ) is vanishingly small and one cannot just only consider
fermions at ±πT in the gap equation. In other words, the first Matsubara physics which
arises in even frequency pairing does not hold for odd frequency pairing. As a result,
finite temperature results extrapolate to zero temperature results continuously.
5.2.3 Nonlinear gap equation
The full equations can be solved by numerical iteration at finite temperatures. However
this method is stable only for the solution with the largest onset temperature, i.e. n = 0
solution. Here we only focus on this solution. In Fig.5.5 we plot the numerical result
for a particular case.





dωm in zero temperature limit. To understand the behavior of the gap
function at large frequencies, we can approximate the equations by two contributions
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γ = 0.5, N = 0.5, T/ḡ = 10−3
Figure 5.5: ∆(ωn) obtained from the nonlinear gap equation for γ = 0.5, N = 0.5 and
T/ḡ = 10−3. For a clear presentation of ∆(ωn) at small frequencies, we plot in the inset
the same ∆(ωn) but in a much smaller frequency range.


































In the limit ωn →∞, the first term of Φ(ωn) in (5.9) is the dominant term and the
second one is negligible. For Σ̃ it will reduce to its bare ωn term. Hence at large ωn,
Φ(ωn) ∼ 1/ωγ+1n while Σ̃(ωn) ∼ ωn, and consequently ∆(ωn) ∼ 1/ωγ+1n .
In the opposite limit when ωn → 0, Φ(ωn) should be vanishingly small because we
have Φ(ωn = 0) = 0 for odd frequency pairing. This is different from even frequency
pairing where Φ(ωn) saturates to some constant as ωn → 0. For the same reason the
self energy Σ̃(ωn) also vanishes at ωn → 0. To solve the nonlinear equation for small
frequencies, we make the ansatz that Φ(ωn)  Σ̃(ωn) at ωn  ḡ. We will prove in
the following that it’s indeed the case. Using this ansatz, the two equations become
125



























where we have approximately taken the upper limit of the integrations as ∞. The
integrations in the equation of Φ(ωn) in Eq.(5.10) can be carried out explicitly, which




n . At first glance, Σ̃(ωn) scales as bare ωn. But
substituting this into Eq.(5.10) and the integration gives an additional ωn logωn term,
which at ω → 0 is larger than ωn. For convenience we assume that the gap function
scales as ∆(ωn) ∼ ωan where a is to be determined. Then we have Σ̃(ωn) = Cω
2−γ−a
n .



















= B(2− a, 1− γ) +B(1− γ, a+ γ − 2)−B(2− a, a+ γ − 2)
(5.12)
To ensure the convergence of the integration in Qγ(a), we must have γ+ a > 1 to avoid
the UV divergence. Using this condition we see the rhs of Eq.(5.11) ωγ+a−1n tends to 0







From this equation, one can determine the index a for a given γ and N , and hence the
scaling behavior of ∆(ωn) at small frequencies. We find for any 0 < γ < 1, as long as
N < Ncr which is the condition for the onset of odd-ω pairing, a is always smaller than
1. To see this, we notice that the function F (a) = (1−γ)Qγ(a)/2 diverges at a = 1−γ,
and decays monotonically as a increases from 1− γ to 1. We show F (a) for different γ
in Fig.5.13(a) At a = 1, F (1) = 1 for any γ. The dashed lines in Fig.5.13(a) shows the
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Figure 5.6: (a) The function F (a) = (1 − γ)Qγ(a)/2 for different γ. F (a) diverges at
1− γ and decays monotonically before reaching 1 at a = 1. The dashed line shows the
position of 1/Ncr for each γ. In order to have solution to Eq.(5.13) for N < Ncr, we
always have a < 1. (b) Comparison between numerical results from the full nonlinear
gap equation and the scaling form ∆(ωn) ∼ ωan at small frequencies in zero temperature
limit, where a is obtained from Eq(5.13) for a given γ and N . From clear presentation,
the plot is in log-log scaling.
position of 1/Ncr for each γ. Notice from our above analysis on Ncr that Ncr < 1 for
any 0 < γ < 1, which means if N < Ncr is satisfied, the equation F (a) = 1/N always
has a solution for 1 − γ < a < 1. This subtle fact reveals that at small frequencies,
the gap function ∆(ωn) ∼ ωan is much larger than the bare ωn, because we always have
a < 1. Similarly, from the ratio Σ̃(ωn)/Φ(ωn) ∼ ω1−an we know as long as a < 1,
Σ̃(ωn) Φ(ωn) at small frequencies and therefore, the ansatz was guaranteed.
In order to confirm our analysis, we solve the full nonlinear equation using numerical
iteration. In Fig.5.13(b) we show the numerical results, obtained for different γ,N at
very low temperatures. As a comparison, we also show the scaling behavior ∆(ωn) ∼ ωan.
From the figure it is clear that our analysis agree well with numerical results.
5.3 Solutions on real axis
We now turn to our analysis on the real axis. The two coupled equations can be
analytically continued to real frequency axis by means of spectral representation of both
fermion and boson Green’s function. We follow similar procedure to even-ω solution
in Ref.[118, 119, 120] and derive the two equation on real axis. The difference is that
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for odd-ω pairing problem, the pairing vertex on Matsubara axis Φ(iωm) = iΦ(ωm) is
purely imaginary(and so is the gap function ∆(iωm) = i∆(ωm)), in order to satisfy the
property of Green’s function that G(−iωm,k) = G∗(iωm,k). This implies on the real
axis, the real part Φ′(ω) is an odd function in ω while the imaginary part Φ′′(ω) is even
in ω, so that we have Φ(−ω) = −Φ∗(ω)(and similarly ∆(−ω) = −∆∗(ω)). Taking this
into account and after some lengthy but straightforward derivation, we obtain the two
equations below(for ω > 0),

















































[V (ω − iωm)− V (ω + iωm)]
























It is worth noticing that the square root in the denominators in SΦ and SΣ should take
the branch with positive imaginary part. The interaction terms in A(ω) and B(ω) with
complex frequencies are obtained by spectral representation, namely,












Eq.(5.14) can be easily verified by taking ω → iωn = i(2n+1)πT , i.e. by going back
to Matsubara axis, and the equations should reduce to those in Eq.(??) if the analytic
continuation has been done correctly. Indeed, with the replacement ω → iωn the thermal
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factor (tanh iωn−Ω2T + coth
Ω
2T ) in Eq.(5.14) vanishes and the integral
∫
dΩV ′′(Ω)/Ω =
πV (iΩ = 0) accounts for the elimination of zero frequency transfer term in Eq.(??)
(ωm = ωn term). Taking into account the contributions from A(iωn) and B(iωn) and
using the odd frequency property of both Φ(ωm) and Σ̃(ωm), Eq.(??) is reproduced.
Although difficult to proceed analytically, the real axis Φ(ω) and Σ̃(ω) can be ob-
tained using numerical iteration method. First of all, since the evaluation of A(ω) and
B(ω) terms requires the information on Matsubara axis, for practical purpose one should
first solve (??) and use them as input. After obtaining A(ω) and B(ω) we can use them
as initial inputs to run iteration. In this method, we will inevitably need some artificial
parameters. For example, the frequency range has to be finite and discrete, in order to
perform integration. For our evaluation, we take around 103 linear sampling points such
that the discrete frequency takes the form Ωj = j × dΩ, where j = 1, 2, ... and dΩ is a
small frequency width. In order to avoid the divergence in the integrand when Ω = 0,
we shift the first frequency point slightly away from zero by setting Ωj=0 = dΩ/s where
s is some large number so that Ωj=0  dΩ. In practice the concrete value of s does
not affect the final result, as long as it leads to a convergent solution. In Fig.5.7 we
show the numerical results for the real ω solution ∆(ω) = ωΦ(ω)/Σ̃(ω) for two different
(γ,N) obtained by solving Eq.(5.14) this way. For γ = 0.5, N = 0.5( Fig.5.7(a)), we
take dΩ = 0.01 and Ωj=0 = dΩ/30, while for γ = 0.9, N = 0.5 ( Fig.5.7(b)) we take
dΩ = 0.03 and Ωj=0 = dΩ/10. By solving the linearized gap equation, we find that the
onset temperatures are Tp,0/ḡ ≈ 1.71 × 10−3 for γ = 0.5, N = 0.5 and Tp,0 = 0.029 for
γ = 0.9, N = 0.5. We then study how the gap function ∆(ω) evolves with T . We see in
both cases, the gap function is dominantly real at small frequencies, and then at some
finite frequency ∆′′(ω) quickly develops and at even larger frequency, both ∆′(ω) and
∆′′(ω) decays. This behavior maintains even as T gets close to Tp,0 (see the curve of
T = 1.5× 10−3 in Fig.5.7(a)), which is similar to that of even-ω pairing case in a con-
ventional BCS superconductor, where the imaginary part of the gap function∆′′(ω) is
also almost zero up to some finite frequency at all temperatures below Tp. One striking
difference from the even frequency pairing is that for odd frequency pairing, the real
part of the gap function ∆′(ω) must tend to zero at zero frequency, as shown in Fig.5.7.
This is a direct consequence of ∆(−ω) = −∆∗(ω) for odd-ω pairing solution. While for
even-ω pairing, ∆′(ω) saturates to some finite value at ω → 0.
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Figure 5.7: Gap function ∆(ω) = ∆′(ω) + i∆′′(ω) along real ω axis obtained from
Eq.(5.14), for γ = 0.5, N = 0.5 and γ = 0.9, N = 0.5. The ω < 0 part is readily
obtained using the relation ∆(−ω) = −∆∗(ω) for odd-ω pairing. Both ∆(ω) and ω are
in units of ḡ.
By solving Eq.(5.14) numerically, one can also obtained the quasiparticle density of
states N(ω) from the solutions. N(ω) is obtained by integrating the spectral function





In Fig.5.8 we show N(ω) for the two different cases studied in Fig.5.7. We see from
the figure that at any finite temperature, N(ω) at around ω = 0 remains vanishingly
small, as it actually vanishes in T → 0. As the temperature increases, the gap width,
defined as the distance of the two maximum positions in N(ω), narrows gradually,
before it full closes as the temperature reaches Tp,0. This ‘gap closing’ behavior persists
at any T < Tp,0, and is similar to that observed in conventional BCS superconductors,
but is in distinct with what has been observed in the even-ω pairing state obtained
within the same γ model. For the even-ω pairing, as we explained above, the ‘gap
closing’ occurs only at a smaller temperature range 0 < T < T ∗ with T ∗ < Tp,0. At
higher temperatures when T ∗ < T < Tp,0, related quantities at the first two Matsubara
frequencies ±πT plays an important rule at temperature close to the onset temperature.
Pairing vertex Φ(ωm) has a significant contribution from ωm = ±πT and as a result,
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Figure 5.8: Density of states N(ω)(measured from the normal state DoS N0) for γ = 0.5
N = 0.5 and γ = 0.9 N = 0.5 at various temperatures. As temperature increases the
gap in N(ω) gradually closes, but at around ω = 0, N(ω) remains vanishingly small.
on real ω axis both Φ(ω) and Σ̃(ω) shows ω/T scaling behavior, which means the
characteristic frequencies in N(ω) increases with increasing T . Besides, it is found that
N(ω = 0) acquires a finite weight which also increases with increasing T . Therefore,
the gap in N(ω) gets gradually filled in the middle as T increases. This behavior is
called ‘gap filling’. However, for odd-ω pairing state, there is no such first Matsubara
rule because ∆(±πT ) has to vanish in T → 0 limit and remains the smallest compared
to ∆(ωm) at other frequencies(considering the frequencies smaller than the one beyond
which ∆(ωm) decays). And there does not exist a crossover temperature scale T
∗.
Therefore, the ‘gap filling’ behavior which is a direct consequence of the first Matsubara
rule, is reasonably absent in the odd-ω pairing state.
We note that the quasi particle DoS that we obtain here is different from those in
previous studies on odd-ω pairing, in a sense that we don’t observe a zero energy peak
in N(ω) from our model. However the DoS of odd-ω superconducting phase obtained
from, e.g. s-wave superconductor/ferromagnet or p-wave superconductor/normal metal
heterostructures, does exhibit such zero energy peak. Given this, we argue that the
existence of zero energy peak in N(ω) can’t be used as a fingerprint of odd-ω pairing,
at least in systems where the superconducting phase is built on an underlying QCP.
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5.4 The case γ > 1
Up till now our study was limited to γ < 1. In Sec.5.2.1 we show the critical value Ncr
increases monotonically with γ and reaches Ncr = 1 at γ = 1. At first glance one could
continue the analysis for γ > 1 to see whether such a critical value for N still exists or
not. However it is easy to notice that for γ > 1, both the pairing vertex Φ(ωm) and
self energy Σ(ωm) contain divergence at T = 0. This is a IR divergence in the sense
that it comes from the limit ωm → ωn in the integrand, and becomes regular at finite
T . In the original model where N = 1, this singular behavior can be removed once we
reformulate the problem in terms of ∆(ωm) = ωmΦ(ωm)/Σ̃(ωm). To see this, one can
return to Eq.(2.26) with a general N . For N = 1, the cancellation between ∆(ωm) and
∆(ωn)ωm/ωn in the numerator of the integrand as ωm → ωn guarantees the convergence
of the integral. But for N 6= 1, this integral is divergent, which gives rise to a divergent
∆(ωm) for N < 1 and a vanishing ∆(ωm) for N > 1.
A logical way to overcome this troublesome divergence at N 6= 1 is to move the
system away from a QCP. This can be realized by adding a finite mass Mb in the











|(ωm − ωn)2 +M2b |γ/2
(5.19)
In T = 0 limit, the integral becomes regular as long as Mb remains finite. We are
particularly interested in the case of N = 1, where the gap equation is regular even if
we take Mb = 0. To test the existence of such solutions at N = 1, we first focus on the
linearized equation, which can be deduced directly from the above nonlinear equation






((ωm − ωn)2 +M2b )γ/2
sgnωm (5.20)
Where D(ωn) = ∆(ωn)/ωn is an even function of ωn for odd-frequency pairing. Below
we depart from this equation and seek for odd-frequency solutions at γ > 1.
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Mb = 0, T = 0 and N = 1
For Mb = 0 the linearized equation is exactly Eq.(5.4). Therefore, we can look for
solutions at N = 1 by the same approach as we show in Sec.5.2.1. At ωm < 1, we again






m . Substituting this solution back into
the equation gives the following equation that determines the value of ρ,
B(1− γ, ρ+ 1) +B(1− γ, γ − ρ− 1)−B(ρ+ 1, γ − ρ− 1) = 2
1− γ
(5.21)
There are two solutions of ρ to this equation: ρ1 = 0 and ρ2 = γ − 2. Both of them are
real numbers for all γ > 1. This is in contrast to the case of γ < 1 and N < Ncr discussed
in Sec.5.2.1, where we also have two solutions for ρ which, however, are complex and
their imaginary parts lead to logarithmic oscillation of ∆(ωm) at ωm  1. Real solutions
of ρ implies that at ω  1, the solution must behaves like ∆(ωm)/ωm = C1 + C2ωγ−2m .
We can only determines one of the two factors C1 and C2 by matching the solution to it’s
boundary condition at large ωm, i.e. we must have ∆(ωm) ∼ 1/ωγ+1m at ωm  1. The
other factor is free since the overall magnitude of a solution to the linearized equation
is not fixed.
The solution at γ = 2 is critical for obvious reason: at γ → 2, the power law scaling
of ∆(ωm)/ωm = C1 + C2ω
γ−2
m reduces to logarithmic scaling. In fact, by following the
same route as stated in Sec.5.2.1, we find an exact solution to the linearized equation at
γ = 2 and N = 1, and from this the logarithmic scaling at small ωm is readily confirmed.






Then using this we can evaluate the integral in Eq.(5.7). The exact solution is given
by an integration similar to Eq.(5.8), but with βN = 0, since βN is the solution of
the equation εβN = N and from (5.22) we must have βN=1 = 0. Namely we have an





cos[β logω2m + I(β)]
coshπβ
(5.23)
In Fig.5.9 we plot this exact solution. At ωm  1, ∆ex(ωm)/ωm scales linear in logωm,
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Figure 5.9: Exact solution to the linearized gap equation of odd-frequency pairing for
γ = 2 and N = 1. At small ωm, ∆ex(ωm)/ωm scales linear in logωm. While at large ωm,
∆ex decays as 1/ω
3
m. In all range of ωm > 0, this solution remains sign-preserving. This
is different from the exact solution at γ < 1 and N < Ncr which changes sign infinite
number of times.
while at ωm  1 we clearly see ∆(ωm) ∼ 1/ω3m. The large frequency behavior is
consistent with γ < 1 case where we find the large ωm for odd-frequency pairing is
1/ωγ+1m . This solution is a sign preserving solution, in contrast to the case when γ < 1
and N < Ncr where we find the solution change sign an infinite number of times.
Applying this method to seek for an exact solution at other γ > 1 is rather chal-
lenging, and we did not find such an solution by doing so. However the case of γ = 2
clearly provides strong evidence that our small ωm the power-law scaling ∆(ωm)/ωm =
C1 +C2ω
γ−2
m obtained from series expansion is logical. This small ωm behavior is differ-
ent from the logarithmic scale oscillation presented in Fig.5.3 for γ < 1 and N < Ncr.
However, it is worth noticing that the oscillation is replaced by power-law onceN → Ncr.
From Fig.5.2(b) we know that the system terminates at N = Ncr at zero temperature
so even the largest Tp,0 vanishes. Therefore, it is equivalent to say that for γ < 1 once
the gap function displays a power-law scaling at ωm  1, the system is in its critical
point and all Tp,n vanish. By analogy, in our preset case when γ > 1 and N = 1, we
argue that the all the onset temperatures Tp,n also vanish, and as a result we don’t
have solution to the linearized equation at any finite T . We confirm this argument by
analyzing the linearized gap equation with Mb = 0 at finite T in the following.
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Mb = 0 and T > 0
At arbitrary finite temperature, the divergence of the gap equation, Eq. (2.26), at N 6= 1
is regularized. To rationalize its effect, one can single it out from the integral and move

























γ is the Harmonic number. In the zero-temperature limit, the
r.h.s. of Eq.(5.24) is given by a convergent integral, while the coefficients of D(ωn)
on the l.h.s. depends on the dimensionless ratio aγ = (1/N − 1)/T γ−1, indicating the
singular behavior of the gap function in the double limit N → 1 and T → 0. For
any finite frequency, the Matsubara number n → ∞ at zero temperature and thus














The case with aγ = 0 corresponds to original problem with N = 1 and has been just




− 1 = aγT γ−1. (5.27)
We note that the same equation is obtained at zero temperature but in the presence
of a finite Mb (see next section), which explicitly indicates the same role played by a
finite temperature or mass in cutting-off the I.R. divergence. While more analysis of
this equation is provided in the next section, we provide numerical evidence about the
relation in Eq.(5.27).
For that purpose, we solved the linearized gap equation with Mb = 0 at finite tem-
perature is given by Eq.(2.29) for a generic γ, which is equivalent to an eigen problem
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with N playing the role of eigenvalue and Φ(ωm) the eigenfunction. From this perspec-
tive, N is an output parameter. The size of the kernel matrix to be diagonalized is
infinite, thus for a given T > 0 there is an infinite number of eigenvalues corresponding
to different solution ∆n(ωm). Since we are interested in a possible solution at N = 1,
we solve the eigenvalues at different T and look for possible Tp,n at which the n−th
eigenvalue crosses N = 1.
In the upper panel of Fig.5.10 we show our numerical results of the first five solutions
for several γ > 1. Instead of plotting N , we plot log(1/N − 1) as a function of log T . In
all cases, even the largest eigenvalue (n = 0, corresponds to sign-preserving solution) is
smaller than N = 1 at the lowest temperature that we can set(In practice we take 104
Matsubara points for numerics), hence 1−N is always positive. More interestingly, at
small T there is a linear relation between log(1/N − 1) and log T which indicates that
1 − N is unlikely to vanish at any finite T . In fact, the slope can be perfectly fitted
using aγ,nT
γ−1 scaling. With this, we have confirmed the scaling relation in Eq.(5.27)
and aγ = aγ,n (from the numerics we have aγ,0 < aγ,1 < aγ,2 < ...). This relation is a
direct evidence that there is no solution to the linearized gap equation with N = 1 at
any finite temperature, for any given γ > 1. We therefore argue that the odd-frequency
pairing order is not possible at finite temperature in the original model.
Mb → 0, T = 0 and N → 1
We see from above that there is no solution to the linearized gap equation at T > 0. Here
we return to T = 0 case but with a finite boson mass. In the above zero temperature
analysis for the case of Mb = 0 and N = 1, we find a power-law solution at ωm  1
for γ > 1 and an exact solution at γ = 2. Once the boson mass Mb is finite, the
eigenvalue N in the linearized equation is reduced. The two quantities Mb and N are
not independent as they are connected by Eq.(5.20). One would expect N → 1 as
Mb → 0. In order to find their exact relation at small Mb, we solved (5.20) numerically.
In the lower panel of Fig.5.10, we plot log(1/N − 1) as a function of log(Mb) for several
γ and at a rather low temperature T = 5 × 10−5 (which we believe is small enough to
give indistinguishable results as T = 0 case). It is clear that the relation between these
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Figure 5.10: Upper panel: The first five solutions to the linearized gap equation at finite
temperature and zero boson mass for γ > 1. These plots shows how the eigenvalues N
for different solution evolves with temperature. For convenience of illustration, we plot
log(1/N − 1) in the vertical axis and log(T ) on the horizontal axis. For comparison we
also show T γ−1 as the dashed line. It is then clear that (5.27) is verified. This scaling
relation is a direct evidence that as long as T > 0, 1 − N remains positive thus N is
always smaller than 1. Namely, there is no solution to the linearized gap equation with
N = 1 at T > 0. Lower panel: Numerical evidence of the relation between N and Mb
at small Mb obtained by solving Eq.(5.20) at a very small T = 5× 10−5. It is clear that
log(1/N − 1) depends on log(Mb) linearly, and the slope perfectly matches γ − 1 which
is indicated by the fitting lines. Consequently we have verified the scaling relation in
(5.28).
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two is linear, regardless of γ. In fact, by fitting the data, we find
1
N
− 1 = bγMγ−1b (5.28)
where bγ = bγ,n is some γ-dependent constant which also depends on n (from the
numerics we have bγ,0 < bγ,1 < bγ,2 < ...).
To understand how the solution behaves at Mb = 0, we investigate the equation with


















((ωm − ωn)2 +M2b )γ/2
(5.29)
The first integral in the l.h.s. is finite and can be carried out explicitly. In the region
where Mb  ωn, it gives 1/Mγ−1b scaling. Combining this fact with (5.28) and noticing
that the second integral in the l.h.s. is regular at small Mb, we arrive at a new gap















This new equation enlarges the solution space of Eq.(5.4) by introducing the bγ term.
Indeed by taking bγ = 0 one reproduces Eq.(5.4) with N = 1. We know from above
that at bγ = 0 the solution behaves like D(ωm) = C1 + C2ω
γ−2
m at ωm  1, which is
confirmed by the exact solution we find for γ = 2. It is then natural to question the
existence of a solution for bγ > 0, and if it exists how it behaves with ωm. It’s worth
noting that we will be seeking for solutions ∆(ωm) which are continuous for all ωm. In
the case of γ < 1, although we can find a ∆(ωm) ∼ ωγ−1m (at ωm  1) which satisfies
(5.4) with N = 1, this solution is non-physical since it’s discontinuous at ωm = 0.
Eq.(5.30) with a generic bγ is difficult to solve so that one has to rely on numerics.
But before that we notice some informative results can already be obtained by approxi-
mating Eq.(5.30) with a differential equation, and the latter is more friendly to solve. To
this end, one needs to first substitute
∫








m ) into Eq.(5.30) and then differentiate both side with respective to ωn.
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The differential equation obtained this way is

















where x = ωγn, D̄(x) = D(x)x2/γ and b̃γ = bγ
√
πΓ[(γ−1)/2]
2Γ(γ/2) . Normally two boundary
conditions are needed for this second order equation. In our current situation, the
overall magnitude of D(ωn) is not fixed, and we only demand that the solution behaves
like D(ωn) ∼ 1/ωγ+2n [or equivalently D̄(x) ∼ 1/x] at large frequency.












(2 + γ)2(2− γ)
(5.32)
At x  1 the function 2F1
(






becomes a constant, and therefore
D̄(x) scales as C1x
2/γ + C2x[namely D(ωn) = C1 + C2ω
γ−2
n ] which is fully consistent
with our previous analysis using local series expansion. One of the coefficients C1 and
C2 is determined by the boundary conditions at large frequency. To see this we notice
that in the limit of x→∞, 2F1
(







2/γ + α2/x. By properly
choosing C2, we can eliminate the x
2/γ term in D̄(x) and therefore D̄(x) ∼ 1/x at
large x. In the general case with a nonzero bγ in Eq.(5.31), it is more involved to
write down an analytical expression of the solution, but still one can numerically solve
this equation with proper boundary condition. In Fig.5.11 we show typical solutions
for γ = 1.8 and γ = 2.5 with several different bγ . We clearly see that at ωm  1 the
solution still maintains the form D(ωm) = C1 +C2ω
γ−2
m regardless of bγ , but the relative
value between C1 and C2 indeed changes with bγ . At some critical values b
∗
γ,n where
n = 0, 1, 2, ..., C2 vanishes and thus D(ωm) saturates to constant value as ωm → 0.
Moreover, C2 changes sign once bγ crosses these critical values. For γ < 2 the sign
changing behavior of the coefficient C2 also means the sign changing in D(ωn) since
ωγ−2n is the largest term at ωn  1.
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Figure 5.11: Solutions to Eq.(5.31) with b̃γ > 0 for γ < 2 and γ > 2. At ωm  1 we
clearly see D(ωm) = C1 + C2ω
γ−2
m . The relative value of C1 and C2 is determined by
the boundary condition that D(ωm) ∼ 1/ωγ+2m at ωm  1 and is therefore dependent




m term in D(ωm) vanishes and D(ωm → 0)
saturates to constant. From the plots we can extract the first critical value(b̃∗γ,0 = 0.638
for γ = 1.8 and b̃∗γ,0 = 0.71 for γ = 2.5), around which C2 changes sign.
The same behavior of the solution D(ωm) (at small and large ωm) and the existence
of critical values for the parameter bγ , can be seen from solving Eq.(5.30) directly. To
be precise, we apply numerical iteration to solve (5.30) and find there exists a set of
critical values bγ,n at whichD(ωm) saturates to a constant at ωm  1. This is completely
parallel with the features observed using differential equation, except that the values
bγ,n are slightly different from b
∗
γ,n introduced previously. In fact, the solutions with
bγ = bγ,n are exactly the same ones obtained by solving Eq.(5.20) with a vanishingly
small Mb. This is because Eq.(5.30) generalizes Eq.(5.20) and enlarges its solution
space. In Fig.5.12(a) we show a comparison between two solutions obtained from these
two equations at a particular γ = 2. The red dashed curve is obtained from solving
(5.30) using iteration at it’s first critical value bγ,n=0 = 0.56, while the green curve is the
first eigenfunction from diagonalizing (5.20). We clearly see there is a good agreement.
The critical values bγ,n from both equations should also be consistent. Indeed by using
the data in Fig.?? to fit (5.28) we obtain bγ ≈ 0.6, which is very close bγ,n=0 = 0.56.
When inputting a smaller T in (5.20), these two values will be even closer.
For bγ other than those critical values, it’s hard to provide a rigorous proof whether
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Figure 5.12: (a) Comparison between the solution from the generalized integral equation
(5.30) with bγ at its first critical value bγ,n=0 = 0.56, and the original linearized equation
(5.20) with a small Mb. These two solutions coinciding with each other confirms the
consistency between (5.20) and (5.30) with bγ = bγ,n. It is also clear that D(ωm)
saturates to some constant at small ωm. (b) Solutions of Eq.(5.30) for γ = 2.5. For a
generic bγ , D(ωm) = C1 + C2ω
γ−2
m at small ωm. This is confirmed from the blue curve
which shows linear dependence on ωγ−2m at small ωm. While at the critical values bγ,n
(we show n = 0 case here and bγ,n=0 = 0.81), the ω
γ−2
m scaling disappears and D(ωm)
saturates to some constant, as can be seen from the red dashed curve.
numerical evidence. First we notice for all γ > 1 the solution is stable against iteration
at bγ = bγ,n when D(ωm) is finite at small ωm. Then for γ > 2 we use the same
method to study the equation with arbitrary bγ ≥ 0 and also find stable, convergent
solution which behaves as D(ωm) = C1 + C2ω
γ−2
m at small ωm (See Fig.5.12(b) where
we plot the solution against ωγ−2m for bγ = 0 and bγ = 0.81, its first critical value). Note
this form is also finite at small ωm and it is consistent with the results from analyzing
(5.31), the differential equation. As for the case when γ < 2, iteration is not stable
for arbitrary bγ 6= bγ,n, but becomes increasingly stable when bγ approaches the critical
values bγ,n. We argue that for γ < 2 the solution also exists and still behaves like
D(ωm) = C1 + C2ω
γ−2
m , which diverges at ωm = 0. It is this zero point divergence that
destabilizes numerical iteration. Therefore, like the case of the differential equation
(5.31), there also exists a solution to the full, generalized equation (5.30) for any bγ ≥ 0.
In Fig.5.13 we come up with a phase diagram at T = 0 and N = 1 based on the
above arguments. The solution of the generalized gap equation (5.30) exists for bγ ≥ 0,
γ > 1, which forms a continuum in the bγ-γ plane. For a given γ, the solution behaves
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Figure 5.13: Phase diagram of odd-frequency pairing in the bγ-γ plane for N = 1,
γ > 1 and T = 0. Although we don’t have solutions to the nonlinear gap equation at
N = 1 and T > 0, we do have solutions to the linearized equation (5.30) at T = 0.
The solutions form a continuum in the plane. At an infinite set of critical curves, the
solutions coincide with the eigenfunctions obtained from (5.20), in T → 0 and Mb → 0
limit. The continuum of these solutions will collapse to the critical curves once we keep
a finite mass term in the l.h.s. of (5.30).
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like D(ωm) = C1 +C2ω
γ−2
m (for γ = 2 it reduces to D(ωm) = C1 +C2 log(ωm)) at small
ωm, and the relative value between C1 and C2 changes with bγ . At a set of critical
values bγ,n where n = 0, 1, 2, ...(shown as the critical curves in Fig.5.13), the factor C2
vanishes and D(ωm) becomes a constant at ωm  1. Another interesting feature is
C2 changes sign once bγ crosses its critical value. Therefore, in the case of 1 < γ ≤ 2
where ωγ−2m diverges at ωm = 0, D(ωm) acquires one sign changes when bγ crosses bγ,n,
and for bγ,n < bγ ≤ bγ,n+1, it has n sign changes for ωm > 0. The critical value bγ,n
coincides with the one obtained using the n-th solution of (5.20) to fit the relation
1/N −1 = bγ,nMγ−1b , in the limit of T → 0 and Mb → 0. In fact, at these critical values
the solution obtain from (5.30) are the same with the n-th eigenfunction from (5.20),
if we take the limit T → 0 and Mb → 0 in the latter equation. From this perspective,
(5.30) generalizes (5.20) by enlarging the solution space. One should also note that this
property is unique only when we take Mb → 0 when deriving (5.30). For example, if we
keep a finite mass term in the l.h.s. of (5.30), the continuum in the phase diagram will
collapse to the critical curves.
Chapter 6
Fluctuations in superconductivity
near a quantum critical point
The γ-model that we have been studying unveils the interplay between superconducting
order and the non-Fermi liquid tendency in an itinerant system close to a QCP. In
deriving the two coupled Eliashberg equations in Chapter 2, we explicitly see these
two equations are essentially the mean field equations which fails to include fluctuation
effects. As depicted in Figure 6.1, the SC order parameter ∆ = |∆|eθ can fluctuate
through its modulus |∆| as well as its phase θ. The former often involves large energy
exchange with external field and is dubbed as Higgs mode. In this paper we are more
concerned about the low energy phase fluctuation mode, which will eventually restore
the U(1) symmetry and destroy SC.
To understand stability of SC state at finite temperature, one may need to go be-
yond the Eliashberg type theory and study the effect of fluctuation inside SC order for
quantum critical systems. The SC can be understood in the context of Anderson-Higgs
mechanism [121] which describing spontaneous breaking of U(1) symmetry. Before sym-
metry breaking, a complex fermion with double degrees of freedom is coupled to the
U(1) gauge field. Upon symmetry breaking, the mass of one fermionic degree of freedom
is eaten by the gauge field that gives rise to a massive gauge field with a finite mass
ρs and a massless Goldstone mode. The remaining massive fermionic degree of free-

















Figure 6.1: Fluctuations of superconductivity ground state. The complex order param-
eter Ξ acquires a fixed phase θ in SC state and breaks U(1) symmetry. However if low
energy phase fluctuation is strong, the U(1) symmetry can be restored and supercon-
ductivity is destroyed.
The mass term ρs serves as a benchmark of a SC phase in at least two ways. First,
because the gauge field acquires a finite mass upon symmetry breaking, the magnetic
field B decays rapidly in space and vanishes after a finite distance λ ∝ 1/√ρs which is
the Meissner effect in SC phase. The mass term also appears in the London equation
for current response, J = ρsA
⊥ where A⊥ is the transverse component of the vector
field which is gauge invariant. This explains the dissipationless current of a SC phase.
However, strong enough fluctuations reduce the ρs and can eventually restore U(1)
symmetry. For low energy excitations, the massless phase fluctuations dominate over
amplitude fluctuations. In static and long wavelength limit, the phase part of action is
also related to ρs via Sθ ∝
∫
drρs(∇θ)2. So this ρs is also referred as phase stiffness
of a superconductor. Evaluations of the phase fluctuations are mostly based on BCS
model in previous studies and how ρs changes with temperature in SC near a QCP is
still not fully understood. Below we will first obtain an expression for ρs from gauge
transformation method, and we will use that to examine phase fluctuations in γ-model.
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6.1 Phase stiffness: derivation
In Sec.2.2.1 it is shown that the Eliashberg equations are essentially the saddle point
equations for the action (2.13) which fails to include fluctuation effects. Put it explicitly,
we defined Φ(k) as the special version of a generalized pairing vertex Ξ(q, k) when
assuming no fluctuation at q = 0. In order to include fluctuations, we allow for a small
deviation from the saddle point, and in this case q could become finite. The fluctuation
of superconductivity can be examined by looking into the pairing vertex Ξ(q, k), and the
corresponding action is given in (2.15). It includes both the modulus fluctuation and
the phase fluctuation. The former is Higgs mode and to observe it one needs to apply
Terra Hz technique to shake the whole ground state, therefore it is not of our interest
here. The latter tends to restore U(1) symmetry and induces a Goldstone mode which
dominates for low energy fluctuations. The phase fluctuation encoded in (2.15) can be
extracted by means of local gauge transformation of fermionic fields. To this end we
write the off-diagonal term in (2.13) in real space
∑





dr|Ξ̃(r, 0)|eiθ(r)ψ̄↑(r)ψ̄↓(r), where we have present the phase factor θ(r) explicitly and
r = (r, τ). Ξ̃ is the Fourier transform of Ξ(q, k). For s-wave superconductivity that we
consider here, the gap function is isotropic on Fermi surface and does not depend on
angle so we can safely ignore the k dependence of Ξ. The gap function does depend
on Matsubara frequency ikn, however at lowest frequencies we can approximate it as
a constant. Consequently the Fourier transform of this component results in a delta
function and this off-diagonal term becomes local in real space. This locality eases the
way of a local gauge transformation of the fermion fields ψ̄↑(r) → ψ̄↑(r)e−iθ(r)/2 and
ψ̄↓(r) → ψ̄↓(r)e−iθ(r)/2 that can cancel out the phase factor from Ξ̃(r, 0). Under this
specific choice of gauge the off-diagonal terms do not contain phase θ(r) anymore, and
one can directly read the phase part action from diagonal terms in (2.13).












that eliminates the phase in off-diagonal term in (2.13) also induces a change in the
diagonal term, S → S+S′(In principle the action for the fermion field is gauge invariant,
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and this change in diagonal term is compensated by the corresponding change in the
U(1) gauge field A and φ. We don’t introduce gauge field here because we are interested
in separating out the phase part in the action). The additional action S′ acquired in
the diagonal term of (2.13) is easily obtained by first Fourier transforming to real space






























q · (k − k′ − q)
8m















∇ and m is electron mass. In S′ we neglect the contribution arising from
the self energy term, because of two reasons. First we consider small fluctuations near
saddle point, therefore, self energy Σ(k) is almost a constant with respect to momentum
k. Second indeed the frequency dependence of Σ also gives rise to frequency component
of the action for the phase θ(r), however this frequency component is irrelevant to
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where the last term contains information of phase fluctuations and vanishes when taking
q = 0. When no fluctuations are present, this action is reduced to the one in (2.16).
For small fluctuations around saddle point which we consider here, both the self energy
Σ and the pairing vertex Ξ (in mean field level, Φ) take their saddle point value, which
can be obtained from Eliashberg equations. Under this approximation the matrix Ĝ
takes its mean field form
Ĝ0 =
1




iωn + ξk + iΣ(ωn) Φ(ωn)
Φ(ωn) iωn − ξk + iΣ(ωn)
)
(6.6)
where Σ(kn) and Φ(kn) are the solutions of Eq.(2.25)
1. In this way the phase part can
be separated out straightforwardly. Up to Gaussian level, we only need Tr(Ĝ0Θ̂) +
1
2 Tr(Ĝ








2 − 2Baq (iΩm)qa + Cabq qaqb
)
θ(q)θ(−q) (6.7)






































and the index a and b are for spacial dimension. This expression has been obtained
in Ref.[122] The difference between our results and the previous ones is encoded in Ĝ0
1We need to be careful here, because the mean field solutions we are seeking here should be the full
solutions, i.e. the ones including thermal fluctuations. In (2.25) the thermal piece m = n term has been
excluded.
148
through Σ(ωn) and Φ(ωn) which differ from their counterparts in conventional BCS
model. Note that in the first term of Cabq the trace result is nothing but fermion
density n (including spin) of the system. By taking the static, long wavelength limit,
































where the n is electron density including spin degeneracy and m is electron mass. In
2D system one can also express n/m using Fermi energy: n/m = EF /π. The trace
operator includes integration over frequency and momentum, and also the matrix trace
in spin space. The matrix Green’s function Ĝ0 has saddle point solutions as its entries,
Ĝ0(k, iωn) =
1
Σ̃(ωn)2 + ξ2k + Φ(ωn)
2
×(
iΣ̃(ωn) + ξk Φ(ωn)
Φ(ωn) iΣ̃(ωn)− ξk
) (6.11)
Therefore, one has to solve the mean field equation (2.25) first before calculating ρs.
Although we obtain the the phase stiffness from writing the phase only action ex-
plicitly, it can also be obtained from electromagnetic response theory, and the two terms
in Eq. (6.10) corresponds to diamagnetic and paramagnetic components of electric cur-
rent. The paramagnetic contribution is nothing but a current-current correlation bubble
ΠJJ(iΩm, q) shown in Figure 6.2 This bubble is non analytic at q = 0. Its value de-
pends on specific ways to approach q = 0, either by taking Ωm = 0 first and then take
q → 0 or by taking q = 0 first and then take Ωm → 0. This non-analyticity arises from




0(k, iωn) becomes a non















Figure 6.2: Paramagnetic contribution to ρs(T ), which is a current-current correlation
bubble evaluated in SC state. The double line represents a matrix form of Green’s
function written in Nambu basis, see Eq. (6.6), while the black dots represent current
vertices.
momentum limit. As a result ΠJJ(0, 0) takes different value when we change the order
of integration for frequency and momentum. Thus a conventional safe way is to keep q
finite and do frequency summation first, after this we take q → 0 limit and integrate
over momentum. We show this procedure explicitly in the following BCS case where
frequency summation is feasible. For cases other than BCS model, when self energy and
pairing vertex are all frequency dependent, it’s not possible to obtain frequency summa-
tion analytically. However, one can prove that this non analyticity can be resolved by
incorporating the diamagnetic contribution via longitudinal sum rule, which expresses


















The subscript Φ = 0 means that there is no pairing vertex in the Green’s function
and Ĝ0Φ=0 reduces to normal Green’s function. This directly indicates that at T = Tp
diamagnetic and paramagnetic components cancel each other and as we must have
ρs(Tp) = 0 as expected. Substituting Eq. (6.12) into Eq. (6.10) we end up with two terms
in the integral. It is easy to see the integral over the sum of these two terms becomes
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absolutely convergent and hence regular, since the logarithmic divergence has been
removed by certain cancellation between the two terms at large frequency or momentum.












where Σ̃(ωn) = ωn + Σ(ωn) and Φ(ωn) are solutions to the mean field Eliashberg equa-
tions (2.25), but with m = n term included.
6.2 Results and analysis
In this section we show the numerical results for the temperature evolution of ρs. Be-
fore considering pairing in quantum critical systems, we first apply our analysis to the
conventional BCS model and calculate ρs based on formulas derived in previous sec-
tion. The purpose has two fold. On one hand, we can verify the consistency between
Eq. (6.10) and Eq. (6.13). On the other hand, the conventional BCS result for ρs can
serve as a contrast to the unconventional behavior of ρs in quantum critical systems.
6.2.1 BCS limit
In this subsection we show our calculation of ρs(T ) based on BCS model, in which
Φ(ωn) = ∆ and Σ̃(ωn) = ωn, i.e. without the effect of non-Fermi liquid correction.
Although the phase stiffness for BCS model is well documented [114], we provide the
calculation here as a contrast to the case in quantum critical systems, and by doing
this we also show the consistency between Eq. (6.10) and Eq. (6.13). Starting from
Eq. (6.10), the Matsubara summation can then be performed, and when the q → 0
limit is taken, we have Method I for obtained the stiffness









eβEk + e−βEk + 2
)
, (6.14)
where E2k = ξ
2
k +∆
2 and ωD is energy cutoff which we approximately take to infinity for





0. Then there is only diamagnetic contribution and ρs(T → 0) = n/(4m) = EF /(4π).
151

















(T) in units of n/m, from (9)
s
(T) in units of n/m, from (10)
Method I
Method II
Figure 6.3: Superconducting gap ∆(T ) and phase stiffness ρs(T ) as a function of T ,
obtained from BCS model. The red and green crosses are obtained from (6.14) and (6.15)
respectively, and they coincide as expected. In zero temperature limit, ρs saturates to
EF /(4π).






to obtain ∆(T ) as a function of temperature T , from
which ∆0 = ∆(T = 0) and the transition temperature Tc can be obtained. In practice
we fix the value of gν, the product of the coupling constant g and the density of states
around Fermi surface ν, while searching for ∆ at a given T that satisfies the equation.
After obtaining ∆(T ) the stiffness is calculated using Eq. (6.14). As a comparison we
also start from Eq. (6.13) to do calculation. In BCS model, Eq. (6.13) gets modified
into










Again once we solve ∆(T ) from the nonlinear equation ρs(T ) can be obtained. In













= 1 as expected. In Figure 6.3 we show
the numerical results obtained both way. Clearly the two approaches to evaluating
stiffness yield exactly the same results. At low temperatures, ρs(T ) saturates to n/m.
As temperature increases, ρs(T ) decreases monotonically and vanishes at T = Tc as
expected.
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6.2.2 Quantum critical systems
For superconductivity in quantum critical systems the dynamic structure of the self
energy and the pairing vertex has to be retained, and this very fact impedes the possi-
bility of carrying out the Matsubara summation analytically. We therefore implement
the frequency summation numerically, based on Eq. (6.13). Before doing this, we obtain
the mean field values for the pairing vertex Φ(ωn) and self energy Σ̃(ωn), by solving the
saddle point equation Eq. (2.25). As is mentioned in the previous section, in γ model,
both Φ(ωn) and Σ̃(ωn) contain contribution from V (0) which is divergent at a QCP but
becomes finite when the system is moved away from a QCP. This piece can be treated
as thermal fluctuation and thus can be extracted by introducing a new set of quanti-
ties Φ∗(ωn) and Σ̃
∗(ωn). The equation for Φ
∗(ωn) and Σ̃
∗(ωn) are similar with (2.25)
but without ωn = ωm term in the summation. The transformation {Σ̃,Φ} → {Σ̃∗,Φ∗}
leaves the ratio Φ/Σ̃ invariant. As a result the gap function ∆(ωn) = ωnΦ(ωn)/Σ̃(ωn)
is immune to V (0). Using this fact and introducing the inverse quasiparticle residue














This expression differs from (6.15) in two aspects. First, the gap function ∆(ωn) now
depends on frequencies. Second, the appearance of Z(ωn) which incorporates strong
thermal fluctuations renders a drastic deviation from the conventional BCS results.




1 + πTV (0)√
Σ̃∗(ωn)2 + Φ∗(ωn)2
 (6.17)
A knowledge on the temperature dependence on V (0) is also important for under-
standing the temperature evolution of physical quantities that depend on V (0). To this
end, we use the 2D Ising nematic quantum criticality as an example. It is found that in
this case the finite T nematic order fluctuation mediated interaction takes the form[40]





where C and κ are dimensionful constants. From this one can immediately check by
integration over momentum that V (0) ∝ 1/T 1/2. Indeed taking this form V (0) diverges
in zero temperature limit, signaling the closeness to a QCP. To generalize, we model
the temperature dependence as




We introduce dimensionless λ to describe its strength and α which falls into the range
0 < α < 1 in order to satisfies (i) V (0) diverges upon approaching a QCP from finite
temperature, and (ii) πTV (0) is still small compared to EF . As is true for γ, we
anticipate different pairing systems correspond to different α, for instance α = 1/2
in the Ising nematic case. However how the correspondence is set up requires more
involved work on particular thermodynamic susceptibilities and is beyond the scope of
this paper. The Eliashberg small parameter now scales with temperature as T 1−α, and
it’s small at smallest temperatures. Under the scaling assumption (6.19), the combined
factor πTV (0) = λπḡαT 1−α serves as a source of thermal fluctuation and takes its
largest value at the largest temperature of our interest – Tp, and becomes vanishingly
small at zero temperature limit. The strength of the thermal fluctuation is determined
by the λ defined in (6.19).
At finite temperature, SC stiffness becomes dependent on the strength πTV (0) with
V (0) given in (6.19), where we introduced two dimensionless parameters λ and α. λ
describes how strong the thermal fluctuation is, and α controls the scaling behavior
which is different for different pairing system. And in order to validate the Eliashberg
theory at lowest temperature, we require that 0 < α < 1. As a first example, we show
our results in Figure 6.4 for the case of a 2D Ising nematic QCP, which corresponds to
γ = 1/3 and α = 1/2.
In the case of weak thermal fluctuations(λ = 1), ρs(T ) shows a non monotonic de-
pendence on T : It first increases with T , reaches a maximum and then decays and
vanishes at Tp. The reason why ρs(T ) first increases in this case is because quantum
fluctuation which peaks at T = 0 becomes weaker as T increases. Although thermal
fluctuations increases with T , it’s still small in this temperature range. As a result






































Figure 6.4: Temperature evolution of SC stiffness ρs(T ) near a 2D Ising nematic QCP
(γ = 1/3 and α = 1/2) for different thermal strength λ. ρs(T ) non monotonic on
T at small λ but becomes monotonically decaying at larger T . Despite of different
λ, ρs vanishes at around T = Tp ≈ 7ḡ. For comparison we also plot the results by
intentionally taking Z(ωn) = 1 in our calculation, which is almost identical to the BCS
result in Figure 6.3.
increases. The decaying of ρs(T ) at larger T is simply due to the strong thermal fluctu-
ations. For comparison, we also obtain ρs(T ) with NFL effects intentionally taken out,
by taking Z(ωn) = 1 in our calculation, see the gray triangles in Figure 6.4. It almost
coincides with the conventional BCS result we shown in Figure 6.3.
In Figure 6.5 we show more results for various γ, α and λ. For γ < 2, ρs(T ) all shows
non monotonic dependence on T in weak thermal strength (small λ), and this behavior
changes into monotonic decreasing at larger λ. In the special case when γ = 2, the non
monotonic behavior exists for all λ and α, as a consequence of the fact that ρs vanishes
at both T = 0 and T = Tp. At a given temperature, ρs decreases with increasing λ
and α, which is totally expected since larger λ means larger thermal fluctuation, and
larger α means the thermal fluctuation piece πTV (0) = λπḡT 1−α is larger for T < ḡ.





































































































Figure 6.5: Temperature evolution of SC phase stiffness ρs(T ) (in units of EF /(4π)) for
γ = 0.5, 1.3 and 2 and for various α and λ. In zero temperature limit ρs(T = 0) is
vanishingly small measured in EF . At finite temperatures, ρs decreases with increasing
λ and α. For γ < 2 the non monotonic behavior of ρs(T ) is seen for weak thermal
strength (small λ) and its transition to monotonically decaying at larger λ is also clear.
At the special case γ = 2, because ρs vanishes at T = 0, the curve ρs(T ) always remains
non monotonic.









To reveal the full picture of how an underlying QCP affects the SC above it, we
introduce a new tuning parameter in V (0) to model the distance away from a QCP at
T = 0, and modify (6.19) as
V (0) =
λḡα
(δ|h− hc|+ T )α
(6.21)
where h = hc is the location of a QCP and δ is small parameter. We take |h − hc|
to be small, and assume with this condition the nonzero frequency transfer effective
interaction V (Ωm 6= 0) still takes its form ḡγ/|Ωm|γ . In Figure 6.6 we present the
results of ρs close to a QCP for the cases of γ = 0.3 and γ = 5, which correspond
to 2D Ising nematic QCP and 2D antiferromagnetic QCP respectively. To control the
difference, we take λ = 20 and α = 0.5 in both cases. It is clear that for both situation
ρs(T ) is monotonic decreasing with T for any given h. As for a given T close to zero,
ρs is smallest at h = hc, this indicates that a closeness to a QCP tends to reduce ρs.
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γ = 0.5, Tp /ḡ = 0.8



















γ = 0.3, Tp /ḡ = 7
(a) (b)
Figure 6.6: SC phase stiffness ρs (in units of
EF
4π ) as a function of T and the tuning
parameter h near a (a) Ising nematic QCP and (b) Antiferromagnetic QCP. The black
dots denote the position of a QCP where h = hc. Here we take λ = 20 and α = 0.5 in
both cases.
This reduction would not exist if we take Z(ωn) = 1 in calculation. The large region
of small ρs(T ) shows in Figure 6.6 implies the possibility of pseudogap physics in γ
model. Once there is strong phase fluctuations and the U(1) symmetry is restored, SC
is destroyed even though the modulus |∆| is still finite. This finite gap is still present in
spectral function and thus is observable. Our results show that this pseudogap physics
is a direct result of the NFL impact on SC. It would not arise if we intentionally exclude
the NFL correction to the fermion energy, and in that case the system behaves like a
conventional BCS superconductor. This special interplay between SC state and NFL
tendency is thus a unique feature of the presence of QCP in an itinerant fermion system.
Chapter 7
Conclusion and outlook
We studied the pairing problem in a system where fermions interact with each other
by exchanging a collective bosonic fluctuation mode, which occurs when a Fermi liquid
ground state is close to some QCP. The same interaction that gives rise to superconduc-
tivity, also leads to non-Fermi liquid behavior, if there is no superconductivity setting
in. But in reality, the two tendencies, or the two fates for fermions, are competitive with
each other. Superconductivity is about physics on Fermi surface, and it needs fermions,
which are quasiparticles in the system, to form Cooper pairs in order to condensate,
but non-Fermi liquid tendency diminish fermion coherence and thus is detrimental to
the developing of superconducting long range order.
To address the interplay between superconductivity and non-Fermi liquid, we intro-
duce a general pairing model, in which the pairing interaction on Fermi surface, after
momentum average, takes a simpling form: V (Ωm) = ḡ
γ/|Ωm|γ , where ḡ is an effective
coupling constant, and γ > 0 is a dynamical exponent. We have seen in Chapter 2 that a
lot of pairing models near a QCP can be mapped into this model, thus a thorough study
on this model may reveal the unusual and complex phases that has been observed in cor-
related electronic materials such as heavy fermion compounds, Copper based and iron
based high Tc superconductors etc. Given this particular fermion interaction, a natural
questions arises: in the competition between superconductivity and non-Fermi liquid,
which one is the winner? We adopt an approximated methods that Eliashberg first
used in his study on phonon-mediated superconductivity. In this approximation, one
neglects the vertex correction when evaluating fermion self energy. In phonon-mediated
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systems, the approximation is validated via a small parameter λ = ωD/EF ≈
√
m/M
where m is electron mass and M is ion mass. However for γ model, one should be careful
because the justification of Eliashberg theory is case by case. For strong coupling limit
of phonon-mediated interaction, λ = ḡ2/(ωDEF ), and we are in the limit of ωD → 0
but ωDEF is still large. For pairing at a nematic QCP, λ = ḡ/EF . And for pairing
in spin-fermion model, λ = 1/ where N is the number of hot spots. In most cases, as
long as the Fermi energy EF is the largest, we can make use of Eliashberg approxima-
tion. Bases on this, we derived two coupling Eliashberg equations for the pairing vertex
Φ(ωm) and fermion self energy Σ(ωm). Properties of this pairing model can be seen by
solving these equations and as a conclusion, we plot the phase diagram of γ-model in
Figure 7.1
We solve the gap equation on Matsubara axis Chapter 2, and obtain the pairing
temperature Tp, the gap amplitude ∆0 and their ratio. In the limit of γ → 0, the inter-
action becomes a constant, just like that in a BCS model. But because the interaction
extends to infinite frequency in γ-model, we find both Tp and ∆0 diverges in the limit
γ → 0. Thus the Tp curve in Figure 7.1 goes to infinity as γ → 0. However, we they
diverges in exactly the same manner, such that their ratio 2∆0/Tp remains the BCS
value. For larger γ, we find Tp gradually decrease with increasing γ, and saturates to
ḡ/(2π) when γ → ∞. This is different from BCS theory, in which the pairing temper-
ature is Tp ∼ e1/ḡ. At γ → 3, we find ∆0 diverges. As a result, the ratio 2∆0/Tp is a
monotonically increasing function of γ.
In Chapter 3, we present an interesting point about pairing at a QCP. We find,
by using an extended model with a large N factor, that when the pairing equation on
Matsubara axis is dominated by the first two frequencies ±πT , the spectral properties
along real frequency axis is a function of ω/T . This ω/T scaling means the characteristic
frequency in density of states N(ω), increases linearly in T . This is the very reason
behind the ‘gap filling’ behavior observed in many cuprates. The ‘gap filling’ behavior
is the phenomenon that when T increases, the peak position in N(ω) also increase, and
so does the weight at N(ω = 0). Namely, when T increases, we observe the weight in
N(ω) fills in the middle. This is in contrast to the conventional BCS materials, where
what we observe is the opposite: as T increase the peak position in N(ω) moves towards



















Figure 7.1: Right panel: The phase diagram of the γ model for a generic γ < 2 at
a finite T and vanishing ωD. For any γ < 2, the true SC transition temperature Tc
is finite, but is smaller than the onset temperature for the paring, Tp. In between Tc
and Tp, the system displays a pseudogap behavior. There are two distinct behaviors
in the pseudogap regime: close to Tp, the spectral function and the DoS display gap
filling behavior, while close to Tc, the behavior becomes more conventional and the gap
frequency shifts to a smaller value as T increases. Left panel: The phase diagram of
the γ model for γ = 2 in variables (T/ḡ, ωD/ḡ), where ωD is the mass of a pairing
boson. Tp is the onset temperature of the pairing, and Tc is the actual superconducting
transition temperature, below which the system establishes phase coherence. In between
the system displays pseudogap behavior, in which fermionic pairs are formed, but there
is no macroscopic phase coherence. The dashed line separates the two regimes within the
pseudogap phase – the one at higher T , where the system behavior is chiefly determined
by fermions with the two lowest Matsubara frequencies ±πT , and the one at lower T ,
when fermions with all Matsubara frequencies contribute to the pairing. In these two
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Figure 7.2: The temperature evolution of the DoS N(ω). For γ < 2 (upper panel) there
is a SC order at T < Tc. In this regime and in the pseudogap state at T ≥ Tc, the
temperature variation ofN(ω) resembles that in a conventional BCS superconductor, i.e.
when T increases, the position of the maximum in N(ω) moves to a smaller frequency.
At larger T within the pseudogap phase, N(ω) displays gap filling behavior when the
peak position increases with increasing T and N(ω = 0) increases towards its normal
state value. For γ = 2 (lower panel), Tc = 0, but the two different regimes of pseudogap
behavior are present.
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called ‘gap closing’ because as T increases the gap in N(ω) gradually closes. Back in
the original case when N = 1, we do observe two distinct behaviors in the temperature
evolution of N(ω), and a crossover between these two, see the Dashed line in Figure 7.1.
At higher T , where the first two frequencies π±T are still in dominant in gap equations,
we have ‘gap filling’ behavior; while at lower T when all frequencies contribute to the
gap equation equally, the system behaves like a conventional BCS superconductor with
‘gap closing’. For details on the distinction between these two behaviors, see Figure 7.2.
In Chapter 4 we come to a more interesting aspect of the gap equations of pairing at
a QCP. We find unlike conventional BCS gap equation, there exists an infinite number of
solutions ∆n(ωm) to our gap equations in γ-model. These multiple solutions correspond
to different local minima of the total free energy, and has their unique pairing temper-
ature Tp,n. We find the gap amplitudes and Tp,n decays with n in an exponential way.
Moreover, the gap structure ∆n(ωm) are also different. By analyzing the linearized gap
equations at T = 0 and finite T , we find ∆n(ωm) changes sign n times for ωm ∈ (0,∞).
The sign preserving n = 0 solution is the one with the largest pairing temperature Tp,0.
If we move the system away from a QCP, we will see the solutions disappear one by
one, and at some point, there is only one solution left, like in BCS theory. For γ > 1,
we analytically continue the solution from the Matsubara axis to the whole upper half
frequency plane. The position where ∆(z) = 0 is a nodal point for the gap function,
or a vortex point for the gap phase η(z), defined as ∆(z) = |∆(z)|eiη(z). We find, for a
solution ∆n, in addition to n vortices on Matsubara axis, there are other vortices in the
upper half plane. The number of these additional vortices, are likely to be independent
to n, but increases as γ increases, and become infinite in the limit γ → 2. The presence
of these vortices means if we go along real frequency axis, the phase η(ω) with accumu-





(ω) oscillates. The case γ = 2 is of particular interest. Physically it corre-
sponds to the strong coupling limit of phonon-mediated pairing system. We find in this
situation, the discrete set of solutions become continuous, described be a factor ξ ≥ 0.
All the solutions with finite n now collapse into ξ = 0, which means ∆n with finite n
now become the same. The density of states N(ω) in this case is just a collection of
delta functions. The existence of a continuous solutions opens up a phase fluctuation
channel. Near the solution bottom when ξ → 0, superconducting phase can fluctuates
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around different solutions without costing extra energy. As a result, the phase stiffness
scales as ωD and vanishes if ωD → 0. A system with a finite mean field solution ∆ but
vanishing phase stiffness is in the pseudogap regime.
In Chapter 5 we discussed the odd frequency solutions (∆(−ωm) = −∆(ωm)) to the
gap equation in γ-model. Previous studies on odd frequency pairing focused on building
heterostructure using superconductor and ferromagnet, or similar setup, and they find
in the interface there could be odd frequency pairing. We find, for pairing at a QCP, the
odd frequency pairing can also exist. We find such solutions for γ < 1 and N < 1. The
gap function at small frequencies, scales as ∆(ωm) ∼ ωam with a < 1, and is larger than
ωm. The implication out of this is there is no zero bias peak in the measured density
of states. This is different from previous findings using S/F heterostructure, where
people using zero bias peak to identify odd frequency pairing. In the last Chapter 6,
we study the phase fluctuation in γ-model. We derived the expression for calculating
phase stiffness ρs(T ), and use it to evaluate its temperature evolution.
The study of superconductivity in correlated systems has been a hot area in con-
densed matter community for years, yet still there are many interesting things to be
discovered. γ-model provides a simplified way to explain unusual behaviors of supercon-
ductivity in systems where there is a quantum critical point. It also offers an alternative
way to realize phases such as pseudogap and odd frequency pairing. We believe in future
works, one can even use γ model to study non-Fermi liquid, or include fermion feedback
to the boson propagator to have a more accurate pairing interaction, or adding repulsive
interaction and so on.
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[110] M. Eschrig, T. Löfwander, T. Champel, J. C. Cuevas, J. Kopu, and Gerd Schön.
Symmetries of pairing correlations in superconductor–ferromagnet nanostructures.
Journal of Low Temperature Physics, 147(3):457–476, May 2007.
[111] Annica M. Black-Schaffer and Alexander V. Balatsky. Odd-frequency supercon-
ducting pairing in multiband superconductors. Phys. Rev. B, 88:104514, Sep 2013.
174
[112] Alex Aperis, Pablo Maldonado, and Peter M. Oppeneer. Ab initio theory of
magnetic-field-induced odd-frequency two-band superconductivity in mgb2. Phys.
Rev. B, 92:054516, Aug 2015.
[113] Yasuhiro Asano and Akihiro Sasaki. Odd-frequency cooper pairs in two-band
superconductors and their magnetic response. Phys. Rev. B, 92:224508, Dec 2015.
[114] J.R. Schrieffer. Benjamin, New York, 1964.
[115] Alexander Balatsky and Elihu Abrahams. New class of singlet superconductors
which break the time reversal and parity. Phys. Rev. B, 45:13125–13128, Jun
1992.
[116] V. L. Berezinskii. New model of the anisotropic phase of superfluid he 3. JETP
Letters, 20:287, Nov 1974.
[117] Jacob Linder and Alexander V. Balatsky. Odd-frequency superconductivity. Rev.
Mod. Phys., 91:045005, Dec 2019.
[118] Yi-Ming Wu, Artem Abanov, Yuxuan Wang, and Andrey V. Chubukov. Special
role of the first matsubara frequency for superconductivity near a quantum critical
point: Nonlinear gap equation below Tc and spectral properties in real frequencies.
Phys. Rev. B, 99:144512, Apr 2019.
[119] F. Marsiglio, M. Schossmann, and J. P. Carbotte. Iterative analytic continuation
of the electron self-energy to the real axis. Phys. Rev. B, 37:4965–4969, Apr 1988.
[120] F. Marsiglio and J. P. Carbotte. Gap function and density of states in the strong-
coupling limit for an electron-boson system. Phys. Rev. B, 43:5355–5363, Mar
1991.
[121] P. W. Anderson. Plasmons, gauge invariance, and mass. Phys. Rev., 130:439–442,
Apr 1963.
[122] L. Benfatto, A. Toschi, and S. Caprara. Low-energy phase-only action in a su-
perconductor: A comparison with the XY model. Phys. Rev. B, 69:184510, May
2004.
