In this paper, we estimate returns to classroom and on-the-job …rm-sponsored training in terms of value-added per worker using longitudinal linked employee-employer Canadian data from 1999 to 2005. We estimate a standard production function controlling for endogenous training decisions because of perceived net bene…ts and time-varying market conditions using dynamic panel GMM methods. We …nd that employees who undertook some classroom training are 10% more productive than otherwise similar employees. We show that returns to on-the-job training are harder to pin down because it is much more closely linked to labor turnover. Our best estimates indicate that, when not related to turnover, employees who undertook on-the-job training are also more productive but that the productivity impact is slightly lower (6 7%).
Introduction
Firms as well as governments invest considerable resources in training. It is surprising, therefore, that there is no agreement amongst economists as to whether, and to what extent, training has a bearing on …rm-level productivity. There are mainly two related reasons for this: data constraints and endogeneity problems.
With respect to the former, the chief concerns have been limited information pertaining to training, a dearth of representative longitudinal …rm data, and rather imperfect measures of productivity. As to the latter, the endogeneity of training arises from the fact that training is a …rm level decision variable, and factors unobservable to the researcher may be correlated with both training and productivity. This typically takes the form of time-invariant unobserved heterogeneity, such as the quality of management, or simultaneity in the form of unobserved shocks (say, demand shocks) which have a bearing on both productivity and training.
In this paper, we take a step towards …lling this gap. We use longitudinal linked employee-employer data from 1999 to 2005 from Statistics Canada, the Workplace and Employee Survey (WES), to estimate returns to classroom and on-the-job …rm-sponsored training in terms of value-added per worker. 1 The WES is nationally representative of almost all Canadian businesses. This is in contrast to Holzer, Block, Cheatham, and Knott (1993) who use data from 390 applicants to the Michigan Job Opportunity Bank-Upgrade program from 1987 -1989 , Bartel (1994 who use data from 495 American …rms, and Ballot, Fakhfakh, and Taymaz (2001) who have data on only 90 …rms in France and 270 …rms in Sweden. Since we use nationally representative data and therefore can reasonably claim that our results are more generalizable than many from other studies. 2 We also exploit our longitudinal data structure to estimate a standard production function controlling for endogenous training decisions because of perceived net bene…ts and time-varying market conditions using dynamic panel GMM methods. 3 There are surprisingly few studies that do this. In fact, most of the literature from the 1990s does not attempt to control for the fact that only workplaces who perceive positive net bene…ts for undertaking training will do so. 4 Controlling for endogenous training decisions is important. For example, Black and Lynch (2001) use partially-panel U.S. data from two points in time and …nd that signi…cant e¤ects of training on productivity in the cross-section disappeared in their …rm …xed e¤ects estimations. While ground-breaking, their study is limited by small sample size, high attrition and the partial-panel nature.
Moreover, their methodology only controls for endogeneity due to time-invariant variables.
Not surprisingly, given the small sample sizes and various empirical strategies used, results have been all over the place. Bartel (1994) and Black and Lynch (2001) …nd no impact of training on productivity or only a deferred impact.
Many other studies …nd a positive impact but the magnitude of the impact if very hard to compare across studies. Some studies do not even attempt a precise quanti…cation. 5 That makes their …ndings less relevant for policy purposes or even decision making at the …rm level.
A number of recent studies have overcome some of these limitations. Dearden, Read, and Reenen (2006) use a long panel data set from the U.K. and although their training measure is aggregated at the industry level, they are able to control for the endogeneity of training in a very general way using GMM methods to …nd a signi…cant positive e¤ect of training on productivity. In a recent study Zwick (2006) uses a large panel of German and correcting for endogeneity using …xed e¤ects and instrumental variables, he …nds that increasing the proportion of employees receiving training by 1% augment productivity by 0:76%. Almeida and Carneiro (2006) use a …rst-di¤erence IV approach for a large panel of Portuguese …rms and …nd that a workplace that does not provide training would obtain negative returns if it were to start investing in training.
Conditional on providing training, returns are estimated at 24%.
However, these last two studies do not distinguish between on-the-job and classroom training. Many studies …nd positive e¤ects of general (classroom) training but no e¤ect for speci…c (on-the-job) training (see Black and Lynch (2001) , Barrett and O'Connell (2001) and Dostie and Pelletier (2007) .). It therefore seems important not to aggregate all kinds of training in one single measure.
Our own estimates show that employees who received classroom training are 8 17% more productive than other employees who did not receive training. We also …nd that measuring the returns to on-the-job training is signi…cantly harder because a large fraction of on-the-job training is linked to job turnover and not productivity enhancing. By comparing returns to training in workplaces with di¤erent levels of labor turnover, and by using linked employee samples and comparing employees who received only classroom training or both on-the-job and classroom training, we …nd evidence that some types of on-the-job training leads to higher productivity. In this later case, we still …nd lower returns than for classroom training (5 13%).
Our data come from the Workplace and Employee Survey (WES) conducted by Statistics Canada. 6 WES has been conducted annually since 1999 and we use all 7 years of available data (1999) (2000) (2001) (2002) (2003) (2004) (2005) . The survey is both longitudinal and linked in that it documents the characteristics of workers and workplaces over time.
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The target population for the workplace component of the survey is de…ned as the collection of all Canadian establishments who paid employees in March of the year of the survey. The sample comes from the "Business Register"of Statistics Canada, which contains information on every business operating in Canada.
The survey is therefore nationally representative of Canadian businesses, except for those located in Yukon, the Northwest Territories and Nunavut and …rms operating in …sheries, agriculture and cattle farming.
For workplaces, the initial 1999 sample is followed over time and is supplemented at two-year intervals with a sample of births selected from units added to the Business Register since the last survey occasion. In order to control for the design e¤ect in our estimations, we weighted our analysis with the …-nal sampling weights for workplaces as recommended by Statistics Canada. In 1999, workplace data were collected in person; subsequent workplace surveys were conducted by means of computer assisted telephone interviews. Response rates for each cross-section are typically over 90 per cent. In the case of total non-response, respondents are withdrawn entirely from the survey and sampling weights are recalculated in order to preserve representativeness of the sample. We have a relatively precise measure of workplace productivity (our dependent variable) in value added, de…ned as gross operating revenue minus expenses on intermediary inputs, training expenses and additional labor costs. Labor is measured through the number of employees in the workplace (as of the end of March of the current year). Our measure of capital stock is somewhat more problematic. As with most …rm-level data, capital stocks for each …rm are not available in our data. We therefore proxy the capital stock by taking the stock of the capital of the industry where the workplace evolved (at the four-digits for the manufacturing sector and three-digits otherwise) divided by the number of workplace in that particular industry (see Dostie and Pelletier (2007) and Turcotte and Rennison (2004) ).
8 ;9
Finally, we use similar measures of the …rm's human capital investments.
We compute training intensities in a similar way as previous studies as we have information on the proportion of employee that received on-the-job training and the proportion that received classroom training in the past year. 10 More precisely, for classroom and on-the-job training, workplaces were asked to estimate the number of employees who received training in the previous year (this measure includes full-time, part-time, permanent and temporary employees). It is expected that this estimation process introduces some measurement error in our training intensity variables. In 1999, 31 per cent of the establishment in the sample o¤ered classroom training and 45 per cent o¤ered on-the-job training.
55 per cent of the workers received some form of training.
As explanatory variables, we only use variables available from the employer 8 Although this measure is admittedly imperfect, …ndings pertaining to our main variables of interest are robust to alternative proxies as well as the exclusion of the capital stock variable.
9 It should be noted that, our data being nationally representative, it thus includes many workplaces from the service sector and many very small workplaces. It is expected the capital stocks of those workplaces to be relatively small. 1 0 The survey also provides information of the amount of money invested by workplaces. Because of the large proportion of missing values, we unfortunately cannot rely on this information.
questionnaire to get the largest sample size possible.
11 Summary statistics for those are also presented in Table 1 . It should be noted that WES includes detailed information about organizational changes at the workplace level. This allows us to control explicitly for re-organization within the …rm that might be correlated with training decisions.
3 Estimating the returns to training from …rm-level data
Evidence from objective performance measures
Our basic model is a Cobb-Douglas production function where the dependent variable is value added in workplace j at time
jt is a measure of e¤ective labor, K jt is capital stock and Z jt includes controls for industry, year and organizational changes. Summary statistics on Z are presented in Table 1 . jt is a residual error term.
Our measure of e¤ective labor L E depends on the number of employees who received training L T and the number of employees who did not receive
where L is the total number of employees. T (and N T ) are load factors converting the number of employees who received (and did not receive) training 1 1 The employee component of the WES is not available for a subsample of workplaces who reported having no employee at the date of the survey.
into e¤ective labor. Equation (2) can be rewritten as
where we de…ne P jt as the proportion of employees who received training. Substituting equation (3) in (1), we obtain
1 is the parameter of interest and is interpreted as the relative productivity of an employee who received training compared to an employee who did not.
A major di¢ culty with obtaining unbiased estimates of is due to the endogeneity of P jt . To illustrate the problem, we decompose the error term into three components as
where ! jt is an unobserved productivity shocks and j an unobserved …rm e¤ects that can both be correlated with the training decisions of the workplace.
jt is the residual error term. If j is interpreted as the unobserved productivity of the workplace and if more productive workplaces also invest more in training their employees, failure to take this unobserved heterogeneity into account will bias the estimated return to training upward.
! jt are typically interpreted as unobserved productivity shocks that could be due to demand shocks. For example, it is likely that a workplace that faces an unexpected increase in the demand for its product will temporarily shift more resources away from training to production. Likewise, a workplace facing a temporary downturn in demand for its product might increase training for its employees. If that is the case, unobserved productivity shocks will be negatively correlated to the proportion of employees who received training and estimated returns will be biased downward.
Therefore, is it important to take into account both sources of bias. Moreover, it should be noted that both ordinary least squares and workplace …xed e¤ects methods will lead to biased estimates if both sources of endogeneity are important.
To get rid of the unobserved productivity shock, we start by making the assumption (as Blundell and Bond (2000) ) that ! jt follows an autoregressive process of order 1 (this assumption will be formally tested in the application):
with e jt the residual error term. We can then rewrite (4) as
or 
It should be noted that estimation of (8) by OLS will yield unbiased estimates of the returns to training if there is no endogeneity due to unobserved workplace heterogeneity. Since this is not likely to be the case, we estimate it by GMM methods as suggested by Blundell and Bond (2000) .
It is possible, as described by Blundell and Bond (2000) , to obtain consistent estimates for (8) by using GMM methods. 12 Given consistent estimates of and var ( ), we can recover parameters estimates for ( k ; l ; ; ) by imposing common factor restrictions and using minimum distance. and use system GMM methods to obtain coe¢ cient estimates.
In estimating (8), we use lags from 2 on back to create the GMM-type instruments (as described in Arellano and Bond (1991) ). First, di¤erence of all the exogenous variables were used as standard instruments. As a speci…cation check, we compute the Arellano-Bond test for …rst-and second-order autocorrelation in the …rst-di¤erenced errors. In all speci…cations, we obtain strong evidence against the null hypothesis of zero autocorrelation in the …rst-di¤erenced errors at order one and …nd no signi…cant evidence of serial correlation in the …rst-di¤erenced errors at order 2. Overall, the test provides no evidence that the model is misspeci…ed.
1 2 We prefer this alternative to recent methods for example suggested by Levinsohn and Petrin (2003) or Olley and Pakes (1996) . Those methods assume that the inversion function is non stochastic. If this assumption is violated, estimates will be biased (as argued by Bond and Soderborm (2005) , Ackerberg, Caves, and Frazer (2003) and Basu (1999) ).
Results for the estimation of the production function are shown in Table 3 .
Given the close to one estimates for L we compute productivity di¤erentials for classroom and on-the-job training to be 14% and 0% respectively. 13 But if …rms providing training are self-selected based on the expected returns of training, as should be expected, the numbers given above will be biased upward. Productivity di¤erentials estimates obtained using establishment …xed e¤ects will be unbiased as long as the source of endogeneity is …xed over time. jAs expected,
we …nd a lower estimated coe¢ cient for the impact of classroom training that con…rms the previous estimates were biased upward. The estimated productivity di¤erential is down to 8%. 14 We still …nd no statistically signi…cant e¤ect for on-the-job training although it should be noted that the estimated productivity impact moves up in positive territory to 1:6%:
The latest set of estimates comes from the GMM methods described above.
The goal here is to see if the …xed e¤ects estimates are robust to taking into account the possibility that the source of endogeneity is time-varying. For example, positive demand shocks could both lead to increased productivity and lower training intensity because of limited time opportunities for undertaking training. The estimated productivity di¤erential for classroom training creeps up to 10%. 15 Interestingly, this last estimated productivity di¤erentials is a little bit higher than the previous number obtained using …xed e¤ects. This is to be expected if unobserved productivity shocks are negatively correlated to the workplace's training intensity.
Unfortunately, this later number is no longer statistically di¤erent from zero.
This might be due to the fact that the instruments are only weakly correlated to the endogenous variables. The availability of a longer panel might help in reducing the standard errors further. However, since it is close to the previous estimate, we take this as indication that any bias due to unobserved productivity shocks is likely to be small. One robust conclusion is that the returns to classroom training are higher than for on-the-job training (see for example Dostie and Pelletier (2007) , Barrett and O'Connell (2001) or Black and Lynch (1996) who reach a similar conclusion).
Interestingly, while the estimated return for on-the-job training stays non statistically di¤erent from zero, the point estimates continues to climb up. Taken at face value, the estimated coe¢ cient implies a productivity di¤erential of 4:7%
between employees who received on-the-job training and those who did not. It should be noted that the common wisdom from estimates of the productivity impact of on-the-job training using production function is that they are close to zero. Barrett and O'Connell (2001) 's explanation is that on-the-job training expenses are part of the normal expenditures of the workplace and therefore have no impact on productivity. More precisely, they claim that "higher spending on speci…c (on-the-job) training may then have arisen in an environment of high sta¤ turnover, in an e¤ort to maintain productivity levels". While our …nding does not contradict Barrett and O'Connell (2001) or Black and Lynch (1996) 's results that returns to on-the-job training are virtually zero, we think that the fact that estimated returns to on-job-training seems to be increase as we move to more sophisticated econometric methods warrant further investigation. In the next sections, we investigate whether this …nding is robust to alternative measures of training intensities and whether job turnover is really the reason why estimated returns to on-the-job training are close to zero.
Evidence from linked employee samples
Recall that our measure of …rm-level training intensities comes from the workplace questionnaire in which the employer has to estimate the number of em-ployees who undertook classroom training or on-the-job training in the past year. In order to assess if the employer's evaluation is correct, we use the fact that we have linked data at our disposal construct alternative measures of training intensities from the sample of employees who were interviewed from each workplace.
For the employee component, the target population is the collection of all employees working, or on paid leave, in the workplace target population. Employees are sampled from an employee list provided by the selected workplaces.
WES selects new employees in odd years, which limits our ability to used …xed worker e¤ects methods. Therefore, all results presented in this section are obtained through OLS and should be compared to the appropriate regression from the previous section. For every workplace, a maximum number of 24 employees is selected and for establishments with less than 4 employees, all employees are sampled. Telephone interviews were conducted with individuals who had agreed to participate in the survey by …lling out and posting an employee participation form.
We obtain a sample of 30; 563 workplace for which we are able to construct training intensities in this manner. The total number of observations is lower than the previous sample because of -responses from the employee side. 16 We construct new training intensities by simply counting the number of employees who report having received training in the past year, dividing by the total number of employees sampled from the workplace. Comparisons of the di¤erent training intensities are presented in Table 4 .
Since employees who undertook training and separated during the course of the last year are obviously not included in the worker sample but should 1 6 If we restrict our previous sample to the exact same workplaces, we obtain almost exactly the same point estimates for the productivity impact of classroom (0:145) and on-the-job ( 0:006) training. It is therefore very unlikely that sample selection explains di¤erences between the two sets of results.
be taken into account in the workplace's estimates, it is expected that training intensities computed from the employee samples will be much lower. It is indeed the case but only for on-the-job training. Average intensities are much higher (on average 40% higher) for on-the-job training in the employee sample than when computed from the workplace questionnaires. Averages for classroom training are almost identical. This is most likely due to the fact that on-the-job training is much more closely related to labor turnover than classroom training.
It should be noted that on-the-job training intensities should be equal in both samples for workplace experiencing low turnover i.e. few separations or few hires. If high turnover is associated with higher levels of on-the-job training and lower productivity, this means that previously estimated returns to on-the-job training will be biased downward. We expect no such bias for classroom training since it is not related to job turnover. We thus proceed to estimate the exact same production function as before but using these new training intensities.
Results are presented in Table 5 . Quite strikingly, and contrary to what was expected, we estimate that employees who received classroom training are now 28% more productive than employees who received no training. Remember that we do not control for sample selection or unobserved productivity shocks so that the real return is certainly lower. Assuming the sample selection and unobserved productivity shocks biases are of the same magnitude as previously, this still leaves us with an approximate productivity di¤erential of 20%. Estimated returns to on-the-job training are not statistically di¤erent from zero, the point estimate being even negative. The surprising fact remains that only the magnitude of estimated returns to classroom training changes compared to the previous section.
One possible source of bias is dues to the fact that employees are re-sampled every two years. Attrition means that samples from even years are much smaller and are being constituted of employees in more stable jobs. However, if we reestimate the model using only odd (sampling years), the estimated return to classroom training barely bulge to 29% while returns to on-job-training are still statistically non-di¤erent from zero.
Computing training intensities from the worker questionnaire is also useful because it allows us to characterize in a more precise way the human capital investments of the workplace. This is because training intensities computed from the workplace questionnaire do not take into account the that a sizeable fraction of workers are recipient of both on-the-job and classroom training. Thus, we estimate two additional speci…cations for the production function with training intensities computed from the worker sample. In the …rst speci…cation, we merge classroom and on-the-job training and look at the productivity impact of receiving training whatever its type. In the second speci…cation, we construct three di¤erent measures of training, distinguishing between workers who received both type of training, only classroom training or only on-the-job training. Results from these two speci…cations are shown in Table 6 .
If the returns to on-the-job training are really zero, the coe¢ cient for the proportion of workers who received both type of training should be equal to the coe¢ cient for the proportion of workers who received only classroom training. This is apparently not the case and rejected at the 10% level . In fact, the di¤erence between the two coe¢ cients constitutes one estimate of the productivity impact of on-the-job training. Doing this yields a productivity increase due to the-job training of 12:5%. Returns to training for workers who received only classroom training move down to 17% (again assuming biases are similar to what was found before). The fact that a sizeable proportion of workers receives both classroom and on-the-job training probably explains why it is the coe¢ -cient for classroom training that changes once we compute training intensities from the employee sample.
These results also point toward one possible explanation for why returns to on-the-job training stayed nil in the …rst two speci…cations from Table 5 .
Maybe there really is two types of on-the-job training. The …rst type being purely related to turnover with a zero impact on productivity being picked up by the non-statistically signi…cant coe¢ cient on the proportion of workers who received only on-the-job training in Table 6 . The second type of on-the-job training is not related to job turnover and is also more likely to be accompanied by complementary classroom training. It is only for this later type of training that the previous productivity impact of 12:5% applies.
Training and turnover
In order to show the impact of labor turnover on the estimates of the returns to training in a di¤erent manner, we estimate our production function for di¤erent samples with di¤erent turnover rates. This is possible due to the fact that WES contains detailed information about the …rm workforce ‡ows in the previous year. The idea is that as we restrict our sample to workplaces with low turnover rates, we should expect that a higher proportion of the on-the-job training taking place will be productivity enhancing. Table 7 presents returns to training for di¤erent cut-o¤s for what we call the in ‡ow rate. To construct the in ‡ow rate, we obtain the total number of new hires in the last year from the workplace questionnaire. To get a hiring rate, we divide by the total number of employees (as of March 31st). It is interesting to note that, as we drop workplaces with high in ‡ow rate from the sample, the estimated point estimate for the proportion of workers who received on-the-job training slowly rises, moving from 0:005 (Table 3) to 0:046 in the last speci…cation in Table 7 . Returns to classroom training remain pretty stable across all samples as expected since classroom training is not related to turnover.
Note that we stop at an in ‡ow rate of 0:5 because sample sizes begin to drop precipitously after that threshold. Table 8 presents returns to training for di¤erent cut-o¤s for what we call the out ‡ow rate. To construct this variable we compute the total number of workers who separated from the …rm in the past year. Separations can be due to resignations, permanent layo¤s, dismissal for cause, or retirement. To get an out ‡ow rate, we also divide by the total number of employees as of March 31st of the current year. We obtain similar …ndings as previously. Again, returns to on-the-job training slowly rises as we estimate the model on samples with low turnover, reaching 3:8% in the last speci…cation while returns to classroom training barely move.
These results con…rm our earlier intuition, as we remove workplace with high turnover rates, the type of skills associated with on-the-job training become more productivity enhancing. Or alternatively, as we move on to smaller samples with less turnover, the estimated returns to training become less likely to be a¤ected by biases due to job turnover.
In order to obtain a more precise idea of the total magnitude of the impact, in Table 9 , we select the sample based on both the in ‡ow and out ‡ow rates. For the most restricted sample, returns to classroom training are similar to those of the full sample (14% versus 13%) while returns to on-the-job training move up from 0% to 5:5%. Quite interestingly, this last estimate is also quite close to the one obtained using dynamic panel GMM methods (4:7%). This gives us some con…dence that our empirical framework was able to address most endogenity problems.
Conclusion
In this article, we estimate returns to on-the-job and classroom training on value-added per worker using linked longitudinal employee-employer Canadian data from 1999 to 2005. We control for endogenous training decisions because of perceived net bene…ts and time-varying market conditions. Our estimates show that employees who received classroom training are 8 17% more productive than other employees who did not receive training. We …nd that not all onjob-training is productivity enhancing. When not related to job turnover, we provide evidence that employees who received on-the-job training are 5 13% more productive.
The fact that we …nd that not all types of on-the-job training leads to higher productivity underscores the need for …ner distinctions between di¤erent types of training. For example, it could be really useful to distinguish between orientation for new employees or hardware/software training. Also, we need more detailed information about the costs of training. Given the estimated productivity di¤erential between trained and untrained employees, it is possible to attempt computing the returns on the establishment investment in classroom training. For an average amount of value added per employee at $77:712:53 in our sample, the 10% productivity gain yields approximately $8000 in additional value added per trained employee. This is certainly an upper bound on the returns to classroom training expenses since it assumes that the employee is linked to the …rm for the whole year. WES provides some information on costs in the case of classroom training for a subset of workplaces with average classroom training expenses per (trained) employee being approximately $1000.
This would mean that each 1$ invested in classroom training yields a maximum of 8$ in value added. It would be interesting to know how this yield is divided between the worker and the workplace and whether the provided costs are rep-resentative, whether they include all relevant costs and how job turnover a¤ects the expected return.
While we …nd lower returns for on-the-job than classroom training, it is possible that on-the-job training has larger impacts on alternative measures of workplace performance. It could be interesting for further work to investigate whether this is the case the performance of the workplace in terms of innovation or product quality for example. Also, it is unlikely the human capital investments policy of the workplace is independent of its decisions with respect to its investments in software, hardware or machinery and equipment. Many authors provide evidence of complementarities in terms of their impact on productivity between human and physical capital investments (see for example Bresnahan, Brynjolfsson, and Hitt (2002) ). It would be interesting to investigate whether such complementarities are stronger in the case of on-the-job rather than classroom training. (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** signi…cant at 5%; *** signi…cant at 1% (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** at 5%; *** at 1% Includes controls for K, organizational change (8), industry (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** signi…cant at 5%; *** signi…cant at 1% (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** signi…cant at 5%; *** signi…cant at 1% (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** signi…cant at 5%; *** signi…cant at 1% (14) and year (7) Bootstrapped standard errors in parentheses signi…cant at 10%; ** signi…cant at 5%; *** signi…cant at 1%
