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1. Introduction
Recently, Golub and Liao proposed a continuousmethod as an alternative way to solve the smallest
and interior eigenvalue problems [11]. According to their numerical experiments, their method seems
promising for some test problems. Furthermore, their method has been successfully extended to solve
symmetric generalized eigenvalue problems [12]. More comprehensive investigations about continu-
ousmethods for eigenvalue problems other than conventional methods can be found in [11,12,18] and
references therein.
In [11], Golub and Liao gave their method via converting a symmetric eigenvalue problem into
an equivalent convex optimization problem. Then, according to that equivalent convex optimization
problem, a special dynamical system which was analogous to the linear projection equation in [17]
was established. Finally, they used an ordinary differential equationmethod (ODE45,which is aMatlab
subroutine) to follow the trajectory of that special dynamical system and obtained an eigenvalue of
the original eigenvalue problem.
This article is an extension along this line. Ourmotivation is thatwe give amore practical numerical
method for the minimum and interior eigenvalue problems based on a continuous dynamical system.
Firstly,weconvertaneigenvalueproblemtoanequivalent constrainedoptimizationproblem.Secondly,
using the Karush–Kuhn–Tucker conditions of this optimization problem, we obtain a variant of the
Rayleigh quotient gradient ﬂow (on the Rayleigh quotient gradient ﬂow, see [18]), which is formulated
by a system of differential-algebraic equations. Thirdly, based on this variant of the Rayleigh quotient
gradient ﬂow, using the implicit Euler method [13,16], a predictor–corrector technique and an anal-
ogous trust-region technique [6,23], we construct a discrete method to follow this Rayleigh quotient
gradient ﬂow and ﬁnally obtain the smallest eigenvalue of the original eigenvalue problem.
This paper is organized as follows. In the next section, ﬁrstly, we convert an eigenvalue problem to
an equivalent constrained optimization problem. Then, using Karush–Kuhn–Tucker conditions of this
constrained optimization problem,we construct a variant of the Rayleigh quotient gradient ﬂow. Some
properties of this special dynamical system are also given. In Section 3, a numerical method based on
this special continuous dynamical system is derived. In Section 4, we compare our method, the Golub
and Liao method [11], and EIGS (a Matlab implementation for computing eigenvalues using restarted
Arnoldi’s method) [25,27] for some typical eigenvalue problems. Numerical experiments indicate that
our new method seems promising for most test problems, especially, for ill-conditioned eigenvalue
problems. Finally, we discuss the future works and some possible applications in Section 5.
Throughout this paper, we denote matrices by capital Latin letters, column vectors by small Latin
letters except for i, k which denote indices. The transpose of a real vector x is denoted by xT . ‖ · ‖
denotes the Euclidean vector norm and the corresponding induced matrix norm. We will use x˙(t) to
denote the differentiation of the function x(·), i.e., x˙(t) = dx(t)/dt. 〈 〉 represents the inner product.
2. Problem transformation strategies
In this section, we discuss the strategy of converting an eigenvalue problem to a variant of the
Rayleigh quotient gradient ﬂow, which is formulated by a system of differential-algebraic equations.
2.1. Background
LetA ∈ Rn×n bea symmetricmatrix and x ∈ Rn beanonzerovector. Aneigenvalueproblem involves
ﬁnding an eigenvalue λ and the corresponding eigenvector x to satisfy
Ax = λx. (2.1)
The classical Rayleigh quotient of matrix A and vector x (see p. 408 in [14]) is
rA(x) = x
TAx
xTx
. (2.2)
It is well-known that the Rayleigh quotient is used in the Courant–Fischer Minimax theorem to obtain
all exact eigenvalues.
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Theorem 2.1 [Courant–Fischer Minimax theorem]. If A ∈ Rn×n is a symmetric matrix, then
λi = max
dim(S)=n−i min0 /= x∈S
xTAx
xTx
, (2.3)
where λ1  λ2  · · · λn are the eigenvalues of A.
We omit its proof here. On its proof, one can refer to p. 394 in the book [14].
If x is an exact eigenvector of A, x is a stationary point of the Rayleigh quotient (2.2). Thus, the
Rayleigh quotient can be viewed as a scalar value whose magnitude lies between the smallest and
largest eigenvalues of A, i.e.,
λ1  rA(x) λn, (2.4)
where λ1 and λn are the smallest and largest eigenvalues of A, respectively.
We denote an invariant subspace Si corresponding to the eigenvalue λi as
Si =
{
x|Ax = λix, xT x = 1
}
, 1 i n. (2.5)
For the smallest eigenvalue problem, the aim is to ﬁnd an x ∈ S1 and λ1. For the interior eigenvalue
problem,weneed toﬁndan eigenvector x ∈ Si and the associated eigenvalueλi in a predeﬁned interval[α,β].
2.2. An equivalent optimization problem
Firstly, we establish an equivalent optimization problem of the eigenvalue problem (2.1). Without
loss of generality, we can observe that both the smallest and interior eigenvalue problem have the
same type of equivalent optimization problem as follows:
min
x∈Rn x
TBx
s.t. xTx = 1, (2.6)
where B = A for the smallest eigenvalue problem and B = (A − αIn)(A − βIn) for the interior eigen-
value problem. Obviously, B is also symmetric in any case. Its proof can be found in [11]. The following
Lemma2.2 discusses the properties of (2.6). According to these properties,we can obtain an eigenvalue
of A in a predeﬁned interval [α,β] from (2.6).
Lemma 2.2 (Golub and Liao [11]).
(i) Every local minimizer of problem (2.6) is also a global minimizer of (2.6). Moreover, for the
minimum eigenvalue problem, i.e., B = A, its optimal solution x belongs to S1 which is deﬁned
by (2.5).
(ii) For the interior eigenvalue problem, i.e., B = (A − αIn)(A − βIn), we denote the global mini-
mizer of (2.6) as x and η = (x)T (A − αIn)(A − βIn)x. Then, there exists no eigenvalue of A
in the interval [α,β] when η > 0. There exists at least one eigenvalue of A in the interval [α,β]
when η 0. In addition, if there exists exactly one eigenvalue in the interval [α,β], (x)TAx is
its eigenvalue and x is a corresponding eigenvector.
2.3. The Rayleigh quotient gradient ﬂow
The aim of this subsection is how to convert the optimization problem (2.6) into an equivalent
continuous dynamical system. Firstly, from (2.6), we obtain its Karush–Kuhn–Tucker conditions (on
KKT conditions of a constrained optimization problem, see p. 328 in [29] or p. 51 in [9]). Then, from
its KKT equations, we obtain a continuous dynamical system which is formulated by a system of
differential-algebraic equations (DAEs).
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We write the Lagrange function of problem (2.6) as follows:
L(x,ω) = xTBx − ω(xTx − 1), (2.7)
where ω is a scalar called Lagrange multiplier. From (2.7), we have
∇xL(x,ω) = 2(B − ωIn)x. (2.8)
For a solution x of (2.6), there is a Lagrange multiplier ω to satisfy the following KKT conditions of
(2.6):
∇xL(x,ω) = 2(B − ωIn)x = 0,
(x)T x = 1. (2.9)
Then, from (2.9), we have
ω = (x
)TBx
(x)T x
= (x)TBx. (2.10)
Actually, ω is the Rayleigh quotient of B on a unit sphere.
From the KKT conditions (2.9), we construct a system of differential-algebraic equationswith index
2 as follows
dx
dt
= −(B − ωIn)x,
xT x = 1. (2.11)
On the deﬁnition and properties of DAEs, one can refer to [1,16] and references therein. Eq. (2.11) is
a special system of DAEs and is derived from the constrained optimization problem (2.6). For more
relationships between general constrained optimization problems and the system of DAEs with index
2, one can refer to [30,31] and references therein.
In order to ﬁnd the variable ω in (2.11), via differentiating its algebraic constraint equation and
using its differential equation, we obtain
d
(
xTx
)
dt
= 2
(
dx
dt
)T
x = −2xT (B − ωIn)x = 0. (2.12)
Thus, from (2.12), we know that ω satisﬁes
ω = x
TBx
xTx
. (2.13)
If we replace ω in (2.11) with (2.13), we obtain the Rayleigh Quotient Gradient Flow (RQGF) on the
(n − 1)-sphere Ω = {x ∈ Rn|xTx = 1} (see pp. 17–18 in [18]) as
dx
dt
= −∇rB(x) = − (B − rB(x)In) x
xTx
= −
(
B − x
TBx
xTx
In
)
x,
xT x = 1. (2.14)
In other words, we also obtain the Rayleigh quotient gradient ﬂow via another approach other than
the method in [18].
Since the dynamical system (2.11) is derived from (2.6) and x(t) satisﬁes the constraint xTx = 1, it
is natural to use
f (x) = xTBx (2.15)
as a merit function. Furthermore, the objective function f (x) = xTBx is decreasing along the solution
curve x(t) of (2.11). Actually, from (2.11) and (2.13), we have
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df (x)
dt
= (∇xf (x))T dx
dt
= −2(Bx)T (B − ωIn)x = −2
(
xTB2x − ωxTBx
)
= −2
(
xTB2x − (x
TBx)2
xTx
)
 0. (2.16)
The above last inequality is obtained by the Cauchy-Schwartz inequality
xT (Bx) ‖x‖2‖Bx‖2. (2.17)
Therefore, we can expect to obtain an approximate solution of (2.6) via following the trajectory of
(2.11).
3. A discrete Rayleigh quotient gradient method
According to the discussions of the last section, we convert a symmetric eigenvalue problem (2.6)
into theRayleighquotient gradientﬂow,which is formulatedbya systemofdifferential-algebraic equa-
tions (2.11). Via following its trajectory and using the merit function (2.15), we obtain an
approximate stationary point of this special dynamical system. Consequently, we obtain an approxi-
mate minimum eigenvalue of A and one of its corresponding approximate eigenvectors.
Since we mainly care for the steady state of (2.11) and do not care for the solutions of its transient
state, in order to save the computed time, we are apt to use a lower-order ODE method to follow its
trajectory.Moreover,we expect that the numericalmethod converges fast to a stationary point of (2.11)
at the steady-state phase. Therefore, we adopt a ﬁrst-order implicit Euler method, whose time-steps
are not restricted by the absolute stability property for the linear test equation dx/dt = −μx, where
μ > 0. On the concept of the absolute stability property, one can refer to the books [13,16]. If one
implicit Euler iteration is applied to (2.11) and (2.13), we obtain the following recurrence formulas
xk+1 = xk − tk(B − ωk+1In)xk+1, (3.1)
ωk+1 = x
T
k+1Bxk+1
xTk+1xk+1
, (3.2)
where tk is the time-step length. In order to avoid solving a system of nonlinear equations in (3.1),
(3.2),weuse the currentωk in place ofωk+1 in (3.1). Thus,weobtain amorepractical iteration formulas
ωk = xTk Bxk, (3.3)
(In + tk(B − ωkIn))xPk+1 = xk, (3.4)
xk+1 = x
P
k+1
‖xPk+1‖2
. (3.5)
Another issue is howtoadaptively adjust the time-step lengthk at every step.Weuseananalogous
trust-region technique to adjust k at every step. Our intuition is that we can enlarge the time-step
length tk when the predictor point x
P
k+1 is also near the unit sphere ‖x‖ = 1, otherwise, we reduce
the time-step length tk . This technique is realized by the following approximation model
ρk = f (xk) − f (xk+1)
f (xk) − f (xPk+1)
, (3.6)
where the function f is deﬁned by (2.15).
According to the above discussions, we give a numerical method based on the Rayleigh quotient
gradient ﬂow (2.11) as follows.
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Algorithm 3.1. A Discrete Rayleigh Quotient Gradient Flow Method (DRQGF)
Step 0. Initialize the parameters. Choose an initial point x0 to satisfy ‖x0‖2 = 1 and an initial time-
step length t0, and constants η1, η2, γ1, γ2, γ3 to satisfy
0 < η1 
1
2
 η2 < 1 and 0 < γ3 < γ2 < 1 < γ1. (3.7)
Compute (3.3) to obtain the Lagrangian multiplier or the Rayleigh quotient ω0. Set k = 0.
Step 1. Obtain a predictor point xPk+1. Solve (3.4) to obtain a predictor point xPk+1.
Step 2. Obtain a corrector point xk+1. Compute (3.5) to obtain a corrector point xk+1.
Step 3. Compute the ratio ρk . Compute f (x
P
k+1) and f (xk+1)where the function f is deﬁned by (2.15).
Compute the ratio ρk from (3.6).
Step 4. Adjust the time-step length tk+1. Set
tk+1 =
⎧⎪⎪⎨
⎪⎪⎩
γ1tk, if ρk > η2,
tk, if η1 < ρk  η2,
γ2tk, if 0 < ρk  η1,
γ3tk, if ρk  0.
(3.8)
Step 5. Accept the trial point xk+1 andupdate the Lagrangemultiplierωk+1. Ifρk  0, then set xk+1 =
xk . Otherwise, compute
ωk+1 = xTk+1Bxk+1 (3.9)
to update the Lagrangian multiplier or the Rayleigh quotient ωk+1. Set k = k + 1 and go to
Step 1.
In (3.8) of Algorithm 3.1, we distinguish ρk  0 from ρk < η1. This strategy is different from the
Levenberg–Marquardt method (see [19,21,26] or p. 84 in [8]), and it has been used in [23,24]. The
reason is that the predictor point xPk+1 is far away from the constraint xTx = 1 when ρk  0 and it
indicates that the time-steptk is too large. Thus, in this case, it need reduce the time-step lengthtk
largely.
In Step 1 of Algorithm 3.1, we need to solve a system of linear equations (3.4) to obtain a predictor
point xPk+1 at every iteration. In order to deal with the large scale problems, we use a special direct
LDLT factorization which is implemented by Duff (see [2,7,15]), where L is a lower triangular matrix
and D is a diagonal matrix. This special LDLT can be also applied to large sparse symmetric indeﬁnite
systems.
4. Numerical experiments
In this section, we give some numerical experiments for Algorithm 3.1 which is denoted by DRQGF,
the Golub and Liao method which is denoted by GL [11], and EIGS which is a Matlab implementation
for computing the ﬁrst six largest or smallest magnitude eigenvalues of a matrix using restarted
Arnoldi’s method [25]. For Algorithm 3.1, we choose initial parameters η1 = 0.25, η2 = 0.8, γ1 =
2, γ2 = 0.5, γ3 = 0.1, and compute an initial time-step length t0 as follows:
t0 = min
{
0.01,
1
‖Bx0 − ω0x0‖2
}
. (4.1)
For theGLmethod,here,wealsouseODE45 to solve thecontinuousdynamical systemasGolubandLiao
did in [11].We also setODE45’s parameters of the relative error and the absolute error asRelTol = 10−6
and AbsTol = 10−9, respectively. ODE45 is a MATLAB routine for nonstiff ordinary differential equa-
tionsandsomedetaileddescriptions canbe found in [32]. SinceEIGSonlyﬁnds theﬁrst six largest or the
smallestmagnitudeeigenvaluesof amatrix, itmaynotﬁnd theminimumeigenvalueofmatrixBwhenB
hasnegativeeigenvaluesuchasadiagonalmatrixB = diag(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17,−10). In order to ensure that EIGS ﬁnds the minimum eigenvalue of matrix B, we give a shift for B
as follows
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D = B + ‖B‖∞I. (4.2)
Thus, D has only nonnegative eigenvalues since |λ(B)| ‖B‖∞. Subsequently, we use EIGS to ﬁnd
a minimum eigenvalue λmin(D) of D. Finally, we obtain a minimum eigenvalue of B as λmin(B) =
λmin(D) − ‖B‖∞.
All compared methods except Example 3 are terminated when the following condition
‖Bxk − ωkxk‖∞  10−6 (4.3)
is satisﬁed, where B = A for the smallest eigenvalue problem and B = (A − αIn)(A − βIn) for the
interior eigenvalue problem. An initial point x0 = [1, 0, . . . , 0]T is chosen for all test problems. Fur-
thermore, for each test problem, the Cholesky factorization LLT is employed to verify the correctness of
the numerical solution, where L is a lower triangular matrix. It is well-known that a real symmetric A
has a Cholesky factorization if and only ifA is positive semi-deﬁnite. Assume that the Rayleigh quotient
ωk = xTk Bxk/xTk xk is obtained by a numerical method, we construct a matrix
C = B + In − ωkIn, (4.4)
where B = A for the smallest eigenvalue problem and B = (A − αIn)(A − βIn) for the interior eigen-
value problem, and  is a tolerable error such as  = 1.0 × 10−6 according to (4.3). If there exists a
Cholesky factorization for matrix C,ωk is less than the second smallest eigenvalue of B. On the other
hand, we require that ωk satisﬁes (4.3) when a numerical method is terminated. Thus, we conclude
that ωk is a reasonable approximation of the smallest eigenvalue of B, when those two conditions are
satisﬁed.
We have computed ﬁve typical eigenvalue problems with these three methods. The ﬁrst two test
problems come from [11], and the middle two problems arise from real-world application problems
(see Matrix Market [28]). We construct the last eigenvalue problem which has a large sparse matrix.
These experiments have been carried out in MATLAB 2008a environment (For more information of
MATLAB environment, one could refer to [27]). Our test machine is a laptop (COMPAQ 8510w Mobile
Workstation) with one Intel(R) Core(TM)2 Duo CPU T7500 at 2.20GHz. Both the smallest eigenvalue
and an interior eigenvalue for every test problemare discussed. The descriptions of these test problems
and the numerical results are given by the following parts.
Example 1 [11]. This testmatrix is dense and it has three separate eigenvalue clusters. It is constructed
as follows:
1. Choose a diagonal matrix Λ = diag(−1,−1, 0, 0, 1, . . . , 1) ∈ Rn×n.
2. Generate a randommatrix C whose elements are in [0, 1]. Perform an orthogonal-triangular
decomposition of this matrix C as [Q, R] = qr(C), where qr is a MATLAB solver for an
orthogonal-triangular decomposition of a matrix.
3. Deﬁne A = QTΛQ .
We choose n = 1000 in our numerical experiments, andpredeﬁne the interval (0, 2) for the interior
case to locate the eigenvalue 1. For this problem, the smallest eigenvalue is −1. Numerical results are
reported in Table 1 and Fig. 1. From Table 1, we know that Algorithm 3.1 (DRQGF) performs faster than
the GL method and the EIGS method works well for this test problem.
Example 2 [11].Thematrix of this test problem is similar to Example 1, except that it has twovery close
eigenvalue clusters. It is constructed as Example 1, expect that the ﬁrst step of Example 1 is replaced by
“Choose Λ = diag(−10−4,−10−4, 0, 0, 1, . . . , 1) ∈ Rn×n”. For this problem, the smallest eigenvalue
is−10−4. Also, We choose n = 1000 in our numerical experiments, and a predeﬁned interval (0, 2) is
set for the interior case to locate the eigenvalue 1.
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0 100 200 300 400 500
0
number k of iterations
lo
g 1
0
ω
x|
|
DRQGF(extreme)
DRQGF(interior)
GL(extreme)
GL(interior)
Fig. 1. Example 1.
Table 1
Numerical results of Example 1.
Method DRQGF GL EIGS
Problem Extreme Interior Extreme Interior Extreme Interior
CPU time (seconds) 3.48 6.63 17.99 288.9 0.39 0.5
‖Axk − ωkxk‖∞ 7.77e−7 8.74e−7 1.00e−6 1.00e−6 1.44e−15 3.99e−15
Numerical results of this test problem are reported in Table 2 and Fig. 2. From Table 2, we know
that Algorithm 3.1 (DRQGF) performs faster than the GL method and the EIGS method works well for
this test problem.
Example 3 [28]. This test matrix is an ill-conditioned and sparse, and comes from a ﬁnite-difference
model for the shallow wave equations in the Atlantic Ocean (see Problem PLAT362 in [28]). Fig. 3 is
its structure model. Its matrix has 362 × 362 entries, and its minimum eigenvalue is 3.5544 × 10−12.
It is well-known as a difﬁcult eigenvalue test problem. We predeﬁne an interval (0.69, 0.71) for the
interior eigenvalue problem in order to ﬁnd the eigenvalue 0.7024. According to the required accuracy,
the terminating condition is set as
‖Bxk − ωkxk‖∞  10−13. (4.5)
Numerical results of this test problem are reported in Table 3 and Fig. 4. From Table 3, we know
that the EIGSmethod performs faster than Algorithm 3.1 (DRQGF) and the GLmethod fails for this test
problem. However, the EIGSmethod only ﬁnd an approximateminimum eigenvaluewith the accuracy
order 10−7, and fails to ﬁnd the more accurately approximate minimum eigenvalue 3.5544 × 10−12.
Example 4 [28].This test matrix comes from an application problem of structure engineering and its
structure is dense (see Problem BCSSTK02 in [28]). Fig. 5 is its structure model. Here, the test matrix
K arises from a generalized eigenvalue problem
Kx = λMx, (4.6)
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0
number k of iterations
lo
g 1
0
ω
x|
|
DRQGF(extreme)
DRQGF(interior)
GL(extreme)
GL(interior)
Fig. 2. Example 2.
Table 2
Numerical results of Example 2.
Method DRQGF GL EIGS
Problem Extreme Interior Extreme Interior Extreme Interior
CPU time (seconds) 3.75 6.65 33.76 148.62 0.38 0.4
‖Axk − ωkxk‖∞ 9.19e−7 9.84e−7 5.01e−6 1.00e−6 1.41e−15 1.16e−15
where themassmatrixM is permitted to be singular and the stiffnessmatrix K is nonsingular. Problem
(4.6) comes from the static condensation to the oil rig model.
The eigenvalues of the matrix have the order of magnitude from 1 to 104, and two-thirds of them
concentrate around the order of 103, and the rest of them uniformly distribute at each order. We
predeﬁne the interval (4.5, 6) for the interior eigenvalue problem in order to locate the eigenvalue
5.2582. The smallest eigenvalue of this test matrix K is 4.2141.
Numerical results of this test problem are reported in Table 4 and Fig. 6. From Table 4, we know that
Algorithm 3.1 (DRQGF) performs as fast as the EIGS method for this test problem, and the GL method
fails to ﬁnd a required accuracy solution.
Example 5. In order to test the performance of these methods for large scale problems, we construct
a large sparse matrix A. It is generated as follows:
1. Let A1 = sparse(diag(ones(n, 1))).
2. Let A2 = sparse(diag(ones(n − 1, 1), 1)).
3. Let A3 = sparse(diag(ones(n − 1, 1),−1)).
4. Let A = A1 + A2 + A3.
Here, sparse.m, diag.m and ones.m are the MATLAB functions, and n is the dimension of A. In our
numerical experiments, we choose n = 7000 for this test problem, and predeﬁne the interval (0.57,
0.571) for the interior case to locate the eigenvalue 0.5703. The smallest eigenvalue of A is −1.
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Fig. 3. Matrix structure plot of Example 3.
Table 3
Numerical results of Example 3.
Method DRQGF GL EIGS
Problem Extreme Interior Extreme Interior Extreme Interior
CPU Time (seconds) 0.13 5.62 Failed Failed 1.25 0.1
‖Axk − ωkxk‖∞ 2.17e−14 9.84e−14 Failed Failed 3.39e−7 4.71e−16
0 500 1000 1500 2000 2500
0
number k of iterations
lo
g 1
0
ω
x|
|
DRQGF(extreme)
DRQGF(interior)
GL(extreme)
GL(interior)
Fig. 4. Example 3.
Fig. 5. Matrix structure plot of Example 4.
Numerical results of this test problem are reported in Table 5 and Fig. 7. From Table 5, we know
that the EIGS method performs faster than Algorithm 3.1 (DRQGF) and the GLmethod for the smallest
eigenvalue of this test problem. For the interior eigenvalue case, we know that the GL method fails to
ﬁnd a required accuracy solution and the DRQGF method performs faster than the EIGS method.
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Table 4
Numerical results of Example 4.
Method DRQGF GL EIGS
Problem Extreme Interior Extreme Interior Extreme Interior
CPU time (seconds) 0.89 0.03 Failed Failed 0.05 0.72
‖Axk − ωkxk‖∞ 9.99e−7 7.77e−7 Failed Failed 1.02e−11 1.35e−6
0 500 1000 1500 2000 2500 3000
0
2
4
6
8
number k of iterations
lo
g 1
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Fig. 6. Example 4.
Table 5
Numerical results of Example 5.
Method DRQGF GL EIGS
Problem Extreme Interior Extreme Interior Extreme Interior
CPU time (seconds) 26.59 1.67 3097.7 Failed 14.68 15.11
‖Axk − ωkxk‖∞ 9.88e−6 5.85e−7 6.37e−4 Failed 1.25e−7 1.71e−7
5. Conclusions
Thisarticlemainlygiveapracticaldiscretemethodtoﬁndaneigenvalueofa symmetricmatrixbased
on a continuous dynamical system (2.11). There are other numerical methods based on a continuous
dynamical system for unconstrained optimization problems and constrained optimization problems.
They all have their own features. For their detailed descriptions and properties, one can refer to
[3–6,10,20,22,23,33] and references therein.
From numerical experiments in section 4, we know that Algorithm 3.1 (DRQGF) is more robust
than the GL method [11]. Moreover, Algorithm 3.1 performs faster than the GL method for most test
problems. We also know that Algorithm 3.1 can be competitive with the EIGS (a Matlab subroutine
[25,27]) for some test problems. Therefore, Algorithm 3.1 is promising for ﬁnding an eigenvalue of
a symmetric matrix. We will also apply Algorithm 3.1 to the data compression problems or MIMO
systems of wireless communication in future.
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Acknowledgements
The authors are grateful for the comments and constructive suggestions from Lampe Mattias, Hai-
ning Jiang and two anonymous referees.
References
[1] U.M. Ascher, L.R. Petzold, Computer Methods for Ordinary Differential Equations and Differential-Algebraic Equations,
SIAM, Philadelphia, PA, 1998.
[2] C. Ashcraft, R.G. Grimes, J.G. Lewis, Accurate symmetric indeﬁnite linear equation solvers, SIAM J. Matrix Anal. Appl. 20
(1998) 513–561.
[3] C.A. Botsaris, A class ofmethods for unconstrainedminimization based on stable numerical integration techniques, J.Math.
Anal. Appl. 63 (1978) 729–749.
[4] A.A. Brown, M.C. Bartholomew-Biggs, Some effective methods for unconstrained optimization based on the solution of
systems of ordinary differential equations, J. Optim. Theory Appl. 62 (1989) 211–224.
[5] T.S. Coffey, C.T. Kelley, D.E. Keyes, Pseudotransient continuation and differential-algebraic equations, SIAM J. Sci. Comput.
25 (2003) 553–569.
[6] P. Deuﬂhard, Newton Methods for Nonlinear Problems: Afﬁne Invariance and Adaptive Algorithms, Spring-Verlag, 2004.
[7] I.S. Duff, MA57-a code for the solution of sparse symmetric deﬁnite and indeﬁnite systems, ACM Trans. Math. Software 30
(2004) 118–144.
[8] R. Fletcher, Practical Methods of Optimization, vol. 1: Unconstrained Optimization, John Wiley & Sons, 1980.
[9] R. Fletcher, Practical Methods of Optimization, vol. 2: Constrained Optimization, John Wiley & Sons, 1981.
[10] A.V. Fiacco, G.P. McCormick, Nonlinear Programming: Sequential Unconstrained Minimization Techniques, John Wiley &
Sons, Philadelphia, 1968.
[11] G.H. Golub, L.-Z. Liao, Continuous methods for extreme and interior eigenvalue problems, Linear Algebra Appl. 415 (2006)
31–51.
[12] X.-B. Gao, G.H. Golub, L.-Z. Liao, Continuousmethods for symmetric generalized eigenvalue problems,Linear Algebra Appl.
428 (2008) 676–696.
[13] C.W. Gear, Numerical Initial Value Problems in Ordinary Differential Equations, Prentice-Hall, Inc., 1971.
[14] G.H. Golub, C.F. Van Loan, Matrix Computation, third ed., The John Hopkins University Press, 1996.
[15] N.I.M. Gould, J.A. Scott, Y.-F. Hu, A numerical evaluation of sparse direct solvers for the solution of large sparse symmetric
linear systems of equations, ACM Trans. Math. Software 33 (2007) 1–32.
[16] E. Hairer, G. Wanner, Solving Ordinary Differential Equations II, Stiff and Differential-Algebraic Problems, second ed.,
Springer-Verlag, Berlin, 1996.
[17] B.-S. He, Solving trust region problem in large scale optimization, J. Comput. Math. 18 (2000) 1–12.
[18] U. Helmke, J.B. Moore, Optimization and Dynamical Systems, second ed., Springer, 1996.
[19] D.J. Higham, Trust region algorithms and timestep selection, SIAM J. Numer. Anal. 37 (1999) 194–210.
[20] C.T. Kelley, D.E. Keyes, Convergence analysis of pseudo-transient continuation, SIAM J. Numer. Anal. 35 (1998) 508–523.
S.-T. Liu, X.-L. Luo / Linear Algebra and its Applications 432 (2010) 1851–1863 1863
[21] K. Levenberg, A method for the solution of certain problems in least squares, Q. Appl. Math. 2 (1944) 164–168.
[22] X.-L. Luo, L.-Z. Liao, H.-W. Tam, Convergence analysis of Levenberg-Marquardt methods, Optim. Methods Softw. 22 (2007)
659–678.
[23] X.-L. Luo, C.T. Kelley, L.-Z. Liao, H.-W. Tam, Combining trust-region techniques and Rosenbrock methods to compute
stationary points, J. Optim. Theory Appl. 140 (2009) 265–286.
[24] X.-L. Luo, A trajectory-following method for solving the steady state of chemical reaction rate equations, J. Theor. Comput.
Chem. 8 (2009) 1039–1058.
[25] R.B. Lehoucq, D.C. Sorensen, Deﬂation techniques for an implicitly re-started Arnoldi iteration, SIAM J. Matrix Anal. Appl.
17 (1996) 789–821.
[26] D. Marquardt, An algorithm for least-squares estimation of nonlinear parameters, SIAM J. Appl. Math. 11 (1963) 431–441.
[27] MATLAB R2008a, The MathWorks Inc. <http://www.mathworks.com>, 2008.
[28] Matrix Market. <http://math.nist.gov/MatrixMarket>.
[29] J. Nocedal, S.J. Wright, Numerical Optimization, Springer, 1999.
[30] J. Schropp, Geometric properties of Runge–Kutta discretizations for index 2 differential algebraic equations,SIAM J. Numer.
Anal. 40 (2002) 872–890.
[31] J. Schropp, One- and multistep discretizations of index 2 differential algebraic systems and their use in optimization, J.
Comput. Appl. Math. 150 (2003) 375–396.
[32] L.F. Shampine, M.W. Reichelt, The matlab ODE suite, SIAM J. Sci. Comput. 18 (1997) 1–22.
[33] F. Zirilli, The use of ordinary differential equations in the solution of nonlinear systems of equations, in: M.J.D. Powell (Ed.),
Nonlinear Optimization, Academic Press, New York, 1981, pp. 39–47.
