This paper presents a wearable wireless surface electromyogram (sEMG) integrated interface that utilizes a proposed analog pseudo-wavelet preprocessor (APWP) for signal acquisition and pattern recognition. The APWP is integrated into a readout integrated circuit (ROIC), which is fabricated in a 0.18-µm complementary metal-oxide-semiconductor (CMOS) process. Based on this ROIC, a wearable device module and its wireless system prototype are implemented to recognize five kinds of real-time handgesture motions, where the power consumption is further reduced by adopting low-power components. Real-time measurements of sEMG signals and APWP data through this wearable interface are wirelessly transferred to a laptop or a sensor hub, and then they are further processed to implement the pseudo-wavelet transform under the MATLAB environment. The resulting APWP-augmented pattern-recognition algorithm was experimentally verified to improve the accuracy by 7 % with a real-time frequency analysis.
I. INTRODUCTION
Recent wireless sensor systems for Internet of Things (IoT) applications aim to improve system efficiency by adopting the artificial intelligence (AI) to extract various events of interest from real-time retrieved data [1] . In healthcare applications, increasing availability of sensor data and rapid progress of analytics techniques have enabled the AI to mimic human cognitive functions [2] . Especially, surface electromyography (sEMG) systems whose applications include medical prostheses and remote robot controls, have utilized the AI analytics to recognize various human gestures [3] based on user-friendly and non-invasive wireless physiological interfaces.
Most previous studies on the sEMG pattern-recognition systems have been focused on implementing their optimization algorithms in software or embedded parts. Several
The associate editor coordinating the review of this manuscript and approving it for publication was Keping Wang . approaches to analyze the sEMG signal using the artificial neural network (ANN) have been proposed in [4] - [6] , which includes a comparison study of multiple classifiers to select its optimal classifier [4] , a sEMG pattern-recognition platform to increase the channel number for higher accuracy [5] , and an optimization of the ANN training algorithm [6] . These tried to increase the pattern recognition accuracy, but their accuracy remained to be below or around 90%. Meanwhile, there have been efforts to improve the signal to noise ratio (SNR) and provide better quality of the sEMG signal before its recognition analysis. The wavelet decomposition [7] and other mathematical approaches [8] were utilized to improve the sEMG signal quality, but they require complex biosignal processing methods which give heavy computational burdens.
In real-time applications of the pattern recognition system [9] , the windowing scheme presents a decision streaming method within 300ms in order to avoid perceptible latency, where the pattern recognition accuracy is mostly improved in the software side. It means that an optimization in the hardware side could provide additional benefit for the sEMG pattern recognition system. Therefore, this work presents a real-time wearable sEMG pattern-recognition interface to keep the accuracy high and optimize the processing in the hardware side at the same time. Its readout integrated circuit (ROIC) [10] is designed to include an analog pseudowavelet preprocessor (APWP) which utilizes a sub-band filter method. In a conventional analog wavelet circuit [11] , its complexity and size problems make it difficult to integrate the wavelet circuit in the ROIC while a digital wavelet circuit in [12] also gives high power consumption. Based on a subband wavelet filtering [13] , an analog preprocessing scheme through the APWP is proposed to allow real-time frequencydomain analysis of the sEMG signal with higher accuracy, preparing the following recognition processing. For the realtime frequency analysis in the frequency band of 0 ∼ 500 Hz, the APWP is accompanied by the fast Fourier transform (FFT) process which takes around 1 ms with the 80-MHz Cortex-M4 micro controller unit (MCU). The classifier in the pattern recognition is chosen as the back-propagation neural network (BPANN), based on previous studies [14] - [15] , whose processing time was only 260 ms under the MATLAB 2018a. For wearable applications, the ROIC is also designed to include a 12-bit successive approximation register analogto-digital converter (SAR ADC) [16] to digitalize the sEMG signals and their APWP filtered signals. Its wearable wireless prototype is manufactured and optimized to support the ANN structure for the pattern recognition. It is experimentally verified to achieve 95 % accuracy on average for a recognition of 5 different hand gestures where the APWP performs the real-time frequency-domain preprocessing for the selected frequency band. Fig. 1 shows how the sEMG sensing platform works. The system consists of three main parts: an analog front-end circuit, embedded components, and analytic software. First, the sEMG signal sensing is performed through sEMG detection channels which include a capacitor-coupled instrumental amplifier (CCIA) and a programmable gain amplifier (PGA). After an analog sEMG signal is sensed and amplified, it passes through the APWP where it is filtered for the wavelet transform or bypassed to the SAR ADC for digitization. In order to augment the pattern-recognition accuracy, two sEMG channels are implemented to be timely switched to their common SAR ADC. Finally, digital output data are communicated through a low-power microcontroller unit (MCU).
II. LOW-POWER WIRELESS SEMG PATTERN RECOGNITION SYSTEM
After this data collection step, the MCU manages the timing to analyze the sEMG signal in the frequency domain. The MCU processes the sEMG signal through the real-time spectral analysis (RTSA) method [17] and sends these data wirelessly to a laptop via the Bluetooth Low Energy (BLE). Then, they would be used as input data for the BPANN. In order to evaluate the performance of the APWP, The FFT will be applied to the APWP passed data and will perform a pseudo wavelet transform. These data will be compared with the simple ROIC passed and FFT applied data. The first APWP passed and FFT applied data and the simple ROIC passed and FFT applied data will both be the input of the BPANN. The comparison of the accuracy about these two types of data will show the performance of the APWP. The BPANN is chosen because of its efficiency has been proven in past research [18] , [19] . After training the neural network, the trained network would be implemented in the MATLAB to recognize patterns.
III. HARDWARE SYSTEM ARCHITECTURE A. ANALOG FRONT-END
Detailed implementation of the designed analog front-end circuit is shown in Fig. 2 , which considers several noise problems when acquiring sEMG signals. One major problem with its wearable module is a physical contact condition with the skin. Various physical movements make the contact between the electrode and the skin unstable, causing time-varying noises in its input delivery circuit. This problem is much mitigated by adopting the impedance boosting loop (IBL) [20] at the input of the low noise amplifier (LNA). Past studies showed that each person has a different sEMG frequency, but the meaningful frequency range is always between 0∼500 Hz and the amplitude of the signal is less than 1 mV [21] , [22] . Therefore, the LNA is designed to cover this frequency band and to amplify the input signal to a few hundred mV for making it analyzable.
The DC servo loop (DSL) [23] is also adopted to reduce the DC offset at the input of the LNA, and the chopper [24] is utilized to remove low-frequency noises including 1/f noises. Since the chopper causes ripples at the output of the LNA due to its inherent frequency switching, the ripple-reduction loop (RRL) technology [25] is applied around the LNA feedback network. After these multiple loops in the LNA constitute the CCIA stage to achieve the simulated integrated noise of 0.985-µVrms with 260-µW power consumption, the following PGA stage provides adjustable gain amount which is controlled by the MCU. The sEMG sensing channel is designed with a fully differential structure in order to capture the localized feature of sEMG through a highly integrated wearable system. Fig. 3 shows the pie chart to summarize power consumption of each sub-blocks in the ROIC, which includes the APWP integrated interface. The band gap reference (BGR) and the regulator, which are commonly used in all analog and digital circuits, consume about 136-µW. The analog sEMG channel is composed with the CCIA and the PGA consumes about 382-µW. The APWP consumes about 653-µW, and other digital circuits including the serial communication and the buffers consume about 46-µW. While the 12-bit SAR ADC consumes about 18-µW at its maximum speed of 100 kS/s, the required ADC speed of 4 kS/s in this system costs about 0.8-µW. Table 1 represents the performance summary of the ROIC chip compared to the recent works. 
B. WAVELET PREPROCESSOR
The wavelet transform is an emerging signal processing method to treat various bio signals, which firstly decomposes the input signal into multiple frequency ranges and then performs frequency domain analyses [29] . Implementing half of this wavelet transform as a decomposition step with analog filtering circuits provides the APWP capability with several advantages. By virtue of this analog filtering decomposition, the information is digitalized without loss, and its bandwidth selectivity can remove unwanted noises like motion artifacts which may be critical when treating physiological data. In addition, filtering the signal means that it can improve the signal quality and reduce the processing time in the digital signal processor (DSP) at the same time. Considering signal characteristics of the sEMG, the APWP block is designed to support the frequency range of DC to 250 Hz. Fig. 4 shows how the APWP performs the signal decomposition. The original signal first passes through a switched capacitor type active low-pass filter (LPF) and the analog buffer, and then an analog subtractor circuit subtracts the LPF signal from the original signal to realize the high-pass filter. The LPF band pass is controllable with a switching frequency. Repeating this activity, four band-pass filters are realized. Finally, the original sEMG signal will be separated in multiple frequency domains from D1 to A3. The high pass filtered signal information containing high frequency signal is called detailed (D) information and it can be selected from D1 to D3. The approximation (A) information contains the low frequency information based on the LPF, A3 can be selected. With the digital implementation of wavelet decomposition, a down-sampling procedure is included after decomposing the signal into multiple frequency ranges. However, with an analog circuit, scaling the cut-off frequency of each stage in a wavelet preprocessor by two results in down-sampling with a factor of two. Fig. 5 shows an algorithmic flow chart of the embedded system implementation. The sEMG module is controlled by the STM32L4 MCU and its communication and pattern-recognition capabilities are interfaced with the MATLAB2018a. For accurate timing control, it is necessary to first set the system core clock (C.C.). Then, from this C.C., a pulse width modulation (PWM) is activated to feed a digital clock for the ROIC chip. This digital clock is used to activate serial peripheral interface (SPI) communication with the MCU and also to activate the ADC and other digital blocks for making the ROIC operational. After the PWM is set up, the SPI communication is enabled and through this chip-to-chip communication interface, and two sEMG channels are activated and alternatively switched to their common integrated ADC. For each channel, its channel characteristics such as the gain, the ADC data rate, and the wavelet filter are adaptively tuned. Fig. 6 Presents the time required for the real time sEMG pattern recognition system. The RTSA method is used in this sEMG pattern recognition platform to perform real-time pattern recognition. The timer interrupt is utilized in order to provide internal controls with exact timing. After checking the data transmission, if there is no problem in the communication, the ADC data coming from the ROIC is collected in the analysis window of 512 samples. The sampling rate of the ADC was selected as 2,000 samples per second for two independent channels in consideration of the Nyquist-rate data analysis in the frequency domain [30] . Previous studies presenting the relation with the sEMG sampling frequency [31] show that the minimum required sEMG sampling frequency was 500 samples per second. Therefore, 512 samples for 2 channels is collected first in 512 ms with 2,000 sampling rates. Then, among these 512 samples, 128 samples are shifted out of the analysis window, and the FFT is applied to finally analyze the filtered signal between 62.5Hz∼125Hz. FFT is applied to the 512 samples window and two strongest intensity of the FFT and their frequency values are sent to MATLAB 2018a via the universal synchronous asynchronous receiver and transmitter (USART) protocol. The USART protocol is set up with the interrupt protocol, not with the polling method, which sends the data in the background of the MCU processing. The MATLAB receives these data and firstly pretrains them through the BPANN, and then the trained BPANN is utilized in real-time application environments. Fig. 7 shows a flexible wearable module prototype based on the ROIC and five finger movements for pattern recognition. This module is implemented with low-power components. In order to achieve the objective of being able to wear the module, a flexible printed circuit board (PCB) was utilized. An elastic band is tied around the module to reduce the skincontact noise problem. Three healthy subjects participated in the test, the sEMG signals were wirelessly collected via the Bluetooth communication. In a total of 840 data samples, 420 FFT-processed data for the filter-passed signal and 420 FFT-processed data for the original sEMG were acquired to evaluate the APWP performance. The data composition for each 420 data sample is as follows: 70 data samples for each finger and 70 data without the movement are prepared, for each sample, FFT is applied and 4 intensities and their frequencies values are chosen between 80∼120 Hz. For the electrode position, the palmaris longus (PL) and flexor carpi ulnaris (FCU) muscles were selected as suitable candidates for pattern recognition. Past studies show that these two muscles are involved in wrist and finger movements. The sEMG signals coming from these muscles and their associated finger movement gestures could be analyzed [32] . Fig. 8 shows measured time-domain sEMG signals through the ROIC chip and the MCU. Fig. 8(e) is the original unfiltered signal, and from Fig. 8(a) to Fig. 8(d) are filtered signals when internal filters from D1 to A3 are applied. These show the measured characteristics of filter-passed signals before applying the pattern recognition. That is, the D2passed signal and the D1-passed signal have less noises compared with the original signal. A motion artefact noise, which is a low frequency noise, is not present in the D2passed signal while it is attenuated in the D1-filtered signal. Furthermore, the D2-passed signal and the D1-passed signal include the meaningful frequency range of the sEMG signal. Therefore, these measured characteristics show the performance of the APWP by comparing with the accuracy of the pattern recognition of the D2-passed signal which includes the 62.5∼125 Hz frequency range. Fig. 9 shows noise-level comparison in the frequency domain between filtered signals and their original sEMG signal. The D1∼D3 filter-passed signals have low noise level in dB compared to the original sEMG signal while the sEMG has low signal-to-noise ratio (SNR) [33] . These noise-level time-domain sEMG data. Meanwhile, in order to evaluate the processing performance of the APWP, the feature extraction method is applied especially to the D2-filtered data and the original sEMG data. The FFT process on the D2-filtered data becomes a pseudo-wavelet transform. When it is applied for the original sEMG data, it becomes simple FFT-processed data. A total of 420 FFT-processed data samples were collected for each filter-passed data and the original sEMG data. Finally, after applying the FFT process, taking two strongest intensities in the frequency spectra of the FFT spectra and their two frequency values for each channel, four values were chosen for single channel and eight digital values in total for two channels were chosen for training.
C. SOWFTWARE & EMBEDDED ARCHITECTURE

IV. EXPERIMENTAL RESULTS
A. SEMG DETECTION EXPERIMENTAL ENVIRONMENT
B. FEATURE EXTRACTION
C. OPTIMIZATION OF NEURAL NETWORK
After the feature extraction, a matrix of eight digital values for 420 samples are prepared for training. Before training with the BPANN, an optimization algorithm to pre-determine the size of the BPANN is applied to the network design. This optimization selects the optimal number of hidden neurons present in a single hidden layer in order to avoid an overfitting problem coming from noise fitting. The optimization can also reduce the processing time. Every neuron present in the BPANN is connected with an undetermined weight before the training state. The weight would be determined after the training, and the neural network would perform the calculation to find out the weight value for the pattern recognition. Fig. 10 shows the optimization step for the APWP-passed EMG data analysis and the original EMG data analysis.
The results indicate that the optimal number of hidden-layer neurons is 10. If it goes over 10, the accuracy of the original EMG analysis may degrade because of the noise-fitting effect, but the accuracy remains the same in the case of the APWP-passed FFT. The highest accuracy comes from the D2-passed signal feature. The structure of the BPANN was decided upon through simulations with 8 inputs, 10 neurons in 1 hidden layer and 6 outputs to determine 5 movements and 1 case without movement. After the BPANN structure selection, the sample number required to resolve all undetermined weights was determined as 420, based on past research proving the upper bound for the hidden-layer neuron number theorem [34] . 60% of total samples were used to train the BPANN, 20% were used to test the BPANN, and the remaining 20% was used to test the network. Fig. 11 shows the confusion matrix for the pattern recognition on five hand gestures. Fig. 11(a) shows the accuracy of the APWP D2-filtered signal. This confusion matrix shows that for the average classification, the thumb-finger movements were recognized with the accuracy of 89.9 % and the accuracy of the index finger movement recognition was around 85 %. The ring-finger movement recognition gave about 95 % accuracy while the others like the middle-finger, the pinky-finger and no movement gave 100 % accuracy. On average, the accuracy for the finger movement was about 95 %. Fig. 11(b) represents finger movement pattern recognition accuracy in the original sEMG analysis. Specifically, the accuracies for the thumb, the index, the middle, the ring, and the pinky were 79.2%, 84.7 %, 86.7 %, 89.7 %, and 88.0 % respectively. The total average accuracy of the original sEMG pattern recognition without the APWP process was 88 %.
D. PATTERN RECOGNITION EVALUATION
For fair comparison, the digital wavelet processing performance is shown in Fig. 12 , where the performance of the digital wavelet decomposition is close to the APWP performance. The accuracy is higher about 0.9% compared to the APWP. But the APWP pre-process the signal before its application and allows the frequency analysis with better quality of the sEMG signal. Processing the digital wavelet decomposition to the raw signal consumes a processing time. In the low power MCU STM32L4 model with 80 MHz core clock frequency, it consumes 1 ms for the FFT where the analyzable frequency band is 500 Hz. In the APWP which preprocesses and filters the signal for the sEMG analysis, the D2 filter was selected to give high accuracy of the pattern recognition. But other application where the detection of the low frequency band signal is important, the A3 filter can be selected to filter the important signal. An additional signal processing could be done with the D3 or the D1 filter. From these D3 and D1 filter, noise component in the selected frequency domain can be selected and from the original signal, the subtraction of these selected noise component can improve the signal quality.
A ROIC prototype which includes the proposed wavelet preprocess and the SAR ADC was fabricated in a 0.18-µm complementary metal-oxide semiconductor (CMOS) process. Fig. 13 shows its chip microphotography whose silicon area is 2 mm by 2 mm. Table 2 summarizes the overall performance of the proposed wearable sEMG pattern-recognition integrated interface embedding the APWP, where it is also compared with previous works on the sEMG pattern-recognition system. The proposed wearable sEMG pattern-recognition APWP achieved the recognition accuracy of about 95 % using the artificial neural network classification, and the power consumption of the wearable prototype was about 66 mW which is comparable to state-of-the-art technologies.
V. CONCLUSION
This paper presented a wearable sEMG pattern-recognition integrated interface embedding a proposed analog preprocessing function of the APWP. For its functional feasibility, its ROIC and flexible wearable module prototype were fabricated and experimentally verified to improve its accuracy, and power consumption. While real-time patternrecognition capabilities on five kinds of hand gestures were demonstrated achieving a high accuracy of 95% and power consumption of 66 mW. Additionally, the APWP preprocesses the signal and augments the signal quality. This was attributed to the proposed APWP-integrating interface structure and its low-power module implementation.
