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In this paper, by a kind of decomposition lemma and Künneth formula we study the critical
groups at inﬁnity for the associated functional of the following p-Laplacian equation with
indeﬁnite nonlinearities{
−pu = λ|u|p−2u + a+(x) f (u)− a−(x)|u|q−2u + h(x,u) in Ω,
u = 0 on ∂Ω.
We also obtain the existence of multiple nontrivial solutions of this equation via Morse
theory.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded domain in RN with smooth boundary ∂Ω , and pu = div(|∇u|p−2∇u) denotes the p-Laplacian
operator. In this paper, we consider the quasilinear elliptic equation{
−pu = λ|u|p−2u + g(x,u) in Ω,
u = 0 on ∂Ω, (1.1)
with indeﬁnite nonlinearity
g(x,u) = a+(x) f (u)− a−(x)|u|q−2u + h(x,u).
Furthermore, we assume that
( f0) λ ∈ R, q > p > 2,
( f1) a± ∈ C(Ω,R), a±  0, and satisfy the thick zero set condition:
Ω+ ∩Ω− = ∅,
where Ω± = {x ∈ Ω | a± = 0} with Ω+ = ∅,
( f2) f ∈ C1(R,R) and satisﬁes the subcritical growth condition∣∣ f (t)∣∣ c(1+ |t|s−1), ∀t ∈ R,
for some c > 0 and s ∈ [1, p∗), where p∗ = Np/(N − p) if p < N and p∗ = +∞ if N  p,
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0< θ F (u) = θ
u∫
0
f (t)dt  f (u)u, for |u| M,
(h1) h ∈ C1(Ω × R,R), and there exists c > 0 such that∣∣h(x, ξ)∣∣ c(1+ |ξ |p−1), ∀ξ ∈ R, x ∈ Ω,
(h2) h(x, ξ) = o(|ξ |p−1), as |ξ | → ∞, x ∈ Ω.
In recent years there has been an increasing interest in looking at Dirichlet problem with p-Laplacian (cf. [5,6,13–15,
17,20,22,24]). Problem (1.1) can be seen as the stationary counterpart of evolution equations with nonlinear diffusion. For
more background, we refer to [24]. With deﬁnite nonlinearity, i.e., Ω− = ∅, Eq. (1.1) has been studied by many papers using
topological, variational methods, and bifurcation approach.
A number of results were obtained for Eq. (1.1) in the case of p = 2 (cf. [1,3,4,10,11,19,23] and references therein). In [1],
Alama and Del Pino studied the existence of this semilinear equation through two different approach: Morse theory and
min–max method. In [3], using variational methods, Alama and Tarantello obtained the existence of positive solutions. In
[19], by virtue of a kind of space decomposition which was ﬁrst introduced in [10], the author derived the multiplicity of
some sublinear equation with indeﬁnite nonlinearity. In [10], employing a space decomposition, Chang and Jiang split the
corresponding functional into two parts. Then, by some kind of Künneth formula, they calculated the critical groups of this
functional. Thus, they get the multiplicity of Eq. (1.1) with p = 2 by the Morse theory. In [11], using the heat ﬂow as a
deformation and a kind of space decomposition, a Morse theory for the solutions of Eq. (1.1) with p = 2 was established.
Some existence and multiplicity results of solutions were deduced.
In this paper, we mainly extend the results of [10] and [11] from p = 2 to 2 < p < ∞ except the heat ﬂow part. In
comparing with the deﬁnite case, from the variational point of view, the indeﬁnite nonlinearities arise two diﬃculties. One
is the (PS) condition for the corresponding functional I . The other is to determine the topology of the level set of the func-
tional I . Motivated by the argument in [10,11], we ﬁrst establish a space decomposition. Then, we split the corresponding
functional into two parts. Thus, we deduce the critical groups at inﬁnity. Using Morse inequality, we get the existence of
nontrivial solutions of Eq. (1.1).
Before state our results, we introduce some notations. Let W 1,p0 (Ω) be the usual Sobolev space endowed with the norm
‖∇u‖p = (
∫
Ω
|∇u|p dx) 1p . Motivated by the decomposition lemma in [11], we deﬁne a new reﬂexive Banach space
E = W 1,p0 (Ω)∩ Lqa−(Ω),
where
Lqa−(Ω) =
{
u ∈D′(Ω)
∣∣∣ ‖u‖q
Lqa−
:=
∫
Ω
a−(x)
∣∣u(x)∣∣q dx< ∞}.
Therefore, E = W 1,p0 (Ω) if Ω− = ∅ with q > p∗ , and E = W 1,p0 (Ω) if q p∗ by the Sobolev embedding theorem. The norm
on E is deﬁned by
‖u‖pE = ‖∇u‖pp + ‖u‖pLqa− .
It is well known that the critical points of the C2 functional I : E → R correspond to the weak solutions of Eq. (1.1), where
I is deﬁned by
I(u) = 1
p
∫
Ω
(|∇u|p − λ|u|p)dx− ∫
Ω
a+(x)F (u)dx+
∫
Ω
a−(x)
q
|u|q dx−
∫
Ω
H(x,u)dx
with H(x,u) = ∫ u0 h(x, t)dt .
Now let us recall some results of Morse theory that will be used below, for details, we refer to [8,9]. Let X be a real
Banach space and Φ ∈ C1(X,R), K = {u ∈ X | Φ ′(u) = 0} is the critical set of Φ . Let u ∈ K be an isolated critical point with
Φ(u) = c ∈ R, and U be an isolated neighborhood of u, i.e., K ∩ U = {u}. The group
C∗(Φ,u) = H∗
(
Φc ∩ U ,Φc ∩ U \ {u}), ∗ = 0,1,2, . . . ,
is called the ∗-th critical group of Φ at u, where Φc = {u ∈ X | Φ(u) c}, H∗(· , ·) is the singular relative homology groups
with a coeﬃcient group G . For a < infΦ(K ), the ∗-th critical group of Φ at inﬁnity is deﬁned by
C∗(Φ,∞) = H∗
(
X,Φa
)
, ∗ = 0,1,2, . . . .
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W 1,p0 (Ω) (see [18]). One of our main results is the following:
Theorem 1.1. Under the above assumptions and λ /∈ σ(Ω0), we have
C∗(I,∞) = {0}, ∗ = 0,1,2, . . . .
Remark 1. Our results extend that of [26] with p = 2 and those of [15,17,21] with p > 1 for the deﬁnite case. For the
indeﬁnite case with p = 2, we generalize the results of [10] and [11].
Moreover, to obtain the existence of nontrivial solutions of Eq. (1.1), we make the following assumptions at zero.
( f4) f (u) = o(|u|p−1), as |u| → 0,
(h3) h(x,u) = o(|u|p−1), as |u| → 0, x ∈ Ω.
Theorem 1.2. Under the assumptions of Theorem 1.1 with λ < λ1(Ω), and ( f4), (h3) hold, then Eq. (1.1) has at least three nontrivial
solutions. Furthermore, if the set of positive and negative solutions of Eq. (1.1) is ﬁnite, then Eq. (1.1) has a sign changing solution.
Remark 2. For the deﬁnite case, similar result has been obtained by [5,7,15,26]; and for the indeﬁnite case with p = 2, we
refer to [10,11].
The paper is organized as follows: In Section 2, a decomposition lemma for E is given, which is the basis of the (PS)
condition in Section 3 and the computation of critical groups at inﬁnity in Section 4. In Section 5, we will prove Theorem 1.2.
In the sequel, the letter C will be used to denote various positive constants whose exact value is irrelevant.
2. A decomposition lemma
In this section, we will extend the decomposition lemma in [10,11] to the Banach space E .
Let
E1 = W 1,p0 (Ω0 ∪Ω−)∩ Lqa−(Ω0 ∪Ω−)
and
E2 =
{
u(x) ∈ W 1,p0 (Ω0 ∪Ω+)
∣∣u(x) = 0, ∀x ∈ Ω0}.
Lemma 2.1.
E = E1 ⊕ E2.
Proof. For any u ∈ E, let
v(x) =
{
u(x), x ∈ Ω−,
u(x)− w0(x), x ∈ Ω0,
and
w(x) =
{
w0(x), x ∈ Ω0,
u(x), x ∈ Ω+,
where w0 ∈ W 1,p(Ω0) is given by⎧⎪⎨⎪⎩
w0(x) = 0, x ∈ Ω0,
w0(x) = 0, x ∈ ∂Ω0 ∩ ∂Ω−,
w0(x) = u(x), x ∈ ∂Ω0 ∩ ∂Ω+,
w0(x) = 0, x ∈ ∂Ω0 ∩ ∂Ω.
Thus v ∈ E1, w ∈ E2, and u = v + w.
Next, we claim that the decomposition is unique, i.e., if u = v + w = 0 for v ∈ E1 and w ∈ E2, then v = w = 0.
Indeed, if we have{
v(x) = u(x) = 0, ∀x ∈ Ω−,
w(x) = u(x) = 0, ∀x ∈ Ω+,
then it results that w0|∂Ω0 = 0. Since w0 = 0 in Ω0, the maximum principle implies w0 = 0 in Ω0. Therefore we get
v = w = 0.
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which is linear and bounded. So it remains to prove that the mapping π is surjective. For (v,w) ∈ E1 ⊕ E2, let
u(x) =
{ v(x), x ∈ Ω−,
v(x)+ w(x), x ∈ Ω0,
w(x), x ∈ Ω+,
then u ∈ E , and π(u) = (v,w). Therefore, by the Banach theorem the proof is completed. 
Remark 3.
(a) As a consequence of direct sum and equivalent norm theorem, for u = (v,w) ∈ E1 ⊕ E2, there is a constant C > 0 such
that
C−1
∫
Ω
(|∇v|p + |∇w|p)dx ∫
Ω
|∇u|p dx C
∫
Ω
(|∇v|p + |∇w|p)dx. (2.1)
(b) If u(x) ∈ E2 and u(x) = 0 for x ∈ Ω+ , then u = 0. Indeed, from the deﬁnition of E2, we know that u = 0 in Ω0. Since
u|∂Ω0 = 0, the maximum principle implies u(x) = 0 in Ω0, then u = 0.
(c) For more details, see [19, Proposition 2.2].
In order to compute the critical groups of I at inﬁnity, we need the decompositions of functional I according to
Lemma 2.1. For t ∈ [0,1], we deﬁne the functionals It as follows:
It(u) = t
p
∫
Ω
|∇u|p dx+ 1− t
p
∫
Ω
(|∇v|p + |∇w|p)dx− tλ
p
∫
Ω
|u|p dx− (1− t)λ
p
∫
Ω
(|v|p + |w|p)dx
−
∫
Ω
a+(x)F (w)dx+
∫
Ω
a−(x)
q
|v|q dx− t
∫
Ω
H(x,u)dx,
for u = (v,w) ∈ E1 ⊕ E2. We note that I1(u) = I1(v,w) = I(u), and I0(v,w) = J1(v) + J2(w) is of separable variables by
Lemma 2.1, where
J1(v) = 1
p
∫
Ω
(|∇v|p − λ|v|p)dx+ ∫
Ω
a−(x)
q
|v|q dx
and
J2(w) = 1
p
∫
Ω
(|∇w|p − λ|w|p)dx− ∫
Ω
a+(x)F (w)dx.
3. The Palais–Smale condition
In this section, we give the Palais–Smale (for short (PS)) condition for It and some of its consequences, which are similar
to the results in [1,10,11]. Let E∗ be the dual space of E , and 〈· , ·〉 be the duality between E∗ and E .
Deﬁnition 3.1. For t ∈ [0,1], the functional It is said to satisfy the (PS)c condition at c ∈ R if any sequence {un} =
{(vn,wn)} ⊂ E1 ⊕ E2 satisfying
It(vn,wn) c,
∥∥I ′t(vn,wn)∥∥E∗ = o(‖un‖p−1E ) as n → ∞
has a convergent subsequence. It satisﬁes (PS) condition if It satisﬁes (PS)c at any c ∈ R.
Lemma 3.2. Under the assumptions of Theorem 1.1, any (PS)c sequence {un} = {(vn,wn)} for It is bounded in the space E.
Proof. From the Deﬁnition 3.1, it follows that
It(vn,wn) = t
p
∫
Ω
|∇un|p dx+ 1− t
p
∫
Ω
(|∇vn|p + |∇wn|p)dx− tλ
p
∫
Ω
|un|p dx− (1− t)λ
p
∫
Ω
(|vn|p + |wn|p)dx
−
∫
Ω
a+(x)F (wn)dx+
∫
Ω
a−(x)
q
|vn|q dx− t
∫
Ω
H(x,un)dx
 c
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I ′t(vn,wn), (vn,wn)
〉= t ∫
Ω
|∇un|p dx+ (1− t)
∫
Ω
(|∇vn|p + |∇wn|p)dx− (tλ)∫
Ω
|un|p dx
− (1− t)λ
∫
Ω
(|vn|p + |wn|p)dx− ∫
Ω
a+(x) f (wn)wn dx
+
∫
Ω
a−(x)|vn|q dx− t
∫
Ω
h(x,un)un dx
= o(‖un‖p−1E )‖un‖E
= o(‖un‖pE). (3.1)
Therefore, we have(
1
p
− 1
θ
){
t
∫
Ω
|∇un|p dx+ (1− t)
∫
Ω
(|∇vn|p + |∇wn|p)dx− (tλ)∫
Ω
|un|p dx− (1− t)λ
∫
Ω
(|vn|p + |wn|p)dx}
+
∫
Ω
a+(x)
(
1
θ
f (wn)wn − F (wn)
)
dx+
(
1
q
− 1
θ
)∫
Ω
a−(x)|vn|q dx+ t
∫
Ω
(
1
θ
h(x,un)un − H(x,un)
)
dx
 c + o(‖un‖pE).
From our assumptions and (2.1), we derive∫
Ω
|∇un|p dx+
∫
Ω
a−(x)|vn|q dx C
∫
Ω
a−(x)|vn|q dx+ C
∫
Ω
|un|p dx+ o
(‖un‖pE)+ C . (3.2)
Now let η ∈ C∞0 (Ω) satisfy 0 η(x) 1, and
η(x) =
{
1 x ∈ Ω−,
0 x ∈ Ω+.
By virtue of (3.1), it follows〈
I ′t(vn,wn), (ηvn, ηwn)
〉= t ∫
Ω
|∇un|p−2∇un∇(ηun)dx+ (1− t)
∫
Ω
|∇vn|p−2∇vn∇(ηvn)dx
+ (1− t)
∫
Ω
|∇wn|p−2∇wn∇(ηwn)dx+
∫
Ω
a−(x)|vn|q dx+ O
(‖un‖pp)
= o(‖un‖p−1E )(‖ηun‖E)
= o(‖un‖pE).
Thus, we get∫
Ω
a−(x)|vn|q dx = −t
∫
Ω
η|∇un|p dx− t
∫
Ω
un|∇un|p−2∇un∇ηdx− (1− t)
∫
Ω
η|∇vn|p dx
− (1− t)
∫
Ω
vn|∇vn|p−2∇vn∇ηdx− (1− t)
∫
Ω
η|∇wn|p dx
− (1− t)
∫
Ω
wn|∇wn|p−2∇wn∇ηdx+ O
(‖un‖pp)+ o(‖un‖pE)
 C‖un‖p‖∇un‖p−1p + C‖vn‖p‖∇vn‖p−1p + C‖wn‖p‖∇wn‖p−1p + O
(‖un‖pp)+ o(‖un‖pE)
 C‖un‖p
(
1+ ‖un‖p−1E
)+ o(‖un‖pE). (3.3)
Combining (3.2) with (3.3), we deduce that
‖un‖p  C‖un‖p
(
1+ ‖un‖p−1
)+ O (‖un‖pp)+ o(‖un‖p)+ C . (3.4)E E E
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sequence {(vn,wn)} satisfying ‖vn‖p + ‖wn‖p → +∞ as n → ∞. Deﬁne
u˜n = un‖vn‖p + ‖wn‖p , v˜n =
vn
‖vn‖p + ‖wn‖p , w˜n =
wn
‖vn‖p + ‖wn‖p .
Noting (3.4), {˜un}, {˜vn}, {w˜n} are bounded in E . Since E is reﬂexive, we may assume, after a subsequence, that
u˜n ⇀ u0, v˜n ⇀ v0, w˜n ⇀ w0 weakly in W
1,p
0 (Ω),
and
u˜n → u0, v˜n → v0, w˜n → w0 strongly in Lp(Ω),
with u0 = v0 + w0. Then u0 = 0 as ‖v0‖p + ‖w0‖p = 1.
Let φ = vn
(‖vn‖p+‖wn‖p)p , we have〈
∂v It(vn,wn),φ
〉= t ∫
Ω
|∇u˜n|p−2∇u˜n∇ v˜n dx+ (1− t)
∫
Ω
|∇ v˜n|p dx− (tλ)
∫
Ω
|˜un|p−2u˜n v˜n dx− (1− t)λ
∫
Ω
|˜vn|p
+ (‖vn‖p + ‖wn‖p)q−p ∫
Ω
a−(x)|˜vn|q dx+ o(1),
which implies(‖vn‖p + ‖wn‖p)q−p ∫
Ω
a−(x)|˜vn|q dx C .
In view of q > p and ‖vn‖p + ‖wn‖p → +∞, we arrive at∫
Ω
a−(x)|˜vn|q dx → 0, as n → ∞.
Since v˜n ⇀ v0 weakly, we have∫
Ω
a−(x)|v0|q dx lim inf
n→∞
∫
Ω
a−(x)|˜vn|q dx = 0,
then supp(v0) ⊂ Ω0.
Similarly, we get∫
Ω
a+(x)|w0|θdx = 0,
then supp(w0) ⊂ Ω0. Hence w0 = 0 in Ω by (b) in Remark 3.
Consequently,
u0 = v0 + w0 = v0 = 0, ∀x /∈ Ω0. (3.5)
Let φ ∈ W 1,p0 (Ω0), using (3.5) we have
1
(‖vn‖p + ‖wn‖p)p−1
〈
I ′t(vn,wn),φ
〉= t ∫
Ω
|∇u˜n|p−2∇u˜n∇φ dx− (tλ)
∫
Ω
|˜un|p−2u˜nφ dx
+ (1− t)
∫
Ω
|∇ v˜n|p−2∇ v˜n∇φ dx− (1− t)λ
∫
Ω
|˜vn|p−2 v˜nφ dx+ o(1).
Let n → ∞, we obtain∫
Ω
|∇u0|p−2∇u0∇φ dx = λ
∫
Ω
|u0|p−2u0φ dx,
which implies λ ∈ σ(Ω0). This is a contradiction. 
In order to complete the proof of the (PS) condition for the functional It , we also need the following result (see [9,12]).
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C2(|ζ | + |η|)p−2|ζ − η|2, 1< p < 2.
Lemma 3.4. Under the assumptions of Theorem 1.1, any (PS) sequence for functional It contains a convergent subsequence in E.
Proof. Let a sequence {un} = {(vn,wn)} ⊂ E1 ⊕ E2 be a (PS) sequence for functional It , by Lemma 3.2, we get that {un} is
bounded in E . Then there is a u∗ = (v∗,w∗) ∈ E such that, after a subsequence, un ⇀ u∗ in E , and
o(1) = 〈I ′t(un)− I ′t(u∗),un − u∗〉
= t
∫
Ω
(|∇un|p−2∇un − ∣∣∇u∗∣∣p−2∇u∗)∇(un − u∗)dx
+ (1− t)
∫
Ω
(|∇vn|p−2∇vn − ∣∣∇v∗∣∣p−2∇v∗)∇(vn − v∗)dx
+ (1− t)
∫
Ω
(|∇wn|p−2∇wn − ∣∣∇w∗∣∣p−2∇w∗)∇(wn − w∗)dx
+
∫
Ω
a−(x)
(|vn|q−2vn − ∣∣v∗∣∣q−2v∗)(vn − v∗)dx+ o(1).
Using Lemma 3.3, we have∫
Ω
∣∣∇(un − u∗)∣∣p dx+ ∫
Ω
a−(x)
∣∣vn − v∗∣∣q dx = o(1),
which implies un → u∗ in E. 
Similarly, we can get the following stronger results, which are needed in the computation of critical groups of I at
inﬁnity by deformation method. The proofs are similar to those of [10], so we omit them.
Lemma 3.5. For tn ∈ [0,1], if un ∈ E such that
Itn (un) C,
∥∥I ′tn (un)∥∥E∗ = o(‖un‖p−1E ) as n → ∞,
then {un} is bounded and contains a convergent subsequence.
Lemma 3.6. There exist constants A and δ > 0 such that for t ∈ [0,1],∥∥I ′t(u)∥∥E∗  δ‖u‖p−1E if It(u) A. (3.6)
4. The critical groups of I at inﬁnity
In this section, we ﬁrst show that the critical groups of It at inﬁnity are invariant along t ∈ [0,1]. Then, using Künneth
formula, we study the behavior of I at inﬁnity. Finally, we establish Theorem 1.1. More precisely, we ﬁnd that all critical
groups of I at inﬁnity are trivial as in the deﬁnite nonlinearity case.
As in [10], the deformation is constructed by negative gradient ﬂow on the Hilbert space H10(Ω). However, our functional
It is deﬁned on a Banach space E , then the gradient ﬂow does not make sense. We introduce the following deﬁnition (see
[8,9]).
Deﬁnition 4.1. Let E be a Banach space and I ∈ C1(E,R), let K = {u ∈ E | I ′(u) = 0} be the critical set of I . For u ∈ E˜ := E\K ,
a vector ﬁeld ψ : E˜ → E is called a pseudo-gradient if
(1) ‖ψ(u)‖E < 2‖I ′(u)‖E∗ ,
(2) 〈I ′(u),ψ(u)〉 > ‖I ′(u)‖2E∗ .
Lemma 4.2. Under the assumptions of Theorem 1.1, the functionals I0 and I1 have the same critical groups at inﬁnity, that is
C∗(I0,∞) ∼= C∗(I1,∞), ∗ = 0,1,2, . . . .
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d
dt
σ(t,u) = −∂t It
(
σ(t,u)
) ψt(σ (t,u))
〈I ′t(σ (t,u)),ψt(σ (t,u))〉
, σ (0,u) = u, (4.1)
where ψt are the pseudo-gradient vector ﬁelds of It .
We claim that for t ∈ [0,1] the solution of (4.1) exists for any initial value u satisfying I0(u)  A, where A is given by
Lemma 3.6.
Indeed, by Eq. (4.1), we get
d
dt
It
(
σ(t,u)
)= 〈I ′t(σ(t,u)), ddt σ(t,u)
〉
+ ∂t It
(
σ(t,u)
)= 0.
Thus
It
(
σ(t,u)
)
 A if and only if I0(u) A.
For u = (v,w) ∈ E1 ⊕ E2, we have∣∣∂t It(u)∣∣= ∣∣∣∣ 1p
∫
Ω
|∇u|p dx− 1
p
∫
Ω
(|∇v|p + |∇w|p)dx− λ
p
∫
Ω
|u|p dx+ λ
p
∫
Ω
(|v|p + |w|p)dx− ∫
Ω
H(x,u)dx
∣∣∣∣
 C‖u‖pE .
Combining with (3.6) and Deﬁnition 4.1, it follows∥∥∥∥∂t It(σ(t,u)) ψt(σ (t,u))〈I ′t(σ (t,u)),ψt(σ (t,u))〉
∥∥∥∥
E
 C
∥∥σ(t,u)∥∥pE ‖I ′t(σ (t,u))‖E∗‖I ′t(σ (t,u))‖2E∗  C ‖σ(t,u)‖Eδ .
Therefore the right-hand side of (4.1) is of at most of linear growth. Then, by the Gronwall inequality the solution exists for
t ∈ [0,1].
Now we deﬁne a map σ˜ : u → σ(1,u), which is a homeomorphism between the level sets of Ia0 and Ia1 for a A. Hence
H∗
(
E, Ia0
)∼= H∗(E, Ia1), ∗ = 0,1,2, . . . ,
which completes the proof. 
Thus in order to compute the critical groups of functional I at inﬁnity, it suﬃces to do that of I0, which has the following
form I0(v,w) = J1(v) + J2(w). The next result for J1(v) and J2(w) can be proceeded as that in Section 3, then we omit
the proof.
Lemma 4.3. (1) The functionals J1 , J2 satisfy the (PS) condition on E1 and E2 , respectively.
(2) There are constants δ > 0, a1 and a2 such that∥∥ J ′1(v)∥∥E∗1  δ if J1(v) a1,∥∥ J ′2(w)∥∥E∗2  δ if J2(w) a2.
By this lemma, the critical groups of J1 and J2 at inﬁnity are well deﬁned. Therefore, we can give a Künneth type
formula between the critical groups of I0 at inﬁnity and those of J1, J2. For an isolated critical point such formula can be
found in [8].
Lemma 4.4. If m is a nonnegative integer, then we have
Cm(I0,∞) =
⊕
i+ j=m, i, j0
Ci( J1,∞)⊗ C j( J2,∞).
Proof. Following from the methods in [10, Proposition 4.4] and the pseudo-gradient vector ﬁelds, we can similarly get the
result. 
Now, to establish Theorem 1.1, it suﬃces to prove the following lemma.
Lemma 4.5. All critical groups of J2 at inﬁnity vanish, that is
C∗( J2,∞) = {0}, ∗ = 0,1,2, . . . .
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To prove Theorem 1.2, we also need the following truncated functions
f+(u) =
{
f (u), u  0,
0, u < 0,
h+(x,u) =
{
h(x,u), u  0,
0, u < 0,
and deﬁne
I+(u) = 1
p
∫
Ω
(|∇u|p − λ|u+|p)dx− ∫
Ω
a+(x)F+(u)dx+
∫
Ω
a−(x)
q
|u+|qdx−
∫
Ω
H+(x,u)dx,
where F+(u) =
∫ u
0 f+(t)dt, H+(x,u) =
∫ u
0 h+(x, t)dt , and u+ =max{u,0}. It is well known that the critical points of I+ are
exactly the nonnegative weak solutions of (1.1) (see [13]). A deformation I+,t can be deﬁned as follows:
I+,t(u) = t
p
∫
Ω
|∇u|p dx+ 1− t
p
∫
Ω
(|∇v|p + |∇w|p)dx− tλ
p
∫
Ω
|u+|p dx− (1− t)λ
p
∫
Ω
(|v+|p + |w+|p)dx
−
∫
Ω
a+(x)F+(w)dx+
∫
Ω
a−(x)
q
|v+|q dx− t
∫
Ω
H+(x,u)dx
where u = (v,w) ∈ E1 ⊕ E2, v+ = max{v,0}, w+ = max{w,0}, t ∈ [0,1]. We know that I+,1 = I+ , similarly, we can deﬁne
a functional I− and its deformation I−,t . Meanwhile, the results in Section 3 hold for functionals I+,t and I−,t as well.
Theorem 4.6. Under the assumptions of Theorem 1.1, the critical groups of functionals I+ and I− at inﬁnity are trivial, i.e.,
C∗(I+,∞) = C∗(I−,∞) = {0}, ∗ = 0,1,2, . . . .
Proof. We just sketch the outline of the proof for I+ , the case for I− is similar. Now we have a functional J+,2 deﬁned
on E2 to be
J+,2(w) = 1
p
∫
Ω
(|∇w|p − λ|w+|p)dx− ∫
Ω
a+(x)F+(w)dx.
From the proof of Theorem 1.1, it remains to prove that
C∗( J+,2,∞) = {0}, ∗ = 0,1,2, . . . .
Claim 1: For w ∈ E2,
∫
Ω
a+(x)|w+(x)|θ dx> 0 if and only if w+ = 0.
By contradiction, if∫
Ω
a+(x)
∣∣w+(x)∣∣θ dx = 0,
then w  0 in Ω+. Since w(x) = 0 for x ∈ ∂(Ω0 ∪Ω+), we have w  0 on ∂Ω0. By the maximum principle, it follows w  0
in Ω0 ∪Ω+ . Hence w+ = 0. The other part is trivial.
Claim 2: For a A, the level set
J a+,2 =
{
w ∈ E2
∣∣ J+,2(w) a}
is homotopically equivalent to the set
S = {w ∈ E2 ∣∣ ‖∇w‖p = 1 and w+ = 0},
which is contractible.
By similar argument as in Proposition 13 in [15], we complete the proof. 
5. Proof of Theorem 1.2
In this section, we use the Morse theory to obtain the existence and multiplicity of solutions of Eq. (1.1).
Firstly, let us recall the Morse inequality ([8,9]). Let X be a real Banach space and Φ ∈ C1(X,R), K = {u ∈ X | Φ ′(u) = 0}
is the critical set of Φ . We assume that u ∈ K is an isolated critical point of Φ . We denote
P (u, t) =
∑
rankCi(Φ,u)t
i, P (∞, t) =
∑
rankCi(Φ,∞)ti .
i i
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j
P (u j, t) = P (∞, t)+ (1+ t)Q (t). (5.1)
Lemma 5.1. Under the assumptions of Theorem 1.2, if u1(u2) is an isolated critical point of I+(I−), then
C∗(I,u1) = C∗(I+,u1), ∗ = 0,1,2, . . . ,
C∗(I,u2) = C∗(I−,u2), ∗ = 0,1,2, . . . . (5.2)
Proof. We use the methods of [15] to prove this lemma for u1, the proof of this for u2 is similar. Set It(u) = t I+(u) +
(1− t)I(u) in a neighborhood of u1, then It(u) satisﬁes (PS) condition, and u1 is a critical point of It for all t ∈ [0,1]. If we
can show that there is a neighborhood U of u1 such that u1 is the only critical point of It in U for all t ∈ [0,1], then by
the homotopy invariance of the critical groups (see [8]), we can get that
C∗(I,u1) = C∗(I0,u1) = C∗(I1,u1) = C∗(I+,u1), ∗ = 0,1,2, . . . .
If not, there is a sequence tn ∈ [0,1] such that tn → t0, and a critical point un ∈ E of It such that un = u1 and un → u1 in
E as n → ∞. Since u1  0, we have un,+ → u1 and un,− → 0 in E as n → ∞, where un,+ = max{un,0}, un,− =min{un,0}.
By the assumptions, 〈I ′tn (un),un,−〉 = o(‖un,−‖pp), then we have∫
Ω
|∇un,−|p dx (1− tn)λ
∫
Ω
|un,−|p dx+ o
(‖un,−‖pp).
Since the fact that u1 is an isolated critical point of I+ implies that un,− = 0, we have∫
Ω
|∇un,−|p dx∫
Ω
|un,−|p dx  (1− tn)λ+ o(1).
Combining with the deﬁnition of λ1(Ω), we deduce that λ1(Ω) (1− t0)λ, which contradicts the hypothesis λ < λ1(Ω). 
Proof of Theorem 1.2. In this case, 0 is a local minimum, so
C∗(I,0) = C∗(I±,0) = δ∗0G. (5.3)
Using the Mountain Pass Lemma in [2], we can easily get a positive solution u1 and a negative solution u2. We assume that
Eq. (1.1) has the only nontrivial solutions u1 and u2. From [15, Theorem 4.6], we get
C∗(I+,u1) = C∗(I−,u2) = δ∗1G.
Using Lemma 5.1, we also have
C∗(I,u1) = C∗(I,u2) = δ∗1G.
The Morse inequality (5.1) implies that Eq. (1.1) has at least three nontrivial solutions.
We assume that {u+i }l1 and {u−j }m1 are the sets of positive and negative solutions, respectively. By contradiction, we
assume that there is no sign changing solution of Eq. (1.1). Let
χ±
(
u±
)= ∞∑
k=0
(−1)k rankCk
(
I±,u±
)
and
χ
(
u±
)= ∞∑
k=0
(−1)k rankCk
(
I,u±
)
.
Using the results in [16] we know that χ±(u±) and χ(u±) are well deﬁned. Lemma 5.1 implies that
χ±
(
u±
)= χ(u±). (5.4)
Morse inequality (5.1) for I+, I−, I gives
χ+(0)+
l∑
χ+
(
u+i
)= 0, (5.5)1
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m∑
1
χ−
(
u−j
)= 0, (5.6)
and
χ(0)+
l∑
1
χ
(
u+i
)+ m∑
1
χ
(
u−j
)= 0. (5.7)
From (5.4) to (5.7), we get
χ(0) = χ+(0)+ χ−(0) = 2χ+(0),
which is a contradiction with (5.3). So Eq. (1.1) has at least a sign changing solution. 
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