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ABSTRACT. We estimate the upper and lower bounds of the Hewitt-Stromberg dimensions. In particular, these results
give new proofs of theorems on the multifractal formalism which is based on the Hewitt-Stromberg measures and yield
results even at points q for which the upper and lower multifractal Hewitt-Stromberg dimension functions differ. Finally,
concrete examples of a measure satisfying the above property are developed.
1. INTRODUCTION
The multifractal analysis is a natural framework to finely describe geometrically the heterogeneity in the dis-
tribution at small scales of the measures on a metric space. The multifractal formalism aims at expressing the
dimension of the level sets in terms of the Legendre transform of some free energy function in analogy with the
usual thermodynamic theory. One says that µ satisfies the multifractal formalism if the Legendre transform of this
free energy yields the Hausdorff dimension of the level set of the local Ho¨lder exponent of µ. For the measures we
consider in this article, the thermodynamic limit does not exist: the free energy splits into two functions given by
the upper and lower limits, and the Legendre transforms of both of these functions have an interpretation in terms
of dimensions of the sets of iso-singularities. However in the standard formalism discontinuities of the free energy
or one of its derivatives correspond to phase transitions, we are facing a new phenomenon. It would be of interest
to know whether physical systems exhibiting such behavior exist.
The motivations of this paper come from several sources. Ben Nasr et al. [4] constructed ”bad” measures
whose multifractal Olsen’s functions bµ and Bµ coincide at one or two points only. Thus such measures can
fulfill the classical multifractal formalism at one or two points only. They give two constructions. The first one
provides bµ and Bµ functions with Lipschitz regularity. The second one provides real analytic functions, but in
this case, the support of the measure is a Cantor set of Hausdorff dimension less than 1 (they use inhomogeneous
Bernoulli measures). Let us mention that Wu et al. and Yuan [23, 24, 25] extended these results to some Moran
measures associated with homogeneous Moran fractals. Ben Nasr et al. [3] and Shen [20], revisited the first
example in [4]. Indeed, in [4] no interpretation of Olsen’s function was given in terms of dimensions. Then it
was proven in [3] that, for some range of α, the Hausdorff dimension of the local Ho¨lder exponent which assumes
the value α is given by the value of the Legendre transform of bµ at α whereas its packing dimension is the value
of the Legendre transform of Bµ at α. This is the idea that we refine to get our results. Shen [20] intensifies [3]
such that the function bµ and Bµ can be real analytic. Motivated by the above papers, the authors in [1, 2, 21]
introduced and studied a new multifractal formalism based on the Hewitt-Stromberg measures. We point out that
this formalism is completely parallel to Olsen’s multifractal formalism introduced in [16] which is based on the
Hausdorff and packing measures. In fact, the two most important (and well-known) measures in fractal geometry
are the Hausdorff measure and the packing measure. However, in 1965, Hewitt and Stromberg introduced a further
fractal measure in their classical textbook [12, Exercise (10.51)]. Since then, these measures have been investigated
by several authors, highlighting their importance in the study of local properties of fractals and products of fractals.
One can cite, for example [7, 8, 9, 10, 11, 13, 17, 26]. In particular, Edgar’s textbook [5, pp. 32-36] provides an
excellent and systematic introduction to these measures. Such measures appears also explicitly, for example, in
Pesin’s monograph [18, 5.3] and implicitly in Mattila’s text [14]. One of the purposes of this paper is to define and
study a class of natural multifractal analogue of the Hewitt-Stromberg measures. While Hausdorff and packing
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2 B. SELMI
measures are defined using coverings and packings by families of sets with diameters less than a given positive
number δ, say, the Hewitt-Stromberg measures are defined using packings of balls with a fixed diameter δ.
In the present paper we estimate the upper and lower bounds of the Hewitt-Stromberg dimensions of a set
E ⊆ Rn. We apply the main results to give new (can be simple) proofs of theorems on the multifractal formalism
which is based on the Hewitt-Stromberg measures, that they yield results even at points q for which the the upper
and lower multifractal Hewitt-Stromberg dimension functions differ. We also give some examples of a measure
for which the multifractal functions are different and for which the lower and upper multifractal Hewitt-Stromberg
functions are different and the lower and upper Hewitt-Stromberg dimensions of the level sets of the local Ho¨lder
exponent are given by the Legendre transform respectively of lower and upper multifractal Hewitt-Stromberg
dimension functions.
The paper is structured as follows. In Section 2 we recall the definitions of the various fractal and multifractal
dimensions and measures investigated in the paper. The definitions of the Hausdorff and packing measures and
the Hausdorff and packing dimensions are recalled in Section 2.1, and the definitions of the Hewitt-Stromberg
measures are recalled in Section 2.2, while the definitions of the Hausdorff and packing measures are well-known,
we have, nevertheless, decided to include these-there are two main reasons for this: firstly, to make it easier for the
reader to compare and contrast the Hausdorff and packing measures with the less well-known Hewitt-Stromberg
measures, and secondly, to provide a motivation for the Hewitt-Stromberg measures. In Section 2.3 we recall the
definitions of the multifractal Hewitt-Stromberg measures and separator functions, and study their properties. In
particular, this section recalls earlier results on the values of the multifractal formalism based on Hewitt-Stromberg
measures developed in [1, 2]; this discussion is included in order to motivate our main results presented in Sec-
tion 3. Section 3.1 gives some estimates of the upper and lower bounds of the Hewitt-Stromberg dimensions. In
Sections 3.2-3.3 we apply the results from Section 3.1 to give simple proofs of theorems on the multifractal for-
malism developed in [2] and yield a result even at points q for which the multifractal Hewitt-Stromberg dimension
functions differ. Finally, Section 4 contains concrete examples related to these concepts.
2. PRELIMINARIES
2.1. Hausdorff measure, packing measure and dimensions. While the definitions of the Hausdorff and packing
measures and the Hausdorff and packing dimensions are well-known, we have, nevertheless, decided to briefly
recall the definitions below. There are several reasons for this: firstly, since we are working in general metric
spaces, the different definitions that appear in the literature may not all agree and for this reason it is useful
to state precisely the definitions that we are using; secondly, and perhaps more importantly, the less well-known
Hewitt-Stromberg measures (see Section 2.2) play an important part in this paper and to make it easier for the reader
to compare and contrast the definitions of the Hewitt-Stromberg measures and the definitions of the Hausdorff and
packing measures it is useful to recall the definitions of the latter measures; and thirdly, in order to provide a
motivation for the Hewitt-Stromberg measures. Let X be a metric space, E ⊆ X and t > 0. The Hausdorff
measure is defined, for δ > 0, as follows
Htδ(E) = inf
{∑
i
(
diam(Ei)
)t∣∣∣ E ⊆⋃
i
Ei, diam(Ei) < δ
}
.
This allows to define first the t-dimensional Hausdorff measureHt(E) of E by
Ht(E) = sup
δ>0
Htδ(E).
Finally, the Hausdorff dimension dimH(E) is defined by
dimH(E) = sup
{
t ≥ 0 ∣∣ Ht(E) = +∞}.
The packing measure is defined, for δ > 0, as follows
Ptδ(E) = sup
{∑
i
(
2ri
)t}
,
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where the supremum is taken over all closed balls
(
Bi = B(xi, ri)
)
i
such that ri ≤ δ and with xi ∈ E and Bi ∩
Bj = ∅ for all i 6= j. The t-dimensional packing pre-measure Pt(E) of E is now defined by
Pt(E) = sup
δ>0
Ptδ(E).
This makes us able to define the t-dimensional packing measure Pt(E) of E as
Pt(E) = inf
{∑
i
Pt(Ei)
∣∣∣ E ⊆⋃
i
Ei
}
,
and the packing dimension dimP (E) is defined by
dimP (E) = sup
{
t ≥ 0 ∣∣ Pt(E) = +∞}.
2.2. Hewitt-Stromberg measures and dimensions. In this section, we recall the definitions of the Hewitt- Stromberg
measures, while the definitions of the Hausdorff and packing measures are well-known, we have, nevertheless, de-
cided to include these-there are two main reasons for this: firstly, to make it easier for the reader to compare and
contrast the Hausdorff and packing measures with the less well-known Hewitt-Stromberg measures, and secondly,
to provide a motivation for the Hewitt-Stromberg measures. Let X be a metric space and E ⊆ X . For t > 0, the
Hewitt-Stromberg pre-measures are defined as follows,
H
t
(E) = lim inf
r→0
Nr(E) (2r)
t
and
P
t
(E) = lim sup
r→0
Mr(E) (2r)
t,
where the covering number Nr(E) of E and the packing number Mr(E) of E are given by
Nr(E) = inf
{
]{I}
∣∣∣ (B(xi, r))
i∈I
is a family of closed balls with xi ∈ E and E ⊆
⋃
i
B(xi, r)
}
and
Mr(E) = sup
{
]{I}
∣∣∣ (Bi = B(xi, r))
i∈I
is a family of closed balls with xi ∈ E and Bi ∩Bj = ∅ for i 6= j
}
.
Now, we define the lower and upper t-dimensional Hewitt-Stromberg measures, which we denote respectively
by Ht(E) and Pt(E), as follows
Ht(E) = inf
{∑
i
H
t
(Ei)
∣∣∣ E ⊆⋃
i
Ei
}
and
Pt(E) = inf
{∑
i
P
t
(Ei)
∣∣∣ E ⊆⋃
i
Ei
}
.
We recall some basic inequalities satisfied by the Hewitt-Stromberg, the Hausdorff and the packing measure
H
t
(E) ≤ Pt(E) ≤ Pt(E)
and
Ht(E) ≤ Ht(E) ≤ Pt(E) ≤ Pt(E).
The reader is referred to Edgar’s book [5, pp. 32] (see also [13, 17, Proposition 2.1]) for a systematic introduction
to the Hewitt-Stromberg measures.
The lower and upper Hewitt-Stromberg dimension dimMB(E) and dimMB(E) are defined by
dimMB(E) = inf
{
t ≥ 0
∣∣∣ Ht(E) = 0} = sup{t ≥ 0 ∣∣∣ Ht(E) = +∞}
and
dimMB(E) = inf
{
t ≥ 0 ∣∣ Pt(E) = 0} = sup{t ≥ 0 ∣∣ Pt(E) = +∞}.
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The lower and upper box dimensions, denoted by dimB(E) and dimB(E), respectively, are now defined by
dimB(E) = lim inf
r→0
logNr(E)
− log r = lim infr→0
logMr(E)
− log r
and
dimB(E) = lim sup
r→0
logNr(E)
− log r = lim supr→0
logMr(E)
− log r .
These dimensions satisfy the following inequalities,
dimH(E) ≤ dimMB(E) ≤ dimMB(E) ≤ dimP (E),
dimH(E) ≤ dimP (E) ≤ dimB(E)
and
dimH(E) ≤ dimB(E) ≤ dimB(E).
In particular, we have (see [6, 15])
dimMB(E) = inf
{
sup
i
dimB(Ei)
∣∣∣ E ⊆⋃
i
Ei, Ei are bounded in X
}
and
dimMB(E) = inf
{
sup
i
dimB(Ei)
∣∣∣ E ⊆⋃
i
Ei, Ei are bounded in X
}
.
The reader is referred to [5, 6] for an excellent discussion of the Hausdorff dimension, the packing dimension,
lower and upper Hewitt-Stromberg dimension and the box dimensions.
2.3. Multifractal Hewitt-Stromberg measures and dimension functions. This section gives a brief summary of
the main results in [1, 2]. We recall the definitions of the lower and upper multifractal Hewitt-Stromberg measures
and dimension functions. Let q, t ∈ R and µ be a compactly supported Borel probability measure on Rn. For
E ⊆ K =: supp µ, the pre-measure of E is defined by
P
q,t
µ (E) = lim sup
r→0
Mqµ,r(E)(2r)
t,
where
Mqµ,r(E) = sup
{∑
i
µ(B(xi, r))
q
∣∣∣ (B(xi, r))
i
is a centered packing of E
}
.
It is clear that P
q,t
µ is increasing and P
q,t
µ (∅) = 0. However it is not σ-additive. For this, by using the standard
Method I construction [19, Theorem 4], we introduce the Pq,tµ -measure defined by
Pq,tµ (E) = inf
{∑
i
P
q,t
µ (Ei)
∣∣∣ E ⊆⋃
i
Ei
}
.
In a similar way we define
Lq,tµ (E) = lim inf
r→0
Nqµ,r(E)(2r)
t,
where
Nqµ,r(E) = inf
{∑
i
µ(B(xi, r))
q
∣∣∣ (B(xi, r))
i
is a centered covering of E
}
.
Since Lq,tµ is not increasing and not countably subadditive, one needs a standard modification to get an outer
measure. Hence, we modify the definition as follows
H
q,t
µ (E) = sup
F⊆E
Lq,tµ (F )
and by applying now the standard Method I construction [19, Theorem 4], we obtain
Hq,tµ (E) = inf
{∑
i
H
q,t
µ (Ei)
∣∣∣ E ⊆⋃
i
Ei
}
.
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The measure Hq,tµ is of course a multifractal generalization of the lower t-dimensional Hewitt-Stromberg mea-
sure Ht, whereas Pq,tµ is a multifractal generalization of the upper t-dimensional Hewitt-Stromberg measures Pt.
In fact, it is easily seen that, for t > 0, one has
H0,tµ = H
t and P0,tµ = P
t.
The following result describes some of the basic properties of the multifractal Hewitt-Stromberg measures
including the fact that Hq,tµ and P
q,t
µ are Borel metric outer measures and summarises the basic inequalities satisfied
by these measures.
Theorem 1. [1] Let q, t ∈ R. Then for every set E ⊆ K we have
(1) the set functions Hq,tµ and P
q,t
µ are metric outer measures and thus they are measures on the Borel algebra.
(2) There exists an integer ξ ∈ N, such that Hq,tµ (E) ≤ ξPq,tµ (E).
(3) When q ≤ 0 or q > 0 and µ satisfies the doubling condition, we have Hq,tµ (E) ≤ Pq,tµ (E).
The measures Hq,tµ and P
q,t
µ and the pre-measure P
q,t
µ assign in the usual way a multifractal dimension to each
subset E of Rn. They are respectively denoted by bqµ(E), Bqµ(E) and ∆qµ(E),
Proposition 1. [2] Let q ∈ R and E ⊆ K. Then
(1) there exists a unique number bqµ(E) ∈ [−∞,+∞] such that
Hq,tµ (E) =

∞ if t < bqµ(E),
0 if bqµ(E) < t,
(2) there exists a unique number Bqµ(E) ∈ [−∞,+∞] such that
Pq,tµ (E) =

∞ if t < Bqµ(E),
0 if Bqµ(E) < t,
(3) there exists a unique number ∆qµ(E) ∈ [−∞,+∞] such that
P
q,t
µ (E) =

∞ if t < ∆qµ(E),
0 if ∆qµ(E) < t.
In addition, we have
bqµ(E) ≤ Bqµ(E) ≤ ∆qµ(E).
The number bqµ(E) is an obvious multifractal analogue of the lower Hewitt-Stromberg dimension dimMB(E)
of E whereas Bqµ(E) is an obvious multifractal analogues of the upper Hewitt-Stromberg dimension dimMB(E)
of E. In fact, it follows immediately from the definitions that
b0µ(E) = dimMB(E) and B
0
µ(E) = dimMB(E).
Next, we define the separator functions ∆µ, Bµ and bµ : R→ [−∞,+∞] by,
∆µ(q) = ∆
q
µ(K), Bµ(q) = B
q
µ(K) and bµ(q) = b
q
µ(K).
The definition of these dimension functions makes it clear that they are counterparts of the τ -function which
appears in the multifractal formalism. This being the case, it is important that they have the properties described
by the physicists. The next proposition shows that these functions do indeed have some of these properties.
Proposition 2. [2] Let q ∈ R and E ⊆ K.
(1) The functions q 7→ Hq,tµ (E), Pq,tµ (E), Cq,tµ (E) are decreasing.
(2) The functions t 7→ Hq,tµ (E), Pq,tµ (E), Cq,tµ (E) are decreasing.
(3) The functions q 7→ bqµ(E), Bqµ(E), ∆qµ(E) are decreasing.
(4) The functions q 7→ Bqµ(E), ∆qµ(E) are convex.
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(5) For q < 1, we have 0 ≤ bµ(q) ≤ Bµ(q) ≤ ∆µ(q).
(6) For q = 1, we have bµ(q) = Bµ(q) = ∆µ(q) = 0.
(7) For q > 1, we have bµ(q) ≤ Bµ(q) ≤ ∆µ(q) ≤ 0.
The multifractal formalism based on the measures Hq,tµ and P
q,t
µ and the dimension functions bµ, Bµ and ∆µ
provides a natural, unifying and very general multifractal theory which includes all the hitherto introduced mul-
tifractal parameters, i.e., the multifractal spectra functions α 7→ fµ(α) =: dimMBEµ(α) and α 7→ Fµ(α) =:
dimMBEµ(α), the multifractal box dimensions. The dimension functions bµ and Bµ are intimately related to the
spectra functions fµ and Fµ, whereas the dimension function ∆µ is closely related to the upper box spectrum (more
precisely, to the upper multifractal box dimension function). The upper and lower local dimensions of a measure
µ on Rn at a point x are respectively given by
αµ(x) = lim sup
r→0
logµ(B(x, r))
log r
and αµ(x) = lim inf
r→0
logµ(B(x, r))
log r
,
whereB(x, r) denote the closed ball of center x and radius r. We refer to the common value as the local dimension
of µ at x, and denote it by αµ(x). For α, β ≥ 0, let us introduce the fractal sets
Eµ(β) =
{
x ∈ K
∣∣∣ αµ(x) ≤ β}, Eµ(α) = {x ∈ K ∣∣∣ αµ(x) ≥ α},
Eµ(α, β) = Eµ(α) ∩ Eµ(β) and Eµ(α) = Eµ(α) ∩ Eµ(α).
Before stating this formally, we remind the reader that if ψ : R → R is a real valued function, then the Legendre
transform ψ∗ : R→ [−∞,+∞] of ψ is defined by
ψ∗(x) = inf
y
(
xy + ψ(y)
)
.
Let us briefly recall the notations and the main results proved in [2]. We say that the multifractal formalism
which is based on the Hewitt-Stromberg measures holds if,
dimMB(Eµ(α)) = dimMB(Eµ(α)) = b
∗
µ(α) = B
∗
µ(α).
One important thing which should be noted is that there are many measures for which the multifractal formalism
does not hold. In fact, one question which several measure theorists are interested in is, can we find a necessary
and sufficient condition for the multifractal formalism to hold? The authors in [2] rigorously proved the following
statement.
Theorem 2. Let µ be a compactly supported Borel probability measure on Rn. Define
α = sup
0<q
−bµ(q)
q
and α = inf
0>q
−bµ(q)
q
.
Then,
dimMB
(
Eµ(α)
)
≤ b∗µ(α) and dimMB
(
Eµ(α)
)
≤ B∗µ(α) for all α ∈ (α, α).
It is more difficult to obtain a minoration for the dimensions of the sets described in Theorem 2. Attia et al. [2]
gave a sufficient condition for a valid multifractal formalism as follows.
Theorem 3. Let q ∈ R and suppose that Hq,Bµ(q)µ
(
K
)
> 0. Then,
dimMB
(
Eµ
(− B′µ+(q),−B′µ−(q))) ≥

−qB′µ+(q) + Bµ(q), if q ≥ 0
−qB′µ−(q) + Bµ(q), if q ≤ 0.
In particular, if Bµ is differentiable at q, one has
dimMB
(
Eµ(−B′µ(q))
)
= dimMB
(
Eµ(−B′µ(q))
)
= B∗µ
(− B′µ(q)) = b∗µ(− B′µ(q)).
Conversely, if dimMB
(
Eµ(−B′µ(q))
)
≥ B∗µ
(− B′µ(q)), then b(q) = B(q).
From the last part, when B′µ(q) exists, b(q) = B(q), known as an analogue of Taylor regularity condition, is
the necessary condition for a valid multifractal formalism. Nevertheless, we don’t know if the weaker condition
b(q) = B(q) is sufficient to obtain the conclusion of the first part of Theorem 3.
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3. RESULTS AND NEW PROOFS
In this section we present our main results: we estimate the upper and lower bounds of the Hewitt-Stromberg
dimensions of a set E ⊆ Rn. We apply these results to give a new (simple) proof of Theorems 2 and 3 and provide
some results even at points q for which the multifractal dimension functions bµ(q) and Bµ(q) differ.
3.1. Estimates for the Hewitt-Stromberg dimensions. Let ν be a compactly supported Borel probability mea-
sure on Rn with K =: supp ν. Throughout this paper, we denote for any E ⊆ K, pixE = H1,0ν xE .
Theorem 4. Let E be a bounded subset of Rn and suppose that B1ν(E) ≤ 0, then
dimMB(E) ≤ sup
x∈E
αν(x) and dimMB(E) ≤ sup
x∈E
αν(x).
Proof. Take α > supx∈E αν(x) and ε > 0. It follows from B
1
ν(E) ≤ 0 that P1,εν (E) = 0, then we can choose a
sequence (Ek)k such that E =
⋃
k Ek,∑
k
P
1, ε2
ν (Ek) < 1 and
∑
k
P
1,ε
ν (Ek) = 0.
Fix k ∈ N. Let F ⊂ Ek and δ > 0. For all x ∈ F we can find λx ≥ 2 and δλx < rx < δ, such that
ν(B(x, rx)) > r
α
x .
The family
(
B(x, rx)
)
x∈F
is a centered δ-covering of F . Then, we can choose a finite subset J of N such that the
family
(
B(xi, rxi)
)
i∈J
is a centered δ-covering of F . Take λ = max{λxi ; i ∈ J}, then for all i ∈ J , we have
ν(B(xi, δ)) ≥ ν(B(xi, rxi)) > rαxi ≥
(
δ
λ
)α
.
Since
(
B(xi, δ)
)
i∈J
is a centered covering of F, then by using Besicovitch’s covering theorem, we can con-
struct ξn finite sub-families
(
B(x1j , δ)
)
j
, . . . ,
(
B(xξnj , δ)
)
j
, such that each F ⊆
ξn⋃
i=1
⋃
j
B(xij , δ) and
(
Bij =
B(xij , δ)
)
j
is a packing of F and such that ν
(
Bij
)
>
(
δ
λ
)α
. Observing that
Nδ(F )(2δ)
α+ε ≤
∑
i,j
(2δ)α+ε ≤ (2λ)α
∑
i,j
ν
(
Bij
)
(2δ)ε ≤ (2λ)αξnM1ν,δ(F )(2δ)ε.
It follows from this that
H
α+ε
(F ) ≤ (2λ)αξnP1,εν (F ) ≤ (2λ)αξnP
1,ε
ν (Ek)
which implies that
H
α+ε
(Ek) ≤ (2λ)αξnP1,εν (Ek)
and
Hα+ε(E) ≤
∑
k
H
α+ε
(Ek) ≤ (2λ)αξn
∑
k
P
1,ε
ν (Ek) = 0.
We therefore conclude that
dimMB(E) ≤ α+ ε for all ε > 0.
Finally, we get
dimMB(E) ≤ sup
x∈E
αν(x).
Now, take α > supx∈E αν(x) and ε > 0. Since B
1
ν(E) ≤ 0, we have P1,εν (E) = 0, then there exists (Ej)j
such that E =
⋃
j Ej , ∑
j
P
1, ε2
ν (Ej) < 1 and
∑
j
P
1,ε
ν (Ej) = 0.
For all x ∈ E, we can therefore choose δ > 0 such that, for all 0 < r < δ, we have
ν
(
B(x, r)
)
> rα.
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Put the set
Em =
{
x ∈ E
∣∣∣∣∣ for all r < 1m, ν(B(x, r)) > rα
}
.
Fix m ∈ N and 0 < r < min(δ, 1m ). Let
(
Bi = B(xi, r)
)
i
be a packing of Ej ∩ Em. Then
Mr(Ej ∩ Em)(2r)α+ε ≤ 2α
∑
i
ν
(
Bi
)
(2r)ε ≤ 2αM1ν,r(Ej)(2r)ε
and
P
α+ε
(Ej ∩ Em) ≤ 2αP1,εν (Ej) = 0.
This clearly implies that
Pα+ε(Em) ≤
∑
j
P
α+ε
(Ej ∩ Em) ≤ 2α
∑
j
P
1,ε
ν (Ej) = 0.
We deduce the result from the fact that Em ↗ E. This completes the proof of Theorem 4. 
It always needs an extra condition to obtain a lower bound for the dimensions of sets.
Theorem 5. Let E ⊆ K and assume that pi(E) > 0, then
dimMB(E) ≥ esssup
x∈E
αν(x) and dimMB(E) ≥ esssup
x∈E
αν(x),
where the essential bounds being related to the measure pi.
Proof. Let α < esssup
x∈E
αν(x). Consider the set
F =
{
x ∈ E
∣∣∣∣∣ lim infr→0 log ν
(
B(x, r)
)
log r
> α
}
.
It is clear that pi(F ) > 0. For all x ∈ E we can find δ > 0 such that for all 0 < r < δ, we have
ν
(
B(x, r)
) ≤ rα.
Now, let (Fj)j be a countable partition of F . We put forward the set
Fjp =
{
x ∈ Fj
∣∣∣∣∣ r < 1p , ν(B(x, r)) ≤ rα
}
.
Fix p ∈ N and G be a subset of Fjp . Let 0 < r < min(δ, 1p ) and
(
Bi = B(xi, r)
)
i∈{1,...,Nr(G)}
be a centered
covering of G, then
N1ν,r(G)(2r)
0 ≤
∑
i
ν(Bi) ≤ 2−αNr(G)(2r)α.
This clearly implies that
L1,0ν (G) ≤ 2−αH
α
(G) and H
1,0
ν (Fjp) ≤ 2−αH
α
(Fjp).
Since Fj =
⋃
p Fjp for all j and pi
(
F
)
> 0, by making δ → 0, we obtain
0 < H1,0ν (F ) ≤
∑
j
∑
p
H
1,0
ν (Fjp) ≤ 2−α
∑
j
∑
p
H
α
(Fjp)
which implies that
0 < Hα(F ) ≤ Hα(E).
We therefore conclude that
dimMB(E) ≥ α for all α < esssup
x∈E
αν(x).
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Let α < esssup
x∈E
αν(x). Consider the set
F =
{
x ∈ E
∣∣∣∣∣ lim supr→0 log ν
(
B(x, r)
)
log r
> α
}
,
then pi(F ) > 0. Fix G ⊂ F , then for all x ∈ G and all δ > 0, we can find a positive real number 0 < rx < δ such
that
ν
(
B(x, rx)
) ≤ rαx .
The family
(
B(x, rx)
)
x∈G
is a centered δ-covering of G. Then, we can choose a finite subset J of N such that
the family
(
B(xi, rxi)
)
i∈J
is a centered δ-covering of F . Take r = max{rxi , i ∈ J}, then
(
B(xi, r)
)
i∈J
is a centered covering of G. By using Besicovitch’s covering theorem, we can construct ξn finite sub-families(
B(x1j , r)
)
j
,....,
(
B(xξnj , r)
)
j
such that each G ⊆
ξn⋃
i=1
⋃
j
B(xij , r),
(
Bij = B(xij , r)
)
j
is a packing of G and
ν
(
Bij
) ≤ rα. Then we conclude from this that
N1ν,r(G)(2r)
0 ≤
∑
i,j
ν(Bi,j) ≤ 2−αξnMr(G)(2r)α.
Which implies that
L1,0ν (G) ≤ 2−αξnP
α
(G) ≤ 2−αξnPα(F ) and H1,0ν (F ) ≤ 2−αξnP
α
(F ).
Assume that F =
⋃
i Fi, then
0 < H1,0ν (F ) ≤
∑
i
H
1,0
ν (Fi) ≤ 2−αξn
∑
i
P
α
(Fi).
Finally, we conclude that
Pα(E) ≥ Pα(F ) > 0 and dimMB(E) ≥ α.
This completes the proof of Theorem 5. 
3.2. Proof of Theorems 2 and 3. We present intermediate results, which will be used in the proof of Theorems
2 and 3. Let µ be a compactly supported Borel probability measure and ν be a finite Borel measure on Rn with
K =: supp µ = supp ν. For ζ = (µ, ν), E ⊆ K and q, t ∈ R, we define
P
q,t
ζ (E) = lim sup
r→0
Mqζ,r(E)(2r)
t,
where
Mqζ,r(E) = sup
{∑
i
µ(B(xi, r))
qν(B(xi, r))
∣∣∣ (B(xi, r))
i
is a centered packing of E
}
.
Next we define the measure Pq,tζ by
Pq,tζ (E) = inf
{∑
i
P
q,t
ζ (Ei)
∣∣∣ E ⊆⋃
i
Ei
}
.
In a similar way we define
Lq,tζ (E) = lim infr→0
Nqζ,r(E)(2r)
t,
where
Nqζ,r(E) = inf
{∑
i
µ(B(xi, r))
qν(B(xi, r))
∣∣∣ (B(xi, r))
i
is a centered covering of E
}
.
Since Lq,tζ is not increasing and not countably subadditive, one needs a standard modification to get an outer
measure. Hence, we modify the definition as follows
H
q,t
ζ (E) = sup
F⊆E
Lq,tζ (F )
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and
Hq,tζ (E) = inf
{∑
i
H
q,t
ζ (Ei)
∣∣∣ E ⊆⋃
i
Ei
}
.
The functions Hq,tζ and P
q,t
ζ are metric outer measures. In addition, those measures assign, in the usual way, a
multifractal dimension to each subset E of Rn. They are respectively denoted by bqζ(E), B
q
ζ(E) and ∆
q
ζ(E). More
precisely, we have
bqζ(E) = inf
{
t ∈ R ∣∣ Hq,tζ (E) = 0},
Bqζ(E) = inf
{
t ∈ R ∣∣ Pq,tζ (E) = 0},
∆qζ(E) = inf
{
t ∈ R ∣∣ Pq,tζ (E) = 0}.
Observing that
bqζ(E) ≤ Bqζ(E) ≤ ∆qζ(E).
Next, we define the multifractal dimension functions bζ , Bζ and ∆ζ : R→ [−∞,+∞] by
bζ : q → bqζ(K), Bζ : q → Bqζ(K) and ∆ζ : q → ∆qζ(K).
Proposition 3. Set f(t) = Bζ(t) and suppose that f(0) = 0 and pi(K) > 0. Then
pi
([
Eµ
(− f ′+(0),−f ′−(0))]C) = 0,
where f ′− and f
′
+ are the left and right hand sides derivatives of the function f .
Proof. We must now prove that
pi
({
x ∈ K
∣∣∣ αµ(x) > −f ′−(0)}) = 0.
The proof of the statement
pi
({
x ∈ K
∣∣∣ αµ(x) < −f ′+(0)}) = 0
is identical to the proof of the statement in the first part and is therefore omitted.
Fix α > −f ′−(0), then there exist β, t > 0 such that α > β > −f ′−(0) and f(−t) < βt. It follows immediately
from this that P −t,βtζ (K) = 0. We can choose a countable partition (Ej)j of K (K = ∪jEj) such that∑
j
P
−t,βt
ζ (Ej) ≤ 1 and P
−t,αt
ζ (Ej) = 0, ∀ j.
Now put
F =
{
x ∈ K
∣∣∣∣∣ lim supr→0 logµ
(
B(x, r)
)
log r
> α
}
.
If x ∈ F , for all δ > 0, there exists 0 < rx < δ such that
µ
(
B(x, r)
) ≤ rαx .
Fix Fj = Ej ∩ F and Gj ⊂ Fj . For all δ > 0 and all j, the family
(
B(xj , rxj )
)
xj∈Gj
is a centered δ-
covering of Gj . Then, we can choose a finite subset J of N such that the family
(
B(xji , rji)
)
i∈J
is a centered
δ-covering of Gj . Take rj = max{rji , i ∈ J}, then
(
B(xji , rj)
)
i∈J
is a centered covering of Gj . From Besi-
covitch’s covering theorem, we can construct ξn finite sub-families
(
B(xj1k , rj)
)
k
,....,
(
B(xjξnk , rj)
)
k
such that
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each Gj ⊆
ξn⋃
i=1
⋃
k
B(xjik , rj),
(
Bjik = B(xjik , rj)
)
k
is a packing of Gj and µ
(
Bjik
) ≤ rαj . We have
N1ν,rj (Gj)(2rj)
0 ≤
∑
i,k
ν(Bjik) =
∑
i,k
µ
(
Bjik
)−t
µ
(
Bjik
)t
ν
(
Bjik
)
≤ 2−αt
∑
i,k
µ
(
Bjik
)−t
ν
(
Bjik
)
(2rj)
αt.
We deduce that
L1,0ν (Gj) ≤ 2−αtξnP
−t,αt
ζ (Ej).
It follows that
H
1,0
ν (Fj) ≤ 2−αtξnP
−t,αt
ζ (Ej) = 0.
Finally, we immediately conclude that
pi(F ) = H1,0ν (F ) ≤
∑
j
H
1,0
ν (Fj) = 0.
This completes the proof of Proposition 3. 
Proposition 4. With the same notations and hypotheses as in the previous proposition, we have
dimMB
(
Eµ
(− f ′+(0),−f ′−(0))) ≥ inf
{
αν(x)
∣∣∣∣∣ x ∈ Eµ(− f ′+(0),−f ′−(0))
}
and
dimMB
(
Eµ
(− f ′+(0),−f ′−(0))) ≥ inf
{
αν(x)
∣∣∣∣∣ x ∈ Eµ(− f ′+(0),−f ′−(0))
}
.
Proof. It follows immediately from Theorem 5 and Proposition 3. 
We can now prove Theorems 2 and 3. For q ≤ 0, take
ν
(
B(x, r)
)
= µ
(
B(x, r)
)q
(2r)Bµ(q).
By a simple calculation, we get
Bζ(t) = Bµ(q + t)− Bµ(q)
and if x ∈ Eµ(α), we have
αν(x) = qαµ(x) + Bµ(q) ≤ qα+ Bµ(q).
Theorem 4 clearly implies that
dimMB
(
Eµ(α)
)
≤ inf
q≤0
qα+ Bµ(q).
The proof of the statement
dimMB
(
Eµ(α)
)
≤ inf
q≥0
qα+ Bµ(q)
is very similar to the proof of the first statement and is therefore omitted.
We now turn to lower bound theorems. If moreover we suppose that Hq,Bµ(q)µ
(
K
)
> 0, then pi(K) > 0. By
taking Proposition 3 into consideration, we get
pi
(
Eµ
(− B′µ+(q),−B′µ−(q))) > 0.
It follows immediately from Proposition 4 that
dimMB
(
Eµ
(− B′µ+(q),−B′µ−(q))) ≥

−qB′µ+(q) + Bµ(q), if q ≥ 0
−qB′µ−(q) + Bµ(q), if q ≤ 0.
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It follows from this and since Bµ is differentiable at q that
dimMB
(
Eµ(−B′µ(q))
)
= dimMB
(
Eµ(−B′µ(q))
)
= B∗µ
(− B′µ(q)) = b∗µ(− B′µ(q)),
which yields the desired result.
Theorem 6. The previous results hold if we replace the multifractal function B(.) by the function ∆(.).
3.3. A result for which the Hewitt-Stromberg dimensions differ. We now focus on the case when the upper
and the lower Hewitt-Stromberg dimension functions do not necessarily coincide, i.e., Bµ(q) 6= bµ(q) for q 6= 1.
Consider the sets, for all α, β ≥ 0
E(α, β) =
{
x ∈ K
∣∣∣ αµ(x) ≤ α and β ≤ αµ(x)} and E(α) = E(α, α).
For a real function ϕ, we set
ϕ−(q) = lim sup
t→0
ϕ(q − t)− ϕ(q)
−t and ϕ
+(q) = lim sup
t→0
ϕ(q + t)− ϕ(q)
t
.
Theorem 7. For q ∈ R, assume that Hq,bµ(q)µ
(
K
)
> 0, then we have
dimMB
(
E
(− b−µ (q), −b+µ (q))) ≥

−qb+µ (q) + bµ(q), if q ≥ 0,
−qb−µ (q) + bµ(q), if q ≤ 0.
In addition, if bµ is differentiable at q, one has
dimMB
(
E
(− b′µ(q))) ≥ −qb′µ(q) + bµ(q).
Theorem 7 is a consequence from Theorem 5 and the following proposition.
Proposition 5. Let ϕ(t) = bζ(t) and suppose that ϕ(0) = 0 and pi(K) > 0. Then
pi
({
x ∈ K
∣∣∣ αµ(x) > −ϕ−(0)}) = 0
and
pi
({
x ∈ K
∣∣∣ αµ(x) < −ϕ+(0)}) = 0.
Proof. We will prove the first assertion. The proof of the second statement is identical to the proof of the statement
in the first part and is therefore omitted.
Let α > −ϕ−(0) = lim inft→0 ϕ(−t)t , then there exists t > 0 such that αt > ϕ(−t). It is clear that
H −t,αtζ (K) = 0. Consider the set
E =
{
x ∈ K
∣∣∣∣∣ lim infr→0 logµ
(
B(x, r)
)
log r
> α
}
.
For all x ∈ E, we can therefore choose δ > 0 such that, for all 0 < r < δ, we have
µ
(
B(x, r)
)
< rα.
Now, let (Ej)j be a countable partition of E. We put forward the set
Emj =
{
x ∈ Ej
∣∣∣∣∣ for all r < 1m, µ(B(x, r)) < rα
}
.
Fix F ⊂ Emj and 0 < r < min(δ, 1m ). Let
(
Bi = B(xi, r)
)
i
be a centered covering of F . Then
N1ν,r(F )(2r)
0 ≤
∑
i
ν(Bi) =
∑
i
µ
(
Bi
)−t
µ
(
Bi
)t
ν
(
Bi
)
≤ 2−αt
∑
i
µ
(
Bi
)−t
ν
(
Bi
)
(2r)αt.
It follows immediately from this that
N1ν,r(F )(2r)
0 ≤ 2−αtN−tζ,r(F )(2r)αt.
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Letting r tend to 0, gives
L1,0ν (F ) ≤ 2−αtL −t,αtζ (F ) ≤ 2−αtH
−t,αt
ζ (Emj ).
We therefore conclude that
H
1,0
ν (Emj ) ≤ 2−αtH
−t,αt
ζ (Emj )
and
H1,0ν (E) ≤
∑
j
∑
m
H
1,0
ν (Emj ) ≤ 2−αt
∑
j
∑
m
H
−t,αt
ζ (Emj ).
Finally, we get
H1,0ν (E) ≤ 2−αH −t,αtζ (E) ≤ 2−αH −t,αtζ (K) = 0.
This completes the proof of Proposition 5. 
4. SOME EXAMPLES
In this section, more motivations and examples related to these concepts, will be discussed. We present an
intermediate result, which will be used in the proof of our results.
Lemma 1. We have
∆qζ(E) = lim sup
r→0
logMqζ,r(E)
− log r
= lim sup
r→0
1
− log r log
(
sup
{∑
i
µ(B(xi, r))
qν(B(xi, r))
∣∣∣ (B(xi, r))
i
is a packing of E
})
.
Proof. Suppose that
lim sup
r→0
logMqζ,r(E)
− log r > ∆
q
ζ(E) +  for some  > 0.
Then we can find δ > 0 such that for any r ≤ δ,
Mqζ,r(E) (2r)
∆qζ(E)+ > 2∆
q
ζ(E)+ and then P
q,∆qζ(E)+
ζ (E) ≥ 2∆
q
ζ(E)+ > 0
which is a contradiction. We therefore infer
lim sup
r→0
logMqζ,r(E)
− log r ≤ ∆
q
ζ(E) +  for any  > 0.
The proof of the following statement
lim sup
r→0
logMqζ,r(E)
− log r ≥ ∆
q
ζ(E)−  for any  > 0
is identical to the proof of the above statement and is therefore omitted. 
Moran sets: Let us recall the class of homogeneous Moran sets. We denote by {nk}k≥1 a sequence of positive
integers and {ck}k≥1 a sequence of positive numbers satisfying
nk ≥ 2, 0 < ck < 1, nkck ≤ 1 for k ≥ 1.
Let D0 = ∅, and for any k ≥ 1, set
Dm,k =
{
(im, im+1, . . . , ik) ; 1 6 ij 6 nj , m 6 j 6 k
}
and Dk = D1,k.
Define D =
⋃
k>1
Dk.
If σ = (σ1, . . . , σk) ∈ Dk, τ = (τ1, . . . , τm) ∈ Dk+1,m,we denote σ ∗ τ = (σ1, . . . , σk, τ1, . . . , τm) .
Definition 1. Let J be a closed interval such that |J | = 1 and let F = {Jσ, σ ∈ D} be the collection of closed
subintervals of J . We say that F have homogeneous Moran structure, if it satisfies the following conditions:
(a) J∅ = J.
(b) For all k ≥ 0 and σ ∈ Dk, Jσ∗1, Jσ∗2, . . . , Jσ∗nk+1 are subintervals of J , and satisfy that J◦σ∗i ∩ J◦σ∗j =
∅ (i 6= j), where A◦ denotes the interior of A.
(c) For any k ≥ 1, σ ∈ Dk−1, ck = |Jσ∗j ||Jσ| , 1 6 j 6 nk where |A| denotes the diameter of A.
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Let F be a collection of closed subintervals of J having homogeneous Moran structure. The set E(F) =
∩k>1∪σ∈DkJσ is called an homogeneous Moran set determined byF . It is convenient to denoteM (J, {nk} , {ck})
for the collection of homogeneous Moran sets determined by J, {nk} and {ck}.
Remark 1. If lim
k→∞
sup
σ∈Dk
|Jσ| > 0, then E contains interior points. Thus the measure and dimension properties
will be trivial. We assume therefore lim
k→∞
sup
σ∈Dk
|Jσ| = 0.
Now, we consider a class of homogeneous Moran sets E witch satisfy a special property called the strong
separation condition (SSC), i.e., take Jσ ∈ F . Let Jσ∗1, Jσ∗2, . . . , Jσ∗nk+1 be the nk+1 basic intervals of order
k + 1 contained in Jσ arranged from the left to the right, then we assume that for all 1 ≤ i ≤ nk+1 − 1,
dist(Jσ∗i, Jσ∗(i+1)) ≥ ∆k|Jσ|, where (∆k)k is a sequence of positive real numbers, such that
0 < ∆ = inf
k
∆k < 1.
4.1. Example 1. In this example, we discuss our multifractal structures of a class of regularity Moran fractals
associated with the sequences of letters such that the frequency exists. LetA = {a, b} be a two-letter alphabet, and
A∗ the free monoid generated by A. Let F be the homomorphism on A∗, defined by F (a) = ab and F (b) = a. It
is easy to see that Fn(a) = Fn−1(a)Fn−2(a). We denote by |Fn(a)| the length of the word Fn(a), thus
Fn(a) = s1s2 · · · s|Fn(a)|, si ∈ A.
Therefore, as n→∞, we get the infinite sequence
ω = lim
n→∞F
n(a) = s1s2s3 · · · sn · · · ∈ {a, b}N
which is called the Fibonacci sequence. For any n > 1, write ωn = ω|n = s1s2 · · · sn. We denote by |ωn|a the
number of the occurrence of the letter a in ωn, and |ωn|b the number of occurrence of b. Then |ωn|a + |ωn|b = n.
It follows from [22] that lim
n→∞
|ωn|a
n
= η, where η2 + η = 1.
Let 0 < ra < 12 , 0 < rb <
1
3 , ra, rb ∈ R. In the above Moran construction, let
|J | = 1, nk =
 2, if sk = a
3, if sk = b
and
ck =
 ra, if sk = a
rb, if sk = b
, 1 6 j 6 nk.
Then we construct the homogeneous Moran set relating to the Fibonacci sequence and denote it by E := E(ω) =
(J, {nk} , {ck}). By the construction of E, we have
|Jσ| = r|ωk|aa r|ωk|bb , ∀σ ∈ Dk.
Let Pa = (Pa1 , Pa2) , Pb = (Pb1 , Pb2 , Pb3) be probability vectors, i.e.,
Pai > 0, Pbi > 0, and
2∑
i=1
Pai = 1,
3∑
i=1
Pbi = 1.
For any k > 1 and any σ ∈ Dk, we know σ = σ1σ2 · · ·σk where
σk ∈
 {1, 2}, if sk = a{1, 2, 3}, if sk = b.
For σ = σ1σ2 · · ·σk, we define σ(a) as follows: let ωk = s1s2 · · · sk and e1 < e2 < · · · < e|ωk|a be the
occurrences of the letter a in ωk, then σ(a) = σe1σe2 · · ·σe|ωk|a . Similarly, let δ1 < δ2 < · · · < δ|ωk|b be the
occurrences of the letter b in ωk, then σ(b) = σδ1σδ2 · · ·σδ|ωk|b .
Let
Pσ(a) = Pσe1Pσe2 · · ·Pσe|ωk|a and Pσ(b) = Pσδ1Pσδ2 · · ·Pσδ|ωk|b .
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Obviously ∑
σ∈Dk
Pσ(a)Pσ(b) = 1.
Let µ be a mass distribution on E, such that for any σ ∈ Dk,
µ (Jσ) = Pσ(a)Pσ(b).
Now we define an auxiliary function β(q) as follows: For each q ∈ R and k ≥ 1, there is a unique number
βk(q) such that ∑
σ∈Dk
(
Pσ(a)Pσ(b)
)q |Jσ|βk(q) = 1.
By a simple calculation, we get
βk(q) =
− log
(
2∑
i=1
P qai
)
− k−|ωk|a|ωk|a log
(
3∑
i=1
P qbi
)
log ra +
k−|ωk|a
|ωk|a log rb
.
Clearly, for any k > 1 we have βk(1) = 0. Thus β′k(q) < 0 for all q and βk(q) is a strictly decreasing function.
Our auxiliary function is
β(q) = lim
k→∞
βk(q) =
− log
(
2∑
i=1
P qai
)
− η log
 3∑
j=1
P qbj

log ra + η log rb
,
where η2 + η = 1. The function β(q) is strictly decreasing, smooth, limq→∓∞ β(q) = ±∞ and β(1) = 0.
Then we have the following result,
Theorem 8. Suppose that E is a homogeneous Moran set satisfying (SSC) and µ is the Moran measure on E.
Then,
dimMB
(
Eµ(−β′(q))
)
= dimMB
(
Eµ(−β′(q))
)
= β∗(−β′(q)).
Proof. Given q ∈ R, and let ν be a probability measure on E such that for any k ≥ 1 and σ0 ∈ Dk,
ν (Jσ0) =
µ (Jσ0)
q |Jσ0 |β(q)∑
σ∈Dk
µ (Jσ)
q |Jσ|β(q)
.
It follows from Proposition 2 that
B1ν
(
Eµ(−β′(q))
) ≤ Bν(1) = 0.
It result from Theorem 4 that
dimMB
(
Eµ(−β′(q))
) ≤ −qβ′(q) + β(q). (4.1)
Now, by using Lemma 1, we define the function f by
f(t) = lim sup
r→0
1
− log r log
(
sup
{∑
i
µ(B(xi, r))
tν(B(xi, r))
∣∣∣ (B(xi, r))
i
is a packing of supp µ
})
.
Then f(t) = limk→+∞ fk(t), where fk(t) is a unique number such that∑
σ∈Dk
(µ(Jσ))
t
ν(Jσ) |Jσ|fk(t) = 1.
Which implies that ∑
σ∈Dk
(µ(Jσ))
q+t |Jσ|fk(t)+β(q) = 1.
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A straightforward calculation shows that
fk(t) =
− log
(
2∑
i=1
P q+tai
)
− k−|ωk|a|ωk|a log
(
3∑
i=1
P q+tbi
)
log ra +
k−|ωk|a
|ωk|a log rb
− β(q)
and
f(t) = lim
k→+∞
fk(t) = β(q + t)− β(q).
It is clear that f(0) = 0, f ′(0) exists and equal to β′(q). We can see from the construction of measure ν that
ν(supp µ) > 0 ⇒ pi(supp µ) > 0.
We therefore conclude from Proposition 4 that
dimMB
(
Eµ(−β′(q))
) ≥ −qβ′(q) + β(q). (4.2)
Thus, the result is a consequence from (4.1) and (4.2). 
4.2. Example 2. In the following, our results are for a particular type of fractal called a non-regularity Moran frac-
tal associated with the sequences of which the frequency of the letter does not exists. We first define a Moran mea-
sure on the homogeneous Moran setsE. Let
{
pi,j
}ni
j=1
be the probability vectors (i.e., pi,j > 0 and
∑ni
j=1 pi,j = 1
for all i = 1, 2, 3, ...) and suppose that p0 = inf{pi,j} > 0. Let µ be a mass distribution on E, such that for any
Jσ (σ ∈ Dk)
µ(Jσ) = p1,σ1p2,σ2 · · · pk,σk and µ
( ∑
σ∈Dk
Jσ
)
= 1.
Now, we define an auxiliary function βk(q) as follows: for all k ≥ 1 and q ∈ R, there is a unique number βk(q)
satisfying ∑
σ∈Dk
pqσ|Jσ|βk(q) = 1.
Set
β(q) = lim inf
k→+∞
βk(q) and β(q) = lim sup
k→+∞
βk(q).
Let (tk)k be a sequence of integers such that
t1 = 1, t2 = 3 and tk+1 = 2tk, ∀ k ≥ 3.
Define the family of parameters ni, ci and pi,j as follows:
n1 = 2, ni =
 3, if t2k−1 ≤ i < t2k,
2, if t2k ≤ i < t2k+1.
For 0 < ra < 12 and 0 < rb <
1
3 , let
c1 = ra, ci =
 rb, if t2k−1 ≤ i < t2k,
ra, if t2k ≤ i < t2k+1.
Let (pa,j)2j=1 and (pb,j)
3
j=1 be two probability vectors. Define
p1,j = pa,j , for all 1 ≤ j ≤ 2, and pi,j =
 pb,j , if t2k−1 ≤ i < t2k, 1 ≤ j ≤ 3,
pa,j , if t2k ≤ i < t2k+1, 1 ≤ j ≤ 2.
Then, we have
βk(q) =
log
∑
σ∈Dk µ(Jσ)
q
− log(c1 · · · ck) .
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Finally, if Nk is the number of integers i ≤ k such that pi,j = pa,j , then lim infk→+∞(Nk/k) = (1/3),
lim supk→+∞(Nk/k) = (2/3) and
βk(q) = −
Nk
k log
 2∑
j=1
pqa,j
+ (1− Nkk ) log
 3∑
j=1
pqb,j

Nk
k log ra +
(
1− Nkk
)
log rb
.
We can then conclude that
β(q) = min
{
−
1
3 log
∑2
j=1 p
q
a,j +
2
3 log
∑3
j=1 p
q
b,j
1
3 log ra +
2
3 log rb
,−
2
3 log
∑2
j=1 p
q
a,j +
1
3 log
∑3
j=1 p
q
b,j
2
3 log ra +
1
3 log rb
}
and
β(q) = max
{
−
1
3 log
∑2
j=1 p
q
a,j +
2
3 log
∑3
j=1 p
q
b,j
1
3 log ra +
2
3 log rb
,−
2
3 log
∑2
j=1 p
q
a,j +
1
3 log
∑3
j=1 p
q
b,j
2
3 log ra +
1
3 log rb
}
.
It is obvious that β(q) ≤ βk(q) ≤ β(q) for all k ≥ 2, the functions β and β are are strictly decreasing, β(1) =
β(1) = 0 and β(q) > β(q) for all q 6= 1.
At last, we compute the dimension of the level sets Eµ(α).
Theorem 9. Suppose thatE is a homogeneous Moran set satisfying (SSC). Let q ∈ R and assume that β′(q) (resp.
β
′
(q)) exists. Then,
dimMB
(
Eµ(−β′(q))
)
= β∗(−β′(q))
and
dimMB
(
Eµ(−β′(q))
)
= β
∗
(−β′(q)).
Proof. For q ∈ R, let ν be a probability measure on supp µ such that for any k ≥ 1 and σ0 ∈ Dk,
ν (Jσ0) =
µ (Jσ0)
q |Jσ0 |β(q)∑
σ∈Dk
µ (Jσ)
q |Jσ|β(q)
.
Proposition 2 implies that
B1ν
(
Eµ(−β′(q))
) ≤ Bν(1) = 0.
It follows from Theorem 4 that
dimMB
(
Eµ(−β′(q))
) ≤ −qβ′(q) + β(q).
We can see from the construction of measure ν that ν
(
Eµ(−β′(q))
)
> 0 (we can see also [23]) which implies that
pi
(
Eµ(−β′(q))
)
> 0. We therefore conclude from Theorem 5 that
dimMB
(
Eµ(−β′(q))
) ≥ −qβ′(q) + β(q)
which yields the desired result. The proof of the second statement is identical to the proof of the first statement
and is therefore omitted. 
In the following, we give some examples of a measure for which the lower and upper multifractal Hewitt-Stromberg
functions are different and the Hewitt-Stromberg dimensions of the level sets of the local Ho¨lder exponent Eµ(α)
are given by the Legendre transform respectively of lower and upper multifractal Hewitt-Stromberg functions. In
particular, we prove that our multifractal formalism [2, Theorem 8] holds for these measures.
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4.3. Example 3. Take 0 < p < pˆ ≤ 1/2 and a sequence of integers
1 = t0 < t1 < · · · < tn < · · · , such that lim
n→+∞
tn+1
tn
= +∞.
The measure µ assigned to the diadic interval of the n-th generation Iε1ε2···εn is
µ
(
Iε1ε2···εn
)
=
n∏
j=1
$j ,
where  if t2k−1 ≤ j < t2k for some k, $j = p if εj = 0, $j = 1− p otherwise,if t2k ≤ j < t2k+1 for some k, $j = pˆ if εj = 0, $j = 1− pˆ otherwise.
We observe that ∑
ε1ε2···εn
µ
(
Iε1ε2···εn
)q
=
(
pq + (1− p)q)Nn(pˆq + (1− pˆ)q)n−Nn ,
where Nn is the number of integers j ≤ n such that $j = p. It is clear that lim infn→+∞(Nn/n) = 0 and
lim supn→+∞(Nn/n) = 1. Now, for q ∈ R, we define
τ(q) = log2
(
pq + (1− p)q) and τ(q) = log2 (pˆq + (1− pˆ)q).
Then
lim inf
n→+∞
1
n
log
∑
ε1ε2···εn
µ
(
Iε1ε2···εn
)q
= min
{
τ(q), τ(q)
}
and
lim sup
n→+∞
1
n
log
∑
ε1ε2···εn
µ
(
Iε1ε2···εn
)q
= max
{
τ(q), τ(q)
}
.
It results from [2, Proposition 2] and [3, 4] that
bµ(q) = min
{
τ(q), τ(q)
}
and Bµ(q) = ∆µ(q) = max
{
τ(q), τ(q)
}
This gives  bµ(q) = τ(q) < τ(q) = Bµ(q) = ∆µ(q), for 0 < q < 1,
bµ(q) = τ(q) < τ(q) = Bµ(q) = ∆µ(q), for q < 0 or q > 1.
FIGURE 1. The relation between the graph of bµ and the graph Bµ
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Given 0 < p, pˆ < 1, define the mixed entropy function
h(pˆ, p) := −pˆ log2 p− (1− pˆ) log2(1− p).
Then
−τ ′(+∞) = h(0, p) ≤ −τ ′(1) = h(p, p) ≤ −τ ′(0) = h(1/2, p) ≤ h(1, p) = −τ ′(−∞)
and
−τ ′(+∞) = h(0, pˆ) ≤ −τ ′(1) = h(pˆ, pˆ) ≤ −τ ′(0) = h(1/2, pˆ) ≤ h(1, pˆ) = −τ ′(−∞).
Now, we have the following result,
Theorem 10. Assume that α ∈
(
− τ ′(+∞), −τ ′(−∞)
)
.
(1) For α /∈ [− b′µ+(0),−b′µ−(0)]⋃ [− b′µ+(1),−b′µ−(1)], we have
dimH
(
Eµ(α)
)
= dimMB
(
Eµ(α)
)
= b∗µ(α).
(2) For α /∈ [− B′µ+(0),−B′µ−(0)]⋃ [− B′µ+(1),−B′µ−(1)], we have
dimP
(
Eµ(α)
)
= dimMB
(
Eµ(α)
)
= B∗µ(α).
FIGURE 2. The Hewitt-Stromberg dimensions of the set Eµ(α)
Proof of Theorem 10. We can construct a new probability measure ν on the diadic interval of the n-th generation
just as µ, but replacing (p, pˆ) with (s, sˆ) such that
s log p+ (1− s) log(1− p) = sˆ log pˆ+ (1− sˆ) log(1− pˆ),
log
1− p
1− pˆ < s log
1− p
p
< log
1− p
pˆ
and
α = −s log2 p− (1− s) log2(1− p) = s log2
1− p
p
− log2(1− p).
From Lemma 1, we can define the function f by
f(t) = lim sup
r→0
1
− log r log
(
sup
{∑
i
µ(B(xi, r))
tν(B(xi, r))
∣∣∣ (B(xi, r))
i
is a packing of K
})
.
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Then, it is easy to compute
f(t) = lim sup
n→+∞
1
n
log2
∑
ε1ε2···εn
µ
(
Iε1ε2···εn
)t
ν
(
Iε1ε2···εn
)
= lim sup
n→+∞
1
n
log2
((
ptr + (1− p)t(1− r)
)Nn(
pˆtsˆ+ (1− pˆ)t(1− sˆ)
)n−Nn)
= lim sup
n→+∞
(
Nn
n
log2
(
ptr + (1− p)t(1− r)
)
+
(
1− Nn
n
)
log2
(
pˆtsˆ+ (1− pˆ)t(1− sˆ)
))
= log2 max
{
(ptr + (1− p)t(1− r)), (pˆtsˆ+ (1− pˆ)t(1− sˆ))
}
.
It is clear that f(0) = 0, and the method of choosing (s, sˆ) insures thatf ′(0) exists and is equal to −α.
Now we estimate the bounds of the dimensions of the level sets. Given 0 < s < 1, define the entropy function
H(s) := −s log2 s+ (s− 1) log2(1− s).
The strong law of large numbers shows that
lim inf
n→+∞
log2 ν
(
B(x, 2−n)
)
−n = min
{
H(s), H(sˆ)
}
and
lim sup
n→+∞
log2 ν
(
B(x, 2−n)
)
−n = max
{
H(s), H(sˆ)
}
for ν-almost every x. So it deduces from Theorem 5 that
dimMB
(
Eµ(α)
) ≥ min{H(s), H(sˆ)}
and
dimMB
(
Eµ(α)
) ≥ max{H(s), H(sˆ)}.
To compute H(s) and H(sˆ), set
q =
log 1−ss
log 1−pp
then
τ ′(q) =
pq log2 p+ (1− p)q log2(1− p)
pq + (1− p)q
=
log2 p+
(
(1−p)
p
)q
log2(1− p)
1 +
(
(1−p)
p
)q
=
log2 p+
(
(1−s)
s
)
log2(1− p)
1 +
(
(1−s)
s
)
= s log2 p+ (1− s) log2(1− p)
= f ′(0) = −α.
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Which implies that
τ(q)− qτ ′(q) = log2
(
pq + (1− p)q)− qτ ′(q)
= log2 p
q
(
1 +
(
(1− p)
p
)q)
− qτ ′(q)
= q log2 p+ log2
(
1 +
(
(1− p)
p
)q)
− qτ ′(q)
= q log2 p+ log2
(
1 +
(1− s)
s
)
− qτ ′(q)
= q log2 p− log2 s− q
(
s log2 p+ (1− s) log2(1− p)
)
= − log2 s+ q
(
(1− s) log2 p− (1− s) log2(1− p)
)
= − log2 s− (1− s) log2
(1− s)
s
= −s log2 s− (1− s) log2(1− s)
= H(s).
Also, set
qˆ =
log 1−sˆsˆ
log 1−pˆpˆ
with the very same arguments, we have
τ ′(qˆ) = −α and τ(qˆ)− qˆτ ′(qˆ) = H(sˆ).
Thus
H(s) = τ(q)− qτ ′(q) = τ∗(−τ ′(q)) and H(sˆ) = τ(qˆ)− qˆτ ′(qˆ) = τ∗(−τ ′(qˆ)),
which give the lower bounds of the dimensions of the level sets:
dimMB
(
Eµ(α)
) ≥ min{τ∗(−τ ′(q)), τ∗(−τ ′(qˆ))}
and
dimMB
(
Eµ(α)
) ≥ max{τ∗(−τ ′(q)), τ∗(−τ ′(qˆ))}.
But we have also the opposite inequalities:
In order to have τ(q) = bµ(q), we must have 0 < q < 1, which means
−τ ′(1) = h(p, p) < α < h(1/2, p) = −τ ′(0).
In order to have τ(qˆ) = bµ(qˆ), we must have qˆ < 0 or qˆ > 1, which means
α > h(1/2, pˆ) = −τ ′(0) or α < h(pˆ, pˆ) = −τ ′(1).
In order to have τ(qˆ) = Bµ(qˆ), we must have 0 < qˆ < 1, which means
−τ ′(1) = h(pˆ, pˆ) < α < h(1/2, pˆ) = −τ ′(0).
In order to have τ(q) = Bµ(q), we must have q < 0 or q > 1, which means
α > h(1/2, p) = −τ ′(0) or α < h(p, p) = −τ ′(1).
Put
I =
(
− τ ′(+∞), −τ ′(−∞)
)
\ [− τ ′(0),−τ ′(0)]⋃[− τ ′(1),−τ ′(1)]
and
J =
(
− τ ′(+∞), −τ ′(−∞)
)
\ [− τ ′(0),−τ ′(0)]⋃[− τ ′(1),−τ ′(1)].
It is easy to verify that I, J ⊆ (α, α). Finally, it follows from Theorem 2 that
dimMB
(
Eµ(α)
) ≤ b∗µ(α) and dimMB(Eµ(α)) ≤ B∗µ(α),
which yields the desired result.
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4.4. Example 4. For X = {0, 1, 2, 3}, we consider X ∗ = ⋃n≥0 Xn, the set of all finite words on the 4-letter
alphabet X . Let w = ε1 · · · εn and v = εn+1 · · · εn+m, denote by wv the word ε1 · · · εn+m. With this operation,
X ∗ is a monoid whose identity element is the empty word . If a word v is a prefix of the word w, we write v ≺ w.
This defines an order on X ∗ and endowed with this order, X ∗ becomes a tree whose root is . At last, the length
of a word w is denoted by |w|. If w and v are two words, w ∧ v stands for their largest common prefix. It is well
known that the function d := dist(w, v) = 4−|w∧v| defines an ultra-metric distance on X ∗. The completion of
(X ∗, d) is a compact space which is the disjoint union of X ∗ and ∂X ∗, whose elements can be viewed as infinite
words. Each finite word w ∈ X ∗ defines a cylinder [w] = {x ∈ ∂X ∗ | w ∧ x}, which can also be viewed as a ball.
Let ai, bj ∈ (0, 1), i, j ∈ {1, 2, 3, 4} satisfying
4∑
i=1
ai =
4∑
j=1
bj = 1
and (tk) be a sequence of integers such that
t1 = 1, tk < tk+1 and lim
k→+∞
tk+1
tk
= +∞.
We define the measure µ on ∂X ∗ such that for every cylinder [ε1ε2 · · · εn], one has
µ([ε1ε2 · · · εn]) =
n∏
j=1
pj ,
where  if t2k−1 ≤ j < t2k for some k, pj = aεi+1,if t2k ≤ j < t2k+1 for some k, pj = bεi+1.
Then
bµ(q) = inf
{
log4
(
aq1 + a
q
2 + a
q
3 + a
q
4
)
, log4
(
bq1 + b
q
2 + b
q
3 + b
q
4
)}
and
Bµ(q) = sup
{
log4
(
aq1 + a
q
2 + a
q
3 + a
q
4
)
, log4
(
bq1 + b
q
2 + b
q
3 + b
q
4
)}
.
The functions bµ and Bµ are analytic and their graphs differ except at two points where they are tangent, with
bµ(0) = Bµ(0), bµ(1) = Bµ(1), and Bµ(q) > bµ(q) for all q 6= 0, 1 (see Figure 1). Moreover bµ and Bµ are
convex and B′µ(R) and b′µ(R) both are intervals of positive length.
Now, we suppose that a1 < b1. Then by construction of the measure µ, the graph of log4 (a
q
1 + a
q
2 + a
q
3 + a
q
4)
is always on top of the graph of log4 (b
q
1 + b
q
2 + b
q
3 + b
q
4). So, we get
bµ(q) = log4
(
bq1 + b
q
2 + b
q
3 + b
q
4
)
and
Bµ(q) = log4
(
aq1 + a
q
2 + a
q
3 + a
q
4
)
.
Theorem 11. We assume that α ∈ (− log4 b4, − log4 b1). Then
dimH
(
Eµ(α)
)
= dimMB
(
Eµ(α)
)
= b∗µ(α)
and
dimP
(
Eµ(α)
)
= dimMB
(
Eµ(α)
)
= B∗µ(α).
Proof. The proof is very similar to the one of Theorem 10. We can see also [20] for the estimates of the Hausdorff
and packing dimensions of the set Eµ(α). 
Remark 2. Here K(Rn) denotes the family of non-empty compact subsets of Rn equipped with the Hausdorff
metric, and P(Rn) denotes the family of Radon measures on Rn equipped with the weak topology. The study of
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the descriptive set-theoretic complexity of the maps
K(Rn) × P(Rn)× R −→ [−∞, +∞] : (K,µ, q) 7→ Hq,tµ (K),
K(Rn) × P(Rn)× R −→ [−∞, +∞] : (K,µ, q) 7→ Pq,tµ (K),
K(Rn) × P(Rn)× R −→ [−∞, +∞] : (K,µ, q) 7→ bqµ(K),
K(Rn) × P(Rn)× R −→ [−∞, +∞] : (K,µ, q) 7→ Bqµ(K)
and the multifractal structure of product measures and dimensions (note that Edgar and Zindulka in [5, 26] studied
the structure of the Hewitt-Stromberg measures and dimensions on cartesian products in the case q = 0) will be
achieved in further works.
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