We describe scalable algorithms for secure multiparty computation (SMPC). We assume a synchronous message passing communication model, but we do not assume the existence of a broadcast channel. Our main result holds for the case where there are n players, of which a 1/3 − fraction are controlled by an adversary, for any positive constant. We describe an SMPC algorithm for this model that requires each player to sendÕ( ) computations. These results significantly improve over past results for SMPC which require each player to send a number of bits and perform a number of computations that is θ(nm).
+
√ n) messages and performÕ( n+m n + √ n) computations to compute any function f , where m is the size of a circuit to compute f . We also consider a model where all players are rational. In this model, we describe a Nash equilibrium protocol that solves SMPC and requires each player to sendÕ( n+m n ) messages and performÕ( n+m n
INTRODUCTION
In 1982, A. Yao posed a problem that has significantly impacted the weltanschauung of computer security research [13] :
* The main complication is the fact that up to a 1/3 fraction of the players are assumed to be controlled by an adversary that is trying to prevent the computation of the function. We assume that the adversary is static, meaning that it must select the set of bad players at the start of the algorithm.
This problem formulation is quite powerful. If f returns the input that is in the majority, then SMPC enables voting. SMPC also can enables group digital signatures and anonymous message transmission. In short, the only limitation is determined by whether or not the function f is computable.
There have been thousands of papers addressing the SMPC problem. However, there is a striking barrier that prevents wide-spread use: current algorithms to solve SMPC are not resource efficient. In particular, if there are n players and the function f can be computed by a circuit with m gates, then most algorithms require each player to send a number of messages and perform a number of computations that is Ω(mn) (see, for example, [6, 3, 1, 9] ).
Recent years have seen exciting improvements in the amortized cost of SMPC [5, 4] . However, the results for these algorithm hold only in the amortized case where m is much larger than n, and all of them have additional additive terms that are large polynomials in n (e.g. n 6 ). Thus, there is still a strong need for SMPC algorithms that are efficient in both n and m.
OUR RESULTS
The main result of this paper is as follows. 
An additional result of this paper deals with the situation where all players are rational. The rational players' utility functions are such that they prefer to learn the output of the function, but other players not learn the output [11, 7, 8, 12] . Our main result in this model is the following. In the theorems, we assume good players strictly follow the protocol, and thus do not form coalitions for gossiping. However, we can maintain privacy even with a coalition set of size q/3 where q = Θ(log(n)).
OUR APPROACH
The main idea behind reducing the amount of communication required for the computation is that rather than having each player communicate with all the other players, we will subdivide the players into groups called quorums of logarithmic size.
First we create a collection of quorums, using the algorithm from [10] . Then, for every player i, we assign i a quorum Qi. Each player i computes a value Ri selected uniformly at random from all values in the field F. It then computes the value of its private input plus Ri and sends it to all players in Qi. Finally, it uses the verifiable secret sharing algorithm from [2] to create shares of Ri, and to send one share to each player in Qi.
Next, for every gate g in the circuit C that computes f , we assign g a quorum Qg. Then from the the bottom (input gates) of the circuit to the top, we ensure the following for every gate g: the players in Qg all learn the sum of the output of g plus a mask-value Rg selected uniformly at random from the field F. Shares of Rg are held by the players in the quorum, but the value is unknown to any individual. This ensures that no player learns any information about the output of g. During the computation of a gate, g, we perform a HEAVYWEIGHT-SMPC [2] to compute the masked output of that gate. To do so, the quorums associated with the inputs to that gate all provide information about the gate inputs, and the players in Qg provide information to create the value Rg. This procedure is repeated to compute the values for the gates in the next layer of the circuit.
At the top gate of the circuit, the output of f is computed and sent down to all players through all-to-all communication in the quorums.
CONCLUSION
We have designed SMPC algorithms that are significantly more efficient than previous works. Our first algorithm works for traditional SMPC and our second algorithms works for the case where all players are rational. Both of our algorithms work in the partially synchronous communication model. However, we are currently working on improving them to work in the fully asynchronous model.
