Ferro-and antiferromagnetic molecular crystals are in several ways quite distinct from the conventional metallic alloys or oxidic crystals studied in solid state physics. The exchange coupling constants are usually very small for crystals of free radical molecules. Some molecular crystals show a typical magnetic behavior at a very low temperature range and another kind of behavior at a higher temperature. This feature cannot be quantitatively explained by using the conventional Ising model of ferromagnetic ͑FM͒ and antiferromagnetic ͑AFM͒ materials. In this work we show that a magnon-based approach is capable of explaining the observed AFM→FM and FM→AFM transitions in crystals of free radical molecules in a natural manner. A three-dimensional lattice is, in general, anisotropic in magnetic properties. For instance, in a molecular crystal, FM interactions may be observed along a particular direction while AFM interactions dominate along the others. Also, the coupling constants can vary widely along the three crystal axes. We have classified ferroand antiferromagnetic molecular crystals into four distinct types, viz., FFF, AFF, AAF, and AAA, for orthorhombic or higher crystal symmetries. The anisotropic Heisenberg spin Hamiltonian operators for these four systems have been expressed in terms of magnon variables. The magnon dispersion relations have been determined, and by using these relationships the magnon population has been calculated for the low temperature range as well as for the medium and high temperature ranges. These calculations rely on the choice of the population distribution function. The low temperature calculation involves the Planck distribution. Since the magnon-magnon interaction increases very rapidly above the Neél temperature, we have made use of the classical limit, that is, a Boltzmann distribution for each spin site, and the zeroth-order one-magnon energy to calculate the magnon population at higher temperature ranges. All these calculations are based on the consideration of a macroscopically large crystal of a specific shape, and the validity of the results rests on the assumption that the bulk magnetic properties remain unchanged for a macroscopically large crystal of any other shape. Then we have derived expressions for the overall magnetization in macroscopically large crystals of the four types in the two temperature ranges, and the corresponding magnetic susceptibilities ͑͒. In doing so, we have made use of a typical Weiss molecular field in each case. The resulting expressions are general enough, that is, they are for an anisotropic crystal and remain valid in wide ranges of temperature. They also agree with available experimental data. The FFF and the AAA systems do not exhibit any unusual trend. As T→0, the FFF system attains saturation whereas the AFF, AAF, and AAA systems all show an approximate T 2 dependence of ʈ . At a sufficiently high temperature, all four types exhibit bulk paramagnetism that follow the Curie-Weiss-type law. The FFF susceptibility develops a characteristic (T ϪT C ) Ϫ1 dependence on temperature whereas the antiferromagnetic systems have susceptibilities proportional to (TϩT N ) Ϫ1 where T C and T N are the Curie-Weiss point and the Neél temperatures, respectively. Expressions derived in this work can easily explain an AFM→FM transition occurring in the AFF and AAF molecular crystals at a very low temperature. The low temperature antiferromagnetic susceptibility is singular at a temperature T 0 that is sufficiently small and usually varies within 0-5 K. The low temperature expression holds up to a fraction of a degree below T 0 . The singularity indicates that the high temperature expression becomes valid at a temperature slightly above T 0 . The high temperature susceptibility is basically ferromagnetic in nature, thereby explaining the AFM→FM transition that should occur at a temperature around the singular point. At least one AAF substance, phenyl-substituted triphenyl verdazyl, shows a FM→AFM transition at about 100 K. This phenomenon, which has not been explained heretofore, can be accounted for if we include the possibility of a temperature-dependent ferromagnetic Weiss constant of the form ␥(T)ϭ␥ 0 exp͓ϪT/T*͔. The critical temperature T* is usually very large so that ␥ normally appears to be independent of temperature, but it can be of the order of one hundred degrees Kelvin when stereo-electronic effects cause a lateral displacement in the stacking of the free radical monomers along the FM direction. A concise account of the limitation of the theory has been given in the form of concluding remarks.
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I. INTRODUCTION
The study of the magnetic properties of organic molecules and inorganic complexes has recently turned into a major research effort. Theoretical studies on the magnetic nature of these molecules and the effect of the magnetic field on some of these systems have been carried out by many researchers. [1] [2] [3] [4] [5] However, the most interesting research area to emerge has been the design of organic systems, especially molecular crystals with desirable magnetic properties. The ferro-or antiferromagnetic properties of a few molecular crystals composed of molecules with unpaired spins have already been characterized by Awaga and Maruyama, 6 Azuma et al. 7a and Allemand et al. 7b on the basis of the simple one-dimensional chain model introduced by McConnell. 8 A detailed theoretical study of molecular crystals composed of open-shell molecules is urgently called for.
Magnetic properties shown by molecular crystals are typically different from those of the systems generally studied in solid state physics. The magnitude of the ferromagnetic coupling constant J is quite small compared to the usual systems of solid state physics. For example, the coupling constant J is 11.9 meV for iron, 9 whereas for the molecular crystal of a ͑nitrophenyl͒ verdazyl the estimated J value is about 0.1 meV.
7b As a consequence, most of the interesting magnetic phenomena are observed at a very low temperature, that is, below 120 K. A typical example is provided by the case of the molecular crystal of the ͑nitrophe-nyl͒ verdazyl. A plot of T vs. T where is the magnetic susceptibility of this system and T is the temperature shows that at a very low temperature the crystal is antiferromagnetic until the curve reaches a maximum around 2 K, and at a higher temperature, the system behaves as a ferromagnetic solid with T C ϭ1.6 K in the range 30 KрTр100 K. A minimum T is reached at a sufficiently high temperature ͑about 100 K͒. At even higher temperatures the system shows antiferromagnetic behavior: T increases with T, and a CurieWeiss law is obeyed with a T N value of about 6 K.
7b Common solid-state systems do not show such exotic trends. A summary of known organic molecular crystals with ferromagnetic and antiferromagnetic properties is given in Table I which has been compiled with the information available from the literature. [6] [7] [10] [11] [12] [13] [14] [15] [16] [17] There has been a lot of activity on the development of theories on systems of interest to chemists. Soos has investigated the linear Heisenberg antiferromagnetic chain for different values of the alternation parameter so as to explain the paramagnetic excitations in organic crystals. 18 He formulated the Heisenberg Hamiltonian in terms of pseudospin operators. Soos and Hughes 19 have investigated paramagnetic susceptibilities and temperature-dependent excitation energies in linear organic crystals. Silverstein and Soos have compared three self-consistent ground states for the linear Heisenberg antiferromagnet. 20 Fedders and Kommandeur have used a narrow-band model to explain the temperature dependence of the spin susceptibilities of organic free-radical solids. 21 These authors have shown that the influence of nuclear motion on the band structure gives rise to CurieWeiss behavior. Nagle and Bonner 22 have considered an Ising chain with competing interactions in a staggered field.
Klein has characterized the ground state of isotropic Heisenberg models in terms of six theorems. 23 He has established results concerning certain expectation values and point group symmetries, and applied them to the valence bond description of electrons in organic molecules. Ondrechen, Gozashti, and Wu 24 have proposed a mechanism for electronpairing in antiferromagnetic bridged mixed-valence systems. Costas, Wang, and Gelbart 25 have used a spin-1 Isingvariable Hamiltonian with both bilinear and biquadratic interactions to analyze grafted rod-phase transitions. They have considered symmetry breaking in both mean-field and renormalization group approximations, and established the necessary conditions for the appearance of two successive fluid-fluid phase transitions. Kollmar and Kahu 26 have relied on a Heisenberg spin Hamiltonian for intermolecular exchange interaction and discussed aspects of spin delocalization and spin polarization. Cheranovski, Schmalz, and Klein 27 have investigated real-space renormalization for twodimensional Heisenberg models. Lépine and Caillé 28 have shown that the spin-peierls transition in a linear antiferromagnetic Heisenberg chain is of order one in the exchange parameters.
A three-dimensional lattice is in general anisotropic in magnetic property. This is found in many inorganic oxides, and is also true for molecular crystals. Ferromagnetic ͑FM͒ interactions can be observed along a particular direction while antiferromagnetic ͑AFM͒ interactions dominate along the others, and there can be variants of this possibility. So one can group all crystals of orthorhombic and higher symmetries into four distinct types of ferromagnetic and antiferromagnetic systems, viz., FFF, AFF, AAF, and AAA. Ferromagnetic or antiferromagnetic interactions are observed along all the three orthogonal directions in type FFF ͑ex-amples: metals or alloys like MnAs, MnB, Fe, Co, Ni͒ or type AAA ͑examples: inorganic solids like MnO, FeO, CoO, as well as certain organic molecular crystals͒. 6, 7, 15 Most of the organic molecular crystals are bulk paramagnets. Type AFF signifies antiferromagnetic interaction in one direction and ferromagnetic interaction in the other two orthogonal directions, while in type AAF the reverse trend can be found. Examples of type AFF are NbP and NbAs, 29 while the examples of AAF are the molecular crystals of ␣-nitronyl nitroxide, 6 and a nitrophenyl verdazyl. 7b Minor deviations from this classification may be observed with a special arrangement of the free-radical molecules in the crystal which may result in negligible magnetic interactions along specific directions. See Table I for the variety exhibited by crystals of organic free radicals.
The basic aim of this work has been to carry out a detailed theoretical treatment on all four types of systems, FFF, AFF, AAF, AAA, so as to obtain an explanation for the abnormal magnetic behavior of molecular crystals like ͑ni-trophenyl͒ verdazyl. Previous theoretical analysis has been carried out mostly on one-dimensional chains [18] [19] [20] [21] [22] 26, 28 and/or using the Ising model. 22, 25 A treatment in detail first of all requires the employment of the full spin Hamiltonian and not any drastically truncated form. After a suitable transformation has been carried out such that the operator becomes expressible in a perturbative series, it is possible to neglect the higher order terms on physical grounds. Experimentalists, however, interpret the magnetic properties of three-dimensional systems either in terms of the Ising model 30 or by using the Heisenberg one-dimensional chains, and suggest corresponding model parameters. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] Though popular in the literature, these models involve Hamiltonian operators that have been obtained by truncating the full Hamiltonian rather drastically for the sole purpose of convenience in handling them. The main objective of this work is to show that a rather straightforward but explicit magnon treatment can explain the temperature-dependent magnetic properties of a crystal consisting of molecular free radicals. It is well-known that the magnon picture becomes less reliable as the magnon population increases at higher temperatures. Yet, the magnon formalism allows one to retrieve the accurate results ͑macroscopic bulk paramagnetism͒ at an arbitrarily high temperature ͑as T→ϱ) not only for the onedimensional chains but also for the three-dimensional isotropic FFF and AAA systems. This indicates that the magnon treatment will be at least qualitatively correct in the medium temperature range, and the trends in the physical properties can be correctly reproduced by a careful application of the magnon theory. For instance, we will show that the AFM→FM and FM→AFM phase transitions in molecular crystals can be easily accounted for without requiring any change in the crystal structure. The Ising interactions have been purposefully avoided in this work, for these will yield a less complete description of the interacting threedimensional systems.
This article has been arranged as follows. In Sec. II, we write the Heisenberg spin Hamiltonians for the four types of systems and express these operators as the operators for bundles of noninteracting ferro-or antiferromagnetic sticks or chains. We then reexpress these operators in terms of the magnon creation and annihilation operators such that the magnon energy becomes expressible in terms of the magnon population in various states. Aspects of magnetization are discussed in Sec. III. The resulting expressions are general enough. That is, in contrast to textbook expressions for isotropic systems in the limit of extreme high and low temperatures, the expressions derived in Sec. III are for an anisotropic crystal and remain valid in wide ranges of temperature. Finally, we test the resulting expressions numerically for specific sets of experimental data in Sec. IV. The FFF and AAA systems do not reveal any new feature. We emphasize the aspect of phase transition in the mixed systems and especially illustrate the temperature variation of magnetic susceptibility in an AAF system, namely, a crystal of the phenyl derivative of 1,3,5 triphenyl verdazyl ͑system 5 in Table I͒ .
II. HAMILTONIAN
We consider a crystal of spin-half molecules (Sϭ 1 2 ) and a lattice at least orthorhombic in symmetry. 31 There 
where the index ⑀ represents the three independent directions of a three-dimensional crystal, 0 is the magnetic moment of each spin, ( B is the bohr magneton and g is the electronic g factor͒, and S j is the spin angular momentum of the species at site j. The z-component of S j is written as S jz . The operators h F;⑀ and h A;⑀ are given by
and
In the above J ⑀ is the exchange interaction energy in the ⑀-direction, and it is always taken as a positive quantity here. The vector ␦ ⑀ connects site j with its nearest-neighbors in positive or negative directions along the ⑀-axis and H A⑀ is the ''internal magnetic field'' in an antiferromagnetic crystal which puts the spins up on ''a'' sites and spins down on ''b'' sites in the Neél-state estimate to the ground state at zero temperature when the spin-spin interaction is only along the ⑀-direction. It will be shown later at the end of this section that the internal field creates a uniform level shift and it exerts little influence on the determination of the magnon population distribution. Its only function is to decide the nature of the zero-temperature ground state.
A. The bundle representation
The following Hamiltonian operators can be written down for the bundles of noninteracting, one-dimensional FM or AFM chains aligned along the ⑀ direction as shown in Figs. 2-5:
These can be used to rewrite the total Hamiltonian Ĥ for the four types of three-dimensional crystals. We get
There is a tremendous advantage to expressing the crystal spin Hamiltonians in terms of the bundle operators Ĥ F⑀ or Ĥ A⑀ . For different bundles of the same system one can apply the same Holstein-Primakoff transformation 32 to find the operators for the creation or annihilation of a spin flip in the spinϪ1/2 species at any site, and then obtain the expressions for the spin-wave or magnon operators. For the antiferromagnetic systems one would have to additionally carry out a Bogoliubov transformation 33 to get the antiferromagnetic magnons. These techniques result in a description of the spin Hamiltonians in terms of magnon operators. 34 The first sum in each spin Hamiltonian given in Eqs. ͑6͒-͑9͒ dictates essentially independent magnon dynamics along the three crystal axes. The sum total overemphasizes the external field effects by two times. The second sum represents only a readjustment that accounts for the corrective measure for the effects of the external magnetic field. The advantage of this formulation of the spin Hamiltonian is manifest, for one can directly use the magnon technology and it does not require discarding any large part of the spin Hamiltonian as is done in the Ising formalism.
B. The FFF magnons
In the FFF case, one uses the Holstein-Primakoff transformation
, where the directions x and y are orthogonal to the z-direction. The requirement that the a j s and a j † s obey boson commutation rules leads to the definition of the spin-flip number operator n j ϭa j † a j ϭSϪS jz . Both the ferromagnetic and antiferromagnetic spinwave approximations suffer from a problem, as they end up with boson operators in place of Pauli operators. The associated boson space is infinitely larger. The higher levels of the boson space are not admixed by the Heisenberg model with the bosonic substitutions of Eq. ͑10͒, but once the operators (1Ϫa j † a j /2S) 1/2 are expanded in Taylor series and truncated at a finite order, admixture occurs. Even the Taylor series expansion here is not really legitimate, in that Sϭ1/2 and all the nonzero eigenvalues of the number operator a j are such that the associated expansion parameter is not within the radius of convergence of the expansion. The saving point for the ferromagnetic spin-wave approximation is that the ground state of the Heisenberg model is still treated exactly, because the presumed vacuum is in fact the ground state. A further conversion from the site operators to the magnon ones is obtained by means of the Fourier expansion
The operator c k † is the Hermitean adjoint of c k . The inverse Fourier transformation enables us to write the FFF Hamiltonian in spin-wave variables as
In the above expressions Ĥ (0) is bilinear in magnon operators and Ĥ (1) is a small perturbation. For molecular crystals, the exchange coupling J ⑀ is only a few cal mol Ϫ1 ; therefore, the effect of Ĥ (1) is negligibly small and henceforth this operator will not be considered in this work. The form of Ĥ (1) is shown in the following only for the present case ͑type FFF͒. Magnon dispersion relations are obtained here from the eigenvalues of the zero-order Hamiltonian.
The Hamiltonian bilinear in magnon operators is found as
where the plasma frequency k and the Larmor frequency H are given by
In passing we mention that the operator Ĥ (1) can be expanded as
In the isotropic case (J 1 ϭJ 2 ϭJ 3 ϭJ ) the full Hamiltonian Ĥ FFF reduces to the textbook expression 34 for a ferromagnetic system.
C. The AFF, AAF, and AAA magnons
For the antiferromagnetic systems, one carries out Holstein-Primakoff transformation separately for the sublattices a and b so as to obtain the spin-flip operators a, a † and the reverse spin flip operators b, b † respectively. This procedure yields the two types of spin-flip number operators a j † a j ϭSϪS jz a , ͑18͒
For the antiferromagnetically signed case the Neél state taken as the vacuum is not the true ground state. The groundstate energy of aniferromagnetic systems at absolute zero temperature was derived by Anderson, 35 and the finitetemperature ground state was discussed by Kubo. 36 The approximations of expansion and truncation at any nontrivial level admixes nonphysical states even into the ground-state estimate. It is to be clearly understood that the following analysis is subject to this drawback. Limitations of the spinwave approach especially for the antiferromagnetically signed case have been discussed by Klein et al. 37 As in the previous ͑FFF͒ case, the antiferromagnetic magnon variables can be defined as the Fourier transforms of the spin-flip operators,
The operators c k † and d k † are the Hermitean adjoints of c k and d k , respectively. This allows one to write the operators Ĥ AFF , Ĥ AAF , and Ĥ AAA in terms of the magnon operators c, c † , d, and d † :
Again, the effect of the operator Ĥ (1) will be negligibly small in a molecular crystal. The zeroth-order Hamiltonian in each case is brought into the diagonal form by applying a Boguliubov transformation
where the coefficients u k and v k are real and they satisfy u k 2 Ϫv k 2 ϭ1. After a little algebraic manipulation one can show that the zero-order operator in Eq. ͑22͒ is given by
where
In the above expression ␣ k † ␣ k is the spin-flip population operator in the overall lattice with z polarization, and ␤ k † ␤ k is the reverse spin-flip population in the overall lattice with the same polarization. The coefficients of the specific transformation that brings out the diagonal form in Eq. ͑26͒ for the zero-order Hamiltonian are u k ϭcosh k and v k ϭsinh k , where
In a similar manner the zero-order operator in Eq. ͑23͒ reduces to
͑29͒
with ek ϭ4S͓J 1 ϩJ 2 ϩJ 3 ͑ 1Ϫ␥ k3 ͔͒,
.
͑30͒
The bilinear magnon operator for type AAA is found to be
Again in the isotropic case (J x ϭJ y ϭJ z ), Eq. ͑31͒ reduces to the textbook expression for the spin Hamiltonian of an antiferromagnetic crystal.
34

D. Magnon energy
The energy eigenvalues corresponding to the Hamiltonians in Eq. ͑12͒ and Eqs. ͑22͒-͑24͒ can be written down immediately when the contributions from the very small perturbation Ĥ (1) is neglected for a molecular crystal. We get
where n k is the magnon population in the kth flip state with z polarization and k is given by Eqs. ͑14͒ and ͑15͒. For types AFF, AAF, and AAA the spin interaction energy can be written as
where n k␣ (n k␤ ) are the spin-flip ͑reverse spin-flip͒ population with z polarization in the overall lattice and the other terms like k and ek are in accordance with Eqs. ͑27͒, ͑30͒, and ͑32͒, respectively. In the next section these energy values have been used to find the thermal distribution of the population of magnons. The distribution functions have been used to calculate the magnetization and the magnetic susceptibility as functions of temperature.
III. MAGNETIZATION A. Distribution functions
As the magnon operators are Boson operators, the expectation value of the magnon population operator n k ϭc k † c k at any temperature T is to be obtained from the BoseEinstein distribution. The key to our analysis of the variation of magnetic properties with temperature lies in the proper choice of the magnon population distribution function. In the low temperature region ͑as T→0) one makes use of the Planck distribution
where ϭk B T. Only the plus sign arises in the FFF case. The other three cases involve ϩ and Ϫ signs for the two types of sublattices.
As the temperature increases, the magnon-magnon interaction increases which, in turn, increases the scattering of magnons by magnons. This increases the ergodicity of the system and effectively restricts the magnon number in any of the modes to a maximum of one. This is precisely the effect that ultimately leads to the bulk paramagnetism observed in FM and AFM crystals at a sufficiently high temperature. Therefore, for the higher temperature region, it would be sensible to consider a canonical ensemble of spins with possible excitations to all magnon levels, each excitation having a weight ͑degeneracy͒ 1/N (2/N in the AFM case͒ per spin site such that the total weight due to all the excitations equals unity for each half-integral spin. 38 For the sake of convenience we adopt the zeroth-order magnon energy as the excitation energy so that the magnon population is approximately given by the Boltzmann distribution
͑38͒
The quantity z is the partition function divided by the total number of unit species, and is given by ͑for N →ϱ)
since there are N unit species in unit volume. The distribution functions given by Eq. ͑38͒ are valid whenever the average exchange coupling constant is much smaller than k B T, ͑that is, J /Ӷ1). At a very high temperature, Eqs. ͑38͒ and ͑39͒ reduce to the Boltzmann statistics for a classical system which is traditionally used to explain the observation of bulk paramagnetism on a macroscopic scale.
B. Analytical requirements
A calculation involving these functions depends upon the dispersion relationships obtained in the various cases, and ultimately one has to evaluate a few complicated integrals in k-space. The latter task can be easily performed in the isotropic case where one explicitly makes use of the orientational symmetry in k-space. But molecular crystals are in general highly anisotropic, and for a cubic shape of the crystal the integrals in k-space, become too complicated to permit an analytical evaluation in closed form. For the ease and the clarity of the analysis, we choose a crystal with N x Ј , N y Ј , and N z Ј species ͑of each type͒ along the x, y, and z directions, respectively such that
where J is the average of J x , J y , and J z , and N is the geometric mean of N x Ј , N y Ј , and N z Ј :
We also require the crystal to have unit volume, that is,
where N ϭ8 N is the number density in unit molecules per c.c. Since the Js and N are fixed for a specific type of crystal, the N x Ј , N y Ј , and N z Ј to be found from Eq. ͑40͒ completely defines the chunk of crystal we have chosen for analysis. The underlying assumption in the formalism is that since the chosen piece is macroscopically large, the bulk properties of this entity will be the same as those of a crystal of arbitrary size and shape.
C. The FFF properties
The ferromagnetic magnon frequency k in Eq. ͑14͒ can be approximated by
and nϭ(n x ,n y ,n z ) with k x ϭ2n x /N x Јa etc., a, b, and c being the lattice constants along the x, y, and z directions, respectively. The integration variables k can be replaced by the variables n. Since N x Ј , N y Ј , and N z Ј are all large numbers, the region in n-space over which the integration is to be carried out is assumed to be spherical and the maximum n is found from the relationship
The magnetization is generally given by
͑46͒
The sum ͚ k has been replaced by the integral ͐d 3 n in our calculations.
The total magnon population in the limit T→0 can be calculated by following the method given in Ref. 34 . Using the Planck distribution function we get
where is the Riemannian zeta function. As T→0, D n max /→ϱ and the above expression reduces to
In the absence of any external magnetic field the magnon population is determined only by the thermal fluctuations, that is,
The magnetization is to be found from Eq. ͑46͒. One obtains
͑50͒
where M S (0)ϵN 0 is the saturation magnetization. In fact at a sufficiently low temperature (/D n max →0) and as H →0,
⌫͑3/2͒͑3/2;1 ͒, ͑51͒
which is very close to M S (0). These are the standard characteristics of the FM systems. For example, for a cubic system, N x ϭN y ϭN z ϭN , J x ϭJ y ϭJ z ϭJ , and aϭbϭc. As a result D ϭ4 2 D where D ϭ2SJ a 2 , and we get the well-known forms for the zero-field magnon population and magnetization in solid state physics
⌫͑3/2͒͑3/2;1 ͒.
The magnon population at a sufficiently high temperature is calculated here by using the Boltzmann distribution for spin sites. We get
The integral that appears in both the numerator and the denominator can be explicitly calculated. We find
͑54͒
This leads to the magnetization
As T increases, D n max 2 /→0 so that
which is the standard expression for magnetization in a bulk paramagnet. The magnetic field involved in Eqs. ͑55͒ and ͑56͒ is in reality the effective field
where ␥ is the Weiss constant and H mol is the Weiss molecular field. When the field H in Eq. ͑55͒ is replaced by H eff , an expression for the magnetic susceptibility ͑͒ can be obtained by calculating the first derivative of M (T) with respect to H in the limit H→0. This procedure yields
where C 0 ϭN 0 2 /k B , ⌫ϭ1Ϫ(3/5)(D /k B T)n max 2 , and T c ϭC 0 ␥. As T→ϱ, ⌫→1 and the temperature dependence of susceptibility as given by Eq. ͑58͒ reduces to the macroscopic Curie-Weiss law. In retrospect, we identify T c as the Curie point provided that the Weiss constant ␥ is effectively independent of temperature in the range considered.
D. Antiferromagnetic properties
For systems of type AFF, AAF, or AAA we have chosen a crystal of 2N x Ј species including both a and b specimens along the x-axis, 2N y Ј species along the y-axis, and 2N z Ј species along the z-axis such that the numbers satisfy Eqs. ͑40͒-͑42͒. This choice has been made so as to write the magnon frequency in a convenient way. Again, for the sake of convenience, we use the variable nϭ(n x ,n y ,n z ) instead of k ϭ(k x ,k y ,k z ), replace the integral (2) Ϫ3 ͐d 3 k by ͐d 3 n, and for large N x Ј , N y Ј , and N z Ј , the region of integration is taken to be spherical with n max given by
as there are N /2ϭ4N x ЈN y ЈN z Ј species of each type a and b in unit volume. The reader is urged to notice the difference between n max in this case and n max for FFF systems ͓see Eq. ͑45͔͒. Here the number density of species belonging to each sublattice determines n max , whereas in the FFF case n max was determined by the total number density. When the internal magnetic fields are neglected, ͑that is, A ϭ0), we obtain the following expressions for the magnon frequencies through first order:
AFF: k ϵ n ϭXnϪY n 3 cos 2 n , ͑60͒
AAF: k ϵ n ϭXnϩY n 3 cos 2 n , ͑61͒
where n is the angle subtended by vector n to the z-axis, and
The quantity R is given by AFF:
Once we calculate the sublattice populations ͚ k ͗n k␣ ͘ T and ͚ k ͗n k␤ ͘ T , the sublattice magnetizations can be easily found from the relations
The magnetization in the overall lattice is given by M (T) ϭM ␣ (T)ϩM ␤ (T) which reduces to
The species at a sites and those at b sites experience effective molecular magnetic fields H a and H b . The effective magnetic fields visualized by the ␣ magnons and the ␤ magnons are H ␣ and H ␤ , respectively. These fields will be generally given by
The ␥-dependent contributions arise from the ferromagnetic ordering in the AFF and AAF systems. For the AAA systems, the ferromagnetic Weiss constant ␥ equals zero. The coefficients p and q are of the dimension of inverse susceptibility, and M ␣ and M ␤ are the distinct magnetizations. The sum (H ␣ ϩH ␤ ) is involved in the differential population and hence in the overall magnetization. We find
In the limit T→0, ͑that is, /X→0), the Planck distribution function gives rise to the sublattice magnon populations
where Y ЈϭY cos 2 n ͑ for AFF͒, ϪY cos 2 n ͑ for AAF͒, and Y ͑ for AAA͒.
The ratio of Y n 3 to Xn equals (1/2R 2 ) n 2 /N 2 which is in general a very small quantity. Even when nϭn max , the ratio is of the order of 0.1. This observation suggests that the T →0 result can be obtained by replacing n 2 in the exponents by 
͑75͒
It must be noted that C depends on temperature through its dependence on s max . As T→0, s max →ϱ so that C →64 0 2 (2;1), and Eq. ͑74͒ reduces to the textbook expression for ʈ in the case of an isotropic AAA system. 34 In the low-temperature limit the magnetic susceptibility increases rapidly with temperature for all these three types of antiferromagnetic systems. For an AFF or AAF crystal with ␥Ͼ 0 , the low-temperature form given by Eq. ͑74͒ remains valid at temperatures below T 0 where
Conversely, the singularity at T 0 indicates that for these systems 0 /X is large enough, that is, the validity of the hightemperature treatment would start slightly above this temperature. For a higher temperature (/Xӷ1) we use the Boltzmann distribution function to obtain
͑76͒
This can be rewritten as
The function F(T) represents the unweighted fractional population due to all magnons of a particular type in zero magnetic field:
To calculate this integral, one can expand the exponential function exp͓Ϫ͕X(nϪn max )ϩ͗YЈ͘n 3 ͖/͔ in terms of increasing powers of the argument and find
where X ϭXn max , ͑80a͒
and Ỹ ϭ͗Y Ј͘n max
. ͑80b͒
For X /Ͻ1 as well as Ỹ /Ͻ1, it will be advantageous to write the function F as an exponential function with argument expanded in a series involving increasing powers of Ϫ1 ,
The cumulants f 1 , f 2 , etc. can be easily calculated. For instance, the first two cumulants are
Since the system is a homogeneous molecular crystal, we get the magnetization
͑85͒
At a temperature somewhat above the Neél temperature (T N ), the susceptibility ϭM /H can be computed from Eq. ͑83͒ by an iterative procedure. Since the magnetization is small, ͑that is, is of the order of 10 Ϫ4 cc/molecule), the self consistency is achieved within a few iterations. At a high temperature, /Ӷ1, and the susceptibility appears in the vastly simplified form
As T→ϱ, F→1, and C→C 0 so that
where C 0 is as defined earlier after Eq. ͑58͒, and the AFM Curie-Weiss ͑Ref. 9͒ ͑also called as the Neél temperature ''observed'' in the high-temperature regime͒ is given by
The Neél temperature T N is related to the AFM Curie-Weiss by
IV. DISCUSSION
In this work we have been mainly interested in anisotropic FM or AFM properties of molecular crystals. For orthorhombic or higher crystal symmetries, crystals of free radical species can be classified into four groups. For each class, the Heisenberg spin Hamiltonian has been converted into the magnon Hamiltonian, the corresponding magnon dispersion relationship has been derived, and expressions for the magnon populations have been written down for the lowtemperature range and for higher-temperature values. The use of the Weiss molecular field has then led to the derivation of expressions for the bulk magnetic susceptibility of macroscopically large crystals belonging to the four groups. In each case two limiting forms have been calculated for the susceptibility, one for T→0 and the other for T→ϱ, in addition to an expression for the middle temperature range. In these discussions the important ratio that determines whether the temperature is low, medium, or high is, of course, the ratio of the characteristic FM/AFM magnon energy and the unit of thermal energy k B T.
The FFF system remains consistently ferromagnetic with saturation described by Eqs. ͑50͒ and ͑51͒, and the hightemperature susceptibility by the macroscopic Curie-Weiss law, Eq. ͑58͒. For an isotropic 3D FFF crystal, the textbook expression for the saturation magnetization is exactly reproduced. Similarly, the AAA system remains consistently antiferromagnetic. The low-temperature susceptibility ʈ is given by Eq. ͑74͒ with ␥ϭ0, and the very high-temperature behavior given by Eq. ͑87͒ is a standard result. The same very high-temperature behavior is found for AAF and AFF systems. In fact, as T→ϱ, all four types of crystals exhibit bulk paramagnetism, as can be seen from Eqs. ͑58͒ and ͑87͒. Figures 6, 7, and 8 show the variations of ʈ , ʈ T, and 1/ ʈ , respectively as functions of temperature for a hypothetical AAA system where we have used cumulant fs up to the fourth order, ( f 0 ,..., f 4 ). In each figure, the transition from the low-temperature range to the high-temperature one can be obtained by smoothly joining the respective curves in the region of intersection. These results are in agreement with the properties that are normally expected for these crystals.
A more interesting effect is the AFM→FM phase transition at a very low temperature, which is predicted by Eq. ͑74͒ for the AAF and AFF systems. For ␥Ͻ 0 , such a transition cannot take place, but for ␥Ͼ 0 it will occur at a sufficiently low temperature. This can be visualized when the low-temperature magnetization given by Eq. ͑74͒ is compared with the medium-temperature magnetization prescribed by Eqs. ͑83͒-͑85͒. This transition has indeed been observed in system 5 of Table I at 2.15 K.
The phenyl derivative of 1, 3, 5 triphenyl verdazyl ͑sys-tem 5 of Table I͒ shows one more interesting phase transi- tion, this time FM→AFM, at about 100 K.
7b A similar transformation has been observed with system 7 of Table I , but at a much lower temperature, 5.4 K. 12, 13 This phenomenon clearly indicates that the quantity (␥Ϫ 0 ) changes from positive to negative. Allemand et al. concluded that this phenomenon may arise from a possible structural phase transition, but they could not confirm the change in crystal structure as there is no change in the ESR line width or in the resonance field at this temperature.
7b It is the contention of the present work that such a transition can be accounted for without requiring a concomitant change in the crystal structure.
If one inspects Table I , one finds that ferromagnetism invariably arises when steric effects force a lateral displacement in the stacking pattern. This displacement sometimes transforms what would have been a normal AFM interaction between two nearest-neighbor free radicals into a FM interaction, which is easily understandable from McConnell's model 8 of the interaction of spin density distributions in two adjacent monomers. With rising temperature the magnonphonon interaction becomes increasingly more prominent. As temperature increases, the FM ordering decreases due to the randomness of the molecular orientations. This is a normal trend that ultimately leads to bulk paramagnetism in ferromagnetic crystals. When the stacking is displaced, the lattice vibrational modes are considerably anharmonic in nature so that with the increase in temperature, the spin density overlap would be less and less ferromagnetic as compared to the overlap in an otherwise undisplaced lattice. This would, in turn, affect the FM molecular field constant ␥. At a reasonably high temperature ␥ is expected to decrease monotonically with temperature. In fact, ␥ has been occasionally found to behave as ␥(T)ϭ␥(0) ͓1ϪT/T*͔ with a very large value of T*(Ϸ10 4 ) for traditional systems of solidstate physics. Since at a sufficiently high temperature the distribution of vibrational excitations is more or less given by the Boltzmann distribution law, ␥ is expected to decay with rising temperature as ␥͑T͒ϭ␥͑0͒ exp͓ϪT/T*͔. ͑90͒
In most cases the lateral displacement is small enough or even zero and T* is too large to observe a FM→AFM transition or even to notice the linear T-dependence of ␥. For systems like the phenyl derivative of 1, 3, 5 triphenyl verdazyl, however, the latteral displacement is significantly large and the lattice vibrational frequencies are exceedingly small, of the order of only a few cm Ϫ1 , so that T* can be of the order of one hundred degrees Kelvin or even smaller. This can cause an observable FM→AFM transition when the ratio ␥(0)/ 0 is somewhat greater than unity.
The theoretical expressions derived in the previous section can be easily put to a numerical test. We have chosen the AAF system ͑system 5 of Table I͒ for which the AFM Curie-Weiss equals W ϵ 0 C 0 (ϭ6 K), and the number of monomers per c.c. N (ϭ0.8988ϫ10 21 ) are known from experiment.
7b Although the crystal group is triclinic, the three angles ͑84.28°, 83.93°and 87.31°͒ are nearly equal to 90°and the crystal may be viewed as slightly distorted from the orthorhombic symmetry. The observed FM Curie-Weiss temperature in the region 30 K-100 K is 1.6 K, which, according to the theory discussed in this work, indicates that the actual Curie point T C ϭC 0 ␥(0) must be at least 7.6 K. Thus the only adjustable parameters are T C , J , the ratio ϭJ 1 /J ϭJ 2 /J , p/ 0 , and T*. For specific T C and W , the parameters J and are needed to reproduce the reported J z (2.2k B K) as well as the susceptibility ϭ0.241 emu mol Ϫ1 at 2.15 K from Eq. ͑74͒, whereas using the same J , the parameters T C , W , T*, and p/ 0 are necessary to obtain a number of features, namely, ͑i͒ T Ϸ0.5 emu K mol Ϫ1 at 3 K so that the low-temperature curve can be smoothly joined resulting in the maximum susceptibility ͑0.241 emu mol Ϫ1 ͒ at 2.15 K, ͑ii͒ the FM trend in the region 2.15 K-100 K, ͑iii͒ a minimum T at 100 K from Eqs. ͑83͒-͑85͒ along with ͑88͒, ͑iv͒ the observed FM CurieWeiss temperature 1.6 K in the region 30 K-100 K, and ͑v͒ the Neél AFM behavior with the Neél temperature 6 K observed at temperatures much higher than 100 K ͑at T у300 K).
Since the magnon picture is particularly valid as T→0, the optimum pairs of parameters J and were determined first. Table II shows these values and the corresponding J x , J y , and J z . Allemand et al. 7b fitted the experimental data to a Heisenberg 1D FM chain model and found J z ϭ2.2k B K. This corresponds to J ϭ0.752k B K and ϭ0.0368 in Table II. The same value of J was used in our calculation of in the medium-and high-temperature ranges. The quantity (X ϩ3/5͗Y Ј͘n max 2 ) in Eq. ͑74͒ equals 9.80 which gives T 0 ϭ2.57 K and indicates that the high-temperature expression is certainly good at about 10 K.
The parameters T C , T*, and p/ 0 were varied to obtain, from Eqs. ͑83͒-͑85͒, a magnetic susceptibility ϭ0.165 emu mol Ϫ1 at 3 K, a minimum T at 100 K, and the effective FM Curie-Weiss temperature, 1.6 K for 30 KрT р100 K. These were obtained for T C ϭ9.6 K, T* ϭ83.35 K, and p/ 0 ϭ0.70 when the exponent of the function F in Eq. ͑81͒ was expanded up to the sixth order, ͑to include the cumulants f 0 to f 6 ). Figure 9 shows the variation of with temperature in all three ranges of temperature. The maximum at 2.15 K is the pivotal point. The corresponding T vs. T plot is shown as Fig. 10 . The system is ferromagnetic in the range 30 K-100 K, and antiferromagnetic at temperatures beyond 100 K. Thus, in principle, the present theory can satisfactorily explain the behavior of the particular AAF system in all the ranges of temperature, and one need not depend upon the vagaries of approximations which are inherent in the spin Hamiltonian that is used in conventional treatments. We emphasize here that in this work we have used only six parameters for the AAF system, namely, W , T C , J , , T*, and p/ 0 , and have successfully determined seven observed characteristics of the magnetic susceptibility, namely, the observed AFM Weiss temperature, the observed FM CurieWeiss temperature, the maximum value of ͑0.241 emu mol Ϫ1 ͒, the corresponding temperature ͑2.15 K͒, the FM coupling constant J z , the line shape in the range 2.15 K-100 K, and the temperature for the minimum T(100 K). This success which in effect represents an indirect triumph for the magnon formulation lies in the use of the classical limit, indicating that the temperature-dependent fluctuations exert a predominant influence on the evolution of the average macroscopic behavior at a relatively high temperature.
It would be interesting to compare the parameters in light of the mean-field theory. The standard Weiss-type molecular field is a simpler theory which does not suffer from the conceptual problems discussed in Sec. II. But the spinwave predictions are often more detailed, and especially for the ferromagnetic case and even for the antiferromagnetic systems are often viewed as better than the mean-field results. A straightforward application of the mean-field theory fails to reconcile the values of J x , J y , and J z with those of T C and W ͑the ''observed'' Neél temperature͒ in the present case. Therefore, an appropriate mean-field treatment of T C and W ͑the ''observed'' Neél temperature͒ in a crystal of molecular free-radicals is carried out, and the same is discussed in short in the Appendix. For simplicity, one may view each molecule to contain two regions of opposite spin density such that there is a total of (1ϩs) up half-integral spin and a total of s down half-integral spin in every species of a net half-integral up spin. Considering only six nearestneighbors-two in the FM ͑z͒ direction and four in the AFM ͑xy͒ plane-and that the ferromagnetic and antiferromagnetic coupling constants in the same direction are approximately equal in absolute magnitude, one finds from Eqs. ͑A3͒ and ͑A5͒ of the Appendix T C ϭC 0 ␥͑Tϭ0͒ϭJ z ͓͑1ϩs ͒ 2 ϩs 2 ͔ϩ2͑ J x ϩJ y ͒s͑ 1ϩs ͒, ͑91͒ W ϭC 0 0 ϭ2J z s͑1ϩs ͒ϩ͑ J x ϩJ y ͓͒͑1ϩs ͒ 2 ϩs 2 ͔.
Thus for J z ϭ2.2k B K, J x ϭJ y ϭ0.028k B K, and sϭ0.815, T C ϭ8.87 K and W ϭ6.73 K. These are very close to the optimum parameters 9.6 and 6.0 K, indicating that there is a considerable spin density alternation in the unit species. Indeed a considerable spin alternation has always been found from calculations on molecular free radicals of this type. 4 In conclusion, we point out that the magnon picture offers a robust treatment of the crystals of molecular free radicals. The success lies in the fact that a Boltzmann distribution for each spin site along with the zeroth-order magnon energy eigenvalues constitutes an approximate good description of these systems at a higher temperature. Nevertheless, the magnon picture breaks down above the Neél temperature, and this would undoubtedly leave its mark on the accuracy of the calculated results. The dressed magnon energies would be certainly different from the zeroth-order ones. Thus parameters which are good in the limit T→0 will not be so good in the medium-and high-temperature ranges, and the results computed in the medium temperature range can deviate from the observed values by quite a few percent. For instance, from different suitable combinations of J , , T*, and p/ 0 , we have always found that the minimum value of T, whenever the stationary point occurs at 100 K, is about 0.37 emu K mol Ϫ1 ; the theoretical value, assuming a typical antiferromagnetic property starting from 100 K, is 0.382 emu K mol Ϫ1 which more or less agrees with the experimental curve in Ref. 7b. This deviation is partly an outcome of the crystal system not being truly orthorhombic, but it FIG. 9. Variation of magnetic susceptibility ͑in emu mol Ϫ1 ) with temperature T ͑in degree Kelvin͒ for the chosen AAF system, phenyl derivature of 1,3,5 triphenyl verdazyl with N ϭ0.8988ϫ10 21 per c.c. The optimum parameters are W ϭC 0 0 ϭ6 K, T C ͑written as F in the diagram͒ ϭC 0 ␥(0)ϭ9.6 K, J ϭ0.752k B K, and pϭJ 1 /J ϭ0.0368 for the lowtemperature curve ͑from 0 to 2.15 K͒. The medium and high temperature curve ͑from 3 K onwards͒ has been drawn by taking the same W , T C ( F ), and J, and in additiion T*ϭ83.35 K amd pϭ0.7 0 such that T has a minimum at 100 K and the apparent T C in the range 30-100 K is 1.6 K. The low-temperature 2.15 K point has been joined to the high-temperature 3 K point to obtain a smooth transition that maintains a maximum for at 2.15 K with max ϭ0.241 emu mol Ϫ1 .
FIG. 10. The T ͑in emu K mol Ϫ1 ) vs. T ͑in degree Kelvin͒ plot for a crystal of the phenyl derivative of 1,3,5 triphenyl verdazyl. The chosen parameters are the same as those used in Fig. 9 . They give rise to a minimum at 100 K, a FM trend between 30 and 100 K with an apparent T C of 1.6 K, and an AFM behavior for TϾ100 K with ϭ6 K. These numbers along with the max at 2.15 K are in agreement with th4e observations in Ref. 7͑b͒. mainly arises from the unsatisfactory nature of the truncated magnon Hamiltonian at a higher temperature. Within the limitations discussed above, the magnon formalism can give a more complete description of the magnetic properties of the molecular crystals than a treatment that is based on the drastic approximations inherent in the Ising model or the assumption of a 1D Heisenberg chain.
