We provide polylog sparse quantum codes for correcting the Erasure channel arbitrarily close to the capacity. Specifically, we provide the [[n, k, d]] quantum stabilizer codes that correct for the erasure channel arbitrarily close to the capacity if the erasure probability is at least 0.33 and with a generating set S 1 , S 2 , . . . S n−k such that |S i | ≤ log 2+ζ (n) for all i and for any ζ > 0 with high probability. In this paper, we show that the result of Delfosse et al. is tight: one can construct capacity approaching codes with weight almost O(1). Index Terms-Quantum computing, quantum error correction.
I. INTRODUCTION
G RAPH States [17] , [30] are a very useful set of stabilizer states that have found many applications in quantum information theory. They are important components of measurement based computation schemes [29] , and quantum error correcting codes [6] , [12] - [14] , [16] , [18] , [21] , [27] , [30] to name a few. One reason they are so ubiquitous in quantum computing is that they have an easy to understand entanglement structure [17] . In some sense they provide a "standard form" for stabilizer states [6] , [29] , since any stabilizer state is locally equivalent to a graph state, and any stabilizer quantum code is equivalent to a quantum graph code [12] .
Indeed, given a graph state over a composite quantum system, it is well known how to compute the entanglement entropy between any partition of the subsystems [17] . In this paper Hein shows that the entanglement entropy for a two set partition of a graph state depends in a natural way on the rank of the "cut" matrix separating the two sets. This idea was generalized to qudits and explored to give conditions for secret sharing in [18] . Our construction leverages exactly Manuscript this property of graph states to produce quantum codes with interesting properties.
In particular, we supply quantum stabilizer codes that approach the capacity of the quantum Erasure channel [3] and are Polylog-LDPC (Low Density Parity Check). This means that the stabilizer group of the code can be generated by elements of the Pauli group that are only polylogarithmic with the total number of qubits. We stress that the codes described make little progress toward the so called quantum LDPC conjecture [4] , [15] , [32] . 1 This conjecture posits the existence of locally generated codes with linear minimum distance. Our codes are indeed generated by stabilizers which are only logarithmic in their length, but we expect the distance of these codes to also only be logarithmic in the number of qubits, by the arguments presented in [21] .
The codes described in this paper have very poor adversarial distance (O(log(n))), however the adversarial errors that destroy the encoded information are very unlikely. This feature allows us to correct for the quantum Erasure channel at capacity. It is known that this cannot be achieved by stabilizer codes of constant weight [7] , we demonstrate that it is possible with a stabilizer code with generators that are only O(log 2+ζ (n)) for any ζ > 0.
Our proof techniques are along the lines of standard 'typicality' arguments in information theory, along with some simple observations about graph states and the rank of random matrices. We construct a quantum graph code by randomly sampling an Erdos-Renyi graph and constructing the corresponding graph state. In addition, we randomly sample the parity check matrix for a classical code, and use these to construct a quantum graph code. We send this randomly sampled code through the Erasure channel, and apply a result from [20] , as well as standard typicality arguments to show our scheme succeeds with high probability.
A. Problem Statement
In both the quantum and classical case, the Erasure channel passes its input through undisturbed with probability 1− p and outputs some "error" state with probability p. The distinguishing feature in both cases is "detectability": we can determine the bits or qubits that were disturbed by observing them. In the quantum case we have a measurement (by assumption) that perfectly distinguishes the error state from any non-error 1 See the second reference and the references it contains for many other LDPC constructions 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
state on each qubit. In standard quantum information theory language, we can describe the channel with a completelypositive trace-preserving map. 
where the density matrix ρ on the R.H.S. is the same as the input when we identify the {|0, |1} states for the qubit with the {|0, |1} states for the qutrit.
We are interested in the capacity of the Erasure channel. This is the largest rate of reliable information transfer through the channel in the limit of large block-size. "Reliable" in this context means that we can encode information with a promise that we can decode the same information on the other side of the channel with high probability.
Definition 2. The capacity of a quantum channel E is the largest number C satisfying the following. For any ε > 0 and for any δ > 0, for n large enough there exists an encoding (CPTP) operation that encodes k = (C − δ)n qubits into n qubits, and a decoding operation (CPTP) that satisfies:
T r < ε where || · || T r denotes the Trace norm [28] .
While the capacity of the quantum de-polarizing channel is a well known open problem in quantum information theory [25] , the Erasure channel is "simple" enough to admit an explicit calculation of its capacity [3] . The capacity of the quantum Erasure channel with probability p of erasure is 1 − 2 p.
Since quantum stabilizer codes with locally generated stabilizers potentially have efficient decoding schemes [11] , a natural question is: How close to the Erasure capacity can we get with local codes while maintaining low decoding error? For both classical [5] and quantum [7] Erasure channels, we cannot expect to come arbitrarily close to the capacity with bounded locality. For classical codes, there are known constructions with maximum parity check weight 'barely' diverging as the rate approaches the capacity [26] , [31] . Here the maximum row weight diverges as one approaches the capacity, but for each fixed distance from the capacity the row weight is a constant independent of the block size.
For quantum codes, there are lower bounds on the achieveable rate [8] , [22] using local quantum codes, but none of these approach the capacity of the Erasure channel in the limit of large check size as observed in [26] for the classical case. In this paper we make progress toward this question for the quantum case by exhibiting a quantum code with a similar (weaker) behavior. We give an infinite family of quantum stabilizer codes that comes arbitrarily close to the capacity of the Erasure channel, and with maximum stabilizer generator weight growing polylogarithmically with the block size. Note that Reed-Muller codes have recently been shown to achieve the capacity of both the classical and quantum Erasure channels [23] , [24] . To contrast this work with ours, note that Reed-Muller codes with nonzero rate have minimum distance growing linearly with the square root of the block length.
II. NOTATION
Graphs will be denoted by the pair (V, E) where V is the vertex set of the graph and E is the edge set. V consists of some elements {1, . . . n}, and the edge set, E, contains unordered pairs of vertices {i, j } where each i, j ∈ V . For a vertex i ∈ V we denote the neighbor set in the graph G as
Let K be a subset of the vertices. We will denote the cut matrix between K and V \ K as A cut . A cut is a |K | × |V \ K | matrix such that if A i j = 1 for i ∈ K and j ∈ V \ K then A cut,i j = 1, otherwise, A cut,i j = 0.
All vectors in F n 2 will be column vectors by default, although occasionally we will refer to a row vector with parenthesis, and a concatenation of two vectors with parenthesis.
We will use the standard [n, k, d, w] notation for classical codes. C is an [n, k, d] code if C is a k dimensional subspace of F n 2 such that min x∈C |x| = d, where | · | denotes the Hamming weight. We say C is an [n, k, d, w] code if C is an [n, k, d] code and if the linear dual of C can be generated by a set of vectors of maximum Hamming weight w. We will use the analogous [[n, k, d, w]] for quantum stabilizer codes. Here w stands for the largest Pauli weight of a generator for the stabilizer group. The Pauli weight of a particular Pauli operator is simply the number of non-identity terms in its tensor product. If we have a code C on n bits, and some subset K ⊆ [n] we will use the notation C K to denote the code C restricted to the bits K .
Suppose w = (w 1 , w 2 , . . . w n ) is some binary vector in F n 2 , and suppose {S 1 , S 2 , . . . S n } is some set of Pauli group elements over n qubits. We will use the notation:
We utilize the standard commutator notation for operators [ A, B] := AB − B A, and reserve the capital letters X, Y and Z for the Pauli matrices:
In an n qubit system, we will use X i to denote a Pauli X operator acting on qubit i , and similarly for Y and Z . For a binary vector v ∈ F n 2 , we define:
and similarly for Y and Z . All logarithm functions will be natural logarithm by default. The Bernoulli random variable is defined as Bern( p) = 1 with probability p 0 otherwise , and we will use the notation Bern( p, m × n) to indicate a random m × n binary matrix where each entry is i.i.d. according to Bern( p). We will denote the binary entropy function as Q(x):
0 if x = 0 or 1 (6) and the inverse of this function will be denoted Q −1 (y). To define it formally, if y ∈ [0, 1], Q −1 (y) is defined to be the value of x ∈ [0, 1/2] such that Q(x) = y.
III. PRELIMINARIES

A. Quantum Graph Codes
For us, perhaps the most important definition is that of a graph state. We will only state the definition, for examples we invite the reader to examine any of several comprehensive reviews [16] , [17] . It may not be clear that the following definitions are equivalent a priori, proofs of equivalence can be found in the stated references. [1, 2, . . . n], we define the graph state |G according to two equivalent definitions: 1) Define the following Pauli group elements:
Definition 3. [Graph state] Given some simple graph G = (V, E), associate the vertices of the graph G to the numbers
The graph state |G is defined as the unique state stabilized by all S i . 2) Let C P i j be the standard controlled phase operation between qubits i and j . Let |+ = 1 √ 2 (|0 + |1). |G can be defined as:
Graph states satisfy several properties of interest, again we encourage the reader to consult the stated references for proofs: Proposition 1. Let G = (V, E) be a graph on n vertices. Further, let K be some subset of the bits with complement V \ K . Let A cut be the cut matrix across the cut (K , V \ K ).
1) [17] Denote the entanglement entropy of the graph state across the cut
The quantum state Z x |G is normally referred to as a 'labeled' graph state. One can think of these states as a graph state with a binary 'label' corresponding to the positions of the Z operators. The final item in the above proposition implies that if we fix the graph state |G and change the label, we arrive at an orthogonal state. Quantum graph codes [30] , or codeword stabilized quantum codes (CWS codes) correspond to sets of labeled graph states. Here we consider sets which are linear binary codes:
Definition 4 ( [30]). Given a graph G on n vertices and an [n, k, d] classical code C over F 2 , we define a graph code (G, C) as the linear span of quantum states of the form Z c |G where c is any binary code word in C.
While it may not be obvious that Definition 4 defines a stabilizer code (it is not clear what the stabilizers are), it does indeed have stabilizers that can be determined from the graph and the classical code C. We list some of the important properties of these codes:
code satisfying the following properties:
3) Let B be any set of linearly independent columns in the generator matrix for C. Then, {Z c i } i∈{1,...k} forms a complete set of "X type" logical operators and {S i } i∈B forms a complete set of "Z type" logical operators.
Proof. We can see Item 1 immediately from Proposition 1: since differently labeled graph states are orthogonal, and the graph code contains 2 k distinct labels, the quantum code must have a basis consisting of 2 k elements.
For Item 2 we must show the set {g j } forms a complete, minimal set of generators for the stabilizer group. Independence of these operators follows from independence of the binary vectors c ⊥ i . They also all clearly commute since [S i , S j ] = 0 for all i and j . Also, by Item 1 the subspace stabilized by these operators must be the same size as the defined quantum graph code. It remains to show that these operators stabilize the code. The code (G, C) is the span of states of the form Z c |G where c ∈ C. We derive:
for some binary vector r ∈ F n 2 . Note that we obtained Equation (9) by commuting the Z operators through the X operators, possibly introducing a phase φ.
where we used the fact that
For Item 3, observe that the operators {Z c i } maintain the codespace, but act non-trivially on it: Z c Z c |G = Z c+c |G. Hence, these operators must be logical operators. It is also clear that the operators {Z c i } are independent modulo the stabilizers of the code. If this were not true, then there would be c ∈ C, = 0 such that Z c acts trivially on the code space. However, |G → Z c |G under this unitary, and |G is orthogonal to Z c |G by Proposition 1. For the second set of operators, consider the generator matrix of C as a k × n parity check matrix, D. We can multiply this vector on the right by some v ∈ F n 2 to obtain a syndrome Dv (this would be a syndrome for the code C ⊥ ). It is easy to see that the syndrome of a particular v corresponds to the phase obtained when i∈v S i operator acts on a codeword Z c |G:
be some set with each α j ∈ {0, 1} and α be the corresponding vector, then:
with v 1 and v 2 supported only on B will be independent modulo the stabilizers of the code:
i∈v 1 +v 2 S i acts non-trivially on the code by Equation (11). Hence, no such product produces a stabilizer of the code (independence) and each such operator acts non-trivially on the code but maintains the codespace (non-stabilizer).
Item 4 follows easily from the previous items. In particular Item 2 implies w Q ≤ wK max and Item 3 implies
B. Required Technical Lemmas
To prove the construction we give achieves the capacity we will require some technical lemmas. The first set of results are some standard bounds on distributions of random variables. Lemma 1 ( [10] Lemma 4.1). Let {B i } be a set of k independent Ber n( p) random variables. Then we have that
This establishes the following corollary:
We will also use the celebrated Chernoff bound for the analysis. It will be convenient to use it in different forms:
Lemma 2. [Chernoff and
Markov Bounds] Let X be a random variable. Then, we have:
Corollary 2. Let X = n i=1 X i be a random variable with average E(X) = μ such that the variables X i are independent. Then, it holds that:
The construction we will be leveraging will be to generate random matrices according to a certain distribution, and to use these randomly sampled graph codes to correct for erasures. As such, we will apply a few results concerning the properties of randomly sampled binary matrices. The first is due to Kolchin: [20] ] Let A ∼ Bern(wlog(n)/n, αn × n) with α < 1 and w > 1 constants. Suppose each entry of A is sampled independently according to Ber n wlog(n) n . The expected number of linear combinations of rows that add to 0 excluding the "all zeros" linear
Proof. Slight modifications of the proof of Lemma 3.3.2 in [20] yield the result. Note for reference that
so the upper bounds present in the proof follow immediately.
By Markov's inequality, if a matrix A is sampled as described above, then the probability that A is not full rank is upper bounded by O 1 n w− 1 . Combined with the Rank Nullity theorem from linear algebra, this theorem says that if we randomly sample a parity check matrix from this ensemble, then the rows will be linearly independent with high probability. Hence, with high probability a random t × n parity check matrix M will yield a code with dimension n − t.
Our construction will use randomly sampled binary matrices to construct a quantum graph code that can correct for random erasures with high probability. As such, we will derive a few lemmas concerning the parameters of randomly sampled codes according to specific distributions. The first lemma implies that sparsely sampled parity check matrices meet the asymptotic Gilbert-Varshamov bound:
Let C be the code with M as its parity check matrix, and let d C be the distance of the code C. Then, for any
For our arguments, it will be important that the code sampled in this way retains linear distance after the Erasure channel. For this we present the following lemma: Lemma 4 (Linear distance post Erasure). Let M be sampled according to the distribution in Lemma 3, and let C be the code with M as its parity check matrix. Let 0 < α, β < 1 be constants with β < α, let K be the first βn bits (corresponding to the first βn columns of M), and let d C V \K be the distance of the code C V \K . If ε > 0 satisfies:
Proof. See Appendix.
IV. POLY-LOGARITHMIC ERASURE CODES
A. The Construction
Our construction involves sampling a log-sparse graph G and a log-sparse parity check matrix M. We then construct a quantum graph code (G, C) where the classical code C has M as its parity check matrix. Recall that we are trying to sample codes that come arbitrarily close to the capacity of the Erasure channel. So, we will assume that we are given some rational R ∈ (0, 1/2) and asked to sample a code of dimension Rn for n sufficiently large.
We will begin by describing the construction of the logsparse graph state used in the construction. Essentially, these are just graphs sampled near the Erdos-Renyi connectivity threshold [9] : Construction 1. Let n, and w be given, both greater than 0. Construct a graph G with vertex set [n] and edge set sampled according to the following procedure: Initialize the vertex set to [n] and the edge set to the empty set. Add each possible edge to the edge set with probability wlog(n)/n independently of the other edges. Then, construct the graph state |G.
These quantum states themselves are interesting and likely worth further study. They are stabilizer states that are highly entangled across bi-partitions but stabilized by log-sparse stabilizers. We give a few more comments on this in the conclusion. The full construction uses these graph states and randomly (sparsely) sampled linear code to provide a quantum stabilizer code: Construction 2. Let R, n, and w be given, all greater than 0. Sample a graph state |G according to construction 1 according to n and w, and sample M ∼ Bern(wlog(n)/n, (n− Rn) × n). Define C as the code with M as its parity check matrix, and construct the quantum graph code (G, C).
Note that we use the same parameter w in both the code and the graph. It does not matter what w is, so long as it is a large enough constant (bounded independent of n). It is easy to see intuitively that the quantum code described has weight very near log 2 (n): According to Proposition 2, the stabilizers all have Pauli weight upper bounded by the product of the parity check weight and the maximum vertex degree. Both of these are logarithmic in expectation. We give a formal proof as follows: Proposition 3. Let (G, C) be sampled according to Construction 2 with parameters n, R, and w. Let us fix some constant g > 0, and let B correspond to the event '(G, C) is an [[n, k, d, j ]] code with j ≥ log 2+2g (n)'. Then, for every t > 0, P[B] ≤ (2 n w(e t −1)+1 )/(n t log g (n) ).
If we apply this proposition to our construction and take t = O(1), the probability that the stabilizer generators have maximum weight exceeding log 2+2g (n) is vanishing with n. The proof is a simple application of the Chernoff and Union Bounds:
, define the random variable D i to be the weight of the i th row of the parity check matrix M. By Lemma 2, for each i
= n w(e t −1) n t log ζ (n) So, we can calculate via the union bound:
. n] define the random variable J i to be the number of neighbors of a vertex i in the randomly generated graph G. The same analysis yields:
If all D i and J i are less than log 1+ζ (n), then the maximum weight of a generator of the stabilizer quantum code is upper bounded by log 2+2ζ (n).
B. Recovery
Given a code (G, C) and a set of erasures K we define a binary matrix F with the property that if this matrix is full rank, then the erasure is correctable. Essentially, linear combinations of the rows of the matrix will correspond to the "non-erased" portion of logical operators. If the matrix is full rank then no logical operator is covered by the erasure, and by standard quantum coding arguments [19] , [28] , the erasure is correctable.
In this direction, suppose the quantum stabilizer code (G = (V, E), C) and the set of erased qubits, K are given. Let C be a linear code on n bits of dimension Rn. Suppose C has a full rank Rn × n generator matrix D. Let D V \K be the matrix D restricted to the non-erased columns of D, and let A cut be the |K | × |V \ K | matrix corresponding to the cut (K , V \ K ) in G. Construct the matrix F by placing the matrix D V \K on top of the matrix A cut :
Lemma 5. Let (G, C) and K be given, and let F be the matrix defined in Equation (21). If F is full rank, there exists a quantum operation R that recovers from the erasure.
Proof. Let J be some logical operator for the code (G, C), let B be some independent set of columns for the generator matrix of C, and let A be the adjacency matrix of the graph G. By possibly introducing a phase, we can write this operator as the composition of an "X type" operator, a "Z type" operator and a stabilizer of (G, C). By Proposition 2, the operator J has the form J = i∈U S i · Z c · s where S i is defined in Equation (7), U is some subset of B, and s is a stabilizer of the quantum code. Ignoring phase, we can write this as
for some e ∈ F n 2 , c ∈ C and c ⊥ ∈ C ⊥ . We can then collect terms (and once again ignore phase) to obtain J = X e+c ⊥ Z A(e+c ⊥ )+c . If we restrict this operator to the non erased qubits, we obtain
where we have used the notation v N to denote the binary vector v restricted to the positions dictated by N, J V \K to denote the Pauli operators J restricted to qubits in V \ K , and where T is some sub-matrix of A. It is well known that if no logical operator is supported only on the erased qubits, then the erasure is correctable [19] , [28] . 2 If J is only supported on K , then Equation (23) 
where P is again some submatrix of A with P(e K + c ⊥ K ) supported only on K . By hypothesis, A T cut (e K +c ⊥ K )+c V \K = 0 implies e K + c ⊥ K = 0 = c V \K , so J = Z c K . Finally, since D V \K is full rank by hypothesis, the only c ∈ C with c K = 0 is c = 0 so J = I. The lemma follows.
C. Main Result and Proof
By Lemma 5 we can arrive at the main result by showing that the matrix F defined in Equation (21) is full rank with high probability when we randomly sample the erasure and randomly sample the code according to Construction 2. We will use a standard technique, namely calculating the probability of error by conditioning on the erasure and calculating the probability of decoding error by randomly sampling our code. This is valid since the erasure is independent of our sampled code by assumption. Theorem 2. Let p be an erasure parameter with 0.33 < p < 1 2 , let R be any code rate strictly less than the capacity R < 1 − 2 p, and let n be the (sufficiently large) block size. Let w > 1, q = wlog(n) n , and let (G, C) be sampled according to Construction 2 with parameters n, R and w. If (G, C) is sent through the Erasure channel E p , then the probability of an uncorrectable erasure satisfies p error = O 1/n w−1 + 1/(n 2( pw−1) ) Proof. Let the constant α > 0 be defined so that R + α = 1−2 p, and let K denote the set of erased bits. By Corollary 2 (Chernoff bound), we can assume that |K | = p K n ∈ [( p − β)n, ( p + β)n] with probability exponentially close to 1 in n for any β > 0. Since we are conditioning on the error, we can assume K consists of the first p K n bits. Given the code (G, C) where C has generating matrix D and the erasure K let us define the F matrix as in Equation (21):
By Lemma 5, the erasure is correctable if F is full rank, so we will compute an upper bound on the probability that the matrix F fails to be full rank, given our randomly sampled code. The matrix F fails to be full rank if and only if at least one the following events occurs: Let M be the randomly sampled parity check matrix for (G, C) according to Construction 2. Observe that if the first p K n columns of M, M K , are full rank, then the rows of D V \K are also full rank. 3 M K is an (n − Rn) × p K n random binary matrix distributed according to the assumptions of Theorem 1. Since (1 − Rn/n) > 2 p > p for large enough n, for small enough β the matrix has more rows than columns by a constant factor and it follows from Theorem 1 that P(B 1 ) = O(1/n w−1 ). For B 2 , A cut is a random p K n × (1 − p K )n matrix distributed according to the assumptions of Theorem 1. Since p < 1/2 it follows from that theorem that P(B 2 ) = O(1/n w−1 ) for small enough β.
The remainder of the proof is a bound on P(B 3 ). We will calculate an upper bound on the probability that A T cut v = c V \K for each v ∈ F p K n 2 , c V \K ∈ C V \K and use the union bound to obtain an upper bound on the probability that A T cut v = c V \K holds for any such v, c V \K . Lemma 4 implies that we can assume all words c V \K have weight linear with n, with high probability.
To this end, let d C V \K be the distance of the code C restricted to the non-erased bits, and let L be the event 'd C V \K ≤ γ n' where γ := Q −1 ( p). We can partition the outcome space as:
where we have used the negation symbol ¬ to indicate complement. It is easy to check that we have met the conditions required for Lemma 4 for small enough β:
and
3 This is simply because the only vector in F p K n 2
which is orthogonal to all vectors in F p K n 2 is 0, so there is no vector in C supported only on the first |K | bits.
So, we can upper bound:
Now we need to find an upper bound on P(B 3 ∩ ¬L). Let c V \K be some word in C V \K of weight g, and let v be any word in F p K n 2 of weight k. By Corollary 1, we write:
It is sufficient for an upper bound to analyze the word c V \K of smallest weight, since clearly this expression is decreasing with g increasing. Since d C V \K > γ n we can assume g = γ n. Let us define the intervals I 1 = 1, zn log(n) and I 2 = zn log(n) , p K n for some large constant z to be determined. For fixed g, we will first provide an upper bound for this function inside the interval I 1 . Let us substitute a := 1 − 2 wlog(n)/n, the derivative of b(k) with respect to k is:
We can set this expression to zero and solve b(k 1 max ) = 0. Dividing out all the (non-zero) terms, we obtain:
Collecting terms,
We can therefore take the logarithm of both sides of Equation (33) to obtain
The above calculations imply k 1 max is the only k > 0 for which b (k) = 0. It follows that this is either a local maximum or minimum, and that the function b(k) can be bounded in an interval by examining the value of b(k 1 max ) and the endpoints of the interval. It is easy to see that it is in fact a local maximum by examining the value of b (1):
In the limit of large n, the first term in the brackets clearly dominates so b (1) > 0 since log(a) < 0. Since k 1 max is the only zero, b (k) < 0 for k > k 1 max and k 1 max must be a local maximum.
It is easy to see the inequalities −(3/2)x ≤ log(1−x) ≤ −x for x ≤ 1/2 from the concavity of the logarithm function, and these inequalities, along with Equation (34) imply that
Hence
where we have used the notation 2 ∧ [x] := 2 x . In the second interval I 2 , since the slope is negative, the best upper bound we can obtain is b(zn/log(n)):
where we have simply applied fact that 1 − a k ≤ 1 + a k to Equation (30) . For n large enough that 2wlog(n)/n < 1, by using the fact that log
We are interested in finding an upper bound for the probability that any v ∈ F p K n 2 maps to any c V \K ∈ C V \K under A T cut . For this we can employ the union bound:
Under our assumptions, c V \K > γ n, we can further upper bound this expression by:
where we used the fact that the code C V \K has at most 2 Rn many words. We then note that there are at most 2 o(n) many terms in the first sum. The upper bound we obtain is:
For large enough z and small enough β the second term is exponentially small with n because R is strictly smaller than (1 − 2 p). By Equation (37), the first term is exponentially small if:
Then we can make β small enough that Equation (43) holds.
We have found computationally f ( p) < 0 for 0.33 < p < 1 2 (recall that we set γ = Q −1 ( p)).
V. CONCLUSION
In this paper we have given random constructions of quantum stabilizer codes that both achieve (come arbitrarily close to) the capacity of the Erasure channel, while at the same time are Polylog-LDPC with high probability. We stress that these codes are interesting primarily due to the work of Delfosse et al. [7] , since such a property is impossible with codes that are LDPC.
We speculate that the graph states presented have interesting entanglement properties: in a sense they are "almost" absolutely maximally entangled states [18] . An absolutely maximally entangled state is a state that is maximally entangled across any partition of the subsystems. The graph states we have described have the following property: Choose any partition of the subsystems (A, B) such that A = αn and B = (1 − α)n where α < 1 2 . The quantum graph state described is maximally entangled across the partition with all but inverse polynomial probability in n. This is easily seen from Proposition 1, and Theorem 1. 4 Hence, the quantum state is maximally entangled across almost all partitions where one set in the partition is larger than the other set by some constant fraction of the qubits. Indeed, we first became interested in these states because of this property.
There are several future directions from this work. The exponent 2 in the locality is likely not optimal. We demonstrate here that our sampled codes have distance meeting the asymptotic Gilbert-Varshamov bound with high probability.
Essentially the same behavior occurs for Gallager's regular LDPC codes [10] (Theorem A.3). If Lemma 4 could be modified to apply to these codes, it seems likely that the stabilizer weight could be made O(log(n)). Additionally, the constant 0.33 appears to be an artifact of our analysis. One possible intuitive explanation is that the analysis requires the code rate be small (and hence the erasure probability be large) in order to provide a strong enough upper bound. A different proof could possibly avoid this restriction.
APPENDIX
For the proofs we will use some standard functions, and some facts concerning these functions. 
x−1 := π 2 6 − ψ (1) (x) There are many important properties of these definitions, we will state only the ones we use in the proofs.
Fact 1. 1)
The Gamma function is equal to the factorial at positive integer arguments, ( j + 1) = j !. 2) For large enough k, we can approximate ψ (1) 
Proof. Item 1 is standard, Item 2 follows from the known asymptotic expansion of the function ψ (1) [1] and Item 3 can be found in [2] . Throughout the appendix we will have some n and w in mind. We will denote:
The goal of the appendix is to show that codes from our ensemble have linear distance after the Erasure channel. We find it useful to first prove that the code itself has linear distance with high probability: Lemma 3 (Linear distance). Let M ∼ Bern(wlog(n)/n, αn × n) with α < 1. Let C be the code with M as its parity check matrix, and let d C be the distance of the code C. Then, for any constant ε > 0 satisfying Q(ε) < α, d C > εn with probability at least 1 − O 1 n wα−2 Proof. We use first moment methods. Let B be a random variable equal to the number of subsets of columns of M with size at most εn that sum to zero. B can equivalently be defined as the number of words of C with weight less than εn. We calculate using Corollary 1
where a is defined in Equation (45). Let us define the function:
We can make f (k) continuous and differentiable by substituting Gamma functions for factorials:
We will show that we can find an upper bound for f (k) in the interval k ∈ [1, εn] by examining the endpoints k = 1 and k = εn. Define two intervals I 1 = 1, zn log(n) and I 2 = zn log(n) , εn where z is some large constant to be determined. The property we claim follows if we can show that f (k) < 0 in the interval I 1 and that the function f (k) has exactly one zero in the interval I 2 . The remainder of the proof will fall into two parts. In part a we will demonstrate that f (k) < 0 in I 1 and in part b we will demonstrate that f (k) has exactly one zero in I 2 .
Part A: We will further divide interval I 1 into two other intervals:
1, n log 1+ζ (n) and n log 1+ζ (n) , zn log(n) where ζ is some small positive constant. We will provide another function r (k) which upper bounds f in both of these intervals. We first demonstrate that r (k) < 0 in the interval 1, n log 1+ζ (n)
. Then we will show that r (k) has a positive slope in the interval n log 1+ζ (n) , zn log(n) and has a negative endpoint at zn log(n) , implying f (k) < 0 throughout I 1 .
First, we calculate f (k). By the product rule, 
Therefore,
Using the fact that log(1 − x) ≤ −x for x < 1 we obtain, for n large enough that 2wlog(n)/n < 1,
By Fact 1:
We will demonstrate the function r (k) is negative in the interval 1, z n log(n) .
For any k ∈ 1, n log 1+ζ (n) the function r (k) is negative for sufficiently large n. Indeed for k = n log 1+ζ (n) : lim n→∞ a k = lim n→∞ 1 − 2 wlog(n) n n log 1+ζ (n) = 1 (57) Fig. 1 . An illustration of our proof method. We demonstrate that f has the above form, which implies exactly one local minimum. Therefore, f must be maximized at one of the endpoints (either at k = 1 or at k = εn.
Hence,
If ζ < 1 the first term dominates so the LHS of Equation (63) is positive. Once we demonstrate that r zn log(n) < 0, we will have shown that r (k) < 0 for all k ∈ 1, zn log(n) . Indeed:
It is not hard to see that H n− zn log(n) − H zn log(n)
= O(log(log(n))) from Fact 1. In addition, the term a zn/log(n) = 1 − 2 wlog(n) n zn log(n)
is (1) . So, for large enough n, r zn log(n) < 0.
We have shown that r (k) < 0 for all k ∈ 1, zn log(n) . This implies b(k) < 0 for all k ∈ I 1 which in turn implies that f (k) < 0 for these k.
Part B: Now we will show that inside the interval k ∈ I 2 the function f (k) has exactly one zero. By rearranging, we can see that f (k) = 0 if and only if
We define:
and calculate:
−(1 + a k )(ψ (1) (n − k + 1) + ψ (1) 
So we can lower bound:
which is positive for z and n large enough since
by Fact 1. Note that we used the fact that a k is negligible compared to 1 in this interval to derive Equation (68). Since h(k) is strictly increasing with k and the RHS of Equation (65) is fixed, there can be at most one place where f (k) = 0. We have already shown
and f (εn) > 0 since
(1 − 2 wlog(n)/n) n/(2 wlog(n)) converges to e −1 . So, the a k term in Equation (51) has a 1/ poly(n) factor and the second (positive) term dominates. It follows that f has exactly one zero in this interval. Now back to the problem at hand, we want an upper bound on E(B). Our analysis implies that we can use the largest endpoint as an upper bound on f (k):
εn n εn 1 + a k 2 αn " ≤ max ! 1 n wα−2 , 2 o(n)+(Q(ε)−α)n " By hypothesis the second term is exponentially small. To complete the proof we use Markov's inequality. Let us define the event A as the event 'd C ≤ εn'. Then, we have:
We are actually interested in the distance of the code C after the Erasure channel. We will show that this code still has linear distance. Suppose as in the paper that the set of bits K has been erased, and say that the size of this set is βn for some constant β. We establish the following lemma: Lemma 4 (Linear distance post Erasure). Let M be sampled according to the distribution in Lemma 3, and let C be the code with M as its parity check matrix. Let 0 < α, β < 1 be constants with β < α, let K be the first βn bits (corresponding to the first βn columns of M), and let d C V \K be the distance of the code C V \K . If ε > 0 satisfies:
then, d C V \K > εn with probability at least 1 − O 1 n wα−2 Proof. We will use the previous lemma to show that we can expect the code C to have linear distance, and condition on this event to show that the code C V \K satisfies the same property with a weaker constant.
Again let A 1 be the event that 'd C ≤ ζ n' where ζ > ε and Q(ζ ) < α (such a γ exists because Q(ε) < α is a strict inequality). Further, let A 2 be the event that d C V \K ≤ εn. Just as in the paper, we will use the negation symbol ¬ for the complement. So ¬A 1 is the event that 'd C > ζn'. We can partition the outcome space to write:
By hypothesis Q(ζ ) < α, so by Lemma 3, we can upper bound:
Recall from the previous lemma that the code C is defined through the parity check matrix M as the set of all subsets of the columns of M which sum to zero. A 'bad' event in the current context is the existence of a set of columns which simultaneously sum to zero and has small weight outside the set K . Such an event implies the existence of a codeword which is "nearly covered up" by the erasure. We proceed by bounding the probability that such a set exists.
Let s ⊂ [n] be some subset of the columns containing fewer than εn many columns outside the erased set K , and let T be the class of all sets with this property. Let us define the event B s as 'the sum of the columns in the set s is zero' (or equivalently that the membership vector of the set s forms a word in the code). It is easy to see that the event A 2 implies the event ∪ s∈T B s , or that A 2 ⊆ ∪ s∈T B s . This implies that
which implies the upper bound:
Now we will compute an upper bound on P((∪ s∈T B s )∩¬A 1 ). Let s be some subset with l 1 many elements in K and l 2 many elements in V \ K .
By Corollary 1, the probability is the same as before:
except that under our assumptions (namely that we are in the case ¬A 1 ) we have,
and (ζ − ε)n ≤ l 1 (79) so we have:
αn Where in the second inequality we again used the fact that log(1 − x) ≤ −x for x < 1. Using the union bound, we can then argue: 
