Abstract. This paper presents a new way to increase interconnectivity in small Wikipedias (fewer than a 100, 000 articles), by automatically linking articles based on interlanguage links. Many small Wikipedias have many articles with very few links, this is mainly due to the short article length. This makes it difficult to navigate between the articles.
Introduction
Wikipedia is a free-access, free-content Internet encyclopaedia, supported and hosted by the non-profit Wikimedia Foundation. Those who can access the site can edit most of its articles. Wikipedia is ranked among the ten most popular websites and constitutes the Internet's largest and most popular general reference work [1] . Like most websites, it's dominated by hyperlinks, which link pages together. Small Wikipedias (fewer than a 100, 000 articles) have many articles with very few links, this is mainly due to the short article length. This makes it difficult to navigate between the articles. In many cases the article does exist for the small Wikipedia, however the article is just missing a link. This will also be true for other small Wikipedias. Wikipedia provides an option to view the same article in many languages. This is a useful option if the user knows more than one language, however most users would prefer to read an article in the same language. This leads me to believe that using a large Wikipedia (more than a 100, 000 articles), it is possible to automatically generate links between the articles. The problem of automatically generating links is a difficult problem as it requires a lot of semantic analysis to be able to match articles that are related.
Methodology
For the automatic page linking two datasets are required; a small Wikipedia and a large Wikipedia, which we will use to supplement the links for the small Wikipedia. The large size of the English Wikipedia (∼ 5, 021, 159 articles) [2] makes it an ideal set to draw links from. The Scots language Wikipedia has ∼ 35, 300 articles [2] , and it's not very well connected, with the strongly connected component covering only 56.72% of all nodes, thus it makes it an ideal candidate to be used as the small Wikipedia. Wikimedia provides database dumps for every Wikipedia [3] . First, we need to extract all links from the dumps using Graphipedia [4] .
This will generate a neo4j database, containing all pages as nodes and links as edges. I have also altered Graphipedia to output a json file to make it smaller and easier to manipulate in Python [5] . After the preprocessing is done, then we will run analysis on the base graph of the small Wikipedia. Afterwards we will enrich the base graph of the small Wikipedia using the graph structure of the large Wikipedia, and run the same analysis. Lastly, we will combine the two graphs together and run the same analysis. 
After we have built this graph we can combine it, simply by adding the edges from the newly formed graph to the vanilla graph, where those edges do not exist.
Results
The vanilla Scots refers to the unaltered graph of the Scots Wikipedia, the enriched Scots is the generated graph The main objective of the algorithm was to maximise the size of the SCC. Table 1 presents the results. Even the enriched Scots graph has a larger SCC than the vanilla graph, making it better connected, and thus easier to navigate. The combined graph sees an improvement of 43.30% in the size of SCC compared to the vanilla graph. Table 2 shows the average amount of links that an article has. The combined Scots graph has increased the average degree by 133.67% compared to the vanilla Scots graph, which means the users have on average more than twice the amount of links to explore per page. Table 3 A drawback of this approach, however, is that we can't integrate the generated links within the article text, thus the links would have to be displayed separately on the site.
The effectiveness of this approach also depends on the size ratio of the used Wikipedias.
Since this is an additive method, thus the combined graph will be at least as well connected as the vanilla graph.
Because of the increase in interconnectivity between the articles, the small Wikipedia's users will be able to explore a more significant portion of their Wikipedia and also incline them to expand the articles to accommodate the extra links. This method also benefits machine learning tasks, as it would be easier to create artificial agents which consume the knowledge from a small Wikipedia. Whereas currently the small Wikipedias are poorly linked making it difficult to run semantic analysis.
Further Improvements
Given more time I would want to run it against every Wikipedia and use pagerank to determine the best links for the article. This is not feasible as running pagerank on the English wikipedia will take a very long time. I would also like to explore the possibility of retrieving snippets from a large Wikipedia and then suggesting them or automatically translating them for the small Wikipedia to allow automatic content creation.
