High resolution UV spectroscopy and laser-focused nanofabrication by Myszkiewicz, G.






The following full text is a publisher's version.
 
 





Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
High resolution UV spectroscopy
and laser-focused nanofabrication
ISBN 90-9019671-4
High resolution UV spectroscopy
and laser-focused nanofabrication
een wetenschappelijke proeve op het gebied van
de Natuurwetenschappen, Wiskunde en Informatica
Proefschrift
ter verkrijging van de graad van doctor
aan de Radboud Universiteit Nijmegen,
op gezeg van de Rector Magnificus prof. dr. C.W.P.M. Blom,
volgens besluit van het College van Decanen
in het openbaar te verdedigen op
donderdag 8 september 2005,
des namiddags om 1.30 uur precies
door
Grzegorz Myszkiewicz
geboren op 29 mei 1974
te Warschau, Polen
Promotor: prof. dr. Th.H.M. Rasing
Co-promotors: dr. W.L. Meerts
dr. M. Schmitt Institut fu¨r Physikalische Chemie,
Heinrich-Heine Universita¨t, Germany
Manuscriptcommissie:
prof. dr. W. van der Zande
prof. dr. M. de Fries University of California,
Santa Barbara, USA
prof. dr. D. Meschede Institut fu¨r Angewandte Physik,
Universita¨t Bonn, Germany
to my beloved wife Monika and our daughter Izabela

Forword
In this thesis I describe my adventures with the applications of narrow-band UV lasers
to the High Resolution Laser Induced Fluorescence Spectroscopy (LIF) of small aro-
matic molecules and with use of Laser Focusing of atoms for Nanofabrication. There
are many aspects which connect these two, at ﬁrst sight very diﬀerent, techniques.
Most importantly, the exited electronic states of the molecules and the atoms used in
both experiments have similar lifetimes (on the order of nanoseconds), which result in
similar natural linewidths of their electronic transitions (several MHz). This dictates
the needed high spectral resolution and consequently similar equipment requirements
for both LIF and the manipulation of atoms. However, not only the laser parts are
alike, but also both experiments make use of molecules or atoms in the gaseous state
under clean high vacuum conditions. In the LIF experiments a molecular beam is
created from a supersonic expansion, while a thermal atomic beam is used in the
laser-focused nanofabrication experiments.
Obviously, there are also diﬀerences between these two techniques. The main is
the aim of the experiments. In the high resolution LIF spectroscopy we want to study
a variety of molecular properties. The manipulation of atoms to grow solid-state ma-
terials is the purpose of the laser-focused nanofabrication. This possibly leads to new
photonic or magnetic nanostructures. Other diﬀerences arise from diﬀerent speciﬁc
requirements of each of the techniques. For example, the manipulation of atoms re-
quires stabilization of a single frequency laser to an absolute frequency reference, such
as for example an atomic transition. On the other hand the high resolution LIF relies
on both the absolute frequency as well as accurate relative frequencies over a whole
frequency region. The relative frequency scale is obtained from interference fringes
from a temperature-stabilized, pressure-sealed Fabry-Perot interferometer. The ab-
solute frequency is derived from a high resolution iodine spectra. Other diﬀerences
will become apparent in the introductions to both experiments.
In the ﬁrst part of my thesis, Chapters 1 − 6, with its introduction in Chapter 1
I present my research on small aromatic molecules studied by high resolution LIF
spectroscopy. The main motivation for these studies was to get better insight into
the structure in both electronic states of the studied molecules and other properties
like the lifetime of the excite state, the transition dipole moment, the inﬂuence of the
ﬂoppy parts of molecules on the overall rotation and the diﬀerent dynamical processes
that occur after absorption of a photon. In particular it was interesting to investigate
the structure of the weakly bound van der Waals complexes of tetracene with rare
gas atoms (Chapter 2) and of the water complex of 4-methylphenol (also known as
p-cresol, Chapter 4). The internal rotation eﬀects of the ﬂoppy methyl group were
inspiring for the o-, m-cresols (Chapter 3) and 4-methylphenol (Chapter 4) as well as
the biological importance of resorcinol (Chapter 5) with its similarity to phenol. At
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last, but not least, the long ongoing debate on the connection between the structure
of 4,4′-dimethylaminobenzonitrile (DMABN) in the excited electronic state and its
’unusual’ ﬂuorescence spectrum has led to a paper that for the ﬁrst time gives the
basis for the explanation how the dual ﬂuorescence mechanism may be linked to the
DMABN excited electronic state structure (Chapter 6).
The second part of this thesis has arisen from the collaboration with Erich Jurdik
and the Solid State Physics Department. It has its own introduction in Chapter 7.
In this second part we try to push the limits of the laser-focused nanofabrication
technique to obtain a quasicrystal pattern of chromium (Chapter 8) and to extend
the method to another technologically important material – iron (Chapter 9). In
particular the quasiperiodic structures, if perfected, could lead to the development
of photonic materials with a complete photonic band gap, even for materials with
low refractive index. The extremely coherent iron nanolines are an important step
towards the fabrication of periodic magnetic nanostructures, which can aid the studies
of magnetic interactions, switching behavior and may lead to novel phenomena like
magnetic photonic band gaps. They might also be applied to future magnetic data
storage at ultra-high densities.
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Introduction to rotationally resolved ultraviolet
experiments in molecular beams
“The idea that molecules have well-deﬁned shapes is surely the most pervasive idea in
chemistry. [. . . ] In brief, a detailed understanding of molecular shapes explains virtu-
ally all of chemistry! The development and elaboration of such a widely useful idea is
surely the greatest accomplishment of chemical theory. Naturally, almost all branches
of chemistry now devote their eﬀorts to obtaining even more detailed accounts of the
distribution of atoms in space.”
Carl Trindle, 1980.
Isr. J. Chem. 19, 47
1.1 Introduction
I came across the quote from an article by Carl Trindle, while reading David Pratt’s
review on “High resolution spectroscopy in the gas phase” [1]. The Trindle and Pratt
articles certainly give good arguments why scientists wanted to study structures of
molecules, deﬁned as the distribution of atoms in space. Not surprisingly, due to
very many ways atoms can combine into a chemical entity, we are still studying the
molecular structures. In the last decades much progress has been made to reﬁne and
develop high resolution experimental techniques, as well as in the ways to analyse the
spectra. We increasingly see the need to treat larger molecules, ultimately aiming
at biological macromolecules, like proteins, enzymes, DNA-chains, . . . . Although, at
present this is still a dream, we try to approach it by studying small biomolecules or
molecules that closely resemble in molecular shapes the biologically important species
as well as biomimetics. In this way we hope that the small building blocks, after being
1
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Table 1.1: Doppler ∆νD and pressure (collision) broadening ∆νp of the pure
rotational transition 186,12 ← 176,11 in microwave (MW) region and one of the
rovibronic transitions from S1 ← S0 transition in the UV (ν = 36009.60 cm−1),
both for resorcinol A molecule. The average distance between the single tran-
sitions in the spectrum < ∆νn > is also given. All numbers are in MHz, except
for pressure expressed in mBar. T = 20 ◦C. M(resorcinol) = 110 a.m.u..
transition ν νD < ∆νn > p ∆νp a)
186,12 ← 176,11 6.072077× 104 7.04× 10−2 250 1 000 10 000
S1 ← S0 1.079568× 109 1.25× 103 100 1 10
0.001 0.01
a) Calculated for a typical broadening parameter of 10 MHz/mBar.
connected together, will still retain most of their properties. This will enable us to
get a better understanding of the ’big’ molecules.
The parameters most directly related to the molecular geometry are principal





i⊥g, where mi and ri⊥g are mass and
distance from the principal g axis of atom i, respectively: g = a, b, c and N stands for
the total number of atoms. The rotational constants Bg = /4πIg can be determined
from rotationally resolved spectra [2]. It looks very simple, but there are a few major
problems with this approach. Firstly, for a non-linear molecule one needs 3N − 5
rotational constants in order to obtain all molecular parameters (bond lengths and
angles). Obviously, already for a very low N , a single rotationally resolved spectrum
is not enough to derive all structural information. This can be solved by measuring
diﬀerent isotopomers (isotopically substituted molecules) and assuming that this does
not change the electron distribution in the molecule. However, with increasing N the
amount of data required for a complete determination of the structure grows rapidly.
For example with N = 20, one needs 55 rotational constants, obtained from at least
19 diﬀerent isotopomers. It is clear that the accumulation and analysis of data may
be diﬃcult and tedious.
The second problem concerns the experimental resolution. Nowadays, very narrow-
band, coherent radiation sources are available in a very large part of the electromag-
netic spectrum: from klystrons and carcinotrons in the microwave to frequency dou-
bled lasers in the UV. One of the main problems in achieving rotational resolution
is determined by the linewidth and the density of transitions. To illustrate this we
give an example of the broadening of a pure rotational and rovibronic transition in
the resorcinol A molecule (studied in this thesis in Chapter 5). The Doppler ∆νD
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and pressure (collision) broadening ∆νp [2, 3] for diﬀerent experimental conditions is
given in Table 1.1. This table also lists the average distance between single lines in
a spectrum < ∆νn >= (spectrum span)/(No. of transitions). The value of < ∆νn >
indicates the minimum resolution required to resolve single transitions. From the ta-
ble it is immediately apparent that under ambient conditions both, a pure rotational
spectrum in the MW and a rovibronic spectrum in the UV have insuﬃcient resolution.
The ﬁrst is limited by ∆νp and the latter by ∆νD. To improve this situation experi-
mentalists are using low pressure conditions in the MW (with p = 1 − 0.001 mBar),
which reduces collision broadening to a few kHz. Another widely used technique both
in MW and UV experiments is the application of supersonic expansion in molecu-
lar beams. This method strongly reduces Doppler broadening and has an additional
advantage to cool the internal degrees of freedom of the molecules so that only the
lowest energy levels are populated and therefore reduces the complexity of the spec-
tra. If the laser beam crosses the molecular beam perpendicularly, a (transversal)
Doppler broadening of ∼ 1 MHz can be achieved even for UV transitions [3]. Other
Doppler-free techniques like saturation, polarization and multiphoton spectroscopy
can also be applied to obtain the sub-Doppler resolution, but fall outside the scope
of this thesis [3].
One other important limiting factor can be the natural linewidth of a level (∆νL)
determined by its lifetime τ (∆νL = 1/(2πτ)). In MW experiments the lifetimes of
the states are very long and hence do not contribute to a broadening of transitions.
However, in UV experiments the excited state lifetimes are typically of the order
of ns, which corresponds to a linewidth of several MHz. The lifetimes of electron-
ically excited states can be shortened due to many diﬀerent non-radiative decays,
such as Intersystem Crossings and Intra Vibrational Relaxation, which broaden the
experimental linewidths. For more information the reader is referred for example to
Ref. [2, 3].
An important issue is the analysis and assignment of the rotationally resolved
spectra. From the discussion at the beginning of this section one can expect that
many complicated spectra have to be analyzed. For example, a UV spectrum under
optimal experimental conditions possesses easily 600 rotational transitions. In many
cases the spectra are further complicated by internal rotations of the ﬂoppy parts of
the molecules (see Chapter 3, 4 and 6), by vibrational Coriolis couplings, centrifugal
distortions and other eﬀects [2]. For example, the complicated UV rovibronic spectra
of DMABN (N = 21) contain over 5 000 lines (Chapter 6). Additionally, isotopomers
of the same molecule are often sharing the same spectral regions, which also leads to a
high congestion of the rotational spectrum (Chapter 5). Yet another complication is
the fact that with increasing mass of the molecule, its rotational constants decrease,
which inevitably leads to an extremely congested rotational spectra. It is obvious
that the ’classical’ analysis (assigning quantum numbers to most of the transitions in
the spectrum) becomes very diﬃcult and tedious, if not impossible. It is clear that
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there is a need for automated ways to assign the spectra.
In an attempt to solve this problem the group of Neusser [4] has developed a
procedure, which directly ﬁts the experimental data, without prior assignments. This
method, which is called ’correlation automated rotational ﬁtting’, has been pioneered
by Levy and coworkers [5–7], and uses the correlation between the experimental and
the simulated spectrum as a measure of the quality of the ﬁt. Unfortunately, the
method still has limited applicability. At our university a very versatile automated
assignment has been developed that makes use of a genetic algorithm approach (GA)
(for details see Section 1.3). It has proven to be very successful and has been applied
in the analysis of almost all spectra discussed in this thesis.
1.2 The experimental setup
The apparatus for the rotationally resolved laser induced ﬂuorescence (LIF) is shown
in Fig. 1.1. The experimental setup comprises basically of two parts: the molecular
beam machine and the laser system [8].
1.2.1 Molecular beam machine
The vacuum part consists of four vacuum chambers: a source with the quartz sample
container, buﬀer I, experimental I and a quadruple mass spectrometer. The molecular
beam is formed by seeding the molecules of interest in ∼ 600 mbar argon and a
subsequent supersonic expansion of the mixture through a ∼ 100 µm wide quartz
nozzle into the vacuum. In order to increase the vapour pressure of the studied
molecules, the source container can be heated up to ∼ 500 ◦C.
The molecular beam from the source chamber is doubly skimmed, at ﬁrst by
the conical skimmer with a ∅1.5 mm oriﬁce and secondly by a diaphragm with a
similar opening. The ﬁrst skimmer separates buﬀer I from the source chamber and
the second one buﬀer I from the experimental I chamber. When the molecular beam
enters the experimental I section is has a very small transversal velocity spread. In
the same chamber, 30 cm from the nozzle, the frequency scanned narrow band UV
laser crosses the molecular beam perpendicularly and electronically excites molecules
(see Fig. 1.2). The molecules ﬂuoresce back to diﬀerent rovibrational states of the
ground electronic state within typically several nanoseconds.1 The total ﬂuorescence is
collected by collection optics and imaged on a photomultiplier tube. After digitizing
with a photon counter the ﬁnal signal is stored by a computer. In this way the
excitation spectrum of the molecule is recorded, which under favourable conditions is
identical with the absorption spectrum of this molecule. The apparatus allows for an
experimental resolution of ∼ 15 MHz.
1The molecules studied in this thesis have lifetimes of the excited electronic state between 1.6 to
26.7 ns
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Figure 1.1: The experimental setup used for the high resolution UV measurements.
The Ar+ ion laser, ring dye laser and doubling cavity are shown. Also some other
equipment used for the frequency calibration, stabilization and monitoring are de-
picted. On the bottom part of the ﬁgure the overall molecular beam machine (on the
right) and the inside of this apparatus (on the left) are presented.
Finally, at the end of the system a mass spectrometer serves as a reference for
the alignment and optimization of the molecular beam. Typical pressures with the
molecular beam on are following: in the experimental I section below 1× 10−6 mbar
and in the mass spectrometer ∼ 1×10−9 mbar. These conditions assure a collision-free
environment during the experiments.
1.2.2 Laser system
The laser system comprises of an Ar+ ion laser, a ring dye laser and an external
enhancement resonator for the second harmonic generation (SHG).
The Ar+ ion laser (Spectra Pysics, Stabilite 2016) produces typically 6 W all lines
and it pumps a single frequency ring dye laser (a modiﬁed Spectra Physics 380D).
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Figure 1.2: Principles of the LIF technique. Eg and Ee designate the ground and
excited electronic states, respectively, with their rovibrational level structures E(i)g
and E(k)e .
In order to achieve single frequency narrow band operation, this laser cavity contains
a Lyot ﬁlter, a thin etalon and a thick (scanning) etalon. Single lasing direction is
enforced by a Faraday rotator with a quarter-wave plate (λ/4). Furthermore, the
laser cavity length is actively stabilized to a side of a fringe of a thermally-isolated
reference cavity (Fabry-Perot interferometer). Continuous scans of ∼ 30 GHz are
possible with a pair of Brewster plates in the laser cavity. The linewidth of this laser
is estimated to FWHM  4.1 MHz (Full Width at Half Maximum), based on the
doubling cavity measurements presented in Section 1.2.3.
An example of the performance of the ring dye laser operating with dye Rhodamine
110 is presented at Fig. 1.3. The wavelength dependency was obtained by mode-
hoping the thin etalon in steps of 900 GHz, which corresponds to ∼ 0.9 nm around
550 nm.
1.2.3 External enhancement doubling cavity
One of the aims during this research was to upgrade the ring dye laser from the intra-
cavity doubling [9] to UV generation by an external enhancement doubling cavity.
This was done in order to decouple the laser from the UV generation step. Another
aim was to increase the UV power needed in studies of molecules with weaker ﬂuores-
cence (e.g. biomolecules) and/or increase the signal to noise ratio in our experiments.
The typical UV output power generated in an intra-cavity setup in the wavelength
region λ = 265−290 nm was PUV = 50−500 µW [10–12]. In the following sections it
is shown that the external doubling cavity increases the UV power by approximately
a factor of 50. Most of the measurements performed with this doubling cavity were
taken at a fundamental wavelength λ ∼ 550 nm.
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Figure 1.3: Ring dye laser output dependencies on (a) the pump power at the ﬁxed
wavelength λ = 550 nm and (b) the operating wavelength at the ﬁxed pump power
PAr+ = 6 W. Black squares on the dotted line represent measurements taken with
the fresh dye (Rhodamine 110) solution and the triangles on the solid line correspond
to the ∼ 3.5 months old dye solution.
Theory of second harmonic generation




If such electromagnetic wave propagates through a medium it can induce a polar-
ization P(2ω) that radiates at the second-harmonic of the fundamental frequency ω.
This is induced by the nonlinearity of the susceptibility. Here
P(2ω) = 0χ(2)(−2ω, ω, ω)E(ω)E(ω)ei[(k2ω−2kω)·r], (1.2)
where χ(2) is the third rank nonlinear susceptibility tensor for SHG. This tensor
has non-vanishing bulk components only in media without inversion symmetry. The
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Figure 1.4: Doubling cavity schematics. L1, L2 – mode matching lenses; EOM –
electro-optic modulator based on the KDP crystal; M1 to M4 – doubling cavity mirrors
with BBO crystal; M5 – aluminum coated mirror; NDF – neutral density ﬁlter with
T = 1%; Det – detector for monitoring the reﬂected light from the doubling cavity.
macroscopic SHG process requires energy and momentum conservation. The ﬁrst
condition is 2ω = 2 × ω and is reﬂected in the notation of χ(2)(−2ω, ω, ω). The
second is called the phase-matching condition and is written as k2ω − 2kω = 0. For
the latter relation to be fulﬁlled the refractive indices at ω and 2ω must be equal:
n(2ω) = n(ω).
This can only be realized along certain directions in anisotropic crystals and can be
achieved by angle tuning of the crystal orientation with respect to the fundamental
beam propagation direction or by temperature tuning of the crystal. The ﬁrst is
referred as critical and the second as non-critical phase-matching.
In the nonlinear crystal the 2ω photon is always polarized in the direction that
gives it the lowest of the two possible refractive indices. The two fundamental photons
can have either the same or orthogonal polarizations. The ﬁrst is called type I and
the second type II phase-matching. The choice of the phase-matching type depends
on the nonlinear properties of the chosen crystal.
More details on theory of the SHG process can be found in [13–20].
Realization of doubling cavity
We based the mechanical design of the external doubling cavity and a part of the
stabilization on the cavity built by E. Jurdik [21, 22]. The doubling cavity schematics
is presented in Fig. 1.4. It is a ring cavity that comprises of four mirrors. The
fundamental light at ∼ 550 nm is coupled in by the plane M1 input coupler with
transmission T ∼ 2.1%. The back side of M1 is anti-reﬂection (AR) coated for
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λ ∼ 540 − 590 nm. Mirror M2 is a small, plane mirror, high reﬂective (HR) coated
for λ ∼ 540 − 590 nm and mounted on a piezoelectric transducer (PZT). M3 and
M4 are spherical mirrors with a radius of curvature −100 mm, both HR coated for
λ ∼ 540− 590 nm. M4 is a short band pass ﬁlter with T ∼ 90% at λ ∼ 270− 295 nm.
M3 and M4 mirrors are tilted with diﬀerential screws for ﬁne adjustments.
The output mode of the ring dye laser is mode-matched to the doubling cavity
mode by a pair of lenses L1 and L2, with focal lengths of fL1 = −50 and fL2 = 100 mm
and both AR coated for λ ∼ 540 − 590 nm. Additionally, the L2 is mounted on a
translator. The length of the doubling cavity is locked to the wavelength of the ring
dye laser by a frequency modulation (FM) technique proposed for microwave oscilla-
tors by Pound [23] and extended to optical cavities by Drewer [24]. This technique
is preferred over the polarization spectroscopy (PS) developed by Ha¨nsch and Couil-
laud [25]. The reason is that it has virtually background free stabilization signals,
which is very important for long frequency scans.
A Brewster cut, type I critically phase-matched BBO crystal (BaB2O4−β-barium
borate) is used to generate UV between λ = 269 − 282 nm. The dimensions of the
crystal are 4 × 4 × 10 mm3 (h × w × l). The crystal is mounted on a stage, which
allows for two angular adjustments and all three translations.
FM spectroscopy
To demonstrate the FM locking technique we present a short introduction to FM
spectroscopy. It was pioneered in the early 80’s by Bjorklund [26] and Hall [27]. The
following discussion is based on the elegant approach developed by Supplee et al. [28].
We assume a probe laser beam with frequency ω, phase modulated (for example
by an electro-optic modulator) at frequency Ω. The electric ﬁeld of this wave is given
by
E(t) = E0ei(ωt+M sin(Ωt)), (1.3)
with M the so-called modulation index. The phase modulation term can be expanded
in a series of n-th order Bessel functions Jn, which describe the diﬀerent frequency
components of the modulated wave spectrum. Subsequently it is assumed that the
probe wave passes an absorption feature with spectral width FWHM = Γ (in our case
the doubling cavity resonance). For every frequency component ωn from the probe
spectrum the complex transmission is given by T (ωn) = e−αn/2−iβn . Here αn denotes
the absorption coeﬃcient and the βn is responsible for the phase change at ωn by the
absorbing medium. In the case of a cavity it describes the phase shift acquired during
subsequent round-trips through the cavity. The transmitted ﬁeld can be expressed as
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Restricting to conditions in the doubling cavity yields M  1 and Ω Γ. In this
case terms with Jn(M) for n > 1 can safely be neglected and Jn(M) ≈ Mn/(2nn!).
Additionally, from properties of the Bessel function J−1(M) = −J1(M). It is fur-
thermore assumed that absorption and dispersion diﬀer only slightly for the n and
n+ 1 probe wave frequency components, while the overall absorption and dispersion
is weak. Finally, the frequency component Ω is selected from the transmitted signal
|ET (t)|2 with a lock-in ampliﬁer tuned at Ω. This yields
IΩT (t) = |EΩT (t)|2 = E20e−α0 [1 + M/2(α−1 − α1) cos(Ωt)
+ M(β−1 − 2β0 + β1) sin(Ωt)]. (1.5)
The term with cos(Ωt) represents the absorption proﬁle. The signal, phase shifted
by π/2 from the absorption (the sin(Ωt) component), represents a superposition of
the dispersion signals of the carrier and the two sidebands. The dispersion sidebands
have opposite phase (slope) from the carrier. It allows for an easy stabilization on
the carrier dispersion signal, which is important for the stabilization purposes.
The absorption near resonance is given by [19]
α(ν) = A
(∆ν/2)2
(ν − ν0)2 + (∆ν/2)2 , (1.6)





Here ω = 2πν, ν0 is the resonance frequency, Γ = 2π∆ν and A represents the ampli-
tude of a Lorentz absorption function. The reﬂected intensity by the doubling cavity








(ν − Ω/2π − ν0)2 + (∆ν/2)2
− (∆ν/2)
2
(ν +Ω/2π − ν0)2 + (∆ν/2)2
]
, (1.8)







(ν − Ω/2π − ν0)
(ν − Ω/2π − ν0)2 + (∆ν/2)2
+
(ν +Ω/2π − ν0)
(ν +Ω/2π − ν0)2 + (∆ν/2)2 − 2
(ν − ν0)
(ν − ν0)2 + (∆ν/2)2
]
.(1.9)
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Figure 1.5: Calculated FM signals corresponding to (a) absorption part and (b) dis-
persion part of the signal from the lock-in ampliﬁer. The simulation parameters were
following ∆ν = 2.9 MHz, Ω/2π = 30 MHz, Aeff = 0.123 arb.un. (arbitrary units).
The frequency scale is relative to ν0.
Fig. 1.5 visualizes Eq. 1.8 and Eq. 1.9 for realistic experimental conditions ∆ν =
2.9 MHz and Ω/2π = 30 MHz relative to ν0. It should be noted that this simple model
reproduces very well the experimental curves observed from the doubling cavity, as
discussed in the following section.
A more thorough and elaborate treatment of the FM and wavelength modulation
spectroscopy one can ﬁnd in [23, 24, 26–29].
Stabilization
The phase of the green fundamental beam is modulated by applying a sine volt-
age with Ω/2π = 30 MHz over an elevated background voltage to an electro-optic
modulator (Fig. 1.4). The electro-optic modulator (EOM) consists of a KDP crystal
(KH2PO4 – potassium di-hydrogen phosphate) in transverse conﬁguration. To shield
the modulating 30 MHz signal, the crystal is housed in a thick iron box coated with
gold. The in- and output holes in the box are sealed by a brewster cut windows. This
is necessary, because the KDP crystal is strongly hygroscopic.
After passing the EOM the fundamental laser beam with two sidebands is coupled
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Figure 1.6: Doubling cavity signals obtained with cavity scan. (a) UV intensity
peaks at each cavity resonance. (b) Heterodyne beat (dispersion) signals of FM
spectroscopy measured on the green beam reﬂected from the cavity input coupler.
Free spectral range (FSR) of the doubling cavity is also shown. The inset depicts a
zoom in to the vicinity of one of the UV resonance peaks with the depicted linewidth
of FWHM = 2.9 MHz. In the lower part of the inset the experimental FM dispersion
signal (solid line) is compared with a simulated one (dashed line). The frequency
scale is relative to one of the cavity resonances.
into the doubling cavity. Part of this beam passes M1 and circulates in the cavity,
where in every subsequent round trip it slightly leaks out of the cavity via M1 and
recombines with the initially reﬂected beam. The total reﬂected beam is attenuated
by a neutral density ﬁlter NDF with T = 1% and detected with a photodiode (Det).
The signal from Det is fed to a lock-in ampliﬁer built in the stabilization electronics.
Both the in-phase and quadrature signals can be monitored on an oscilloscope.
A typical heterodyne beat signal obtained from the fundamental beam reﬂected
by M1 is shown in Fig. 1.6 and compared with a simulated dispersion signal from
Eq. 1.9. The experimental signal was obtained by scanning the cavity with the piezo-
mounted M2 mirror over ∼ 2.5 times the cavity free spectral range (FSR). Fig. 1.6
clearly shows three cavity resonances in the generated UV signal and the dispersed
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Figure 1.7: UV output power versus (a) ring dye laser power at a ﬁxed wavelength
λ = 550 nm and (b) diﬀerent wavelengths at the ﬁxed dye laser power Pdye = 200 mW.
The black squares on the dotted line represent the total UV power, generated in the
BBO crystal, while the triangles on the solid line correspond to the UV power coupled
out of the doubling cavity.
reﬂection signal. It should be noted that such ’clean’ signals are only obtained in a
well aligned cavity running single TEM00 mode. Otherwise many resonances can be
present, corresponding to higher TEM modes.
If the cavity is aligned such that the TEM00 mode is dominant, the length of
the cavity can be manually locked to the dispersion signal. The locking point is the
intersection of the steep slope with zero. If locked, the electronics compensates for
deviation of the cavity length by applying the appropriate voltage to the piezo M2
mirror. The mechanism, which automatically ﬁnds the lock point is described in the
Section “The UV frequency scans”.
Cavity performance
The dependency of the generated UV power on the fundamental power at λ = 550 nm
is shown in Fig. 1.7(a). The ’total’ UV power denotes the sum of the main UV beam
(measured behind the output coupler M4), two UV reﬂections from the BBO crystal
14 Introduction to rotationally resolved ultraviolet experiments in molecular beams
faces, which constitute ∼ 10% of the main UV beam and the UV losses caused by
the M4 transmission of ∼ 90%. From theory the dependency of the total UV power
PtotUV versus fundamental power Pdye should be quadratic, however our curve can be
ﬁtted with the following equation: PtotUV = 1.42 × 10−4Pdye2 + 2.3 × 10−2Pdye − 1.4.
As discussed by E. Jurdik [21, 22], the linear term originates from the fact that the
cavity is not an empty resonator. Its enhancement factor depends on the losses, which
increase with increasing SHG conversion eﬃciency η = PtotUV/Pdye and η also increases
with Pdye. The result is that although with increasing fundamental power η increases,
at the same time the enhancement factor in the cavity decreases and a linear term
arises in PtotUV = f(Pdye).
As can be seen from Fig. 1.7(a) the maximum obtained UV power at λ = 275 nm
was PUV = 32 mW (PtotUV = 40 mW), which implies a conversion eﬃciency of η = 8.6%.
A much higher conversion eﬃciency of 53% was reported for this cavity design pumped
with 1 W of a narrow-band (FWHM ∼ 660 kHz) Ti:Sapphire laser at λ ∼ 850 nm
with LBO (LiB3O5 – lithium tri-borate) as doubling crystal [22]. The diﬀerence can
be attributed mainly to the lower conversion eﬃciency of the BBO crystal, diﬀerent
fundamental powers and to the much broader linewidth (FWHM  4.1 MHz) of our
ring dye laser.
Fig. 1.7(b) shows the wavelength dependence of the generated UV power at ﬁxed
fundamental power Pdye = 200 mW. The data was acquired by mode-hoping the thin
etalon of the ring dye laser in steps of ∼ 0.9 nm and subsequent complete realignment
of the doubling cavity with the crystal. At λ < 270 nm we observe a steep cut-oﬀ.
This is caused by the increasing transmission of the HR coatings of the cavity mirrors
at λ < 540 nm. Otherwise the dependency is quite ﬂat, which indicates that similar
conversion eﬃciencies should be possible over the whole range of the cavity mirrors
(λ ∼ 270−295 nm). In Fig. 1.7 (b) only part of this wavelength region is shown. This
is because we ran out of the phase-matching angular adjustment of the used crystal,
the next region needs a crystal with another cut.
The UV beam is astigmatic due to a walk-oﬀ between the fundamental and the
generated UV beams in the critically phase-matched crystal. This is not a serious
problem for our spectroscopic applications and can be compensated for if necessary.
The UV frequency scans
It is essential for our spectroscopic applications to be able to scan the UV frequency
over relatively large frequency intervals. The ring dye laser can be scanned 30 GHz,
which results in 60 GHz in the UV. In order to scan the UV, the length of the doubling
cavity has to be varied during the laser scan. The M2 mirror is mounted on PZT,
which allows for a maximum travel of 9.1 µm. Since δL = −λδν/FSR, the maximum
scan is limited to δν = 8.5 GHz at λ = 550 nm (δν = 17 GHz in the UV). Larger
scans can be made by tuning the cavity with a pair of Brewster plates, placed in the
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Figure 1.8: (a) 60 GHz UV frequency scan with (b) corresponding 30 GHz ring dye
laser frequency scan. The scan speed is 8.4 MHz/point in the UV, where one point
corresponds to 10 ms.
cavity. However, this introduces extra intra cavity elements with possible additional
losses.
A diﬀerent approach was therefore implemented. If the frequency of the funda-
mental beam is scanned in frequency, the cavity M2-PZT mirror follows the frequency
change through the stabilization loop. If the PZT reaches the end of its range, the
stabilization electronics unlocks the cavity and sets the PZT voltage close to the oppo-
site end of the displacement. The electronics then relocks the cavity. This procedure
is relatively fast (t  1 ms) and we call it autolocking.
The autolock has another important feature. In case of an instability, which
unlocks the cavity, the autolock is capable to relock it. The reﬂected intensity from
the cavity input coupler is used to monitor the lock/unlock status of the cavity. If
this intensity is above a certain preset value (or equals zero), the cavity is unlocked
and actively relocks. To prevent ﬁctitious autolock actions a waiting time of 10 ms
is built in (a changeable value). If after 10 ms the unlock detection is still present
the autolock is executed. If it fails, the stabilization loop is opened and an error is
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Figure 1.9: (a) UV power as a function of time with (b) the corresponding ring dye
laser power at the ﬁxed wavelength λ = 550 nm. The time resolution is 0.1 s.
displayed.
Let us now compare these timings with those required in an experiment, where
a 60 GHz UV scan was typically taken in 15 min. To obtain a spectrum with a
good resolution a minimum of about 10 points/spectral linewidth are needed. The
apparatus linewidth (FWHM) is 15 MHz and the Lorentz linewidths of the molecules
that can be investigated are larger than 10 MHz. The acquisition rate in the LIF high
resolution experiments should therefore be 27 points/s, so one point corresponding to
38 ms. Clearly this can be handled by the stabilization electronics without loosing
any data points. A reasonable maximum acquisition rate would be 200 points/s
(5 ms/point), where the ’waiting’ time is shortened to 5 ms. This corresponds to the
full 60 GHz UV scan taken in 2 min.
A fast 60 GHz scan around λ = 275 nm with a rate of 200 points/s and waiting
time of 10 ms is shown in Fig. 1.8. The fundamental power is also displayed. Fig. 1.8
shows that with such high acquisition rate a few points are lost during a scan (in this
case two).
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The UV frequency and power stability
The linewidth of the UV generated in the doubling cavity is estimated to 2.9 MHz
(FWHM) from a Lorentz ﬁt to the UV peaks from Fig. 1.6(a). This is similar to the
UV linewidth obtained from the intra-cavity doubling of the same ring dye laser.
The stability of the UV power during a frequency scan can be derived from Fig. 1.8.
The relative UV power stability over a full 60 GHz scan equals 5.0% (RMS/Average×
100%). The corresponding dye laser power stability is 1.0%. The power stability at
a ﬁxed wavelength (275 nm) as a function of time is presented in Fig. 1.9. In that
ﬁgure one data point was acquired in 0.1 s. The relative stability of the UV power
and dye laser power were 3.1% and 1.3%, respectively.
1.3 Automated assignment of spectra – genetic al-
gorithms
1.3.1 The genetic algorithms
Most of the spectra discussed in this thesis were analyzed using automatic assignments
with genetic algorithms (GA). A detailed description of the GA can be found in
[30, 31]. The genetic algorithm is a global optimizer, which utilizes concepts copied
from natural reproduction and selection processes. For a detailed description of the
GA the reader is referred to the original literature [32–34]. The full GA evaluation
contains the following steps, also presented schematically in Fig. 1.10:
• Initialization. In this step the initial values for all parameters (genes) are set
to random values between lower and upper limits imposed by the user. No
prior knowledge of the parameters is necessary. A vector of all genes, describing
completely the analyzed spectrum in called a chromosome. A total number of
300 - 500 chromosomes is randomly generated and forms a population.
• Evaluation. The solutions (chromosomes) are evaluated by a ﬁtness function
Fi, which is a measure for the quality of the individual solution. The ﬁtness
function which is used here, is described in the following section. Only a certain
part of the best chromosomes is taken to the next step.
• Reproduction. Pairs of chromosomes are combined via a crossover process. This
might be a one-point, two-point or uniform crossover. This process basically
explores the error landscape.
• Mutation. The value of a small number of genes is changed randomly. Mutation
mainly reduces the chance of a ﬁt to get stuck in a local minimum. The best
solutions within a generation are excluded from mutation to prevent them from
being lost (so-called elitism).
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Figure 1.10: Schematics of the GA optimization process.
• Stop. One optimization cycle, including evaluation of the ﬁtness of all chromo-
somes is called a generation. The whole process repeats until the preset number
of generations is reached. In the case of our high resolution spectra the ﬁt
requires mostly 300− 500 generations to converge.
The performance of the GA depends on the internal parameters like mutation rate,
elitism, crossover probability and the population size. These should be optimized for
a given problem. Fortunately, this meta-optimization results in similar parameters for
a family of similar problems, like ﬁtting high resolution spectra to diﬀerent rotational
Hamiltonians. For this case the meta-optimization for some of the parameters is
described in [31].
1.3.2 The Fitness Function
The ﬁtness function is very critical for the GA to be successful. A more elaborate
discussion on the choice of this function can be found elsewhere [30, 31]. The function
used here is deﬁned by Hageman et al. [30] and can in the mathematical shorthand
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form be expressed as [31]
Ffg =
(f , g)
‖f‖ ‖g‖ , (1.10)
where f = [fi] and g = [gj ] for i, j = 1, . . . , N , represent the experimental and
calculated spectra, respectively, with N number of points. The inner product (f , g)
is deﬁned with the metric W
(f , g) = fTWg (1.11)
and the norm of f deﬁned as ‖f‖ = √(f ,f) (a similar deﬁnition holds for g). W
has the matrix elements Wij = w(|j − i|) = w(r). For w(r) we used a triangle
function [30] with a user controlled width of the base ∆w
w(r) =
{
1− |r| / ( 12∆w) for |r|  12∆w
0 otherwise. (1.12)
In order for Ffg to serve as a good ﬁtness function for the quality of the ﬁt, it should
have the property that it reaches its maximum value if and only if f and g are identical
(apart from a normalization). This condition is fulﬁlled provided the matrix W is
positive deﬁnite. The proof that this holds for w deﬁned in Eq. (4.14) can be found
in Appendix A of Ref. [31].
The broadening of the spectra, introduced by the weight function w(r) critically
determines the ability and speed of the GA to converge to the global minimum. Let’s
take a simple analogy of ﬁnding the deepest valley in a very ruﬄed blanket. It is a
diﬃcult and slow process, because there are so many valleys and some of them far
away form each other. Furthermore, once one gets trapped in one of the valleys, one
is unable to see the others, which might be deeper. Now, if we pull the blanket (not
too hard), we shallow the whole error landscape and eﬀectively allow ourselves to
quickly ﬁnd the leftover minima and choose the deepest one. So, the weight function
smoothes out the error landscape (stretches the blanket) allowing GA to quickly and
reliably ﬁnd a global minimum.
In the ﬁrst GA calculation generally large limits are given to the starting parame-
ters, which imply a large error landscape with possible many local minima. To account
for that the w(r) should be chosen relatively wide. We typically used ∆w ∼ 15 times
the linewidth of an individual rovibronic line from the ﬁtted spectrum (∆LW ). The
resulting ﬁrst set of the molecular parameters (if reasonable, which is tested by eye)
still has to be reﬁned with the GA, now with smaller limits for parameters and cor-
respondingly narrower weight function. The ﬁnal ﬁt is made with w(r) = 0 and a
lineshape function represented by a Voigt proﬁle.
A lineshape ﬁt if needed is always made at the end, if all other parameters are
known. Since the GA performs a lineshape ﬁt of the complete spectrum, much better
information on the linewidth is obtained than from a lineshape ﬁt to a few individual
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lines. To improve the intensity ﬁt we utilize in all our ﬁts the two temperature
model [7].
Automatic assignments using GA can be performed for a variety of spectra arising
from diﬀerent model Hamiltonians, from (overlapping) multiple spectra obtained from
diﬀerent molecules and/or isotopomers. The Hamiltoinians that are supported in the
current version range from a symmetric top, a simple asymmetric rotor, spectra from
molecules with internal rotation from a CH3 group (threefold or sixfold barrier case)
as well as the two-fold barrier case. The Hamiltonian for the 3-fold two rotor case is
also supported but limited to the special case of two identical rotors, symmetric to
the a-axis, with their torsional axes in the ab-plane. All kind of combinations, even
of diﬀerent types of spectra, can be made. The various individual cases are used in
the following chapters of this thesis.
References
[1] D. Pratt. High resolution spectroscopy in the gas phase: Even large molecules
have well-deﬁned shapes. Annu. Rev. Phys. Chem., 49:481–530, 1998.
[2] E.W. Gordy and R. L. Cook. Microwave Molecular Spectra. John Wiley & Sons,
New York, 3rd edition, 1984.
[3] W. Demtro¨der. Laser Spectroscopy. Springer-Verlag, Berlin, 1981.
[4] R. Helm, H. P. Vogel, and H. Neusser. Highly resolved UV spectroscopy: struc-
ture of S1 benzonitrile and benzonitrile-argon by correlation automated rota-
tional ﬁtting. Chem. Phys. Lett., 270:285–292, 1997.
[5] Ch. A. Haynam, D. V. Brumbaugh, and D. H. Levy. The spectroscopy, photo-
physics, and photochemistry of the dimer of dimethyl tetrazine. J. Chem. Phys.,
81:2282–2294, 1984.
[6] L. A. Philips and D. H. Levy. The rotationally resolved electronic spectrum of
indole in the gas phase. J. Chem. Phys., 85:1327–1332, 1986.
[7] Y. R. Wu and D. H. Levy. Determination of the geometry of deuterated
tryptamine by rotationally resolved electronic spectroscopy. J. Chem. Phys.,
91:5278–5284, 1989.
[8] W. A. Majewski and W. L. Meerts. Near-UV spectra with fully resolved rota-
tional structure of naphthalene and perdeuterated naphthalene. J. Mol. Spectr.,
104:271–281, 1984.
[9] W. A. Majewski. A tunable, single frequency UV source for high resolution
spectroscopy in the 293–330 nm range. Opt. Comm., 45:201–206, 1983.
References 21
[10] P. Uijt de Haag. Energy Redistribution in Photoexcited Molecules. PhD thesis,
Katholieke Universiteit Nijmegen, 1990.
[11] G. Berden. High Resolution UV Spectroscopy of Aromatic Molecules. PhD thesis,
Katholieke Universiteit Nijmegen, 1995.
[12] K. Remmers. Small Aromatic Molecules Studied by Spectroscopy. PhD thesis,
Katholieke Universiteit Nijmegen, 2000.
[13] Y.R. Shen. The Principles of Nonlinear Optics. John Wiley & Sons, New York,
1984.
[14] R.W. Boyd. Nonlinear Optics. Academic Press, San Diego, CA, 1992.
[15] D.L. Mills. Nonlinear Optics: Basic Concepts. Springer-Verlag, Heidelberg, 1991.
[16] P.N. Butcher and D. Cotter. The Elements of Nonlinear Optics. Cambridge
University Press, Cambridge, 1990.
[17] A. Yariv. Quantum Electronics. John Wiley & Sons, New York, 1989.
[18] A. Yariv and P. Yeh. Optical Waves in Crystals. John Wiley & Sons, New York,
1984.
[19] B.E.A. Saleh and M.C. Teich. Fundamentals of Photonics. John Wiley & Sons,
New York, 1991.
[20] Ch. Davis. Lasers and Electro-Optics. Cambridge University Press, Cambridge,
1996.
[21] E. Jurdik. Laser manipulation of atoms and nanofabrication. PhD thesis,
Katholieke Universiteit Nijmegen, 2001.
[22] E. Jurdik, J. Hohlfeld, A.F. van Etteger, A.J. Toonen, W.L. Meerts, H. van
Kempen, and Th. Rasing. Performance optimization of an external enhancement
resonator for optical second-harmonic generation. J. Opt. Soc. Am. B, 19:1660,
2002.
[23] R.V. Pound. Electronic stabilization of microwave ocillators. Rev. Sci. Instrum.,
17:490–505, 1946.
[24] R.W.P. Drewer and J.L. Hall and F.V. Kowalski and J. Hough and G.M. Ford
and A.J. Munley and H. Ward. Laser phase and frequency stabilization using an
optical resonator. Appl. Phys. B, 31:97–105, 1983.
[25] T.W. Ha¨nsch and B. Couillaud. Laser frequency stabilization by polarization
spectroscopy of a reﬂecting reference cavity. Opt. Commun., 35:441–444, 1980.
22 Introduction to rotationally resolved ultraviolet experiments in molecular beams
[26] G.C. Bjorklund. Frequency-modulation spectroscopy: a new method for measur-
ing weak absorptions and dispersions. Opt. Lett., 5:15–17, 1981.
[27] J.L. Hall, L. Hollberg, T. Baer, and H.G. Robinson. Optical heterodyne satura-
tion spectroscopy. Appl. Phys. Lett., 39:680–682, 1981.
[28] J.M. Supplee, E.A. Whittaker, and W. Lenth. Theoretical description of
frequency modulation and wavelength modulation spectroscopy. Appl. Opt.,
33:6294–6302, 1994.
[29] R. Arndt. Analytical line shapes for lorentzian signals broadened by modulation.
J. Appl. Phys., 36:2522–2524, 1965.
[30] J. A. Hageman, R. Wehrens, R. de Gelder, W. Leo Meerts, and L. M. C. Buydens.
Direct determination of molecular constants from rovibronic spectra with genetic
algorithms. J. Chem. Phys., 113:7955–7962, 2000.
[31] W. Leo Meerts, M. Schmitt, and G. Groenenboom. New applications of the
genetic algorithm for the interpretation of high resolution spectra. Can. J. Chem.,
82:804–819, 2004.
[32] J. H. Holland. Adaption in Natural and Artiﬁcial Systems. MI: The University
of Michigan Press, Ann-Arbor, 1975.
[33] D. E. Goldberg. Genetic Algorithms in search, optimisation and machine learn-
ing. Addison-Wesley, Reading Massachusetts, 1989.
[34] I. Rechenberg. Evolutionsstrategie - Optimierung technischer Systeme nach
Prinzipien der biologischen Evolution. Frommann-Holzboog, Stuttgart, 1973.
CHAPTER
TWO
Structure of tetracene-argon and tetracene-krypton
complexes from high resolution laser experiments at
450 nm 1
Abstract
The partly rotationally resolved spectra of tetracene-Ar and tetracene-Kr are revis-
ited. In a previous study it was not possible to assign experimental spectra. The
spectra were obtained from high resolution laser experiments around 450 nm. With
state of the art fast computers and recently developed software and algorithms we
succeed in explaining the observed spectra. Rotational constants of the complexes
are obtained from which the structures of the clusters are deduced. It is found that
the noble gas is located above the middle of one of the central benzene rings of the
tetracene molecule with distances to the plane of 3.42 and 3.65 A˚ for Ar and Kr,
respectively.
2.1 Introduction
In the study of a van der Waals cluster, its structure is perhaps the most important
property and is essential for understanding the reactivity and dynamics within the
complex. A great database of structures for all kinds of weakly bound complexes in
both ground and excited states was derived by high resolution studies over last 20
years. We will focus here on the clusters of aromatic molecules with argon (Ar) and
krypton (Kr) atoms.
1I. Szydlowska, G. Myszkiewicz and W. L. Meerts, Chemical Physics 283 (2002) p. 371-377.
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The S1 ← S0 transition in the tetracene-Arn (n = 1 − 26) and tetracene-Krn
(n = 1− 14) complexes were investigated under vibrational resolution by Ben-Horin
et al. [1]. The same transition in tetracene-Arn (n = 1− 5) complex was also studied
under low resolution by Hartmann et al. [2] in He droplets. However, because these
studies were performed at vibrational resolution, the structures of the tetracene-Ar,
Kr complexes could not be deduced. More work has been carried out on the com-
plexes of benzene with noble gas atoms [3]. High resolution spectra are available and
structures of the complexes with noble gases from He to Xe are known [4, 5].
The tetracene molecule consists of four fused benzene rings in a row. The molecule
is planar and belongs to D2h point group. The ground and ﬁrst singly excited elec-
tronic states are characterized by Ag and B2u symmetries, respectively.1 The S1 ← S0
transition in the bare tetracene molecule was investigated under vibrational resolu-
tion in a seeded molecular beam with a pulsed laser [6–8] and more recently in He
droplets [2]. Amirav et al. [6] assigned several vibrational states of this transition.
Their conclusion was that the S1 state in tetracene consists of three diﬀerent vibra-
tional regions: the sparse level structure for Ev = 0−1000 cm−1, intermediate region
of increasing Fermi resonances resulting in quasicontinuum above Ev  1800 cm−1.
Three vibrational states from the lowest energy regime were studied under ro-
tational resolution by van Herpen et al. [9]. Two of them belong to ag-type to-
tally symmetric vibrational mode (0-0 and 311 cm−1). They are both active in the
S1(1B2u)← S0(1Ag) symmetry allowed electronic spectrum and were identiﬁed under
rotational resolution as b-type transitions. The third one, the nontotally symmetric
bg-type mode (471 cm−1) was also observed, because it gains intensity from a coupling
with the higher in energy 1Bu electronic state. The corresponding transition showed
up as a-type band under rotational resolution. Van Herpen et al. [9] were able to
fully assign the rotational transitions in these bands and determined the rotational
constants A, B and C in the ground and S1 states.
In supersonic molecular beams the molecules are cooled rotationally to tempera-
tures of 2− 4 K. This leads to a considerable reduction in the amount of transitions
in the spectrum and its simpliﬁcation. However, in spite of the use of supersonic
beams, van Herpen et al. [9] were not able to assign the spectra of tetracene-Ar and
tetracene-Kr complexes. Their analysis was hampered by the congestion and lack
of fast computers with appropriate software. The complexity of the spectra is due
to very small rotational constants of these heavy clusters. This causes both strong
overlap as well as coincidental accumulation of transitions. In this paper we present
a successful assignment of tetracene-Ar and tetracene-Kr complexes. The success of
the present work comes from the fact that in the past years the power of computers
has strongly increased while new software and algorithms have been developed.
1The axis system is chosen as {x, y, z} = {c, b, a}. The origin of the (x, y, z) coordinate system
is in the center of mass of the tetracene, the y and z axis are in the tetracene plane with the z axis
along the center of the four rings. The x axis is perpendicular to the tetracene plane.
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Several attempts were recently undertaken to automate the interpretation of ro-
tational spectra. The group of Neusser et al. [10] developed the so-called correlation
automated rotational ﬁtting algorithm. The program directly ﬁts experimental data
without any preceding assignment of lines. This method still requires accurate initial
estimates of the rotational constants obtained from other experiments and has a lim-
ited applicability. Another, more general approach using the genetic algorithm (GA)
was presented by Hageman et al. [11]. The idea of this approach is taken from the
theory of evolution used in GA as a global optimization procedure. The procedure
by itself needs only rough estimates of the molecular parameters at the start and
therefore does not require accurate knowledge of these parameters. It even tends to
work better if larger search regions are used.
The recently developed program by Plusquallic et al. JB95 [12] provides the user
with an on-screen graphical display of the calculated and experimental spectra, with
options to easily and very fast search the parameter space while observing the eﬀect
on the simulated spectrum instantly. The details of the program will be discussed
below. With this program we succeeded in the assignment of the tetracene-Ar and
tetracene-Kr spectra.
In this paper we report the rotational parameters and the deduced structures for
the tetracene-Ar and tetracene-Kr complexes. The obtained structural parameters
compare very well with that of benzene-Ar and benzene-Kr complexes.
2.2 Experiment
A molecular beam combined with a high resolution laser source was used to measure
rotationally resolved spectra of tetracene-X (X = Ar, Kr) van der Waals complexes [9].
The experimental setup was described previously [13, 14] hence only the main features
will be summarized here. A sample of tetracene was heated to approximately 210 ◦C
in a quartz source. The vapour was mixed with a carrier gas (Ar or Kr) and expanded
through a 100 µm nozzle into a vacuum chamber. The Doppler linewidth was reduced
to about 15 MHz by doubly skimming the molecular beam. The interaction zone with
the laser beam was 30 cm from the oriﬁce. The undispersed laser-induced ﬂuorescence
was collected and imaged onto the photocathode of a photomultiplier.
Laser radiation around 450 nm with ∼ 3 MHz bandwidth was generated by a single
frequency cw dye laser system operating on stilbene 3. For relative frequency marking
a sealed-oﬀ, temperature stabilized Fabry-Perot interferometer with a 150 MHz free
spectral range was utilized. Absolute frequency measurements were performed with
a home-built wavelength meter [13] based on a Michelson interferometer, which com-
pares the dye laser wavelength with the accurately known wavelength of a reference
HeNe laser. The spectrometer was interfaced with a computer, where all the data
were stored and analyzed.
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2.3 Analysis of the spectra
2.3.1 Computational approach
The S1 ← S0 transition in tetracene-Ar and tetracene-Kr was observed by van Herpen
et al. but they were not able to perform a detailed analysis and assignment. This was
due to a strong overlap of the rotational transitions and to a relatively low computer
power at that time. It turned out that with current state-of-the-art fast computers,
newly developed software and algorithms we were able to successfully reinvestigate
spectra of the tetracene-Ar and tetracene-Kr complexes.
The utilized methods are based on the following principles. Rather than ﬁtting
individual transitions, which are almost not present in the spectra of the complexes
of tetracene, a global overall ﬁt of the shape of the spectra is performed. Two ﬁtting
schemes have been applied: (a) a fully computer controlled technique using the GA
and (b) a man controlled method by visual inspection of the spectra using the JB95
program [12].
GA’s are a group of programs for solving global minimization problems based
on the theory of evolution. It has been shown [11] that this technique was very
successful in routine-like analysis of (partly) resolved rotational transitions. For more
information about GA itself we refer to Ref. [15] and [16].
The JB95 program is a very powerful tool in analysis of the rotationally resolved
spectra. The program visually displays the observed and predicted spectra on the
screen. It has basically two options. The standard option is a step by step assign-
ment of the individual rotational transitions with their full quantum numbers and a
subsequent ﬁt of the molecular parameters. The screen output can be used to judge
the result and to make more assignments. In the second option again the observed
and calculated spectra are shown on the screen for some starting values of the param-
eters. In addition each parameter can be changed directly by mouse control track bars
that provide a smooth variation of the molecular constants while displaying the eﬀect
immediately on the screen. Eﬀectively, hundreds of calculations can be made this
way and the eﬀect can be judged immediately. Although the problem is still multidi-
mensional, it turned out that the eﬀects of diﬀerent parameters on the shape of the
spectra can be judged instantly. Finally, the program uses a user-friendly windows
environment.
All the rotational spectra were predicted using the asymmetric rotor Hamiltonian
with the two temperature model [17].
2.3.2 Tetracene-Ar complex
The initial ground state rotational constants of tetracene-Ar complex were estimated
using the information from the fully analyzed tetracene parent molecule, combined
with an estimate of the position of the Ar atom, based on a simple theoretical
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model [9, 18]. The model used a Lennard-Jones 6-12 potential with pairwise in-
teractions between the Ar atom and the atoms in the tetracene molecule. Not unex-
pectedly, a favorable position of Ar was found above the center of one of the inner
rings in tetracene with a distance from the tetracene molecular plane of 3.43 A˚. The
type of the transition was ﬁxed to the b-type, based on the symmetry arguments
and on the assumption that the transition dipole moment was that of the tetracene
chromophore.
At ﬁrst GA were employed. Because of a lack of any information about the excited
state rotational constants large regions were assumed for the search. Although the
GA program did not give satisfactory results, it allowed for narrowing down the
uncertainties in the excited state rotational constants. In the next step the JB95
program was successfully used to determine the ﬁnal parameters for the tetracene-Ar
complex. The best overall ﬁt of the spectrum is compared with the experimental one
in Fig. 2.1. The quality of the predicted spectrum is surprisingly good taking into
account the extreme complexity of the underlying transition. All major branches are
reproduced and especially the changes in the distances between the branch-heads are
well reproduced.
The best rotational parameters for 0-0 rovibronic band of the tetracene-Ar complex
are presented in Table 2.1. The uncertainties in the rotational constants are estimated
to be 1 MHz, while the changes upon electronic excitation (∆Ag = A′g − A′′g ) are
accurate to 0.1 MHz. These estimates are based on visual changes in the spectral
shapes under the change of rotational parameters. The 311 cm−1 rovibrational band
can be described with the parameters identical within the experimental accuracy.
Unfortunately, we were not able to analyze the third 471 cm−1 transition, because
the experimental data were not available any more.
As shown by Meerts et al. [19] the position of the Ar in the complex can be
determined from only the moments of inertia2 of the bare molecule and those of the
corresponding complex. This allows for the structure determination of the complex
even without accurate knowledge of the structure of the bare molecule. Based on the
symmetry arguments we assumed for teracene-Ar complex y = 0, while x and z were
ﬁtted using Eq. [6] from Ref. [19]. The necessary moments of inertia of the complex
were calculated from the results of Table 2.1 and the moments of inertia of the bare
tetracene were taken from Ref. [9]. The results are given in Table 2.2. The Ar atom
is located above the center of one of the inner rings in tetracene and the distance
from the tetracene plane equals 3.42 A˚. The results of the simple model calculation
(3.43 A˚) compare very well with the experimentally determined value.
Since tetracene consists of four benzene-like rings we can expect a similar in-
teractions within the complex as in the benzene-Ar complex. Weber et al. [4] ob-
tained an Ar to benzene distance of 3.581 A˚ from the rotationally resolved studies of
2The rotational constants (Ag) are related to the corresponding moments of inertia (Ig) by Ag =

2/2Ig .
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Figure 2.1: Comparison of the experimental (a) and calculated (b) spectra of the
0-0 band in the tetracene-Ar complex. The origin of this band is located at
22 354.86 cm−1. The parameters for the calculated spectrum are taken from Ta-
ble 2.1.
the benzene-Ar complex. This is consistent with an earlier microwave measurement
(3.586 A˚) [5]. The benzene-Ar complex was also studied theoretically by Koch et
al. [20, 21]. They have calculated by the ab initio coupled cluster method the ge-
ometry, potential energy surface and dissociation energy for the benzene-Ar complex.
The result for the distance of Ar to benzene plane was 3.555 A˚.
It is clear that the presently obtained geometry of the tetracene-Ar complex com-
pares very well with that of the benzene -Ar complex. The results suggest a shortening
of the Ar – ring plane distance in tetracene compared to benzene. This might be ex-
plained by the attractive interactions of the other rings of tetracene.
2.3 Analysis of the spectra 29
Table 2.1: Rotational constants in the ground (S0) and ex-
cited state (S1) of the tetracene-Ar and tetracene-Kr com-
plexes (∆A = A′ − A′′, ∆B = B′ − B′′, ∆C = C ′ − C ′′).
All values are expressed in MHz. The estimated uncertainties
are 1 MHz and 0.1 MHz for the rotational constants and ∆’s,
respectively.
tetracene-Ar tetracene-Kr
S0 S1 S0 S1
A′′ 718 ∆A −22.1 A′′ 468 ∆A −29.7
B′′ 189 ∆B −0.8 B′′ 180 ∆B 1.2
C ′′ 178 ∆C 2.6 C ′′ 154 ∆C −4.1
Table 2.2: The noble gas position in tetracene-Ar and
tetracene-Kr complexes. All values are expressed in A˚. The
(x, y, z) frame is deﬁned in the text. The uncertainties are







The procedure used for analysis of the tetracene-Kr complex was similar to that of
tetracene-Ar. Based on the simple theoretical model the distance between tetracene
molecule and Kr atom in the complex was estimated to 3.50 A˚. Again we ﬁxed the
transition type in the tetracene-Kr complex to a b-type. The GA was not of much
use for the assignment of the tetracene-Kr spectra. The reason is basically the strong
overlap of very many lines. This is discussed in some more detail below.
Unlike with tetracene-Ar the JB95 program did not allow us to unambiguously
determine a unique set of physically acceptable parameters for the tetracene-Kr com-
plex. With diﬀerent sets of parameters we were more or less able to simulate the
experimental spectrum, although a perfect simulation was never realized. The reason
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Figure 2.2: Comparison of the experimental (lower panel) and calculated (upper
panel) spectra of the 0-0 band in the tetracene-Kr complex. The origin of this band is
located at 22 329.63 cm−1. For the calculated spectrum we used the set of physically
acceptable parameters given in Table 2.1.
is found in the structure of the observed spectrum. It can be seen from Fig. 2.2 that
very few spectroscopic features are present. This is caused by a strong overlap of very
many individual lines. A reproduction of about 10 broad peaks (full width at half
maximum  70 MHz) using thousands of lines with comparable intensities, which
is characteristic for a b-type transition, may be achieved with more than one set of
parameters. Fortunately, most of the sets lead to physically unacceptable values. The
results, presented in Table 2.1, yield the best overall agreement with the experimental
spectrum as well as a set of physically signiﬁcant parameters.
During the analysis of our spectrum we noticed that in general we obtained better
results using a two temperature model [22] for the calculated intensities. This is
understandable since we know from our previous experience [22] that in the molecular
beam higher J-states are cooled less eﬃciently than lower J-states. This results in a
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non-Boltzmann rotational states population. The typical values used in the analysis
of tetracene-Kr complex spectrum were: T1 = 3.6 K, T2 = 11 K and W= 0.4.
Using the obtained rotational constants (see Table 2.1) we calculated the distance
between Kr atom and the tetracene molecular plane to 3.65A˚ (see Table 2.2). This
distance compares quite well with: 3.676 A˚ in benzene-Kr [4], 3.977 A˚ in CO-Kr [23]
and 4.573 A˚ in HCN-Kr [24]. One actually would like to compare the diﬀerence in the
distances between Ar and Kr atoms to tetracene in the tetracene-Ar, Kr complexes.
This diﬀerence for the tetracene-Ar, Kr is 0.2 A˚. In the other complexes it evaluates
to 0.1 A˚, 0.13 A˚ and 0.2 A˚ for benzene, CO and HCN, respectively. Although our
result for tetracene-Kr seems to be acceptable, we would like to emphasize that a
unique ﬁt of the data for tetracene-Kr cluster was not achieved.
The assignment of two other rovibronic bands: 311 and 471 cm−1 was not ob-
tained. Unlike in tetracene-Ar the 311 cm−1 band is completely diﬀerent from the
0-0 band. It consists of some unrecognizable broad shallow patterns on high back-
ground. The 471 cm−1 shows up a small hump on a broad background, without any
further structure. The reason for this behavior has already been discussed by van
Herpen et al [9]. The main distortions in the spectra may be attributed to S − T
intersystem crossing, S1 − S0 state mixing or even to a coupling of the S1 state with
higher energy levels. Although the distortions in the tetracene-Ar spectrum are small,
they are much stronger in the tetracene-Kr, especially in the 311 and 471 cm−1 bands.
In general they become more pronounced with the higher energy states and with the
heavier rare gas atoms. The fact that the coupling with the background states is
more pronounced in the Kr complexes than in the Ar complexes may be connected
with a diﬀerent polarizabilities of these atoms. For the more detailed discussion of
that problem we refer to Ref. [9].
2.4 Conclusions
With the help of fast modern computers and recently developed software tools we
were able to analyze the high resolution spectra of tetracene-Ar and tetracene-Kr
van der Waals complexes. The rotational parameters of the 0-0 and 311 cm−1 bands
in tetracene-Ar complex were determined using the GA and the JB95 programs.
Based on these parameters the structure of the complex could be determined. The
obtained structure for the tetracene-Ar complex compares very well with the geometry
of the benzene-Ar. The distance of Ar to the tetracene plane in the complex is
slightly shorter than in the benzene-Ar complex. This suggests a stronger dispersion
interaction between Ar and tetracene caused by the other rings.
Although it was not possible to obtain a unique set of rotational parameters in
the tetracene-Kr case, physically acceptable values were found that allow for a good
estimate of the position of the Kr atom in the tetracene-Kr complex. This estimate
agrees with the results from other van der Waals complexes with Kr, like: benzene-Kr,
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CO-Kr and HCN-Kr. Especially the diﬀerence in the distances between the rare gases
(Ar, Kr) and the aforementioned molecules (and tetracene) was in a good agreement.
Due to the considerable distortions in the 311 and 471 cm−1 rovibronic bands of
tetracene-Kr complex the assignment of these spectra was not possible. The distor-
tions are attributed to the S1 state interactions with background states.
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Rotational isomers of hydroxy deuterated o- and m-cresols
studied by ultraviolet high resolution experiments 1
Abstract
The laser induced ﬂuorescence spectra of several torsional transitions of the S1 ←
S0 electronic transition were recorded for the hydroxy deuterated o- and m-cresols.
Both cis and trans rotamers were observed in a high resolution molecular beam
experiment. The spectra were analyzed using a genetic algorithm assisted automatic
assignment. The Hamiltonian used included rotational, torsional and rotation-torsion
components. Both, high resolution rotationally resolved spectra and low resolution
torsional frequencies, were combined to obtain the rotational constants, the direction
of the methyl group axis, and the V3 and V6 barriers to internal rotation of the methyl
top in the ground (S0) and excited (S1) states. The lifetime of the S1 state is also
reported. Quantum interference eﬀects due to the interaction of the internal and
overall rotation allowed for determination of the absolute sign of the angle between
transition moment and the a principal axis.
3.1 Introduction
A large number of spectroscopic studies have been performed on substituted phenols.
Of particular interest are substitutions in ortho- and meta-positions, because of the
existence of cis – trans isomerism. Another important issue is the internal rotation
1G. Myszkiewicz, W. L. Meerts, Ch. Ratzer and M. Schmitt, Physical Chemistry Chemical
Physics 7 (2005) p. 2142-2150
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of symmetric top groups attached to the benzene ring, like -CH3. These two features
meet in the o- and m-cresol molecules.
The cis and trans orientations of the hydroxy group were already predicted for
some phenol derivatives in the thirties of the last century [1]. Similarly, in that decade
the barrier to internal rotation of the methyl group was measured for the ﬁrst time (for
ethane) by Kemp and Pitzer [2]. Since then, phenol and toluene derivatives, among
many other molecules, were shown to exhibit one or both of these characteristics.
The low resolution spectra of the o- and m-cresols were examined by many
groups [3–7]. Both, cis and trans rotamers were identiﬁed and torsional parameters
like the barrier to internal rotation (V3i, i = 1, 2) and the reduced rotational constant
(F ) of the methyl top were obtained for the ground (S0) and excited electronic (S1)
states. Microwave spectra of o-cresols and their hydroxy deuterated isotopomers were
recorded by Welzel et al. [8]. From these spectra accurate rotational and torsional
parameters for the undeuterated and hydroxy deuterated o-cresols in the ground elec-
tronic state were determined.
The low resolution spectra revealed a drastic change of the barriers for the internal
rotation upon electronic excitation from S0 to S1. This is consistent with the barriers
derived for the other substituted toluenes, like ﬂuorotoluenes [9, 10], toluidines [11]
and tolunitriles [12]. For example, in trans o-cresol the internal rotation is strongly
hindered (V
′′
3 = 355 cm
−1) in the ground state [4]. However, it decreases in the S1
state by a factor of about four. On the other hand, the methyl rotor in trans m-
cresol is almost free in S0 (V
′′
3 = 11 cm
−1), but it is strongly hindered in S1 (V
′
3 =
213 cm−1) [3]. These changes could not simply be explained by steric eﬀects. Several
groups treated the problem theoretically [13–15]. Recently, Nakai and Kawai [16,
17] proposed the π∗ − σ∗ hyperconjugation (HC) mechanism for ortho and meta
substituted touluenes, which explains the aforementioned barrier changes upon the
electronic excitation. Originally hyperconjugation was postulated to be the reason
for conformational preferences in propene by Hehre et al. [13].
Rotationally resolved UV laser induced ﬂuorescence (LIF) spectra provide accurate
rotational constants for the ground and excited states of the examined molecules [18,
19], from which structural information can be deduced. Other important parameters
like magnitude and direction of the transition moment (TM, to within its sign) and
lifetime of the S1 state can be determined [20]. Perturbations in the rotational spec-
tra caused by internal rotation eﬀects allow for more parameters to be derived [21].
Especially when combined with higher torsional transition frequencies they provide
an accurate determination of the direction of the methyl top axis, the internal rota-
tion constant, the barrier heights in the both electronic states and even the absolute
direction of TM. The latter is obtained from quantum interference eﬀects [21, 22]. In
this paper we present frequency and intensity analysis of the high resolution, rota-
tionally resolved LIF spectra of diﬀerent torsional members of the S1 ← S0 transition
in hydroxy deuterated o- and m-cresols.
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Figure 3.1: Structures of trans and cis rotamers of hydroxy deuterated o- and m-
cresols. The principal axes are denoted by a, b, c, with c perpendicular to the benzene
frame. Both angles, η and θ, are taken to be positive in the sense of rotation direction
from a to b axis.
The experimental spectra were analyzed with the help of Genetic Algorithm (GA)
based automatic ﬁtting procedures. These GA-ﬁts are superior to classical assign-
ments for very dense spectra and they allowed a fast and easy assignment for the split
spectra observed in this work.
3.2 Theory
3.2.1 Model
All cresols studied are assumed to consist of the rigid planar frame (phenol) with
a methyl group attached to it. The axis of the internal rotation of this methyl top
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atop is in the plane of the benzene ring and makes an angle η with the a principal
axis (see Fig. 3.1). Since the electronic excitation takes place in the planar benzene
chromophore we also assume the transition moment in the ab plane and with an
angle θ with the a principal axis (Fig. 3.1). The implemented model utilizes the
principal axes of the molecule as a reference coordinate system (PAM method). The
derived rotational constants do not include contributions from internal rotation and
are directly related to the geometry of the molecule. Only the main features of the
theory are presented below and more details can be found in [21, 23, 24].
The Hamiltonian, which describes the rotation-torsion problem consists of three
parts: the rotational part Hr, the torsional part Ht and the coupling term between
overall and internal rotation Hrt
H = Hr +Ht +Hrt, (3.1)
where




c + F (ρ · J)2,





V3i(1− cos 3iα), (3.2)
Hrt = −2Fρ · JJα.
where A, B, C are the rotational constants, Jg (g = a, b, c) are the projections of the
total angular momentum J on the principal axes of inertia of the molecule and vector





In the last equation Iα is the moment of inertia of the internal rotor and Ig are the
principal moments of inertia of the whole molecule. For the cresol molecules ηc = 0,












Jα is the angular momentum of the internal rotor deﬁned by Jα = −i ∂∂α where α
is the torsional angle and V3 and V6 are the three- and six-fold barrier heights of the
periodic torsional potential.
A perturbation approach [18, 21, 23, 24] is used to derive the energy for (3.1). At
ﬁrst, the torsional Hamiltonian Ht is solved and the coupling between the internal and
overall rotation Hrt is treated as the perturbation on the rotational Hamiltonian Hr.
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As a result one can construct an eﬀective rotational Hamiltonian for every torsional
state (labelled with νσ)







W (n)νσ (ρaJa + ρbJb)
n, (3.5)
where W (n)νσ are the n-th order perturbation coeﬃcients for the νσ state. As shown
in Ref. [23] these coeﬃcients can be expressed as matrix elements of the internal
rotation angular momentum operator Jα in the torsion-rotation basis. Here, ν labels
the torsional level in the high barrier limit and σ takes the values −1, 0,+1. States
with σ = 0 are nondegenerate of a symmetry and with σ = ±1 are two-fold degenerate
of e symmetry. In the following we will label the levels with A and E.
In the calculations the Hamiltonian (3.5) is restricted to fourth order. In that case
matrix elements (see Appendix B of Ref. [24]) connect rotational basis functions up
to ∆K = 4. A matrix of size (2J+1)× (2J+1) has to be diagonalized for every J for
the νa and νe torsional states. The resulting eigenvalues are ordered with increasing
energies and labelled with Ka and Kc as in a normal asymmetric rotor (for details
see [25]).
3.2.2 Internal rotor eﬀects
The transition frequencies follow the selection rules ∆J = 0,±1. Since the transition
moment does not depend on the internal rotor angle additionally ∆σ = 0 holds. We
therefore expect for the S1 ← S0 origin two, more or less overlapping subbands, each
with its own rotational structure. These subbands (0a1 ← 0a1 and 0e ← 0e, A and
E subbands, respectively) are separated by ∆νEA0 = ∆E
′
EA −∆E′′EA, where ∆EEA
are E −A energy diﬀerences in the excited and ground states, respectively. If ∆νEA0
is small both spectra partially overlap like in the o-cresols. A large value causes a
complete separation of the subspectra as in the m-cresols. Furthermore, a decrease
of the barrier upon electronic excitation results in a blue-shift of the E subband with
respect to the A subband as observed in the o-cresols. For the m-cresols we observe
a red-shift of the E subband and hence an increase of the torsional barrier upon
electronic excitation.
The A- and E -subband pair have a diﬀerent rotational structure. For the A states
the odd perturbation coeﬃcients vanish [23, 24] and it follows that this A subband
has an asymmetric rigid rotor-like structure with eﬀective rotational constants















40 Rotational isomers of hydroxy deuterated o- and m-cresols
However, for the E states all the perturbation coeﬃcients are nonzero giving rise to
linear terms in Ka. This causes mixing of the rigid rotor wavefunctions, which induces
transitions forbidden for a normal asymmetric rigid rotor [21].
For a transition moment in the ab plane (Fig. 3.1 ) the line strengths are given by
AR′′R′ ∝ |µa〈R′|ΦZa|R′′〉|2 + |µb〈R′|ΦZb|R′′〉|2 +
+2µaµb〈R′|ΦZa|R′′〉〈R′|ΦZb|R′′〉, (3.7)
here the Z axis is the space-ﬁxed axis determined by the laser polarization direction,
|R〉 ≡ |J,Ka,Kc〉, µa = µ cos θ, µb = µ sin θ, and µ is the absolute value of the TM.
ΦZg are the direction cosines between the laboratory Z axis and the molecular g axis.
Eq. (3.7) diﬀers from the usual rigid rotor expression by an extra third term, the
so-called interference term. As ﬁrst pointed out by Plusquellic et al. [22] and later by
Remmers et al. [21] the interference term can be used to determine the absolute sign of
the θ angle. This is because µaµb = 1/2µ2 sin θ cos θ and therefore changes sign with
θ. The interference term is non-zero only for the E transitions. The ﬁnal intensities
are obtained by multiplying the line strengths with the temperature dependance. We
used the two-temperature model deﬁned in Ref. [26].
3.2.3 Computational approach
All the observed rotational spectra were ﬁtted using GA based program. In general,
the GA is a global optimizer, which uses concepts copied from the natural reproduc-
tion and selection processes. For a description of the GA the reader is referred to the
original literature [27–29]. A more detailed description of the GA application to the
ﬁtting of high resolution spectra can be found in Ref. [30, 31]. Here, we only present
the most important aspects of the GA ﬁtting philosophy.
In the GA program each parameter from the model described in Sec. (3.2.1) is
represented by a gene. A vector of parameters (genes) that describe one spectrum
is called a chromosome and a set of typically 300 chromosomes forms a population.
Initially, all the parameters in the population are set randomly between limits imposed
by a user. These limits depend on the degree of complication of the rotational spectra
and can be as large as ±10% of the centrally chosen value. In practice, hardly any
prior knowledge on the values of the parameters is required.
In the next step all the chromosomes from the population are evaluated by a
ﬁtness function Ffg (or cost function Cfg). This function is very critical for the GA
to be successful. A more elaborate discussion on the choice of the cost function can
be found elsewhere [30, 31]. The function used here is deﬁned by Hageman et al. [30]
and can in the mathematical shorthand form be expressed as [31]
Ffg =
(f , g)
‖f‖ ‖g‖ , (3.8)
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where f and g represent the experimental and calculated spectra, respectively. The
inner product (f , g) is deﬁned with the metric W
(f , g) = fTWg (3.9)
and the norm of f deﬁned as ‖f‖ = √(f ,f) (a similar deﬁnition holds for g). W
has the matrix elements Wij = w(|j − i|) = w(r). For w(r) we used a triangle
function [30] with a user controlled width of the base ∆w
w(r) =
{
1− |r| / ( 12∆w) for |r|  12∆w
0 otherwise. (3.10)
After evaluation of the each chromosome from the population, the best solutions
are kept for the next GA generation. This elitism prevents them from being lost and
also chooses the best parents to be combined in the following crossover process. We
use a two-point crossover, after which we apply a small number of mutations into just
”born” chromosomes. Next the GA cycle (generation) repeats. For the cresol spectra
we mostly set the maximum number of generations to 500.
The ﬁtting approach to the experimental data was as follows. At ﬁrst, we ﬁt the
A-subband of the S1 ← S0 origin to an eﬀective asymmetric rigid rotor. Although
this did not result in proper values for the rotational constants, it gave an indication
which lines in the complicated rotational spectra belong to the A-subband. From the
preliminary 0a1 ← 0a1 subband ﬁt the leftover E lines could be easily identiﬁed and
the origin of the 0e← 0e transition could be estimated. Hence this yielded an estimate
of the torsional splitting ∆νEA0 . Combining these results and the knowledge of some
torsional parameters from the literature a simultaneous GA ﬁt of the 0a1 ← 0a1 and
0e← 0e subbands was quickly successful.
Line positions obtained from the GA ﬁts were subsequently manually compared
with the observed spectra and corrected if needed. Spectra of the higher torsional
states (1e ← 0e and 2a1 ← 0a1 transitions) were also ﬁt with the GA. Then, all
the available data were ﬁt by a separate least-squares based program [20]. Obtained
parameters were utilized to improve the torsional origins and to reﬁt all the data.
After two or three such a steps a very good to perfect ﬁt could be obtained with
parameters that did not change any more within their uncertainties.
After the parameters that determine the line positions were found, we performed
a simultaneous GA intensity ﬁt of the 0a1 ← 0a1 and 0e ← 0e subbands. All the
parameters that did not aﬀect the intensity were ﬁxed. The lineshapes were ﬁt using
a Voigt proﬁle with a ﬁxed Gaussian contribution of 25 MHz (see Sec. (3.3)). Since
the GA performs an intensity ﬁt of the complete spectrum much better information
on θ and the linewidth ∆Lorentz ≡ ∆L is obtained than from an intensity ﬁt to some
selected individual lines. All errors presented in the paper are calculated from the
combined available high and low resolution data.
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Figure 3.2: Experimental and ﬁtted spectra of hydroxy deuterated trans o-cresol. (I)
Full spectra. The zero in the frequency scale corresponds to the 0a1 ← 0a1 origin at
36 201.093(10) cm−1. The 0e← 0e origin is located at 40.020(7) GHz. (II) a 10 GHz
zoom-in to the part of the spectrum where both: 0e ← 0e and 0a1 ← 0a1 spectra
overlap.
We would like to note here that although the ’classical’ assignment of quantum
numbers to the experimental lines is still possible for the studied molecules it would be
a very diﬃcult, tedious and long process. If one considers one pair of spectra (A and E
subbands) for one deuterated cresol, the ’classical’ assignment of such a complicated
spectra may easily take a month. Furthermore, assignment of the spectrum helps
only for the ﬁt of the higher torsional states of the same cresol molecule, but not
for the other molecules. It is clear that only assignment of the rotationally resolved
spectra of cis and trans, o- and m-cresols might have taken few months to half a year.
In contrast the complete GA analysis of all the spectra presented in this publication
took about one week. This is quite a gain of time, which can be spent on the actual
analysis of the data, formulating hypothesis and making theoretical predictions.
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Table 3.1: Deuterated (-OD) trans o-cresol molecular constants ob-
tained from the combined ﬁt of the rotationally resolved 0a1 ← 0a1
and 0e← 0e torsional transitions and origins of the torsional 1e← 0e
and 2a1 ← 0a1 transitions.
S0 S1
A′′ 3 168.41479 a) ∆A −146.45(27) MHz
B′′ 2 173.76335 a) ∆B −5.69(23) MHz
C ′′ 1 299.79054 a) ∆C −26.321(84) MHz
Fα 5.241053 b) ∆Fα −0.11491(62) cm−1
V3 371.047 a) 83.415(14) cm−1
V6 0 c) −3.294(51) cm−1
ν0a1←0a10 36 201.093(10) cm
−1
∆νEA0 40 019.7(68) MHz
∆EEA 436.4(68) 40 456.1(68) MHz
η −30.23(29) ∆η 0 c) deg
θ −37.00(29) deg
τ 10.6(7) ns
a) Constants taken from microwave experiments [8] and ﬁxed in the ﬁt.
b) Value for toluene [33].
c) Fixed in the ﬁt.
3.2.4 Ab initio calculations
The structure of o- and m-cresol in the electronic ground state has been optimized at
the HF, MP2/6-31G(d,p) levels and at the CIS/6-31G(d,p) level for the electronically
excited S1-state with the Gaussian 98 program package (Revision11) [32]. The SCF
convergence criterion used throughout the calculations was an energy change below
10−8 Hartree, while the convergence criterion for the gradient optimization of the
molecular geometry was ∂E/∂r < 1.5 · 10−5 Hartree/Bohr and ∂E/∂ϕ < 1.5 · 10−5
Hartree/degrees, respectively.





































Figure 3.3: Eﬀects of the -CH3 group internal rotation. Part of the R-branch of (I)
the 0a1 ← 0a1 and (II) the 0e ← 0e subbands of hydroxy deuterated cis o-cresol
spectra. The anomalous lines (see text) are marked with their quantum numbers
(J ′′K ′′aK
′′
c ← J ′K ′aK ′c). Line with asterisk is not a single line. The frequency scale is
relative to the 0a1 ← 0a1 subband origin.
3.3 Experimental setup
The experimental setup for the rotationally resolved LIF is described elsewhere [34].
In short, the apparatus consists of a single frequency ring dye laser (Coherent 899-
21), pumped with 6 W of the 514 nm line of an argon-ion laser. Rhodamine 110
is used in the dye laser as a lasing medium. The fundamental light from the dye
laser is coupled into an external delta cavity (Spectra Physics) for second harmonic
generation (SHG). The UV radiation at∼ 277 nm (for m-cresols) and at∼ 275 nm (for
o-cresols) is generated in this cavity by an angle tuned, Brewster cut BBO crystal.
The cavity length is locked to the dye laser frequency by a frequency modulation
technique [35, 36].
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Table 3.2: Deuterated (-OD) cis o-cresol molecular constants ob-
tained from the ﬁt of the rotationally resolved 0a1 ← 0a1 and 0e← 0e
torsional transitions.
S0 S1
A′′ 3 232.91617 a) ∆A −104.61(22) MHz
B′′ 2 148.84054 a) ∆B −28.40(17) MHz
C ′′ 1 301.65739 a) ∆C −26.710(62) MHz
Fα 5.241053 b) ∆Fα 0 c) cm−1
V3 669.10 a) 88.8776(38) cm−1
ν0a1←0a10 36 407.593(10) cm
−1
∆νEA0 37 579.7(26) MHz
∆EEA 15.4(26) 37 595.1(26) MHz
η −31.76(12) ∆η 0 c) deg
θ −45.65(12) deg
τ 14.9(14) ns
a) Constants taken from microwave experiments [8] and ﬁxed in the ﬁt.
b) Value for toluene [33].
c) Fixed in the ﬁt.
The undeuterated cresols used in the experiment are commercially available sub-
stances. In order to substitute a hydrogen atom from cresols’ -OH group with a
deuterium atom, they are mixed with D2O in the source container. To increase the
vapour pressure of cresols, the source is heated to 110◦ C. Subsequently, the molecular
beam is formed by expanding a mixture from the source, seeded in 600 mbar of argon,
through a 100 µm hole into the vacuum. The vacuum system is comprised of three
diﬀerentially pumped vacuum chambers that are linearly connected by two skimmers
(1 mm and 2 mm). The skimmers collimate the molecular beam and hence reduce the
Doppler contribution to the measured linewidth. The UV laser crosses the molecular
beam 360 mm downstream from the nozzle at right angles. The molecular ﬂuores-
cence is collected perpendicular to the plane deﬁned by the laser and molecular beam
by an imaging optics that consists of a concave mirror and two plano-convex lenses.
The Doppler contribution to the experimental linewidth in this set-up is 25 MHz of
full width at half-maximum (FWHM). The total ﬂuorescence is detected by a photo-
multiplier tube, whose output is digitized by a photon-counter and send to a PC for
data acquisition and processing. The relative frequency is determined with a quasi-
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Figure 3.4: Experimental and ﬁtted spectra of hydroxy deuterated trans m-cresol.
(I) Full spectra with indicated 0e ← 0e and 0a1 ← 0a1 subbands. The zero in the
frequency scale corresponds to the 0a1 ← 0a1 origin at 36 095.829(10) cm−1. The
0e ← 0e origin is located at −155.325(300) GHz. (II) a 5 GHz zoom-in of (a) the
0e← 0e and (b) 0a1 ← 0a1 spectra.
confocal Fabry-Perot interferometer with a free spectral range of 149.9434(56) MHz.
For the absolute frequency calibration an iodine spectrum is recorded and compared
with the available data [37].
3.4 Results
Four rotationally resolved torsional bands of the hydroxy deuterated trans o-cresol
have been measured, i.e. 0a1 ← 0a1, 0e← 0e, 1e← 0e and 2a1 ← 0a1. This allowed
to determine not only the barriers to internal rotation, but also the torsional constant
F in both electronic states. The ground state rotational constants and V ′′3 were kept
ﬁx at the values of a microwave study [8], ∆η was ﬁxed to zero and F ′′α was ﬁxed to
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Table 3.3: Deuterated (-OD) trans m-cresol molecular constants
obtained from the combined ﬁt of the rotationally resolved 0a1 ←
0a1 and 0e ← 0e torsional transitions and origins of the torsional
1e← 0e and 2a1 ← 0a1 transitions.
S0 S1
A′′ 3 653.36(56) ∆A −114.66(30) MHz
B′′ 1 738.36(33) ∆B −18.79(16) MHz
C ′′ 1 186.90(20) ∆C −20.570(73) MHz
Fα 5.286(12) ∆Fα −0.130(32) cm−1
V3 3.188(180) 204.29(46) cm−1
V6 0 a) −28.42(30) cm−1
ν0a1←0a10 36 095.829(10) cm
−1
∆EEA 161 089(300) 5 763(300) MHz
∆E˜EA 11(300) MHz
η −29.700(79) ∆η 0 a) deg
θ −50.95(10) deg
τ 26.7(45) ns
a) Fixed in the ﬁt.
the value found for toluene [33]. Fig. 3.2 shows the rovibronic spectrum of the split
origin of trans o-cresol-d1. The results of the ﬁt to the rovibronic spectrum of the
split origin and to the frequencies of the 1e ← 0e and 2a1 ← 0a1 are presented in
Table 3.1.
For the hydroxy deuterated cis o-cresol we detected only the 0a1 ← 0a1 and
0e ← 0e torsional transitions. Like in undeuterated cis o-cresol this is due to the
weak ﬂuorescence signal from the higher torsional bands of the S1 state [4]. Because
of the limited number of torsional data we had to ﬁx V6 at zero in the both electronic
states, F ′′α to a ”typical” value for the -CH3 rotor as found for toluene [33] and
∆Fα = 0 1. Furthermore, the ground state rotational constants and V ′′3 were taken
from a microwave study [8] and ∆η was ﬁxed to zero. The ﬁnal parameters from
the simultaneous ﬁt of the both subbands are given in Table 3.2 and a sample of the
quality of this ﬁt can be seen in Fig. 3.3. This ﬁgure illustrates the appearance of
rovibronic transitions that are forbidden in an unperturbed rigid rotor spectrum from
1∆P is deﬁned as P ′ − P ′′, where P represents a particular parameter.














0e 0e band fragment
-106
  = -30.65 , = -43.02
  = -30.65 , = 43.02




Figure 3.5: Example of the θ angle sign eﬀect on hydroxy deuterated cis m-cresol
spectra. As predicted from theory the sign of θ has no eﬀect on the 0a1 ← 0a1
subband intensities (I). In the 0e← 0e part of the spectrum (II) only ”Fit 1” predicts
proper line intensities. The frequency scale is given relative to the 0a1 ← 0a1 subband
origin.
linear terms in Ka as described in section 3.2.2.
For the hydroxy deuterated cis and trans m-cresols we acquired similar torsional
spectra as for the hydroxy deuterated trans o-cresol. However, the separation between
0a1 ← 0a1 and 0e← 0e origins in this case is very large (see Fig. 3.4), resulting in no
overlap of the rotational structure of both bands. We pasted together these spectra
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Table 3.4: Deuterated (-OD) cis m-cresol molecular constants ob-
tained from the combined ﬁt of the rotationally resolved 0a1 ← 0a1
and 0e ← 0e torsional transitions and origins of the torsional
1e← 0e and 2a1 ← 0a1 transitions.
S0 S1
A′′ 3 573.14(44) ∆A −126.26(20) MHz
B′′ 1 761.84(24) ∆B −9.97(12) MHz
C ′′ 1 189.10(16) ∆C −18.583(69) MHz
Fα 5.287(12) ∆Fα −0.156(24) cm−1
V3 21.341(52) 221.82(32) cm−1
V6 0 a) −29.77(24) cm−1
ν0a1←0a10 35 980.896(10) cm
−1
∆EEA 138 123(300) 4 325(300) MHz
∆E˜EA −22(300) MHz
η −30.647(45) ∆η 0 a) deg
θ −43.02(45) deg
τ 9.8(6) ns
a) Fixed in the ﬁt.
using iodine lines as a reference. This introduced an estimated error of 300 MHz
in ∆νEA0 . In order to allow for the large error in ∆ν
EA
0 in the simultaneous ﬁts
of the 0a1 ← 0a1 and 0e ← 0e bands we added an additional parameter ∆E˜EA
with ∆νEA0 = ∆E
′
EA − ∆E′′EA + ∆E˜EA. This parameter helped in particular in
the beginning of the ﬁt procedure to relax constraints to the V3 values, which are
responsible for the A and E bands splitting and at the same time for the eﬀects in the
E band caused by the linear terms in the eﬀective rotational Hamiltonian (Eq. 3.5).
The ﬁnal values of ∆E˜EA are on the order of few tens of MHz, which indicates that
the estimated errors due to pasting two nonoverlapping spectra are at their upper
limit. The ﬁnal molecular constants for the hydroxy deuterated trans m-cresol are
presented in Table 3.3 and a ﬁt obtained with these parameters is compared with the
experimental spectrum in Fig. 3.4.
The parameters for the hydroxy deuterated cis m-cresol are given in Table 3.4 and
a sample of the ﬁt is shown in Fig. 3.5. This ﬁgure compares the intensities of A- and
E -lines for diﬀerent relative signs of η and θ. Quantum interference eﬀects are only
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Table 3.5: Measured torsional frequencies of hydroxy deuterated cis
and trans, o- and m-cresols used in the combined low and high resolu-
tion ﬁts. All the frequencies are relative to the origins of the 0a1 ← 0a1
transitions.
transition trans ortho cis meta trans meta
0e← 0e 40.0183(68) −133.820(300) −155.326(300) GHz
1e← 0e 43.693(10) 72.242(10) 67.858(10) cm−1
2a1 ← 0a1 73.357(10) 142.698(10) 134.686(10) cm −1
observed for the E -lines. As Fig. 3.5 shows, the ﬁt with η = −30.65◦, θ = −43.02◦
and η = −30.65◦, θ = 43.02◦ for the A-lines is identical, while it diﬀers considerably
for the E -lines. Obviously, only the combination η = −30.65◦ and θ = −43.02◦ gives
the correct results. All torsional data for the hydroxy deuterated o- and m-cresols
are summarized in Table 3.5.
For all the aforementioned rotationally resolved spectra the GA intensity ﬁt using
the two-temperature model yielded typically values for the rotational temperatures
T1 ∼ 1.7 K, T2 ∼ 4 K and for the weighting factor w ∼ 0.1.
3.5 Discussion
The methyl top barrier to internal rotation is very sensitive to the steric and electronic
surrounding of the top. A more symmetric electron density around the carbon to
which -CH3 group is attached generally leads to lower barriers to internal rotation.
Barriers to internal rotation for the undeuterated and hydroxy deuterated cresols
obtained experimentally and theoretically by other groups [3, 4, 8, 17] are compared
in Table 3.6. Not surprisingly, the current values are similar to those from earlier
experiments on the undeuterated cresols. Notable is the trend of a reduction of the
barrier for hydroxy deuterated o-cresols and an increase of the barrier for m-cresols
with electronic excitation.
The S1 ← S0 electronic transition in m- and o-cresol corresponds to a π∗ ← π
transition. The CIS calculations show, that the ﬁrst excited singlet state of cis/trans
m- and o-cresol is comprised mainly of two conﬁgurations: the ﬁrst arises from a
LUMO(χ3) ← HOMO(χ2) excitation, the second arises from a LUMO+1(χ4) ←
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Table 3.6: Comparison of the rotational barriers for the undeuterated and
hydroxy deuterated (marked with a)) cis and trans, o- and m-cresols. All
values are given in cm−1.
cis ortho trans ortho







exp. [4] 600 −30 355 −7
exp. [8] 661.4(38) 369.95(11)
exp. [8]a) 669.10(50) 371.047(40)
theor. [17] 629 366








exp. [4] 90 −5 83 −7
exp. [7] 90.2(3) −22.1(7)
theor. [17] 126 123
exp. this worka) 88.8776(38) 83.415(14)








exp. [3] 26 −9 11 −8
theor. [17] 37 12








exp. [3] 211 −39 213 −22
theor. [17] 268 241
exp. this worka) 221.82(32) −29.77(24) 204.29(46) −28.42(30)
HOMO-1(χ1) excitation. Both conﬁgurations contribute signiﬁcantly to the S1-state:
Ψe(S1, cis, ortho) = 0.60328(χ2χ3)− 0.35717(χ1χ4)
Ψe(S1, trans, ortho) = 0.61198(χ2χ3)− 0.33890(χ1χ4)
Ψe(S1, cis,meta) = 0.61041(χ2χ3)− 0.34334(χ1χ4)
Ψe(S1, trans,meta) = 0.60675(χ2χ3)− 0.35275(χ1χ4)
all with minor contributions from other conﬁgurations. Thus, a discussion of the
changes of torsional barriers upon electronic excitation has to include at least the


















































Figure 3.6: Molecular orbitals of cis and trans m-cresol for the minimum conformation
(α = 0◦) and top of the barrier (α = 60◦). The π∗ − σ∗ hyperconjugation is denoted
by dotted lines.
above molecular orbitals. We will start with a discussion of the barriers in m-cresol,
since sterical reasons for the barrier are negligable here. Moreover, the meta positions
do not communicate electronically with each other in contrast to the ortho and para
positions. Fig. 3.6 shows HOMO-1, HOMO, LUMO, and LUMO+1 of cis and trans
m-cresol for torsional angles of 0◦ (minimum of the potential) and 60◦ (maximum of
the potential). The MO coeﬃcients at the out-of-plane hydrogen atoms of the methyl
group have been given numerically in the ﬁgure, for sake of clarity. The MO coeﬃ-
cients in the HOMO-1 and HOMO virtually do not change, as has been pointed out
by Nakai and Kawai [16, 17]. Large changes can be seen in the LUMO and LUMO+1.
For cis and trans m-cresol the coeﬃcients at the out-of-plane hydrogen atoms in the
LUMO decrease upon rotation of the methyl group from the minimum conformation
to the transitions state. The π∗ − σ∗ hyperconjugation, which is responsible for this
eﬀect is denoted by the dotted lines in Fig. 3.6. It can be described as a delocaliza-




















































Figure 3.7: Molecular orbitals of cis and trans o-cresol for the minimum conformation
and top of the barrier. The π∗ − σ∗ hyperconjugation is denoted by dotted lines.
group. Thus, hyperconjugation stabilizes the equilibrium conformation at 0◦, leading
to a barrier increase upon electronic excitation, as observed in the experiment. The
situation gets more complicated when including the LUMO+1 in the consideration.
Here, the transition state conformation at 60◦ is stabilized, what in priciple should
lead to a decrease of the barrier upon electronic excitation. The fact that both eﬀects
don’t cancel out must be traced back to the diﬀerent weights, that both conﬁgura-
tions contribute to the S1-state. The above coeﬃcients for the linear combination
of conﬁgurations show, that the LUMO contributes about three times as much as
the LUMO+1. Furthermore, the coeﬃcients show, that both conﬁgurations together
contribute only to about 50% of the excited state wave function.
The methyl torsional barrier of o-cresol, and especially that of cis o-cresol is much
more inﬂuenced by steric interactions and/or intermolecular hydrogen bonds between
the methyl and the hydroxy group than in m-cresol. While in m-cresol the minimum
conﬁguration is the same for the cis and trans conformers, in cis o-cresol the minimum
conﬁguration changes between cis and trans. The in-plane hydrogen atom of the
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methyl group pointing towards the OH group describes the transition state for cis
o-cresol and the minimum for trans o-cresol (cf. Fig. 3.7). This has been conﬁrmed
by normal mode analysis, which shows a negative frequency for the methyl rotation of
the transition state structure of trans o-cresol in Fig. 3.7 and only positive frequencies
for the minimum structure. The torsion represents the motion which mediates the
transition over the top of the potential. The shift of the potential minimum by 60 ◦
might be explained by the possibility of an additional binding interaction between the
in-plane hydrogen of the methyl group and the hydroxy group. For cis o-cresol the
s-type MO coeﬃcients of the methyl hydrogens in the LUMO increase upon rotation
of the methyl group from the minimum to the transition state. This indicates a
decrease of the barrier upon electronic excitation as observed in the experiment. On
the other hand, the MO coeﬃcients for the LUMO of trans o-cresol decrease, implying
a barrier increase upon electronic excitation, what can be traced back to the shift of
the minimum by 60◦.
Tables 3.7 and 3.8 show the calculated ground state rotational constants of cis
and trans o- and m-cresol, optimized at the MP2/6-31G(d,p) level of theory. The
excited state rotational constants have been calculated with CIS/6-31G(d,p) and the
change of the rotational constants upon electronic excitation as the diﬀerence of the
CIS/6-31G(d,p) and the HF/6-31G(d,p) calculations. The calculated MP2 rotational
constants are in very good agreement with the experimental ground state constants.
The maximum deviations are 2%. Although the absolute rotational constants of the
CIS calculations are in quite bad agreement with the excited state rotational con-
stants, the diﬀerence between a HF calculation for the ground state and the CIS
calculation for the excited state yields nearly perfect changes of the rotational con-
stants upon electronic excitation. This is due to a cancellation of errors which arises
from the neglect of dispersive interactions in both electronic states, but has a great
predictive power for the estimation of the changes of rotational constants upon elec-
tronic excitation as has been shown to be valid for quite some diﬀerent molecular
systems [38, 39].
Using the program pKrFit [40] we determined the structure of cis and trans o- and
m-cresol in the S0 and S1-states from the rotational constants, given in Tables 3.1
– 3.4. Due to the very limited number of inertial parameters, we performed a ﬁt
limited to the r0-structure, which neglects the vibrational contributions from the




where the Ig0 are the (experimentally determined) zero-point averaged moments of
inertia with respect to the inertial axes g. The functions Igrigid(r0) are calculated
from the structural parameters r0 using rigid-molecule formulas. Thus, no vibrational
corrections are introduced in the determination of the structure. Table 3.9 gives
the results of the structure ﬁts. As only three rotational constants are available we
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Table 3.7: Rotational constants of cis and trans o-cresol from a MP2/6-31G(d,p)
calculation for the electronic ground state. The diﬀerence of a CIS/6-31G(d,p)
and a HF/6-31G(d,p) calculation are compared to the experimentally determined
changes of the rotational constants upon excitation. All values are in MHz.
MP2//6-31G(d,p) CIS//6-31G(d,p) CIS-HF//6-31G(d,p) exp.
cis-o-cresol
A′′ 3 242.2 3 232.91
B′′ 2 202.6 2 148.84
C ′′ 1 322.4 1 301.66
A′ 3 193.1 3 128.31
B′ 2 203.7 2 120.44





A′′ 3 293.0 3 168.41
B′′ 2 190.5 2 173.76
C ′′ 1 326.1 1 299.79
A′ 3 168.1 3 021.97
B′ 2 223.7 2 168.07




calculated the structure using a very simpliﬁed model for the molecules. In order to
compare the structural changes upon electronic excitation, this model was chosen the
same for all four isomers. All ring CH bonds are set to 108.5 pm for the electronic
ground state and to 107.2 pm for the electronically excited state as in phenol. The
methyl CH bonds are kept ﬁx at 108.9 pm for both electronic states. The CC bond
length of the ring-methyl group bond is kept at 150.6 pm. All dihedral angles are
ﬁxed at a planar conformation for both electronic states. The CC bonds between the
hydroxy and methyl substituent are set equal and are ﬁt (CCb). All other ring CC
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Table 3.8: Rotational constants of cis and trans m-cresol from a MP2/6-31G(d,p)
calculation for the electronic ground state. The diﬀerence of a CIS/6-31G(d,p)
and a HF/6-31G(d,p) calculation are compared to the experimentally determined
changes of the rotational constants upon excitation. All values are in MHz.
MP2//6-31G(d,p) CIS//6-31G(d,p) CIS-HF//6-31G(d,p) exp.
cis-m-cresol
A′′ 3 670.3 3 573.14
B′′ 1 789.5 1 761.84
C ′′ 1 212.0 1 189.10
A′ 3 613.5 3 446.88
B′ 1 801.4 1 751.87





A′′ 3 652.9 3 653.36
B′′ 1 797.0 1 738.36
C ′′ 1 213.6 1 186.90
A′ 3 599.9 3 538.70
B′ 1 806.3 1 719.57




bonds are set equal and are ﬁt (CCa). Additionally, the CO bond is ﬁt. Of course
the results of Table 3.9 represent only one possible set of changes, that is valid in the
given model.
The structural changes of cis and trans o- and m-cresol upon electronic excitation
can be summarized by a shortening of the CO bond length and an overall increase of
the ring CC bonds. These ﬁndings support the results of the ab initio calculations.
Comparing the results of the CIS and the HF calculations, one ﬁnds a reduction of
the CO bond length of 2 pm, independent of the conformer and an increase of the
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Table 3.9: Structural changes of cis and trans o- and
m-cresol upon electronic excitation from a model struc-
ture, described in the text. All values are in pm.
S0 S1 ∆ S0 S1 ∆
cis-o-cresol trans-o-cresol
CCa 142.6 144.2 +1.6 143.3 143.6 +0.3
CCb 139.7 144.2 +4.5 137.6 145.1 +7.5
CO 135.6 134.7 -0.9 135.4 134.8 -0.6
cis-m-cresol trans-m-cresol
CCa 139.8 143.6 +3.8 143.2 146.6 +3.4
CCb 140.3 141.4 +1.1 138.2 140.0 +1.8
CO 135.5 134.1 -1.4 135.1 133.0 -2.1
ring bond lengths between 1 and 4 pm.
As can be seen from our results, the torsional constant Fα slightly decreases upon
electronic excitation (∆F = −2.5%). This is consistent with a small weakening of
the σ CH bonds in the methyl top and also supports the π∗−σ∗ HC mechanism [17].
The direction of the methyl top axis in all studied cresols almost bisects the CCC
internal angle in the benzene ring (see Fig. 3.1).
Due to the quantum interference eﬀects we were able to determine not only the
magnitude, but also the absolute direction of the TM (see Sec. (3.2.2)). In all deuter-
ated cresols θ has the same sign (direction) as η (see Fig. 3.1). The transitions in
the hydroxy deuterated cis cresols are of almost equal the a and b types, while in
trans o-cresol the a type lines are stronger (|θ| = 37.00◦) and in trans m-cresol the b
type character is more pronounced (|θ| = 50.95◦). Fig. 3.8 shows the experimentally
determined transition dipole moments for cis and trans ortho- and meta-cresol. The
broken arrows indicate the direction of the TM as obtained from the CIS/6-31G(d,p)
calculations. In all four cases very close agreement between experiment and theory is
obtained. If we compare the orientations of the TM in the cresols with those of the
parent molecules toluene and phenol (each in its own inertial system) we ﬁnd, that
the transition dipole moments of all four cresols are oriented close to that of phenol
and almost perpendicular to that of toluene. This is quite diﬀerent from the situation
in m-aminophenol, studied by Reese et al. [41]. There, both substituents, the amino
and the hydroxy group, contribute nearly equally to the resulting TM. This was ex-
plained by a mixing of the zero-order states 1La and 1Lb through the unsymmetric
substitution. The diﬀerent behavior of the cresols can be explained by the absence
of π-type molecular orbitals at the methyl group. Thus the ”toluene” part of the



















cis m-cresol trans m-cresol
cis o-cresol trans o-cresol
Figure 3.8: Experimental (solid arrows) and calculated (broken arrows) transition
dipole moment orientations in ortho- and meta-cresol. For details of the calculations
see text.
molecule has no strong inﬂuence on the TM orientation.
The ﬂuorescence lifetime of the hydroxy deuterated cresols is similar to the S1
state lifetime in hydroxy deuterated phenol (τ = 13.3(16) ns, Ref. [40]), except for the
unusually long lifetime in hydroxy deuterated trans m-cresol (τ = 26.7(45) ns). The
ﬁrst suggests that like in phenol the rapid internal conversion to the -OH stretching
vibration is blocked by a deuteration of the hydroxy group. The second is unexpected
and it is somewhat similar to the long lifetime encountered in deuterated cis m-D,
-OD phenol (τ = 38.8(70) ns, Ref. [40]).
3.6 Summary
Wemeasured and analyzed the rotationally resolved torsional members of the S1 ← S0
electronic transition in hydroxy deuterated o and m-cresols. The spectra could be
simulated by treating the internal rotation of the methyl top as a perturbation to
the overall rotation of the molecules. For the analysis of the spectra we used the
References 59
automated assignments based on genetic algorithms [30, 31], which facilitated the
ﬁtting of the complex spectra. The obtained barriers to internal rotation are similar
to the ones reported for the undeuterated cresols and the changes in Fα and rotational
constants upon electronic excitation seem to indirectly support the hyperconjugation
π∗−σ∗ mechanism [17], which is held responsible for the large barrier changes upon the
electronic excitation. The derived rotational constants in the both electronic states
can be utilized for future validation of the geometry calculations of these molecules.
Other important parameters like the absolute direction of TM and the lifetimes
of the hydroxy deuterated o- and m-cresols were determined. In all molecules the
angle of the transition dipole moment with the inertial a-axis (θ) has the same sign
(direction) as the angle of the methyl torsional axis with the inertial a-axis (η ). This
implies, that the hydroxy group is the determinating factor for the orientation of the
TM, while the inﬂuence of the methyl group is small.
The lifetime of these hydroxy deuterated cresols is similar to the lifetime previ-
ously reported for hydroxy deuterated phenol [40], with the exception of the hydroxy
deuterated trans m-cresol, which has a factor two longer lifetime. Therefore explana-
tions of the diﬀerent lifetimes, which are based on conical intersections along a single
(-OH) coordinate [42] have to be reﬁned to account for the observations described in
this study.
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The structure of 4-methylphenol and its water cluster
revealed by rotationally resolved UV-spectroscopy using a
genetic algorithm approach 1
Abstract
The structure of 4-methylphenol (p-cresol) and its binary water cluster has been eluci-
dated by rotationally resolved laser induced ﬂuorescence spectroscopy. The electronic
origins of the monomer and the cluster are split into four subbands by the internal
rotation of the methyl group and of the hydroxy group in case of the monomer and
the water moiety in case of the cluster. From the rotational constants of the monomer
the structure in the S1-state could be determined to be distorted quinoidally. The
structure of the p-cresol-water cluster is determined to be trans-linear, with a O–O
hydrogen bond length of 290 pm in the electronic ground state and of 285 pm in
the electronically excited state. The S1-state life time of p-cresol, p-cresol-d1 and the
binary water cluster have been determined to be 1.6 ns, 9.7 ns, and 3.8 ns, respectively.
4.1 Introduction
In this study we present the determination of the geometry of p-cresol and its bi-
nary water cluster in the ground state and the electronically excited S1 state by
means of rotationally resolved electronic spectroscopy. The determination of excited
state structures of aromatic molecules gives insight into the changes of the electronic
1G. Myszkiewicz, M. Schmitt, Ch. Ratzer and W. L. Meerts, Accepted for publication in Journal
of Chemical Physics (2005)
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properties of the chromophore. In a series of investigations, we determined the struc-
tural changes of some para disubstituted aromatic molecules like p-ﬂuorophenol [1],
p-cyanophenol [2] and p-methylstyrene [3]. In all these cases a quinoidal distortion
along the a-axis of the molecule is found, whereas for singly substituted benzenes a
symmetric distortion (benzenoid) of the aromatic ring is found [4]. Changes of the
electronic properties are also reﬂected in the change of torsional barriers of symmetric
(e.g. CH3) or asymmetric tops (e.g. OH) which are directly attached to the benzene
ring. In recent publications it was shown, how the diﬀerent electronic properties of
the ﬂuorine and the cyano group inﬂuence the barrier to hydroxy torsion in both
electronic states of p-ﬂuorophenol and p-cyanophenol [1, 2].
4-methylphenol possesses two feasible large amplitude motions, the methyl rota-
tion with a mixed V3/V6 potential, and the twofold hydroxy rotation. The molecular
symmetry group, which describes both motions is G12. In the p-cresol water cluster,
the OH torsion is quenched; instead an additional splitting due to the torsional mo-
tion of the water moiety with respect to the water symmetry axis is observed. This
barrier is expected from the similar phenol-water system to be quite low. Thus, we
have the case of two low barrier torsional motions, which will split the origin into four
subbands, an A(3)−E pair due to the threefold motion and an A(2)−B pair due to the
twofold rotation. We use the superscripts (2) and (3) to distinguish the diﬀerent A
sublevels from the two and threefold internal rotation from the A rotational constant.
Since the rotational constants of this cluster are quite small, the overlapping of four
subspectra leads to a very congested overall spectrum, in which it is diﬃcult, if not
impossible to identify single rovibronic lines. However, the assignment of well resolved
lines to speciﬁc quantum numbers of the transitions is an indispensable prerequisite
for an assigned ﬁt of the molecular parameters. We have shown recently that in these
cases of many overlapping lines the use of a genetic algorithm approach for automated
assignment of the spectra simpliﬁes the interpretation and in many cases only makes
it possible [5].
4-methylphenol has found considerable interest as chromophore and simple molec-
ular model of the aromatic amino acid tyrosine [6]. Proton transfer, electron transfer
and hydrogen transfer are important processes in clusters of tyrosine. E.g. in the wa-
ter oxidizing complex of photosystem II, tyrosine is oxidized and reduced by hydrogen
atom transfer involving tyrosine, water, and histidine in the active center [7].
The electronic ground state of p-cresol has been investigated by infrared [8, 9]
and Raman spectroscopy [6, 10], by stimulated emission dip spectroscopy [11] and
by dispersed ﬂuorescence spectroscopy [12]. Recently Lin et al. presented a mass-
analyzed threshold ionization spectrum of the p-cresol cation [13]. The nature of
conformational preferences in p-cresol has been studied theoretically by Richardon
et al. [14]. They determined the most stable conformation of p-cresol on MP2 level
of theory to be eclipsed with respect to the methyl group orientation, and the OH
group on the same side of the aromatic ring as the eclipsed methyl hydrogen (syn),







Figure 4.1: Most stable conformation of p-cresol.
cf. Fig. 4.1.
Several p-cresol-water clusters up to 4 water molecules have been studied using
dispersed ﬂuorescence and R2PI spectroscopy in the region of the intermolecular
vibrations [15, 16]. From the vibrational analysis it is deduced that the binary cluster
is hydrogen bound via a trans-linear H-bond as in the similar phenol-water system [17].
4.2 Experimental setup
The experimental setup for high resolution LIF is described in detail elsewhere [18].
Brieﬂy, the molecular beam machine consists of three diﬀerentially pumped vacuum
chambers that are linearly connected by two skimmers with oriﬁce diameters of 1 mm
(ﬁrst chamber) and 2 mm (second chamber) for reduction of the Doppler width to 25
MHz. The expansion chamber is evacuated by a 8000 l/s oil diﬀusion pump (Leybold
DI 8000), which is backed by a 250 m3/h roots blower pump (Saskia RPS 250) and a
65 m3/h rotary pump (Leybold D65B). The second chamber serves as buﬀer chamber
and is pumped by a 400 l /s turbo-molecular pump (Leybold Turbovac 361), backed
by a 40 m3/h rotary pump (Leybold D40B), maintaining a chamber pressure below
1 · 10−5 mbar. The third chamber is pumped by a 145 l/s turbo-molecular pump
(Leybold Turbovac 151) through a liquid nitrogen trap and backed by a 16 m3/h
rotary pump (Leybold D16B) resulting in a vacuum better than 1 · 10−6 mbar. The
molecular beam is crossed at right angles with the laser beam 360 mm downstream
from the nozzle.
The laser system consists of a ring dye laser (Coherent 899-21), which is pumped
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with 6 W of the 514 nm line of an Ar+-ion laser (Coherent Innova 100). This light
is coupled into an external folded ring cavity (Spectra Physics) for second harmonic
generation (SHG). Typical UV powers are 10 - 40 mW. The laser induced ﬂuorescence
is collected perpendicular to the plane deﬁned by laser and molecular beam by an
imaging optics setup consisting of a concave mirror and two plano-convex lenses.
Data acquisition is performed and synchronized by means of a homebuilt real time
Linux program [19].
4.3 Theory of the internal rotation
The coupling between the internal rotation of the methyl group and the overall rota-
tion of the molecule and the coupling of the OH and the water torsion with the overall
rotation are treated in the formalism of the principal axis method (PAM) [20, 21].
This is exact in the ﬁrst (symmetric top) case, but only an approximation for the
twofold (asymmetric) top. Nevertheless as the hydrogen atom of the OH group and
in the water moiety is light, and the inertial axes remain virtually unchanged dur-
ing rotation of the top, the application of the PAM leads to reliable results. The
Hamiltonian for the rotation-torsion interaction can be written as:
H = HR +HT +HRT (4.1)
with the rigid rotational Hamiltonian given by:





The torsional Hamiltonian for the mixed V3/V6 potential (methyl torsion) is given by:





V3n(1− cos 3nα), (4.3)
and for a twofold V2 potential (OH and water torsion) by:





V2n(1− cos 2nα). (4.4)
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here λg (g=a,b,c) are the direction cosines between the inertial axes and the axis of
internal rotation. Iα is the moment of inertia of the internal rotor with respect to its
symmetry axis and the Ig are the principal moments of inertia of the entire molecule.
In what follows, the treatment for the n = 2 and n = 3 potentials is identical.
The coupling of internal and overall rotation is described by HRT [20, 22]:
HRT = FW (1)vσ (ρaJa + ρbJb + ρcJc)
+ FW (2)vσ (ρaJa + ρbJb + ρcJc)
2 (4.7)
where the ﬁrst order perturbation coeﬃcients W (1)vσ are zero for the nondegenerate
A(2)-,A(3) and B-levels. W (2)vσ is nonzero for all levels.
The coeﬃcients ρg with g = a, b, c are deﬁned as:
ρa = Iα/Ia cos η
ρb = Iα/Ib sin η (4.8)
with η as the angle between the projection vector of the n-fold rotor axis on the
ab-plane and the a-axis.





W (1)vσ = −2 〈v, σ| p |v, σ〉 (4.10)
W (2)vσ = 1 + 4F
∑
v′
|〈v, σ| p |v′, σ〉|2
Evσ − Ev′σ (4.11)
where |v, σ〉 are eigenfunctions of Eq.’s (4.3) and (4.4), and Evσ are the respective
eigenvalues with v as the torsional state index.
4.4 The genetic algorithms
The experimental spectra were assigned automatically using a genetic algorithm based
ﬁt described in detail in Ref. [5] and [23]. We used the GA library PGAPack version
1.0, which can run on parallel processors [24]. The calculations were performed on
eight processors of a SUN UltraSPARC 333 MHz and on a 2.6 GHz PC with two
processors under Linux. The genetic algorithm uses concepts copied from natural
reproduction and selection processes. For a detailed description of the GA the reader
is referred to the original literature on evolutionary or genetic algorithms. [25–27] In
the present work a population of 300 was used and the calculation was completely
converged after 500 generations. The other parameters which control the genetic
algorithm convergency are similar as in Ref. [5].
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The cost function used to describe the quality of the ﬁt was deﬁned as Cfg =
100(1− Ffg) with the ﬁtness function Ffg:
Ffg =
(f , g)
‖f‖ ‖g‖ . (4.12)
f and g represent the experimental and calculated spectra, respectively and the inner
product (f , g) is deﬁned with the metric W which has the matrix elements Wij =
w(|j − i|) = w(r) as:
(f , g) = fTWg, (4.13)
and the norm of f as ‖f‖ =√(f ,f) and similar for g. For w(r) we used a triangle
function[23] with a width of the base of ∆w:
w(r) =
{
1− |r| / ( 12∆w) for |r|  12∆w
0 otherwise. (4.14)
Since the GA performs an intensity ﬁt of the complete spectrum, much better
information on the transition dipole moment (TDM) orientation and line width pa-
rameters is gathered than from an intensity ﬁt to a few individual lines. Thus, the
GA results in improved values for the in plane angle θ of the TDM and also of the
Lorentzian width of the individual rovibronic lines. Therefore excited state life times
can be determined with a much higher accuracy than in line shape ﬁts of individual
rovibronic lines.
4.5 Results and Discussion
4.5.1 4-methylphenol
Fig. 4.2 shows the rotationally resolved LIF spectrum of the electronic origin of p-
cresol. The spectrum is split into two components, A(3) and E by the internal rotation
of the methyl group (Ev,0 − Ev,±1). Their respective origins, which are 8218 MHz
apart, are marked by arrows.
In two recent publications [3, 28] we showed how a combined ﬁt to high resolution
rovibronic data and low resolution torsional transitions can be used to improve the
determination of the barriers and torsional constants in both electronic states. A,
B, C, V3, V6, F , and η were ﬁt for each electronic state to the rotationally resolved
origin and to the torsional transitions from Ref. [29]. These torsional transitions are
obtained from the zero order perturbation coeﬃcient, cf. Eq. (4.9). The rovibronic
spectrum was ﬁt using the genetic algorithm (GA) approach, described in Ref. [5]. The
parameters that determine the intensity and line-form are the rotational temperatures,
the Lorentzian and Gaussian linewidths and the projections of the transition dipole
moment to the inertial axes. They can be ﬁt most favorably using the GA algorithm.
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Figure 4.2: (a) Experimental and ﬁtted rovibronic spectrum of the electronic origin
of 4-methylphenol. (b) 10 GHz zoom in of the (a) spectrum. (c) Inset showing three
pairs of rovibronic transitions split by the two-fold hydroxy group rotation in cresol.
For the sake of clarity only the strongest transitions are shown and the splitting is
marked with the horizontal lines. The solid line represents experiment and the dashed
line the ﬁt. All frequencies are given relative to the electronic origin at 35331.257(10)
cm−1.
The Lorentzian contribution to the linewidth of the Voigt proﬁle with a ﬁxed Doppler
width of 25 MHz is determined to be 100±10 MHz, equivalent to a S1-state lifetime
of 1.6±0.2 ns. The results of the ﬁts are compiled in Tables 4.1 and 4.2.
Closer inspection of the spectrum shows that each of the rovibronic transitions is
further split into two close lying subbands (cf. Fig. 4.2c) due to the hindered -OH
torsion. As a twofold torsion leads only to nondegenerate A(2)-(σ = 0) and B-(σ = 1)
levels, the ﬁrst order perturbation coeﬃcients from Eq. (4.10) are zero. The second
order perturbation coeﬃcients which are nonzero (Eq. 4.11) are quadratic in the
angular momentum and can therefore be incorporated in the rotational constants.
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Table 4.1: Molecular parameters of 4-methylphenol and 4-
methyl[7D]phenol from the GA ﬁt. The ground state rota-
tional constants of 4-methylphenol have been kept ﬁxed at
the microwave values from Ref.[30].
4-methylphenol S0 S1
A (MHz) 5494.570 5154.6(12)
B (MHz) 1456.963 1470.51(67)
C (MHz) 1160.200 1153.62(41)
V3 (MHz) 18.00(25) 7.99(34)
V6 (MHz) -13.8(45) -24.7(43)
F (cm−1) 5.224(98) 5.108(98)
ν0 (cm−1) 35331.257(10)
ν0(E)− ν0(A(3)) = (MHz) 8218(16)
ν0(A(2))− ν0(B) = (MHz) 90(13)
4-methyl[7D]phenol
A (MHz) 5442.16(94) 5110.04(94)
B (MHz) 1417.59(37) 1431.03(37)
C (MHz) 1133.45(27) 1127.46(27)
V3 (MHz) 18.00(25) 7.99(34)
V6 (MHz) -13.8(45) -24.7(43)
F (cm−1) 5.170(7) 5.066(7)
ν0 (cm−1) 35326.729(10)
ν0(E)− ν0(A(3)) = (MHz) 8656.2(50)
Since the OH torsional barrier is very high, the perturbations are small and both
subbands can be ﬁt with the same set of eﬀective rotational constants and a origin
shift between the A(2)- and B-bands of 90 MHz.
Determination of barriers and torsional constants in both electronic states de-
mands more information from other spectroscopic techniques. In the microwave spec-
trum a splitting of the b-type transitions of 175 MHz has been observed [30]. The
selection rule for b-type transitions is ∆σ = ±1, so that the splitting between the
sub-torsional levels amounts to 87.5 MHz. The frequency of the pure torsional tran-
sition has been determined by IR spectroscopy to be 294 cm−1 [9]. The ﬁrst overtone
of the torsional vibration in the electronically excited state is determined to be 1199
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Table 4.2: Torsional transitions of 4-
methylphenol. The electronic transitions
are labeled by the m quantum number and
the symmetry of the sub-torsional level σ:
mσ(S1) ← mσ(S0) for absorption bands and
mσ(S1)→ mσ(S0) for emission bands.
p-cresol exp. ﬁt. diﬀ.
1e← 1e 8218(16) 8214 -4 MHz
2e← 1e 15.1(5) 15.4 +0.3 cm−1
3a1 ← 0a1 51.7(5) 52.7 +1.0 cm−1
4e← 1e 77(2) 77.9 +0.9 cm−1
5e← 1e 125(2) 123.6 -1.4 cm−1
1e→ 2e 18.5(10) 17.7 -0.8 cm−1
0a1 → 3a1 52.5(10) 51.9 -0.6 cm−1
1e→ 4e 80.0(20) 80.1 +0.1 cm−1
cm−1. Using these transitions and ﬁxing the torsional constant F at 690 GHz (the
value in phenol), we are able to ﬁt the ground state torsional V2-barrier to 1130 cm−1
and the excited state barrier to 4395 cm−1. Both values are slightly lower than the
corresponding values in phenol (1215 and 4710 cm−1, respectively) [17].
4.5.2 4-methyl[7-D]phenol
Fig. 4.3 shows the rotationally resolved LIF spectrum of the electronic origin of 4-
methyl[7-D]phenol. Due to the heavier OD group, the twofold torsion is quenched in
this system and the molecular symmetry group for the description of the molecule is
G6. Consequently, the origin band consists only of split pair of A(3)- and E-bands
with a frequency spacing of 8656 MHz.
Table 4.1 gives the molecular parameters that have been determined using the GA
program. The lifetime for 4-methyl[7-D]phenol is determined to be 9.7±0.6 ns from
a Lorentzian contribution to the total linewidth of 16.4±1 MHz. The A(3)E sub-
torsional splitting is very similar to the splitting in 4-methylphenol, also indicating
similar potential barriers. As no torsional bands of 4-methyl[7-D]phenol have been
measured not enough data are available to ﬁt the barriers to methyl rotation in this
molecule. Nevertheless, since the eﬀect of hydroxy deuteration on the methyl barrier
is supposed to be small, we set barriers and torsional constants equal to those of
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Figure 4.3: Rovibronic spectrum of the electronic origin of 4-methyl[7D]phenol. Fre-
quencies are given relative to the electronic origin at 35326.729(10) cm−1.
4-methylphenol.
4.5.3 4-methylphenol(H2O)1
Fig. 4.4 presents the rotationally resolved electronic spectrum of the origin of the
p-cresol-water cluster at 34972.873 cm−1. The origin is split into an A(3) and an E
subband due to the methyl torsion with a subtorsional splitting of 5459 MHz and
into an A(2) and B subband due to the water torsion with a subtorsional splitting of
29428 MHz.
As in the case of phenol, the sub-torsional structure due to the twofold water
torsion can be ﬁt using a rigid rotor model with diﬀerent rotational constants for both
components. Similar to the phenol-water case, the B and C rotational constants of
the (σ = 0) and (σ = 1) components are equal within their uncertainties. The A
constants of the sub-torsional components diﬀer by about 11 MHz indicating, that
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Figure 4.4: Rovibronic spectrum of the electronic origin of 4-methylphenol-water.
Frequencies are given relative to the electronic origin at 34972.873(10) cm−1.
the torsional axis of the water torsion is more or less parallel to the main inertial
a-axis of the cluster. This structure can be described as a trans-linear hydrogen bond
conﬁguration, with the water moiety acting as proton acceptor, like in phenol-water.
A spin statistics of 1:3 for the ratio of (σ = 0) to (σ = 1) further supports a structure
with the water moiety symmetric with respect to the aromatic plane.
This analysis clearly shows the convenience of the GA analysis of such a complex
spectrum. Although by eye no periodicity can be observed at ﬁrst glance, the GA is
capable of easily ﬁnding the two splittings from the methyl torsion (5459 MHz) and
the water torsion (29428 MHz). Of course, the application of the GA based auto-
mated technique still requires the choice of the ’correct’ Hamiltonian for the problem
under consideration. An easy way of ﬁnding spectral splittings (and thus obtaining
information about the required Hamiltonian) is to perform an autocorrelation of the
spectrum. This method has been shown by Neusser’s group to be helpful in the anal-
ysis of the phenol-water cluster spectrum [31] and later by Remmers et al. in the
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Table 4.3: Molecular parameters of 4-methylphenol-water
S0 S1
σ = 0 σ = 1 σ = 0 σ = 1
A (MHz) 3663.48(244) 3652.19(53) 3590.87(244) 3576.37(53)
B (MHz) 765.60(59) 765.98(31) 774.78(59) 774.35(31)
C (MHz) 637.00(48) 637.71(31) 640.76(48) 641.61(31)
V3 (cm−1) 18.00(25) 7.99(34)
V6 (cm−1) -13.8(45) -24.7(43)
F (cm−1) 5.41(7) 5.21(7)
ν0 (cm−1) 34971.891(10) 34972.873(10)
ν0(A(2))− ν0(B) (MHz) 29428(7)
ν0(A(3))− ν0(E) (MHz) 5459(6)
analysis of the tunneling spectrum of the benzoic acid dimer [32]. Nevertheless, if
one component of the complete spectrum amount to more than 50 % of the total
intensity, the GA is capable of ﬁtting this part of the spectrum, although it might be
concealed in the dense spectrum of the other component(s) and would therefore be in
accessible to a classical analysis using line position assigned ﬁts. From the diﬀerence
of the partly ﬁtted spectrum to the experimental one the missing components can
easily be recognized and subsequently ﬁt.
In order to compute the geometrical rotational constants from the torsionally
perturbed constants of Table 4.3, we have to estimate the V2 potential energy barrier
and the torsional constant F for the water torsion in both electronic states. However,
only three pieces of information are available for the determination of these four
parameters: The (σ = 0)/(σ = 1) sub-torsional splitting of 29428 MHz, the diﬀerence
of the A rotational constants for (σ = 0) and (σ = 1) in the electronic ground state
and in the electronically excited state. Fixing F ′′ of the ground state to the value
determined for phenol-water (14.813 cm−1) [28] (the ground state acidities of phenol
and cresol are similar, therefore one would expect similar torsional constants for the
water moiety) a ground state barrier V ′′2 of 182.6 cm
−1, an excited state barrier V ′2
of 125.3 cm−1 and a torsional constant F ′ in the excited state of 14.9 cm−1 are
calculated. These values are very close to the torsional barriers of phenol-water.
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Table 4.4: Structural r0-parameters of p-cresol. For atomic
numbering see Fig. 4.1.
S0 S1
B1(C1C2) 139.9(1) 142.2(10) (pm)
B2(C2C3) 140.5(3) 138.1(10) (pm)
B3(C3C4) 138.9(1) 144.3(4) (pm)
B4(CO) 138.3(6) 134.5(11) (pm)
B5(CCmethyl) 151.3(6) 150.3(2) (pm)
4.5.4 Determination of the structures
The program pKrFit [4] was used to determine the structure of 4-methylphenol in
the S0 and S1-states from the rotational constants of the two isotopomers described
above. Due to the limited number of isotopomers in this study, we performed a ﬁt
to the r0-structure, which completely neglects the vibrational contributions from the
diﬀerent isotopomers. A simple model for the geometry has been adopted, that is
given in Fig. 4.1. All aromatic CH bonds are set to the same value (107.7 pm for the
ground state and 107.4 pm for the excited state), the CH bonds of the methyl group
are ﬁxed at 109.0 pm. The OH bond lengths from the structural ﬁts of phenol have
been taken as constants (96 pm in the S0 and 99 pm in the S1-state). Opposing CC
bonds are set equal.
Table 4.4 gives the results for the ﬁts of the S0 and the S1 structure. The aromatic
ring expands upon electronic excitation quinoidally, as has been found for other para
disubstituted aromatic compounds. The CO and the CCmethyl bond lengths decrease,
what is in agreement with a quinoidal distortion of the ring system. The relative
shortening of these bands cannot be determined accurately, as both bonds nearly
coincide with the main inertial a-axis. Because the deuteration is at a position close
to this axis, both bond lengths are strongly correlated. The results present therefore
only one possible combination of bond length decreases.
From the above determined S0 and S1-structures of the cresol moiety, we ﬁtted the
structure of the p-cresol-water to the geometric rotational constants. All geometry
parameters in p-cresol have been kept ﬁxed at the monomer values, the geometry of
the water moiety has also been kept ﬁxed. We imposed the symmetry constraint on
the ﬁt: The H-atoms of the water moiety are symmetric with respect to the aromatic
plane. Table 4.5 shows the results.
The O–O hydrogen bond length decreases by 5.0 pm upon electronic excitation,
imaging the increased acidity of p-cresol upon electronic excitation, while the OOC
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Table 4.5: Structural r0-parameters of p-cresol-water. The
atomic numbering refers to Fig. 4.1, the subscript w refers
to atoms of the water moiety. The dihedral angle is deﬁned
between the H1-atom of the water moiety, the O-atom of
water, the O7-atom of cresol and the C1-atom of cresol.
The second dihedral angle is determined by the symmetry
constraint.
S0 S1
r(OwO7) 290.0(2) 285.0(2) (pm)
a(OwO7C1) 114.4(12) 113.9(20) (deg)
a(Hw1OwO7C1) 120(47) 116(16) (deg)
a(Hw2OwO7C1) -120(47) -116(16) (deg)
Table 4.6: OH-torsional barriers of phenol, p-ﬂuorophenol,
p-cyanophenol and p-methylphenol (p-cresol). All values
in cm−1.
V2(S0) V2(S1) References
p-ﬂuorophenol 1006 1819 [1]
p-methylphenol 1130 4395 [this work]
phenol 1215 4710 [17]
p-cyanophenol 1420 >5000 [2]
angle and the HOOC dihedral, describing the orientation of the water moiety nearly
stay constant. Two diﬀerent views of the ground state structure are shown in Fig. 4.5.
4.6 Conclusions
The value for the torsional barrier due to the internal rotation of the hydroxy group in
p-cresol was found to be 1130 cm−1 in the ground state, and 4395 cm−1 in the excited
state. These values can be compared to the V2 barriers of other p-disubstituted
phenols and of phenol itself, given in Table 4.6.
Relative to phenol, para substitution with ﬂuorine (+mesomeric eﬀect) and methyl










Figure 4.5: Top and side views of the ground and excited state structures of p-cresol-
water. For all other geometry parameters see Table 4.5.
while the cyano group (-mesomeric eﬀect) increases the barrier. Electron accepting
groups (as cyano) stabilize a partial quinoidal structure of the p-substituted phenol
with some double bond character of the CO bond, while electron donating groups
destabilize it. The lifetime of 4-methyl[7-D]phenol determined from the Lorentz con-
tribution to the Voigt proﬁle (9.7 ns) is substantially longer than the respective 4-
methylphenol life time of 1.6 ns. A similar increase of the S1 state life time was
found for phenol and [7D]phenol and was explained by a smaller probability for tun-
neling of the OD species through the barrier which separates the 1πσ∗ from the 1ππ∗
surface [33].
The V3 and V6 barriers of the methyl group torsion are low , as is typical for
molecules with G12 symmetry. Barriers determined from 4-methylphenol and 4-
methyl[7-D]phenol are equal within the uncertainty, showing that the two torsional
motions are mainly decoupled.
From the rotational constants of both isotopomers, the structural change upon
electronic excitation could be determined. As it is typical for para disubstituted
aromatics, the ring expands quinoidally upon excitation, while the two bonds in para
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position decrease. The decrease of the CO bond length mirrors the shift of electron
density from the oxygen atom to the aromatic ring, which takes place and is the
reason for the increased acidity of phenols upon electronic excitation.
The rotationally resolved electronic spectrum of the origin of the water cluster
is split into an A(3)E pair due to the methyl group rotation and into an A(2)B
pair due to the torsional motion of the water moiety. The S1 lifetime of the p-
cresol-water cluster determined from the Lorentz contribution to the Voigt proﬁle is
42±5 MHz, equivalent to a S1-state lifetime of 3.8±0.5 ns, which is much shorter
than the life time of the similar phenol-water cluster (15 ns). The large increase
of the lifetime by going from phenol to the phenol-water cluster was attributed by
Sobolewski and Domcke to a removal of the conical intersection of the 1πσ∗ surface
with the ground state. Furthermore, the 1πσ∗ surface shifts to higher energies, and
develops a minimum at the hydrogen transfered geometry of the cluster [33]. The
longer lifetimes of deuterated phenol and the phenol-water cluster compared to phenol
have therefore diﬀerent explanations (smaller tunneling rate vs. removal of a conical
intersection). For the explanation of the life times, it was also discussed, that a
rapid internal conversion takes place with the OH stretching vibration as accepting
mode [34, 35]. Both deuteration and complexation with water lower the stretching
frequency of the OH vibration, reducing its ability to act as accepting mode. In this
picture the lifetime of the p-cresol-water cluster should be equally increased as the
one of deuterated p-cresol. However, we found a much shorter lifetime for the cresol-
water cluster than for the deuterated cresol, strongly favoring the lifetime model of
Sobolewski and Domcke [33].
The structure of the p-cresol-water cluster could be determined to be trans-linearly
hydrogen bound, with cresol as proton donor like in the similar phenol-water cluster.
The O–O hydrogen bond length could be determined to be 290 pm in the ground
state and to 285 pm in the electronically excited state. This decrease in hydrogen
bond length is a consequence of the increased acidity of p-cresol in the S1-state, which
leads to a stronger hydrogen bond. Again, the decrease of the hydrogen bond length
of 5 pm is very similar to the corresponding value in phenol-water (4 pm).
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Structure determination of resorcinol rotamers by high
resolution UV spectroscopy 1
Abstract
The rotationally resolved S1 ← S0 electronic origins of several deuterated resorci-
nol rotamers cooled in a molecular beam were recorded. An automated assignment
of the observed spectra was performed using a genetic algorithm approach with an
asymmetric rotor Hamiltonian. The structures of resorcinol A and resorcinol B were
derived from the rotational constants of twenty deuterated species for both electronic
states. The lifetimes of diﬀerent resorcinol isotopomers in the S1 state are also re-
ported. Like in phenol these lifetimes mainly depend on the position of deuteration.
A nearly perfect additivity of the zero-point energies after successive deuterations in
resorcinol rotamers was discovered and subsequently used in the full assignment of
the previously reported low resolution spectra of deuterated resorcinol A [1].
5.1 Introduction
The three dihydroxybenzenes catechol (1,2-dihydroxybenzene), resorcinol (1,3-dihydro-
xybenzene), and hydroquinone (1,4-dihydroxybenzene) are building blocks of many
biologically important groups of molecules, like ﬂavanones, ﬂavones, ﬂavonols, and
anthocyanins. As such their structure is essential in understanding the chemistry
and dynamics of these biomolecules. Another interesting topic is that hydroquinone
possesses two isomers, which are distinguished by the relative orientation of their two
1G. Myszkiewicz, Ch. Ratzer, M. Schmitt and W. L. Meerts, Accepted for publication in
ChemPhysChem (2005)
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Figure 5.1: Rotamers of resorcinol studied in the paper. Numbering of the atoms is
used in the text to refer to the diﬀerent deuterated species. Inertial axes a and b are
also shown, the c is perpendicular to the ab plane.
-OH groups (cis – trans isomerism). For resorcinol and catechol even three such ro-
tamers are expected, although for catechol one of these three will have a strong steric
hindrance. It is therefore not a surprise that dihydroxybenzenes have been a topic of
many scientiﬁc publications.
Low resolution spectra (for example laser induced ﬂuorescence – LIF, resonance
enhanced multiphoton ionization – REMPI or dispersed ﬂuorescence – DF) help to
understand the vibrational activity in diﬀerent electronic states of the molecules.
REMPI spectra of dihydroxybenzenes up to about 300 cm−1 were recorded by Dunn
et al. [2] and diﬀerent rotamers were tentatively assigned. However, as shown by
Gerhards et al. [3] earlier assignments of resorcinol rotamers were incorrect. Using
spectral hole burning Gerhards et al. observed two series of transitions arising from
two diﬀerent rotamers of resorcinol and attributed the band at 35944 cm−1 to the
S1 ← S0 origin of structure A and the band at 36196 cm−1 to the S1 ← S0 origin of
structure B (see Fig. 5.1). Later, low resolution studies on resorcinol, its cations and
deuterated isotopomers combined experimental and theoretical approaches [1, 4, 5]
yielded a better understanding of the structure and vibrations in the S0, S1 and D0
electronic states.
Microwave (MW) spectroscopy of cis hydroquinone [6] allowed for determination
of the -COH groups structure in its electronic ground state. MW spectra of resor-
cinol [7] yielded the rotational constants of the ground state of all three possible
rotamers. Unfortunately, no isotopic substitutions were done and consequently no
structural parameters were derived. On the other hand rotational constants pre-
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dicted from theoretical structures of resorcinol [1, 3] do not compare very well with
the microwave data [7]. This indicates that higher level calculations are needed.
Since MW spectroscopy gives only rotational constants of the electronic ground
state, high resolution laser induced ﬂuorescence spectroscopy has to be applied to
obtain information about the electronically excited states. The structure of the S1
state of phenol was derived from high resolution LIF data of several isotopomers [8].
The trans and cis rotamers of hydroquinone were identiﬁed in the high resolution
S1 ← S0 ﬂuorescence excitation experiments by Humphrey and Pratt [9]. They
determined the structural change of hydroquinone upon electronic excitation and
deduced a quinoidal structure in the electronic S1 state.
In the present work we determine the pseudo rs-structures [10] of the A and B
rotamers of resorcinol in their S0 and S1 electronic states (see Fig. 5.1). A total
of 24 S1 ← S0 electronic origins of deuterated species of resorcinol A and B were
measured using rotationally resolved LIF. We ﬁt the obtained spectra with a genetic
algorithms (GA) automated assignment [11, 12] to an asymmetric rotor Hamiltonian.
The GA prove to be very useful in analysis of the multitude of spectra acquired in
this experiment. All spectra can be described within experimental accuracy as a-type
spectra. Similarly to phenol [8], the S1 lifetimes of the deuterated molecules depend
mainly on the position of deuteration. We also show extreme additivity of the zero-
point energies after successive deuterations in resorcinol rotamers. Finally, we use this




The experimental setup for the rotationally resolved LIF is described elsewhere [13].
In short, the vacuum system consists of three diﬀerentially pumped vacuum chambers
that are linearly connected by two skimmers (1 mm and 2 mm). The skimmers colli-
mate the molecular beam and hence reduce the Doppler contribution to the measured
linewidth to 25 MHz of full width at half-maximum (FWHM).
The laser part consists of single frequency ring dye laser (Coherent 899-21), pumped
with 7 W of the 514 nm line of an argon-ion laser. Rhodamine 110 is used in the dye
laser as a lasing medium. The fundamental light from the dye laser is coupled into an
external delta cavity (Spectra Physics) for second harmonic generation (SHG). The
UV radiation at ∼ 278 nm is generated in this cavity by an angle tuned, brewster cut
BBO crystal. The cavity length is locked to the dye laser frequency by a frequency
modulation technique [14, 15]. Typically ∼ 20 mW of UV radiation is available for
the experiment.
The UV laser crosses the molecular beam 360 mm downstream from the nozzle


























Figure 5.2: Keto-enol tautomerism in resorcinol A rotamer. Due to this mechanism
the hydrogen atoms shown in bold are easily deuterated.
under right angles. The molecular ﬂuorescence is collected perpendicular to the plane
deﬁned by the laser and molecular beam by an imaging optics. The total ﬂuorescence
is detected by a photomultiplier tube, whose output is digitized by a photon-counter
and send to a PC for data acquisition and processing. The relative frequency is
determined with a quasi-confocal Fabry-Perot interferometer with a free spectral range
of 149.9434(56) MHz. For the absolute frequency calibration an iodine spectrum is
recorded and compared with the tabulated data [16].
Commercially available undeuterated resorcinol is used without further puriﬁca-
tion. To substitute diﬀerent hydrogen atoms from resorcinol with deuterium atoms,
it is mixed with a surplus of D2O in the source container. Firstly, the hydroxy groups
are deuterated. Subsequently, all hydrogen atoms except H5 can be exchanged by deu-
terium atoms due to a keto-enol tautomerism (see Fig. 5.2). To increase the vapour
pressure of resorcinol, the source is heated to 180 ◦C. Subsequently, the molecular
beam is formed by expanding a mixture from the source, seeded in 600 mbar of
argon, through a 100 µm hole into the vacuum system.
5.2.2 Spectra of deuterated species
First we tried to obtain the rotationally resolved LIF spectra of the S1 ← S0 origins
of the undeuterated resorcinol A and B. Although we searched for the spectra within
±10 cm−1 from the origins given by Ref. [3] we failed to detect any signal. This
must be due to a very short lifetime of the S1 electronic state of resorcinol, which is
apparently much shorter then the one of phenol [8] and hydroquinone [9].
We therefore based our experiments on the deuterated species using the assignment
of the mass resolved R2PI spectra of deuterated resorcinol A reported in Ref. [1].
Since we expected short lifetimes (i.e. possibly weak or undetectable spectra) for
all hydroxy undeuterated resorcinol isotopomers we focused on the bands originating
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Figure 5.3: Experimental and ﬁtted spectra of (1,3,4,6) and (1,4,6) deuterated re-
sorcinol A. (I) Full spectra. (II) 10 GHz zoom in. The zero in the frequency scale
corresponds to the origin of (1,3,4,6) transition, ν0 of (1,4,6) species is shifted from
the other band by +3661(7) MHz.
from isotopomers with at least one hydroxy group deuterated. The results will be
presented in the following section.
The numbering of the atoms used further in the text is presented in Fig. 5.1. For
designation of diﬀerent deuterated species we put the numbers of hydrogens replaced
by deuterium in brackets, if necessary separated by commas. For example, (1,3)
means resorcinol isotopomer with deuterium atoms in positions H1 and H3.
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5.3 Results and discussion
5.3.1 Analysis of the spectra
All spectra were analyzed with a rigid asymmetric rotor Hamiltonian [17] with a two-
temperature model [18]. For the ﬁtting of spectra we used an automatic assignment
GA program, developed in our group [11, 12]. This GA based approach conﬁrmed its
usefulness in the assignment of many (24), frequently overlapping spectra present in
our study.
In general, the spectra of resorcinol A were found to be weaker than the ones of B.
At ﬁrst sight this is surprising, because the low resolution LIF spectra from Ref. [5]
show a slightly weaker signal for rotamer B than for A. Ab initio calculations [3, 19]
also conﬁrm a lower stability of rotamer B. However, it has been found from our
analysis that in general the isotopomers of resorcinol A have shorter lifetimes and thus
might indeed have weaker rotationally resolved spectra, due to lifetime broadening.
This will be discussed in Section 5.3.6.
Within the experimental accuracy all the bands analyzed in this work were found
to be pure a-type transitions. The -OH torsional splittings remained unresolved for
all hydroxy undeuterated resorcinol isotopomers. A sample of the spectra and the GA
ﬁt of the +65.60 cm−1 band of resorcinol A is presented in Fig. 5.3. The spectrum
of three overlapping bands at around +75 cm−1 originating from the three diﬀerent
isotopomers of rotamer B is compared with the GA ﬁt in Fig. 5.4. GA ﬁts of the
other spectra of resorcinol A and B are of similar quality. In the two-temperature
model [18] implemented in the GA ﬁts typical values for the rotational temperatures
were following T1 ∼ 1.8 K, T2 ≈ 3− 8 K and for the weighting factor w ≈ 0.04− 0.1.
5.3.2 Spin statistics
Rotamer A of resorcinol belongs to the molecular symmetry (MS) group isomorphic
with point group Cs. Consequently, we do not expect any inﬂuence of the nuclear
spin statistics on the rotational spectra of any of its isotopomers. This is in agreement
with the experimental ﬁnding.
On the other hand rotamer B can be characterized by the MS group C2v. Therefore
the ratio of the line intensities for Ka + Kc = odd to the Ka + Kc = even should
be 6:10. This is characteristic for the molecules with C2v symmetry with two pairs
of equivalent hydrogens, where C2 axis coincides with the b inertial axis. However,
for most isotopomers of this resorcinol rotamer, the C2v symmetry is lost and hence
the spin statistics does not inﬂuence the rotational spectra any more. The only
isotopomers, which will still possess the C2v symmetry are the ones symmetrically
substituted with respect to the inertial b axis, namely (1,3), (4,6), (1,2,3), (2,4,6),
(1,3,4,6) and (1,2,3,4,6) (position 5 cannot be deuterated in our experiment). The
ﬁrst four species contain a pair of equivalent hydrogens, as well as a pair of equivalent
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Figure 5.4: Experimental and ﬁtted spectra of (1,2,4),(1,2,6) and (1,2,3,4) deuterated
resorcinol B. (I) Full spectra. The zero in the frequency scale corresponds to the origin
of the (1,2,4) isotopomer. (II) 10 GHz zoom in of the part belonging to the (1,2,4)
and (1,2,6) isotopomers. A small splitting of 225 MHz between these two bands is
also shown. (III) 10 GHz zoom in of the origin vicinity of the (1,2,3,4) species.
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deuterium atoms. In this case the line intensities for Ka+Kc = odd to Ka+Kc = even
is 7:5. For the (1,3,4,6) and (1,2,3,4,6) sotopomers two pairs of equivalent deuterium
atoms give an intensity ratio Ka +Kc = odd to Ka +Kc = even equal 4:5.
5.3.3 Molecular constants
The rotational constants of resorcinol A and B, together with the other parameters
obtained from the GA ﬁts of the 20 experimental spectra are given in Tables 5.1 and
5.2, respectively. Parameters presented in these tables were averaged over typically
ﬁve diﬀerent GA ﬁts of the same spectrum started from diﬀerent initial parameter
values. Due to the weak spectra of bands (2,3,4), (2,4), (2,3,6) and (2,6) of resorcinol
A, ten runs of GA ﬁts were averaged in these cases. Simulated spectra with averaged
parameters as well as the ones from the single ﬁts always gave a perfect or very good
match with the observed spectra both in intensity and positions of the transitions.
Averaging also gives an estimate of the errors of the ﬁtted parameters using stan-
dard deviations of the averages. Subsequently, we derived a ﬁnal uncertainty (contain-
ing correlations between the parameters) utilizing a least-square program [20] with
the line positions calculated from the averaged GA results. In these calculations we
manually included only lines with the large enough intensity, i.e the lines which would
be used in the ’classical’ assignment. The upper limit for the errors of the absolute
origin ν0 and ∆ν0 was estimated from the absolute frequency calibration to the iodine
lines [16]. It amounts 0.010 cm−1.
All analyzed bands were attributed to isotopomers based on the structure ﬁt to the
inertial parameters and their shifts from undeuterated species. Details are discussed
in the following sections. We also note here that the spectra of the (1) and (1,3)
isotopomers of resorcinol A, and the (4) and (4,6) isotopomers of resorcinol B were
too weak for reliable GA ﬁts. However, after successful structure ﬁts these spectra




From the experiment we obtained the rotational constants B0g , which are related to




with g designating principal axes of inertia of the molecule a, b, c. However if possible,
one prefers to determine the equilibrium structure of the molecule, which is directly
related to the minimum of the potential energy of the electronic state. These latter
structures are marked with the superscript e.
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Table 5.1: Molecular constants of deuterated resorcinol A. ∆ν0 = ν0−35944 cm−1.
For spectra where pasting of overlapping scans was possible the ∆νprev0 represents
the shift from previous column (isotopomer) origin.
Substitution (1,3,6) (1,6) (1,3,4) (1,4)
A′′/MHz 3591.1(49) 3605(12) 3594.2(66) 3608.8(90)
B′′/MHz 1711.08(40) 1770.8(11) 1709.56(51) 1765.96(61)
C ′′/MHz 1159.01(27) 1185.47(70) 1158.75(42) 1185.06(49)
ν0/cm−1 35978.745(10) 35978.836(10) 35980.395(10) 35980.513(10)
∆ν0/cm−1 34.745(10) 34.836(10) 36.395(10) 36.513(10)
∆νprev0 /MHz 2741.5(64) 46717.6(42) 3550.2(51)
A′/MHz 3463.9(49) 3478(12) 3467.8(66) 3481.4(90)
B′/MHz 1702.62(40) 1761.2(11) 1701.00(51) 1756.50(61)
C ′/MHz 1142.25(27) 1167.83(70) 1142.03(42) 1167.52(49)
τ/ns 6.8(15) 3.6(4) 5.5(9) 4.0(6)
Substitution (1,3,4,6) (1,4,6) (2,3,6) (2,6)
A′′/MHz 3520.9(61) 3524.5(80) 3573.8(84) 3574(11)
B′′/MHz 1683.00(50) 1739.41(76) 1739.61(73) 1800.4(10)
C ′′/MHz 1139.14(33) 1164.98(45) 1170.19(50) 1197.63(68)
ν0/cm−1 36009.596(10) 36009.718(10) 36024.826(10) 36024.910(10)
∆ν0/cm−1 65.596(10) 65.718(10) 80.826(10) 80.910(10)
∆νprev0 /MHz 3660.7(53) 2531.0(81)
A′/MHz 3400.3(61) 3402.8(80) 3441.4(84) 3441(11)
B′/MHz 1674.28(50) 1730.03(76) 1730.75(73) 1791.0(10)
C ′/MHz 1122.94(33) 1147.90(45) 1152.41(50) 1178.75(68)




C ′′/MHz 1170.29(57) 1197.51(94)
ν0/cm−1 36026.557(10) 36026.670(10)
∆ν0/cm−1 82.557(10) 82.670(10)
∆νprev0 /MHz 49374.7(74) 3379.9(93)
A′/MHz 3438(10) 3433(16)
B′/MHz 1733.06(85) 1790.7(14)
C ′/MHz 1152.52(57) 1178.76(94)
τ/ns 3.8(4) 2.5(3)
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Table 5.2: Molecular constants of deuterated resorcinol B. ∆ν0 = ν0−36196 cm−1.
For spectra where pasting of overlapping scans was possible the ∆νprev0 represents
the shift from previous column (isotopomer) origin.
Substitution (1,4) (1,6) (1,3,4) (1,2)
A′′/MHz 3670(12) 3678(11) 3672.3(57) 3632.4(75)
B′′/MHz 1742.50(83) 1744.94(84) 1687.59(42) 1773.01(63)
C ′′/MHz 1183.30(61) 1183.77(55) 1156.53(30) 1192.14(43)
ν0/cm−1 36227.801(10) 36227.809(10) 36229.237(10) 36237.829(10)
∆ν0/cm−1 31.801(10) 31.809(10) 33.237(10) 41.829(10)
∆νprev0 /MHz 242.8(65) 42832.9(47)
A′/MHz 3543(12) 3551(11) 3546.7(57) 3501.7(75)
B′/MHz 1726.93(83) 1728.89(84) 1672.62(42) 1756.86(63)
C ′/MHz 1163.30(61) 1163.76(55) 1137.42(30) 1171.23(43)
τ/ns 4.7(9) 4.6(10) 13.2(22) 5.1(8)
Substitution (1,2,3) (1,4,6) (1,3,4,6) (1,2,4)
A′′/MHz 3630.9(58) 3605.9(59) 3597.1(46) 3571.8(57)
B′′/MHz 1714.87(47) 1716.49(47) 1661.59(34) 1743.01(47)
C ′′/MHz 1164.84(30) 1163.20(32) 1137.32(25) 1171.14(32)
ν0/cm−1 36239.322(10) 36260.428(10) 36261.845(10) 36270.382(10)
∆ν0/cm−1 43.322(10) 64.428(10) 65.845(10) 74.382(10)
∆νprev0 /MHz 44752.8(44) 42476.4(38)
A′/MHz 3500.9(58) 3485.3(59) 3477.3(46) 3446.6(57)
B′/MHz 1699.73(47) 1700.54(47) 1646.60(34) 1727.00(47)
C ′/MHz 1144.87(30) 1143.72(32) 1118.73(25) 1150.75(32)




C ′′/MHz 1171.34(32) 1145.25(24)
ν0/cm−1 36270.389(10) 36271.864(10)
∆ν0/cm−1 74.389(10) 75.864(10)
∆νprev0 /MHz 224.6(42) 44209.3(36)
A′/MHz 3445.8(54) 3435.1(44)
B′/MHz 1728.90(46) 1672.30(32)
C ′/MHz 1151.09(32) 1125.82(24)
τ/ns 6.6(14) 15.1(29)
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There are a few methods to correct the experimental moments of inertia for the
vibrational eﬀects. As crudest approximation, one can neglect these eﬀects and force
the relation I0g = I
e
g (r0). The result is called r0-structure. However, these structures
give typically overestimated bond lengths [21] and depend strongly on the choice of
isotopomers [22]. In the rs-structures [22, 23] the following relation is used to take







Unfortunately, the substitution method generally does not allow to use multisub-
stituted isotopomers in the ﬁt of the structure (with the exception of some highly
symmetric multisubstitutions), but it gives better estimates of the hypothetical equi-
librium structure and is largely independent of the studied isotopic substitutions.
The third way to include the vibrational corrections is the pseudo Kraitchman
approach [10]. Here, Eq. 5.2 is utilized in a global, nonlinear ﬁt of all the isotopomers
(also multisubstituted) in order to obtain the pseudo rs-structure. We used this
model in our structure ﬁts, because it allows to include the vibrational eﬀects on the
structure with only three additional parameters (the three 0g), while simultaneously
multisubstitutions can be considered. The ﬁtting program utilized has been described
in detail in Ref. [8]. More models for the determination of structures from rotational
constants have been discussed [24–27], but they are not used here, since they require
additional parameters to be ﬁt.
Structural constrains
Since we studied only a limited number of isotopically substituted resorcinols, we
had to impose constraints on the geometry of the molecules in the structure ﬁt.
Both rotamers of resorcinol in the ground and excited states are treated as planar
molecules. This is certainly a good assumption for the ground states, for which MW
on resorcinol [7] predict very small inertial defects ∆I(A) = −0.083 and ∆I(B) =
−0.081. We do not report the inertial defects for the electronically excited states of
the resorcinol rotamers, because of the large uncertainty in A. However, in phenol [8]
as well as in hydroquinone [9], the S1 state was found to be planar and there should
be no reason for resorcinol to behave diﬀerently.
In the case of resorcinol B the following restrictions are justiﬁed by the symmetry:
distance C1–C2 is set equal to C2–C3, C1–C6 equals C3–C4 and similarly C4–C5
equals C5–C6. Both -COH groups are equivalent and the inner angles of the benzene
ring are set equal in the following pairs: C6–C1–C2 with C2–C3–C4 and C1–C6–C5
with C3–C4–C5. Additionally, we ﬁx the outer C–C–H angles such that C–H bonds
bisect the inner C–C–C angles. Finally, all C–H bonds are treated to be identical and
the sum of all the inner angles in the benzene ring is ﬁxed to 720 degrees.
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In principle, resorcinol A does not have the C2v symmetry of resorcinol B. However,
in our structure ﬁts we found that the aforementioned constraints are also valid for
resorcinol A. For example, if the distance C1–C2 is uncoupled from C2–C3, identical
values within their uncertainties were found. The same holds for the other C–C
pairs mentioned in the previous paragraph as well as for the inner C–C–C angles.
For resorcinol A we also ﬁx the two, in principle diﬀerent -COH groups to the same
geometry. This is justiﬁed by the fact that the hydroxy groups are in meta positions
and therefore their electronic and steric interactions are small. The other constraints
imposed on the resorcinol B geometry were also applied in the ﬁnal ﬁt of resorcinol
A structure.
Fit
We started the structure ﬁts with resorcinol A, since we expected some help with
the assignment of diﬀerent isotopomers from the low resolution R2PI spectra [1].
As starting parameters we used the bond lengths and -COH group geometry from
phenol [8] and additionally ﬁxed the inner benzene ring angles and outer C–C–H
angles to 120 degrees. In this way the initial guess of the rotational constants of
all possible deuterated isotopomers of resorcinol A was made. These preliminary
rotational constants agreed reasonably well with the MW constants [7] obtained for
the undeuterated resorcinol. Furthermore, from the guess we could unambiguously
assign most of the isotopomers and include them in the ﬁt. The remaining bands
were assigned from the improved structural parameters. Only in the case of pairs
(2,3,4) with (2,3,6) and (2,4) with (2,6) the diﬀerences in the rotational constants
were too small for deﬁnitive assignment. These bands were tentatively distinguished
using their shifts from undeuterated species. For details see Section 5.3.5.
Fitting of some of the parameters from our model made the ﬁt numerically unsta-
ble. This was most likely caused by the large uncertainties in the rotational constants,
in particular A, but might also be caused by the low number of measured isotopically
substituted species. Therefore, in the next step we tried to ﬁx diﬀerent combinations
of geometrical parameters to the values found in phenol [8]. However for consistency
reasons, after the successful resorcinol B structure ﬁt we repeated the structure ﬁt of
rotamer A with parameters ﬁxed to values found for resorcinol B. The ﬁnal structural
parameters for resorcinol A are presented in Table 5.3.
In contrast to rotamer A, the ﬁt of resorcinol B geometry was straightforward.
With the parameters from the species A ﬁt a very good estimate of the rotational
constants of all the rotamer B isotopomers was obtained. All the resorcinol B bands
shown in Table 5.2 were unambiguously identiﬁed. The results of structure ﬁts for
both electronic states are presented in Table 5.3.
The structure ﬁts for both resorcinol rotamers in S0 and S1 electronic states
reproduce the rotational constants of all isotopomers very well. The uncertainties of
parameters from Table 5.3 include parameter correlations. It is important to notice
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Table 5.3: Pseudo-rs structural parameters of resorcinol A and B in the S0 and S1
electronic states. All bond lengths are given in A˚ and the angles in degrees.
A B
Parameter S0 S1 S0 S1
C2–C3 1.388(28) 1.450(18) 1.3944(27) 1.438(18)
C3–C4 1.388(32) 1.418(21) 1.3963(44) 1.425(28)
C4–C5 1.408(29) 1.469(16) 1.4071(77) 1.449(23)
C–H 1.091(27) 1.074a) 1.0856(57) 1.074(18)
C–O 1.371(64) 1.307(37) 1.3569(56) 1.3286(92)
O–H 0.959(48) 0.975(34) 0.9547(85) 0.947(57)
C1–C2–C3 119.68a) 116.1a) 119.68(52) 116.1(14)
C2–C3–C4 120.68a) 122.61a) 120.68(29) 122.61(69)
C3–C4–C5 119.41a) 120.46a) 119.41(36) 120.46(73)
C4–C5–C6 120.14a) 117.8a) 120.14(54) 117.8(13)
C3–C2–H2 120.16a) 121.97a) 120.16(26) 121.97(71)
C5–C4–H4 120.29a) 119.77a) 120.29(18) 119.77(37)
C6–C5–H5 119.93a) 121.11a) 119.93(27) 121.11(64)
C4–C3–O3 119.6(20) 118.7(18) 122.18(54) 121.0(16)
C–O–H 108.55a) 110.0a) 108.55(21) 110.0(30)
A 0.0548(21) 0.180(83) 0.05370(94) 0.220(61)
B 0.0552(19) 0.180(83) 0.05396(94) 0.217(61)
C −0.0557(10) −0.180(83) −0.05393(94) −0.217(61)
a) Fixed in the ﬁnal ﬁt to the value found for resorcinol B.
that the ﬁtting program is a local optimizer. To exclude convergence to local solutions
the ﬁts were repeated with diﬀerent starting parameters.
Ground and excited electronic state structures
From Table 5.3 it is evident that within the given uncertainties both resorcinol ro-
tamers are structurally very similar. This also holds for the excited electronic states.
The aromatic ring of resorcinol expands upon electronic excitation rather equally in
all directions (benzenoidal), though there seems to be a trend for elongating the whole
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molecule more along the b inertial axis than a-axis.
The most signiﬁcant diﬀerences between resorcinol and phenol [8] are observed for
the C–C bond lengths of the benzene frame. For resorcinol the longest bond seems to
be the C4–C5 bond which is far from the hydroxy groups and the shortest, the bond
between the two hydroxy groups C2–C3. In contrast, in phenol the largest one is the
C−OH–Cortho distance (1.4187(139) A˚), closest to the -OH group and the smallest
distance (1.3912(34) A˚) is the ’middle’ one (Cortho–Cmeta). This can be explained by
some collective electronic inﬂuence of the hydroxy groups on the benzene skeleton in
the ortho and para positions.
Resorcinol is a slightly stronger acid than phenol [28] (pK(resorcinol)a = 9.45 vs.
pK
(phenol)
a = 9.96) in the S0 electronic state. This seems to be conﬁrmed by the -COH
group structures for both molecules. Although the C–O bonds are equal, the O–H
bond of the resorcinol tends to be longer than the corresponding one in phenol [8].
Upon electronic excitation we clearly see the shortening of the C–O bonds and a
possible elongation of the O–H bonds. This suggests a similar increase of acidity
upon the electronic excitation in resorcinol, compared to phenol.
Finally, we can compare the g parameters, which represent the averaged eﬀect
of vibrations along the g inertial axis. From Table 5.3 it is clear that on average
both rotamers experience similar vibrational motions in the ground electronic state.
This is not surprising in the light of dispersed ﬂuorescence experiments of Imhof et
al. [5] on resorcinol A and B, which reported very similar vibrational frequencies for
both rotamers. Upon electronic excitation a signiﬁcant increase of the vibrational
activity (g) is noticed. This is caused by a shallowing of the potential energy surface
for most of the normal modes in the S1 state and consequently a decrease of the
corresponding vibrational frequencies. Again this is in agreement with the reported
vibrational frequencies for both resorcinols in the S1 state [5].
5.3.5 The zero-point energies
Additivity and assignment of electronic shifts
In the Born-Oppenheimer approximation all isotopomers of the same resorcinol ro-
tamer share the same potential energy surface. Within this approximation the dif-
ferences between shifts of the band origins from the undeuterated origin ∆ν0 can be
identiﬁed with the diﬀerences in the zero-point energies between ground and excited
states ∆ZPE = ZPE′ − ZPE′′ for diﬀerent isotopomers. Moreover, one can easily
calculate the ∆ZPE’s corresponding to subsequent substitutions of all the atoms in
the molecule. In our case only H atoms are substituted. The results for resorcinol A
and B are presented in Table 5.4.
We start with the discussion of resorcinol B, in which the assignment of iso-
topomers was more straightforward. It is clear from Table 5.4 that for resorcinol
B the ∆ZPE’s after successive deuterations are extremely additive (to within below
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Table 5.4: Diﬀerences in the ∆ZPE for the observed isotopomers of resorcinol A and
B (∆ZPE ≡ ∆ν0). Each column named with ’+(. . . )’ contains ∆ZPE after additional
substitution of the isotopomer given in the ﬁrst column. All numbers are in cm−1.
A ∆ν0 +(3) +(4) +(6) +(3,4) +(3,6) +(4,6)
(1,3) a) 5.54 30.86 29.21 60.06
(1) a) 5.63 −0.09 30.89 29.21 30.77 29.12 60.09
(1,3,6) 34.74 30.85
(1,6) 34.84 −0.09 30.88 30.76
(1,3,4) 36.39 29.20







B ∆ν0 +(2) +(3) +(4) +(6) +(1,3) +(2,3) +(3,4) +(3,6)
(4) a) 30.39 32.64 2.84
(1,4) 31.80 42.58 1.44 32.63 44.06
(1,6) 31.81 42.58 32.62 34.04 34.04
(1,3,4) 33.24 42.63 32.61
(1,2) 41.83 1.49 32.55 32.56 34.03
(1,2,3) 43.32 32.54






a) Origins found for isotopomers with too weak spectra for reliable GA ﬁts. Later ﬁtted
with rotational constants predicted from the structure ﬁts.
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0.1 cm−1). This additivity of ∆ZPE’s is not completely surprising, since it was already
observed for example for phenol [8]. It clearly points to a very local character of CH
and OH stretching and COH bending vibrations in resorcinol B.
For resorcinol A we consider ﬁrst the upper eight rows of Table 5.4. These data
represent the ∆ZPE’s of isotopomers unambiguously assigned by the structure ﬁts.
With high conﬁdence it can be assumed that the substitutions in positions (1), (2)
and (3) will also be additive. This assumption is based on the observations that
both in resorcinol B and in phenol the ∆ZPE’s add up very well. Furthermore, the
substitutions at positions (4) and (6) (next to any of the two hydroxy groups) in
resorcinol A seems to be perfectly additive as well.
From these facts it can be concluded that of the four possible assignments of
the isotopomers (2,3,6), (2,3,4),(2,6), and (2,4) only the one presented in Table 5.4
gives additive shifts for substitutions in positions (2) and (3). For the other three
possibilities, the ∆ZPE after deuteration of either H2 or H3 diﬀer within each column
by ∼ 3.47 cm−1. We do not observe such a large deviations even in phenol. Moreover,
in phenol [8] the ∆ZPE clearly gets smaller in deuterated isotopomers from -CH
groups with increasing distance from the hydroxy group. This agrees perfectly with
a smaller origin shift for the +(6) column (trans position with respect to -OH group)
compared to the +(4) column (cis position with respect to -OH group).
Prediction of S1 ← S0 spectrum for deuterated resorcinol rotamers.
Based on the additivity of the origin shifts with subsequent deuterations and the av-
erage shifts from Table 5.4 we can predict the full S1 ← S0 spectrum of deuterated
resorcinol A and B. The results are presented in Table 5.5, where they are also com-
pared with the results of the low resolution experiment from Ref. [1]. Clearly for the
rotamer A, derived origin shifts ∆νpred.0 are in perfect agreement with the observed
ones ∆νmeasured0 . Furthermore, after taking into account FWHM ∼ 3 cm−1 of the
low resolution study, estimated on the basis of Fig. 5 from Ref. [1], we conclude a
very good agreement between frequencies. However, in view of our study some of the
bands from Ref. [1] had to be reassigned.
For resorcinol B the electronic origin of the undeuterated species that was not
observerd in the present investigation, can be determined using the nearly perfect
additivity of the ZPE shifts. The values given in Table 5.4 were used for determination
of νundeuterated0 . The resulting average value of 36193.78(4) cm
−1 gives a perfect
agreement (to within below 0.1 cm−1) of the predicted and measured origin shifts of
all isotopomers. This origin of the undeuterated resorcinol B, is certainly within the
experimental error of the low resolution experiments, which reported previously the
origin at 36196 cm−1 [1].
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Table 5.5: Comparison of predicted electronic shifts from undeuterated origin for all
resorcinol A isotopomers, deuterated in positions 1 − 6 (excluding 5), with experi-
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5.3.6 S1 electronic state lifetimes
For both resorcinol rotamers the trend of increasing the excited state lifetimes with
subsequent deuterations of the hydroxy groups is similar (cf. Tables 5.1 and 5.2). For
the rotamer A, the lifetime of isotopomers with 1 and 3 positions substituted ranges
from 5.5 to 7.1 ns, for either 1 or 3 substituted from 3.0 to 4.0 and for deuterated
isotopomers with neither 1 nor 3 substitution from 2.5 to 2.7 ns. One exception from
this rule is the (1,4,6) isotopomer, with the short lifetime of 2.3 ns which is shorter
than that of the hydroxy-undeuterated species.
For rotamer B no hydroxy-undeuterated species could be observed. An increase of
the S1 lifetime for the resorcinol B isotopomers is found with respect to the respective
isotopomers of resorcinol A. Substitution of both hydroxy hydrogen atoms leads to
lifetimes between 9.4 ns and 15.1 ns, while single hydroxy deuteration results in
lifetimes between 4.6 to 6.6 ns.
5.4 Summary
In summary, for the interpretation of all 24 studied spectra we utilized the GA au-
tomated assignment [11, 12] with an asymmetric rotor Hamiltonian. The GA again
proved its usefulness in the analysis of the many spectra acquired in this experiment.
All spectra could be described within experimental accuracy as a-type spectra and
the -OH torsional splittings remained unresolved for all resorcinol isotopomers.
We determined the pseudo rs-structures of resorcinol’s A and B rotamers in the
S0 and S1 electronic states. Within obtained uncertainties and assumed model, both
rotamers could be described with very similar geometrical parameters for both elec-
tronic states. The aromatic ring of resorcinol expands symmetrically, although there
exists a trend for a slightly larger elongation of the whole molecule along the b inertial
axis.
The extreme additivity of the zero-point energies after successive deuterations of
the resorcinol rotamers was proven and subsequently used in the full assignment of the
previously reported low resolution spectra of deuterated resorcinol A [1]. The anal-
ogous spectrum is also predicted for the resorcinol B rotamer. For that rotamer the
additivity led to a correction of the undeuterated S1 ← S0 origin to 36193.78(4) cm−1.
The additivity of the ZPE shifts is a clear indication of the local oscillator behaviour
of the CH and OH vibrations in these molecules.
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Twisted intramolecular charge transfer (TICT) states.
Rotationally resolved fluorescence excitation spectra of
4,4′-dimethylaminobenzonitrile (DMABN) in a molecular
beam 1
Abstract
We report the observation at high resolution of seven vibronic bands that appear
within ∼ 200 cm−1 of the electronic origin in the S1 ← S0 ﬂuorescence excitation
spectrum of 4,4′-dimethylaminobenzonitrile (DMABN) in a molecular beam. Sur-
prisingly, each band is found to be split into two or more components by a (coordi-
nated) methyl group tunnelling motion, which signiﬁcantly complicates the analysis.
Despite this fact, high quality (Observed Minus Calculated ≤ 30 MHz) ﬁts of each of
the bands have been obtained, from which the rotational constants, inertial defects,
torsion-rotation interaction constants, methyl group torsional barriers, and transi-
tion moment orientations of DMABN in both electronic states have been determined.
The data show that DMABN is a slightly pyramidalized (∼ 1◦), but otherwise (heavy-
atom) planar molecule in its ground S0 state, and that its electronically excited S1
state has both, a more pyramidalized (∼ 3◦) and twisted (∼ 25◦) DMA group. Large
reductions in the methyl group torsional barriers also show that the S1 ← S0 electronic
transition is accompanied by signiﬁcant charge transfer from the nitrogen atom to the
π∗ orbitals of the aromatic ring. Thereby established for the ﬁrst time is the partici-
pation of all three vibrational coordinates in the dynamics leading to the ’anomalous’
emissive behaviour of DMABN in the condensed phase.
1A. E. Nikolaev, G. Myszkiewicz, G. Berden, W. L. Meerts, J. F. Pfanstiel and D. W. Pratt,
Journal of Chemical Physics 122 (2005) p. 084309-1–10
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6.1 Introduction
Literally hundreds (if not thousands) of publications have appeared in the past 50
years concerning the properties of 4,4′-dimethylaminobenzonitrile (DMABN) and re-
lated molecules in their ground and electronically excited states. Mainly, this is
because of its ’anomalous’ emission spectrum in the condensed phase. In addition
to the normal ﬂuorescence that is always present, DMABN exhibits an additional,
red-shifted emission in polar solvents that was ﬁrst attributed by Lippert et al. [1–
3] to an intramolecular charge transfer (ICT) state. Later, recognizing that charge
separation and/or ﬂow would be inhibited by orbital overlap between the two ends
of the molecule, Grabowski and coworkers [4] suggested that the process involved
an internal twisting of the dimethylamino (DMA) group. Such a motion would fa-
cilitate ’permanent’ transfer of electrons from the amino nitrogen to a π∗ orbital
extending over the aromatic ring. This hypothesis, leading to the concept of twisted
intramolecular charge transfer (TICT) states, was then tested in an extensive series of
experiments by Grabowski, Rotkiewicz, Rettig and many others [5]. In the following
years, other competing models of structural relaxation were proposed, including the
so-called planar ICT (PICT) model advocated by Zachariasse and co-workers [6, 7].
Despite the passage of time, the intense controversy generated by these proposals,
and the extensive application of ICT molecules as ﬂuorescence markers, sensors, and
’switches’ in materials science and in biology, very little is known about their electronic
and geometric structures. Gas phase, ﬂuorescence excitation spectra of DMABN
in supersonic jets were ﬁrst reported by Kobayashi et al. [8], Gibson et al. [9] and
Bernstein and co-workers [10–13]. Signiﬁcant activity of several vibrational modes
lying within the ﬁrst 200 cm−1 of the origin was detected in both the excitation
and emission spectra and attributed to both DMA inversion and twisting motions.
Kajimoto and coworkers [14] measured the microwave spectrum of DMABN and found
the ground state to be nearly planar with an inversion angle of about 15◦. They also
observed a partially resolved rotational band contour of the S1–S0 electronic spectrum
of DMABN and concluded that, in the S1 state, the DMA group is rotated by 30◦
from the aromatic plane. Salgado et al. [15] reported on the basis of similar laser
experiments on the isolated molecule that the LIF spectrum contained two types of
contours, b-type bands that belonged to a ’planar’ excited state and c-type bands that
belonged to a ’twisted’ excited state. But Saigusa et al. [16] suggested on the basis of
a re-examination of the low resolution spectra of DMABN-h6 and -d6 that all bands
terminate in an S1 state that is twisted by about 26◦ with a small 150 cm−1 barrier to
planarity. The structure and dynamical behavior of S1 DMABN also have been the
subject of many theoretical calculations, most recently using TDDFT methods [17].
Reported here are the results of rotationally resolved ﬂuorescence excitation ex-
periments on DMABN in a molecular beam. The data give information about the
equilibrium geometry of the molecule in its ground electronic state, about the equilib-
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rium geometry of the molecule in its excited electronic state, and about the diﬀerences
in the electronic distributions of the two states. Studies of seven diﬀerent vibronic
bands in the S1–S0 spectrum show that DMABN is an essentially planar molecule in
its S0 state, that it is a slightly pyramidal, signiﬁcantly twisted molecule in the S1
state, and that signiﬁcant charge transfer is facilitated by vibrational motion along
these coordinates. Thereby established for the ﬁrst time is a direct connection between
the properties of the isolated molecule and its behavior in the condensed phase.
6.2 Experimental and Analysis
DMABN was purchased from Aldrich and used without further puriﬁcation. Low
resolution experiments to determine the frequencies of the transitions for subsequent
examination at high resolution were performed as described elsewhere [18]. The high
resolution data were obtained using two molecular beam laser spectrometers [19, 20].
The sample was heated to about 150◦C, seeded into 500 torr of argon, expanded
through a 150 µm quartz nozzle, skimmed once, and crossed 15 cm downstream of the
nozzle by a single frequency, tunable visible laser, intracavity frequency doubled into
the UV. Reduction of the Doppler width to approximately 20 MHz was accomplished
by active control of the angle between the laser and molecular beams, which was as
close to 90◦ as possible, and by spatially selective detection optics, which collects light
from a ∼ 0.7 mm diameter sphere located at the center of the crossing point. The
laser is a Spectra-Physics Ar+-pumped ring dye laser (Models 171 and 380D) that
has been modiﬁed for intracavity frequency doubling and extended tuning over ranges
(in the UV) of up to 7 cm−1. The homogeneous linewidth of the laser is less than
1 MHz. In a typical experiment, the laser was scanned across the width of a single
band, producing ﬂuorescence at selected wavelengths that was detected by a PMT
and photon-counting system and processed by a computer-controlled data acquisition
system. As will be seen, each spectrum consists of thousands of lines which connect the
populated rotational levels of the the ground state with the corresponding, accessible
rotational levels of the excited electronic state.
The spectra were analyzed using the eﬀective Hamiltonian for an asymmetric
molecule with two equivalent CH3 internal rotors discussed by Tan et al. [21]. An
extensive initial search for the best ﬁt parameters for each of the spectra was per-
formed with the automated assignment technique based on genetic algorithms (GA)
developed in Nijmegen [22, 23]. These results were then subsequently used to perform
line assignments with Plusquellic’s program jb95 [24] and a detailed ﬁt of these as-
signments to the eﬀective Hamiltonian. Ab initio calculations were performed using
Gaussian 98 [25].
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Figure 6.1: Vibrationally resolved ﬂuorescence excitation spectrum of DMABN.
6.3 Results
Fig. 6.1 shows the low resolution ﬂuorescence excitation spectrum of DMABN. Similar
to the spectra recorded by others [8–10], the spectrum has a weak origin band at
∼ 32247 cm−1 but exhibits many strong features within the ﬁrst 200 cm−1 of the
origin. These have been assigned most recently by Saigusa et al. [16], as involving
DMA torsional, DMA inversion, and methyl torsional motions. These assignments are
listed in Table 6.1. Similar low frequency activity is built on higher energy vibronic
transitions displaced by ∼ 600 cm−1, etc. from the origin, as in the case of other
substituted benzenes. Thus, apart from this low frequency activity, the S1 state of
DMABN in the gas phase appears to be a normal, locally excited ππ* state of a
typical aromatic molecule.
To date, our high resolution study has been conﬁned to the seven strongest bands
in the ﬁrst low frequency progression. The origin band proved too weak to record
under the present conditions. Fig. 6.2 shows the rotationally resolved spectrum of
band 2, located at 32322 cm−1 (+ 76 cm−1). The entire spectrum contains in excess
of 3000 lines and spans over 3 cm−1 at a rotational temperature of 4 K. Initial attempts
to ﬁt this spectrum showed that it contains at least two closely spaced subbands with
similar inertial parameters [26]. A weak third subband was discovered in reﬁnements
of the ﬁt with the computer assisted GA. Thus, it was determined that three distinct
6.3 Results 111
Table 6.1: Observed vibrational bands in the S1 ← S0 ﬂuorescence exci-
tation spectrum of 4,4′-dimethylaminobenzonitrile (DMABN).
Band Band origin Shift from Assignment(b) ∆I avg
(cm−1)(a) origin (cm−1) (amu×A˚2) (c)
1 32246.73 0 Origin (Not observed)
2 32322.33 75.6 τ20 -12.27
3 32360.15 113.4 I20 -12.50
4 32365.60 118.9 τ10Mh
1
0 -14.22
5 32383.37 136.6 τ40 -11.47
6 32423.64 176.9 τ60 -11.93
7 32436.92 190.2 τ20 I
2
0 -13.46
8 32440.77 194.0 τ30Mh
1
0 -12.11
(a) Calculated from the observed G-G subband origin frequency
(Table 6.2).
(b) S1 vibrational levels that participate in the indicated transition: τ
denotes DMA torsion, I denotes DMA inversion and Mh denotes methyl
torsion (see Ref. [16]).
(c) Average values for all subbands lying within the indicated band.
rotational contours, separated by ∼ 3 GHz and with relative intensities of ∼ 1:2:1,
comprise band 2. There are approximately 1000 lines in each subband.
Reﬁned values of the rotational constants of the two states that participate in
band 2 were obtained by ﬁrst ﬁtting the strong subband. A simulated spectrum of
this subband was generated using the previously measured rotational constants of the
ground state [14] and CIS 6-31+G values for the excited state. This was suﬃcient
to reproduce its main features. Then, assisted by the GA results, ’copies’ of this
spectrum were shifted to the approximate origins of the two remaining subbands until
their main features were reproduced as well. Assignments of the several transitions in
each of the subbands were then made and reﬁned values of the rotational constants
were obtained, using a least squares ﬁtting procedure.
An important result of this exercise was the discovery that only one of the three
subbands, the lowest frequency one, could be ﬁt using rigid rotor Hamiltonians for
both states. The two higher frequency bands required the addition of terms linear in
the angular momentum quantum numbers to the Hamiltonian of the excited state. As
discussed elsewhere [21], terms of this sort arise from the coupling of overall rotation
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Figure 6.2: Rotationally resolved ﬂuorescence excitation spectrum of band 2 in
DMABN. Shown in the middle is a small portion of the experimental spectrum,
the ﬁtted spectrum with a convoluted lineshape function, and the individual lines of
the separate subbands that contribute to the spectrum in this region. Illustrated at
the bottom is a still smaller portion of the spectrum showing the ﬁrst-order torsion-
rotation splittings for (left to right) transitions [J ′,K ′a,K
′
c−J”,Ka”,Kc”] = [10,3,8 –
11,4,7], [4,4,1 – 5,5,0], [9,3,7 – 10,4,6] and [8,3,5 – 9,4,6]. Among the splittings shown,
the one involving the degenerate pair [4,4,1 – 5,5,0] and [4,4,0 – 5,5,1] is the largest.
with another source of angular momentum, such as internal rotation. The principal
experimental evidence for this conclusion are splittings observed in some of the lines,
especially those connecting levels having Ka nearly equal to J . These transitions are
near degenerate in the case of near prolate asymmetric rotor. However, addition of
6.3 Results 113
Table 6.2: Ground state inertial parameters derived from ﬁts of bands
2-8 in the S1–S0 electronic spectrum of DMABN. All parameters are in
MHz, except for ∆I in amu×A˚2.
Band A B C ∆I Origin Freq.
2 A-A 3470.3(4) 578.7(3) 499.6(1) -7.41(40) 968995908
G-G 3470.5(5) 578.6(2) 499.5(1) -7.46(20) +3052.6
3 A-A 3470.0(5) 578.6(1) 499.7(1) -7.76(20) 970118243
G-G 3470.0(5) 578.6(1) 499.7(1) -7.75(20) +14702
4 A-A 3468.9(8) 578.6(3) 499.5(2) -7.34(40) 970296024
G-G 3469.6(5) 578.6(2) 499.6(2) -7.59(40) +372.4
5 A-A 3469.3(10) 578.6(2) 499.6(1) -7.49(30) 970814803
G-G 3469.4(20) 578.6(2) 499.5(1 ) -7.47(30) +14250
6 A-A 3470.9(8) 578.8(1) 499.8(1) -7.57(20) 972035675
G-G 3471.0(8) 578.8(1) 499.7(1) -7.57(15) +524.5
7 A-A 3471.2(7) 578.8(1) 499.8(1) -7.63(20) 972422232
G-G 3471.4(7) 578.9(1) 499.9(1) -7.56(20) +12092
8 A-A 3470.6(6) 578.8(1) 499.8(1) -7.64(15) 972522977
G-G 3470.5(6) 578.8(1) 499.8(1) -7.57(15) +26814
linear terms to the Hamiltonian removes this degeneracy. A speciﬁc example from the
strong subband is shown in Fig. 6.2, where two ﬁts, with and without linear terms,
are compared.
The ﬁnal ﬁt of band 2 utilized 198 assigned lines for the ﬁrst subband, 333 lines for
the second subband and 91 lines for the third subband, with standard deviations of
10.7, 8.1 and 20.1 MHz, respectively. One possible explanation for the high (Observed
– Calculated) (OMC) of the third subband is the high density of lines and low signal-
to-noise. Another is that this subband (the E subband) is predicted to consists of
two overlapping transitions (the E1+E3 subbands) [21]. For this reason, we also ﬁt
the entire spectrum using GA and the model Hamiltonian, completely reproducing
the entire spectrum. The inertial constants derived from the two ﬁts were the same,
within experimental error.
All subbands in band 2 are mainly b-type bands. Owing to band congestion, the
possible contributions of other band types could not be determined. The resulting
inertial constants of both ground and excited state are accurate to at least ± 1 MHz.
The ground state values compare favorably to the earlier microwave values [14]. Typ-
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Table 6.3: Excited state inertial parameters derived from ﬁts of bands 2-8 in the
S1–S0 electronic spectrum of DMABN. All parameters are in MHz, except for ∆I
in amu×A˚2.
Band A B C Da Db ∆I
2 A-A 3405.6(4) 575.5(3) 498.2(2) -12.19(30)
G-G 3405.0(5) 575.3(2) 498.1(2) 42.4(30) 24.5(400) -12.34(20)
3 A-A 3374.5(1) 576.8(1) 498.4(5) -12.00(30)
G-G 3396.2(5) 575.6(1) 498.5(1) 186.0(3) 44.6(200) -12.99(20)
4 A-A 3374.7(7) 576.0(3) 498.8(2) -14.07(40)
G-G 3375.8(7) 576.0(2) 499.0(1) 7.0(3) 0 -14.36(30)
5 A-A 3400.1(10) 576.3(2) 498.4(1) -11.69(40)
G-G 3394.6(20) 576.4(1) 498.1(1) 305.4(5) 28.2(20) -11.25(10)
6 A-A 3401.4(7) 575.7(1) 498.3(1) -12.17(10)
G-G 3401.3(5) 576.1(1) 498.3(1) 118(3) 10(30) -11.68(10)
7 A-A 3394(3) 576.6(1) 499.2(1) -12.87(10)
G-G 3383.1(5) 576.4(1) 499.3(1) 192.4(2) 37(20) -14.04(20)
8 A-A 3407.3(5) 576.5(1) 498.8(1) -11.87(10)
G-G 3397.7(1) 576.3(1) 498.7(1) 554(4) 82.4(8) -12.34(20)
ically, microwave values are more precise, but in this case only eight pure rotational
transitions were measured, making the precision in our experiment at least as high
as the microwave one. Individual lines identiﬁed in the ﬁtting process have FWHM’s
of about 50 MHz. Examination of the individual lineshapes suggests approximately
equal contributions to them from Doppler and lifetime broadening. The 5 ns ﬂuores-
cence lifetime measured for DMABN in the gas phase by Howells et al. [27], suggests
a Lorentzian contribution to the linewidth of 32 MHz. The results for band 2 are
summarized in Tables 6.2 and 6.3, which separately list the ground and excited state
parameters of all seven studied bands of DMABN. The results for the E subbands
are not reported here owing to their high OMC values. Standard deviations increase
for the lower intensity subband ﬁts, as the number of readily assignable transitions is
smaller.
Fig. 6.3 shows the rotationally resolved spectra of the remaining six bands, bands
3-8. Band 3, observed at ∼ 32360 cm−1 (+ 113 cm−1), contains more than 2000
lines and, even though it appears to be a b-type band (no obvious Q branch), one
can immediately see that there is signiﬁcant intensity in the region where a Q-branch
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Figure 6.3: Rotationally resolved ﬂuorescence excitation spectra of bands 3-8 in the
S1–S0 electronic transition of DMABN.
would have been expected. This prompted us to again look for the presence of sub-
bands. Using procedures similar to those described above, it was determined that
three subbands are present in band 3, separated by ∼ 15 GHz with relative intensities
of ∼ 2:5:3, and linewidths comparable to those in band 2. The ﬁnal ﬁt of band 3
utilized 41 assigned lines for the ﬁrst subband, 369 lines for the second subband and
75 lines for the third subband, with standard deviations of 19.8, 5.0 and 13.1 MHz,
respectively. A contour GA ﬁt again reproduced the spectrum of the third subband.
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The rotationally resolved spectrum of band 4, observed at ∼ 32366 cm−1(+ 119
cm−1), has a diﬀerent appearance. It is signiﬁcantly more congested than bands 2
and 3. This is due to the presence of three closely spaced subbands, separated by ∼
370 MHz, with relative intensities of ∼ 2:6:3. As in the previous cases, we attempted
to ﬁt the spectrum with rigid rotor Hamiltonians for both electronic states. However,
as before, it was required to introduce linear terms into the excited state Hamiltonian
of the two higher frequency subbands. The ﬁnal ﬁt of band 4 utilized 52 assigned
lines for the ﬁrst subband, 272 lines for the second subband and 137 lines for the third
subband, with standard deviations of 8.5, 11.3 and 7.9 MHz, respectively.
Band 5, observed at ∼ 32383 cm−1 (+ 137 cm−1), is the strongest band in the
studied frequency range and was obtained with the highest signal-to-noise. Despite
this fact, lines of only two subbands could be assigned. These bands are separated
by ∼ 14 GHz with a relative intensity of ∼ 1:2. It was suﬃcient to use rigid rotor
Hamiltonians for the ground and excited states of the lower frequency subband, while
some linear terms were required to ﬁt the stronger, higher frequency subband. The
ﬁnal ﬁt of this spectrum was based on the assignment of 112 lines for the ﬁrst subband
and 114 for the second, with standard deviations of 3.9 and 4.5 MHz, respectively. A
GA ﬁt of the full spectrum showed the presence of a third subband shifted another
∼ 14 GHz to the blue.
Band 6, observed at ∼ 32424 cm−1 (+ 177 cm−1), is the second strongest band
in the studied frequency range and is similar in all respects to band 5 (cf. Fig. 6.3).
At ﬁrst glance, band 6 appears to contain two subbands with relative intensity of ∼
1:2. In this case, the spacing of two subbands is ∼ 500 MHz. Analogous to band
5, the lower intensity (low frequency) subband in band 6 could be ﬁt using only
rigid rotor Hamiltonians for both states, while the higher intensity subband required
introduction of linear terms in the Hamiltonian of the excited state. The ﬁt was based
on 78 assignments for the ﬁrst subband and 206 assignments for the second subband,
with standard deviations of 2.9 and 1.5 MHz, respectively. A GA ﬁt pointed to the
existence of a third subband at still higher frequency about 500 MHz to the blue.
Band 7, observed at ∼ 32437 cm−1 (+ 190 cm−1), appears to again contain only
two subbands, split by ∼ 12 GHz, with a relative intensity of ∼ 4:7. 324 lines were
assigned for the weaker subband and 225 for the stronger one, with standard devi-
ations of 2.8 and 2.1 MHz, respectively. The lower intensity subband was ﬁt using
only rigid rotor terms in the Hamiltonian. The higher intensity subband contained
characteristic internal rotation splittings, analogous to those observed in other bands,
which required the addition of linear terms to the Hamiltonian of the excited state.
A third subband was again shown to be present in band 7 by the GA ﬁt.
The rotationally resolved spectrum of band 8 was observed at ∼ 32441 cm−1
(+ 194 cm −1). Band 8 was initially identiﬁed as b-type, with no apparent splittings.
Only after the initial ﬁt was performed, using a Hamiltonian with internal rotation
terms in the excited state, was signiﬁcant additional intensity observed in the lower
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frequency portion of the spectrum. This new intensity was accounted for by the
introduction of a second subband, shifted by an unprecedented ∼ 27 GHz to the red,
with relative intensity of ∼ 1:2. 196 lines were assigned for the lower intensity subband
and 162 lines were assigned for the higher intensity subband, resulting in standard
deviations of the ﬁt of 2.2 and 2.4 MHz, respectively. The remaining intensity in the
highest frequency part of the spectrum (not shown in Fig. 3) could be attributed to
a third subband with a GA calculation.
It is important to note at this juncture that each of the rotational constants listed
in Tables 6.2 and 6.3 contains second-order contributions due to the torsion-rotation
interaction. However, from an estimate of the torsional barriers (vide infra), it can
easily be shown that these contributions are small, of the order 0.01 MHz or less
(except for band 8, where they approach 10 MHz). Therefore, they are neglected in
what follows. We also reiterate here that all studied bands 2-8 are b-type bands and
exhibit the same single rovibronic linewidths, 50 MHz or so. This demonstrates that
these bands all access upper state vibrational levels which have comparable lifetimes.
The values presented in Table 6.1 are from the G-subband origins of the high
resolution spectra from Table 6.2. These are the best numbers for the low resolution
unresolved spectra since the weighted intensities of the A, G and E subbands coincides
exactly with the G origin.
6.4 Discussion
6.4.1 Structural considerations
Examination of the ground state rotational constants in Table 6.2 reveals that the
values of A, B and C of bands 2-8 are all the same, within experimental error. This
shows that all seven bands originate in the same vibrational level of DMABN, pre-
sumably the zero-point level of its S0 state. The diﬀerent transitions cannot be hot
bands, nor can they belong to diﬀerent conformers of DMABN. Each of these possi-
bilities would require that the ground state rotational constants of the diﬀerent bands
be diﬀerent.
To interpret these values, we ﬁrst performed a number of theoretical calculations.
At the HF/6-31+G level, DMABN converges to a ’planar’ structure; the CN group
and the heavy atoms of the DMA group all lie in the aromatic plane. Importantly,
this structure has signiﬁcantly diﬀerent inertial parameters from the observed one, as
shown in Table 6.4. ’Planar’ DMABN has an inertial defect (∆I = Ic − Ia − Ib) of
-6.28 amu×A˚2 whereas the experimental structure has ∆I = −7.56 amu×A˚2. (This is
the average value for all seven bands). A large fraction of the observed inertial defect
comes from the out-of-plane C-H bonds of the two methyl groups. For comparison,
the inertial defect of 2,3-dimethylnaphthalene in its S0 state is -6.55 amu×A˚2 [21].
But there must be at least one other out-of-plane contribution in DMABN.
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Table 6.4: Calculated and observed inertial parameters of DMABN in its
ground and electronically excited states.
Parameter Experiment MW (a) HF/6-31+G Fit
(average values)
A (MHz) 3470.3(d) 3470.0 3499.1 3487.7(b)
S0 B (MHz) 578.7(d) 578.6 580.5 583.6(b)
C (MHz) 499.7(d) 499.6 501.0 503.7(b)
∆I (amu×A˚2) -7.56(d) -7.36 -6.28 -7.54(b)
CIS/6-31+G
A (MHz) 3405.6(e) 3395.6 3395.4(c)
S1 B (MHz) 575.5(e) 578.8 577.4(c)
C (MHz) 498.2(e) 497.5 499.1(c)
∆I (amu×A˚2) -12.19(e) -6.14 -11.58(c)
(a) Microwave values from Ref. [14].
(b) Modiﬁed theoretical structure of ground state with inversion angle =
18.6o, CNC angle = 122o.
(c) Modiﬁed theoretical structure of excited state with twist angle = 25o,
inversion angle = 30o.
(d) Average values for all subbands.
(e) Values for the A subband in band 2.
Additional contributions to the inertial defect may originate from pyramidalization
of the N atom or twisting of the DMA group. To distinguish these contributions,
one may consider also the values of the A rotational constant. Twisting the DMA
group of a ﬂat DMABN does not aﬀect this parameter but pyramidalization does.
Thus, ’best-ﬁt’ values of the degrees of pyramidalization and twist may be obtained
by simultaneously changing them until the calculated values of A and ∆I match
those of the experimental structure. No twist was necessary in the ground state.
Pyramidalization of the DMA group by 1o, giving an inversion angle of 17.2o, yields
a structure with ∆I = −7.36 amu×A˚2. Additional reﬁnement is possible by varying
the angle between methyl groups. Our ’best-ﬁt’ structure has an inversion angle of
18.5o and an angle between the methyl groups of 122o, giving ∆I = −7.54 amu×A˚2
as shown in Table 6.4. Earlier microwave studies [14] estimated an inversion angle of
15o. The corresponding angle in the ground state of aniline is ∼ 38o [28].
Fig. 6.4 shows a plot of the dependence of the inertial defect of DMABN on the
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Figure 6.4: Plots of the A rotational constant (in MHz, top) and inertial defect (in
amu×A˚2, bottom) of DMABN as a function of distortion along diﬀerent vibrational
coordinates (see legend).
inversion and twist angles of the DMA group. These data were obtained by distorting
the HF/6-31+G structure along each coordinate, ’freezing’ the motion along all others,
and calculating the changes in ∆I and A. The magnitude of ∆I increases along both
coordinates. But, for reasonable values of both parameters, ∆I is much more sensitive
to the torsional motion of the DMA group owing to the presence of the ’oﬀ-axis’ methyl
groups.
Table 6.3 shows that the values of A, B, and C, and ∆I in the diﬀerent excited
state levels accessed in bands 2-8 are mostly diﬀerent, even among the diﬀerent sub-
bands accessed within a single band. As will be seen, these diﬀerences are signiﬁcant,
and provide key insights into the types of nuclear motion that are produced by the
absorption of light. But, taken together, all values of A are about 2% smaller in the
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S1 state of DMABN whereas the values of B and C in the S1 state are relatively un-
changed, compared to the S0 state. The values of the inertial defects in the S1 state
(ranging from -11 to -14 amu×A˚2) are about 40% larger than that of the ground
state. It is expected that aromatic molecules expand upon ππ* excitation, which
causes the overall decrease in rotational constants. The relatively large decrease in A
indicates that the benzene ring is taking on a quinoidal shape as in the excited state
of aniline [28]. However, elongation of the ’perpendicular’ bonds in the benzene ring
cannot explain the larger (in magnitude) inertial defect values. This value is expected
to remain unchanged at -6 – 7 amu×A˚2.
While large, the decrease in the magnitude of A in S1 DMABN is signiﬁcantly
smaller than that in S1 aniline [28]. Aniline has ∆A ∼ -331.2 MHz, compared to ∆A
∼ -65 MHz in DMABN. 4-Aminobenzonitrile has ∆A = -316.6 MHz [29]. While these
are ’smaller’ molecules, with larger A values (aniline has A = 5618 MHz in the S0
state), the percent change in A is also much larger in aniline and 4-aminobenzonitrile
(∼6%) than in DMABN (∼ 2%).
To account for the smaller change in A, and for the large change in the magnitudes
of the inertial defects in the S1 state of DMABN, the contributions of pyramidaliza-
tion and twist again have to be considered, as in the case of the ground state (cf.
Fig. 6.4). Beginning with a ’planar’ DMABN, pyramidalization of at least 5◦ (giving
an inversion angle of ∼ 38◦) is required to ﬁt the observed values of ∆I. These an-
gles are substantially larger than the corresponding angles in the ground state, which
seems unreasonable to us. A ’quinoidal’ DMABN would have a ﬂatter DMA group.
Rotation of the DMA group by a twist angle of 17◦ with respect to the plane gives
an inertial defect of -12.2 amu×A˚2, in good agreement with experiment. (The A
subband in band 2 has ∆I = −12.19gmu A˚2.) However, twist angles τmin of about
26◦ have been estimated from Franck-Condon ﬁts of the vibrational progression in
the low resolution spectrum [16]. Additionally, neither pyramidalization nor twisting
the DMA group alone explains the relatively small ∆A value.
A unique solution to this problem is revealed only when one allows for simultaneous
twisting and pyramidalization of the attached DMA group. Thus, starting with the
modiﬁed ab initio structure of a hypothetical ’planar’ DMABN, the experimental
values of both ∆I and A in the S1 state can be ﬁt by twisting the DMA group by 25◦
about the ’C2’ axis and by pyramidalization of the nitrogen atom by 3◦. This is shown
explicitly in Fig. 6.5. Such a coordinated motion is intuitively obvious on chemical
grounds. If a ’ﬂatter’ DMA group is a consequence of the conjugative interaction
of the nitrogen lone pair π electrons and the electrons of the ring, then rotation of
the DMA group with respect to the plane of this ring should reduce this interaction,
and simultaneously allow for pyramidalization of the nitrogen atom. ’Tetrahedral’
nitrogen atoms are more stable than ’trigonal’ ones. Additionally, rotation of the
DMA group also will produce a less quinoidal structure of the ring, since that structure
also is a consequence of the same conjugative interaction. S1 DMABN must have a
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Figure 6.5: The TICT state. Schematic diagram illustrating the geometry changes
that occur when DMABN absorbs light.
signiﬁcantly less quinoidal structure than S1 aniline, given the diﬀerences in their ∆A
values.
6.4.2 The low resolution spectrum
That the DMA group is both twisted and pyramidalized in the S1 state of DMABN
is also apparent from its low resolution spectrum (Fig. 6.1). Saigusa et al. [16] have
recently re-examined this spectrum, in dimethylaniline, in DMABN, and in several
of their isotopomers. They also have given compelling assignments of most of the
observed bands appearing in this spectrum up to an excess energy of ∼ 350 cm−1.
A key factor in these assignments was the discovery of the DMABN-d6 origin band,
which made possible a more meaningful comparison of the frequencies and intensities
of the diﬀerent bands in the diﬀerent isotopomers. Based on these assignments,
it was concluded that the prominent low frequency progression involves the DMA
torsional mode, with less signiﬁcant contributions from DMA inversion and methyl
group torsional motions. The S1 state was found to be twisted by about 26◦, with
an eﬀective two-fold barrier of ∼ 190 cm−1 at the planar conﬁguration. An inversion
angle of 15◦ was estimated for DMABN in its S0 state (compared to 0◦ for the S1
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state). The corresponding angles in dimethylaniline were estimated to be 27◦ (S0)
and 13◦ (S1).
Our results both conﬁrm and extend the results of Saigusa et al [16]. Listed in
Table 6.1, in addition to the frequencies and displacements of the bands up to ∼
200 cm−1 above the origin of DMABN, are the proposed assignments and measured
inertial defects of the S1 vibrational levels that participate in these transitions. Here,
τ denotes DMA torsion, I denotes DMA inversion, and Mh denotes methyl torsion.
Assignment of bands 2, 5 and 6 as the prominent progression along the DMA torsional




0 ; owing to symmetry, transitions are allowed only to even levels
in S1) is conﬁrmed by their (average) inertial defects, -12.3, -11.5, and -11.9 amu×A˚2,
respectively. All of these values are large in magnitude compared to the ∆I value
of the ground state, -7.56 amu×A˚2. The data also provide further support for the
presence of two minima in the S1 potential along this coordinate. As one approaches
the top of the barrier, < τ2 >1/2 should ﬁrst decrease and then increase, leading to
a zig-zag behavior of ∆I as a function of τ [30]. This is precisely what is observed.
Thus, there must be a maximum at the planar geometry along this coordinate in the
S1 state, if there is a minimum in the S0 state. The ∆I data also quantitatively
support the suggested S1 barrier height of ∼ 190 cm−1 along this coordinate since all
probed levels lie below this barrier.
Bands 3 and 4, and bands 7 and 8 also have substantially larger (in magnitude)
inertial defects (∆I = −12.5 and -14.2, and -13.5 and -12.1 amu×A˚2, respectively).
These values are not only larger than those of the ground state, but they are also
larger than the values for the τ2, τ4, and τ6 torsional levels, evidencing substantial
displacements along other out-of-plane coordinates. But ambiguities exist concerning
the assignments of both pairs of these bands. Saigusa et al. [16] assigned bands 3












0, but noted that
both assignments could be reversed. The torsional levels τ0 (the zero-point level)
and τ1 should have increasingly negative values of ∆I, compared to the value for τ2(-
12.0 amu×A˚2). Additional activity of the methyl torsional mode should not contribute
greatly to ∆I. So, although it is diﬃcult to be certain, the reversed assignment of
band 3 to τ10Mh0 and band 4 to I
2
0 seems more reasonable to us. In that event, the
value ∆I= -14.2 amu×A˚2 seems too large in magnitude to attribute solely to the DMA
twist. Additional displacement along the inversion coordinate away from 00 would
explain the larger value. The barrier to inversion is likely to be quite small. So, the
magnitude of the contribution to ∆I from inversion is expected to rise steeply with
increasing displacement along this coordinate. For that reason, we are comfortable
with the existing assignments of band 7 as τ20Mh
2
0 (with ∆I = -13.5 amu×A˚2) and
band 8 as τ30Mh
1
0 (with ∆I = -12.1 amu×A˚2) but more data will be necessary to
conﬁrm this conclusion.
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6.4.3 Methyl group torsional motions
Revealed by the high resolution spectra for the ﬁrst time is additional vibrational
motion along the methyl group torsional coordinate of DMABN in its S1 electronic
state. The primary evidence for this motion are the splittings that are observed in the
spectra. Each observed high resolution band is split into two or more components,
and the diﬀerent components exhibit diﬀerent splittings and diﬀerent relative intensi-
ties. Importantly, these relative intensities are independent of backing pressure, show-
ing that they are dictated primarily by the diﬀerent nuclear spin statistical weights
(NSSW’s) of the aﬀected levels, not by their relative temperatures, Franck-Condon
factors, and/or oscillator strengths. Of the possible feasible tunneling pathways that
could be responsible for these NSSW’s, inversion of the DMA group would produce
two subbands with the same relative intensities, rotation of a single methyl group
would produce two subbands with diﬀerent relative intensities, and (coordinated) ro-
tation of two equivalent methyl groups would produce three or more subbands with
diﬀerent relative intensities. The last possibility is the only one that is consistent with
the experimental data.
DMABN is a two-top molecule. In the absence of coupling between the two tops,






V ∗3 (1− 3cosφ1) + Fp22 +
1
2
V ∗3 (1− 3cosφ2), (6.1)
where F is the reduced rotational constant for the motion described by the angles φ1
and φ2, p1 and p2 are the angular momenta of the two rotors, and V ∗3 is an eﬀective
hindering potential. A single methyl rotor governed by a potential of this type has
three torsional levels for each torsional quantum number v, a single A torsional level
and two E torsional levels. Degenerate in the inﬁnite barrier limit, the three levels are
split by tunneling through a ﬁnite barrier (the A-E splitting) and by torsion-rotation
interactions (the E-E splitting). A similar situation exists for two equivalent methyl
rotors. Here, the original nine-fold (3 x 3) degeneracy is split by tunneling into three
groups of levels, labeled by A1, G, and E1+E3. The diﬀerent levels can be distin-
guished by their diﬀerent NSSW’s, approximately 1:2:1 for A1:G:E1+E3 levels. Each
of the diﬀerent sub-torsional levels also has its own eﬀective rotational Hamiltonian,
since the motions (and the magnitudes of torsion-rotation coupling) that occur in
each of the levels are not the same.
In general, the tunneling splitting in diﬀerent electronic states also is not the
same because the potentials governing the torsional motion are not the same. The
separations between the A1, G, and E1+E3 levels in each state are expected to be
diﬀerent. Thus, a single band in an electronic spectrum is split into three components,
the A1-A1 (A) subband, the G-G (G) subband, and the [(E1+E3) – (E1+E3)] (E)
subband. The separations between the subbands are measures of the diﬀerence in
the V∗3 values in the two states. When all three subbands are observed, the two
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separations should be equal if the rotors are independent; i.e., if rotor-rotor coupling
is small. In favorable cases, these criteria can be used to distinguish rovibrational
transitions belonging to one subband from those belonging to another. The separate
subbands can be ﬁt using their own, unique rotational Hamiltonians, and the derived
values of the torsion-rotation interaction terms can be used to obtain independent
estimates of the V∗3 values in both electronic states.
We proceed as follows. First, we note that the diﬀerent subbands within each
band of DMABN can each be identiﬁed by diﬀerences in their intensities. Next, we
note that the diﬀerent subbands always appear in the same energy sequence; A, G,
and E in each band. This means that the three-fold barrier in the S1 state is less than
that in the S0 state [V ∗3 (S1) < V
∗
3 (S0)]. Next, we note that only the excited state
sub-torsional levels G and E are split by the torsion-rotation interaction. Da, Db,
and Dc are all zero (within experimental error) for the corresponding ground state
sub-torsional levels. This means that the ground state barrier is on the order of 500
cm−1 or more, and that, to a ﬁrst approximation, the A, G and E sub-torsional levels
belonging to v′′ = 0 in the ground state are degenerate. This is not a surprising
result. The CH3 torsional barrier in the electronic ground state of CH3NH2 is ∼ 690
cm−1 [31].
To proceed further, we make several assumptions. We choose F(S0) = 5.241 and
F(S1) = 5.285 cm−1 based on ab initio calculations. We choose ρa = cos 30◦ and ρb
= cos 60◦ since the axes about which the torsional motions are occurring make angles
of approximately ± 30◦ (± 60◦) with respect to a (b). Note that this assumption
is at least qualitatively consistent with the experimental ﬁnding that Da  Db in
all perturbed bands. And, since the spacings between the three subbands in each
band are approximately equal , we also neglect the possible inﬂuence of couplings
between the two rotors. We then use Eq. (2) to evaluate the ﬁrst-order perturbation




These coeﬃcients were then used to determine V∗3 from Herschbach’s tables [32]. In
principle, the values of Db also should be included in this analysis, but as these are
small and much less precise, they were ignored. And, ﬁnally, the derived barrier
heights were used to compute tunneling splittings that could be compared to the
experiment.
Table 6.5 lists the values of V∗3 that were derived in this way. The excited state
values of V∗3 are all substantially less than that of the S0 state. The diﬀerent S1
vibrational levels have substantially diﬀerent V∗3 values, varying from 117 to 342
cm−1.
That the excited state values of V∗3 are all substantially less than that of the
ground state in DMABN is an extremely important result. Methyl groups attached
to ’tetrahedral’ nitrogen atoms typically have large torsional barriers, of the order
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Table 6.5: Methyl group torsional parameters in the ground and elec-
tronically excited states of DMABN.
State Band Da Db V∗3
(a) V∗3
(b) TS (c) TS (d)
(MHz) (MHz) (cm−1) (cm−1) (GHz) (GHz)
S0 All ∼ 0 ∼ 0 > 500 543 0
S1 2G 42 24 222 230 3 4
3G 186 45 153 138 15 18
4G 7 0 342 367 0.4 0.5
5G 305 28 117 140 14 18
6G 118 10 165 180(e) 9
7G 192 37 165 148 12 15
8G 554 82 117 107 27 31
(a) Values from Da obtained from the assigned ﬁt.
(b) Values from GA automated ﬁt.
(c) Experimental tunneling splitting in GHz.
(d) Theoretical tunneling splitting in GHz.
(e) Value from Da, see text.
of 500 cm−1. Theoretical studies suggest that these large values have their origin
in a ’hyperconjugative’ interaction involving the nitrogen lone pair electrons and the
attached methyl group [33]. If this is so, then the substantial decrease in V∗3 values in
the excited state of DMABN indicates that the density of lone pair electrons on the
nitrogen atom is substantially reduced, compared to the ground state. The (six-fold)
CH3 torsional barrier in the n→3s Rydberg state of CH3NH2 is much smaller (V6 = 5
cm−1) [34] than the (three-fold) barrier in the ground state (V3 = 690 cm−1) [31], in
accord with this thinking. Thus, the smaller values of V∗3 in the S1 state of DMABN
provide ﬁrm evidence for charge transfer from the n orbital of nitrogen atom to the π∗
orbital(s) of the aromatic ring. Stark eﬀect experiments [35] to determine the dipole
moment of S1 DMABN will provide a more quantitative measure of this eﬀect.
Variations in the V∗3 values among the diﬀerent S1 vibrational levels probed in
this work may be attributed to several factors. One is the method of ﬁtting the data.
Using jb95, we ﬁt the individual subbands separately, obtaining diﬀerent values of
Da (and Db) from which the barrier heights were determined separately, as well. In
the absence of rotor-rotor coupling, the values for the diﬀerent subbands belonging
to a given ν should be the same. One possible explanation for the fact that they are
diﬀerent is the high uncertainty in the values of Da for the weaker subbands. Another
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possible explanation is rotor-rotor coupling. To address this issue, we independently
ﬁt all of the subbands together, using the GA method. The Hamiltonian used for
this procedure was the full torsion-rotation Hamiltonian, as described by Tan et al.
[21], which requires that all torsional subbands with the same ν have the same value
of V∗3. For all bands a consistent picture was found with the exception of band
6. In that band the result from Da and the subband separation do not follow the
Hamiltonian1 [21]. Table 6.5 also lists the results of these calculations. Comparing
these to experiment, we see that the values obtained by the two diﬀerent methods
agree quite well.
Independent of the possible variations in the V∗3 values within a given ν, the diﬀer-
ent S1 vibrational levels of DMABN also have substantially diﬀerent V∗3 values. They
also have very diﬀerent tunneling splittings (cf. Table 6.5). Substantial coupling
between the methyl group torsional motion and other vibrational modes, especially
these involving the DMA group, may be responsible for the diﬀerences in these values.
Motion along one coordinate might strongly facilitate motion along others. Indeed,
higher lying S1 levels have lower V∗3 values, and larger tunneling splittings. The pos-
sible disappearance of the E1+E3 subbands at higher energy also may be attributed
to interactions among these degrees of freedom. Further studies of these eﬀects are
in progress.
6.5 Summary
Summarizing, an extensive study of the electronic spectrum of DMABN at high res-
olution has revealed new information about the properties of the ground and excited
states of the isolated molecule. Ground state DMABN is ’planar’ and less pyramidal;
excited (S1) state DMABN is twisted and more pyramidal. The spectra also reveal
evidence for substantial methyl group torsional activity, a consequence of substantial
charge transfer from the nitrogen atom to the ring. Thus, all three vibrational coor-
dinates: DMA torsion, DMA inversion, and methyl group torsion act in concert to
’protect’ against ’back’ electron transfer once the photon is absorbed. Thereby cre-
ated is a stable minimum on the energy landscape of the S1 state that is responsible
for the unique emissive properties of DMABN and related molecules in the condensed
phase.
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CHAPTER
SEVEN
Introduction to nanofabrication with optical laser fields
7.1 Introduction
After the discovery of lasers it was noticed that lasers tuned close to atomic resonances
can transfer a signiﬁcant amount of momentum to the motion of atoms. This eﬀect
allowed for optical manipulation of atoms and evolved into many fascinating branches
of science, like for example high-precision atomic spectroscopy, atomic clocks, laser
cooling, trapping, Bose-Einstein condensation and many others. These techniques
brought a detailed understanding of the nature of the interactions between laser ra-
diation and atoms, sometimes called atom-optics.
In 1987 Balykin and Letokhov in their theoretical paper [1] suggested for the ﬁrst
time that atom-optics could be applied to focus atoms into a nanometer spot size
by a focused hollow ’doughnut-mode’ (TEM∗01) laser beam. This was never realized
experimentally, but Timp et al. [2] replaced the idea of a TEM∗01 ’laser lens’ with the
focused standing-wave (SW) concept. The principles of laser-focused nanofabrication,
for the ﬁrst time performed by Timp et al. are shown in Fig. 7.1. An atomic beam of
sodium is formed by evaporating atoms into a vacuum. Then, the beam is collimated
in the transversal direction by means of laser cooling and subsequently it passes a
focused SW laser beam, tuned near to the sodium resonance around λvac. = 589.16 nm
(a vacuum wavelength). The atoms experience a force due to the varying intensity
in the SW and are focused by an array of nanolenses (SW nodes or antinodes). A
substrate is placed, such that the SW grazes across its surface. In this way, the
ﬁrst laser-focused fabrication of extremely parallel sodium nanolines, spaced by just
λ/2 = 295 nm was realized.
The ﬁrst nanostructure grown with atoms stable at ambient atmosphere were
carried out by McClelland et al. [3], who succeeded to focus chromium and demon-
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Figure 7.1: Principles of laser-focused atomic deposition.
strated the grown structures by atomic force microscopy (AFM). Afterwards, the
ﬁeld ’exploded’ with many other examples of laser-focused structures. Manipulation
of atoms in a laser SW and subsequent fabrication of nanostructures was experi-
mentally demonstrated in the direct deposition regime with atomic beams of alu-
minum [4], ytterbium [5], iron [6, 7] and via lithography with a self-assembled mono-
layer as the resist with cesium [8]. A number of diﬀerent SW geometries were used:
a one-dimensional SW created from two counter-propagating laser beams resulted in
periodic nanolines [2–8]; a SW composed of four laser beams at right angles yielded a
square lattice of nanostructures [9] and a SW obtained by three laser beams crossing
at mutual angles of 120◦ resulted in a hexagonal nanostructured array [10]. More
complicated periodic patterns were created with more complex laser ﬁelds, such as
those obtained by polarization gradients [11, 12], by reﬂecting a laser beam from a
holographic mirror [13], by utilizing a slight misalignment of four initially orthogonal
laser beams [14], by beating of two atomic resonances [15] and by superimposing ﬁve
laser beams to create a quasicrystal pattern [16].
The following section brieﬂy introduces the interactions between light and atoms,
which make the laser-focused manipulation of atoms possible. In the experimental
section the apparatus used in our experiments with chromium and iron is presented.
The last two chapters of this thesis describe our own contributions to the laser-focused
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Figure 7.2: A simple mechanistic model of the spontaneous force, employed in the
laser cooling or heating processes. −→v r denotes the recoil velocity.
experiments: quasiperiodic chromium structures and iron nanolines.
7.2 Optical forces on atoms
7.2.1 Spontaneous force and laser cooling
There are basically two types of the optical forces that can act on an atom. The
ﬁrst one is usually called the spontaneous force. It is the dominant force for laser
frequencies tuned within the linewidth of the atomic transition. Its origin is schemat-
ically shown in Fig. 7.2. The near-resonant photon from the laser ﬁeld is absorbed
by a ’two-level’ atom and therefore gains recoil momentum in the direction of the
laser radiation. Within the lifetime τ of the excited state, the atom emits isotrop-
ically a photon, assuming that the spontaneous decay is dominant. The net eﬀect
of absorption and emission is that the atom gains momentum in the direction of the
laser propagation. Since the spontaneous force is non-conservative, it can accelerate
(heat) or decelerate (cool) the atoms. However, in order for this process to have a
macroscopic eﬀect on the velocity of the atoms, the absorption-emission cycle has to
be repeated many times (∼ 104). This requires a closed transition.
In a simple two level picture we will now demonstrate the behaviour and magnitude
of this force. For a laser beam with wave vector k = 2π/λ, tuned close to an atomic
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resonance, the average spontaneous force can be expressed as [17, 18]:
< Fs >= kΓ fe, (7.1)





1 + I/Is + (2∆/Γ)2
. (7.2)
In these equations, I is the laser intensity, ∆ is the laser detuning from the atomic res-
onance, Γ is the natural linewidth of the transition (Γ = 1/τ) and Is is the saturation





It is clear from these equations that the spontaneous force saturates with increasing
laser intensity I and decreasing detuning ∆ (fe −→ 0.5). Furthermore, for large
detuning the force is proportional to I/∆2 and therefore rapidly vanishes. To illustrate
the magnitude of this force, we take as an example the transition 7P o4 ← 7S3 in 52Cr
at λvac. = 425.55 nm. The transition is almost fully saturated (fe = 0.455) for
I = Is = 85 mW/cm2 and ∆ = 0. For these conditions the spontaneous force
corresponds to an acceleration of 2.6 × 105 m/s = 26000 × g, with g the earth’s
gravitational acceleration. Moreover, this example shows that one does not need
high laser intensities to saturate the spontaneous force, at least for small detunings
comparing to Γ.
One of the most important applications of the spontaneous force is laser cooling of
a cloud of atoms [19, 20]. If the laser frequency is tuned below the atomic resonance, a
so-called Doppler cooling occurs [21]. The red-shifted photons are absorbed by atoms
with a velocity component towards the direction of the laser beam and subsequently
these atoms reradiate the photons isotropically. Therefore, the atoms moving towards
the laser source are slowed down. The laser ﬁeld ’appears’ to an atom as a viscous
medium, sometimes called ’optical molasses’ [22]. In a ﬁeld of three pairs of counter-
propagating beams along the x, y and z-axis a cloud of atoms can be slowed down
and even trapped. The temperature reachable by the Doppler cooling is limited by
the spontaneous emission. The minimum temperature TD is given by [23]
TD = Γ/(2kB). (7.4)
In the example of the 52Cr transition 7P o4 ← 7S3, TD = 120 µK.
With other techniques the atoms can be cooled beyond the Doppler limit. For
example with polarization gradient cooling (also called Sisyphus cooling) [17, 24],
velocity-selective coherent population trapping (VSCPT) [25] and Raman cooling.
Using this last technique a beam of sodium atoms was cooled to temperatures as low
as 100 nK [26].
In the laser-focused nanofabrication transversal laser cooling is used to collimate
the atomic beam without loss in ﬂux (see Fig. 7.1).
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Figure 7.3: A harmonic oscillator in an external ﬁeld. Illustration of the dipole force.
7.2.2 Dipole force and laser focusing
The second type of force acting on an atom in an intense, near-resonant laser ﬁeld
exhibiting spatial gradients (like in a SW), is often referred to as dipole force. If the
atom interacts with the optical ﬁeld oscillating with frequency ω, tuned close to the
atomic resonance ω0, the ﬁeld induces an oscillating dipole moment in the atom. This
induced dipole moment behaves like a harmonic oscillator driven by an external force
(see Fig. 7.3). Therefore, it oscillates in phase with the driving frequency, if ω < ω0
or out of phase if ω > ω0. Because of the intensity gradient this atom-ﬁeld interaction
leads to a non-vanishing, time averaged potential, which governs the motion of the
atom. For negative detuning ∆ = ω − ω0 < 0, the resulting force pulls the atoms
towards the intensity maxima, while for positive detuning ∆ > 0, the atoms are
pushed to the intensity minima.
The dipole force is entirely conservative and can be properly described by the
fully quantum-mechanical, dressed atom approach [27]. However, to illustrate its
magnitude we use here a semiclassical model. In this approximation the averaged



















Fd = −∇Vd. (7.7)
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The important properties of the force are:
• it does not saturate with the laser intensity I;
• it is limited only by the achievable laser intensity and the steepness of this
intensity gradient;
• concerning detuning, the force has an extremum (because Vd(∆ = 0) = 0 and
Vd(∆ −→ ∞) −→ 0), which can be pushed towards larger detunings by increas-
ing the laser intensity;
• for large detunings, the force is proportional to the ratio I/∆.
As an example we take the laser SW with frequency again tuned close to the 7P o4 ←
7S3 transition in 52Cr, and estimate the acceleration acquired by the chromium atoms.
We use the following experimental parameters: detuning ∆ = 2π× 200 MHz and the
laser intensity I = 1000 × Is (because of the focusing of the SW laser beam). This
results in a quite substantial acceleration of 1.8× 107 m/s = 1.8× 106 × g.
The ratio between dipole and spontaneous forces plays an important role in the
diﬀerent parts of the laser-focused nanofabrication experiments. For the transversal
cooling step the spontaneous force must be dominant, while for the ’structure writing’
it is the dipole force. From the presented equations and examples, it follows that the
experimental parameters can be chosen such that for ∆  Γ and not too strong
laser intensities, the spontaneous force dominates, while for ∆  Γ and high laser
intensities, the dipole force governs the motion of atoms.
7.2.3 Real atoms and their interaction with light
Unfortunately, in general atoms are no two-level systems. Because of the selection
rules an atomic transition always involves at least one state with angular momentum
J > 0. Chromium and iron, used in the experiments presented in this thesis have a
non-zero angular momentum in the ground and excited states. From this it follows
that at oven temperatures T ∼ 1800 ◦C not only the lowest J-level is populated. For
example, the iron 56Fe ground term 5D has ﬁve sublevels J = 4, 3, 2, 1, 0, with J = 4
being the lowest in energy. At a temperature of T = 1800 ◦C their population is as
follows: 46.3%, 27.0%, 15.8%, 8.3%, 2.6% (starting from the highest J). This implies
that in the experiment, we initially loose more than half of the 56Fe atoms, because
they do not interact with the laser ﬁeld.
Levels with J = 0, posses a magnetic sublevel structure, which is degenerated
in zero magnetic ﬁeld. For the iron 56Fe ground state 5D4, this results in splitting
of this level into nine Zeeman sublevels with |mJ |  4, even in the presence of the
weak Earth’s magnetic ﬁeld (B ∼ 100 µT) . The excited state 5F o5 , splits into 11
sublevels |mJ |  5. The energy diﬀerence between neighbouring sublevels equals to
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gJµBB and for B = 100 µT corresponds to 2.10 MHz and 1.96 MHz in the ground
and excited states, respectively. Owing to this eﬀect the transition 5F o5 ← 5D4 splits
into ﬁve transitions (selection rules ∆mJ = ±1, 0): three starting from the ground
state each mJ -sublevel and ending in the excited state mJ − 1, mJ , mJ +1-sublevels,
spaced by 1.96 MHz and two starting from the sublevels mJ − 1, mJ + 1 and ending
at mJ -sublevel spaced by 2 × 2.10 MHz. It is obvious that even the weak Earth’s
magnetic ﬁeld signiﬁcantly complicates the laser cooling utilizing this transition.
Unfortunately, there are more problems caused by the magnetic sublevel struc-
ture. One originates from the fact that transition probabilities (Clebsch-Gordan co-
eﬃcients [28]) are diﬀerent between diﬀerent mJ -sublevels. Additionally, these tran-
sition probabilities are dependent on the polarization of the light. For example if
the quantization axis is along the incident direction of the laser light, the σ+ polar-
ized light will only induce transitions ∆mJ = 1. This may also lead to the optical
pumping of sublevels with the polarized laser light, because the induced transitions
are polarization dependent, while the spontaneous emission is not. Another problem
arises if the magnetic ﬁeld is not oriented along the quantization axis. This results in
a precession of the angular momentum and a time varying sublevel population, which
again aﬀect the experiment.
Closely spaced hyperﬁne levels might also complicate the atom-light interactions.
Fortunately, the most abundant isotopes of both 52Cr and 56Fe used in our experi-
ments have the nuclear spin I = 0 and therefore no hyperﬁne sublevels. However, this
was an issue in for example the experiment with 23Na [2] (I = 3/2).
For a more detailed and elaborate treatment of these topics we refer to the nan-
otechnology reviews and books [19, 27, 29–31].
7.3 Experimental Setup
7.3.1 Laser part
The experimental setup is presented in Fig. 7.4 and is described in details by E. Ju-
rdik [32]. Here, we shortly discuss its main components. The pump laser is a
diode-pumped, frequency-doubled Nd:YVO4 laser (Spectra Physics Millennia X),
which produces up to 10.5 W output power at 532 nm. It pumps the narrow-band,
FWHM ∼ 600 kHz [33], Ti:Sapphire laser (Coherent 899-21). The frequency of this
laser can be tuned by 30 GHz in the infra-red. The intensity of the infra-red is typ-
ically 1.3 − 1.5 W at λairf = 850.872 nm and λairf = 743.994 nm, the fundamental
wavelengths needed for chromium and iron, respectively. Small parts of this beam are
utilized to monitor its frequency stability and wavelength. The wavemeter, similar to
the one described in Ref. [34], serves for a determination of the fundamental beam
wavelength to ±1 pm.
The infra-red frequency is doubled in the external enhancement resonator with
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Figure 7.4: The scheme of the experimental setup used for laser manipulation of
chromium and iron.
a type I, critically phase-matched LBO crystal. The generation of the blue light at
λairb = 425.434 nm with this doubling cavity was described in details by E. Jurdik et
al. [33]. For experiments with iron we replaced the mirrors and doubling crystal to
λairUV = 371.994 nm, corresponding to the
5F o5 ← 5D4 56Fe transition. The typically
obtained UV powers are on the order of 400 mW behind the output coupler. The
best ever achieved total power was 500 mW (sum of two UV reﬂections and output
coupler losses) and was obtained with a fundamental power of 1.5 W, resulting in an
SHG conversion eﬃciency η = 33%.
The stronger blue (UV) reﬂection from the LBO crystal leaves the cavity from
the side and is directed towards the vacuum system. This radiation is utilized for the
stabilization of the Ti:Sappire laser to the atomic transition. This is done by a split-
photodiode technique [35] with principles depicted in Fig. 7.5 (a). The laser induced
ﬂuorescence (LIF) from a divergent atomic beam is imaged onto a split-photodiode
(see Fig. 7.5 (a)). The diﬀerence signal between the two parts of the split-photodiode
results in a dispersion curve similar to the one presented in Fig. 7.5 (b). Due to
the spread in the transversal atomic velocities (Doppler eﬀect) the ﬂuorescent spot
moves across the atomic beam, if the laser frequency is scanned (see Fig. 7.5 (b)).
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Figure 7.5: (a) The principles of the split-photodiode technique. (b) Experimentally
obtained dispersion signal from a divergent iron beam. The positions of the ﬂuorescent
spot relative to the split-photodiode are depicted at the corresponding parts of the
dispersion curve.
The split-photodiode is mounted on a micro-translator, which allows for a total travel
of 16 mm with resolution of ±4 µm. As described in [32] this facilitates a tuning of
the laser frequency by ±100 MHz around the atomic resonance with a resolution of
∼ 100 kHz.
The main blue beam enters the atom optics section, where it is shaped and po-
larized as needed for the experiments. At ﬁrst, the beam is split into cooling and
focusing parts with the combination of a λ/2-plate and a polarization beam-splitter.
This allows for an easy power ratio adjustment in both beams. The cooling beam
passes another λ/2-plate, which sets the polarization required for the lin ⊥ lin po-
larization gradients cooling scheme [17, 36]. The beam is expanded by a cylindrical
beam expander, typically to a 1/e2 intensity full widths of 25×3 mm (height × width)
and is directed towards the vacuum chamber.
The focusing beam is shifted in frequency by an acousto-optic modulator (AOM),
optimized for operation at ±200 MHz. The AOM is mounted on an xyz translation
stage with two angular degrees of freedom. Behind the AOM the ﬁrst order diﬀracted
beam is chosen with a diaphragm, recollimated and send to the vacuum chamber.
Before entering the vacuum the beam is focused by a lens to a 1/e2 intensity full
widths of 60− 200 µm, with the focal point on the retro-mirror (Fig. 7.6 (b)).
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Figure 7.6: The vacuum part of the experimental setup used for growing laser-focused
chromium and iron nanostructures. (a) Overall view. (b) Zoom in to the experimental
chamber with shown degrees of freedom.
7.3.2 Vacuum part
The vacuum system is vertical (see Fig. 7.6 (a)) and is rigidly mounted on an optical
table. The thermal atomic beam of chromium or iron atoms is evaporated from a
high temperature eﬀusion cell held at 1700− 1875 ◦C. The beam is precollimated by
a set of diaphragms and enters the stabilization chamber, where it crosses the laser
stabilization beam. Subsequently, the atomic beam passes the experimental chamber,
which is presented in more details in Fig. 7.6 (b). Here, it is again mechanically
collimated by a diaphragm with an opening of 1.5 × 1.5 mm. This chamber is the
heart of the vacuum system and contains the in vacuo optics for the alignment of the
cooling and focusing beams and the substrate position.
We describe here only the one-dimensional experiment resulting in the laser-
focused nanolines. The unit utilized for the two-dimensional quasiperiodic structures
is presented in Chapter 8. The unit has all three translational and two angular de-
grees of freedom. A glass oblong, cut from a prism with the right angle speciﬁed to
within ±15 µrad, serves as a sample holder. The high quality optical faces of the
oblong are used as the reference for the angular adjustment of the sample with re-
spect to the mirror. The sample is clamped to the top of the oblong. There are two
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grooves cut in the oblong, vertical for the atomic beam and horizontal for the focusing
beam. The focusing SW is created by reﬂecting the beam from the retro-mirror. The
lin ⊥ lin Sisyphus cooling scheme is applied by reﬂecting the cooling beam from the
retro-mirror and passing twice a λ/4-plate.
To optimize the alignment of the cooling and focusing beams, the stabilization
laser beam, which has passed the vacuum stabilization chamber is directed to the top
of the vacuum system. There, it images the LIF from the atomic beam eﬀected by
the cooling and focusing beams onto a CCD camera. After the cooling and focusing
eﬀects are maximized, the divergence of the atomic beam can be measured utilizing
the knife-edge technique [37]. Finally, the substrate can be slid in the atomic beam
and nanolines with a period of λ/2 are grown.
7.4 Chromium and iron properties
In this section we summarize the most important properties of chromium and iron, the
elements we used in our laser-focused nanofabrication experiments. The properties
are presented in Table 7.1 [38], together with the energy diagrams for 52Cr in Fig. 7.7
and 56Fe in Fig. 7.8 (based on the data from Ref. [39]).
Figure 7.7: 52Cr energy diagram.
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Table 7.1: Selected properties of chromium and iron.
Property Chromium Iron
Atomic number 24 26
Electronic ground state conﬁg. [18Ar] 4s1, 3d5 [18Ar] 4s2, 3d6
& the corresponding term 7S3 5D4
Atomic weight [amu] 51.9961(6) 55.845(2)
Naturally occurring isotopes 50Cr: 4.34%, I = 0 54Fe: 5.84%, I = 0
& their abundance 52Cr: 83.79%, I = 0 56Fe: 91.75%, I = 0
& nuclear spin I 53Cr: 9.50%, I = 3/2 57Fe: 2.12%, I = 1/2
54Cr: 2.37%, I = 0 58Fe: 0.28%, I = 0
Cooling & focusing transition 7P o4 ← 7S3 5F o5 ← 5D4
@ λvac. [nm] 429.09228 372.09927
Natural linewidth Γ/2π [MHz] 5.0 2.6
Saturation intensity Is [W/m2] 85 65
Main cooling leaks & their rate 7P o4 → 5D3, 1 : 5267 5F o5 → 5F5, 1 : 295
7P o4 → 5D4 5F o5 → 5F4, 1 : 1421
Melting point [◦C] 1907 1538
Boiling point [◦C] 2671 2861
T [◦C] @ 1 Torr vapour press. 1737 1857
Crystal structure bcc bcc
Cell parameter [A˚] 2.91 2.87
Density of solid [kg/m3] 7140 7874
Atomic magnetic moment [µB ] 6 4
Magnetic moment in bulk [µB ] 0.6 2.2
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Figure 7.8: 56Fe energy diagram. Transition 5D4 →5 F o5 used for cooling and focusing
is depicted with continuous line. The main cooling leaks are drawn with dotted lines:
5F5 ←5 F o5 and 5F4 ←5 F o5 .
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Quasiperiodic structures via atom-optical nanofabrication 1
Abstract
We deposit a laser-collimated chromium beam onto a substrate through a quasiperi-
odic laser standing-wave (SW) tuned above the atomic resonance at the 52Cr transi-
tion 7S3 → 7P ◦4 at 425.55 nm. This SW is created by interference of ﬁve laser beams
crossing in one point at mutual angles of 72◦. The resulting chromium pattern on the
substrate surface mimics the geometry of the SW and it is thus itself quasiperiodic. On
a surface area of 0.2×0.2 mm2 the spatial Fourier spectrum of the measured patterns is
decagonal. Besides being of fundamental interest, this quasiperiodic nanofabrication
via atom optics can ﬁnd its applications in photonics.
8.1 Introduction
In the past decade there has been a great deal of research devoted to photonic crys-
tals, mainly owing to their potential applications in information and communication
technology. The structure of these materials is characterized by a high degree of order
(periodicity or quasiperiodicity) and is designed such as to manipulate the propaga-
tion of light in a desired way. The most common approach to the fabrication of
photonic crystals relies on a periodic modulation of the refractive index with periods
on the order of the wavelength of light. In this scenario a complete (non-directional
and for any polarization) photonic bandgap (PBG) can be achieved only when the
contrast of the refractive index becomes large. Consequently, the number of materials
1E. Jurdik, G. Myszkiewicz, J. Hohlfeld, A. Tsukamoto, A. J. Toonen, A. F. van Etteger, J. Ger-
ritsen, J. Hermsen, S. Goldbach-Aschemann, W. L. Meerts, H. van Kempen and Th. Rasing, Physical
Review B (Rapid Communications) 69 (2004) p. 201102(R)
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(from which a complete PBG can be made) is limited to those with a large refractive
index, resulting in reduced optical transparency of devices. It was demonstrated that
another approach, which is based on quasiperiodic ordering of photonic crystals, can
overcome these diﬃculties as it allows for fabrication of structures with a complete
PBG even from materials with low refractive index [1]. It is this latter concept to fab-
rication of photonic crystals that motivated us to carry out atom-optical deposition
of quasiperiodic structures.
Atom optics – a technique to manipulate atomic trajectories by the use of electro-
magnetic ﬁelds – can be applied to patterning of substrates or doping of materials
with submicron structures. The main advantages of atom-optical fabrication are its
compatibility with molecular beam epitaxy (textiti.e., the structure growth takes place
in vacuo with no need for additional physical or chemical processing), its massiveness
(textiti.e., a large surface area, in principle limited by the size of the atomic beam
only, is patterned during one deposition run) and the unprecedented coherence of
the deposition process [2, 3]. To date, one of the most eﬃcient methods applied to
atom-optical structuring is laser-focused atomic deposition. This approach relies on
interaction of atoms, prior to their deposition onto a substrate, with a far-oﬀ-resonant
laser beam that exhibits gradients in the light intensity. In order to obtain gradients on
a sub-wavelength scale, two or more laser beams can be allowed to interfere and thus to
create a laser standing-wave (SW). Atoms, when they cross the laser SW, experience
a spatially varying optical potential that, in the ﬁrst approximation, follows the SW
intensity proﬁle [4]. When the laser frequency is tuned above an atomic resonance, the
atomic beam is focused in each of the nodes of the SW. In contrast, negative detunings
cause the atoms to gather in the regions of high light intensities. A substrate is then
placed into the modulated atomic beam and sub-wavelength structures are grown.
Manipulation of atoms in a laser SW and subsequent fabrication of nanostruc-
tures was experimentally demonstrated in the direct deposition regime with atomic
beams of sodium [5], chromium [6] and aluminum [7], and via lithography with a
self-assembled monolayer as the resist with cesium [8]. A number of diﬀerent SW
geometries were used: a onedimensional SW created from two counter-propagating
laser beams resulted in periodic nanolines [5–8]; a SW composed of four laser beams
at right angles resulted in a square lattice of nanostructures [9]; and a SW obtained
by three laser beams crossing at mutual angles of 120◦ resulted in a hexagonal nanos-
tructured array [10]. More complicated periodic patterns were written by using more
complex laser ﬁelds, such as those obtained by making use of polarization gradi-
ents [11, 12], by reﬂecting a laser beam from a holographic mirror [13], by utilizing a
slight misalignment of four initially orthogonal laser beams [14] or by beating of two
atomic resonances [3]. All nanostructures fabricated via atom optics so far exhibited
“allowed” symmetries, videlicet two-, four- and six-fold symmetries [15].
In this paper, we extend the technique of laser-focused atomic deposition to a
quasiperiodic geometry. Five laser beams crossing at mutual angles of 72◦ are em-
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ployed to create the SW. A chromium atomic beam is used and the SW laser frequency
is tuned above the 52Cr transition 7S3 → 7P ◦4 at 425.55 nm. The optical potential
exhibits a “forbidden” ten-fold symmetry as does also the surface structure. The ab-
sence of translational symmetry and a noncrystallographic orientational order, that
is associated with the decaganal symmetry axis, result in a structure with striking
geometry and with potentially intriguing optical properties.
8.2 Calculation of laser-focused chromium structures
Prior to carrying out the experiment, we performed numerical calculations of the
atomic ﬂux distribution in a quasiperiodic optical potential. In Fig. 8.1(a) the optical
intensity, I(r), at the center of a Gaussian laser SW is shown. In the ﬁrst approxi-







Here,  is Planck’s constant divided by 2π, Γ/2π = 5 MHz is the natural linewidth
of the 7S3 → 7P ◦4 52Cr atomic line, ∆ is the detuning of the laser frequency from
the atomic resonance, and IS = 85 W/m2 is the atomic saturation intensity. Using
this potential, the Newton equation of motion was integrated for 108 random atoms
with initial conditions corresponding to the Maxwell-Boltzmann statistics of a thermal
chromium beam that is collimated in the transverse directions to 0.3 mrad at full-
width at half maximum (FWHM). The “oven” temperature was adjusted to 1900 K.
The single-wave, travelling laser power was set to 90 mW. The ﬁve laser beams, that
create the SW, were all focused down to a 1/e2 radius of 200 µm. The ground-state
magnetic sublevel structure of 52Cr as well as the presence of other chromium isotopes
were taken into account [16].
The atomic ﬂux distributions calculated at the center of the SW are shown in
Figs. 8.1(b) and (c) for ∆/2π = −200 and 200 MHz, respectively. The corresponding
spatial Fourier spectra (or, equivalently, the far-ﬁeld optical diﬀraction patterns) are
also presented in Fig. 8.1. They clearly exhibit a ten-fold symmetry. We must note
here that an experimental structure can diﬀer from these calculations, because in
reality it is extremely challenging to obtain a SW proﬁle as that from Fig. 8.1. This
is due to the physics of Gaussian laser beams as well as due to unavoidable diﬀraction
on the substrate surface and possible phase ﬂuctuations of the ﬁve laser beams. One
can, however, approach such an ideal situation by properly tweaking alignment of the
experiment. Then, the decagonal symmetry of the structure should become apparent,
at least from the spatial Fourier spectra.
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Figure 8.1: Calculation of laser-focused deposition of a chromium beam. (a)
Quasiperiodic SW intensity resulting from interference of ﬁve laser beams crossing
at mutual angles of 72◦. (b,c) Atomic ﬂux distributions for ∆ < 0 (b) and ∆ > 0
(c). Spatial Fourier spectra of (b) and (c) are also shown. Calculation parameters:
P = 90 mW, W0 = 200 µm, |∆|/2π = 200 MHz. 108 atomic trajectories were traced
to obtain these results. For more details, see text.
8.3 Experimental section
For our experiment, laser light at 425.55 nm was obtained by frequency doubling
the output of a titanium-doped sapphire laser in an external enhancement doubling
cavity [17]. A thermal beam of neutral chromium atoms was produced from a high-
temperature eﬀusion cell held at 1900 K. The vacuum pressure during the deposition
was below 10−8 Pa. After passing a deﬁning diaphragm (1.5× 1.5 mm2), the atomic
beam was transversally collimated by means of laser cooling to an FWHM divergence









Figure 8.2: In vacuo optical setup for fabrication of laser-focused quasiperiodic struc-
tures: (a) top view, (b) isometric view, (c) sample holder. The sample holder is placed
on top of the unit from (b).
angle of 0.3± 0.1 mrad.1 Then, it was deposited onto a glass-ceramic substrate (rms
surface roughness < 5 A˚) through a quasiperiodic laser SW. The laser cooling beam
and the SW were respectively tuned 10 MHz below and 200 MHz above the involved
chromium resonance.
In order to assure mutual phase stability of the ﬁve laser beams creating the SW as
well as respective alignement between the SW and the laser cooling beam, we designed
a monolithic in vacuo unit made of high-strength aluminum (Fig. 8.2). Onto this unit
eight dielectric mirrors (8 mm wide, 40 mm high) were mounted. These mirrors served
to create both the laser molasses and the SW interference pattern. The optical path
of the SW laser beam inside the unit is 466 mm. For this long distance, the 1/e2 laser
beam radius, W0, should not vary signiﬁcantly in order to create an optical intensity
distribution similar to that from Fig. 8.1(a). In contrast, tight focusing of the SW
laser beam is required for high resolution, high contrast fabrication. Both these
criteria cannot be realized simultaneously and thus a compromise must be reached.
1All quoted uncertainties are intended to be interpreted as one standard deviation combined
random and systematic errors.
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Therefore, we used a spherical lens with a long focal length of 2 m.2 The SW laser
beam was then focused to W0  200 µm and its confocal distance was  340 mm. It
contained a power of 90 mW and was s-polarized.
Using a highly accurate, specially fabricated alignment unit, the mutual angles of
72◦ of the ﬁve laser beams were adjusted to within 0.1 mrad. The substrate rested
on a glass oblong (cut from a prism with optical quality faces) with grooves for the
SW. This oblong was mounted into a holder that ﬁts onto the main monolithic block
(Fig. 8.2). The substrate was placed above the center of the SW beam such that only
30% of the total laser power was cut. This arrangement minimizes the diﬀraction
problems and, following atom-optical calculations, still results in a higher density of
the atoms near the SW nodes due to the eﬀect of channeling [16]. The deposition
time was set to 30 minutes, corresponding to an average thickness of the chromium
ﬁlm of ∼ 10 nm.
8.4 Quasiperiodic structures
We investigated the fabricated sample by means of atomic force microscopy (AFM)
ex vacuo. A surface area of roughly 1.0 × 1.0 mm2 exhibited modulation due to
the presence of the SW during the deposition. Because at diﬀerent positions the
local intensities of the ﬁve laser beams diﬀered, the SW pattern changed and so
did also the sample morphology. For example, at those places where two of the
ﬁve beams were dominant, the resulting structure consisted of nanolines with only
a very slight modulation superimposed over them (due to the presence of the other
three laser beams with low local intensities). At other places, more than two laser
beams dominated and thus the modulation in both spatial directions became more
pronounced. A more dot-like structure was grown. Spatial Fourier spectra of all
these patterns showed a few very pronounced peaks positioned on circles. The angle
spanned by any two of the peaks on the same circle was always an integer multiple of
36◦ to within a measurement uncertainty of 1.0◦.
When the ﬁve local intensities were comparable, the surface symmetry and the cor-
responding Fourier spectrum became almost decagonal. The term “almost decagonal”
refers here to the fact that not all the Fourier peaks are equally intense. These decago-
nal structures covered a surface area of 0.2×0.2 mm2. In Fig. 8.3(a) an AFM scan of
such a structure is shown. From this raw AFM image with no pronounced modula-
tion, the ten-fold symmetry is not immediately apparent. However, a spatial Fourier
spectrum calculated from this image, shown in Fig. 8.3(a’), reveals ten clear peaks
with diﬀerent intensities on an inner circle and eight other peaks (plus additional two
2Alternatively, the SW laser beam could have been refocused within the in vacuo optical unit.
However, this solution resulted in a considerably more diﬃcult alignment procedure and did not
prove to be useful for a ﬁrst demonstrative set of experiments.
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Figure 8.3: Quasiperiodic chromium structures formed by laser-focused atomic de-
position. (a) AFM scan of 20 × 20 µm2 surface area. (a’) Spatial Fourier spectrum
of the structure from (a). (b’) Filtered spatial Fourier spectrum of (a’) – bandpass
ﬁlter. (b) Inverse spatial Fourier spectrum of (b’) – quasiperiodic surface modulation.
Inset in (b): Zoom-in view of 2.5× 2.5 µm2 of the surface area enclosed in the white
square.
peaks with very low intensities) on an outer circle. The radii of these two circles cor-
respond to wave vectors with magnitudes of 16.82±0.31 µm−1 and 27.18±0.31 µm−1,
respectively. The ratio of these magnitudes evaluates to 1.614 ± 0.090, well agreeing
with the golden ratio of the Fibonnaci sequence of  1.618. In Fig. 8.3(b’) a spa-
tial Fourier spectrum “cleaned” from low (background, slow modulation) and high
(noise) frequencies, employing a band-pass ﬁlter, is presented. An inverse spatial
Fourier transform of this last spectrum shows a real space image of the quasiperiodic
pattern on the substrate [Fig. 8.3(b)]. We note that the amplitude of the quasiperiodic
surface modulation did not exceed 1.2 nm, corresponding to less than 5 monolayers
of chromium.
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8.5 Summary
In conclusion, we have demonstrated fabrication of quasiperiodic chromium structures
on a sub-wavelength scale by means of laser-focused atomic deposition. Our ﬁrst
experiment shows that this atom-optical technique can be mastered to pattern a
fairly large surface area with intriguing features that exhibit non-crystallographic
symmetry. Although the contrast and the resolution of the sample fabricated by
us remained limited, mainly owing to current experimental diﬃculties, the trend
towards a decagonal symmetry is undisputable. Further technical improvements of
our in vacuo optics will result in a better control of the SW interference pattern –
a sharp focus and equal intensities of the laser beams that create it – allowing us to
manipulate more eﬃciently the atomic trajectories in a quasiperiodic optical potential.
Then, the result will be a high quality nanostructured array with the desired ten-fold
symmetry. The fact that atom-optical deposition is compatible with molecular beam
epitaxy, combined with the extreme coherence of the fabrication process, makes it
an attractive tool for fabrication of structures for photonic manipulation of light. By
this work we added a new dimension to this technique, thereby extending the gallery
of its possible applications.
Part of this work was supported by the Stichting voor Fundamenteel Onderzoek
der Materie (FOM), which is ﬁnancially supported by the Nederlandse Organisatie
voor Wetenschappelijk Onderzoek (NWO).
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Laser manipulation of iron for nanofabrication 1
Abstract
We fabricate iron nanolines by depositing an atomic beam of iron through a far-oﬀ-
resonant laser standing-wave (SW) onto a glass-ceramic substrate. The laser SW is
tuned 200 MHz above the 5D4 → 5F o5 56Fe transition at a vacuum wavelength of
372.099 nm. The resulting nanolines exhibit a period of 186 nm, a height above the
background of 8 nm and a full-width at half maximum of 95 nm. These nanostructures
cover a surface area of  1.6 × 0.4 mm2, corresponding to  8, 600 iron lines with a
length of  400 µm.
9.1 Introduction
One of the most important topics of modern magnetism concerns the fabrication of
periodic magnetic nanostructures. These structures constitute model systems for the
study of magnetic interactions and switching behavior [1], show novel phenomena like
magnetic photonic band gaps [2] and will be required for future magnetic data storage
at ultra-high areal densities. Despite the fundamental and technological interest, the
fabrication of macroscopic, uniform arrays of well-deﬁned, high-resolution magnetic
nanostructures remains a challenge. It is in this spirit that nanofabrication via atom
optics attracted our interest as it allows for an inherently parallel, ultra-high vacuum
(UHV) compatible fabrication of nanostructures with unprecented periodicity [3, 4].
Nanofabrication via atom optics is based on the interaction between an atomic
beam and a far-oﬀ resonant laser standing-wave (SW). The atoms, when crossing the
1G. Myszkiewicz, J. Hohlfeld, A. J. Toonen, A. F. van Etteger, O. I. Shklyarevskii, W. L. Meerts,
Th. Rasing and E. Jurdik, Applied Physics Letters 85 (2004) p. 3842-3844
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laser SW, experience a spatially-varying optical potential that, in the ﬁrst approxi-
mation, follows the SW intensity proﬁle [5]. When the laser frequency is tuned above
(below) an atomic resonance, the atoms gather in the regions of low (high) light inten-
sities. A substrate is then placed into the modulated atomic beam and nanostructures
with a subwavelength period are grown. However, the structure width deteriorates
fast with an increasing divergence of the atomic beam [6]. Moreover, the SW optical
potential is extremely shallow and so the atomic velocities along the SW direction
must be low for the atoms to be “trapped” in SW nodes (antinodes). For these two
reasons, a high degree of collimation of the atomic beam is required. In practice,
laser cooling schemes are applied as they lead to extremely well-collimated atomic
beams with no loss of ﬂux [7]. It is this laser cooling requirement that has limited
nanofabrication via atom optics to just a few atomic species with a suitable optical
transition. So far, laser-focused nanofabrication was demonstrated only with sodium
[8], chromium [3] and aluminum [9] and ytterbium [10] in the direct deposition regime,
and with cesium [11] via lithography with a self-assembled monolayer as the resist.
We note that all these atoms possess a closed (or almost closed) optical transition
that allows for eﬃcient laser collimation [7].
In this paper we demonstrate atom-optical nanofabrication with iron. An iron
atomic beam is deposited onto a glass-ceramic substrate through a one-dimensional
laser SW tuned 200 MHz above the 5D4 → 5F o5 56Fe transition at a vacuum wave-
length of 372.099 nm. The nanoscopically corrugated surface consists of highly-
uniform iron nanolines with a period of 186 nm, a full-width at half maximum
(FWHM) of 95 nm and a height (above the background) of 8 nm. About 8,600 iron
lines with a length of  400 µm are grown in a single deposition run of 30 minutes. We
mention here that a diﬀerent approach to the fabrication of periodic iron nanowires
was applied by Tulchinsky et al. [12], who employed laser-focused chromium nanolines
as a shadow mask for an iron evaporator. In contrast, our nonlithographic approach
relies on direct deposition of laser-manipulated iron.
For laser manipulation, iron is a considerably more diﬃcult element than any of
the atoms used for atom-optical nanofabrication so far. Naturally occurring isotopes
of iron are: 54Fe (abundance 5.8%), 56Fe (91.8%), 57Fe (2.1%) and 58Fe (0.3%). The
dominant isotope 56Fe has a nuclear spin I = 0 and thus no hyperﬁne structure.
The most suitable optical transition for laser collimation and SW focusing is the
5D4 → 5F o5 resonance with a transition wavelength of λ = 372.099 nm, a natural
linewidth Γ/2π = 2.6 MHz and a saturation intensity IS = 62 W/m2. However,
this is not a closed transition as considerable, dipole-allowed leaks exist from the
upper state to the metastable states 5F5 and 5F4. Repumping from these two states




For our experiment, the ultraviolet laser light was obtained by frequency doubling
the output of a titanium-doped sapphire laser in an external enchancement doubling
cavity based on a lithium triborate (LBO) crystal. This optical system for iron was
built by upgrading the optics and replacing the LBO crystal in our earlier chromium
setup (425 nm → 372 nm) [13]. A thermal beam of iron atoms was produced from
a high temperature eﬀusion cell held at 2150 K. At these high temperatures iron
becomes extremely corrosive and reactive. A beryllium oxide crucible ﬁlled with iron
powder was used. The fraction of 56Fe atoms that remain in the ground state 5D4
at 2150 K is 46%. The other atoms are thermally excited into the other 5D levels.
The vacuum pressure in the course of deposition was below 10−6 mbar. After the
iron beam passed a deﬁning diaphragm of 1.5 × 1.5 mm2, it entered the deposition
chamber.
In the deposition chamber an in vacuo optical unit is mounted. It is schematically
shown in Fig. 9.1. The required degrees of freedom of the unit are three translations
along x, y and z, and two rotations around y and z, respectively. The mirror is
a zerodur substrate coated with enhanced aluminum. A glass oblong serves as the
sample holder. This oblong was cut from a prism with the right angle speciﬁed to
within ±0.015 mrad. The high quality optical faces of the oblong are used as the
reference for the angular adjustment of the sample with respect to the mirror. The
sample rests on the top face of the oblong. The atom beam is along z and the laser
SW along x. Two grooves – one for the atoms and the other one for the laser SW
– were cut into the oblong. A quarter-wave (λ/4) plate is located in front of the
mirror at the position where laser collimation takes place. Using this λ/4-plate a
polarization gradient scheme of laser cooling can be created. The optical parts of the
in vacuo unit are mounted into a holder made of high-strength aluminum that is in
turn mounted onto a vacuum manipulator. This manipulator provides all degrees of
freedom required to align the experiment.
The laser is stabilized at a frequency near the 5D4 → 5F o5 56Fe transition for
which laser collimation is optimized. In our iron experiment, the detuning from
the resonance was determined to (−2 ± 0.5)Γ. The frequency stabilization scheme
is based on the detection of a laser-induced ﬂuorescence (LIF) signal from the iron
beam crossing a probe laser. The ﬂuorescence from the intersection is then imaged
onto a split-photodiode that provides a dispersion signal for the locking electronics
[6]. The collimation angle of the laser-cooled iron beam was optimized empirically.
We found out that the best results were obtained with no polarization gradients and
no magnetic ﬁelds applied. The laser beam used for cooling contained a power of
24 mW and its 1/e2 intensity full-widths were 20 mm along z and 3 mm along y. The
fraction of the atomic beam we were able to detect by LIF after cooling exhibited an
FWHM collimation angle α = 0.95±0.10 mrad. We note here that these “detectable”






















Figure 9.1: In vacuo optics including the sample holder. The required degrees of
freedom of the unit are also shown.
atoms are those ones that then couple to the SW laser ﬁeld. No repumping scheme
back to 5F o5 was applied.
The SW laser beam was tuned  200 MHz above the involved iron resonance by
an acousto-optic modulator. The SW contained a laser power of 84 mW and was
focused down to 1/e2 intensity full-widths of  200 µm along y and  80 µm along z.
At this SW optical intensity, the eﬀect of the SW on the atoms was clearly visible by
LIF-imaging of the iron beam following a free propagation distance of  700 mm from
the SW. The in vacuo optical unit is moved into the iron beam such that the atoms
can pass through the vertical groove in the sample holder (Fig. 9.1). A glass-ceramic
substrate was used with a root-mean-square surface roughness of < 5 A˚. While the
deposition was in progress, the SW was cut by the substrate surface at its center.
The deposition time was 30 minutes.
9.3 Iron nanolines
The fabricated sample was subsequently investigated by means of atomic force mi-
croscopy (AFM) ex vacuo. A 5 × 5 µm2 AFM-scan taken at the center of the iron
patch is shown in Fig. 9.2(a). A highly-uniform array of iron nanolines with a period
of λ/2  186 nm is apparent. In Fig. 9.2(b) a 1×1 µm2 AFM-scan of the surface area





Figure 9.2: Laser-focused nanolines of iron. AFM scans: (a) 5×5 µm2, (b) 1×1 µm2.
(b) corresponds to the surface area encapsulated in the white square in (a). Inset in
(b): Structure proﬁle averaged over 1 µm along the lines.
encapsulated in the white square in Fig. 9.2(a) is presented. The structure proﬁle
averaged over 1 µm along the lines is shown in the inset of Fig. 9.2(b). The average
structure FWHM and height (above the background) evaluate to  95 nm and 8 nm,
respectively. Neither the images nor the line proﬁles were corrected for the AFM tip
eﬀects as their contribution to the measured structure broadening is estimated to be
negligible, akin to earlier studies of laser-focused chromium nanolines by Anderson
et al. [6]. In addition, the thickness of the background layer was measured to be
25± 5 nm using an ellipsometer. This implies a height-to-background ratio of  1:3.
At this point it is interesting to compare the fabricated nanostructures with the
iron ﬂux distribution expected from theoretical considerations. To this end, we cal-
culated the atomic trajectories in a laser SW. The Newton equation of motion with
a force due to the SW optical potential was integrated for 106 random iron atoms
with initial conditions corresponding to the Maxwell-Boltzmann statistics of a ther-
mal (2150 K) iron beam that is collimated in the transverse direction to 0.95 mrad.
The laser SW parameters were also set equal to those of the experiment. We estimate
that only about 11% of atoms from the iron beam are aﬀected by the SW 1. The ﬁnal
ﬂux distribution at the substrate surface then exhibits an FWHM of 30 nm and a
height-to-background ratio of 1:3. The discrepancy between the measured and mod-
1About 46% of 56Fe atoms remain in the ground state 5D4 at an oven temperature of 2150 K.
Since the probability for the atoms to decay to the metastable states 5F is 1:243 for every scattered
photon, only  12% of 56Fe atoms leave the laser cooling region in the ground state, provided a
completely saturated transition [E. te Sligte et al., Microelectronic Engineering 67-68, 664 (2003)].
In addition, there are 8.2% of other iron isotopes that do not couple to the SW laser ﬁeld. This
implies that only  11% of all atoms are aﬀected by the SW.
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eled structure widths can most likely be attributed to surface growth eﬀects [6]. In
addition to iron-on-substrate and iron-on-iron growth, the presence of diﬀerent con-
taminants during the deposition and subsequent investigation of the sample ex vacuo
could also have contributed to a considerable structure broadening.
We also performed magnetic measurements on the fabricated sample. However,
taking into account the large background layer, no signature of individual iron nano-
lines was expected. Indeed, both magnetic force microscopy and magneto-optical
Kerr measurements revealed a ferromagnetic behavior with in-plane easy axis that
was independent from the position on the iron patch (irrespective of the presence of
nanolines). The drawback of the background layer could be overcome by nanofabrica-
tion of magnetic materials with periodically varying composition and thus magnetic
properties. This can be achieved by selective manipulation of iron during simultaneous
deposition of a number of other species. At this moment, we are performing a study
that will allow us to engineer a material with periodically modulated magnetization
that might be of interest for applications in magnetic data storage.
9.4 Summary
In conclusion, we have demonstrated nanofabrication via atom optics with iron. The
iron nanostructures exhibited a period of 186 nm, a height above the background of
8 nm and an FWHM of 95 nm as determined with an AFM. The thickness of the back-
ground layer was estimated to about 25 nm. Considerably narrower structures with a
smaller background are feasible from both atom-optical and surface growth perspec-
tives. Repumping from the metastable states 5F back into the upper atomic level
5F o5 would certainly help to achieve better collimation angles and higher populations
in the ground state 5D4. Then, atom optics would work better and considerably nar-
rower nanostructures could be grown. In addition, experiments carried out in a clean
UHV environment would allow for a better control of the surface growth processes
with a possibly positive impact on the ultimate abilities of the technique. Probably
the most limiting factor of all is the thermal population of the 5D states, other than
the ground state 5D4, at oven temperatures that are required for a reasonably fast
experiment. In order to solve this problem a considerable investment into the laser
infrastructures would be required that can only hardly be justiﬁed at the present
stage of development of nanofabrication via atom optics.
We note here that, independently from us, the group of Prof. K.A.H. van Leeuwen
from the Eindhoven University of Technology recently succeeded to fabricate iron
nanolines via atom optics [14].
Part of this work was supported by the Stichting voor Fundamenteel Onderzoek
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Summary
This thesis combines two at ﬁrst glance diﬀerent techniques: High Resolution Laser
Induced Fluorescence Spectroscopy (LIF) of small aromatic molecules and Laser Fo-
cusing of atoms for Nanofabrication.
The main objectives for studying the molecules by LIF were to gain more insight
into their structure in both probed by the experiment electronic states (ground –
S0 and ﬁrst excited – S1) and explain how the ’molecular shape’ changes upon an
electronic excitation and what kind of processes the absorption of a photon may
trigger. Also other properties of the excited states were probed, like for example their
lifetimes or the magnitude and the direction of the transition dipole moment.
In contrast to the ’spectroscopic’ part focused more on studying the fundamen-
tal properties of the molecules, the ’nanofabrication’ experiments were directed more
towards application of laser manipulation of atoms by near resonant (laser cooling)
and far-of resonant (laser focusing) laser ﬁelds to the fabrication of extremely uni-
formly corrugated surfaces. These deposited structures were hoped to posses some
interesting and useful properties like photonic band gap or ferromagnetic properties.
The thesis starts with the introduction to the high resolution LIF technique of
small aromatic molecules seeded in molecular beams. It contains a description of
the experimental setup and describes the upgrade from the intra-cavity frequency
doubling of the ’visible’ dye laser to the doubling in an external resonator. This
greatly facilitates the experiments by decoupling the dye laser operation from the UV
generation step and by increasing the obtained UV power available for the experiment.
The latter enables studies of molecules previously unaccessible for the LIF due to their
too weak ﬂuorescence signal (like for example bio-molecules). The introduction is
closed with the description of the extremely useful method of automated assignment
of the rotationally resolved LIF spectra by genetic algorithm (GA).
166 Summary
In the following chapters: 2 to 6, diﬀerent studies on molecules and molecu-
lar clusters are presented, namely the weakly bound van der Waals complexes of
tetracene with Ar and Kr atoms (Chapter 2), o-, m-cresols (Chapter 3), p-cresol (4-
methylphenol) and its binary water cluster (Chapter 4), resorcinol (Chapter 5) and
4,4′-dimethylaminobenzonitrile (DMABN, Chapter 6). Every molecule presents some
interesting points, which are underlined in aforementioned chapters.
Chapter 7 contains an introduction to the laser-focused nanofabrication technique.
It brieﬂy describes the used experimental setup, laser cooling and focusing of atoms
and it also gives a short overview of what other groups have done in the area. It
ﬁnishes with some important characteristics of chromium and iron – the elements
used by me in the laser-focused nanofabrication experiments.
The last two chapters present nanofabrication of an intriguing quasiperiodic chromi-
um structures (Chapter 8) and extension of the technique to another technologically
important material – iron (Chapter 9). Both experiments provided technical chal-
lenges and after realization, if still perfected, can promise materials with interesting
physical properties: complete photonic band gap – quasiperiodic chromium structures
and extremely coherent ferromagnetic iron nanolines.
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