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Para mamá.
I’m sure he regarded the whole phenomenon of turbulence
as being unrigorous and probably invented by the Devil
on the seventh day of Creation (when the Good Lord wasn’t looking);
I am inclined to agree.
— Turbulence: the chief outstanding difficulty of our subject.
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Abstract
The purpose of this thesis is to investigate and model how roughness increases
drag in turbulent flows.
This work focuses on the transitionally rough regime, where roughness is
large enough to have an impact on drag but the rough regime is not fully de-
veloped. By restricting ourselves to this regime, we can investigate the changes
produced in the flow by roughness before the canonical smooth-wall turbulence
is entirely altered. To study this regime, direct numerical simulations of turbu-
lent flows over transitionally rough surfaces are conducted.
First, a modulated triple decomposition of the flow is proposed to study the
effect that roughness produces on the overlying turbulence. This decomposition
allows us to separate the roughness-coherent component from the background
turbulence. Second, the roughness function is decomposed into different contri-
butions to identify the sources of drag increase and propose the initial steps to-
wards a predictivemodel. A simplifiedmodel for the roughness function is then
presented. Finally, the modifications to turbulence that arise for larger rough-
ness size, when scaled in viscous units, are also analysed; notably the increase
in energy of short, wide eddies, which is consistent with the appearance of a
shear flow instability. A complementary study is also presented, which models
densely packed roughness elements as anisotropic permeable substrate. This
analysis leads to the study of permeable substrates, with the focus, not on drag
increase, but on their potential capability to reduce drag.
ix

Contents
Nomenclature xv
1. The transitionally rough regime 1
1.1. Wall-bounded turbulence . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Roughness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Transitional roughness . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4. Flow simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.1. Direct numerical simulation . . . . . . . . . . . . . . . . . . 14
1.4.2. Immersed boundary method . . . . . . . . . . . . . . . . . 16
1.5. Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2. Numerical method and simulation setup 21
2.1. Temporal discretisation . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2. Pressure driven flow . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3. Spatial discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1. Wall-parallel discretisation . . . . . . . . . . . . . . . . . . 27
2.3.2. Wall-normal discretisation . . . . . . . . . . . . . . . . . . . 30
2.3.3. The wall-normal collocated grid . . . . . . . . . . . . . . . 33
2.3.4. The multi-block approach . . . . . . . . . . . . . . . . . . . 35
2.3.5. Spatial resolution . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4. Immersed boundary method . . . . . . . . . . . . . . . . . . . . . 39
2.5. Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6. Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.7. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3. Flow decomposition 53
3.1. Flow decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 53
xi
Contents
3.2. The roughness-coherent component . . . . . . . . . . . . . . . . . 62
3.3. The background turbulence component . . . . . . . . . . . . . . . 66
3.4. Conclusions and discussion . . . . . . . . . . . . . . . . . . . . . . 75
4. Towards a predictive model for the roughness function 77
4.1. Breakdown of the contributions to the roughness function . . . . 79
4.2. Model for the roughness function . . . . . . . . . . . . . . . . . . . 83
4.3. Conclusions and discussion . . . . . . . . . . . . . . . . . . . . . . 84
5. Shear-flow instability 85
5.1. Shear-flow instability over roughness . . . . . . . . . . . . . . . . . 85
5.2. A stability model based on porous materials . . . . . . . . . . . . 89
5.2.1. Model from linear instability . . . . . . . . . . . . . . . . . 90
5.2.2. Results for a piecewise-linear mean velocity profile . . . . 92
5.2.3. Results for turbulent mean velocity profile . . . . . . . . . 94
5.2.4. Comparison with roughness results . . . . . . . . . . . . . 97
5.3. Conclusions and discussion . . . . . . . . . . . . . . . . . . . . . . 98
6. Analysis of anisotropically permeable surfaces for turbulent drag
reduction 101
6.1. Anisotropically permeable substrates . . . . . . . . . . . . . . . . . 102
6.2. Drag reduction mechanism . . . . . . . . . . . . . . . . . . . . . . 105
6.2.1. Drag reduction by slip lengths . . . . . . . . . . . . . . . . 106
6.2.2. Slip lengths by porous media . . . . . . . . . . . . . . . . . 108
6.3. A limiting mechanism for drag reduction . . . . . . . . . . . . . . 112
6.4. Limit to drag reduction by permeable coatings . . . . . . . . . . . 113
6.5. Conclusions and discussion . . . . . . . . . . . . . . . . . . . . . . 115
7. Conclusions and outlook 117
7.1. The roughness-coherent and the background-turbulent contribu-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2. Towards a model for the roughness function . . . . . . . . . . . . 119
7.3. Analysis of shear-flow instability . . . . . . . . . . . . . . . . . . . 120
7.4. Anisotropically permeable substrates for drag reduction . . . . . 121
xii
Contents
7.5. Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A. Rms fluctuations decomposition 123
Bibliography 125
xiii

Nomenclature
Roman symbols
B Smooth-wall intercept of the logarithmic velocity pro-
file.
B ′ Fully rough intercept of the logarithmic velocity profile.
c Complex phase velocity.
Cf Friction coefficient.
CFL Courant–Friedrichs–Lewy numerical stability condi-
tion.
D Discrete divergence operator.
D Divergence of the velocity: D = ∇u.
DNS Direct Numerical Simulation.
DR Drag reduction.
F Divergence free equation right-hand-side.
Euu Spectral density of the streamwise velocity.
Euv Spectral density of the Reynolds shear stress.
Evv Spectral density of the wall-normal velocity.
Eww Spectral density of the spanwise velocity.
G Discrete gradient operator.
H Upper limit of integration of themeanmomentumequa-
tion.
h Lower limit of integration of themeanmomentumequa-
tion.
hp Height of the permeable layer.
k Height of roughness.
xv
Nomenclature
ks Equivalent sand grain size.
ks∞ Fully rough equivalent sand grain size.
kx Wavenumber in the streamwise direction.
kz Wavenumber in the spanwise direction.
Ktens Permeability tensor.
Kx Permeability in the streamwise direction.
Ky Permeability in the wall-normal direction.
Kz Permeability in the spanwise direction.
K Permeability function (piecewise-linear profile).
K˜ Equivalent permeability (piecewise-linear profile).
K˜ Equivalent permeability (turbulent profile).
K˜+KH Permeability limit for maximum drag reduction in wall
units.
L Discrete Laplacian operator.
Lx Length of the channel in the streamwise direction.
Lz Width of the channel in the spanwise direction.
`J Displacement height.
`U Virtual origin of the mean velocity profile.
`u Virtual origin of the streamwise root-mean-square fluc-
tuations.
`uv Virtual origin of the Reynolds shear stress.
`s Slip length.
`x Slip velocity in the streamwise direction.
`z Slip velocities in the spanwise direction.
N Discrete non-linear operator.
nx Number of grid points in the streamwise direction.
ny Number of grid points in the wall-normal direction.
nz Number of grid points in the spanwise direction.
p Pressure.
Q Mean flow rate.
Re Reynolds number.
ReD Divergence free equation parameter
Reτ Frictional Reynolds number.
xvi
RHS Right-hand-side.
Sx Uniform shear in the streamwise direction.
sx Texture pattern wavelength in the streamwise direction.
sz Texture pattern wavelength in the spanwise direction.
T Contribution to the integral of the mean momentum
equation.
t Time.
U Streamwise mean velocity profile.
U0 Mean velocity at the roughness crests, y = 0.
UD Mean velocity inside the permeable substrate.
Us Mean slip velocity at the permeable interface.
u Velocity.
u Velocity component in the streamwise direction.
uτ Frictional velocity uτ =
√
τw/ρ.
V Forcing velocity at the immersed boundary grid points.
v Velocity component in the wall-normal direction.
v′t Root-mean-square of the wall-normal velocity compon-
ent at the roughness crests.
v˜ Conditional mean v with respect to its direction over a
roughness element.
w˜ Conditional mean w with respect to its direction over a
roughness element.
w Velocity component in the spanwise direction.
x Streamwise coordinate.
y Wall-normal coordinate.
yc Inner scaling of the shear flow instability, yc ≈ 8.
yr Wall-normal coordinate measured from the virtual ori-
gin of the mean velocity.
z Spanwise coordinates.
Greek symbols
xvii
Nomenclature
α Coefficient of the explicit contribution of the viscous
term.
αBJ Beavers-Joseph jump condition coefficient.
αiRK Runge-Kutta coefficient by Le and Moin (1991).
αx Wavenumber in the streamwise direction.
αz Wavenumber in the spanwise direction.
β Coefficient of the implicit contribution of the viscous
term.
βiRK Runge-Kutta coefficient by Le and Moin (1991).
γiRK Runge-Kutta coefficient by Le and Moin (1991).
δ Half-height of the channel measured from roughness
crests to centreline.
δ ′ Half-height of the channel measured from the virtual
origin of the mean velocity profile, δ ′ = δ+ `U.
∆Cf Change in friction coefficient respect to the smooth-wall
case.
∆P Mean pressure gradient.
∆U Roughness function.
∆t Time step.
∆x Grid spacing in the streamwise direction.
∆y Grid spacing in the wall-normal direction.
∆z Grid spacing in the spanwise direction.
ζiRK Runge-Kutta coefficient by Le and Moin (1991).
κ Kármán constant.
λD Divergence free equation parameter.
λx Wavelength in the streamwise direction.
λz Wavelength in the spanwise direction.
µ0 Ratio between the roughness function and the slip
length.
ν Kinematic viscosity.
ν˜ Macroscale apparent viscosity.
ρ Density.
σ Amplification of the flow instability.
xviii
τw Mean skin friction.
φ Fractional step pressure correction.
Φxy Anisotropy of the permeable layer,Φxy =
√
Kx/Ky.
ωx Streamwise vorticity component.
Superscripts
+ Variable in wall units, normalized using uτ and ν.
′ Root-mean-square fluctuation.
Subscripts
δ Values at the centreline.
iRK Runge-Kutta sub-step.
BT Background turbulent component.
RC Roughness-coherent component.
RC,u Roughness-coherent component induced by u.
RC, v Roughness-coherent component induced by v.
RC,w Roughness-coherent component induced by w.
Other symbols
ˆ(·) Fourier transform of (·).
〈(·)〉 Average of (·) in time and in the homogeneous spatial
directions.
F(·) Fourier transform of (·).
O(·) Order of magnitude of (·) (Landau’s big O notation).
T Contribution to the integral of the mean momentum
equation.
xix

1. The transitionally rough regime
We are surrounded by fluids. Their presence shapes our interactions, activit-
ies and technology. And yet we still cannot fathom many of the secrets of their
dynamics. The understanding of their behaviour is key, especially that of the
chaotic, and seemingly random, turbulent regime. Turbulence plays an active
role in a wide variety of technological problems, with friction drag and pres-
sure losses directly traced back to it. The economic impact of turbulence can be
quantified as its negative effects can be directly translated into the form of en-
ergy losses. The presence of roughness enhances the aforementioned effects of
wall-bounded turbulence, increasing even further friction and pressure losses.
However, the mechanics and physics that lead to such changes still remain un-
clear.
A glance back to the past shows how much interest turbulence has arisen. As
early as the 15th century, Da Vinci (1452–1519) formulated one of the first de-
scriptions of turbulence and, to an extent, the first visualisation of a turbulent
flow. It took three more centuries to obtain a formal description of the motion
of fluids, the Navier–Stokes equations, named after Claude-Louis Navier (1785–
1836) and Sir George Gabriel Stokes (1819–1903). Not long after, Osborne Reyn-
olds (1842–1912) carried out some of the first modern experiments and visual-
isations, as well as reported invaluable findings about turbulence and transition.
Nowadays, turbulence is still a hot topic, to the point that it has being included
as one of the sevenMillennium Prize Problems.
The interest in fluid mechanics and turbulence has steadily grown, eventually
developing a vast field of study. As in most new branches in engineering, the
challengewas to go farther, faster, and higher; understanding nature and using it
to our advantage. Classical examples are the first flights by the Wright brothers
and the Space Race during the Cold War. In recent years, that angle has shifted.
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The paradigm has changed. The overarching challenges have been achieved,
now the goal is to performbetter, to bemore efficient. In aworldwhere resources
are finite and the footprint of humans on earth is patent, efficiency has become
a major factor to consider in any design. In fluid dynamic problems, the cost is
generally measured in terms of energy; the energy paid in order to move fluid,
or to be moved when immersed in a fluid. For aerodynamic bodies, one of the
main source of losses is the friction drag. For aeroplanes, skin friction accounts
for roughly one half of the total drag (Spalart and McLean, 2011), i.e. half of
the energy supplied by the engines. In pipelines and ducts, this ratio is even
higher, as friction drag is the only cause of energy losses in straight sections.
Friction drag is, in most cases, intensified by the presence of roughness. At the
high velocities found in most industrial flows, even seemingly small roughness
mayunexpectedly increase drag. The presence of roughness can greatly increase
skin friction, which in turn, as mentioned, represents an important contribution
to the total energy input in many industrial applications. Understanding the
underlying physics of turbulent flows over rough surfaceswill indisputably lead
to an improvement in performance, as well as a decrease in used resources and
energy losses.
In this chapter we review wall-bounded turbulent flows and their interaction
with roughness. We limit ourselves to the transitionally rough regime,where the
modification on the flow by roughness are still weak, and we can still observe
similarities and differences with respect to smooth-wall flows. When roughness
is large, the flow is changed to a great extent, rendering its study more complex.
Furthermore, if the flow is only moderately altered, the knowledge on smooth-
wall turbulence can be used to one’s advantage. This regime, in which the effect
of roughness is not fully developed in the flow, is the ideal setup to observe the
effect that roughness of small size starts having on the flow, aswell as the physics
that accompany those changes. In the last part of the chapter, we overview some
methods that can be used to simulate turbulence and roughness surfaces, and
explain the reasons that lead us to opt for this particular methodology.
2
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1.1. Wall-bounded turbulence
In experience, flows that move sufficiently fast become disordered. This chaotic
state is referred to as turbulence. While there is an extensive literature about the
topic, an established definition of turbulence has not yet been agreed. Instead, it
is common practice to enumerate its features, and dodge the formulation of an
actual definition (Tennekes and Lumley, 1972; Pope, 2001). In particular, wall-
bounded turbulence is the subject of a large amount of current research, as these
flows, which include pipes, channels and boundary layers, are common in most
technological applications. Their relevance resides in most pressure losses in
ducts and friction drag in vehicles being caused by wall-bounded turbulence.
Turbulent flows, although chaotic, display certain organisation and certain
coherence. Robinson (1991) defines coherent motions as three-dimensional re-
gions of the flow over which some fundamental variable, such as velocity com-
ponent or vorticity, exhibits significant correlation over a range of space and time
larger than the smallest local scales of the flow. Although the author himself cri-
ticises the generality of this definition, it includes the main characteristics: co-
herent motions are parts of the flow that correlate in time and space for longer
than pure random fluctuations would. Streaks were the first of these structures
to be identified in wall-bounded flows (Kline et al., 1967). These are elongated
regions of high and low velocity, with a characteristic length of order 1000 wall
units (Kim et al., 1971) and a width of approximately 100 wall units (Smith and
Metzler, 1983). Some authors suggest that coherent structures can be interpreted
as major blocks that compose the flow. Studying their dynamics and their rela-
tionship with macroscopic characteristic of the flow has been one of the classical
approaches to turbulence (Townsend, 1976; Robinson, 1991; Jiménez and Pinelli,
1999; Jiménez, 2018).
1.2. Roughness
Although one of the oldest problems in fluid dynamics, the understanding of
roughness in turbulent flows is still an active area of research. Turbulent flows
over rough surfaces have been thoroughly studied due to their ubiquity and im-
3
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pact in pressure losses and drag increase, as well as in mixing and heat transfer.
Roughness is commonly found in an immense variety of situations, both natural
and artificial. Atmospheric flows interact with grass, forests, topography and
urban landscape, affecting the motion of the upper layers of the atmosphere.
Soon after ships are launched, hulls are populated by microorganisms, algae
and animals, referred to as biofouling; the surface is then no longer smooth
with drag and costs increasing notably (Schultz et al., 2011). At high Reynolds
number, most technological flows are in practice developed over rough walls.
Engineers like Darcy (1856), especially concerned about pressure losses in pipe
flows, began studying turbulent flows over rough walls more than a century
and a half ago. Since then, a large number of experimental, theoretical and nu-
merical works have been conducted. Initially, the main focus was placed on
exploring the universality of roughness and establishing correlations. During
the last century the attention has also been drawn towards other questions, such
as the study of outer flows and the differences between types of roughness. The
classical studies by Schlichting (1968), Raupach et al. (1991), Jiménez (2004), and
more recently by Flack and Schultz (2014), compile and summarise results on
flows over rough surfaces. Roughness has also become a relevant aspect in the
understanding and modelling of atmospheric flows. The review by Finnigan
(2000) on flows over plant canopies is a useful reference regarding those flows.
The seminal works by Nikuradse (1933) and Colebrook and White (1937), of-
fering a systematic study of turbulent flows over rough surfaces, set the found-
ations for the field. Nikuradse manufactured samples of pipes with rough in-
terior wall. Sand of equal grain size was used to systematically roughen these
surfaces. Results of the velocity profiles showed that the law of the wall holds
over roughwalls. Additionally, the friction obtainedwasmeasured as a function
of the Reynolds number for all different sand roughness sizes. Based on the fric-
tion he identified three regimes: the hydraulically smooth regime, equivalent to
smooth-wall behaviour; the fully rough regime, where the roughness function is
independent of the Reynolds number; and the transitionally rough regime that
serves as a transition between them. Unlike the hydraulically smooth regime, the
fully rough regime is represented by a family of curves whose governing para-
meter is the equivalent sand grain size. The research by Nikuradse (1933) was
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highly valuable from a scientific point of view, but the morphology of the sand
grain roughness studied was substantially different from those rough surfaces
found in industrial applications. Following a similar methodology to that by
Nikuradse (1933), Colebrook andWhite (1937) and Colebrook (1939) conducted
a campaign of experiments on commercial pipes. Using their results and Nikur-
adse’s, they proposed a general expression that correlates friction and Reynolds
number of the flow. These correlations are commonly used by engineers in the
form of the Moody chart (Moody, 1944), where figure 1.2 depict its main fea-
tures.
Nikuradse’s results showed that sufficiently far away over rough walls the
mean velocity profile exhibits the same logarithmic behaviour found in smooth-
wall turbulence. Effectively, roughness only modifies the intercept of the log-
arithmic velocity profile while the Kármán constant, κ, and the wake function
are unaffected (Nikuradse, 1933; Clauser, 1956; Castro, 2007). In the logarithmic
layer, the mean velocity profile, U, can then be expressed as
U+ = κ−1 ln (y+) + B+ ∆U+ = U+0 + ∆U+, (1.1)
where the Kármán constant is κ ≈ 0.36–0.39 (Marusic et al., 2010b; Mizuno and
Jiménez, 2011; Luchini, 2017), and the smooth-wall intercept of the logarithmic
velocity profile B ≈ 5.1, in channel flows. The roughness function, ∆U+ (Hama,
1954), depends on the particular geometry of the roughness texture and its size.
The subscript 0 denotes values on a corresponding smooth-wall flow. The super-
script + indicates scaling in wall units using the kinematic viscosity ν and the
friction velocity, uτ = (τw/ρ)1/2, where τw is the mean wall shear stress and ρ
is the density. In the fully rough regime, Nikuradse (1933) finds that the mean
velocity profile can be rewritten in the form
U+ = κ−1 ln (y+/k+s ) + B ′, (1.2)
where B ′ ≈ 8.5 and the equivalent sand roughness size k+s appears explicitly.
Clauser (1956) found that equations (1.1) and (1.2) can be combined to obtain an
5
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expression for the roughness function,
∆U+ = 3.4− κ−1 ln k+s . (1.3)
This expression also represents a definition for k+s . By establishing a direct rela-
tionship with ∆U+, this expression highlights that k+s is a property of the flow,
not of the surface. The equivalent sand roughness size, k+s , is essentially a meas-
ure of the hydrodynamic response of the flow to roughness. In the work by
Flores and Jiménez (2006), the fully rough regime was simulated using velo-
city disturbances at the wall, and they could still define the k+s value of their
flow based on the roughness function. Also notice that k+s is a Reynolds num-
ber and it is equivalent to the frictional Reynolds number, Reτ, although it is
based on the sand grain roughness height as length scale, k+s /Reτ = ks/δ, with
δ the thickness of the flow, i.e. the boundary layer thickness or the channel half-
height, for instance. Equation (1.3) also allows to characterise the correspond-
ing equivalent sand roughness, k+s , to other surfaces with the same ∆U+. The
concept of equivalent sand grain roughness was proposed by Schlichting (1936),
in which surfaces are assigned the same k+s as the sand roughness case that pro-
duces the same friction. This approach captures the complexity of the roughness
geometry within one single parameter. However, Colebrook and White (1937)
highlighted that this parameter does not adequately represent the transition-
ally rough regime. Recent experimental works also show how the actual surface
arrangement, and not only the height of the roughness elements, significantly
affects the skin friction and flow structure within the roughness sublayer (Amir
and Castro, 2011; Florens et al., 2013; Placidi and Ganapathisubramani, 2015;
Placidi and Ganapathisubramani, 2018).
Jiménez (2004) points out that for values of k+s . 4 the skin friction provided
by equation (1.3) would be lower than that over a smooth-wall. In most cases,
however, friction remains bounded by the smooth-wall case. On the other hand,
this is not a rule; riblets are a remarkable exception that do reduce skin friction
(Walsh and Lindemann, 1984; Bechert et al., 1997). Riblets are a special case
of organised roughness composed by grooves aligned with the mean flow, that
reduce drag in a certain range of height and spacing. In the vast majority of
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cases, however, roughness increases wall friction. Jiménez (2004) suggests that
the reason might be that roughness is a better generator of wall friction than the
viscous cycle (Jiménez and Pinelli, 1999). This is based on the idea that rough-
ness, of characteristic height k, would alter the viscous sublayer and the buffer-
layer, affecting the viscous cycle or even destroying it for k+ & 50–100.
The change in friction coefficient, ∆Cf, can be directly related to ∆U+. At the
centreline of a channel or in the free-stream in a boundary layer, denoted by the
subscript δ, the mean velocity is Uδ. The friction coefficient Cf is then
Cf =
τw
1/2ρU2δ
=
2u2τ
U2δ
=
2
U+2δ
. (1.4)
While in channel flows, it is common to scale the skin friction with the bulk
velocity instead of the centreline velocity, the latter allows for a better compar-
ison with boundary layer results (García-Mayoral and Jiménez, 2011; Garcia-
Mayoral et al., 2018). Making use of this expression for the friction coefficient,
equation (1.1) evaluated at δ becomes
(2/Cf)1/2 = U+δ = U+δ0 + ∆U
+, (1.5)
with U+δ0 the value of U
+
δ over a smooth wall. For changes in friction, ∆Cf, the
previous equation gives
∆Cf = Cf − Cf0 =
2(
U+δ0 + ∆U
+
)2 − 2U+2δ0 , (1.6)
that results in
∆Cf
Cf0
= −
1(
1+ ∆U+/U+δ0
)2 − 1. (1.7)
This expression establishes the link between the roughness function and the
change in friction. It shows that an increase in friction is always accompan-
ied by a downward displacement of the velocity profile towards the wall, and
vice versa. In the context of drag reduction, the same or similar linearised ex-
pressions for ∆Cf are discussed by Luchini (1996), Spalart and McLean (2011),
García-Mayoral and Jiménez (2011) and Garcia-Mayoral et al. (2018). Express-
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ing the change in friction as a function of ∆U+ presents advantages with respect
to using the change in friction coefficient, ∆Cf. Drag depends on the particu-
lar setup, i.e. whether the flow is internal or external. Even more, in numerical
periodic channels, some authors propose that the drag force cannot be defined
unambiguously (MacDonald et al., 2018).
Friction is commonly found to be a function of the roughness height, k, with
roughness geometries that obey equation (1.3) usually referred to as k-roughness.
However, some rough surfaces, notably spanwise-aligned bars, have been found
to display a different behaviour. Perry et al. (1969) coined the term d-roughness
that refers to surfaces in which friction is not a function of k but a function of δ,
i.e. the boundary layer thickness, the channel half-height or the pipe radius. This
roughness has been mainly studied experimentally (Perry et al., 1969; Djenidi et
al., 1999), with the work by Leonardi et al. (2007) being one of the first numer-
ical simulations to investigate it. Recently MacDonald et al. (2018) re-examined
this question, proposing that friction scales with the spacing between spanwise
elements, as opposed to the thickness of the flow as it was previously believed.
Notice that equation (1.1) is obtained by establishing a comparison with an
equivalent smooth-wall channel. In flows over smooth walls, the origin for the
wall-normal coordinates, y, is clearly determined by the wall. However, over
roughness, a straightforward origin for y cannot be identified. In literature, the
position of this origin of coordinates is commonly expressed as an offset from
the bottom of the roughness troughs, or from the roughness crests, referred to as
displacement height. In experiments, the displacement height is usually estim-
ated tomaximise the fit of the Kármán constant in the log region to the values for
smoothwalls (Jiménez, 2004). In simple roughness geometries, such as those fre-
quently used in numerical experiments, it is often determined based on geomet-
rical considerations. For instance, Chan et al. (2015) andMacDonald et al. (2016)
place the origin of y at the half-height of their sinusoidal roughness. This ap-
proach, however, fails in the extreme cases of very dense, as it tends to become a
smooth wall shifted to the top of the highly packed sinusoids (MacDonald et al.,
2016), and very sparse roughness, as the flow behaves as that over a smooth wall
with isolated obstacles, as in the model by Bradshaw (2000). The origin of the
y-coordinate can also be related to the obstruction that the rough elements pro-
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duce on the flow. One such approach is taken by Jackson (1981), who defines the
displacement height using the momentum balance below the roughness crests.
A similar approach is also common in the drag reduction community. In riblets
and superhydrophobic surfaces, this obstruction is characterised by introducing
the concepts of longitudinal protrusion height (Bechert and Bartenwerfer, 1989)
and slip velocity, which is the value of the velocity at the plane of the roughness
tips. These measures are analogous to the displacement height, and are defined
as the height at which the mean velocity profile seemingly tends to zero as it
approaches the wall.
1.3. Transitional roughness
In the hydraulically smooth regime, the roughness is of small size and has a neg-
ligible effect on the flow. The rough surface causes no change on thewall friction,
being effectively equivalent to canonical smooth-wall turbulence. In the fully
rough regime, on the other hand, roughness dominates. The friction coefficient
becomes independent of the Reynolds number and the roughness geometry de-
termines the friction drag. Between these two regimes there is the so-called
transitionally rough regime (Colebrook, 1939). Nikuradse (1933) observed that
his sand grain roughness was hydraulically smooth for k+s . 5, fully rough for
k+s & 70, and transitional between those extremes. However, Colebrook and
White (1937) and Colebrook (1939) noticed important discrepancies in the beha-
viour of the friction function for different roughness surfaces. They found that
surfaces yielding the same friction in the fully rough regime, and therefore char-
acterised by the same k+s , may differ in the friction produced in the transitionally
rough regime, as illustrated in figure 1.1. Flack and Schultz (2010) compiled ex-
perimental results for typologies of roughness other than sand grain roughness,
finding that the limits of the different regimes vary considerably. In particular,
the literature shows the transitionally rough regime spanning 1.4–15 . k+s . 18–
70. This has important consequences on the applicability of the Moody chart
(Moody, 1944), as it does not correctly describe the transitionally rough regime
for all surfaces, as the limits of the transitionally rough regime depend on each
particular geometry. Recently, the importance of numerical simulations has been
9
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highlighted as a means to replace the Moody chart (Flack, 2018).
The lower boundof the transitionally rough regimehas classically been treated
as a threshold below which the surface completely behaves as a smooth wall.
Nikuradse (1933) observed that the results for roughness surfaces below a cer-
tain k+s agreed, within experimental error, with smooth-wall results. In that
light, he proposed a hard boundary that separates the hydraulically smooth re-
gime from the transitionally rough regime. Notice that equation (1.3), which
seemingly agrees with this view, is not valid in the transitionally rough regime,
and in particular, the additive factor B ′ in equation (1.2) is no longer constant
(Nikuradse, 1933). For those small roughness elements, one would expect vis-
cous effects to dominate, with advective effects quickly taking over in import-
ance as k+ increases. This would give rise to a progressive adaptation rather
than an abrupt threshold. Based on this concept, Bradshaw (2000) proposed
and modelled a gradual transition between these regimes, without a defined
hard boundary. A recent numerical study by Thakkar et al. (2018) also seems to
point in this direction.
Figure 1.2 depicts the three hydrodynamic regimes of flows over rough walls.
In this classical representation, friction is displayed as a function of the Reynolds
number. The fully rough regime is represented by a family of horizontal lines
as it is independent of viscosity and the friction only depends on the roughness
size for a given roughness topology. To focus on the transitionally rough regime,
Jiménez (2004) proposed to study the evolution of∆U+ as a function of k+s∞ . The
equivalent sand grain roughness ks∞ of an arbitrary surface corresponds to the
sand grain roughness ks that yields the same friction in the fully rough regime.
Notice that ks∞ is a geometric property of the surface. The roughness surfaces
characterised in figure 1.1 display different types of transition across the hydro-
dynamic regimes. Some evolutions are abrupt, presenting a sudden increase
in friction beyond a certain roughness size; and some are more gradual, where
∆U+ progressively increases with the roughness size. This transition tends to
be abrupt in organised geometries, while the presence of a wider range of sizes
makes it more gradual (Colebrook and White, 1937). Notice that in this work
the term transition refers to evolutions across hydrodynamic regimes and not to
the laminar–turbulent transition, as the flow is always considered to be turbu-
10
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Figure 1.1.: Roughness function in the transitionally rough regime as a function of Reyn-
olds number based on ks∞ . , uniform sand (Nikuradse, 1933); , uniform
packed spheres (Ligrani and Moffat, 1986); , triangular riblets (Bechert et
al., 1997); , cases C06 to C36 presented in this work (see section 2.6); ,
galvanized iron; , tar-coated cast iron; , wrought-iron; , interpola-
tion (Colebrook, 1939). Adapted from Jiménez (2004)
lent. Figure 1.1 shows that the transition of non-uniform roughness (Colebrook,
1939) extends over a range about a decade larger than uniform sand roughness
(Nikuradse, 1933), and almost two with respect to uniform spheres (Ligrani and
Moffat, 1986).
Jiménez (2004) suggests that, in the transitionally rough regime, the friction
produced by conventional roughness is determined by two opposing mechan-
isms. On the one hand, the formdrag generated by the rough elements increases
skin friction. On the other hand, the viscous cycle (Jiménez and Pinelli, 1999) is
altered and eventually destroyed, resulting in drag reduction. Depending on the
particular surface, this mechanisms would have different intensities, and as a
result different geometries would display different evolutions in the transition-
ally rough regime. As k+ increases, the second effect completely destroys the
viscous cycle and the form drag of roughness dominates.
In figure 1.1, the results corresponding to riblets present an unusual beha-
11
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Figure 1.2.: Schematic representation of the Moody chart. In red the three hydro-
dynamic regimes.
viour, going to values of friction below that for smooth wall and hence reducing
drag. Riblets display this drag-reducing effect in a small range of values of k+
in the transitionally rough range. For larger values of k+, riblets behave as con-
ventional roughness. The reduction in drag is caused by the difference in the
slip velocity created between the streamwise and spanwise directions (Luchini
et al., 1991; Jiménez, 1994). For larger riblet size, the appearance of spanwise
roller structures destroys the drag reduction effect, with riblets beginning to be-
have as conventional roughness. These rollers, caused by aKelvin-Helmholtz in-
stability, increase mixing and drag, destroying the drag reducing effect (García-
Mayoral and Jiménez, 2011). The appearance of this instability has been reported
over several and very different surfaces. Similar spanwise rollers have been ob-
served over obstructed surfaces in general (Ghisalberti, 2009), including flows
over plant canopies (Raupach et al., 1996; Ikeda and Kanazawa, 1996; Finnigan,
2000; Py et al., 2006; Ghisalberti andNepf, 2006), and flows over permeablewalls
(Jiménez et al., 2001; Breugem et al., 2006; Abderrahaman-Elena and García-
Mayoral, 2017; Sharma et al., 2017; Gómez-de-Segura et al., 2018c; Gómez-de-
Segura et al., 2018b). While spanwise rollers have been observed over riblets
and canopies, their presence has never been reported over conventional rough-
ness. In the transitionally rough regime wemay be able to identify the signature
of this instability.
The relevance of the equivalent sand roughness, ks, resides in relating any
rough surface with Nikuradse’s original experiment. This allows us to classify
12
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and parametrise surfaces based on their effect on the flow. A major example
of the importance of ks is the Moody chart, relating skin friction and Reynolds
number via a parameter that is essentially ks. However, there are two important
shortcomings in this strategy. Firstly, as stated by Bradshaw (2000), it “simply
defines a useful common currency for roughness size—like papermoney, value-
less in itself but normally acceptable as a medium of exchange”, i.e. ks is merely
a classifier, an a posteriori parameter that is of limited use for prediction pur-
poses. Furthermore, Colebrook (1939) observed that, despite sharing the same
value of ks in the fully rough regime, different surfaces vary in how they depart
from the hydraulically smooth regime. Many studies in the recent years have
aimed to find a better combination of parameters to describe roughness surfaces
and predict their friction. Some authors have explored the effective slope, the
solidity, as well as different moments of the roughness height, mainly the mean,
the standard deviation and the skewness (Flack and Schultz, 2010; Placidi and
Ganapathisubramani, 2015; Jelly et al., 2017). A universal governing parameter
is, however, yet to be found, and the changes in the flow that lead to the increase
in friction have not been explored in depth or with little success. The work de-
veloped by Orlandi and Leonardi (2006) proposes a substitute parameter to ks,
based on the change produced by the rough surface on the local flow. They show
that skin friction is strongly correlated to flow statistics at the wall. However, the
relationship between these statistical values and the actual roughness geometry
remains an open question. As stated by Marusic et al. (2010b), “without further
theoretical advances, there is a risk of needing a catalogue of roughness results”.
Alternatively to seeking a universal parameter, the use of minimal channels,
proposed by Chung et al. (2015), lowers the computational cost of roughness
simulations. This represents an important step forward in predicting friction of
roughness. However, individual cases still need to be computed, with the actual
effect of roughness surfaces on the turbulent flow still not fully understood.
13
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1.4. Flow simulation
1.4.1. Direct numerical simulation
The effect of roughness on the flow is generally considered to be confined to
the roughness sublayer, a region that extends above the wall to a distance of the
order of the roughness height (Raupach et al., 1991; Flack et al., 2007). Flow
physics tied to both turbulence and roughness, which are characterised by their
own length scales, coexist and interact in this region. Experiments provide great
insight about integral properties of the flow, such as friction and pressure drop
(Acharya et al., 1986), and large scale structures (Volino et al., 2007; Vanderwel
and Ganapathisubramani, 2015). For the past three decades, numerical simula-
tions of turbulence have proven to complement experimental studies. A wide-
spread approach is to numerically solve all scales of turbulence and roughness
without artificially modelling turbulence. Simulations in which all scales are
directly solved are referred to as direct numerical simulations (DNS), and have
played a major role in the study of turbulence (Moin andMahesh, 1998; Jiménez
and Moser, 2007). However, simulations are costly in time and computational
resources, setting a limitation to the problems that can be tackled. In particu-
lar, high resolution is necessary to capture all scales present in the flow. This
requires a high number of grid points, which, as a result, leads to demanding
memory and computational requirements. For a prescribed domain, the resol-
ution and storage requirements increase with the Reynolds number as a func-
tion of order O(Re9/4), and the number of operations as O(Re11/4) (Canuto et
al., 1988). The existing technology sets then a practical limit to the maximum
Reynolds number that can be reached. Unfortunately, it is still highly costly to
conduct simulations with Reynolds numbers of the order of typical engineering
applications, and, even then, only with simple geometry configurations. Kim
et al. (1987) conducted the first direct numerical simulation of a turbulent chan-
nel flow, reaching a Reynolds number of Reτ = 180. We had to wait more than
a decade to raise the Reynolds number up to Reτ = 590 (Moser et al., 1999).
Since then, the Reynolds number of the simulations has been increasing along-
side with the advancements in technology: reaching Reτ ≈ 1000 (Álamo et al.,
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2006), Reτ ≈ 2000 (Hoyas and Jiménez, 2006), Reτ ≈ 4000 (Bernardini et al.,
2014; Lozano-Durán and Jiménez, 2014), and recently attaining Reτ ≈ 5200 (Lee
and Moser, 2015). Some of the earliest roughness direct numerical simulations
were carried out by Choi et al. (1991) and Choi et al. (1993).
The direct numerical simulations by Kim et al. (1987) and Moser et al. (1999)
are spectral in the homogeneous directions, exploiting the periodicity of the do-
main. To decouple velocity and pressure in the momentum equation, they use
the fractional step method (Chorin, 1968). This method was proposed for tur-
bulent flows by Kim and Moin (1985), and formalised and further explored by
Perot (1993). If the Navier–Stokes equations are expressed in matrix form, the
fractional step scheme is effectively an LU decomposition, permitting the use of
high-order temporal methods. This method is combined with a time-integrator
scheme. Initially, (Kim and Moin, 1985) used a second-order Adams-Bashforth
explicit scheme for the advective terms and a second-order Crank-Nicholson
semi-implicit scheme for the viscous terms. This time integrator was success-
fully used in the historical Reτ-180 channel by Kim et al. (1987). The predictor-
corrector used by Moser et al. (1999) was an hybrid three-substep Runge Kutta
scheme that solves explicitly the advective term and semi-implicitly the viscous
terms (Spalart, 1991).
The size of the numerical domain also has an effect on the physics represen-
ted. The distance between the periodic boundary conditions limits the size of
turbulent structures that can develop in the flow. Essentially, if the domain is
too small, any point is potentially affected by itself through the periodic bound-
aries. Jiménez and Moin (1991) characterised the minimum domain in which
turbulence is self-sustained; the flow becomes laminar for smaller domain sizes.
However, they report that, while the near-wall cycle is maintained (Jiménez and
Pinelli, 1999), a large extent of the turbulent channel does not correctly resolve
turbulence. This concept of unresolved, or not healthy, turbulence was further
explored by Flores and Jiménez (2010). They characterise the height of the re-
gion where healthy turbulence is maintained based on the width and length of
the domain. A domain of length 2piδ and width piδ, where δ is half the distance
between the parallel walls, is large enough to correctly represent turbulence.
While larger structures, present in high-Reynolds-number flows (Hutchins and
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Marusic, 2007), cannot be captured, that domain size is sufficient to correctly rep-
resent one-point statistics, identical to those in larger domains (Lozano-Durán
and Jiménez, 2014).
Minimal channel simulations (Jiménez and Moin, 1991) resolve most of the
physics in the near-wall region at a lower computational cost than full simula-
tions. Chung et al. (2015) and MacDonald et al. (2017) make use of the minimal
channel concept to calculate the skin friction of roughness surfaces. The effect of
roughness surfaces on the near-wall turbulence is well resolved, thereby captur-
ing the correct change on the intercept of the log profile. The roughness func-
tion, ∆U+, is obtained by comparing this shift with that on the corresponding
smooth-wall minimal channel. This technique has been used to study sinusoidal
roughness (MacDonald et al., 2016) and spanwise bars (MacDonald et al., 2018).
1.4.2. Immersed boundary method
The techniques to represent rough surfaces can be broadly classified in twogroups.
On the one hand, methods that adapt the grid and the equations to fit the bound-
aries of the domain to the rough geometry. Only fluid is contained within the
numerical domain and no-slip conditions are imposed at the boundaries to rep-
resent the geometry. On the other hand are methods that introduce artificial
forces in the domain that mimic the presence of the roughness elements.
Unstructured grid methods are part of the first group of techniques that ad-
apt to the surface. The fluid domain is subdivided using polyhedrons whose
nodes and faces can be placed fitting the surface. Finite elements and finite
volumes are classical examples of these methods. Although less common in
direct numerical simulations, these techniques are frequently used in combina-
tion with Reynolds-averaged Navier–Stokes simulations and Large Eddy Simu-
lations. Their main advantage is that they can be more easily used to represent
complex geometries, such as those found in many industrial applications. In
particular, finite volumes are widely used in commercial software for computa-
tional fluid dynamics. In turn, finding the appropriate mesh to represent those
complex geometries entails its own difficulties. A different family within this
same group consists in combining structured grids and conformal mapping. A
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structured grid is mapped to the domain, where the boundaries of the grid are
transformed to shape the roughness surface. The differential equations are also
transformed using curvilinear coordinate system (Ferziger and Perić, 2002). This
method, however, is only adequate for simple geometries that can be analytically
defined. Triangular riblets (Choi et al., 1993) and sinusoidal roughness (Chan et
al., 2015; MacDonald et al., 2016) are cases in which this methodology has been
successfully implemented.
Immersed boundary methods (Peskin, 1972; Mittal and Iaccarino, 2005) be-
long to the second group of techniques, which do not rely on modifying either
the governing equations nor the grid. Instead, the roughness is represented by
introducing forcing in the domain. This forcing mimics the presence of solid
bodies and their boundaries.
The main advantage of immersed boundary methods is that the grid defini-
tion is extremely simple as they can be implemented on a Cartesian grid which
does not conform to the geometry. Therefore, the generation of the grid and
the spatial discretisation are much simpler than in unstructured grid methods.
Additionally, the cell geometry does not need to be incorporated into the discret-
isation of the equations, as it is the case in the body-conformal techniques. The
original immersed boundary method was initially developed by Peskin (1972)
for elastic boundaries. In particular, these methods have been widely used to
study biological flows, such as those through arteries and the heart. The seminal
work by Peskin (1972) has since experienced a profound evolution and improve-
ment, giving rise to a multitude of techniques. Commonly, they are classified
into continuous forcing and discrete forcing approaches. In the discrete forcing
techniques, the governing equations are first discretised onto the grid, and af-
terwards, discrete forces are added to account for the presence of the surface.
The original method was proposed by Mohd-Yusof (1997), although modifica-
tions have been implemented based on the works by Fadlun et al. (2000) and
Iaccarino and Verzicco (2003). This methodology has been widely used to study
rough-wall turbulent channel flows (Orlandi and Leonardi, 2006; Busse et al.,
2015; Thakkar et al., 2018).
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1.5. Objectives
In this chapter, we have shown that turbulent flows over rough surfaces are
present in a wide variety of situations. They are a key factor in atmospheric
dynamics, and play a major role in the performance of most means of trans-
portation, as well as in the energy losses in ducts and pipelines, amongst other
applications. In particular, the transitionally rough regime has a strong relev-
ance on a multitude of technological problems. In industrial applications at
high velocities, even with well-controlled micro-texture, smooth surfaces enter
the transitionally rough regime. This, alongside with the improvements on sim-
ulations that are now approaching the Reynolds number of typical engineering
applications, has stirred up interest in the topic amongst the high–Reynolds-
number community (Marusic et al., 2010b). The interest in transitional rough-
ness also resides in understanding the effects that roughness begins to produce
in the flow before it is completely modified. Furthermore, while it may seem
that it has a narrow scope, the study of the transitionally rough regime is of
more general relevance as it marks the onset of the fully rough behaviour. As
size increases, the effects of the rough surface intensify, leading to the departure
from the hydraulically-smooth regime and eventually reaching the fully rough
regime. Moreover, predicting the skin friction and, in particular, the roughness
function are questions that have not been fully answered yet. The classical ap-
proaches used in engineering to predict the effect of rough surfaces have limited
predictive capability. The equivalent sand grain roughness, ks, on which the
widespread Moody chart is based, does not appropriately predict drag in the
transitionally rough regime. Recent studies have aimed to find a better charac-
terisation of the surface. An approach that has shown promising results is that
of using reducedmodels for the flow to obtain the roughness function. All in all,
the transitionally rough regime has a great relevance in industry, with physics
that have not yet been elucidated.
The approach taken in this work is to understand the modifications produced
on the flow by the roughness texture. Specifically, we aim to gain insight into
the transitionally rough regime. The final goal is to develop a model to pre-
dict the friction drag of a surface based on its roughness geometry alone. To
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develop such a model, we first study whether rough flows can be decomposed
into independent components, with one capturing the effect of roughness, and
another capturing that of the overlying turbulence. Once such a decomposition
is developed, we can study the flow by investigating these simpler components.
In particular, we investigate the effect of the rough surface on the background
turbulence, and the generation of the roughness-induced component of the tur-
bulence by the roughness geometry. Based on that knowledge, we can propose
models to estimate the behaviour of the component of the flow: the background
turbulent-like component and the roughness-induced component. Combining
those models, we finally propose a model for friction drag.
The problem is studied bymeans of direct numerical simulations of turbulent
flows over different rough surfaces and through a range of roughness sizes in
the transitionally rough regime. We restrict ourselves to classical k-roughness
behaviour, which is more frequently found in engineering and research, and is
characteristic of most three-dimensional rough surfaces. These roughness sur-
faces are represented using the immersed boundary method, which is a widely
used technique in the field. Details on the methodology, implementation, and
numerical experiments are given in chapter 2. In chapter 3, we analyse how the
flow can be decomposed into simpler components. In particular, we separate
the flow into one component induced by roughness and coherent with the tex-
ture, and a second component that captures the background turbulence with
no footprint from the rough surface. Once the roughness-induced contribution
is removed, we analyse how the presence of roughness alters the energy dis-
tribution and coherent structures of the background turbulence. Some atten-
tion is also paid to the height of the roughness sublayer, and to the effect of the
rough surface beyond that region, i.e. whether outer-layer turbulence is altered.
These findings are combined in chapter 4 to develop a preliminary model for
the roughness function. In chapter 5, we study the signature of a flow instabil-
ity in our data, similarly to those in obstructed flows. We present an analysis of
the stability of flows using parameters that characterise the rough surface. The
model assumes small size and densely packed roughness, so the flow is highly
obstructed and the permeability equations approximate the behaviour within
the roughness canopy. This model, initially intended for representing small size
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roughness surfaces, is, in amore general sense, a representation of a porous coat-
ing. In chapter 6, we take advantage of the insight gathered about the stability
of these permeable surfaces, and explore their drag reduction capabilities. This
thesis is concluded in chapter 7.
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setup
The numerical experiments are conducted in a turbulent channel with rough-
ness on the top and bottom walls. The problem is described by the incompress-
ible Navier–Stokes and continuity equations
∂u
∂t
+ u · ∇u = −∇p+ 1Re∇
2u, (2.1a)
∇· u = 0, (2.1b)
where u is the velocity field, Re is the Reynolds number and p is the kinematic
pressure, the ratio between the pressure and the density of the fluid. The stream-
wise, wall-normal and spanwise coordinates are respectively x, y and z, with u,
v and w the corresponding components of the velocity u. The flow is driven in
the streamwise direction by a uniform pressure gradient. We restrict ourselves
to the incompressible problem, therefore density can be taken as unity and drop
from the equations without loss of generality. The characteristic length and ve-
locity scales of the problem are the half-height of the channel, δ, and the bulk
velocity, i.e. the cross-sectional average of the velocity. The domain is periodic
in the wall-parallel directions. The channel half-height, δ, is measured from the
roughness crests to the centreline, and the length and width of the domain are
Lx = 2piδ and Lz = piδ, respectively, which has been shown to be appropriate
to capture the physics of the problem (Flores and Jiménez, 2010; Lozano-Durán
and Jiménez, 2014).
In this chapter the characteristics of the numerical method are outlined. The
code was originally developed by García-Mayoral (2011) for his study on turbu-
lent flows over riblets, and it has been adapted for the present work on rough-
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ness. The temporal integrator is a fractional-stepmethod combinedwith a three–
sub-step Runge–Kutta method. The treatment of the pressure is implicit, the
viscous terms are semi-implicit, and the non-linear advective terms are solved
explicitly. The boundary conditions at the walls are u = 0 at the first and last
planes of the domain, as in a smooth-wall channel simulation. The roughness
geometry is implemented using immersed boundary method that modifies the
right-hand-side of equation (2.1a) via body forces.
In this chapter, we first introduce the fractional-step method and the Runge–
Kutta schemeused for the integration in time of equations (2.1). Thenwepresent
the spatial discretisation, followed by the immersed boundary method used to
simulate roughness. In the last part of the chapter, we discuss the validation of
this numerical implementation.
2.1. Temporal discretisation
Velocity and pressure in equations (2.1) are decoupled using the fractional-step
method (Chorin, 1968). While the final implementation of the time integrator
uses a Runge–Kutta scheme, we first illustrate the fractional-step method using
a simpler first order scheme, for the sake of clarity. The Navier–Stokes equa-
tions (2.1) are integrated using an explicit Euler time integrator, of the form
∂u/∂t ≈ (un+1 − un)/∆t, with ∆t = tn+1 − tn, that yields
un+1 − un
∆t
= −Gpn+1 −N(un) +
α
ReLu
n +
β
ReLu
n+1, (2.2a)
Dun+1 = 0 (2.2b)
where D, G and L represent the discretised divergence, gradient and laplacian
operators, respectively, and N is the non-linear advection operator. The super-
script indicates the time-step, with n the current one where the flow field is
already known, and n+ 1 is the next time-step, yet to be calculated. The factors
α and β are the coefficients of the semi-implicit treatment of the viscous terms.
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The previous expression can be rearranged into the form
un+1
(
I− ∆t
β
ReL
)
+ ∆tGpn+1 = un + ∆t
(
−N (un) +
α
ReLu
n
)
= RHS,
(2.3a)
Dun+1 = 0, (2.3b)
where I is the identity matrix and the right-hand-side, RHS, contains the ex-
plicit terms. On the left-hand-side, we explicitly observe the coupling between
velocity and pressure. The fractional-step method is a strategy that allows for
these variables to be calculated independently, by means of an intermediate
base. Equations (2.3) expressed in matrix form yield(
A ∆tG
D 0
)(
un+1
pn+1
)
=
(
RHS
0
)
, (2.4)
where A = (I− ∆t (β/Re)L). The intermediate base is obtained by performing
an LU-decomposition on equation (2.4) (Perot, 1993). In an LU-decomposition
the equation MX = Y becomes LZ = Y with Z = UX, where M = LU is a
non-singular matrix, and L and U are lower and upper triangular matrices, re-
spectively. Performing this decomposition on equation (2.4) results in(
A 0
D −∆tDA−1G
)(
un+1?
pn+1?
)
=
(
RHS
0
)
, (2.5a)(
I ∆tA−1G
0 I
)(
un+1
pn+1
)
=
(
un+1?
pn+1?
)
, (2.5b)
where the subscript ? denotes intermediate variables. Notice that thematrixA−1
is time-dependent and, thus, has to be evaluated, and inverted, every time-step.
Since A = I + O(∆t) and ∆t  1, we approximate A−1 ≈ I (Perot, 1993; Si-
mens, 2008). Consequently, the pressure is only first order accurate, O(∆t), and
the error propagates to the velocity at the correction stage in equation (2.5b).
Therefore, regardless of the accuracy of the velocity, the overall accuracy of the
method would be first order. However, this loss of accuracy can be addressed
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and improved to second order by means of a mere change of variables. Neg-
lecting the viscous part ofA−1 produces an error (∆t/Re)Lpn+1, of order O(∆t).
The pressure can be expressed as pn+1 = pn + φn+1 + O(∆t2), with the pres-
sure correction φn+1 ∼ O(∆t). As suggested by Simens (2008), solving for the
pressure correction produces an error (∆t/Re)Lφn+1, which results in an over-
all error of the method of order O(∆t2). The pressure, pn+1, remains first order
accurate, but since it is calculated every time-step from the corrected velocity, its
error does not propagate, and therefore does not carry forward. The method is
therefore second order accurate in time for the velocity, and first order for the
pressure. Equation (2.5) shows that the discretised Navier–Stokes equation (2.2)
is equivalent to
un+1?
(
1− ∆t βRe
)
= un + ∆t
( α
ReLu
n −N (un) +Gpn
)
, (2.6a)
∆tDGφn+1 = Dun+1? , (2.6b)
un+1 = un+1? − ∆tGφ
n+1, (2.6c)
pn+1 = pn + φn+1, (2.6d)
where A−1 has been simplified to I and the pressure substituted to pn+1 = pn+
φn+1. These equations form a sequence where there is only one unknown per
equation, and the right-hand-side is always known explicitly from the previous
time-step and previous steps of the sequence.
The fractional-step method decouples the Navier–Stokes equations (2.1), by
means of an LU-decomposition. This is achieved by using an intermediate ve-
locity, un+1? . Although at first un+1? does not respect the incompressibility con-
dition, it allows us to calculate the correct pressure in the following time-step,
pn+1. Once the pressure is known, this intermediate velocity can be corrected,
thereby obtaining the incompressible velocity un+1.
The fractional-step method has been introduced above using a simple first-
order Euler time integrator. In our numerical experiments, we instead imple-
ment a three–sub-stepRunge–Kutta time integrator that provides third-order ac-
curacy for the advective terms and second-order accuracy for the viscous terms
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Table 2.1.: Fractional step Runge–Kutta coefficients (Le and Moin, 1991).
iRK 1 2 3
αiRK 4/15 1/15 1/6
βiRK 4/15 1/15 1/6
γiRK 8/15 5/12 3/4
ζiRK 0 −17/60 −5/2
(Le and Moin, 1991). Equation (2.1a) then results in(
1− ∆tβiRKRe L
)
uniRK = u
n
iRK−1 (2.7a)
+ ∆t
(αiRK
Re L
(
uniRK−1
)
− γiRKN
(
uniRK−1
)
− ζiRKN
(
uniRK−2
)
− (αiRK + βiRK)G (p
n)
)
, iRK = 1, 2, 3
DG
(
φn+1
)
=
1
∆t
(D (un3 )) , (2.7b)
pn+1 = pn + φn+1, (2.7c)
un+1 = un3 − ∆tG
(
φn+1
)
. (2.7d)
where un0 = un. The constants αiRK , βiRK , γiRK and ζiRK , with iRK = 1, 2, 3,
are the Runge–Kutta method coefficients proposed by Le and Moin (1991), as in
table 2.1. Equation (2.7a) is the advancement of themomentum equation at each
sub-step iRK. Notice that equations (2.7b) to (2.7d) are only calculated once per
overall step, and the velocity and pressure are only corrected at the final step in
equation (2.7). Le and Moin (1991) show that this correction can be performed
at the final sub-step only without loss of accuracy. Figure 2.1 illustrate this idea,
indicating three small corrections every sub-step as opposed to a larger single
correction at the final sub-step. The time-step is adjusted to keep the condition
for numerical stability, the CFL, constant,
∆t = min(∆tconv,∆tvisc), (2.8)
∆tconv = CFL min[∆x/ (pi|u|) ,∆y/ (|v|) ,∆z/ (pi|w|)], (2.9)
∆tvisc = 2.5 min
[
∆x2min/pi
2,∆y2min/4,∆z2min/pi2
]
. (2.10)
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n n+1
1 2 3
Figure 2.1.: Sketch of the evolution of the velocity through a time-step. Gray arrows
are advancements of the momentum equation, and red arrows are pressure
corrections. The dashed line is corrected every Runge–Kutta sub-step, while
the red one is only corrected at the last sub-step. Adapted from Le andMoin
(1991).
2.2. Pressure driven flow
The pressure gradient is adjusted to enforce a constant flow rate. Therefore, it
fluctuates around its mean value. This yields statistically equivalent results to
keeping the mean pressure gradient constant and letting the flow rate fluctuate
(Quadrio et al., 2016), and provides a shorter time for statistical convergence
(Nelson and Fringer, 2017).
Following Chu and Karniadakis (1993), to efficiently achieve a constant flow
rate Q, the mean velocity can be adjusted by solving an equivalent Stokes flow
driven by a unit pressure drop,(
1− ∆tβiRKRe
∂2
∂y2
)
U?(y) = −∆t (αiRK + βiRK) , (2.11a)
∆P? =
Q−QniRK,?
Q?
, (2.11b)
UniRK(y) = U
n
iRK,?(y) + ∆P?U?(y), (2.11c)
whereUniRK,? is the uncorrectedplane-averagedmeanvelocity profile, withQniRK,?
its corresponding flow rate. U?, Q? and ∆P? are auxiliary variables, where Q?
is the flow rate associated with U?. For simplicity, U? is only defined above the
roughness crests, with its boundary condition U?(0) = 0 at the roughness tips.
There is no correction within the roughness region, between tips and troughs.
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This produces a negligible error in the velocity field, because the corrections
on the velocity and pressure are several orders of magnitude smaller than their
uncorrected values (García-Mayoral, 2011). The procedure described by equa-
tions (2.11) has been widely used in both smooth-wall and rough channel direct
numerical simulations (Choi et al., 1993; Chu and Karniadakis, 1993; Moser et
al., 1999; Del Álamo and Jiménez, 2003; Hoyas and Jiménez, 2006; Orlandi and
Leonardi, 2006).
2.3. Spatial discretisation
The periodicity of the domain along the wall-parallel directions calls for the use
of pseudospectral discretisation. In particular, the periodic directions, x and z,
are represented spectrally in Fourier space. The non-homogeneous wall-normal
direction, y, on the other hand, is discretised using second order central finite
differences.
2.3.1. Wall-parallel discretisation
The use of spectral discretisation for the wall-parallel directions, and in particu-
lar Fourier series, presents some advantages with respect to othermethods. One
of the major advantages of spectral methods is that they yield optimal resolu-
tion for a given number of collocation points. This is commonly referred to as
spectral accuracy (Moin and Kim, 1982; Canuto et al., 1988). Additionally, the
implementation of Fourier series has a positive impact on the computational cost
of equation (2.7b). Periodic functions in a uniform grid can be represented by a
discrete Fourier series
f(xj) =
nx/2∑
q=−nx/2
fˆ(kq) exp (ikqxj) , where fˆ(kq) =
1
nx
nx∑
j=0
f(xj) exp (−ikqxj) ,
(2.12)
where xj = j∆x,∆x is the grid spacing, nx is the number of grid points, and kq =
2piq/(nx∆x). The periodicity requirement gives rise to q being undetermined.
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That is, the value of exp(±ikqxj) is not modified when the index is translated
from q to q+ lnx, where l is an integer. In every iteration of the time integrator a
laplacian operator is inverted, as shown in section 2.1. This operation, however,
turns trivial when expressed in Fourier space, since the derivatives becomemere
products,
F (∂qf) = ikqF (f) , (2.13)
where F is the Fourier transform operator, F(f) ≡ fˆ. When the problem is Four-
ier transformed along x and z, the linear operators then become decoupled in the
wall-parallel directions, so the equations can be solved independently for each
streamwise and spanwise mode. For instance, the expressions for the laplacian
operator is
Fxz
(∇2f) = Fxz ((∂2x + ∂2y + ∂2z) f) = (∂2y − k2x − k2z)Fxz (f) . (2.14a)
On the other hand, this strategy suffers from an important drawback as the
product of functions becomes a convolution in Fourier space,
F(f · g) = F(f) ? F(g). (2.15)
Convolutions need to perform O(N2) elementary operations, with N the size of
the elements involved, which in our case is the number of grid points. As a
result, there would be a drastic increase in the cost of computing the non-linear
terms. To overcome this issue, the non-linear advective terms,u·∇u in (2.1a), are
solved in physical space, where it only involves O(N) operations. To efficiently
transform the flow field between physical and Fourier spaces we use the Fast
Fourier Transform (Cooley and Tukey, 1965), which performs only O(N log2N)
operations (Canuto et al., 1988; Ferziger andPerić, 2002). Transforming the prob-
lem into physical space, computing the advective terms, and transforming back,
in practice reduces the computational cost by one order of magnitude.
If not treated appropriately, this strategy of alternating between spectral and
physical spaces may produce a numerical artefact called aliasing. Let us briefly
explore the aliasing phenomenon. In equation (2.12) we observe that q is un-
determined due to the periodicity requirement. The result is not altered by
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adding or subtracting N, the number of collocation points in the domain, from
q. This property of periodicity is preserved through linear operations. For in-
stance, the derivatives of a discretised function share the same period indeterm-
ination of step N. However, non-linear operations, such as the product of two
functions, may lead to a change in the number of modes that are necessary to
correctly define the solution, and commonly it has to be represented in a larger
domain. To illustrate this issue, let us consider the multiplication of fs times
ft that generates all the possible combinations of exp(±iksxj)exp(±iktxj) =
exp(±i(ks+kt)xj). Since both ks and kt take values in the interval [−N/2,N/2],
the resulting non-linear term includes wavelengths from−N toN, twice as large
as the initial domain. However, if the solution is projected back into the original
interval [−N/2,N/2], modes±N indices apart cannot be distinguished, as men-
tioned above. This results in high frequencies being added to the lower ones,
with the [−N,−N/2] and [N/2,N] intervals contaminating the solution in the
original domain. As an example let us consider trigonometric functions in the
domain [−N/2,N/2],
sin
(
2pij(N/3)
N
)
cos
(
2pij(N/3)
N
)
=
1
2 sin
(
2pi2j(N/3)
N
)
(2.16a)
=
1
2 sin
(
−2pij(N/3)
N
+ 2pij(N)
N
)
(2.16b)
⇒ 12 sin
(
−2pij(N/3)
N
)
, (2.16c)
which not only has an incorrect wavenumber but even its phase velocity has
the opposite sign. This phenomenon is known as aliasing and, in non-linear
differential equations, may be an important source of error if not addressed ad-
equately (Ferziger and Perić, 2002). There are several methods to overcome this
problem. The most commonly used are aliasing removal by padding or trunca-
tion, aliasing removal by phase shifts, and aliasing removal for orthogonal poly-
nomials (Canuto et al., 1988). We select the first one for simplicity, and efficiency.
As seen above, aliasing arises from the solution domain not being large enough
to accommodate the resulting high wavenumbers. As a consequence, they are
incorrectly captured in a complementary lower wavenumber within the avail-
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able domain, thereby contaminating the solution. By enlarging the domain to
a size of 2N and padding with zeros the additional wavenumber prior to the
multiplication, we ensure that modes at all wavenumbers are correctly repres-
ented. The domain is then truncated back to the original working size N. The
perfomance of this process can be improved by decreasing the size of the aux-
iliary domain to only 3/2N, as shown by Orszag (1971). The Fourier transform
of a function, which is represented using nx complex modes, is illustrated in
figure 2.2(a). When this function is multiplied by another function defined in
the same grid, the number of modes is doubled, 2nx, as shown in (b), yet only
the first half is needed to achieve the original resolution of the problem. How-
ever, if we use fewer than 2nx modes, as illustrated in (c), we suffer from the
described aliasing: higher frequencies contaminate the lower ones. As the num-
ber of modes is reduced, a wider region is contaminated, the limit being when
the extra region is 1/2 of the initial number of modes. That is, to de-alias we
need a domain 3/2 times the initial size, as shown in (d). Finally, these addi-
tional modes are discarded and we recover the initial resolution, and thus the
original number of modes.
2.3.2. Wall-normal discretisation
The periodicity of the problem along the wall-parallel directions favours the use
of a Fourier series discretisation. However, walls create a non-homogeneity in
the wall-normal direction, making Fourier series unsuitable. An alternative op-
tion is to implement the derivatives in the non-homogeneous direction, y, using
a second order central finite difference scheme. Central finite difference schemes
are of the form
f ′i ≈
m∑
i=−m
wi
fi+m
yi+m − yi
, (2.17)
where i is the index of a grid point, 2m is the order of the scheme for an ap-
propriate set of weighting coefficient,wi. In particular, the second order central
finite difference scheme implemented takes the simplified form
f ′i ≈
(
dy(θ)
dθ
)−1
fi+1 − fi−1
2 , (2.18)
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0 nx/2
a)
b)
c)
d)
Figure 2.2.: Sketch of the de-aliasing
method used. (a), representation
of the Fourier transform of a func-
tion defined in a domain of size
nx/2; (b), representation of the
Fourier transform of two functions
in a domain of size nx/2 that is
large enough to accommodate all
wavelengths; (c), wavelengths be-
ing contaminated because of ali-
asing when the domain is smaller
than nx; (d), smallest domain, of
size (3/2)nx/2, in which aliasing is
avoided in the original domain of
size nx/2.
where y(θ) is the mapping from the index θ = [1,ny] to the wall-normal co-
ordinate, with ny the number of grid points in the wall-normal direction. The
term dy/dθ in equation (2.18) results from applying the chain rule to df/dy =
(df/dθ)(dθ/dy), since we know the analytical expression for y(θ). The expres-
sion y(θ)maps the stretched grid to an auxiliary unstretched one,
y(θ) = c1 (θ− ny/2) + c2 (θ− ny/2)5 , (2.19)
where the ci coefficients set the size of the channel, δ, and stretching of the grid.
As shown previously, the Fourier series discretisation decouples the wall-
parallel direction, thereby individualmodes can be resolved independently along
the y direction. However, the differential operators still need to be inverted.
Central finite differences only involve adjacent points, and therefore the dis-
crete operators are tridiagonal, which improves the efficiency and further re-
duces the computational cost. On the other hand, low order finite difference
schemes exhibit low spatial resolution, since they are highly numerically dis-
persive (Trefethen, 1996). This is a potential source of numerical error in finite
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difference methods as they demand high resolution to represent quickly vary-
ing functions. Fluctuations that take place over long distances, spanning several
grid points, are well-represented, while fluctuations with a short wavelength
compared to the grid spacing are not well-captured. The error associated with
differentiating schemes is classically assessedusing Fourier analysis, which provides
a way to quantify its resolution accuracy, also called dispersion or phase error
(Lele, 1992). The analysis presented hereafter considers periodic functions to
simplify the mathematical development. Despite the domain being bounded,
this analysis is still valid in the core of the flow, away from the boundaries. Lele
(1992) presents an extensive analysis on the effect of the boundaries. For the
Fourier analysis we assume that a certain function f can be decomposed using
expression (2.12) to calculate its Fourier coefficients and the exact derivative of
f satisfies equation (2.13). To characterise the error of a particular discretisa-
tion, the Fourier coefficients generated by the differencing scheme are compared
with the coefficients of the exact solution. Since these methods are linear, we
only need to consider the differentiation of one of the terms of the summation,
exp(ikqx). For instance, the first derivative of the second order central difference
scheme produces
F
(
∂f
∂x
)
≈ F
(
f (x+ ∆x) − f (x− ∆x)
2∆x
)
=
∑
q
exp (ikq (x+ ∆x)) − exp (ikq (x− ∆x))
2∆x fˆ(kq)
=
∑
q
i
sin (kq∆x)
∆x
exp (ikqx) fˆ(kq)
=
∑
q
ik˜q exp (ikqx) fˆ(kq),
(2.20)
where k˜q = sin (kq∆x) /∆x is themodified, or effective, wavenumber. Figure 2.3
portrays the modified wavenumber for second order finite difference scheme
and fourth order finite difference scheme, compared to the exact solution. Spec-
tral schemes reproduce all modes at the correct wavenumber, but neither Four-
ier nor Chebyshev series, the most common spectral methods, are suitable for
representing the non-homogeneous direction of our simulations. For both finite
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Figure 2.3.: Modification in the wavenumber produced by the the numerical discretisa-
tion: (a) second order central finite difference scheme, (b) fourth order com-
pact finite difference scheme, (c) exact solution. Adapted from Lele (1992).
and compact differences, low frequencies are well represented while high fre-
quencies are not correctly captured. To capture all scales, we must increase the
resolution such that the smallest scales in the flow are still large with respect to
the grid and can be adequately resolved.
2.3.3. The wall-normal collocated grid
While spectral methods usually prescribe the position of their collocation points
and therefore the grid to be implemented, other discretisations allow for the grid
to be adapted based on the needs of the problem. Along the wall-normal direc-
tion, where a finite difference method is used, variables are discretised on a grid
that can either be a collocated or a staggered grid. In collocated grids, there is
a single grid used for all variables, so the three velocity components and pres-
sure are known at the same positions in space. In a staggered grid, there are
several grids which allow variables to be defined at different positions in space.
Each approach presents its advantages and disadvantages. In our case, the vari-
ables are represented in a collocated grid, where all variables are defined at the
same points. This choice simplifies the representation of the rough surfaceswith
the immersed boundary method. However, it has an important drawback, the
chequerboard effect (Ferziger and Perić, 2002), which is a typical problem when
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using finite differences on collocated grids. Let us take for instance the second
order central difference of a variable f, along y, on an equispaced grid of spacing
∆y. The first and second derivatives are
f′i ≈
fi+1 − fi−1
2∆y , f
′′
i ≈
f′i+1 − f
′
i−1
2∆y =
fi+2 − 2fi + fi−2
(2∆y)2 . (2.21)
We observe that while the first derivative is computed using adjacent values,
the second derivative uses values two points apart, skipping the adjacent ones.
This omission decouples values in even and odd points. The pressure is solved
by inverting a laplacian operator that includes such second order derivatives.
The pressure evaluated at even and odd points would be solved independently
giving rise to two unconnected solutions, resulting in discontinuities in the pres-
sure. This is the so-called chequerboard effect and is a source of numerical in-
stability. To address this problem, incompressibility is weakly enforced (Nord-
ström et al., 2007) using a divergence free formulation. The strategy proposed
by García-Mayoral (2011) is to replace the continuity equation (2.1b) for an evol-
ution equation that continuously and exponentially drives∇· u to zero,
∂D
∂t
= −λDD+
1
ReD
∇2D, (2.22)
where λD and ReD are parameters of this particular method and D = ∇· u.
This creates communication between even and odd points allowing the use of a
collocated grid, while removing the chequerboard effect (García-Mayoral, 2011).
At a given time-step of size ∆t, the parameters λD and ReD are chosen in order
to preserve the stability of equations (2.7),
λD =
0.8
∆t
, (2.23)
ReD =
20∆t
7
(
pi2
∆x2min
+
4
∆y2min
+
pi2
∆x2min
)
. (2.24)
García-Mayoral (2011) shows that the resultingD in the flow is never larger than
2 · 10−4 and it is much smaller than other velocity gradients in the flow, for in-
stance, the magnitude of the vorticity |ω+| ≈ 0.05–0.2.
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2.3.4. The multi-block approach
In the core of the flow, away from the walls, the resolution is determined by
turbulence and the characteristic size of its smallest eddies. However, near the
walls, roughness induces a flowwith a characteristic length scale of the order of
the roughness size. In the roughness sublayer, themost constraining of these two
resolutions is chosen to correctly resolve both the turbulent structures and the
roughness-induced flow. Unfortunately, for the small roughness studied in this
work, the roughness size is always the limiting factor. As a result, the number
of points, nx and nz, increases to resolve the flow around roughness elements,
with turbulence being over-resolved. Using this spacing in the whole domain
would increase dramatically the computational cost. To circumvent this issue,
the strategy adopted is to implement a multiblock approach, in which the grid
is split into three blocks or bands with different resolutions (García-Mayoral,
2011). The upper and bottom blocks, which include the roughness elements and
the roughness sublayer, have a higher number of points in x and z to capture the
flow physics and the geometry, while the middle block uses a coarser mesh to
alleviate the computational cost.
The original implementation developed by García-Mayoral (2011) only intro-
duced this technique in the spanwise direction, as riblets, being two-dimensional
roughness, do not need a finer resolution along the streamwise direction. Ad-
ditionally, since the geometry along the streamwise direction is homogeneous,
the immersed boundary conditions that define the geometry of the surface can
be imposed in Fourier space, granting spectral resolution. In this work, to ad-
dress three-dimensional roughness, the multi-block implementation is exten-
ded to the streamwise direction. As well as, the boundary conditions are all
imposed in physical space. These changes affect the data structure as depicted
in figure 2.6.
At the interface between bands, a boundary condition is needed. High fre-
quencies are strongly damped by viscosity and decay quickly as they evolve
away from the wall, hence a reasonable boundary condition at the interface is
to set to zero all high frequencies that are not computed in the middle block
(García-Mayoral, 2011). Figure 2.4 shows how high frequency Fourier modes,
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Figure 2.4.: Decay of the streamwise spectral energy, uˆ+2, for case C15 (see section 2.6),
along the wall-normal direction, with individual wavelengths along λz =
λx. From blue to red, modes for increasing wavelengths that are present in
the coarse and the fine grid blocks. From black to light grey, modes that
are only present in the fine grid block. Thicker lines indicate the texture
wavelength and its subharmonics.
those not included in the middle block, are negligible at the interface. These
modes exhibit the same behaviour at the interface as intermediate frequency
ones that continue through the interface, suggesting that the boundary condi-
tion at the interface is not artificially affecting the flow.
2.3.5. Spatial resolution
The size of the domain is chosen so that the physics of large structures is cor-
rectly described and captured (Flores and Jiménez, 2010). Therefore, as sugges-
ted by Lozano-Durán and Jiménez (2014), the length and width are Lx ≈ 2piδ
and Lz ≈ piδ, in the streamwise and spanwise directions, respectively. The wall-
normal coordinate is non-uniform in y, in order to capture all turbulent scales at
a minimum computational cost. The grid is coarser in the centre of the channel,
finer near the walls, and remains almost constant within the immersed bound-
ary region. The number of grid points and the stretching of the wall-normal
coordinate are chosen to provide DNS resolution (Moser et al., 1999), resolv-
ing all relevant turbulent scales (Moin and Mahesh, 1998). The wall-parallel
grid spacings used are ∆x+ ≈ 8 and ∆z+ ≈ 4. Outside the roughness region,
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Figure 2.5.: (a) Dimensions of the computational domain in physical space. (b) The three
bands or blocks in which the domain is split.
the minimum wall-normal grid spacing is ∆y+min ≈ 0.3 at the roughness crests
and progressively grows to the maximum spacing ∆y+max ≈ 3.1 at the centre
of the channel. Within the roughness region, i.e. between roughness crests and
troughs, the grid spacing is kept almost constant and approximately equal to
∆y+min. The resolution along x and z is better than that used in Kim et al. (1987)
and is comparable to the simulations by Moser et al. (1999). Since in those cases
the non-homogeneous direction is discretised using different schemes to ours,
the wall-normal resolution is not directly comparable, but we still achieve the
objective of resolving the smallest structures (Moin and Mahesh, 1998).
The physical domain is defined by the lengths Lx, Lz, δ and the depth of the
roughness in the y-direction; and by the number of grid points nx, ny and nz
where the variables are defined. The number of grid points in x and zmay vary
between different blocks due to the multi-block approach. Figure 2.5 shows the
relevant characteristics of the physical domain. The upper and bottom blocks
include the immersed boundary with the roughness texture. The number of
grid points along the y coordinate is defined so that we obtain DNS resolution in
the fluid region of height 2δ. Subsequently, the numerical box is extended below
the roughness crests to accommodate the immersed region with the roughness
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elements. The resulting total height of the box is 2(δ + k), and the number of
grid points depends on the particular roughness height.
In physical space, the domain is a cuboid with three blocks, where each can
have a different number of points, nx and nz. The spacing is adjusted in each
block to cover the whole domain with the available points. However, when
transformed to Fourier space, this difference in grid points results in a different
number of wavenumbers representing each block. If we use a similar repres-
entation to figure 2.5, aligning the wavenumbers of all three blocks, the domain
would not necessarily resemble a cube any longer. Modes are aligned based on
their wavenumber, i.e. the kth mode will always represent the same information
regardless of the total number ofmodes or collocation points in the original grid.
To illustrate this, figure 2.6 depicts a domain with a larger number of wavenum-
bers in the wall blocks than in the core block. The physical domain is first trans-
formed along the x direction and afterwards along z. The first transformation,
depicted in figure 2.6(a), takes as arguments real numbers, which results in pairs
of complex conjugates. Half of the data is redundant and thus only half of the
modes are needed to reconstruct the entire data. Regarding the second Four-
ier transform along z, typically the coefficients of the Fourier transform are not
stored consecutively, but in the series [0, 1, ...,N/2 − 1,−N/2, ...,−2,−1], where
N is the number of grid points in that particular block and direction. Therefore
the middle block, with fewer high wavenumbers, is shorter in the streamwise
direction and displays a spanwise central hole, as portrayed in 2.6(b).
To improve the computational efficiency, the pseudo-spectral domain is split
into regions that can be calculated independently on parallel computers and
with similar computational load per processor. Transferring data between pro-
cessors is one of the most time-consuming operations and should beminimised.
In physical space, data is stored in xz-planes, so two-dimensional Fourier trans-
forms can be performed without communicating with other processors. These
xz-planes are grouped together and sent to the processors in sets of similar com-
putational cost. Since the density of grid points may differ between blocks, the
computational cost is estimated by the number of points per plane, which is in
principle correlated with the amount of operations needed. Similarly, in Four-
ier space, modes are grouped together and distributed among the processors.
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Figure 2.6.: Representation of the spectral domain (a) after the first Fourier transform
along the x direction, and (b) after both Fourier transforms along the x and
z directions. The middle block presents fewer points than the wall blocks in
both directions.
Modes are independent, therefore, processors can perform the wall-normal de-
rivatives without additional communication. As illustrated in figure 2.7, two
types of modes are possible, those present in all three blocks, which extend
the whole domain from top to bottom; and those only present in top and bot-
tom blocks. These two types of modes have different computational load and
are grouped and calculated independently. This division of the calculation into
two steps improves the balancing of the computational load. In the original im-
plementation, in spectral spaces, the data representing Fourier modes is first
grouped in sets with equal streamwise wavenumber, and afterwards distrib-
uted. In this work, to improve efficiency, the data structure was modified to
be able to distribute these Fourier modes independently of their wavenumbers.
2.4. Immersed boundary method
The spatial discretisation and temporal integrator have been described above.
Now we introduce the strategy to simulate arbitrary rough geometries at the
walls. An immersed boundarymethod is chosen to simulate the roughness geo-
39
2. Numerical method and simulation setup
b
a
Figure 2.7.: Regions in which the pseudo-spectral do-
main is split. (a) Short columns, only spanning across
the fine grid blocks. (b) Long columns, spanning the
entire channel.
metry (Mittal and Iaccarino, 2005). The main advantage of this family of meth-
ods is that they can be implemented on Cartesian grids. Compared to other
approaches, this greatly simplifies the grid generation process as well as the
spatial discretisation of the equations. In particular, the technique implemented
is the one proposed by Mohd-Yusof (1997), Fadlun et al. (2000) and Iaccarino
and Verzicco (2003), which uses body forces to simulate the presence of a solid
body, reproducing the no-slip condition at the walls of the roughness elements.
Intuitively, the condition to implement is
un+1solid = V , (2.25)
where V is the appropriate velocity of the solid body at the forcing points.
Expression (2.25) is implemented by modifying the right-hand-side in equa-
tion (2.7a) at points representing a solid body. Following Mohd-Yusof (1997),
this method yields(
1− ∆tβiRKRe L
)
uniRK =
(
V niRK−1 − u
n
iRK−1
)
+
(
1− ∆tβiRKRe L
)
uniRK−1. (2.26)
If a solid–fluid boundary crosses through points of the grid, the forcing velocity
at those points is V = 0. However, if the boundary falls between two points,
as it would most likely be the case in arbitrary roughness, we are forced to use
more elaborated expressions for V . This is inevitably the case when the rough-
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(a) (b)
Figure 2.8.: (a) Extrapolation and (b) interpolation triangular schemes. The grey arrow
is the velocity calculated usingNavier–Stokes equations, the red arrow is the
velocity imposed in order to satisfy the no-slip condition at the boundary.
ness elements have inclined, or curved shapes, such as spheres or pyramids, or
when a staggered grid is used. García-Mayoral (2011) proposed a strategy com-
bining the methods by Fadlun et al. (2000) and Iaccarino and Verzicco (2003),
whose main idea is illustrated in figure 2.8(a). The boundary is implemented by
taking the solid and fluid points closest to the boundary, and imposing a velo-
city V onto the solid point such that the resulting velocity at the boundary is
zero (Iaccarino and Verzicco, 2003). If this boundary is relatively too close to the
fluid grid point, the extrapolation to the solid point produces large weight coef-
ficients ofV , that can cause numerical stability issues (Tseng and Ferziger, 2003).
In these cases, an interpolationmethod (Fadlun et al., 2000) is more appropriate,
as depicted in figure 2.8(b). This method has the notable inconvenience of ap-
plying momentum within the flow field, i.e. the Navier–Stokes equation is not
solved at those points but instead an extrapolation from the surrounding points.
To obtainV in a two-dimensional geometry, two neighbouring fluid nodes are
commonly used, and three in a three-dimensional case. For two-dimensional
geometries, figure 2.9 illustrates how to obtain the point on the boundary that
is closest to the solid point where the extrapolation is performed. This auxiliary
point is used to calculate the weight of the extrapolation for V . The extension
to the three-dimensional case follows a similar procedure.
Obtaining the body force V relies heavily on the geometry, and is therefore
calculated in physical space, alongside with the advective terms. Additionally,
a two-dimensional convolution would need to be performed to impose such
boundary condition in spectral space, which would dramatically increase its
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(a) (b)
Figure 2.9.: Two-dimensional (a) interpolation and (b) extrapolation triangular schemes
using two neighbours. Grey solid points are solid nodes, grey empty points
are fluid points where the velocity is known and red empty points are the
points where the forcing is imposed. The red points on the boundary are
calculated using the inter/extrapolation schemes. Adapted from García-
Mayoral (2011)
computational cost.
As mentioned before, the original implementation for riblets took advantage
of the two-dimensional geometry, so the immersed boundaries were applied
in physical space along the spanwise direction, and in Fourier space along the
streamwise direction. In this work, the implementation was extended to ad-
dress three-dimensional roughness, where immersed boundary conditions are
fully applied in physical space.
The triangulation described has second order accuracy, matching the over-
all order of the implementation, and as a result the boundary is appropriately
captured (Fadlun et al., 2000). On the other hand, this method presents some
disadvantages. First, solid points are part of the computational domain, increas-
ing the total computational cost. It is also an explicit technique, and therefore
approximate. At the end of a time-step the velocity at the immersed bound-
ary cannot be ensured to be exactly zero, since the forcing is imposed using the
velocity at the previous time-step. This generates a residual non-physical flow
within the solid elements. Figures 2.10 and 2.11 show the ensemble average and
an instantaneous realisation of the u and v components of this residual flow in-
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Figure 2.10.: Streamwise velocity component, u, across the centreline of a post at con-
stant streamwise coordinate. From left to right, increasing post size, k+ =
9, 18 and 36, cases C09, C18 and C36 (see section 2.6). The top line displays
the ensemble time average. The bottom line displays an instantaneous real-
isation.
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Figure 2.11.: Wall-normal velocity component, v, across the centreline of a post at con-
stant streamwise coordinate. From left to right, increasing post size, k+ =
9, 18 and 36, cases C09, C18 and C36 (see section 2.6). The top line displays
the ensemble average. The bottom line displays an instantaneous realisa-
tion.
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side a roughness element for different roughness heights. This flow, although
non-desirable, is negligible and the value inside the solid remains under 0.1uτ.
In some simulationswehave observed the appearance of theGibbs phenomenon,
which is highly related to the way the immersed boundaries are imposed. The
sudden alternations from fluid points, with an non-zero velocity, to solid points,
with an enforced zero velocity, are prone to this problem when treated spec-
trally. These discontinuities are characterised by a relatively high energy in the
high wavenumbers. Consequently, when the series is truncated, spurious high-
frequencywaves appear in the immersed boundary region, especially just above
the tips in the streamwise direction as the velocity gradients are more intense.
Like the aforementioned spurious flow, this phenomenon is also bounded to
small values and, due to its high wavenumber, they are heavily damped by vis-
cosity. This phenomenon is inherent to the choice of spectral methods combined
with discrete boundary conditions, however some measures can be undertaken
in order to minimise its impact. While increasing the resolution alleviates this
problem; it, unfortunately, does not completely eliminate it. A possible solution
could have been the use of a Fourier continuation method (Lyon and Bruno,
2010). This approach extends the function within the geometry, removing the
discontinuities while maintaining the no-slip velocity at the boundaries of the
roughness elements. However, the challenge then becomes to find a computa-
tionally efficient process to obtain expressions for all three velocity components,
and the pressure while at the same time satisfying the continuity equation.
2.5. Validation
The numerical methodology presented in this work was originally developed
and validated by García-Mayoral (2011). In particular, the implementation was
validated for a smooth-wall channel, the transition of thewake behind a cylinder,
and triangular riblets. As an example, figure 2.12 shows that one-point statistics
over a smooth-wall channel agreewell with the results byMoser et al. (1999). We
also conducted a smooth-wall test case in which a solid region of 12 wall units
below the surface was simulated using the immersed boundary method. These
results agree with those by Moser et al. (1999). The inset in figure 2.12 shows
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Figure 2.12.: Root-mean-square fluctuations of the velocity components. Comparison
between: , Reτ = 180 results from Moser et al. (1999); , smooth-wall
results; and, , smooth-wall using 12 wall units of immersed boundary to
simulate the wall.
that the fluctuations within the immersed region are negligible. The immersed
boundary method adequately drives to zero the velocity and its fluctuations.
The velocity field across a solid element in a rough geometry formed of cube
posts is shown in figures 2.10 and 2.11. These figures show that the mean en-
semble average velocity within solid elements is negligible. The maxima of both
the streamwise and wall-normal velocities are smaller than 0.1uτ, and much
smaller than the surrounding velocity. The instantaneous velocity displays the
same behaviour with negligible velocity within the solid element.
2.6. Numerical experiments
In this work, we explore the transitionally rough regime. The goal is to under-
stand and predict the effect of roughness on turbulent flows. To explore the
transitionally rough regime, we conduct a campaign of direct numerical sim-
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ulations of turbulent channel flows with rough walls. The channels are sym-
metric, with roughness on both walls. Four different geometries are considered,
as depicted in figure 2.13. To explore the behaviour of each geometry, the size
of the roughness elements, k, is scaled while their shape is kept fixed to a con-
stant value, also resulting in constant solidity and effective slope. These surfaces
exhibit the classic k-roughness behaviour, which is characteristic of most three-
dimensional rough surfaces. The main characteristics of the simulations can be
found in table 2.2.
All geometries are generated by repeating a pattern. The unit element is a
cube of side k, repeated along x and z on both walls. These unit elements are
described using 12× 12 points for the cases with k+ . 9, 24× 24 points for the
cases with 12 . k+ . 25, and 48×48 points for case k+ ≈ 36. This choice results
from the need to solve both the turbulent scales as well as the flow around the
roughness elements, while keeping a moderate computational cost. The sim-
ulations carried out by Thakkar et al. (2018) on random roughness, performed
using a 12 point-per-element discretisation, are in good agreement with experi-
mental results. In most of our cases, each individual cube element on the rough
surface is represented by 24 × 24 points in the wall-parallel directions. For the
smallest cases, k+ . 9, the number of points is reduced to 12 × 12 per element
to reduce the computational cost. Figure 2.14 shows that one-point statistics are
not affected by this change in resolution.
The simulations are conducted at constant mass flow rate, which is adjusted
to achieve a friction Reynolds number Reτ ≈ 180 for all simulations. The length-
scale used to calculate Reτ is δ ′ = δ + `U, where `U is the virtual origin of the
mean velocity profile. The height `U is the depthwhere themean velocity profile
appears to vanish. It will be shown in chapter 4, that in our roughness the value
`U is of the same order of the displacement height as defined by Jackson (1981).
The displacement height adjusts the reference level for the velocity profile to
the height at which the mean surface shear appears to act. In the transitional
regime of the roughness surfaces studied, the apparent origin of the mean ve-
locity profile and apparent plane where the shear acts are approximately equal.
The friction velocity uτ is therefore defined at that height, by extrapolating the
total shear stress to δ ′.
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Figure 2.13.: Schematic of (a) the collocated, (b) the collocated two heights, (c) the span-
wise staggered and (d) the streamwise staggered texture patterns. The
mean flow is from bottom left to top right. Left panels, three-dimensional
representation of the roughness surface; middle panel, top view of a unit
element of the pattern; right panels, side view of an isolated post.
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Figure 2.14.: Root-mean-square fluctuations of the velocity components, Reynolds shear
stress and streamwise vorticity component. , caseC12, with 24×24 point
resolution; , equivalent to case C12 with the resolution halved, 12 × 12
points per unit element.
Statistics are collected for a long enough period to ensure statistical conver-
gence. The characteristic time scale of the largest and long-lasting eddies in the
flow is of order δ/uτ. Starting with an already turbulent flow field, statistically
converged initial conditions are obtained by simulating and discarding the flow
during at least 10δ/uτ. Statistics are then collected over at least 15δ/uτ.
2.7. Summary
In this chapter, we have presented the numerical method used in this study
to simulate turbulent flows over rough walls. The methodology, initially de-
veloped by García-Mayoral (2011), presents some novelties with respect to other
simulations in literature. Spectral methods on roughwalls are seldomused. The
development of the multiblock technique (García-Mayoral, 2011) allows the de-
coupling of the resolution in the core of the channel and the roughness sublayer,
which greatly improves the performance.
While in this work the methodology closely follows that in García-Mayoral
(2011), our particular implementation had to be extended to represent fully three-
dimensional roughness. Themainmodification are those in the immersed bound-
ary routines and roughness geometry generation. The data structures were also
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Case sx/k sz/k δ/k k+ k+s ∆U+ Reτ
Smooth Channel SC − − − 0.0 0.0 0.0 183.9
Collocated
C06 2 2 30.6 6.0 9.6 0.5 183.9
C09 2 2 20.4 8.8 14.1 0.7 180.8
C12 2 2 15.4 11.7 18.7 1.5 180.0
C15 2 2 12.3 14.4 23.1 2.4 178.7
C18 2 2 10.3 17.4 27.8 3.5 179.0
C24 2 2 7.7 22.5 36.0 4.7 174.5
C36 2 2 5.2 35.7 57.2 6.7 186.7
Collocated
two heights
CC06 4 4 30.7 5.8 − 0.8 178.7
CC09 4 4 20.6 8.7 − 1.8 179.8
CC12 4 4 15.5 11.7 − 3.3 182.6
CC15 4 4 11.7 15.4 − 4.5 180.1
CC18 4 4 10.4 17.0 − 4.9 176.7
Spanwise
staggered
SZ06 2 4 30.6 5.9 − 0.4 183.0
SZ09 2 4 20.4 8.9 − 0.9 182.7
SZ12 2 4 15.4 11.8 − 1.6 181.8
SZ15 2 4 11.6 16.2 − 3.2 188.3
Streamwise
staggered
SX06 4 2 30.6 5.9 − 0.6 181.6
SX09 4 2 20.4 8.8 − 1.2 179.5
SX12 4 2 15.4 11.9 − 2.6 183.1
SX15 4 2 11.5 16.0 − 4.1 185.3
SX18 4 2 10.3 17.6 − 4.3 180.6
Table 2.2.: Main characteristics of the simulations. The characteristic size of the rough-
ness elements is k, and the streamwise and spanwise pitches of the pattern
are sx and sz. The half-height of the channel, measured from the roughness
crests, is denoted by δ.
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modified to improve performance.
Our numerical experiments implement a three–sub-step Runge–Kutta time
integrator with a divergence-free formulation for continuity, where the wall-
parallel coordinates are discretised using dealiased Fourier expansions and the
wall-normal direction implements second order central finite difference. Equa-
tions (2.7) and (2.22) then yield(
1− ∆tβiRKRe L
)
uniRK = u
n
iRK−1 (2.27a)
+ ∆t
(αiRK
Re L
(
uniRK−1
)
− γiRKN
(
uniRK−1
)
− ζiRKN
(
uniRK−2
)
− (αiRK + βiRK)G (p
n)
)
, iRK = 1, 2, 3
Dn+1 = Dn + ∆tF
(
Dn +
∆t
2 F
(Dn)
)
, (2.27b)
DG
(
φn+1
)
= −
1
∆t
(
Dn+1 −D (un3 )
)
, (2.27c)
pn+1 = pn + φn+1, (2.27d)
un+1 = un3 − ∆tG
(
φn+1
)
. (2.27e)
whereF is the discretised right-hand-side of equationF (D) = −λDD+1/ReDL (D)
that is introduced in section 2.3.
Although this numerical method is efficient, further improvements could still
be made if it is extended in the future. The use of a staggered grid for the wall-
normal directionwould allow us to discard the divergence-free continuity equa-
tion. This method was only implemented to resolve the chequerboard effect,
which does not arise in staggered grids. However, the implementation of the
immersed boundary method would become more complex. Another possible
improvement is the use of finite differences of higher order or compact differ-
ences to discretise the wall-normal direction. Those discretisations require a
higher number of operations to be performed, but it would allow a reduction in
the number of grid points. This generally results in an overall reduction of the
computational cost. In the past, some direct numerical simulations have used
Chebyshev series to discretise the wall-normal direction, providing spectral res-
olution (Kim et al., 1987; Del Álamo and Jiménez, 2003). However, since the
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distribution of the collocation points cannot be altered, a fine resolution to solve
all scales in the core of the channel gives rise to an excess of planes near thewalls,
consequently increasing unnecessarily the cost.
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Part of the content of this chapter has been published in N. Abderrahaman-Elena and
R. García-Mayoral (2016). ‘Geometry-induced fluctuations in the transitionally rough
regime’. J. Phys. Conf. Ser. 708.
Part of the content of this chapter has been published in N. Abderrahaman-Elena et al.
(2019). ‘Modulation of near-wall turbulence in the transitionally rough regime’. J. of
Fluid Mech. 865, pp. 1042–1071.
In this chapter, we propose that turbulent flows over rough surfaces can be
thought of as formed of two components. The background turbulent-like com-
ponent, which in principle does not contain the footprint of roughness, cap-
tures the turbulent characteristics of the flow. The other component, induced
by roughness, is coherent with the surface texture, and its amplitude is modu-
lated by the overlying turbulent-like contribution. We study how to extract this
two contributions from the full signal, and explore them separately to analyse
the changes that roughness produces on the turbulent flow.
3.1. Flow decomposition
In the proximity of the wall, roughness induces fluctuations that alter, and even
destroy, the near-wall cycle (Jiménez, 2004). The intensity of these fluctuations
decreases exponentially away from the surface, and they are generally considered
to be confined within a region near the wall of height ∼ 3–5k, known as the
roughness sublayer (Raupach et al., 1991; Flack et al., 2007). In this region the
fluctuations induced by roughness cannot be neglected and their effect is notice-
able in the flow. These roughness-coherent fluctuations are of the same order of
53
3. Flow decomposition
0 0.5 1 1.5 2
α
+
100
103
0 500 1000
x
+
0
1
0
1
100
103
0
1
100
103
u+ |uˆ+|
a.1) a.2)
b.1) b.2)
c.1) c.2)
Figure 3.1.: Instantaneous realisation of the streamwise velocity, for case C06, at y+ =
0.3, in a section of constant z+ through themiddle of a row of posts. (a.1) and
(a.2) , full streamwise velocity; , background turbulent component;
, ensemble average over time and over the relative position in the periodic
unit of texture. (b.1) and (b.2) , full signal minus the ensemble average;
, background turbulence. (c.1) and (b.2) , low-pass filtered full signal;
, difference of the latter with the full signal. The left panels represent the
signals in physical space, and the right panels in Fourier space, where α+ is
the wavenumber scaled in wall units.
magnitude as the background turbulence fluctuations, leaving their footprint on
the velocity field and the energy spectrum.
In the roughness sublayer the flow can be thought of as formed of a roughness-
coherent component, which is coherent in time and space with the roughness
surface, and a background-turbulent component of a chaotic nature. This is
analogous to the decomposition from Reynolds and Hussain (1974) into a co-
herent and a turbulent component. To illustrate this concept, figure 3.1(a.1) dis-
plays an instantaneous realisation of the streamwise velocity close to the rough-
ness crests. We observe two contributions. The first, with longer wavelengths,
has a characteristic length scale of the order of turbulent eddies. The second,
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whose dominant wavelength is that of the roughness texture, smaller than the
overlying eddies, can be obtained by ensemble averaging over time and over
the relative position in the periodic unit of texture. If the roughness-coherent
component is subtracted from the full velocity, as in figure 3.1(b.1), we observe
that the footprint of the roughness elements does not completely disappear. The
reason can be explained by means of their corresponding Fourier transform,
shown in figures 3.1(a.2) and 3.1(b.2). The ensemble average is composed of
the wavelength of the texture and its subharmonics. The full velocity exhibits
these samewavelengths, induced by the texture; however, they aremodulated in
amplitude and thereby surrounded by energy in the neighbouringwavelengths.
When the ensemble average is subtracted from the full velocity, the most ener-
getic part, which corresponds to the wavelength of the texture and its subhar-
monics, is removed, but all the energy neighbouring these wavelengths is not,
failing to remove the footprint as observed in figure 3.1(b.1). In figures 3.1(c.1)
and 3.1(c.2) we set a threshold to identify what wavelengths correspond to back-
ground turbulence and thus what the remainder represents in physical space.
Thewavelengths are then divided into long and short ones. In figure 3.1(c.1), we
observe that the contribution from long wavelengths closely resembles smooth-
wall turbulence. Wavelengths shorter than those of turbulence are similar to the
ensemble average, shown in figure 3.1(a.1), but they appear to be modulated in
amplitude by the overlying, long-wavelength signal of the background turbu-
lence.
Following the above analysis, in Abderrahaman-Elena and García-Mayoral
(2016) we proposed that the flow over a roughness texture of small size is not
simply the sum of the ensemble average plus a turbulent component. Instead,
the roughness-coherent flow is modulated by the overlying turbulence. For a
particular roughness size, inducing a coherent flow uRC,u, and with a back-
ground turbulence uBT , the instantaneous velocity can intuitively be modelled
as
u ≈ U+ uBT + U+ uBT
U
uRC,u, (3.1)
where U is the temporal and x-z-spatial averaged streamwise velocity.
Equation (3.1) can also be inferred by considering small roughness in the vis-
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Figure 3.2.: Instantaneous streamwise velocity at y+ ≈ 0.3, for case C09. (a) Full signal.
(b) Turbulent contribution obtained using the triple decomposition, u−U−
uRC,u. (c) Turbulent contribution obtained using equation (3.1). Mean flow
from left to right.
cous limit. In the spirit of Luchini et al. (1991), the vanishingly small roughness
limit reduces the problem to a shear driven, purely viscous flow, which results
in a self-similar solution that scales with k and with the overlying shear, propor-
tional to U+ uBT .
The triple decomposition proposed by Reynolds andHussain (1974) is similar
to equation (3.1) except for the amplitude modulation by U + uBT . The triple
decomposition has been widely used to characterise the texture-coherent flow
in turbulence over a variety of complex surfaces (Choi et al., 1993; Jiménez et
al., 2001; García-Mayoral and Jiménez, 2011; Jelly et al., 2014; Seo et al., 2015).
However, if we are to study the modifications in the background turbulence, the
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modulation of the roughness-coherent component needs to be accounted for.
Figure 3.2(a) shows the streamwise velocity within the roughness layer, where
the coherent signal of the roughness elements is strong. If the ensemble average,
the roughness-coherent contribution, is subtracted we observe in figure 3.2(b)
that, although reduced, the footprint of the surface texture remains. However,
when we account for the modulation of the coherent flow, using equation (3.1),
the signature of the roughness-coherent flow on the background turbulence is
substantially weaker, as shown in figure 3.2(c).
The instantaneous overlying flow induces around roughness elements a velo-
city field with components in all three directions. At the same time, the back-
ground turbulent flow has components in all three directions, so for instance the
spanwise background shear induces a texture-coherent cross-flow. Hence, the
three velocity components have a roughness contribution induced by all com-
ponents of the overlying flow. Let us take the streamwise velocity signal as an
example. It would have contributions from themean streamwise velocity,U, the
background-turbulent streamwise component, uBT , a roughness-coherent com-
ponent, uRC,u, driven and modulated by U + uBT , and a roughness-coherent
component, uRC,w, driven and modulated by the background-turbulent span-
wise component, wBT . The simplified model presented in equation (3.1) can
then be extended to all components of the full velocity,
u ≈ U+uBT + U+ uBT
U
uRC,u +
wBT
w˜
uRC,w +
vBT
v˜
uRC,v, (3.2a)
w ≈ wBT + U+ uBT
U
wRC,u +
wBT
w˜
wRC,w +
vBT
v˜
wRC,v, (3.2b)
v ≈ vBT + U+ uBT
U
vRC,u +
wBT
w˜
vRC,w +
vBT
v˜
vRC,v, (3.2c)
whereuRC,w is the roughness-coherent streamwise velocity induced by the overly-
ing, background spanwise shear ofwBT , etcetera. Note that, while the modulat-
ing signalU+uBT is always positive,wBT and vBT can either be positive or neg-
ative, and due to symmetry, their mean values cancel out. To obtain a measure
of the intensity of these components, w˜ and v˜ denote the conditional averages of
w and v, which account for their mean direction over individual roughness ele-
ments, such that they are only included into the average when they are positive
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(García-Mayoral and Jiménez, 2011). In the cube roughness geometries studied
in this work we observe no significant flow induced by v in the streamwise and
spanwise directions, although the corresponding terms have been included in
equations (3.2) for completeness. In textures with inclined planes, such as pyr-
amids or cones, for instance, we would expect these contributions, uRC,v and
wRC,v, to be relevant. Figure 3.3 shows instances of all three velocity compon-
ents and their corresponding turbulent contributions, obtained by removing the
roughness-coherent terms according to equations (3.2). The present decompos-
ition, accounting for the modulation of the overlying turbulence, reduces signi-
ficantly the signature of the roughness-coherent flow. The remaining signature
is overall much weaker than in the full signal, and is mostly prevalent in vBT .
For uBT , our results show essentially no footprint of the texture, even for the
larger k+ studied. In any event, the decomposition is based on a fundamentally
linearised approach, assuming that the roughness length scales are much smal-
ler than those over which the background overlying shear varies (Zhang and
Chernyshenko, 2016), and can be expected to fail eventually as k+ is increase.
The modulation of the roughness-coherent flow by the background turbu-
lence is analogous to the modulation of near-wall turbulence by the outer-layer
dynamics (Mathis et al., 2009). The experiments by Mathis et al. (2009), Marusic
et al. (2010a), Mathis et al. (2011) and Ganapathisubramani et al. (2012) show
that the large scales in the outer regions of a boundary layer modulate the near-
wall dynamics. The expression that they propose, and of which Zhang and
Chernyshenko (2016) formalise the theoretical analysis, strongly resembles to
equations (3.1). In their development, a universal near-wall velocity field ismod-
ulated by the large-scale component of the overlying flow. Similarly, in our case,
the roughness-coherent component can be seen as playing the role of such uni-
versal component that is modulated by large-scale overlying background turbu-
lence. Recently Anderson (2016) corroborated that the modulation of the near-
wall is also present in flows over rough surfaces. In our direct numerical sim-
ulations, Reτ is not sufficiently high to reproduce large-scale dynamics, so the
background turbulence is essentially that of near-wall, small-scale dynamics. At
larger Reτ, we could expect a cascading modulation, where large scales modu-
late small scales in the background turbulence, and the full background turbu-
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Figure 3.3.: Instantaneous velocity for case C09. (a) streamwise velocity; and (b) span-
wise velocity, at y+ ≈ 0.3, (c) wall-normal velocity at y+ ≈ 1. (a.1), (b.1) and
(c.1), full signal; (a.2), (b.2) and (c.2), turbulent contributions obtained using
equations (3.2). Mean flow from left to right.
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lence modulates the texture-coherent flow.
Beyond instantaneous realisations, the spectral densities of the different flow
variables provide quantitative, statistical evidence to evaluate the proposed de-
composition. The two-dimensional spectral density of two variables u1 and u2
is
Eu1u2(kx,kz,y) = 〈uˆ′1(kx,kz,y)uˆ′?2 (kx,kz,y)〉, (3.3)
with
〈u ′〉(y) =
x
kx,kz
Eu1u2(kx,kz,y)d(log kx)d(log kz), (3.4)
where u?2 is the complex conjugate of u2. Figures 3.4 and 3.5 show premultiplied
spectra and cospectra of the full velocity, as well as those of the background tur-
bulence variables, for a roughness of k+ ≈ 6 and one of k+ ≈ 18. The full flow
signals exhibit a large spike at thewavelengths of the texture, sx and sz, aswell as
its corresponding subharmonics. However, the surrounding wavelengths also
contain a substantial amount of energy, in a similar fashion to the effect observed
in figure 3.1 in one dimension. These regions are the signature of the amplitude
modulation of the roughness-coherent flow. Using the classical triple decompos-
ition, without the modulation of the roughness-coherent component, removes
the wavelength of the texture only, as shown in figure 3.1(b.2). In addition to the
wavelengths of the roughness-coherent flow and the background turbulence,
we observe very elongated regions with the wavelength of the roughness in z
and the range of wavelengths of the background turbulence in x, or vice versa.
These are the signature of cross-terms BT–RC in equation (3.2). Let us take for in-
stance the term uBTuRC,u, which essentially arises from the interaction of overly-
ing streaks with the texture. In figure 3.2(a), it can be observed that the region
of high u corresponding to a streak is broken down by the canyons formed by
the roughness, so that within the footprint of the streak there are streamwise-
aligned, alternating stripes of high and lowu. The signature of this phenomenon
in spectral space will have the streamwise wavelength of streaks, but the span-
wise wavelength of the texture.
For small roughness textures, as in figure 3.4, the scale separation between
the turbulent and roughness contributions is large enough that they can essen-
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Figure 3.4.: Premultiplied energy spectra of the full velocity signal and its background
turbulent component, kxkzE+uu, kxkzE+vv and kxkzE+ww, and cospectrum
of the Reynolds shear stress, kxkzE+uv, for case C06, at y+ = 2 for v and
y+ = 0.5 for the rest. Maximum values are 0.036, 0.0015, 0.0135 and 0.0013,
respectively, with 6 contour levels.
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Figure 3.5.: Premultiplied energy spectra of the full velocity signal and its background
turbulent component, kxkzE+uu, kxkzE+vv and kxkzE+ww, and cospectrum
of the Reynolds shear stress, kxkzE+uv, for case C18, at y+ = 2 for v and
y+ = 0.5 for the rest. Maximum values are 0.22, 0.0268, 0.0744 and 0.0421,
respectively, with 6 contour levels.
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tially be extracted by Fourier filtering. We exploited this in the example shown
in figures 3.1(c.1) and 3.1(c.2). However, for larger k+, as shown in figure 3.5,
the elongated regions mentioned above overlap with the turbulent contribu-
tion, which makes a pass-band filter ill-suited. Nevertheless, equations (3.2),
interpreted as a filter, provide a tool to extract the turbulent contribution when
Fourier filtering is not possible due to an overlap of wavelengths. In section 3.3
this decomposition is used to extract the background turbulence component and
analyse the effects of roughness on it. First, in the next section, the roughness-
coherent contribution is characterised and a model to predict it is proposed.
3.2. The roughness-coherent component
In smooth walls, the mean velocity is a function of the wall-normal coordinate
alone. However, in rough surfaces, we can define a time-averaged mean velo-
city that not only depends on y, but is also a function of the x and z coordinates.
This space-dependent mean flowminus the conventional mean velocity,U(y), is
the roughness-coherent contribution introduced in the previous section, which
is steady and coherent in space with the roughness texture. If we focus on in-
dividual roughness elements, the coherent flow can be thought of as the flow
around the obstacles of the roughness geometry driven by the overlying shear.
As the flow is deflected from and surrounds the obstacles, it generates a three-
dimensional velocity field. The roughness-coherent component can be obtained
by averaging the flow in time. Since all geometries in the present work are made
up of a periodic pattern, the roughness-coherent contribution will also be peri-
odic, with the same wavelength of the roughness texture. This contribution is
therefore obtained by ensemble averaging over time and over the periodic tex-
ture units as in Seo et al. (2015).
The coherent flow thus obtaineddecays above the roughness crestswith height.
In all our cases, the roughness-coherent components of the velocity have heav-
ily decayed at a distance of ∼ k, shorter than the commonly accepted height of
the roughness-sublayer, ∼ 3–5k (Raupach et al., 1991; Flack et al., 2007). The
rms of the roughness-coherent components of the velocity, whose squares are
commonly referred to as dispersive stresses (Raupach and Shaw, 1982), are de-
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Figure 3.6.: Rms of the roughness-coherent velocity components above the roughness
crests. , collocated posts; , spanwise-staggered posts; , streamwise-
staggered posts; , collocated posts of two heights. The reference lines,
, have slopes of 1.5pi, 1pi and 1.25pi, respectively.
picted in figure 3.6 for several roughness textures and sizes. The decay is of the
form ∼ exp(−y/k) and is observed to scale with the roughness height, k, rather
than the spacing, s. The rate of decay is observed to be different for the three
velocity components, and is fastest for u and slowest for v. For all direct numer-
ical simulations, the magnitude of the fluctuations, and in particular that of the
wall-normal component, is below 2 percent of uτ at one roughness height above
the roughness crests. These results are consistent with experiments, where dis-
persive stresses are found to vanish at y ≈ k (Cheng and Castro, 2002; Florens
et al., 2013).
For vanishingly small k, the roughness-coherent flow can be thought of as
the flow induced around the roughness elements driven by a steady, homogen-
eous overlying shear. This concept was already used by Luchini et al. (1991),
where they considered riblets of a vanishingly small size, so that the surface
perceives the overlying turbulence as steady and homogeneous. Notice that, for
small roughness, in the transitionally rough regime, the time-scales and length-
scales of the overlying background-turbulent fluctuations are much larger than
those of the roughness. These latter fluctuations are quasi-steady and quasi-
homogeneous with respect to the characteristic scales of the surface, i.e. they
vary slowly andover longdistances. The concept of a quasi-steady, quasi-homogeneous
limit was formalised by Zhang and Chernyshenko (2016) regarding the interac-
tion between the overlying large-scales of the outer region and the smaller and
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Figure 3.7.: Wall-normal velocity for cases (left) C09, (centre) C18 and (right) C24.
Shaded, roughness-coherent contribution from direct numerical simula-
tions; contours, steady laminar model. Red and solid indicate positive val-
ues, blue and dashed indicate negative values, with a maximum of 3.5 and
a minimum of −3.5.
faster near-wall fluctuations, and a similar framework would apply here.
The roughness-coherent flow for small k+, as suggested above, can be mod-
elled as the flow induced by a steady and homogeneous overlying background
flow. Therefore, to approximate the roughness-coherent contribution, we con-
duct steady, laminar simulations using the numerical methodology described
in chapter 2, but where the periodic domain only contains one texture element.
The mean shear and viscosity are adjusted to match the same k+ of the corres-
ponding direct numerical simulations. For small but finite values of k+, these
numerical domains are too small to sustain turbulence (Jiménez andMoin, 1991),
and result in laminar, steady flows, which provide estimates of the roughness-
coherent contribution. For instance, figure 3.7 compares thewall-normal roughness-
coherent velocity obtained from the direct numerical simulations by ensemble
averaging to the laminar model. Laminar simulations begin to deviate for the
intermediate case, C18, but they still exhibit good qualitative agreement for the
larger case, C24. Notice that, even for the smallest k+, the flow is not sym-
metric and does not behave as purely viscous. It is therefore necessary to con-
sider the advective terms, in contrast with the Stokes-flow analysis of Luchini
et al. (1991). This model also allows us to predict the rms fluctuations of the
roughness-coherent flow. Figure 3.8 depicts data from our direct numerical
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Figure 3.9.: (a) Mean streamwise velocity at the roughness crests. (b) Maximum stream-
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Figure 3.10.: Full rms fluctuations. Blue to red, cases C06 to C36; black, smooth chan-
nel. The arrows indicate increasing roughness size. (a), streamwise, wall-
normal and spanwise velocity fluctuations; (b), Reynolds shear stress; (c)
streamwise vorticity fluctuations.
simulations compared against those from the laminar model, and shows good
agreement for k+ . 15 for all our roughness surfaces. Notice that this method
can also be used to estimate properties of the mean velocity profile close to the
rough surface, such as the mean streamwise velocity at the roughness crests, by
averaging along the x and z directions, as shown in figure 3.9.
3.3. The background turbulence component
Roughness does not only excite the wavelengths of the surface texture, but also
modifies the background turbulence. This can be observed in the rms fluctu-
ations that incorporate effects from both the roughness contribution, studied in
the previous section, and the background turbulence. The streamwise rms fluc-
tuations, shown in figure 3.10, decrease near the wall, and in particular the peak
of intensity lowers as the roughness size increases, while a significant growth
occurs at the roughness crests in a similar fashion to that in figure 3.8. This de-
crease in the peak of intensity can only be caused by a decrease, and therefore
modification, of the rms fluctuations of the background-turbulent component.
The wall-normal and spanwise rms fluctuations present an increase of intensity
across the entire roughness sublayer, from the roughness crests to their near-
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wall intensity peak. The near-wall intensity peak of the streamwise vorticity
fluctuation also increases, save for the largest case, which flattens in magnitude
and almost disappears, this being a symptom of roughness altering the near-
wall cycle. Notice that these modifications of the rms fluctuations extend to a
distance of ∼ 2k, larger than the decay distance of the roughness-coherent sig-
nal observed in the previous section. However, beyond that distance, the rms
fluctuations resemble those in smooth-wall turbulence, in agreement with the
outer-layer similarity hypothesis (Townsend, 1976).
In this section, we analyse the effect of roughness on the background turbu-
lence and, in particular, on the rms fluctuations. The rms fluctuations of the full
signal, as shown in figure 3.10, contain contributions from both the turbulent-
background and roughness-coherent components. However, the decomposition
of equations (3.2) can be used to derive approximate expressions for the rms ve-
locities from which the rms fluctuations of the background turbulence can be
extracted. For the geometries studied in this work, the leading terms are
〈u′2〉 = 〈u2BT〉+ 〈u2RC,u〉 (3.5a)
+
〈
u2RC,u
〉〈u2BT
U2
〉
+
〈
u2RC,v
〉〈v2BT
v˜2
〉
+
〈
u2RC,w
〉〈w2BT
w˜2
〉
,
〈v′2〉 = 〈v2BT〉+ 〈v2RC,u〉 (3.5b)
+
〈
v2RC,u
〉〈u2BT
U2
〉
+
〈
v2RC,v
〉〈v2BT
v˜2
〉
+
〈
v2RC,w
〉〈w2BT
w˜2
〉
,
〈w′2〉 = 〈w2BT〉+ 〈w2RC,u〉 (3.5c)
+
〈
w2RC,u
〉〈u2BT
U2
〉
+
〈
w2RC,v
〉〈v2BT
v˜2
〉
+
〈
w2RC,w
〉〈w2BT
w˜2
〉
,
〈u′v′〉 = 〈uBTvBT 〉+ 〈uRC,uvRC,u〉 (3.5d)
+ 〈uRC,uvRC,u〉
〈
u2BT
U2
〉
+ 〈uRC,vvRC,v〉
〈
v2BT
v˜2
〉
+ 〈uRC,wvRC,w〉
〈
w2BT
w˜2
〉
+ 〈uRC,uvRC,v〉
〈uBTvBT
Uv˜
〉
,
where the angled brackets indicate temporal and x-z-spatial averaging, and the
prime refers to fluctuations with respect to the mean. The full expressions in-
cluding the terms that are negligible for our geometries can be found in ap-
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pendix A. Equations 3.5 are adequate approximations only for small roughness,
as long as equations (3.2) hold. The coherent–background cross terms, which
are zero in the conventional triple decomposition, can be of the same order of
magnitude as the coherent–coherent terms. Equations (3.5) can be used to ex-
tract the rms fluctuations of the background-turbulent contribution from the full
and the roughness-coherent signals.
The rms fluctuations of the background turbulence are shifted towards the
wall, as if they perceived a smooth wall, or a virtual origin, below the rough-
ness crests. In the first column of panels in figure 3.11, the rms fluctuations of
the background turbulence are comparedwith those in smooth-wall turbulence.
The decomposition presented in equations (3.5) removes the near-wall peaks,
which are observed for the full rms in figure 3.10, from the background turbu-
lence rms. The fluctuations are shifted towards the wall, but otherwise display
a similar shape to those of smooth-wall turbulence close to the wall. We refer
to this displacements as virtual origins, since the rms fluctuations behave as if
they had an origin below the roughness crests. This can be interpreted as the
height below the roughness crests at which they would to go to zero if extended
as smooth-wall rms fluctuations. Numerical results by MacDonald et al. (2016)
also present a similar displacement.
The virtual origin of the streamwise rms fluctuations, `+u , is obtained as the
depth below the roughness crests at which u′+BT would zero out, when extrapol-
ated from its profile above the roughness crests. When u′+BT is portrayed versus
the height measured from that origin, as in figure 3.11(b.2), a good collapse with
smooth wall data is observed in the first few wall units of height. However,
this collapse does not extend outside the roughness sublayer, where all curves
should converge to the smooth-wall case. According to Townsend’s outer-layer
similarity hypothesis (Townsend, 1976), sufficiently far from the wall, effectively
outside the roughness sublayer, all turbulent fluctuations are independent of the
surface condition when normalised in wall units. In the second column of pan-
els in figures 3.11, the origin of the rms fluctuations is set at `+u for all variables.
We observe that this virtual origin does not adequately collapse any rms fluctu-
ations other than those of the streamwise velocity very near the wall.
We observe that the streamwise virtual origin, `+u , is related to the apparent
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Figure 3.11.: Rms fluctuations of the background turbulent flow. (a) Reynolds shear
stress, uBTvBT ; (b) streamwise velocity, uBT ; (c) wall-normal velocity, vBT ;
(d) spanwise velocity, wBT . Blue to red, cases C06 to C24; black, smooth
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origin of themean velocity profile. Determining the correct zero-plane displace-
ment for the law of the wall is a question that has always been present in rough-
ness studies. This reference level for themean velocity profile is usually referred
to as displacement height, and it is in essence equivalent towhatwe have defined
as virtual origins, as it is a shift in the y-coordinate. Jackson (1981) proposes
a displacement height, `+J , based on the centroid of the total stress below the
roughness crests, i.e. the height at which the mean surface drag appears to act,
`+J =
∫
k+
(
dU+
dy+
−〈uv〉+
)
dy+. (3.6)
Similarly, since this displacement is essentially a virtual origin, we can also define
another virtual origin for the mean velocity profile, `+U, as the distance from the
roughness crests at which the velocity would go to zero. This definition is equi-
valent to that used above for `+u , where `+U can be obtained by linearly extrapol-
ating the mean velocity profile at the wall. In figure 3.12, we observe that `+U, `+u
and `+J are generally similar for different roughness configurations and sizes.
The virtual origins of all cases are reported in table 3.1.
Further away from the wall, where the influence of the roughness-coherent
flow is negligible, the rmsfluctuations suggest that turbulence behaves as smooth-
wall, canonical turbulence with a virtual origin `+uv. The virtual origin of the
Reynolds shear stress, `+uv appears to be the virtual origin of turbulence outside
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Case δ/k k+ ∆U+ Reτ U+0 `+U `+u `+J `+uv
Smooth Channel SC − 0.0 0.0 183.9 0.0 0.0 0.0 0.0 0.0
Collocated
C06 30.6 6.0 0.5 183.9 0.5 0.5 0.5 0.6 1.2
C09 20.4 8.8 0.7 180.8 0.7 0.7 0.7 0.7 1.5
C12 15.4 11.7 1.5 180.0 1.1 1.2 1.2 1.2 3.2
C15 12.3 14.4 2.4 178.7 1.3 1.5 1.6 1.6 4.5
C18 10.3 17.4 3.5 179.0 1.5 1.9 1.9 2.3 6.3
C24 7.7 22.5 4.7 174.5 1.6 2.5 2.6 3.8 8.4
C36 5.2 35.7 6.7 186.7 2.1 4.4 4.8 8.8 −
Collocated
two heights
CC06 30.7 5.8 0.8 178.7 1.2 1.2 1.4 1.3 2.1
CC09 20.6 8.7 1.8 179.8 1.6 1.7 2.1 1.7 3.7
CC12 15.5 11.7 3.3 182.6 2.1 2.7 3.0 2.6 6.2
CC15 11.7 15.4 4.5 180.1 2.4 3.6 3.4 3.5 8.3
CC18 10.4 17.0 4.9 176.7 2.4 3.9 3.5 4.0 9.1
Spanwise
staggered
SZ06 30.6 5.9 0.4 183.0 0.5 0.5 0.6 0.6 1.0
SZ09 20.4 8.9 0.9 182.7 0.7 0.7 0.8 0.8 1.7
SZ12 15.4 11.8 1.6 181.8 1.2 1.3 1.3 1.3 3.4
SZ15 11.6 16.2 3.2 188.3 1.4 1.8 1.8 2.1 6.0
Streamwise
staggered
SX06 30.6 5.9 0.6 181.6 0.5 0.5 0.6 0.5 1.1
SX09 20.4 8.8 1.2 179.5 0.6 0.6 0.9 0.7 2.0
SX12 15.4 11.9 2.6 183.1 1.0 1.1 1.4 1.2 4.2
SX15 11.5 16.0 4.1 185.3 1.2 1.4 1.7 1.6 6.0
SX18 10.3 17.6 4.3 180.6 1.2 1.5 1.8 1.8 6.2
Table 3.1.: Main characteristics of the simulations. The characteristic size of the rough-
ness elements is k. The half-height of the channel, measured from the rough-
ness crests, is denoted by δ. The mean velocity at the roughness crests is U0.
`+ denotes the depth of virtual origins, measured from the tips, as intro-
duced in section 3.3. The subscript U refers to the virtual origin of the mean
velocity profile; u, virtual origin of the streamwise rms fluctuations; J, Jack-
son’s displacement height (Jackson, 1981); and uv refers to the virtual origin
of the Reynolds shear stress.
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Figure 3.13.: Energy spectra and cospectrum of the velocity outside the roughness sub-
layer. The corresponding virtual origin is accounted for. Shaded, smooth-
wall turbulence; solid blue to red, cases C06 to C36; and dashed blue to red,
cases SZ06 to SZ15.
the roughness sublayer (Gómez-de-Segura et al., 2018a; Fairhall et al., 2018). Un-
like for the rms fluctuations of the three velocity components, the shape of the
Reynolds shear stress near the wall does not drastically change with roughness.
In figure 3.11(a.3), we observe that using the virtual origin of its rms fluctu-
ations, `+uv, not only collapses the profiles in the region near the wall, but the
entire curve. In the third column of panels in figure 3.11, the origin of the rms
fluctuations is set at `+uv for all variables. The rms fluctuations, including the
streamwise ones, converge to smooth-wall turbulence rms fluctuations outside
the roughness sublayer. Very near the wall, different variables would extrapol-
ate to zero at different heights, as is particularly evident for u′+BT andw′+BT , which
experience virtual origins shallower than `+uv. Beyond this, up to at least k+ ≈ 15,
the curves show an excellent collapse with smooth wall data. This suggests that,
up to that k+, turbulence remains essentially canonical, i.e. smooth-wall-like.
Figure 3.13 presents the energy spectra above the roughness sublayer, which
display no significant discrepancy respect to the smooth-wall solution, even for
δ/k ≈ 5, supporting that the flow over transitional roughness is statistically
equivalent to that over a smooth-wall far away from the wall (Townsend, 1976).
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Figure 3.14.: (a) Streamwise and (b) spanwise one-dimensional pre-multiplied spectra
for, blue to red, cases C06 to C36; and, shaded, smooth-channel. The con-
tours are (a) 0.3uτ and 1.2uτ, and (b) 0.04uτ and 0.2uτ.
The evolution with y of one-dimensional spectral density of the streamwise and
wall-normal velocity components are presented in figure 3.14. Differences are
only observed near the wall. Notice, however, that the wall-normal spectrum
converges to smooth-wall at a larger distance than the streamwise one.
To further explore the modifications of the background turbulence by rough-
nesswithin the roughness sublayer, we analyse its two-dimensional energydens-
ity spectra and cospectra, E. As introduced in section 3.1, the decomposition
can be used to obtain the two-dimensional energy spectra of the background
turbulence, without the footprint of roughness. Figure 3.15 shows the turbulent
premultiplied spectra of uBT , vBT and premultiplied cospectra of uBTvBT , to-
gether with smooth-wall results at the equivalent height accounting for the cor-
responding virtual origin. For this roughness, the spectra present little changes
for k+ . 12. As size increases, the spectra and cospectra start to bemodified: the
energy at large λ+x decreases, while at smaller λ+x there is an increase of energy.
The decrease of energy at large wavelengths is particularly clear for the stream-
wise velocity component. There is also a noticeable change in the spanwise dir-
ection. The spectra and cospectra, especially that of v, display an increase of
energy at small λ+x and a wider range of λ+z . This increase of energy is centred
approximately at λ+x ∼ 150, being particularly clear for the spectral density of the
wall-normal velocity, Evv. These changes are further explored in chapter 5.
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3.4. Conclusions and discussion
Weobserve that, for small roughness in the transitionally rough regime, the flow
can be thought of as composed of two contributions: a background-turbulent
component, somewhat similar to that over smoothwalls; and a roughness-coherent
one, induced by roughness and modulated by the overlying background turbu-
lence. Using this amplitude modulated decomposition, the background turbu-
lence can be extracted from the full signal and analysed to investigate the effect
of roughness on the flow.
The roughness-coherent component vanishes at heights lower than the rough-
ness sublayer, suggesting that the modifications of the flow are present in the
background turbulence at a larger distance than the contribution from the roughness-
coherent component. It is also observed that the decay of thewall-normal roughness-
coherent component is slower than that of the other velocity components. In
addition, we present results where, for small roughness size k+, this roughness-
coherent contribution is approximated using a laminar simulation.
For a large extent of the transitionally rough regime, themost relevant effect of
roughness on the background turbulence is the displacement towards the wall
of the rms fluctuations of the velocity. This is interpreted in this work as turbu-
lence perceiving an effective smooth-wall at a certain virtual origin below the
roughness crests. The virtual origin of the Reynolds stress, `+uv, seems to be the
one perceived by turbulence, and therefore affecting the roughness function and
skin friction.
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the roughness function
Part of the content of this chapter has been published in N. Abderrahaman-Elena et al.
(2019). ‘Modulation of near-wall turbulence in the transitionally rough regime’. J. of
Fluid Mech. 865, pp. 1042–1071.
In chapter 1, we have discussed the main drawbacks of the equivalent sand
roughness, k+s , which, for historical reasons, has been widely used to charac-
terise rough surfaces. However, k+s can neither be predicted a priori, nor de-
scribes appropriately the transitionally rough regime. The latter is explicitly
highlighted by Jiménez (2004), who shows that a collapse of the fully rough re-
gime does not guarantee such a collapse in the transitionally rough regime, as
shown in figure 1.1. Therefore, k+s is not a universal parameter to predict a priori
∆U+in the transitionally rough regime. Likewise, k+ presents similar problems,
as it is roughly proportional to k+s (Schlichting, 1936). Figure 4.1 shows ∆U+ as
a function of the roughness element height in wall units, k+, and of Jackson’s
displacement height, `+J . Both capture the trend of increasing ∆U+ for increas-
ing roughness size, but display a strong dependence with the type of roughness
surface. Orlandi and Leonardi (2006) find a strong linear correlation between
∆U+ − U+0 and the rms fluctuations of the wall-normal velocity at the rough-
ness crests, v′+t , as shown in figure 4.1(c) for our simulations. Similarly, a linear
relationship between ∆U+ − U+0 and `+uv is also observed in figure 4.1(d). As
introduced earlier, `+uv is the shift of the Reynolds stress below the roughness
crests, and can be interpreted as the apparent position of the origin for turbu-
lence. Both v′+t and `+uv establish a connection between the roughness function
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Figure 4.1.: Roughness function represented versus (a) roughness height in wall units,
(b) Jackson’s displacement height in wall units, (c) wall-normal velocity
fluctuations at the roughness crests, and (d) virtual origin of turbulence.
, collocated posts; , spanwise-staggered posts; , streamwise staggered
posts; , collocated posts of two heights; , linear regressions 16.6 v′+t and
0.78 `+uv.
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4.1. Breakdown of the contributions to the roughness function
and the effect of the roughness surface on the flow.
4.1. Breakdown of the contributions to the
roughness function
Themeanmomentumequation is used below to explore this relationship between
the roughness function,∆U+, and the virtual origin of the Reynolds shear stress,
`+uv. The goal is to obtain an expression for the roughness function. The pro-
cedure followed here is similar to that in García-Mayoral and Jiménez (2011) to
study the contributions to ∆U+. In a turbulent channel, the mean momentum
equation along the streamwise direction is
−〈uv〉+ ν dU
dyr
= u2τ
δ ′ − yr
δ ′
, (4.1)
where yr is the wall-normal coordinate measured from the virtual origin of the
mean velocity profile, yr = y − `U, and the apparent half-height of the channel
has previously been defined as δ ′ = δ + `U. This allows us to define a common
origin yr = 0 for themean velocity profiles under different setup configurations.
Note that `U is positive and δ ′ > δ. Scaling equation (4.1) in viscous units gives
−〈uv〉+ + dU
+
dy+
=
δ′+ − y+r
δ′+
. (4.2)
This expression is valid above the roughness crests, y+ > 0 or y+r > `+U. Integrat-
ing equation (4.2) allows us to obtain U+, and thus an expression for the rough-
ness function, ∆U+, as the difference in U+ between rough and smooth-wall
cases. At a distance H+ sufficiently far from the wall, where outer-layer similar-
ity holds and the mean velocity profile is logarithmic, the roughness function is
∆U+ = U+r (H
+) + U+s (H
+). Let us denote by the subscripts ‘r’ and ‘s’ the vari-
ables in a rough and smooth-wall channel, respectively. Equation (4.2) can then
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be integrated between two heights
∫H+
h+s
−〈uv〉+s dy+ +U+s (H+) −U+s (h+s ) = (H+ − h+s ) −
1
2
H+
2 − h+s
2
δ′+s
, (4.3a)∫H+
h+r
−〈uv〉+r dy+ +U+r (H+) −U+r (h+r ) = (H+ − h+r ) −
1
2
H+
2 − h+r
2
δ′+r
, (4.3b)
where the lower bounds of integration, h+r and h+s , can in principle be different
for the rough and the reference smooth case, but for equation (4.1) to hold, h+r >
`+U is required. An expression for the roughness function, ∆U+, can be obtained
by subtracting equation (4.3a) from (4.3b). Taking h+ = h+s = h+r = `+U, we then
have
∆U+ = U+r (H
+) −U+s (H
+) = T1 + T2 + T3, (4.4)
where
T1 =−
(∫H+
h+
−〈uv〉+r dy+ −
∫H+
h+
−〈uv〉+s dy+
)
, (4.5a)
T2 =U
+
r (h
+) −U+s (h
+) , (4.5b)
T3 =−
1
2
(
H+
2 − h+2
δ′+r
−
H+
2 − h+2
δ′+s
)
. (4.5c)
The first term, T1, encapsulates the increase in Reynolds stress that roughness
produces compared to that over a smooth wall. Over conventional roughness,
the Reynolds stress increases near the wall and hence the negative contribution
of this term towards ∆U+. Drag reducing surfaces produce large slip velocities
that overcome the effect of T1, resulting in a net reduction of drag. Similarly,
roughness also displays a mean velocity at the roughness crests, which is cap-
tured by the first term in T2. However, when the change in the virtual origin of
the mean velocity profile is accounted for, by the second term in T2, the net res-
ult is generally negative. The first contribution to T2 is simply the mean velocity
at the roughness crests, U0. The other contribution to T2 is the mean velocity of
the smooth-wall channel at the roughness crests equivalent height, that is what
the mean velocity would be at the roughness tips if the rough wall had no ef-
80
4.1. Breakdown of the contributions to the roughness function
0 10 20 30
0
2
4
6
0 5 10 15
0 5 10 15
k+
0
2
4
0 5 10 15
k+
a) b)
c) d)
Figure 4.2.: Contributions to ∆U+ for (a) collocated posts, (b) collocated posts of two
heights, (c) spanwise-staggered posts, and (d) streamwise-staggered posts.
, T1; , T2; and , T3; , ∆U+ = T1+ T2+ T3.
fect on the mean velocity profile. The term T2 then represents the difference
between the actual mean velocity at the roughness crests and the ideal velocity
thatwould have been achieved at such heightwithout roughness. Notice that for
small roughness, T2 ≈ 0. As size increases, the advective terms gain relevance at
the roughness crests and the magnitude of T2 increases. Finally, T3 accounts for
Reynolds-number discrepancies between the different simulations, being zero
if δ′+r = δ′+s . In essence, the term T3 is obtained by integrating the total stress,
i.e. the linear, right-hand-side of equation (4.2). The intersect of the linear total
stress at different δ+ causes relative variations in T3 of order δ′+r /δ′+s .
In our simulations, T3 contributes significantly to ∆U+. The simulations are
at slightly different Reτ, which generates setup-dependent contributions to this
term. To isolate these effects, we propose an alternative breakdown, ∆U+ =
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T1+ T2+ T3, where
T1 =−
(
δ′+s
δ′+r
∫H+
h+
−〈uv〉+r dy+ −
∫H+
h+
−〈uv〉+s dy+
)
, (4.6a)
T2 =U+r (h+) −U+s (h+) , (4.6b)
T3 =
(
δ′+s
δ′+r
− 1
) ∫H+
h+
−〈uv〉+r dy+−
1
2
(
H+
2 − h+2
δ′+r
−
H+
2 − h+2
δ′+s
)
︸ ︷︷ ︸
T3
.
(4.6c)
These expressions are obtained by adding and subtracting δ′+s /δ′+r
∫〈uv〉+r to
equation (4.5), and rearranging. In this form, the term |T3|  |T1|, |T2|, and the
expression∆U+ = T1+T2 is still recovered for δ′+r = δ′+s . By rescaling−〈uv〉+r by
the ratio of channel heights, δ+s /δ+r , T1 is less dependent to small variations of
the frictional Reynolds number, and thus cases with slightly different δ+ can be
more fairly compared. Results of equations (4.6) used on our rough geometries
are portrayed in figure 4.2. The term T1 contributes the most towards ∆U+. In
our geometries, the term T2 is observed to always be negative, as shown in fig-
ure 4.2. However, some particular cases with two-dimensional roughness, such
as riblets, have also proven to induce a positive, and therefore drag reducing, T2
term (García-Mayoral and Jiménez, 2011).
For δ+r = δ+s , equations (4.5) and (4.6) simplify to
T1 = T1 =
∫δ′+s
h+
(〈uv〉+r − 〈uv〉+s ) dy+, (4.7a)
T2 = T2 =U+r (h+) −U+s (h+) . (4.7b)
Equations (4.7) present in a clearer manner the components of ∆U+, as it is
caused by the change in Reynolds stress as well as the difference between the
mean velocity at the roughness crests and that over an reference smooth wall at
the same height from the virtual origin.
82
4.2. Model for the roughness function
0 5 10 15
k+
0
2
4
0 5 10 15
k+
0 5 10 15
k+
0
0 5 10 15
k+
0
2
4
a.1) b.1) c.1) d.1)
a.2) b.2) c.2) d.2)
Figure 4.3.: Results from the direct numerical simulations and the estimates based on
equations (4.7). , ∆U+; , T1; , T2. (a), collocated posts; (b), collocated
posts of two heights; (c), posts staggered along z; and (d), posts staggered
along x. Solid symbols, estimates; empty symbols, direct numerical simula-
tions.
4.2. Model for the roughness function
Now we explore the potential of equations (4.7) for predicting ∆U+. Based on
the discussion in §3.2 and §3.3, we suggest a model for the contributions T1 and
T2 to estimate ∆U+. Let us assume that the statistics for a turbulent flow over
a smooth wall at the desired Reτ are available. Therefore, only the terms from
roughness, U+r (h+) and 〈uv〉+r (y+), need to be modelled. For small roughness
size, the velocity at the roughness crests, U+r (h+), can be estimated from the
laminar model for the coherent flow presented in section 3.2. In §3.3 it is shown
how for small k+ themain effect of roughness on the Reynolds stress, 〈uv〉+r , is as
a shift `+uv towards the wall, but otherwise the Reynolds stress closely resembles
that of smooth-wall turbulence. As a result the effective displacement of the
Reynolds stress is `+uv− `+U, since the origin is at a depth `+U below the roughness
tips. We can express this relation as if the Reynolds stress of a rough wall was
that of smooth-wall turbulence shifted to the corresponding virtual origin, i.e.
〈uv〉+r (y+) ≈ 〈uv〉+s (y+? ), where y+? is an auxiliary wall-normal coordinate that
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displaces 〈uv〉+s . This auxiliary coordinate y+? is defined such that near the wall,
at y+r = h+, 〈uv〉+r (y+r = h+) ≈ 〈uv〉+s (y+r = h+ + `+uv − `+U). Notice that a mere
shift of 〈uv〉+s leads to a new δ′+. Instead, to keep δ′+ constant, y+? is linearly
transformed, with 〈uv〉+r (y+r = δ′+) ≈ 〈uv〉+s (y+r = δ′+). The change in Reynolds
stress, accounted for in the term T1, can therefore be expressed as
T1 ≈
∫δ+
h+
(〈uv〉+s (y+? ) − 〈uv〉+s (y+)) dy+, (4.8)
where
y+? =
(
δ′+ − `+uv
δ′+ − `+U
)
(y+r − `
+
U) + `
+
uv. (4.9)
Results of this model are portrayed in figure 4.3. In addition, the values of
h+r and U0, used to estimate T2, are estimated from the laminar model for the
roughness-coherent contribution, presented in §3.2. The model appears to es-
timate the initial trend of ∆U+ with relatively good agreement up to values of
−∆U+ . 2, i.e. capturing the region of initial increase of drag with ∆Cf/Cf .
25%. For larger roughness, the results begin to deviate more significantly. These
results show the potential of the model described by equations (4.7) and (4.8) to
estimate ∆U+ as it departs from the hydraulically smooth regime.
4.3. Conclusions and discussion
In the present chapter, the roughness function has been divided into two main
contributions: the change in Reynolds stress; and the difference between the
mean velocity at the roughness crests and that over smooth-wall at the equival-
ent height over the virtual origin. If the reference smooth-wall data at a different
Reynolds number is used, a third term needs to be accounted for. Using this de-
composition, a model for the roughness function is proposed. The results show
the potential of this model to approximate∆U+ as it departs from the hydraulic-
ally smooth regime. Further work needs to be undertaken in order to extend the
model to the entire transitionally rough regime, as well as to obtain an estimate
for `+uv. Additionally, its applicability to random roughness must be analysed,
especially for the purpose of industrial applications.
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5. Shear-flow instability
Part of the content of this chapter has been published in N. Abderrahaman-Elena and
R. García-Mayoral (2017). ‘Analysis of anisotropically permeable surfaces for turbulent
drag reduction’. Phys. Rev. Fluids 2 (11), p. 114609.
Part of the content of this chapter has been published in N. Abderrahaman-Elena et al.
(2019). ‘Modulation of near-wall turbulence in the transitionally rough regime’. J. of
Fluid Mech. 865, pp. 1042–1071.
In chapter 3, we have observed how the energy spectra is modified by rough-
ness of increasing size. Energy at small λ+x and large λ+z increases in a fashion
reminiscent of that in riblets. In the case of riblets, those modifications were
found to be produced by a shear-flow instability (García-Mayoral and Jiménez,
2011). In this chapter, we explore whether such instability develops in trans-
itional roughness. First, the stability of the mean velocity profile of our results
from direct numerical simulations is analysed. Then, to overcome the need for
complete simulations, we use a similar approach to that in García-Mayoral and
Jiménez (2011), where the roughness surface is modelled by an impedance-like
equation in the stability equation. For vanishingly small and densely packed
roughness, we assume that the surface can be approximated by the equations
for a permeable substrate. These results also lead to an a priori study on per-
meable substrates, which is presented in chapter 6.
5.1. Shear-flow instability over roughness
In section 3.3, we discuss the changes in the spectra for increasing roughness
size. The spectral energy densities in figure 5.1 indicate the regions where en-
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5.1. Shear-flow instability over roughness
ergy increases or decreases with respect to smooth wall turbulence. Energy in-
creases at short streamwise wavelengths, λx, for a broad range of λz, both larger
and smaller than the characteristic λz of smooth-wall turbulence. The values of
λx at which energy increases, λ+x ≈ 100–200, appear to be independent of k+.
Although significantly more intense, similar modifications of the energy spec-
tra were observed on riblets, a particular case of roughness. This increase in
energy was found to be due to the formation of a shear flow instability (García-
Mayoral and Jiménez, 2011). These instabilities are a common feature in obstruc-
ted flows (Ghisalberti, 2009), and have been observed on flows over plant canop-
ies (Finnigan, 2000) and permeable substrates (Breugem et al., 2006). Although
we do not observed them directly in our numerical simulations, the concentra-
tion of energy for a narrow range of λ+x suggests a receptivity to this wavelengths
that could be connected to a similar shear-flow instability of the mean velocity
profile, for which we analyse the stability properties in this section.
Numericalworks by Jiménez et al. (2001), andmore recently byAbderrahaman-
Elena andGarcía-Mayoral (2017) andGómez-de-Segura et al. (2018b), have shown
that the wall-normal transpiration plays a dominant role on the onset of such in-
stability. Gómez-de-Segura et al. (2018b) have observed substantial changes on
the spectra even for very low wall-normal permeabilities. Similarly, roughness
enhances wall-normal velocity fluctuations, as well as allows the flow to pen-
etrate below the roughness crests, yielding a slight transpiration effect. Notice
however, that in our results the energy associated to this change in the spectra is
low, and therefore its development does not seem to be the main source of drag
increase in roughness, conversely to flows over permeable surfaces (Gómez-de-
Segura et al., 2018a) and riblets (García-Mayoral and Jiménez, 2011).
We focus on Kelvin-Helmholtz-like instabilities, which are essentially span-
wise coherent, linear and inviscid. Previous studies have shown that the inviscid
instability is essentially a property of the mean profile (Beneddine et al., 2016),
although it is modulated by the effect of the complex substrate on the fluctuat-
ing flow (Raupach et al., 1991; White and Nepf, 2007; Zampogna et al., 2016), as
well as by viscous effects (Jiménez et al., 2001; Luminari et al., 2016; Gómez-de-
Segura et al., 2018c). Since we aim to assess this phenomenon only qualitatively,
we conduct a simplified analysis, two-dimensional in x and y, inviscid and lin-
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Figure 5.2.: (a) Growth rate σ+ = Im (α+x c) of the most amplified mode as a function of
the longitudinal wavelength λ+x . (b) Maximum growth rate σ+ as a function
of the roughness height. Blue to red, results for the mean velocity profiles
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ear, where the flow is allow to fluctuate freely around the mean profile, neglect-
ing the presence of the solid obstacles. We seek wavelike solutions for the velo-
city and pressure perturbations, of the form f = fˆ exp[i(αxx+ αzz−ωt)], which
allows for a modal analysis. The linearised problem becomes then Rayleigh’s
equation (Rayleigh, 1879)
(
(U− c)(∂yy − α
2
x − α
2
z) − ∂yyU
)
vˆ = 0, (5.1)
where αx and αz are the wave numbers in the streamwise and spanwise direc-
tions respectively, vˆ is the corresponding perturbation mode of the wall-normal
velocity, with vˆ = 0 at the bottom of the troughs, and c is the complex phase ve-
locity. Note that, according to Squire’s theorem, for any streamwise wavelength
αx themost amplifiedmode is two-dimensional, αz = 0. Themean velocity pro-
files, U, are directly extracted from our DNSs, and include the region below the
roughness crests. Notice that the effect of roughness is exclusively introduced
through the mean velocity profile. More precise studies include, for instance, a
drag force model below the roughness or canopy tips (Py et al., 2006; Luminari
et al., 2016; Sharma et al., 2017), at the cost of an increased cost and complexity.
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The results of the stability analysis, portrayed in figure 5.2(a), show an instabil-
ity for the mean flow predominantly for wavelengths λ+x ≈ 100–150. This result
is in rough agreement with the modifications observed in the energy spectra
and cospectra in figure 5.1, where energy concentrates at λ+x ∼ 150, and does
not significantly change with k+. This could be expected, as previous studies
have shown that the lengthscales of the instability are set by the shape of the
mean velocity profile, independently of the lenghtscales in the substrate geo-
metry (White and Nepf, 2007; García-Mayoral and Jiménez, 2011; Gómez-de-
Segura et al., 2018c). However, our simplified model exhibits a maximum for
the instability at k+ ≈ 15, as depicted in figure 5.2(b), while the changes in the
energy spectra increase monotonically with k+, as can be observed in figure 5.1.
Nevertheless, the results suggest that the wavelengths in which energy concen-
trates in the DNSs are the most receptive from the point of view of the stability
of the mean flow.
5.2. A stability model based on porous materials
The analysis in the previous section relies on themean velocity profiles obtained
from direct numerical simulations to study the stability of the flow. Instead,
García-Mayoral and Jiménez (2011) study the stability of a turbulent flow over
riblets by modelling the interaction with the surface as a boundary condition
to the stability equation. Based on that approach, we propose a model to pre-
dict the onset of the shear-flow instability discussed in section 5.1 over a generic
rough surface. The flow dynamics are modelled within the roughness canopy,
and its effect is applied to the outer flow in the form of an impedance equation.
We assume that the roughness elements are small and densely packed such that
the properties of the roughness surface can be consider as a homogeneous re-
gion. This region is thenmodelled as a porous substrate whose permeability de-
pends on the characteristics of the surface tomodel. We consider an anisotropic-
ally permeable layer as that depicted in figure 5.3, characterised by its thickness,
h, and its streamwise, wall-normal and spanwise permeabilities, Kx, Ky and Kz,
respectively, which are assumed to be along the principal directions of the per-
meability tensor, K. Notice that the thickness of the layer, h, is a mere parameter
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Figure 5.3.: Schematic representation of a permeable layer for drag reduction.
of the model, and is in principle different from k,. We assume that the substrate
is formed by a matrix of obstacles much smaller than any infinitesimal volume
relevant to our problem so that homogenisation can be applied on any arbitrar-
ily small volume within the substrate (Zampogna and Bottaro, 2016; La¯cis and
Bagheri, 2017). The permeability could decrease by increasing the number of
obstacles, rather than their size, and vice versa. Under these conditions, the in-
ertial terms are negligible and the resulting Stokes flow within the cavities can
be volume-averaged to yield the Darcy equation (Darcy, 1856),
νK−1u +∇p = 0. (5.2)
Darcy’s equation is an adequate model for the flow in the core of the permeable
material, but fails to represent the flow in the vicinity of impermeable walls or at
the interfacewith an outer free flow. Gómez-de-Segura et al. (2018b) perform the
stability analysis of a permeable coatingmodelled by the Darcy-Brinkman equa-
tion (Brinkman, 1947). Their results are qualitatively similar to those presented
here, as the Kelvin-Helmholtz instability is inviscid.
5.2.1. Model from linear instability
To capture the onset of the shear-flow instability, we propose a model based
on the linear stability analysis of the mean flow in a turbulent channel with
symmetric permeable walls. Mean-flow analysis has been shown to adequate
capture instabilities, and in particular Kelvin-Helmholtz rollers, in flows with a
fluctuating turbulent component (Beneddine et al., 2016; Tammisola and Juni-
per, 2016), and has been extensively used in turbulent flows over complex sur-
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faces (Jiménez et al., 2001; Py et al., 2006; Dupont et al., 2010; García-Mayoral
and Jiménez, 2011). Here we closely follow the methodology of Jiménez et al.
(2001) and García-Mayoral and Jiménez (2011).
Kelvin-Helmholtz instabilities are essentially inviscid and linear, and can there-
fore be captured by the equations for linearised inviscid perturbations (Jiménez
et al., 2001; Py et al., 2006), with the fully viscous analysis showing no fun-
damental difference in the results (Jiménez et al., 2001; Luminari et al., 2016).
Therefore, we restrict our analysis to the inviscid case. We conduct the analysis
on the flow outside the permeable substrate, and the influence of the substrate
appears as a boundary condition at the interface, provided by the analytical solu-
tion of the underlying flow, detailed below.
As in section 5.1, we seek solutions for equation (5.1). The difference between
the present analysis and the previous case lies in the presence of the permeable
substrate, which imposes an impedance-like boundary condition on the core
flow (Jiménez et al., 2001; García-Mayoral and Jiménez, 2011; Scalo et al., 2015).
To derive the boundary condition, we focus on the response of the flow within
the permeable medium to the overlying pressure fluctuations, pˆ|y=0+ . Since
Kelvin-Helmholtz is an inviscid instability, the perturbation field of the overly-
ing flow is assumed to be inviscid, so it cannot exert any shear on the flow below,
which is therefore free to slip with respect to the external velocity.
Let us now consider the flow within the substrate on the bottom wall of the
channel, which extends from y = −hp to y = 0. The flow is described by equa-
tion (5.2), which, combined with incompressibility, leads to a Poisson equation
for pˆ. Assuming impermeability at y = −hp, the solution is a function of the
value of pˆ at y = 0,
pˆ = pˆ0 [tanh (α˜ hpΦxy) sinh (α˜ yΦxy) + sinh (α˜ yΦxy)] , (5.3)
where Φxy =
√
Kx/Ky is the streamwise-to-wall-normal anisotropy ratio, α˜2 =
α2x + α
2
zKz/Kx, and the subscript v0 and p0 are magnitudes of wall-normal velo-
city and pressure at the interface, y = 0. This solution can be introduced in the
91
5. Shear-flow instability
Darcy equation for the wall-normal velocity, giving
vˆ0 = −α˜
[
ν−1
√
KxKy tanh(α˜ hpΦxy)
]
pˆ0. (5.4)
Equation (5.4) can be used as an impedance boundary condition in the stability
analysis of the overlying flow. On the top wall of the channel, an analogous im-
pedance condition can be obtained, resulting in the same form of equation (5.4),
but reversed in sign.
As in Jiménez et al. (2001) and Tilton and Cortelezzi (2008), Squire’s trans-
formation (Squire, 1933) reduces the problem of equations (5.1) and (5.4) to an
equivalent spanwise-homogeneous, two-dimensional problem with αx,2D = α˜,
αz,2D = 0, and modified permeabilities. The equivalent problem has lower per-
meabilities than the spanwise-homogeneous, two-dimensional problem with
αx = αx,2D and αz = 0 and, as shown below, reducing the permeabilities has
a stabilising effect. Consequently, we will only consider solutions with αz =
0, as for each αx they are the most amplified. Note that this is in agreement
with the observed Kelvin-Helmholtz structures being predominantly spanwise-
coherent (García-Mayoral and Jiménez, 2011; Ghisalberti, 2009; Jiménez et al.,
2001; Finnigan, 2000).
5.2.2. Results for a piecewise-linear mean velocity profile
Before turning our attention to a quantitative analysis using turbulentmean pro-
files as base flows, it is useful to study a piecewise-linear one
U(y) =
{
U∞ y/Hp for y < Hp,
U∞ for y > Hp. (5.5)
The solution using this profile is algebraic, and the basic mechanisms are more
easily understood. Note that the base flow has ∂yyU = 0 everywhere except
at y = Hp, where it becomes singular. Equations (5.1) and (5.4) lead then to a
second order equation for the complex phase velocity, c,
−2Kσ2+
[
−2i+K
(
1+ 2α ′x − e−2α
′
x
)]
σ+(K−i)
(
1− 2α ′x − e−2α
′
x
)
= 0, (5.6)
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Figure 5.4.: Growth rate σI = Im(σ) of the most amplified modes given by (5.6).
(a) Isotropic case with Φxy = 1 and hp/Hp = 1 Curves are shown for
(
√
KxKy/H
2
p)(UHp/ν) = 10[−2(0.4)6]. (b) Anisotropic case obtained using all
possible combinations of hp/Hp = 10[−1,0,1] and Φxy = 10[−3(1)3]. Curves
are shown for K˜ = 10[−2(1)6].
where α ′x = αxHp, σ = α ′xc/U∞ and
K =
√
KxKy
H2p
(
U∞Hp
ν
)
tanh
(
α ′x
hp
Hp
Φxy
)
. (5.7)
Results of equation (5.6) are shown in figure 5.4(a) as a function of K. The limit
K 1 provides a physical interpretation of the nature of the instability. In this
limit, the boundary condition (5.4) is equivalent to p(0) = 0, which can be re-
duced to ∂yvˆ(0) = 0, and enforces symmetry on the perturbation flow. This gives
the same solution as extending the base profile antisymmetrically about y = 0.
The problem becomes then that of the instability of a shear layer, whose solu-
tions are the Kelvin-Helmholtz unstable waves of a free shear layer. In the op-
posite limit, K 1, the neutrally stable solution of smooth, impermeable walls
is asymptotically approached. The intermediate values ofK connect the Kelvin-
Helmholtz solution with the stable solution for the impermeable case.
Expression (5.7) depends not only on the properties of the porous substrate,
but also on the reduced spectral wavenumber α ′x, which is not a physical prop-
erty of the permeable layer but part of the solution. In an attempt to remove the
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dependency on the flow we propose the following empirical fit
K˜ =
√
KxKy
H2p
(
U∞Hp
ν
)
tanh
(
hp
Hp
Φxy
)
. (5.8)
Figure 5.4(b) shows results, as a function of K˜, for several combinations ofKx, Ky
and hp. For the same values of K˜, solutions for different coatings agree well, ex-
cept perhaps for low values of K˜, for which the instability is not fully developed.
Other than for those low values, the parameter K˜ encompasses the combined in-
fluence of Kx, Ky and hp. Note that, while the amplification is determined by K˜,
the most amplified wavelength does not scale with the characteristic permeab-
ility length scale,
√
Kx or
√
Ky . As in García-Mayoral and Jiménez (2011), the
wavelength scales with the height y = Hp of the singularity in ∂yyU, that is, it
is determined by the shape of the base flow.
5.2.3. Results for turbulent mean velocity profile
Although the analysis on the piecewise-linear velocity profile provides qualitat-
ive information on the nature of the instability, quantitative results require more
realistic profiles. We use approximate turbulent mean profiles as in Jiménez et
al. (2001), Dupont et al. (2010) and García-Mayoral and Jiménez (2011). In par-
ticular, we use the profiles of Cess (1958), which have previously been used for
flow stability analysis by Reynolds and Tiederman (1967) and more recently by
del Álamo and Jiménez (2006). In contrast with the linear profile used in the
previous section, the stability problem (5.1), with the boundary condition (5.4),
does no longer lead to an algebraic expression, and the full generalised eigen-
value problem must be discretised and solved numerically. For every Fourier
mode αx the wall-normal direction is discretised using Chebyshev polynomials
with 256 to 1536 collocation points, depending on the Reynolds number, which
provide a resolution at the wall ∆y+ . 0.01. Obtaining insight from the solu-
tion becomes less straightforward, but some analogies can be established with
the piecewise-linear results.
As in section 5.2.2, we find that the length scale of the problem is determ-
ined by the shape of the U-profile. The energy-producing term, ∂yyU, is larger
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Figure 5.5.: (a) Growth rate σ+ = α+x Im(c+) of the most amplified mode as a func-
tion of the longitudinal wavelength λ+x . Isotropic case Φxy = 1, K+ =
10[−0.66(0.66)2.66], h+p = 100. , Reτ = 180; , Reτ = 550; , Reτ =
1000. (b) Streamfunction contours of the mode with highest growth rate at
Reτ = 550 for fully developed instability, K˜+ = 104. Solid and dashed lines
correspond to clockwise and counter-clockwise rotation, respectively.
between y+ = 5 and 20, peaking near y+c ≈ 8, which plays the same role as
the singularity at y = Hp for the piecewise-linear profile (García-Mayoral and
Jiménez, 2011). This height is independent of the Reynolds numberwhen scaled
in wall-units, and is responsible for the inner scaling of the instability observed
in figure 5.5(a). The solution, portrayed in figure 5.5(a) for isotropic substrates,
is qualitatively similar to the one for the piecewise-linear profile, evolving as the
permeability increases from the neutral, smooth-wall solution to increasingly
amplified solutions, and eventually reaching a limit solution for high permeab-
ilities.
We are particularly interested in themost amplifiedmode for each surface con-
figuration, as thiswill be themost prevalent (Jiménez et al., 2001; García-Mayoral
and Jiménez, 2011). Thismode forms rollers turning alternatively clockwise and
counter-clockwise which penetrate into the porous material below y+ = 0, as
portrayed in figure 5.5(b).
As in section 5.2.2, we aim to describe the solution using a simplified charac-
terising parameter. By analogy with equation (5.8) we propose
K˜+ =
√
K+xK
+
y tanh
(
h+p
y+c
Φxy
)
. (5.9)
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Figure 5.6.: (a) Growth rate σ+ = α+x Im(c+) of themost amplifiedmode as a function of
the longitudinal wavelength λx. K˜+ = 10[0.36, 0.82, 1.28, 2.20] at Reτ = 550. ,
Φx = 10−3, h+p = 10; , Φx = 103, h+p = 10; M, Φx = 1, h+ = 1; ◦, Φx = 1,
h+p = 100; , Φx = 1, h+ = 10. (b) Maximum growth rate σ+ as a function
of the permeability K˜+ at Reτ = 550. Φx = 10−3, h+p = 1; Φx = 103,
h+p = 100; Φx = 1, h+p = 10.
Figure 5.6(a) illustrates how scaling with this parameter results in a reasonable
collapse for different K+x , K+y and h+p . For high values of K˜+ there is good agree-
ment, while for low values we observe some scatter depending on the value of
h+pΦxy. The growth rate of themost amplifiedmode for each set of parameters is
portrayed separately in figure 5.6(b) as a function of K˜+, showing that the effect
of the modulation with h+pΦxy is small, and only appears for low permeabilit-
ies K˜+ . 5. García-Mayoral and Jiménez (2011) found a similar S-shaped curve
for the relationship between σ+ and the characteristic length scale of riblets. In
their case, the degradation of drag reduction cause by the onset of this instabil-
ity was observed to roughly coincided with the sharp transition between the
quasi-neutral and the fully amplified regimes. They suggested that the model
could therefore be used as an indicator for the onset of Kelvin-Helmholtz-like
rollers, and to obtain estimates for the riblet size, in viscous units, for which the
degradation of drag would roughly set in.
In the present case, the transition between the quasi-neutral and fully amp-
lified regimes occurs at K˜+ ≈ 5 − 10. Note that, beyond K˜+ = 5, the scatter
for low values of K˜+ discussed above is not significant. Hence, Φxyh+p should
have little effect on the triggering of the instabilty. For that reason, the term
tanh(Φxyh+p/y+c ) in expression (5.9) can be approximated by its rapidly approached
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limit, tanh(Φxyh+p/y+c ) ≈ 1, taking into account that y+c ≈ 8 and that for the con-
figurations of practical interestΦxy  1 and h+p & 10. The criterion for the onset
of the Kelvin-Helmholtz-like instability can then be roughly set to
K˜+KH ≈
√
K+xK
+
y ≈ 5− 10. (5.10)
For flows over permeable substrates of diverse depth and permeability, it is
difficult to find details of the structure of the near-wall flow in the literature.
Breugem et al. (2006) reported the appearance of Kelvin-Helmholtz rollers at
K˜+ ≈ 80. Zampogna et al. (2016), on their permeable layer model for canopy
flow, also observe rollers at K˜+ ≈ 300. It is worth noting that, although Rosti et
al. (2015) did not observe Kelvin-Helmholtz rollers directly in their simulations,
with K˜+ < 1, they observed a weak Kelvin-Helmholtz signal in their velocity
correlations. This is in agreementwith the very lowamplification that ourmodel
predicts for low K˜+, and the results in section 5.1.
5.2.4. Comparison with roughness results
This model based on a permeable coating, assuming small and densely packed
roughness, shares similarities with the behaviour observed in section 5.1. The
model describes a shear-flow instability potentially setting in beyond a permeab-
ility threshold. Notice that in the limit of vanishingly small size, the permeabil-
ity of the surface can, in principle, be related to the size and arrangement of the
roughness elements. Therefore, an increase in roughness size can be somewhat
thought of as an increase in pore size and, as a result, an increase in permeability.
Themodel, however, does not describe the decrease in amplification observed
in figure 5.2(b). Sharma et al. (2017) study the stability of canopy flows using two
different models. They found that their impedance-like model, as the one used
in this work, is capable to predict the increase in growth rate but not the later
decrease. They also proposed a drag model, where the flowwithin the canopies
is also included in the integration domain of Rayleigh’s equation, that captures
both the increase and later decrease of the growth rate of the instability. The dif-
ference between these models lay in the impedance-like approach not account-
97
5. Shear-flow instability
ing for the change in fluctuations within the roughness surface or canopy. On
the other hand, the drag model is a better approximation of how the roughness
elements interact with flow fluctuations damping their intensity.
Notice that in themodel presented in thiswork, we rely on the parameters that
characterise the surface, Kx, Ky, Kz and hp. This parameters could, in principle,
be predicted using, for instance, homogenisation techniques (Zampogna and
Bottaro, 2016; La¯cis and Bagheri, 2017) or laminar models similar to the one
proposed in chapter 3, however, this is left for future work.
5.3. Conclusions and discussion
In this chapter, we have studied the possible origin of the changes in the spectra
observed in the previous chapter 3, in particular, the increase in energy at small
λ+x . In the riblets literature, a somewhat similar change in the spectra was found
to be produced by the shear-flow instability induced by the surface (García-
Mayoral and Jiménez, 2011). In the case of riblets, the intensity of the instability
can develop Kelvin-Helmholtz-like structures in the form of strongly coherent,
spanwise rollers superimposed to the background turbulent flow. Therefore,
we have studied the stability of mean velocity profile of one of our roughness
surfaces. This profiles have also been found to be linearly unstable, with the
wavelength of this instability agreeing well with that at which the increase in
energy is observed in the spectra from direct numerical simulations. Notice that
that wavelength is governed by the local shear at the surface and not directly
by the roughness size. This is in agreement with the small variations in the
wavelength at which energy increases in the energy spectra, which remains ap-
proximately constant, λx ≈ 150, for increasing k+. However, in any event, the
shear-flow instability is weak, and not intense enough to develop rollers directly
observable in instantaneous realisations of the flow field, conversely to some
regimes of riblets and plant canopies in which they are stronger.
To extend this analysis without relying on results from direct numerical sim-
ulations, we then use a similar approach to that by García-Mayoral and Jiménez
(2011) in riblets, where the surface is modelled as an impedance-like boundary
condition for Rayleigh’s equation. The model describes the unstable behaviour
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setting in beyond a certain permeability threshold. Notice that an increase in
k+ would also produce an increase on its equivalent permeability. Therefore,
these results are consistent with those in section 5.1, for increasing roughness
height. On the other hand, this model does not capture the decrease in growth
rate observed for sparse roughness.
The main drawback of this approach is finding a priori the parameters of the
equivalentmodel, Kx, Ky, Kz and hp, that characterise the surface studied. How-
ever, working on this model also presents an opportunity to study permeable
surfaces in certain depth, which certainly display similarities with roughness.
While conventional roughness increases drag, we find the particular case of rib-
lets that reduce skin friction in part of the transitionally rough regime. In a
similar fashion to conventional roughness, porous surfaces in turbulent flows
generally increase skin friction (Darcy, 1856; Zagni and Smith, 1976). However,
inspired by the idea that riblets are preferentially aligned roughness, anisotropic
permeable substrates, also with a preferential flow direction, could yield drag
reduction within some flow regimes. The concept of anisotropically permeable
substrates is explored in the following chapter.
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6. Analysis of anisotropically
permeable surfaces for turbulent
drag reduction
Part of the content of this chapter has been published in N. Abderrahaman-Elena and
R. García-Mayoral (2017). ‘Analysis of anisotropically permeable surfaces for turbulent
drag reduction’. Phys. Rev. Fluids 2 (11), p. 114609.
In chapter 5, we have drawn an analogy between roughness and permeable
substrates. In the present chapter, we further explore this idea. Permeable sub-
strates can be understood as idealised rough surfaces, where the characteristic
size of the roughness elements is sufficiently small for the properties of the sur-
face to be treated as homogeneous. In chapter 5, we showed that there is a
threshold size beyond which a shear-flow instability develops, therefore po-
tentially increasing drag. This phenomenon is also observed in riblets, which
is actually the factor destroying their drag reducing effect (García-Mayoral and
Jiménez, 2011). Expanding on the similarities between small size roughness and
porousmaterials, we explore the use of anisotropically permeable substrates as a
means to reduce turbulent skin friction in a similar fashion to riblets. We conduct
an a priori analysis to assess the potential of these permeable surfaces, based on
the effect of small-scale surfacemanipulations on near-wall turbulence. The goal
is to propose a model, based on drag reduction theory combined with the linear
stability analysis developed in the previous chapter, to find an upper bound to
the maximum drag reduction that permeable substrates can achieve.
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6.1. Anisotropically permeable substrates
In this chapter, we carry out an analysis of coatings with anisotropic permeabil-
ity devised to reduce turbulent skin friction. We explore the possibility of using
such coatings to produce the apparent slip that riblets (Walsh and Lindemann,
1984) or superhydrophobic surfaces (Rothstein, 2010) produce to reduce tur-
bulent drag. Hahn et al. (2002) found that, in a similar fashion, streamwise-
permeable walls reduce skin friction by creating an effective slip for the overly-
ing turbulent flow. In their study, the walls were permeable in the streamwise
and spanwise directions only, and impermeable in the wall-normal direction.
They observed that high values of drag reduction were obtained with low or no
spanwise permeability. Intuitively, the surfacewould then offer less resistance to
longitudinal flow than to transverse flow, as riblets do (Luchini et al., 1991). Real
materials cannot, however, be permeable in only certain directions, but they can
have a preferential direction with higher permeability. The seal fur studied by
Itoh et al. (2006) is, at least in part, an example of such anisotropically permeable
material, as it is made up of fibres aligned preferentially in the streamwise dir-
ection. Such substrates produce a higher resistance for the cross-flow compared
to the streamwise flow, and indeed Itoh et al. (2006) reported drag reduction
properties similar to those of riblets, albeit slightly superior, as shown in fig-
ure 6.1. Previous studies have shown how a surface can reduce turbulent drag
if it induces a streamwise-preferential effect (Luchini et al., 1991; Jiménez, 1994;
Luchini, 1996). Taking some length-scale of the surface texture as reference, the
drag reduction increases linearly with that length, when scaled in viscous units.
The theoretical framework developed in Luchini et al. (1991), Jiménez (1994)
and Luchini (1996) assumes that the texture is vanishingly small compared to
the length-scales in the flow. However, as the texture size increases, deleteri-
ous effects are observed and the performance saturates, as studied for riblets in
García-Mayoral and Jiménez (2011) or for superhydrophobic surfaces in Seo et
al. (2015) and García-Mayoral et al. (2014). The mechanisms for the onset of the
deleterious effects vary, leading to more or less abrupt failures. These failures
also occur for different texture sizes, depending on the type of surface.
In permeable substrates, one possible mechanism for the breakdown of drag
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Figure 6.1.: Drag reduction,DR = −∆τ/τ0, of the seal fur surface from Itoh et al. (2006).
M, seal fur; , trapezoidal, flat-peak riblets, also from Itoh et al. (2006). For
the seal fur, the wavelength identified by Itoh et al. by analogy with the
riblet pitch, s+, has been used to express their results in terms of a viscous
length-scale. Taken from García-Mayoral (2011) with the permission from
the author.
reduction is the appearance of spanwise coherent rollers over the surface. These
are typical of turbulent flows over permeable surfaces when the permeability
is large enough (Jiménez et al., 2001; Breugem et al., 2006; Rosti et al., 2015;
Kuwata and Suga, 2016; Zampogna et al., 2016). While a substrate with a pref-
erential streamwise permeability might yield the drag-reducing effect of Hahn
et al. (2002) and Itoh et al. (2006), permeable surfaces have generally been repor-
ted to increase turbulent drag. This was the case in the DNS studies of Jiménez
et al. (2001), where the wall was permeable in the wall-normal direction only,
and of Breugem et al. (2006), where a substrate of packed particles with iso-
tropic permeability was studied. In both cases, the large increase in drag was
associated to the appearance of Kelvin-Helmholtz-like rollers, which enhance
momentum transfer and increase the Reynolds stresses near the wall (García-
Mayoral and Jiménez, 2011). It is worth noting that Jiménez et al. (2001) found
that wall-normal permeability alone could trigger the appearance of spanwise
rollers and increase drag. This suggests a competition between the beneficial,
drag-reducing effect, driven by the longitudinal permeability, and the detri-
mental appearance of Kelvin-Helmholtz-like rollers, driven by the wall-normal
permeability. The relaxation of the zero wall-normal velocity condition in com-
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plex surfaces is generally responsible for the appearance of non-zero tangen-
tial Reynolds stress, increased mixing and thus increased friction (Orlandi and
Jiménez, 1994; Orlandi, 2013). Kelvin-Helmholtz-like rollers appear frequently
over complex substrates (Finnigan, 2000; Py et al., 2006; Coceal et al., 2007), and
are indeed a common feature over a wide range of ‘obstructing’ surfaces (Ghis-
alberti, 2009). In riblets, they have been identified as the cause for the degrada-
tion of performance beyond the linear drag reduction regime, due to the addi-
tional Reynolds stresses that they generate (García-Mayoral and Jiménez, 2011).
The resemblance of the drag curves for riblets and for the surface of Itoh et al.
(2006), shown in figure 6.1, could suggest that the degradation is due to a similar
mechanism. The apperance of a similar Kelvin-Helmholtz-like instability over
conventional roughness in the transitionally rough regime has been studied in
chapter 5. Here, we aim to characterise the linearly increasing drag reduction
of surfaces with anisotropic permeability, but also to provide an upper bound,
based on the development of Kelvin-Helmholtz-like rollers, for what would oth-
erwise be an ever-increasing performance. Our study does not rule out the ap-
pearance of additional degrading phenomena, which could be triggered at smal-
ler permeabilities and limit the drag reducing performance further. Neverthe-
less, the evidence on permeable substrates cited above strongly suggests that the
spanwise rollers are a prevalent phenomenon and will eventually appear. The
onset of rollers will therefore pose a limit to the maximum achievable perform-
ance and can be used to establish a performance bound a priori.
As in chapter 5, we consider an anisotropically permeable layer characterised
by its thickness, h and its streamwise, wall-normal and spanwise permeabilities,
Kx, Ky and Kz, which are assumed to be along the principal directions of the
permeability tensor, K. If the inertial terms are negligible, then the resulting
Stokes flowwithin the pores can be volume-averaged to yield theDarcy equation
(Darcy, 1856),
νK−1u +∇p = 0, (6.1)
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6.2. Drag reduction mechanism
While for conventional smooth walls the velocity is zero at the wall, complex
surfaces can yield non-zero velocities at their interface. For instance, the mean
velocity at the roughness crests and at the interface between permeablematerials
and the free-flow is commonly greater than zero. This generates an apparent slip
that can reduce drag. The theory for the underlying mechanism was proposed
by Luchini et al. (1991), Jiménez (1994) and Luchini (1996). When the surface tex-
ture is vanishingly small with respect to the length scales characterisingwall tur-
bulence, the overlying turbulent eddies are comparatively very large and slow,
and the shear that they induce over the wall is quasi-homogeneous and quasi-
steady sufficiently away from the wall, typically a few texture heights. Above
this height, the effect of the surface can be reduced to an effective slip condition
at a notional wall plane, for instance the mean interface plane or the streamwise
virtual origin. In the streamwise and spanwise directions, we can express the
slip condition in terms of the corresponding slip lengths
u|y=0 = `x
∂u
∂y
∣∣∣∣
y=0
, w|y=0 = `z
∂w
∂y
∣∣∣∣
y=0
, (6.2)
where `x and `z are the streamwise and spanwise slip lengths, as depicted in fig-
ure 6.2. In viscous units, the resulting mean streamwise slip velocity at the wall
is U+s = `+x , so both slip length and slip velocity can be used interchangeably.
In riblet literature, the slip lengths `+x and `+z are also referred to as protrusion
heights (Bechert and Bartenwerfer, 1989; Luchini et al., 1991), interpreting them
as the depth below the wall where the uniform, overlying shear would be extra-
polated to zero, that is, where the virtual origin for the corresponding velocity
profile would lie.
When the surface is anisotropic, `+x and `+z can be different. In the case of rib-
lets, Luchini et al. (1991) identified this difference as responsible for their drag-
reducing capability. Jiménez (1994) later generalised this result to any surface
producing different streamwise and spanwise slip lengths, so long as they re-
main small compared to the typical length scales of near-wall turbulence.
We should note that for permeable substrates the theory assumes that the
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Figure 6.2.: Sketch of (a) streamwise and (b) spanwise slip lengths. In (b), the top arrow
represents an overlying spanwise perturbation, which is perceived locally
as quasi-steady and quasi-stationary under the assumption of vanishingly
small surface texture.
characteristic size of the pores is much smaller than any other length scale in
the problem, and in particular the viscous length scale. A real material would
have a finite pore size that, as the Reynolds number increases, would eventu-
ally not be negligible compared to the viscous length scale, and the model for
vanishingly small texture would stop holding. However, it is shown below that
for other drag-reducing surfaces the theory holds reasonably well up to texture
sizes of orderO(10)wall-units (Busse and Sandham, 2012). Similarly, roughness
typically behaves as hydraulically smooth up to roughness sizes of 3 to 5 wall
units (Jiménez, 2004), so we can expect the effect of the granularity of the surface
to be negligible up to these sizes.
6.2.1. Drag reduction by slip lengths
We summarise here the relationship between `x, `z and drag reduction, as laid
out by Jiménez (1994), Luchini (1996) and García-Mayoral and Jiménez (2011).
We have seen in chapter 1 that, in the classical theory of wall turbulence, surface
manipulations only modify the intercept of the logarithmic velocity profile. The
mean velocity profile, U, in the logarithmic layer can be expressed as that for
a smooth wall plus a shift, ∆U, as in equation (1.1). This expression allows us
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to directly connect the shift of the logarithmic velocity profile to variations in
skin friction, as shown in equation (1.4). In turn, ∆U+ relates to the slip length
induced at the surface. In the limit of vanishingly small surface manipulations,
∆U+ satisfies
∆U+ = µ0(`
+
x − `
+
z ) = µ0`
+
s , (6.3)
whereµ0 is a universal constant of order one (Jiménez, 1994; Luchini, 1996; Bech-
ert et al., 1997) and `s = `x − `z. This concept was proposed by Luchini et al.
(1991) and Luchini (1996) for riblets, and Jiménez (1994) found that equation
(6.3) holds for any vanishingly small surface manipulation. Intuitively, if the
cross-flow is more impeded than the streamwise flow, the motion induced by
quasi-streamwise vortices is hindered, so they are ‘pushed away’ from the no-
tional wall perceived by the mean streamwise flow, as sketched in figure 6.2.
This reduces the entrainment of momentum from layers farther away from the
wall, reducing the shear at the wall and thus the skin friction. Min and Kim
(2004) showed that the presence of streamwise slip attenuates turbulent fluctu-
ations, while the spanwise slip has the opposite effect, intensifying turbulence
fluctuations, this had been done previously for riblets byChoi et al. (1993). Busse
and Sandham (2012) conducted simulations for a wide range of slip lengths, and
their results are consistent with equation (6.3) up to slip lengths . 5 wall-units.
In chapter 4 we expand on this idea, attempting to establish an expression for
∆U+ in the context of roughness.
Equations (1.4) and (6.3) provide an estimate for the drag reduction, DR, in
the range of validity of small slip lengths. For typical flows at friction Reynolds
numbers Reτ ≈ 1000− 10000, the friction coefficient is cf0 ≈ 0.006− 0.0025, and
the drag reduction produced by a given `+x and `+z pair is
DR ≈ −∆τ
τ0
≈ −∆cf
cf0
≈ µ0
(2cf0)−1/2
`+s ≈ 0.05 (`+x − `+z ) . (6.4)
Note that equation (6.4) is obtained using equation (6.3), which holds only for
small surface manipulations. For high values of `+s , equation (6.3), and con-
sequently equation (6.4), would cease to hold as other mechanisms set in. In the
seal fur experiments of Itoh et al. (2006), for instance,DR only increases up to `+s
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of order 2-4.
6.2.2. Slip lengths by porous media
In the case of an anisotropic permeable coating as that depicted in figure 5.3,
the slip lengths can be calculated by solving the flow within the porous layer
in response to an overlying shear. This is analogous to the calculation of slip
lengths for superhydrophobic textures (Philip, 1972; Ybert et al., 2007) or of pro-
trusion heights for riblets (Luchini et al., 1991). When the porousmedium is con-
figured as a swarm of particles (Brinkman, 1947; Taylor, 1971; Auriault, 2009),
the flow is highly connected and any section through the material would cut
mostly through fluid. The macroscale shear between the fluid on either side
of the section would in general not be negligible, and can be accounted for by
adding a macroscale viscous term to equation (6.1),
ν˜∇2u − νK−1u −∇p = 0, (6.5)
where the apparent viscosity, ν˜, accounts for diffusion in scales much larger
than the pore size (Brinkman, 1947; Taylor, 1971; Auriault, 2009), i.e. the large
scale diffusion that would be missed by the volume average νK−1~u, the clas-
sical Darcy term. Equation (6.5) is the Darcy-Brinkman equation (Darcy, 1856;
Brinkman, 1947) which was also obtained by Taylor (1971) for a matrix of in-
finitesimal obstacles. In general, the empirically observed ν˜ is different from ν,
which accounts for the macroscale diffusive effects acting less efficiently than in
the absence of obstacles.
If the material configuration is better represented as a matrix of microducts,
rather than a swarmof obstacles, large-scale diffusion is essentially impeded and
the Brinkman term should be ommited, recovering equation (6.1). At interfaces,
a discontinuity in the macroscale velocity is empirically observed (Beavers and
Joseph, 1967), which can be represented by a jump condition. For these config-
urations, here we use the widespread jump condition proposed by Beavers and
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Joseph (1967), which along the streamwise direction reads
dU
dy
∣∣∣∣
s
=
αBJ√
Kx
(Us −UD) , (6.6)
where UD is the velocity inside the coating, produced by the Darcy term, αBJ
is an empirical coefficient, which depends on the interface and the permeable
material, and the subindex ‘S’ denotes variables right above the interface.
Let us consider the flow within the substrate driven by an overlying uniform
streamwise shear Sx alone, the spanwise andwall-normal velocities are zero and
the pressure is homogeneous. Since the flow is assumed to be shear-driven,
UD ≈ 0, and equation (6.6) in viscous units becomes
S+x ≈
αBJ√
K+x
U+s . (6.7)
This equation, and its analogous along the spanwise direction, lead to estima-
tions of the slip lengths based on Beavers-Joseph’s jump condition,
`+x ≈
√
K+x
αBJ
, `+z ≈
√
K+z
αBJ
. (6.8)
Let us now address swarm-of-obstacles configurations, described by equa-
tion (6.5). Again, the pressure terms are zero and the flow is driven by the overly-
ing uniform streamwise shear Sx. The streamwise component of equation (6.5)
becomes then
∂2u
∂y2
−
ν
ν˜
1
Kx
u = 0, (6.9)
which has solutions of the form u ∝ exp
(
y/
√
Kxν˜/ν
)
. Boundary conditions
can be obtained by imposing no slip at the bottom boundary, y = −hp, and
continuity of the tangential shear stress at the interface with the overlying flow,
y = 0. The resulting flow depends linearly on Sx, and the relationship between
u and ∂u/∂y at y = 0 gives an Sx-independent slip length, which expressed in
wall units is
`+x =
√
ν/ν˜
√
K+x tanh
(
h+p√
ν˜/ν
√
K+x
)
. (6.10)
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An analogous expression can similarly be derived for the spanwise slip,
`+z =
√
ν/ν˜
√
K+z tanh
(
h+p√
ν˜/ν
√
K+z
)
. (6.11)
Equations (6.8) and (6.10) are in agreementwith the experimentalmeasurements
of Suga et al. (2010), who found streamwise slip lengths of order O
(√
K+x
)
for
`+x . 3.
An expression for DR can be obtained by introducing the estimates of equa-
tions (6.10) and (6.11) into equation (6.4). As we are interested in obtaining drag
reduction from a positive effective slip, `+s = `+x − `+z > 0, we focus on drag
reducing configurations with `+x > `+z , and thus K+x > K+z . With this constraint,
depending on the relative value of hp, we can distinguish three regimes. For
small values of substrate thickness, h+p .
√
K+z , both slips tend to the same
value, `+x ≈ `+z ≈ h+p , and therefore `+s ≈ 0, resulting in no drag reduction,
DR ≈ 0. For intermediate substrate thickness,
√
K+x & h+p &
√
K+z , a positive
drag reduction is obtained since `+x ≈ h+ is greater than `+z ≈
√
K+z , giving as a
result DR ∝
(
h+p −
√
K+z
)
. Finally, if h+p &
√
K+x the slip lengths are `+x ∝
√
K+x
and `+z ∝
√
K+z , yielding
DR ≈ 0.05
√
ν
ν˜
(√
K+x −
√
K+z
)
. (6.12)
Of the three regimes, the latter is the most advantageous, as it gives the highest
performance for a given anisotropic material with a set K. We can conclude that,
provided that the substrate has a sufficient depth, h+p &
√
K+x , an optimal design
should have high anisotropy in order to maximise K+x while keeping K+z as low
as possible.
TheBeavers-Josephmodel leads to similar conclusions to those from theBrink-
man model above. Using equations (6.4) and (6.8) yields
DR ≈ 0.05 1
αBJ
(√
K+x −
√
K+z
)
, (6.13)
which closely resembles equation (6.12), andwhere the same influence of
(√
K+x −
√
K+z
)
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is observed. With this model, however, αBJ takes the place of ν˜/ν in the rela-
tionship between shear stress and velocity at the interface, with drag reduction
increasing with decreasing values of αBJ.
Equations (6.12) and (6.13) also allow us to identify the influence of the per-
meability and thickness of the substrate. The drag reduction is essentially de-
termined by the difference between streamwise and spanwise permeabilities,√
K+x −
√
K+z , and, on the contrary to the stability analysis in section 5.2, the
wall-normal permeability does not play a significant role in this linear regime.
Both models agree that the permeable material should ideally be highly aniso-
tropic in order to obtain a large
√
K+x −
√
K+z , and therefore high drag reduc-
tion. These models also show that the connectivity of the microstructure of the
substrate, condensed in either ν˜ or αBJ, also plays an important role. Materi-
als with high connectivity will allow larger slip at the interface, and therefore
have a positive effect on DR. We must however note that expressions (6.12)
and (6.13) only provide an estimate of the order of magnitude of the drag reduc-
tion, and that a more refined characterisation of the permeable substrate would
be required for more precise estimates. The main source of uncertainty in equa-
tions (6.12) and (6.13) are the estimates for ν˜/ν or αBJ, which encapsulate the
interaction between fluid and porous material at the interface. Zampogna and
Bottaro (2016) and La¯cis and Bagheri (2017) have recently proposed homogen-
isation techniques to predict this interaction accurately.
Using either model results in expressions for the slip lengths that closely re-
semble each other, when deep coatings are assumed. The coefficients αBJ and√
ν˜/ν play the same role, as proposed by Neale and Nader (1974), which allows
us to write equations (6.12) and (6.13) in the form
DR ≈ 0.05ξ
(√
K+x −
√
K+z
)
, (6.14)
where ξ is either
√
ν/ν˜ or α−1BJ .
This result provides an expression for the order of magnitude of drag reduc-
tion obtained by permeable substrates. The above derivation neglects the ef-
fect of pressure within the substrate, which is negligible in most industrial ap-
plications. For example, in order to produce drag reduction of order O(10%),
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the permeability of the material would be
√
K+x ≈ 2-3, which would require a
thickness of order h+p ∼ O(10). In industrial ducts and pipelines, for instance,
the Reynolds number is 105-107, and the above thickness would correspond
to hp ∼ O(100µm), resulting in an additional cross-section of order O(1%).
The additional drag caused by the pressure drop acting in this increased cross-
section would then be O(1%), much smaller than the DR caused by the slip ef-
fect. Moreover, this pressure drop would create additional Darcy flow within
the coating, resulting in increased flow rate not only within the coating, but also
across the whole section. This would mitigate the deleterious effect, and could
even negate it, depending on the coating parameters. In turn, in external flows,
like aeroplane fuselages, the pressure gradient is generally milder and therefore
its effect on the substrate would not contribute significantly to drag. The coat-
ing thickness would also be of order of microns in this case, and the shape, and
hence the form drag, would not change noticeably.
6.3. A limiting mechanism for drag reduction
Just like in the classical studies of Jiménez (1994) and Luchini (1996), the model
presented in section 6.2 predicts a drag reduction ever-increasing with the sur-
face permeability, scaled in viscous units. Let us take a given substrate config-
uration (Kx,Kz,Ky,hp), yielding an effective slip `s > 0. By simply increasing
the friction velocity of the flow, the viscous length scale would decrease and√
K+x ,
√
K+z , and h+p would increase by the same proportion, with the corres-
ponding increase in DR, as given by equation (6.14). This is obviously not the
case, because the theory and the resulting models cease to hold once the texture
size, in viscous units, reaches a certain value. The theory developed by Luchini
et al. (1991) and Luchini (1996) and Jiménez (1994) assumes slip lengths much
smaller than one viscous unit, or in our case
√
K+x  1. The linear behaviour
is nevertheless observed to hold for
√
K+x . 5, but even beyond this value the
drag reduction keeps increasing monotonically with
√
K+x (Busse and Sandham,
2012). In experience, however, other mechanisms, different from the slip effect
and dependent on the type of surface, can be expected to set in at some
√
K+x
and limit the drag reducing capability of the surface, as discussed in section 6.1.
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0
0
∆τ/τ0
−DRlim
√
K˜+
Figure 6.3.: Schematic summarising the inital linear behaviour of DR = ∆τ/τ0 for low
permeability. The hatched area represent the region K˜ > K˜KH, where the
drag reducing effect is destroyed by the appearance of Kelvin-Helmholtz
rollers.
In chapter 5, we have studied the development of a shear-flow instability over
obstructed flows. In particular, in section 5.2, the stability of a idealised rough-
ness surface is analysed using a permeable substrate model, whose results dir-
ectly apply to the permeable substrate treated in this chapter. This model pre-
dicts the onset of aKelvin-Helmholtz-like instability and the appearance of span-
wise rollers for values of the parameter K˜ larger than the threshold value K˜KH.
These rollers will degrade the linear performance assumed in section 6.2, as
the rollers introduce additional Reynolds stresses (García-Mayoral and Jiménez,
2011). In the absence of earlier degrading mechanisms, the maximum drag re-
duction would occur for K˜+ = K˜+KH, so K˜+KH can be taken as an upper bound for
the limit of the drag-decreasing regime.
6.4. Limit to drag reduction by permeable coatings
In section 6.2 we have analysed the drag reduction for substrates of vanishing
permeability. For these substrates, the slip lengths can be estimated as a func-
tion of the permeability, resulting in equation (6.14), which connects DR with
the properties of a particular permeable substrate. Within the limits of the van-
ishingly small assumption, equation (6.14) denotes an ever-increasing DR with
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√
K+x . This result is consistent with numerical experiments on walls with an-
isotropic slip lengths (Hahn et al., 2002; Min and Kim, 2004; Busse and Sand-
ham, 2012). However this behaviour will eventually fail for large permeabilities,
once the assumptions in themodel break down or additional mechanisms set in.
To bound the range of validity of the model, the stability analysis presented in
section 5.2 can be used to investigate the appearance of Kelvin-Helmholtz-like
rollers, which are a common feature in flows over porous materials (Jiménez et
al., 2001; Breugem et al., 2006). The appearance of these rollers results in en-
hanced mixing, increasing drag and posing a limitation to the aforementioned
linear behaviour. These two concepts are depicted together in figure 6.3, which
shows the initial linear behaviour for low permeabilities as well as the limit to
drag reduction, DRlim, for high permeabilities, due to the Kelvin-Helmholtz
instability. Note that DRlim must only be considered as an upper limit estim-
ate, since in the intermediate range of permeabilities beyond
√
K+x  1 we can-
not rule out additional mechanisms that may degrade drag further. For riblets,
the analogous linear behaviour roughly extends until the onset of the Kelvin-
Helmholtz mechanism (García-Mayoral and Jiménez, 2011), although this may
not be the case for the present porous substrate, as other degrading phenomena
could appear before reaching K˜+KH.
Section 6.2 shows that in order to obtain high drag reduction one would need
to maximise the difference
√
K+x >
√
K+z , while in order to delay the appearance
of the drag degrading spanwise rollers the product of permeabilities needs to
stay below a threshold,
√
K+xK
+
y < K˜
+
KH, as shown in section 5.2. A high value of
ξ, corresponding to substrates with sparse internal structure, is also desirable,
noticing that previous research appears to agree that ξ tends to 1 for very sparse
porous matrices (Auriault, 2009). These results can be combined to obtain an
estimate for the limit to drag reduction produced by different substrates. Let us
consider a permeable material with a preferential permeability, K+x > K+y = K+z .
The resulting anisotropy ratio, Φxy =
√
Kx/Ky =
√
Kx/Kz, can be used in
equations (6.14) and (5.10) to obtain an expression for the order of magnitude of
the upper limit for drag reduction,
DRlim ≈ 0.05ξ
(
1−Φxy−1
)√
ΦxyK˜
+
KH. (6.15)
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Figure 6.4.: Limit for themaximumdrag reduction achievable as a function of the aniso-
tropy ratio of the permeable layer,Φxy. , equation (6.15) for K˜+KH = 5 and
10, and ξ = 1. The light grey shaded region indicates the range for which
Kelvin-Helmholtz rollers are expected to appear. The dark grey shaded re-
gion indicates the range for which the Kelvin-Helmholtz rollers would be
fully developed.
Figure 6.4 portrays an example of the resultingΦxy−DR curves for both K˜+KH = 5
and 10, in the limit of ξ = 1. The region enclosed by the two curves represents
the range for which Kelvin-Helmholtz rollers can be expected to appear and
delimits the range of realisable values for DR. For an anisotropy ratio of order
Φxy ≈ 5 − 10 the maximum drag reduction achievable would be below 20 −
30%. Note however that for substrates that impede diffusion the drag reduction
capability can be substantially smaller. For the substrate of La¯cis and Bagheri
(2017), for instance, ξ ≈ 0.25, which would yield a drag reduction of no more
than 5 − 7%. And thus, we can only estimate that DRlim = O(10%) with an
anisotropy of orderΦxy ≈ 5− 10.
6.5. Conclusions and discussion
In the transitionally rough regime, riblet drag reduction is destroyed by the ap-
pearance of a shear-flow instability (García-Mayoral and Jiménez, 2011). The
model developed in chapter 5, and based on permeability equations, shows that
these instabilities could also develop over such permeable substrates. Inspired
by these similarities and, in view of the preferential alignment of riblets, in this
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chapter we have explored the capabilities of anisotropically permeable surfaces
to reduce drag.
In the present chapter, we have proposed a simplified model to estimate the
drag reduction properties of anisotropically permeable coatings. For small per-
meabilities, permeable substrates can potentially reduce skin friction if the sur-
face obstructs more the spanwise than the streamwise flow, as riblets and some
other drag-reducing surfaces do. Using simplifiedmodels, a relationship between
drag reduction, slip length at the interface, and the properties of the porous ma-
terial is established. This results in the drag reduction being approximately pro-
portional to the difference between the streamwise and spanwise permeabilities,
provided that the coating is sufficiently deep, h+p &
√
K+x >
√
K+z .
We have also investigated a limit to the drag-reducing capabilities of these sur-
faces, given by the triggering of Kelvin-Helmholtz-like rollers over the surface.
These are common features of turbulent flows over permeable substrates and
other complex surfaces, and are responsible for increased momentum transfer
that increases drag. Their appearancewill limit the drag reduction performance,
which, in the absence of degrading mechanisms, would continuously improve
as the permeability of the surface, measured in wall units, increases. This can
be used to set an upper bound for the performance of the surfaces under con-
sideration. Amodel derived from inviscid linear stability analysis indicates that
the critical parameters for the onset of rollers scale in viscous units. The appear-
ance of rollers is estimated to trigger for
√
K+xK
+
y & K˜+KH ≈ 5–10. This implies
that the anisotropically permeable substrates considered could yield drag reduc-
tions of order O(10%), for anisotropy ratios of
√
K+x /K
+
y =
√
K+x /K
+
z ≈ 5 − 10.
This preliminary figure is promising, but requires further study to delimit more
precisely the potential of these surfaces.
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In the present work, we have investigated the interaction between small surface
roughness and near-wall turbulence, and how roughness increases drag in tur-
bulent flows. We have focused on the transitionally rough regime, to capture
and model the effects that trigger the departure from the hydraulically smooth
regime.
7.1. The roughness-coherent and the
background-turbulent contributions
Analysing the instantaneous velocity field, we observe that the flow is com-
posed of two contributions: a background-turbulent component, similar to that
over smooth walls; and a roughness-coherent one, induced by the rough sur-
face. While other decompositions have been proposed in the literature, in this
work, we have presented a triple decomposition where the roughness-coherent
contribution is modulated in amplitude by the overlying background-turbulent
flow. To study the interaction between roughness and the near-wall turbulence,
the changes on the background-turbulent component are investigated. Using
this decomposition, a background turbulence component, essentially free of any
footprint from the roughness texture, can be obtained from the full signal. Ac-
counting for the modulation of the roughness-coherent contribution improves
the extraction of the footprint of roughness. Without this modulation, the back-
ground turbulence obtained displays a significant footprint from the rough sur-
face. The modulated triple decomposition has proven here to effectively extract
the background turbulent contribution of instantaneous velocity realisations,
rms fluctuations of the velocity and their density spectra. In particular, spectral
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analysis of the velocity components has identified why the unmodulated triple
decomposition is unable to fully filter out the roughness-coherent component, as
it does not remove the modulation that appears in wavelengths in the vicinity of
those of the roughness texture. In addition, the interaction between roughness
and turbulence, displayed in the spectrum as elongated regions of high-energy,
is also missed. The flow decomposition proposed in this work addresses these
two issues, achieving substantial improvement, especially for small roughness
size. It allows us to decompose the flow into two contributions with two differ-
ent origins and whose physics can then be studied separately.
The region where the flow is affected by the rough surface, the roughness
sublayer, is classically considered to extend to a height of y+≈ 3–5k+. However,
we observe that all components of the roughness-coherent contribution seem
to essentially vanish for y+ . k+. This suggests that the modifications of the
flow are present in the background-turbulent component at a larger distance
from the wall than the contribution of the roughness-coherent component. The
roughness-coherent velocity components, which can be obtained from the time-
averaged flow field, exhibit an exponential decay with −y/k. Notice, however,
that the simplified viscous analysis suggests a decay with the wavelength of the
texture, s, instead of with the roughness size, k. We also find that the rate of
decay depends on the velocity component, with the wall-normal velocity exper-
iencing the slowest decay.
By using the triple decomposition, the roughness-coherent contribution can
be extracted from the full signal, allowing us to investigate the changes produced
in the background turbulence. For a large extent of the transitionally rough
regime, ∆U+ . 4, the most relevant effect of roughness on the background-
turbulent component is the displacement towards the wall of the rms fluctu-
ations of the velocity and the Reynolds shear stress, while their shapes remain
similar to those of smooth-wall turbulence. This is interpreted as turbulence per-
ceiving an effective wall at a certain virtual origin below the roughness crests.
In particular, the virtual origin of the Reynolds shear stress, `+uv, seems to be
the one perceived by turbulence, and therefore the one that affects the skin fric-
tion. This is in agreement with Townsend’s hypothesis (Townsend, 1976), which
we observe to hold even for height ratios as low as δ/k ≈ 5, as all fluctuations
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perceive the same virtual origin farther away from the wall. We find a strong
linear correlation between the virtual origin of the Reynolds shear stress, `+uv,
and the roughness function, ∆U+. This is reminiscent of the relation between
∆U+ and the rms of the wall-normal velocity fluctuations observed by Orlandi
and Leonardi (2006). These findings suggest a link between the transpiration of
the surface, measured by v′+t , and the depth of the shift experienced by turbu-
lence, `+uv. We also observe a strong correlation between the virtual origin of the
streamwise rms fluctuations, `+u , the mean velocity profile, `+U, and the displace-
ment height of the mean velocity profile, `+J .
7.2. Towards a model for the roughness function
Themeanmomentum equation has been integrated to investigate the effects that
contribute to ∆U+, and in particular the role of `+uv. Results show that, in the
initial departure from hydraulically smooth regime, the main contribution to
the roughness function is the change in Reynolds shear stress, which for small
roughness is essentially due to a shift `+uv of the otherwise canonical, smooth-
wall Reynolds shear stress. The other term with an impact on ∆U+ is the mean
velocity over the roughness crests. This velocity is smaller than the one that
would be obtained without roughness, and therefore contributes negatively to
the roughness function, increasing drag. This decomposition, together with a
laminar model for the roughness-coherent contribution and the concept of `+uv,
allows us to propose a model for ∆U+. The change in Reynolds stress is ap-
proximated by the smooth-wall solution shifted to the corresponding `+uv. The
change in velocity at the tips, aswell as `+U, are obtained from the laminar simula-
tions. The model provides a rough approximation of the roughness function for
∆U+ . 2, capturing the initial departure of these surfaces from the hydraulic-
ally smooth regime towards the fully rough regime. Although this model offers
an estimate of ∆U+, a predictive model for `+uv is yet needed. If such a model
for `+uv could be developed, the range of validity of the full model could also
be extended to a larger region or even the entirety of the transitionally rough
regime.
For the model described above, it is necessary to approximate the roughness-
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coherent componentwithout having to conduct the full direct numerical simula-
tion of a particular rough surface. Since, for small roughness size, the roughness-
coherent flow can be thought of as the flow induced by the roughness elements
and driven by a steady, homogeneous overlying shear, we have proposed to es-
timate the roughness-coherent component by using laminar simulations at the
corresponding finite Reynolds number, andwhere the flow is driven by a steady,
homogeneous shear. The resulting steady flow field, as well as its rms fluctu-
ations, agree well with DNS results, up to at least ∆U+ . 2. This laminar model
also provides estimates for the mean velocity at the roughness tips, U+0 , and the
virtual origin of the mean velocity profile, `+U. This model is therefore one key
piece of the model for ∆U+ also proposed in this work. However, to predict
the whole transitional regime, the laminar model needs to be improved, as it
presents significant discrepancies for ∆U+ & 2. In addition, the model needs
to be tested on surfaces with random roughness, and also regular patterns with
different arrangements, different shapes, etc.
7.3. Analysis of shear-flow instability
We have also observed that, as roughness size increases, energy increases at
short λ+x wavelengths. In particular, energy tends to concentrate at λ+x ∼ 150.
These changes in the energy spectra are somewhat similar, althoughmuchweaker,
to those observed over riblets, due to the appearance of a shear-flow instability.
The simplified stability analysis on themean velocity profile of our direct numer-
ical simulations results in wavelengths λ+x ∼ 100–150 being the most amplified.
While the characteristic Kelvin-Helmholtz rollers are not directly observed in
our flow fields, the stability analysis points to a possible relationship between
the instability and the growth of energy at that particular range of streamwise
wavelengths. This stability analysis relies on results from direct numerical sim-
ulations to obtain the mean velocity profiles. Therefore, we present an analysis
that characterises the surfaces using a permeablemodel tomimic the obstruction
of the surface as an impedance boundary condition, based on a similar study on
riblets (García-Mayoral and Jiménez, 2011). Results from this model are consist-
ent with those using direct numerical data.
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7.4. Anisotropically permeable substrates for drag
reduction
The results from the permeablemodel for roughness directly apply to permeable
substrates. The concept of these permeable coatings is explored and we have
found that under certain configurations they can yield drag reduction. In par-
ticular, the porous matrix needs to be anisotropic, with preferential flow in the
streamwise direction, and the parameter K˜ needs to be smaller than K˜KH, so
a Kelvin-Helmholtz-like instability does not develop in the flow, leading to an
increase in skin friction. The development of these instabilities has also been
reported in literature of riblets and canopy flows, and has been observed to in-
crease drag.
7.5. Future work
In the present work, we have proposed a model for the roughness function that
provides an approximation for the increase in skin friction produced by rough
surfaces. While we have studied different pattern arrangements and included
a case with elements of different heights, in all our geometries there is a well-
defined dominant wavelength. An interesting path of research is expanding this
model to other roughness surfaces, and in particular random roughness. While
nothing in our study points towards the model failing for random roughness, it
is necessary to investigate if that is indeed the case.
Moreover, some characteristics of the model could be improved in the future.
The first aspect to be considered is that the laminar model, used to approximate
the roughness-coherent contribution, could be improved to provide better es-
timates for large roughness height, k+. Improvements on this method will have
a direct impact on the roughness function model. Some elements that could be
added to the laminar simulations are, for instance, considering the curvature of
themean velocity profile, as opposed to using a steady, homogeneous shear; and
accounting for the turbulent dissipation, as the current model overpredicts the
mean velocity at the roughness crests for large k+. The second aspect to consider
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is the approximation of the change in Reynolds shear stress. The model for this
term is based on the assumption that the main effect of roughness on the Reyn-
olds shear stress is a shift towards thewall with, otherwise, negligible alterations
of its actual shape. However, this assumption does not hold for large roughness
as the shape of the Reynolds shear stress begins to be significantly altered for
our larger cases. In addition, a model to estimate `+uv based on the roughness
geometry remains an open challenge. A possible way to face this problem is
by exploring the relationship between the virtual origin of the Reynolds shear
stress, `+uv, and the rms of the wall-normal velocity at the roughness crests, as
they appear to be closely related.
Another interesting aspect, also related to the modifications of the Reynolds
shear stress, is the presence of a shear-flow instability induced by the roughness
surface that we have observed. These instabilities have been reported in flows
over transitional roughness, in the form of riblets, and over surfaces with wall-
normal permeability. This phenomenon could be further explored by studying
other surface configurations. For instance, Akshath Sharma is currentlyworking
on varying the depth of the roughness elements for a constant spacing, trans-
itioning from a shallower and more conventional roughness surface to a deeper,
canopy-like configuration. Another interesting case consists of using elongated
posts for a constant height and spanwise spacing, exploring the changes from a
cubic geometry to a very elongated or riblet-like surface geometry. In both cases,
the goal would be to study the development of a Kelvin-Helmholtz instability
and predict its formation.
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A. Rms fluctuations decomposition
In section 3.3 approximate expressions for the decomposition of the rms Reyn-
olds stress fluctuations are obtained in a simplified form. Here we present the
full expressions including terms whose order of magnitude is negligible in the
geometries explored in this work. The approximate decomposition of the rms
fluctuations using equations 3.2 are
〈u′2〉 =
〈(
uBT + uRC,u + uRC,u
uBT
U
+ uRC,v + uRC,v
vBT
v˜
+ uRC,w + uRC,w
wBT
w˜
)2〉
=
〈
u2BT
〉
+
〈
u2RC,u
〉
+
〈
u2RC,u
〉〈u2BT
U2
〉
+
〈
u2RC,v
〉〈v2BT
v˜2
〉
+
〈
u2RC,w
〉〈w2BT
w˜2
〉
+2
(
〈uRC,uuRC,v〉
〈uBTvBT
Uv˜
〉
+ 〈uRC,uuRC,w〉
〈uBTwBT
Uw˜
〉
+ 〈uRC,vuRC,w〉
〈vBTwBT
v˜w˜
〉)
,
(A.1a)
〈v′2〉 =
〈(
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