Abstract. This paper provides a numerical approximation theory of algebraic Riccati operator equations with unbounded coefficient operators A and B , such as arise in the study of optimal quadratic cost problems over the time interval [0, oo] for the abstract dynamics y = Ay + Bu . Here, A is the generator of a strongly continuous analytic semigroup, and B is an unbounded operator with any degree of unboundedness less than that of A . Convergence results are provided for the Riccati operators, as well as for all the other relevant quantities which enter into the dynamic optimization problem. The present numerical theory is the counterpart of a known continuous theory. Several examples of partial differential equations with boundary/point control, where all the required assumptions are verified, illustrate the theory. They include parabolic equations with L2"Dirichlet control, as well as plate equations with a strong degree of damping and point control.
Introduction:
continuous and discrete optimal control problems; main results; literature We shall make the following assumptions on (1.1), (1.2):
(i) H, U, and Z are Hubert spaces.
(ii) A: H D 21(A) -► H is the generator of a strongly continuous (s.c.) analytic semigroup eAt on H, t > 0, generally unstable on 77, i.e., with co0 = lim[(ln||exp(^í)||)/í] > 0 as t -> +co in the uniform norm S?(H), so that \\eAt|| < Me((0°+e)l for all e > 0, t > 0, and M depending on co0 + e ; we then consider throughout the translation A = -A + col, co = fixed > co0, so that A has well-defined fractional powers on 77 and -A is the generator of an s.c. analytic semigroup e~Al on H satisfying ||e*-^^|| < Me~m, t > 0 ; co = co -co0 -e > 0 ; it will be used without further explicit note that [31 {A), H]x_e = 3(Ae), 0 < 0 < X, e.g., [28, Theorem 1.25.3, p. 103 ].
(iii) B: U d 3(B) -» \3(A*)\ , the dual of 3(A*) with respect to the 77-topology, A* being the 77-adjoint of A ; more precisely, it is assumed that B* is A *7-bounded, or equivalently, (1.3) (A)~yB£2'(U;H) for some constant y, 0 < y < X.
(iv) The operator R is bounded:
(1.4) R£5?(H,Z).
Hypotheses (i)-(iv) are assumed to be in force throughout the paper and shall not be repeated.
The next assumption guarantees existence of a unique optimal pair {u , y } of the optimal control problem (1.1), (1.2): (v) Stabilizability Condition (S.C):
there exists F £ S?(H; U) such that the s.c. analytic semigroup (1.5) { e (as guaranteed by (1.3), see below) is exponentially stable on 77, i.e., \e + ll^m < MFe~Wft for some coF > 0.
(Equation (1.3) says that F*B* is ((A)*)7-bounded; thus, since y < X, A* + F*B* is the generator of an s.c. analytic semigroup on 77, and the same holds for A + BF.)
Finally, we shall make an assumption which guarantees uniqueness of the solution of the corresponding Algebraic Riccati Equation.
(vi) Detectability Condition (D.C): (1.6) there exists K £ J?(Z ; H) such that the s.c. analytic semigroup e + is exponentially stable on 77, i.e., \\e + W&ifj) < MKe~WK' for some cok > 0.
The following main result for problem (1.1), (1.2) has been established in the literature either directly [9, 8] (from the Riccati equation to the control problem), or through a variational argument [17] (from the control problem to the Riccati equation). Theorem 1.0 [9, 17, 8] . (1) Under the stabilizability condition (S.C) = (1.5), there is a unique solution {u , y } of the optimal control problem (1.1), (1.2) . (2) Under the additional detectability condition (D.C) = (1.6), there is a unique nonnegative operator P = P* £ ¿2?(H) such that, with u (t) = u (t; y0) and y°(t) = y°(t ; y0), y0 £ H, we have (1.7) u(t) = -B*Py°(t), 0<t<oo,
where (Bu, v)H = (u, B*v)v, and P satisfies the following Algebraic Riccati Equation (A.R.E.):
(A*Px, y)H + (PAx, y)H + (R*Rx, y)H -(B*Px, B*Py)v = 0 Vx,y£3(Ae), anye>0.
(1.8)
(1.9) (A*)X~eP£^f(H) Ve>0
(e = 0, if A is self-adjoint or normal, or similar to a normal operator); Further properties are collected in §2.1; see in particular identity (2.10) for P.
1.2. Approximation of dynamics and related properties. The main goal of this paper is to provide a numerical algorithm for the computation of the solution to the Algebraic Riccati Equation (A.R.E.) and to prove the desired convergence results.
1.2.1. Approximation assumptions.
Approximating subspaces. We introduce a family of approximating subspaces Vh C Hn3(B*), where h is a parameter of discretization which tends to zero, 0 < h < h0. Let nA be the 77-orthogonal projection of 77 onto Vh with the usual approximating property (1.13) ||IIAJC-Jc||w->0 for all x£ 77. (the cases 0 < 6 < X follow by interpolation from the endpoint cases 0 = 0, 0=1), with constant cg independent of h ; equivalent formulation in A-domain: for a > co0, there existŝ app(^) = ^app(^ ' a '•> 0(¡) ' a cl°se<i triangular sector containing A. iß the axis [-co, a] and delimited by the two rays a + pe a for some n/2 < 6a < 60 < 2n.
At associated with the analytic semigroup e , and there exists ha such that, if Xe denotes the complement of X in C, then for all 0 <h <ha we have o(Ah) = spectrum of Ah c Xapp(^),
(the cases 0 < 6 < X follow by interpolation from 0 = 0 and 6 = X ), R(X, •) being the resolvent operator. (If, in particular, we take Bh = WhB, then (A.5) is contained in (A.4).) (A.6) (1.19) \\B*\-\hx\\v<C\\(Â*)lx\\H, x£3((Â*)'). The advantage of Theorem 1.2 is this: It states that the original system, once acted upon by the discrete feedback control law given by u*h(t,Ylhx) = -B*Phy*(t, U.hx), yields (uniformly) exponentially stable solutions (see also [18, §4.3] ). Remark 1.4. Instead of the original inner product (xh, yh)H , one can introduce an equivalent inner product (xh , yh)H , where c,||*/J|# < \\xh\\H < c2\\xh\\H .
h h
In some situations, it is more convenient to work with a discrete inner product ( , )H so as to simplify the computations for the adjoint operators for the discrete problem.
Remark 1.5. The literature on approximating schemes of optimal problems and related Riccati equations generally assumes (see [11] ) (i) convergence properties of the "open loop" solutions, i.e., of the maps u -» y of the continuous problem; (ii) "uniform stabilizability/detectability" hypotheses for the approximating problems.
In contrast, our basic assumptions are:
(a) stabilizability/detectability hypotheses (S.C.)/(D.C.) of the continuous system; (b) a "uniform analyticity" hypothesis (A. 1 ) on the approximations.
Starting from (a) and (b), we then derive both the convergence properties of the open loop and the uniform stabilizability/detectability hypotheses-(i) and (ii) above-which are taken as assumptions in other treatments. Thus, the theory presented here is "optimal," in the sense that it assumes only what is strictly needed. Indeed, it can be shown that assumptions (A.l) and (S.C.)/(D.C.) are not only sufficient, but also necessary, for the main theorems presented here. These considerations are an important aspect of the entire theory, since, in the case where B is an unbounded operator, the requirement, corresponding to (i) above in other treatments, of convergence Lh -> L of the open loop solutions (see (2.1), (2.11) below) is a very strong assumption. Generally, even when L is bounded and the scheme is consistent, it may well happen that the scheme is not even stable, i.e., Lh may not be uniformly bounded in A . The properties of the composition eAtB may not be retained in the approximation eAhlBh. Special care must be exercised in approximating B.
1.5. Literature. Within the literature concerned with approximation schemes for Algebraic Riccati Equations (A.R.E.) in infinite-dimensional spaces, we shall refer here only to works which focus on the case where the original free dynamics is modelled by an analytic semigroup eAt, as in the present paper. Approximation results for parabolic problems with distributed controls, i.e., with the operator B bounded (y = 0 in (1.3)), are given in [1] . Next, [18] analyzed the case of a parabolic problem defined on a bounded domain Q c 7?" with Dirichlet boundary control, via an abstract semigroup approach, where then y = \ + e in (1.3), i.e., the operator A~^'4+e)B is bounded for all e > 0. This case may be viewed as a canonical illustration of the purely abstract situation where one has A~y B bounded for y < X, and A has compact resolvent. Thus, the treatment in [18] works equally well, mutatis mutandis, in the abstract case of an analytic semigroup generator A with compact resolvent, and with A~y B bounded, 0 < y < X. There is a natural "cutting line" in the range of values of y , which crucially bears on the degree of technical difficulties present in the treatment of the optimal control problem and its algebraic Riccati approximation: this is given by the special value y = \.
Indeed, if A ~yB is bounded with y < ' , then the corresponding input -> solution operator L is a priori continuous into C([0, T] ; 77), so that all the trajectories of the continuous dynamical system are a priori pointwise continuous in time, and the operator B*P is then a priori a bounded operator. Thus, in the case y < 5 , a derivation of the A.R.E. may be given which closely parallels the pattern where B is a bounded operator. (The same applies to the case y = 5 if A is self-adjoint, or, more generally, it has a Riesz basis property on H.) Instead, if A yB is bounded, with 5 < y, the operator L is not continuous into C([0, T]; 77), i.e., the open loop trajectories are generally not pointwise continuous in time. Here, a main technical difficulty is therefore to show that, nevertheless, the gain operator B*P is bounded. This is done by carefully analyzing the properties of the optimal solutions y (t) (as distinguished from ordinary solutions y(t)) and by eventually showing via a boot strap argument that the optimal solutions y (t) are pointwise continuous in time (unlike ordinary solutions y(t) which are only, say, in L2(0, T ; 77)).
The strategy outlined above for the case y > ^-which was successfully implemented in [18] in the canonical case of a parabolic equation with Dirichlet boundary control, where y = | + e , and A has compact resolvent-is also followed in the present abstract treatment, which moreover dispenses altogether with the assumption that A has compact resolvent. This will cover, in a unified framework, some physically significant examples (see §6) of damped elastic systems, where, in fact, A does not have compact resolvent. Thus, although much of the conceptual and technical developments of the present paper are a natural generalization of the arguments in [18] , there are, however, also points of departure from [18] which require a different analysis, because of the now missing property that A have compact resolvent (see Remark 5.1), which was naturally built in the parabolic problem [18] . Like [18] , our treatment here uses, as a starting point, two sources: on the one hand, the properties of the continuous optimal control problem and related Algebraic Riccati Equation following the variational approach of [17] ; and, on the other hand, the approximation results for analytic semigroups (see [14, 15, 3] ).
The importance of having a theory of approximation valid for y > ¿ is fully justified by important physical problems, which are not solved by the direct, straightforward generalization from the case of B bounded to the case of A ~yB bounded with y < j . Relevant examples where y > \ include, in addition to parabolic problems with Dirichlet boundary control, also structurally damped elastic equations (see §6).
It was suggested from various sources that it would serve a useful purpose in the area to write a fully abstract explicit treatment of the general case y < 1 modelled after [18] . This is done in the present paper. Generally, we shall rely again on a combination of ideas and techniques of the continuous problem [17] , together with general approximating properties of analytic semigroups [14, 15] . We shall similarly introduce the corresponding operators related to the generator -A = A -col, rather than to the generator A : With co fixed once and for all, as in the Introduction below ( 1.2) in the standing assumption (ii), we introduce the notation (2.6) u(t,y0) = e u(t,y0), y(t,y0) = e y{t,y0), where u°(t,y0),y (t, yQ) is the optimal pair of problem (1.1), (1.2), which originates at the point yQ at time t = 0. We set (2.7) ®(t)x = y0(t,x) = e~wly0(t,x) = e~wtQ>(t)x, x£H.
Then, the optimal control and the corresponding optimal trajectory are given by the following explicit formulas [ iiflV^n -äVii < c-_e{w°+£)t 
Perturbation results
The goal of the first two subsections is to show that the properties of analyticity and exponential stability of the semigroup e F ' are preserved, uniformly in A , by its approximations. [-00, aF] and delimited by the two rays aF + pe F , 0 < p < oo, for some 6F, n/2 < 6F <2n, such that the spectrum o(AF) c H(AF). For a stabilizing F as in the assumption (S.C.) = (1.5), we have aF = -coF < 0 in the notation of (1.5). In comparing I,(AF) with the sector \pp(A) D a(A) in §1.2.2, we may say that we can always assume without loss of generality that one sector is contained in the other: If aF < a , then we can choose 8a < 6F , and then X(F) c Xipp(A) ; instead, if aF > a , we can choose 8a > dF , and then X(F) D Xa (A). The first instance with aF = -coF < a occurs if F is a stabilizing feedback operator. For the sake of definiteness, in the lemma below we shall assume that aF <a, and so X(F) c X (yi), the case which arises with F a stabilizing operator. Next, we consider the approximation of AF defined by We shall prove in the Supplement section that e *F*' and e f* are uniformly exponentially stable. (instead of (4.8)), and assume the convergence property (4.9) as before. Then, we obtain the conclusions corresponding to (4.11), (4.12), (4.13), with A. Moreover, we assume throughout that R(X0, A)KR : compact 77 -+ 77, which is hypothesis (1.26b) of Theorem 1.1. We take the following approximations, and (4.19) \\eAk'Kt\\j?{H)<MKt/-(aK+e)t, t>0.
The following perturbation result will be invoked later. The first and the fourth, which were already defined by (1.12) and (4.26), refer to optimal dynamics, continuous and discrete. The second and third are defined here for the first time. They define competitive dynamics. Remark 5.1. The present proof of Theorem 5.1 is somewhat different from that in [18] and, moreover, it applies to the case of more general approximating assumptions (not necessarily Galerkin) without requiring that A has compact resolvent as in [18] . One may also extend to the present case of B unbounded the original approach of [11] given there for B bounded, but this route-based on the finite time problem-is much longer. 
Uniform convergence

Examples
In this section, we illustrate the applicability of Theorems 1.1 and 1.2 to some partial differential equations problems which exhibit the properties required by the theory. A few canonical cases of diffusion/heat equations with boundary control and strongly damped plate equations with point or boundary controls will be treated. For lack of space we shall concentrate only on the three most representative examples, which exemplify the following situations: Other examples, as the ones given in [19] , can be treated in the same manner.
6.1. Heat equation with Dirichlet boundary control. This problem has been considered in [18] . For the sake of completeness we shall show how it fits into the present theory. Abstract setting (see [17] ). To put problem (6.1 ), (6.2) into the abstract setting of the preceding sections, we introduce the following operators and spaces: The approximation framework for problem (6.1) and the verification of all required assumptions for both the continuous as well as the discrete problem are given in the Supplement.
6.2. Structurally damped plates with point control.
6.2.1. Continuous problem. The case a = j [4, 5] . Consider the following model of a plate equation in the deflection w(t, x), where p > 0 is any constant: (6.9a) wu + A w -pAwt = S(x -x )u(t) in(0,F]xQ = Q, (6.9b) w(0,-) = wQ; wt(0,-) = wx iniî,
with load concentrated at the interior point x of an open bounded (smooth) domain fi of Rn, n < 3. Regularity results for problem (6.9) , and other problems of this type, are given in [27] , Consistently, the cost functional we wish to minimize is (6.10) J(u, w) = i°°{\\w(t)\\2H2{iï) + \\wt(t)\\2Li(Q) + \\u(t)tLi{T)}dt, where d/dx is the tangential derivative. Regularity results for problem (6.14) are given in [27] . Consistently with these, we take the cost functional to be the same as (6.10) with {w0, wx} £ H2(£i) x L2(Q).
Abstract setting. We introduce the nonnegative self-adjoint operator 
