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Abstract
In this Ph.D. thesis, we study various backgrounds in Type IIB supergravity which
admit interpretations in terms a dual field theory, and compute properties such as
effective potentials and spectra, using both holographic and field theoretic methods.
This thesis is based on the papers [1–3].
First, we study the phase structure of β-deformed N = 4 SYM on S3 at weak and
strong ’t Hooft coupling. We compute the one-loop effective potential, and find that
at near critical chemical potential and small finite temperature, there is a metastable
state at the origin of moduli space. We derive the gravitational background describ-
ing the theory at strong coupling, and by performing a probe-brane calculation, we
find qualitative agreement between the weak and strong coupling results.
Next, we study gravitational backgrounds obtained by wrapping Nc D5 color
branes on an S2 inside a CY3-fold, and Nf D5 backreacting flavor branes on a non-
compact two-cycle inside the same CY3-fold. These backgrounds are believed to be
dual to certain SQCD-like theories. We compute how the spectrum depends on the
number of flavors, and find that the mass of the lightest scalar glueball increases with
the number of flavors until the point Nf = 2Nc is reached after which the opposite
behaviour is observed.
Finally, we consider a class of backgrounds that exhibit walking behaviour, i.e.
a suitably defined four-dimensional gauge coupling stays nearly constant in an in-
termediate energy regime. The breaking of approximate scale invariance has been
conjectured to lead to the existence of a light scalar in the spectrum. This so-called
dilaton would be the pseudo-Goldstone boson of dilatations. Using holographic tech-
niques, we compute the spectrum and find a light state whose mass is suppressed by
the length of the walking region, suggesting that this might be the dilaton.
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Chapter 1
Introduction
Gauge-gravity duality has provided us with invaluable insights into the dynamics of
quantum field theories at strong coupling. The AdS/CFT conjecture was originally
proposed in [4] and subsequently refined in [5,6]. In its original form, it relates Type
IIB string theory on AdS5 × S5 to N = 4 SYM in four dimensions. However, it has
since been extended to apply to more generalized settings with less supersymmetry
and also to backgrounds where conformal symmetry is broken. In this Ph.D. thesis,
we study various different backgrounds for which there exists a dual interpretation
in terms of a quantum field theory. Using field theoretic, as well as holographic
methods, we compute properties such as spectra and effective potentials. This thesis
is based on the papers [1–3].
In Chapter 2, we study the phase structure of β-deformed N = 4 SYM at weak ’t
Hooft coupling. The β deformation is an exactly marginal deformation that breaks
the amount of supersymmetry from N = 4 to N = 1 [7]. Furthermore, the global
SO(6) R-symmetry ofN = 4 SYM gets broken to U(1)3. We add chemical potentials
for these U(1)s, and study the field theory at finite temperature. The addition
of chemical potentials produces an instability in the theory in the sense that it
generates negative mass squared terms for the scalars charged under the associated
symmetries. For this reason, we define the theory on S3. This generates positive
mass squared terms for the scalars since they couple to the curvature through the
conformal coupling. For critical values of the chemical potentials (in particular,
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those for which the aforementioned negative and positive contributions to the mass
squared terms of the scalars cancel), the theory has a non-trivial moduli space:
there is a Coulomb branch, and also, for special values of the deformation parameter
β, additional Higgs branches open up [8–10]. We compute the one-loop effective
potential and find among other things that at finite temperature and near critical
chemical potential, there is a metastable state at the origin of moduli space, which
decays through thermal activation and quantum tunnelling. On the Higgs branch,
this has the interpretation in terms of deconstruction as an extra-dimensional torus
whose volume decays from infinite to zero size.
In Chapter 3, we perform the analogous study as in Chapter 2, but at strong
’t Hooft coupling. In order to obtain the gravity dual of β-deformed N = 4 SYM
with chemical potentials at finite temperature, we start with a solution in Type IIB
supergravity that is known to describe the corresponding N = 4 case, then apply a
solution generating technique called a TsT-transformation to obtain the β-deformed
background. The resulting solution describes a black hole rotating in an internal
(deformed) S5. Compactifying to five dimensions, one obtains a solution in N = 2
U(1)3 gauged supergravity that describes a Reissner-Nordstro¨m black hole carrying
charges with respect to the three U(1)s. The boundary values of the gauge fields
of the U(1)s correspond to the values of the chemical potentials in the dual field
theory. In order to compute the effective potential at strong coupling, we use D3
probes branes on the Coulomb branch and D5 probe branes on the Higgs branch.
We find qualitatively the same results as at weak coupling, i.e. there is a metastable
state at the origin of moduli space.
In Chapter 4, we review and develop holographic techniques for the computa-
tion of spectra of strongly coupled quantum field theories. We will then apply these
techniques to specific examples in Chapter 5 and Chapter 6. In order to compute
spectra holographically, one studies fluctuations around the particular background
one is interested in. The fluctuations satisfy linearized equations of motion, and,
in general, solutions with the correct IR and UV behaviour only exist for specific
values of K2, where K is the four-momentum. From these values of −K2 =M2, the
spectrum is obtained. In [11], a gauge-invariant formalism was developed for this
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purpose. Given a five-dimensional non-linear sigma model consisting of a number of
scalars coupled to gravity, and with a potential that can be derived from a superpo-
tential W , general formulas were given for the linearized equations of motion that
the fluctuations satisfy. Furthermore, this formalism leads to a simplification in the
sense that even though the metric is allowed to fluctuate, the gravitational modes
effectively decouple, so that in the end one obtains expressions that involve only the
scalar fluctuations. We generalize these methods to the case where the potential for
the scalars cannot be derived from a superpotential. This will be needed for the
model that we study in Chapter 6.
In Chapter 5, we study the spectrum of glueballs in SQCD-like theories whose
Type IIB supergravity description is in terms ofNc D5 color branes wrapped on an S
2
inside a CY3-fold, and Nf backreacting D5 flavor branes wrapped on a non-compact
two-cycle inside the same CY3-fold [12]. The D5 flavor branes are smeared along the
transverse angular coordinates, breaking the SU(Nf ) global symmetry to U(1)
Nf .
The dual field theory is believed to be similar in the IR to N = 1 SQCD with a
quartic superpotential for the quark superfields. However, the full theory cannot be
dual to SQCD for a number of reasons. It does not have an SU(Nf)×SU(Nf )×U(1)R
global symmetry as SQCD does, but instead only one SU(Nf ) (broken further to
U(1)Nf by the smearing). The backgrounds correponding to this setup have been
to found fall into two categories known as Type A and Type N [13, 14]. Type A
backgrounds are special cases of Type N backgrounds for which the VEV of the
gaugino condensate as well as the mesons are zero. In this chapter, we study the
spectrum of a few backgrounds of Type A for which the dilaton grows linearly in the
UV. In the IR, there are different possible behaviours for the background (known
as Type I, II and III [14]) corresponding to different vacua in the dual field theory.
These backgrounds have a singularity in the IR which is “good” according to the
criterion given in [15], and are believed to capture the non-perturbative physics of
the dual field theory.
Technically, it is difficult to compute the spectrum while working in ten di-
mensions. However, we show that there exists a consistent truncation to a five-
dimensional non-linear sigma model consisting of four scalars coupled to gravity, so
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that the methods of Chapter 4 can be applied. We find that the mass of the light-
est scalar glueball increases as the number of flavors is increased, until the point
Nf = 2Nc is reached after which the opposite behaviour is observed. For a par-
ticular class of backgrounds that are Seiberg dual to themselves, we demonstrate
explicitly that the spectrum obeys Seiberg duality. In the gravity picture, Seiberg
duality is realized for these theories as a diffeomorphism, i.e. just a change of vari-
ables [12,13]. Therefore, the background itself does not change under Seiberg duality,
but since we have changed variables, the dictionary interpretation of the dual field
theory is changed. We show that for the five-dimensional model, Seiberg duality
corresponds to a set of transformations of the scalar fields and Nc → Nf −Nc. The
five-dimensional Lagrangian is invariant under these transformations, and therefore
anything that can be computed within this framework obeys Seiberg duality.
In Chapter 6, we study models for which a suitably defined gauge coupling ex-
hibits walking behaviour, i.e. it stays nearly constant in an intermediate energy-
regime. These models are obtained by wrapping Nc number of D5-branes on an S
2,
and are of Type N, according to the classification mentioned above. They contain
no flavors, and can be thought of as deformations of the background known as non-
singular Maldacena-Nunez [16]. Although explicit examples have proved difficult to
find, strongly coupled systems with walking behaviour have for a long time been
considered as viable candidates for physics beyond the Standard Model. This idea is
known as Walking Technicolor [17]. While the models we study share certain quali-
tative features of Walking Technicolor, i.e. the walking behaviour, we do not couple
them to the Standard Model, and therefore they are not in their present form to be
thought of as phenomenological models. Nevertheless, we are in the position to ask
questions regarding the effect of the walking behaviour on physical quantities.
Simply plotting the gauge coupling as a function of energy scale does not con-
clusively establish that we are dealing with a walking theory, since such a plot could
potentially look very different in another regularization scheme. From the gravity
point of view, this corresponds to the fact that we can always choose a different
radial coordinate. We need to compute something that is actually physical, such
as the spectrum. It has been argued that in theories with walking behaviour there
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should exist a light state, corresponding to the spontaneous breaking of approximate
scale invariance. This pseudo-Goldstone boson of dilatations is referred to as the
dilaton, and its presence in phenomenological models would be dramatic. Using the
five-dimensional methods described in Chapter 4, we show that, in addition to two
towers of states, the spectrum indeed contains such a light state for the theories that
we study. Furthermore, its mass is suppressed by the length of the walking region,
suggesting that it might be interpreted as a dilaton.
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Chapter 2
Phase Structure of β-deformed
N = 4 SYM at Weak Coupling
One of the many exciting results to have come out of the AdS/CFT correspondence
[4–6] is that N = 4 supersymmetric Yang-Mills at finite temperature is related to
black holes in AdS5. For example, the Hawking-Page phase transition [18], in which
a black hole forms above a critical value of the temperature, turns out to be dual, by
the correspondence, to a confinement-deconfinement phase transition in the quantum
field theory on the boundary [19]. The link between the thermodynamics of black
holes and that of N = 4 SYM makes it an interesting project to map out the phase
structure, and compare the results at strong and weak ’t Hooft coupling. Much effort
has been devoted towards this goal [20–41].
In this chapter, we will derive weak coupling results about the phase structure
of β-deformed N = 4 SYM. The β-deformation is a marginal deformation of N = 4
SYM, which changes the superpotential of N = 4 SYM to
W = i2
√
2Tr
(
eiπβΦ1Φ2Φ3 − e−iπβΦ1Φ3Φ2
)
, (2.0.1)
where β is the deformation parameter. While the β-deformation breaks the amount
of supersymmetry to N = 1, it is interesting in that it preserves the conformal
invariance of the original theory [7]. The global SO(6) R-symmetry of N = 4 SYM
11
is broken to U(1)3, and we can add chemical potentials µi for these three U(1)s. The
addition of chemical potentials breaks the conformal invariance, as well as all the
supersymmetry of the theory. Furthermore, a negative mass squared term −µ2i gets
generated for the scalars charged under the associated symmetry, and therefore the
theory becomes unstable, unless it is defined at finite volume where the scalars also
couple to the curvature through the conformal coupling, thus generating positive
mass squared terms. We will define the β-deformed theory on S1 × S3, where S1
is the compactified time direction. In particular, we will be interested in chemical
potentials which are close to critical, meaning that the negative mass squared terms
that they generate almost cancel the ones from the conformal coupling. Classically,
it is only for critical chemical potentials that there are flat directions and a non-
trivial moduli space. The moduli space of the β-deformed theory has a Coulomb
branch, and also, for special values of the deformation parameter β, additional Higgs
branches open up [8–10]. On these branches the theory is equivalent at low energies
to N = 4 SYM. At intermediate energies, it can be viewed as the deconstruction
of N = (1, 1) SYM in six dimensions, with the two extra dimensions forming a
latticized torus [42, 43]. In essence, the torus forms because we can reinterpret the
two gauge group indices of the adjoint scalars as discretized extra dimensions.
It was found in [36] that, at zero temperature, N = 4 SYM on S1 × S3 with
critical chemical potentials has a one-loop effective action that is independent of the
scalar VEVs. In this article, we repeat the calculation for the β-deformed theory
and find the same result for SU(N) gauge group, but a different one for U(N).
Since, for gauge group U(N), the overall U(1) decouples for N = 4 SYM, this
could not have happened in that case. However, in the β-deformed theory, it is no
longer true that the overall U(1) decouples. At finite temperature, and near critical
chemical potential, N = 4 SYM has a metastable state at the origin of moduli space,
which decays through thermal activation or quantum tunnelling due to the runaway
behaviour of the potential for large values of the scalar VEVs [36]. This is also true
for the Coulomb branch of the β-deformed theory. We perform calculations which
show that the same is true for the Higgs branch, where an interpretation can be
made in which the extra-dimensional torus has a metastable state when its volume
12
is infinite, that then decays to zero volume.
The structure of this chapter is as follows. In section 2.1, we review how to
add chemical potentials to the theory, and the moduli space of β-deformed N = 4
SYM. In section 2.2, we compute the one-loop effective action for the theory on
the Coulomb branch, whereas in section 2.3 we do the same for the Higgs branch.
Section 2.4 covers the metastable phases that occur at finite temperature and near
critical chemical potentials. Finally, in section 2.5 we summarize our results.
2.1 The β-deformation of N = 4 SYM
2.1.1 Lagrangian
The β-deformation of N = 4 SYM is obtained by deforming the N = 4 superpoten-
tial to
W = i2
√
2TrΦ1[Φ2,Φ3]β, (2.1.1)
where
[A,B]β ≡ eiπβAB − e−iπβBA, (2.1.2)
andN = 4 SYM corresponds to β = 0. Here, we have used the following conventions.
The generators of the SU(N) (U(N)) Lie algebra are normalized as follows:
Tr T aT b =
1
2
δab. (2.1.3)
This implies (for U(N) the second term on the right hand side is not present)
T aijT
a
kl =
1
2
δilδjk − 1
2N
δijδkl, (2.1.4)
which in turn implies that (again, the second term is not present for U(N))
(TrXT a) (Tr T aY ) =
1
2
TrXY − 1
2N
(TrX) (Tr Y ) . (2.1.5)
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In the following, we will take β to be real, and focus on the U(N) case (we will
explain how the results differ in the SU(N) case as we go along). Using (2.1.5), the
potential for the scalars coming from the superpotential is
VW =
4
g2
Tr
(|[φ1, φ2]β|2 + |[φ2, φ3]β|2 + |[φ3, φ1]β|2) . (2.1.6)
The potential due to the D-term is
VD =
1
g2
Tr
(
[φ†1, φ1] + [φ
†
2, φ2] + [φ
†
3, φ3]
)2
(2.1.7)
A non-zero β breaks the original SU(4) R-symmetry to U(1)3, where each of the
Φi is charged under a different U(1).
1 For the complex scalars φi, we write this as
Qˆ1(φ1, φ2, φ3) = (1, 0, 0),
Qˆ2(φ1, φ2, φ3) = (0, 1, 0),
Qˆ3(φ1, φ2, φ3) = (0, 0, 1),
(2.1.8)
and similarly for the fermions:
Qˆ1(λ, χ1, χ2, χ3) =
1
2
(1, 1,−1,−1),
Qˆ2(λ, χ1, χ2, χ3) =
1
2
(1,−1, 1,−1),
Qˆ3(λ, χ1, χ2, χ3) =
1
2
(1,−1,−1, 1).
(2.1.9)
The grand canonical partition function is
Z(T, µi) = Tr e
− 1
T
(Hˆ−∑i µiQˆi), (2.1.10)
where Hˆ is the Hamiltonian and µi are the chemical potentials. Viewed as a Eu-
clidean path integral with time compactified on S1, adding chemical potentials to
1We note that we can also use a basis with one U(1)R and two global U(1), where the global
U(1)s are linear combinations of the original three U(1)Rs. It is therefore not unreasonable to expect
that the results will be qualitatively different when one turns on two of the chemical potentials µi
from when one only turns on one.
14
the theory is equivalent to letting [24]
Dµ → Dµ − δµ,0
∑
i
µiQˆi. (2.1.11)
Hence, the kinetic terms for the complex scalars have the form
2Tr ((Dµ + µiδ0,µ)φi)
† (Dµ − µiδ0,µ)φi =
= 2Tr
(
(Dµφi)
†Dµφ+ 2µiφ
†
iD˜0φi − µ2iφ†iφi
) (2.1.12)
whereas for the fermions the kinetic terms are
2Tr χ¯i(iσµD
µ − iµ¯i)χi, (2.1.13)
where
µ¯0 =
1
2
(µ1 + µ2 + µ3),
µ¯1 =
1
2
(µ1 − µ2 − µ3),
µ¯2 =
1
2
(−µ1 + µ2 − µ3),
µ¯3 =
1
2
(−µ1 − µ2 + µ3),
(2.1.14)
and we have made the definition χ0 ≡ λ.
We will give VEVs to the scalars as
φi → ϕi√
2
+ φi, (2.1.15)
where ϕi is the background value of the field. In order to fix the gauge, we add a
term
Lgf = 1
g2
Tr
(
∇iAi + D˜0A0 − i√
2
3∑
i=1
(
[ϕ†i , φi] + [ϕi, φ
†
i ]
))2
(2.1.16)
to the Lagrangian, corresponding to Rξ-gauge with Feynman parameter ξ = 1. This
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cancels cross terms of the form
1
g2
√
2
(
−i[Aµ, ϕ†i ]∂µφi − i∂µφ†i [Aµ, ϕi]
)
. (2.1.17)
The kinetic terms for the fields with a critical chemical potential have the following
form:
2Tr
(
(Dµ(
ϕi√
2
+ φi))
†Dµ(
ϕi√
2
+ φi) + 2µi(
ϕi√
2
+ φi)
†D˜0(
ϕi√
2
+ φi)
)
(2.1.18)
Taking care to cancel the cross terms from the gauge fixing, the first term contributes
2Tr
(
φ†i (−D2)φi +
1
2
Aµ(ϕ
†
iϕi)Aµ
)
(2.1.19)
at second order, whereas the second term contributes
2Tr
(
2µi
[
φ†iD˜0φi +
i√
2
φ†iϕiA0 +
i√
2
A0ϕ
†
iφi
])
, (2.1.20)
where we have used the following notation for the commutator action:
ϕ ≡ [ϕ, ·] (2.1.21a)
ϕβ ≡ [ϕ, ·]β, (2.1.21b)
ϕ†β ≡ [ϕ†, ·]−β. (2.1.21c)
Let us note that some useful relations are
Tr [X,A]B = −TrA[X,B], (2.1.22a)
[A,B]β = −[B,A]−β , (2.1.22b)
[A,B]†β = −[A†, B†]β , (2.1.22c)
Tr [X,A]†βB = −TrA†[X†, B]−β. (2.1.22d)
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2.1.2 Classical Moduli Space
Since the theory is defined on S3, there is a conformal coupling of the scalars to the
curvature which takes the form
2TrR−2φ†iφi, (2.1.23)
where R is the radius of the S3. Furthermore, from (2.1.12) we get a similar term
but with opposite sign:
− 2Trµ2iφ†iφi. (2.1.24)
Only when at least one of the µi has the critical value µi = R
−1 is there any possibility
of flat directions and a non-trivial moduli space. However, the F- and D-flatness
conditions also need to be satisfied:
[φ1, φ2]β = [φ2, φ3]β = [φ3, φ1]β = 0, (2.1.25)
3∑
i=1
[φ†i , φi] = 0. (2.1.26)
These are solved by giving each φi a diagonal VEV, while imposing the restriction
that for each row (equivalently column), no more than one of φi is allowed to have
a non-zero entry. We also have to mod out by the Weyl group. This defines the
Coulomb branch, where, for generic VEVs, the original U(N) (SU(N)) gauge sym-
metry is broken down to U(1)N (U(1)N−1).
For rational values of β, there are additional Higgs branches. For example, we
can take β = 1/N and give VEVs to the scalars as
〈φ1〉 = λ(1)U(N), (2.1.27a)
〈φ2〉 = λ(2)V(N), (2.1.27b)
〈φ3〉 = λ(3)V †(N)U †(N), (2.1.27c)
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where λ(1), λ(2), and λ(3) are complex numbers, and
U(N) = diag
(
ω, ω2, . . . , ωN
)
(2.1.28a)
(
V(N)
)
ab
=

1 if b = a+ 1 mod N,0 otherwise , (2.1.28b)
with ω = e2πiβ . This breaks U(N) to U(1), while in the SU(N) case the gauge group
is completely broken. To obtain the right moduli space, we also have to mod out by
the discrete gauge transformations
φi → ΓjφiΓ†j, (2.1.29)
where Γ1 = U(N) and Γ2 = V(N). These rotate λ
(i) by discrete phases ω [42]. After
taking this to account, the moduli space is C3/(ZN × ZN).
More generally, we have the solution
〈φ1〉 = Λ(1) ⊗ U(n), (2.1.30a)
〈φ2〉 = Λ(2) ⊗ V(n), (2.1.30b)
〈φ3〉 = Λ(3) ⊗ V †(n)U †(n), (2.1.30c)
with
Λ(i) = diag
(
λ
(i)
1 , λ
(i)
2 , . . . , λ
(i)
m
)
(2.1.31)
and N = nm, β = 1/n. For generic Λ(i), this breaks U(N) to U(1)m, and SU(N)
to U(1)m−1. The low energy theory turns out to be N = 4 on the Coulomb branch
[42, 43].
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2.2 One-Loop Effective Potential for the Coulomb
Branch
2.2.1 General Considerations
We will now compute the Wilsonian one-loop effective potential by integrating out
all but the lightest fields of the theory. The fields can be expanded on S3 × S1
in terms of spherical harmonics and Matsubara modes. The analysis is similar to
that in [36]. We will turn on one critical chemical potential µ1 = R
−1 and give a
background VEV to the mode constant on S3 × S1 of the associated complex scalar
φ1 → ϕ√
2
+ φ1. (2.2.1)
In addition, there will be a background value for the spatial zero mode of the holon-
omy of the time component of the gauge field around the thermal circle:
A0 → α + A0. (2.2.2)
The effective action is parametrized by ϕ, and α, which in this section we shall take
to both be diagonal.
The Lagrangian for the bosons and the ghosts (c¯, c) at second order is
L(2)b =
1
g2
2Tr
(
1
2
A0(−D˜20 −∆(s) + ϕ†ϕ)A0+
+
1
2
Ai(−D˜20 −∆(v) + ϕ†ϕ)Ai+
+c¯(−D˜20 −∆(s) + ϕ†ϕ)c+
+φ†1(−D˜20 −∆(s) + ϕ†ϕ)φ1+
+µ1
[
2φ†1D˜0φ1 + i
√
2φ†1ϕA0 + i
√
2A0ϕ
†φ1
]
+
+φ†2(−D˜20 −∆(s) + ϕ†βϕβ +R−2)φ2+
+φ†3(−D˜20 −∆(s) + ϕ†−βϕ−β +R−2)φ3
)
,
(2.2.3)
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where ∆(s) and ∆(v) are the scalar and vector Laplacians on S3 respectively. For the
fermions, we have
L(2)f = 2Tr
( 3∑
i=0
χ¯i(iσµD
µ − iµ¯i)χi − χ0(iϕ†)χ1 − χ¯1(−iϕ)χ¯0−
−χ3(iϕβ)χ2 − χ¯2(−iϕ†β)χ¯3
) (2.2.4)
The one-loop correction to the effective potential is given by
V1 =
T
2π2R3
1
2
∑
species
N∑
ij
∞∑
ℓ=ℓ0
d
B(F )
ℓ log det
(
−D˜20 + εℓ (ϕ)
)
, (2.2.5)
where ℓ is the angular momentum quantum number of the mode with ℓ0 its lowest
value, d
B(F )
ℓ is the degeneracy including differing signs for bosons and fermions, and
finally εℓ is the energy of the mode. After a Poisson resummation over the Matsubara
frequencies, (2.2.5) can be recast as a sum over species [36] with bosons contributing
1
Vol(S3)
1
2
N∑
i,j=1
∞∑
ℓ=ℓ0
dBℓ
(
|εℓ(ϕ)| − T
∞∑
k=1
1
k
e−
k
T
|εℓ(ϕ)| cos(kαij/T )
)
, (2.2.6)
and fermions contributing
1
Vol(S3)
1
2
N∑
i,j=1
∞∑
ℓ=ℓ0
dFℓ
(
|εℓ(ϕ)| − T
∞∑
k=1
(−1)k
k
e−
k
T
|εℓ(ϕ)| cos(kαij/T )
)
, (2.2.7)
where αij = αi − αj (αi refers to the ith diagonal component of α).
2.2.2 Energy Levels
We will now compute what the energy levels are. Consider first the scalar fields. We
expand in spherical harmonics and use that
∆(s)Yℓ = R
−2ℓ(ℓ+ 2)Yℓ (ℓ = 0, 1, . . .). (2.2.8)
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The only non-trivial case concerns the fields (A0, φ1, φ
†
1), whose fluctuation matrix
is equal to

−D˜
2
0 −∇(s) + ϕ†ϕ i
√
2R−1ϕ† −i√2R−1ϕ
i
√
2R−1ϕ −D˜20 −∇(s) + ϕ†ϕ+ 2R−1D˜0 0
−i√2R−1ϕ† 0 −D˜20 −∇(s) + ϕ†ϕ− 2R−1D˜0

.
(2.2.9)
Putting its determinant
(−D˜20+ ℓ(ℓ+2)R−2+ϕ†ϕ)(−D˜20+ ℓ2R−2+ϕ†ϕ)(−D˜20+(ℓ+2)2R−2+ϕ†ϕ) (2.2.10)
equal to zero and solving for D˜0 gives three energy levels associated with (A0, φ1, φ
†
1).
These are √
R−2ℓ(ℓ+ 2) + ϕ†ϕ (2.2.11)
and √
R−2(ℓ+ 1± Rµ1)2 + ϕ†ϕ, (2.2.12)
with degeneracies dℓ = (ℓ+ 1)
2.
Calculating the energy levels for the fermions is more involved. We will evaluate
the determinant of the fluctuation matrix by brute force. In the path integral, we
will expand e−S to the power that saturates the measure
∫ 3∏
i=0
Dχ¯i(p)Dχ¯i(−p)Dχi(p)Dχi(−p). (2.2.13)
This happens for S to the 16th power. However, matters simplify, because of the
block diagonal form of the fluctuation matrix, and also because of how the χi(p)s
and χi(−p)s have to combine. Each fermionic variable can only appear once. We
can represent the way the terms in the Lagrangian combine as four graphs that look
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like:
χ0(−p) ← (−iϕ)→ χ1(p)
↑ ↑
(iσµD
µ(−p)− iµ¯0) (iσµDµ(p)− iµ¯1)
↓ ↓
χ¯0(p) ← (iϕ)→ χ¯1(−p)
(2.2.14)
The idea is to trace out closed paths in this graph. Consider the example of a
closed path travelling through all corners of this graph. Starting in the upper left
corner and going to the upper right corner, we are instructed to write down a factor
χ0(−p)(−iϕ)χ1(p). Then, continuing down to the lower right corner, we pick up
a factor χ1(p)(iσµD
µ(p) − iµ¯1)χ¯1(−p). When we have travelled around the four
corners and back to the original one, all the fermionic variables χα0,1 and their complex
conjugates have occured exactly once. There is another graph which is the same as
the one above, but with p → −p, and similarly for χ2 and χ3 (but with ϕ → ϕβ).2
Since the four graphs do not connect, we can consider them separately. Finally, we
sum up all the different ways to form closed paths.
Following closed paths around the graphs, there are three ways to saturate the
measure; the two closed paths
χ0(−p) χ1(p)
↑↓ ↑↓
χ¯0(p) χ¯1(−p)
(2.2.15)
2When all three VEVs are turned on, there is a single graph which is a four-dimensional hyper-
cube. When two VEVs are turned on, this gets cut into two cubes, which then get cut into the
four squares for one VEV.
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pick up a term
1
4
(iσµD
µ(−p)− iµ¯0)α˙α(iσµDµ(−p)− iµ¯0)α˙α
(iσνD
ν(p)− iµ¯1)β˙β(iσνDν(p)− iµ¯1)β˙β =
= (D˜20 +∇(f) + 2µ¯0D˜0 + µ¯20)(D˜20 +∇(f) − 2µ¯1D˜0 + µ¯21),
(2.2.16)
while the two closed paths
χ0(−p) ⇋ χ1(p)
χ¯0(p) ⇋ χ¯1(−p)
(2.2.17)
pick up
(ϕ†ϕ)2, (2.2.18)
and, finally, the one closed path that travels around the whole graph
χ0(−p) → χ1(p)
↑ ↓
χ¯0(p) ← χ¯1(−p)
(2.2.19)
picks up
1
4
(iσµD
µ(−p)− iµ¯0)α˙α(iσνDν(p)− iµ¯1)β˙β(iϕ†ǫα˙β˙)(−iϕǫαβ) =
= 2ϕ†ϕ(−D˜20 −∇(f) + (µ˜1 − µ˜0)D˜0 + µ˜0µ˜1).
(2.2.20)
Together, we have
(D˜20 +∇(f) + 2µ¯0D˜0 + µ¯20)(D˜20 +∇(f) − 2µ¯1D˜0 + µ¯21)−
+2ϕ†ϕ(−D˜20 −∇(f) + (µ˜1 − µ˜0)D˜0 + µ˜0µ˜1) + (ϕ†ϕ)2.
(2.2.21)
Putting this equal to zero and solving for D˜0 yields the following energies (∇(f) =
23
−(l + 1/2)2R−2):
µ˜1 − µ˜0
2
±
√
R−2
(
l +
1
2
± Rµ˜0 +Rµ˜1
2
)2
+ ϕ†ϕ. (2.2.22)
The graph with p→ −p just exchanges the roles of µ˜0 and µ˜1, so that together these
two graphs yield
√
R−2
(
l +
1
2
± Rµ˜0 +Rµ˜1
2
)2
+ ϕ†ϕ± µ˜1 − µ˜0
2
, (2.2.23)
which becomes √
R−2
(
l +
1
2
± Rµ1
2
)2
+ ϕ†ϕ± µ2 + µ3
2
. (2.2.24)
The two remaining graphs exchange ϕ → ϕβ (for diagonal VEVs ϕ†βϕβ = ϕβϕ†β),
µ˜0 → µ˜3, µ˜1 → µ˜2, thus yielding:√
R−2
(
l +
1
2
± Rµ1
2
)2
+ ϕ†βϕβ ±
µ2 − µ3
2
. (2.2.25)
We summarize these results in Table 2.1. All possible sign combinations are
allowed. Note that the expressions are only valid at vanishing or critical chemical
potentials.3
2.2.3 Zero Temperature
At zero temperature, only the Casimir energy parts of (2.2.6) and (2.2.7) contribute:
V1(T = 0) =
1
Vol(S3)
1
2
∑
species
N∑
i,j=1
∞∑
ℓ=ℓ0
d
B(F )
ℓ |εℓ(ϕ)|. (2.2.26)
3More precisely, the expressions for the fermions are valid for any values of the chemical poten-
tials, but the chemical potentials need to be vanishing or critical in order for the expressions for
the complex scalars and A0 to take the simple form of Table 2.1.
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Field dℓ |εℓ| ℓ0
Bi 2ℓ(ℓ+ 2)
√
R−2(ℓ+ 1)2 + ϕ†ϕ 1
Ci (ℓ+ 1)
2
√
R−2ℓ(ℓ+ 2) + ϕ†ϕ 1
(c, c¯) −2(ℓ+ 1)2 √R−2ℓ(ℓ+ 2) + ϕ†ϕ 0
(A0, φ1, φ
†
1)1 (ℓ+ 1)
2
√
R−2ℓ(ℓ+ 2) + ϕ†ϕ 0
(A0, φ1, φ
†
1)2,3 (ℓ+ 1)
2
√
R−2(ℓ+ 1± Rµ1)2 + ϕ†ϕ 0
φ2 (ℓ+ 1)
2
√
R−2(ℓ+ 1)2 + ϕ†βϕβ ± µ2 0
φ3 (ℓ+ 1)
2
√
R−2(ℓ+ 1)2 + ϕ†−βϕ−β ± µ3 0
(λ, χ1) −ℓ(ℓ+ 1)
√
R−2
(
ℓ+ 1
2
± Rµ1
2
)2
+ ϕ†ϕ± µ2+µ3
2
1
(χ2, χ3) −ℓ(ℓ+ 1)
√
R−2
(
ℓ+ 1
2
± Rµ1
2
)2
+ ϕ†βϕβ ± µ2−µ32 1
Table 2.1: The energies εℓ for the Coulomb branch and gauge group U(N), together with their
degeneracies dℓ for the various fields. ℓ0 is the minimum value of the angular momentum quantum
number ℓ. The expressions are valid for vanishing or critical (µi = R
−1) chemical potentials. All
possible sign combinations are allowed.
We regularize this expression by introducing a cut-off that does not depend on the
chemical potentials, as follows [36]:
1
2
N∑
i,j=1
∞∑
l=l0
d
B(F )
l |ǫℓ(ϕ)|f(|ǫℓ(ϕ)|µi=0| /Λ), (2.2.27)
where Λ is the cut-off, and f(x) is a function that is equal to 1 for x ≤ 1 and zero
for x > 1.
Since (ϕφ)ij = (ϕi − ϕj)φij , it makes sense to define
ϕij ≡ ϕi − ϕj, (2.2.28)
where ϕi is the ith diagonal component of ϕ, and similarly for the beta-commutator
ϕβij ≡ eiπβϕi − e−iπβϕj . (2.2.29)
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εℓ(ϕ) should then be thought of as a function of ϕij and ϕβij . We then have that
(ϕ†βϕβφ)ij = |eiπβϕi − e−iπβϕj|2φij, (2.2.30)
(ϕ†−βϕ−βφ)ij = |eiπβϕj − e−iπβϕi|2φij , (2.2.31)
so that, as we sum over i and j, there is no need to distinguish between the two in
the calculation.
Furthermore, we note that Ci, (c, c¯), (A0, φ1, φ
†
1)1, and the contribution given by
(A0, φ1, φ
†
1)2,3 with a minus sign and ℓ = 0 cancel against each other. Converting
the sum over ℓ into an integral for the remaining fields by using the Abel-Plana
formula [54]
∞∑
n=0
F (n) =
∫ ∞
0
dxF (x) +
1
2
F (0)− 2
∫ ∞
0
dx
ImF (ix)
e2πx − 1 , (2.2.32)
and summing over the species, we find the zero temperature effective potential
Vol(S3) V1(T = 0) =
3N2
16R
+
R
8
Tr
(
ϕ†βϕβ − ϕ†ϕ
)
=
=
3N2
16R
+
R
8
N∑
i,j=1
(|eiπβϕi − e−iπβϕj |2 − |ϕi − ϕj|2) =
=
3N2
16R
+
R
2
sin2(πβ)
∣∣∣∣∣
N∑
i=1
ϕi
∣∣∣∣∣
2
.
(2.2.33)
Although we have used the expressions of the energies for gauge group U(N), in the
large N limit this expression is valid for SU(N) also. The reason is that the only
energies which are affected in going from U(N) to SU(N) are those for the diagonal
fluctuations. For gauge group SU(N), (2.2.33) reduces to the same expression as in
the N = 4 case. For U(N), the result is sensitive to the overall U(1) which, unlike in
the N = 4 theory, does not decouple from the dynamics for generic β. We note that
(2.2.33) also is valid when µ2 or µ3 are critical, since they appear outside the square
roots with plus or minus signs in the expressions for the energies and therefore cancel
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against each other when we sum all modes. Therefore, at zero temperature there is
no difference between turning on a chemical potential for a U(1)R or a global U(1).
(We note that even though there is a positive mass squared for the traceful part of
φ, there is no metastable phase for near (and above) critical chemical potential due
to the fact that the traceless modes still have negative masses squared.)
We also note briefly that using another Abel-Plana formula [54]
∞∑
n=0
F (n+ 1/2) =
∫ ∞
0
dxF (x) + 2
∫ ∞
0
dx
ImF (ix)
e2πx + 1
, (2.2.34)
we can derive an expression for the off-shell effective action without chemical poten-
tials:
Vol(S3)V =
R
8
(|ϕ|2 − |ϕβ|2)+
+
R
4
(|ϕβ|2 − |ϕ|2) log (2RΛ)+
+
R
4
|ϕ|2 log (R|ϕ|)− R
4
|ϕβ|2 log (R|ϕβ|)+
+R−1
∫ ∞
R|ϕ|
dl
(
4l2 + 3
2
+ 1
2
e−2πl
)√
l2 −R2|ϕ|2
sinh(2πl)
+
+R−1
∫ ∞
R|ϕβ |
dl
(
4l2 + 1
2
− 1
2
e−2πl
)√
l2 − R2|ϕβ|2
sinh(2πl)
.
(2.2.35)
In the above expression, the sum over i and j is implicit. Since
∑
ij
(|ϕβ|2 − |ϕ|2) = 4 sin2 (πβ)
∣∣∣∣∣
∑
i
ϕi
∣∣∣∣∣
2
, (2.2.36)
there is no ultraviolet divergence in the SU(N) theory. Note also, that the ultraviolet
divergence for the U(N) theory is a finite volume effect. For β = 0 and N = 4 SYM,
(2.2.35) reduces to
2R−1
∫ ∞
R|ϕ|
dl
(4l2 + 1)
√
l2 − R2|ϕ|2
sinh(2πl)
, (2.2.37)
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first computed in [26].
2.2.4 Finite Temperature
Consider ∞∑
l=l0
d
B(F )
l e
− k
T
|εl(ϕ)| (2.2.38)
appearing in the temperature dependent part of the expression (2.2.6) and (2.2.7) for
the bosonic and fermionic contributions to the one-loop effective potential. Summing
over all bosonic modes, we obtain
∞∑
l=1
4l2
(
e−
k
T
√
R−2l2+|ϕ|2 +
1
2
[
cosh
(
kµ2
T
)
+ cosh
(
kµ3
T
)]
e−
k
T
√
R−2l2+|ϕβ |2
)
.
(2.2.39)
Similarly for the fermionic modes, we have
−
∞∑
l=1
4l2
(
cosh
(
k(µ2 + µ3)
2T
)
e−
k
T
√
R−2l2+|ϕ|2+
+cosh
(
k(µ2 − µ3)
2T
)
e−
k
T
√
R−2l2+|ϕβ |2
)
.
(2.2.40)
Hence, the full expression for the one-loop effective potential at finite temperature
is
V0 + V1 =
1
Vol(S3)
{
3N2
16R
+
R
2
sin2(πβ)
∣∣∣∣∣
N∑
i=1
ϕi
∣∣∣∣∣
2
−
−2T
N∑
i,j=1
∞∑
k=1
cos(kαij/T )
k
∞∑
l=1
l2
([
1− (−1)k cosh
(
k(µ2 + µ3)
2T
)]
e−
k
T
√
R−2l2+|ϕij |2 +
1
2
[
cosh
(
kµ2
T
)
+ cosh
(
kµ3
T
)
−
−2(−1)k cosh
(
k(µ2 − µ3)
2T
)]
e−
k
T
√
R−2l2+|ϕβij |2
)}
(2.2.41)
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Since there is an attractive potential for the αi, we can put αij = 0, which means that
the theory is in the deconfined phase. We see that unlike in the zero temperature
case, because ϕβ appears in the exponential, there is now a non-trivial dependence
on β not just for the overall U(1), but also for SU(N).
2.3 One-Loop Effective Potential for the Higgs Branch
Let us first work out the case n = N , β = 1/N . To simplify matters, we will only
give VEVs to two of the complex scalars
φ1 → λ
(1)U(N)√
2
+ φ1, (2.3.1a)
φ2 → λ
(2)V(N)√
2
+ φ2. (2.3.1b)
In order to be able to do this, we need to (at least) turn on the two chemical potentials
µ1 = µ2 = R
−1. Although technically more involved, conceptually the calculation
of the one-loop effective potential for the Higgs branch proceeds in the same way as
that for the Coulomb branch. We expand the fluctuations as
φ =
1√
2N
N∑
i,j=1
φi,jJi,j, (2.3.2)
where
Ja,b ≡ V a(N)U−b(N)ω
ab
2 (2.3.3)
is a basis for N × N matrices [42], and a and b are integers defined modulo N . In
general, φi,j is complex. For hermitian φ, we have
φ†i,j = φ−i,−j. (2.3.4)
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Furthermore,
U(N) = J0,−1 (2.3.5a)
V(N) = J1,0. (2.3.5b)
The Ja,b satisfy the commutation relations
[Ja,b, Jc,d] = 2 sin
(
(bc− ad)π
N
)
Ja+c,b+d, (2.3.6a)
[Ja,b, Jc,d]±β = 2 sin
(
(bc− ad± 1)π
N
)
Ja+c,b+d, (2.3.6b)
and
J†a,b = J−a,−b
Tr
(
J†a,bJc,d
)
= nδacδbd.
(2.3.7)
2.3.1 Energy Levels for Scalars
At second order, the contribution from the D-term comes from (to simplify expres-
sions we have rescaled ϕi →
√
2ϕi in this section)
V
(2)
D =
1
g2
Tr
(
[ϕ†1, φ1]− [ϕ1, φ†1] + [ϕ†2, φ2]− [ϕ2, φ†2]
)2
, (2.3.8)
while the gauge fixing contributes
V
(2)
gf = −
1
g2
Tr
(
[ϕ†1, φ1] + [ϕ1, φ
†
1] + [ϕ
†
2, φ2] + [ϕ2, φ
†
2]
)2
. (2.3.9)
Together, this becomes
V
(2)
D + V
(2)
gf =
1
g2
2Tr
(
φ†1(2ϕ1ϕ
†
1)φ1 + φ
†
2(2ϕ2ϕ
†
2)φ2+
+φ†1(2ϕ1ϕ
†
2)φ2 + φ
†
2(2ϕ2ϕ
†
1)φ1
) (2.3.10)
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At second order, the superpotential contributes
V
(2)
W =
1
g2
2Tr
(
φ†1(2(ϕ2)
†
−β(ϕ2)−β)φ1 + φ
†
2(2(ϕ1)
†
β(ϕ1)β)φ2+
+φ†2(2(ϕ1)
†
β(ϕ2)−β)φ1 + φ
†
1(2(ϕ2)
†
−β(ϕ1)β)φ2+
+φ†3(2(ϕ1)
†
−β(ϕ1)−β)φ3 + φ
†
3(2(ϕ2)
†
β(ϕ2)β)φ3
)
.
(2.3.11)
We will now use the following relations:
[Ja,b, φ] =
1√
2N
N∑
i,j=1
2 sin
(
(bi− aj)π
n
)
φi,jJa+i,b+j (2.3.12a)
[Ja,b, φ]±β =
1√
2N
N∑
i,j=1
2 sin
(
(bi− aj ± 1)π
n
)
φi,jJa+i,b+j (2.3.12b)
[Ja,b, V
kφU l] =
=
1√
2N
N∑
i,j=1
2 sin
(
(b(i+ k)− a(j − l))π
n
)
φi,jJa+i+k,b+j−l (2.3.12c)
[Ja,b, V
kφU l]±β =
=
1√
2N
N∑
i,j=1
2 sin
(
(b(i+ k)− a(j − l)± 1)π
n
)
φi,jJa+i+k,b+j−l (2.3.12d)
After a change of basis
φ′1 ≡ φ1U †, (2.3.13a)
φ′2 ≡ V †φ2 (2.3.13b)
φ′3 ≡ V φ3U, (2.3.13c)
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matters simplify, and we will see that the cross terms between φ1 and φ2 cancel. We
have that
(ϕ2)−βφ1 = λ
(2)[J1,0, φ
′
1U ]−β =
= − 1√
2N
N∑
i,j=1
2λ(2) sin
(
jπ
n
)
φ
′(1)
i,j Ji+1,j−1
(2.3.14)
(ϕ1)βφ2 = λ
(1)[J0,−1, V φ′1]β =
= − 1√
2N
N∑
i,j=1
2λ(1) sin
(
iπ
n
)
φ
′(2)
i,j Ji+1,j−1
(2.3.15)
ϕ†1φ1 = λ
(1)[J0,1, φ
′
1U ] =
=
1√
2N
N∑
i,j=1
2λ(1) sin
(
iπ
n
)
φ
′(1)
i,j Ji,j
(2.3.16)
ϕ†2φ2 = λ
(2)[J−1,0, V φ′1] =
=
1√
2N
N∑
i,j=1
2λ(1) sin
(
jπ
n
)
φ
′(2)
i,j Ji,j
(2.3.17)
(ϕ1)−βφ3 = λ(1)[J0,−1, V †φ2U †]−β =
= − 1√
2N
N∑
i,j=1
2λ(1) sin
(
iπ
n
)
φ
′(3)
i,j Ji−1,j
(2.3.18)
(ϕ2)βφ3 = λ
(2)[J1,0, V
†φ2U †]β =
= − 1√
2N
N∑
i,j=1
2λ(2) sin
(
jπ
n
)
φ
′(3)
i,j Ji,j+1
(2.3.19)
After rescaling λ(1) → λ(1)/√2, λ(2) → λ(2)/√2 and writing φ′ → φ, we finally get
V
(2)
b =
3∑
a=1
N∑
i,j=1
(
4
[
|λ(1)|2 sin2
(
iπ
n
)
+ |λ(2)|2 sin2
(
jπ
n
)]
φ
(a)
i,j
†
φ
(a)
i,j
)
(2.3.20)
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The rest of the analysis is analogous to the case with one VEV. (Indeed, it is com-
pletely the same as for N = 4 SYM.)
2.3.2 Energy Levels for Fermions
The fermions get masses from coupling to gauginos
1
g2
2Tr
(
−i
√
2λ[ϕ†1, χ1]− i
√
2λ[ϕ†2, χ2]
)
+ c.c., (2.3.21)
and from the superpotential
1
g2
2Tr
(
−i
√
2χ1[ϕ2, χ3]β − i
√
2χ3[ϕ1, χ2]β
)
+ c.c. (2.3.22)
We make the following change of basis:
χ′1 ≡ χ1U † (2.3.23a)
χ′2 ≡ V †χ2 (2.3.23b)
χ′3 ≡ V χ3U. (2.3.23c)
Then, we have that
[ϕ†1, χ1] = λ
(1)[J0,−1, χ1U ] =
1√
2N
N∑
i,j=1
2 sin
(
iπ
n
)
χ
(1)
i,j Ji,j (2.3.24)
[ϕ†2, χ2] = λ
(2)[J1,0, V χ2] =
1√
2N
N∑
i,j=1
2 sin
(
jπ
n
)
χ
(2)
i,j Ji,j (2.3.25)
[ϕ2, χ3]β = λ
(2)[J1,0, V
†χ3U †]β = − 1√
2N
N∑
i,j=1
2 sin
(
jπ
n
)
χ
(3)
i,j Ji,j+1 (2.3.26)
[ϕ1, χ2]β = λ
(1)[J0,−1, V χ2]β = − 1√
2N
N∑
i,j=1
2 sin
(
iπ
n
)
χ
(2)
i,j Ji+1,j−1 (2.3.27)
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Field dℓ |εℓ| ℓ0
Bi 2ℓ(ℓ+ 2)
√
R−2(ℓ+ 1)2 +Xij(λ(1,2)) 1
Ci (ℓ+ 1)
2
√
R−2ℓ(ℓ+ 2) +Xij(λ(1,2)) 1
(c, c¯) −2(ℓ + 1)2 √R−2ℓ(ℓ+ 2) +Xij(λ(1,2)) 0
(A0, φ1, φ
†
1)1 (ℓ+ 1)
2
√
R−2ℓ(ℓ+ 2) +Xij(λ(1,2)) 0
(A0, φ1, φ
†
1)2,3 (ℓ+ 1)
2
√
R−2(ℓ+ 1± Rµ1)2 +Xij(λ(1,2)) 0
φ2 (ℓ+ 1)
2
√
R−2(ℓ+ 1)2 +Xij(λ(1,2))± µ2 0
φ3 (ℓ+ 1)
2
√
R−2(ℓ+ 1)2 +Xij(λ(1,2))± µ3 0
(λ, χ1) −ℓ(ℓ+ 1)
√
R−2
(
ℓ+ 1
2
± Rµ1
2
)2
+Xij(λ(1,2))± µ2+µ32 1
(χ2, χ3) −ℓ(ℓ+ 1)
√
R−2
(
ℓ+ 1
2
± Rµ1
2
)2
+Xij(λ(1,2))± µ2−µ32 1
Table 2.2: The energies εℓ for the Higgs branch and gauge group U(N), together with their
degeneracies dℓ for the various fields. ℓ0 is the minimum value of the angular momentum quantum
number ℓ. The expressions are valid for vanishing or critical (µi = R
−1) chemical potentials. All
possible sign combinations are allowed. Xij(λ
(1,2)) = 4|λ(1)|2 sin2 ( iπ
n
)
+ 4|λ(2)|2 sin2 ( jπ
n
)
.
Similar calculations give the expected masses for the gauge bosons. The results for
the energy levels are summarized in Table 2.2. As can be seen, everything is the
same as N = 4 SYM, in the sense that Xij appears presicely where ϕ†ϕ appears for
N = 4 SYM.
2.3.3 One-Loop Effective Potential
Inspecting Table 2.2, we see that the form of the spectrum has the interpretation
as the appearance of two extra compact dimensions forming a discretized torus [42]
with radii given by
R1 =
N
2π|λ(1)| , (2.3.28a)
R2 =
N
2π|λ(2)| , (2.3.28b)
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and lattice spacings given by
ǫ1 =
2πR1
N
=
1
|λ(1)| , (2.3.29a)
ǫ2 =
2πR2
N
=
1
|λ(2)| . (2.3.29b)
Since
Xij(λ
(1,2)) = 4|λ(1)|2 sin2
(
iπ
N
)
+ 4|λ(2)|2 sin2
(
jπ
N
)
(2.3.30)
appears precisely where |ϕ|2 would appear for β = 0 and N = 4 SYM, we see
immediately from (2.2.33) that at zero temperature the effective potential on the
Higgs branch must be independent of λ(1) and λ(2) and equal to
V0 + V1 =
1
Vol(S3)
3N2
16R
. (2.3.31)
At finite temperature, we have
V0 + V1 =
1
Vol(S3)
{
3N2
16R
− 2T
N∑
i,j=1
∞∑
k=1
cos(kαij/T )
k
∞∑
l=1
l2e−
k
T
√
R−2l2+Xij(λ(1,2))
(
1 +
1
2
[
cosh
(
kµ2
T
)
+ cosh
(
kµ3
T
)]
−
−(−1)k
[
cosh
(
k(µ2 + µ3)
2T
)
+ cosh
(
k(µ2 − µ3)
2T
)])}
.
(2.3.32)
Again, because of the attractive potential, we can put αij = 0 in the above expression,
which shows that the large N theory is in the deconfined phase.
Now, let us move on to the more general case when n does not necessarily equal
N . Again, we will only give VEVs to two of the complex scalar fields:
〈φ1〉 = Λ(1) ⊗ U(n), 〈φ2〉 = Λ(2) ⊗ V(n), (2.3.33)
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with
Λ(1,2) = diag
(
λ
(1,2)
1 , λ
(1,2)
2 , . . . , λ
(1,2)
m ,
)
. (2.3.34)
We can expand the fluctuations as
φ =
1√
2n
m∑
a,b=1
n∑
i,j=1
φa,bi,jMa,b ⊗ Ji,j, (2.3.35)
where
(Ma,b)de = δadδbe (2.3.36)
is an m×m matrix. Then, when the VEVs act on the fluctuations in commutators
such as [φi, φ], instead of getting expressions involving sin θ with θ =
jπ
n
or θ = iπ
n
,
we will now get expressions of the form
λ(i)a e
iθ − λ(i)b e−iθ. (2.3.37)
It is the absolute value squared which will appear in the expressions for the energy
levels. We have ∣∣∣λ(i)a eiθ − λ(i)b e−iθ∣∣∣2 =
=
(∣∣λ(i)a ∣∣− ∣∣∣λ(i)b ∣∣∣)2 + 4 ∣∣λ(i)a ∣∣ ∣∣∣λ(i)b ∣∣∣ sin2 θ′,
(2.3.38)
with
θ′ =
1
2
{
arg λ(i)a − arg λ(i)b
}
+ θ. (2.3.39)
In other words, nothing is different from the case n = N considered before (and
summarized in Table 2.2) other than that X now takes the form
Xabij(Λ
(1,2)) =
(∣∣λ(1)a ∣∣− ∣∣∣λ(1)b ∣∣∣)2 + (∣∣λ(2)a ∣∣− ∣∣∣λ(2)b ∣∣∣)2+
+4
∣∣λ(1)a ∣∣ ∣∣∣λ(1)b ∣∣∣ sin2
(
1
2
{
arg λ(1)a − arg λ(1)b
}
+
iπ
n
)
+
+4
∣∣λ(2)a ∣∣ ∣∣∣λ(2)b ∣∣∣ sin2
(
1
2
{
arg λ(2)a − arg λ(2)b
}
+
jπ
n
)
.
(2.3.40)
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At zero temperature, the one-loop effective action remains the same as for n = N
(i. e. flat), while at finite temperature all that changes in the expression for the
one-loop effective potential, equation (2.3.32), is the form of X and that we now also
have to sum over a and b:
V0 + V1 =
1
Vol(S3)
{
3N2
16R
− 2T
m∑
a,b=1
n∑
i,j=1
∞∑
k=1
cos(kαij/T )
k
∞∑
l=1
l2e−
k
T
√
R−2l2+Xabij(Λ(1,2))
(
1 +
1
2
[
cosh
(
kµ2
T
)
+ cosh
(
kµ3
T
)]
−
−(−1)k
[
cosh
(
k(µ2 + µ3)
2T
)
+ cosh
(
k(µ2 − µ3)
2T
)])}
.
(2.3.41)
The same remarks regarding the differences between gauge group U(N) and SU(N)
remain true for the Higgs branch, with the only difference being that in order to use
the same expressions for the one-loop effective potential in the two cases, we now
need to take the large m limit.
2.4 Metastable Phases
In this section, we will take one or more of the chemical potentials to be near critical,
which we define as
µi = R
−1 +O(λ), (2.4.1)
where λ = g2N is the ’t Hooft coupling. In particular, this means that corrections
to the preceding results appear at higher orders in perturbation theory. We will
see that even though at a classical level this choice of chemical potential causes an
instability, when we take into account the quantum corrections, there are metastable
phases at small finite temperature RT ≪ 1.
First, consider the Coulomb branch at small finite temperature and close to the
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origin of the moduli space, so that
R2|ϕij|2, R2|ϕβij|2 ≪ RT ≪ 1. (2.4.2)
For µ2 = µ3 = 0, we can put l = k = 1 in (2.2.41) after which we get that the
one-loop quantum correction to the effective potential is given by
V1 =
1
Vol(S3)
{
3N2
16R
+
R
2
sin2(πβ)
∣∣∣∣∣
N∑
i=1
ϕi
∣∣∣∣∣
2
−
−4T
N∑
i,j=1
(
e−
1
RT
√
1+R2|ϕij |2 + e−
1
RT
√
1+R2|ϕβij |2
)}
.
(2.4.3)
Expanding in ϕ and ϕβ, we obtain
V1 =
1
Vol(S3)
{
3N2
16R
+
R
2
sin2(πβ)
∣∣∣∣∣
N∑
i=1
ϕi
∣∣∣∣∣
2
− 8TN2e− 1RT +
+8RNe−
1
RT
∑
i
|ϕi|2 − 8Re− 1RT cos2(πβ)
∣∣∣∣∣
N∑
i=1
ϕi
∣∣∣∣∣
2}
,
(2.4.4)
which again is the same result as for the N = 4 case in the case of gauge group
SU(N), but different for gauge group U(N) [36]. The tree level term is equal to
V0 =
N
λ
(R−2 − µ21)
∑
i
|ϕi|2, (2.4.5)
so we see that we have a metastable state at the origin if
0 < µ1 −R−1 < 2λ
π2R
e−
1
RT . (2.4.6)
This holds true for gauge group U(N) also, since the only potentially negative con-
tribution to the mass of the new field is suppressed exponentially for RT ≪ 1. In the
large N limit, the decay rate, through tunnelling and thermal activation, becomes
38
zero [36].
Moving on to the Higgs branch and the case n = N , let us put µ3 = 0, αij = 0.
Again, we consider small temperature and VEVs:
R2|λ(i)|2 ≪ RT ≪ 1. (2.4.7)
The sum over k in (2.3.32) contains a piece equal to
∞∑
k=1
1
k
e
− k
RT
(√
l2+4R2|λ(1)|2 sin2( iπN )+4R2|λ(2)|2 sin2(
jπ
N )−1
)
, (2.4.8)
which for l = 1 clearly leads to a logarithmic divergence for small VEVs. When
more than one critical chemical potential is turned on, extra zero modes appear.
The sum (2.4.8) corresponds precisely to integrating out these zero modes, which
really should have been kept in the effective action, and this is what causes the
logarithmic divergence near the origin of the moduli space. This is analogous to
what happens for N = 4 with two or three critical chemical potentials [36]. The
next to leading contribution to the one-loop effective action (2.3.32) comes from a
term which is similar to (2.4.8), with k = l = 1 and a 1
2
instead of a 1 outside the
square root in the exponent. Expanding in |λ(i)|, we obtain
V0 + V1 =
1
Vol(S3)
{
3N2
16R
− 4TN2e− 12RT +
+8NR
(
N∑
i=1
sin2
(
iπ
N
))
e−
1
2RT
(|λ(1)|2 + |λ(2)|2)}. (2.4.9)
The only gauge invariant operator consistent with the symmetries of the theory,
which would reproduce the same mass squared as above, is proportional to Tr(φ†1φ1+
φ†2φ2). Therefore, the extra zero modes in the effective action must also have a
positive mass squared at the origin of moduli space. This shows that for near (and
above) critical chemical potentials there is a metastable state at the origin. In terms
of the radii (2.3.28) of the extra-dimensional torus, the torus is metastable at infinite
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volume, and decays to zero size.
For general N = nm, similar considerations lead to a one-loop effective action
near the origin of the form
V0 + V1 =
1
Vol(S3)
{
3N2
16R
− 4TN2e− 12RT +
+2NR
m∑
a,b=1
n∑
i,j=1
Xabij(Λ
(1,2))
}
,
(2.4.10)
which also has a minimum with positive curvature for zero VEVs, showing that for
near (and above) critical chemical potentials there is a metastable state at the origin
of moduli space.
2.5 Summary
We have studied the β-deformation of N = 4 SYM on S3 with chemical potentials.
On the Coulomb branch, the one-loop effective potential at zero temperature and
critical chemical potentials is flat for gauge group SU(N), but for U(N), there is
a dependence on the overall U(1) traceful part of the VEV. On the Higgs branch,
the zero temperature one-loop effective action is flat both for SU(N) and U(N).
This is expected since on the Higgs branch, the low energy theory is N = 4, and
can be viewed as a six-dimensional theory with 16 supercharges compactified on a
torus. At near critical chemical potential and small finite temperature, there is a
metastable state at the origin of moduli space for both the Coulomb branch and Higgs
branch. On the Higgs branch, this has the interpretation as an extra-dimensional
torus which becomes metastable for infinite size and decays to zero size through
quantum tunnelling and thermal activation.
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Chapter 3
Phase Structure of β-deformed
N = 4 SYM at Strong Coupling
At finite temperature, the gravitational dual of N = 4 SYM with chemical poten-
tials and gauge group SU(N) is a solution of N = 2 five-dimensional U(1)3 gauged
supergravity, which describes a Reissner-Nordstro¨m black hole carrying charges with
respect to the three U(1)s [44, 45]. There are three background gauge fields A
(1)
iµ
whose values at the boundary correspond to the value of the chemical potentials
of the boundary quantum field theory. The five-dimensional charged black hole
solution can be embedded in ten dimensional Type IIB supergravity compactified
on S5 [46]. The resulting Type IIB supergravity solution describes an (uncharged)
AdS5 black hole rotating in S
5. In [47], it was described how to, in general, gener-
ate the ten-dimensional solution describing the β-deformed theory by performing a
TsT-transformation, a T-duality followed by a shift of variables and then another
T-duality, on the solution describing N = 4 SYM. Applying this method to the
ten-dimensional rotating black hole solution, we obtain the Type IIB supergravity
solution which is the gravity dual of finite temperature β-deformed N = 4 SYM with
chemical potentials.
In order to see if the picture remains qualitatively the same at strong ’t Hooft
coupling as the weak coupling results derived in the previous chapter, we perform
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a probe-brane calculation in the dual gravitational background. This was done for
finite temperature N = 4 SYM in [35], where it was found that for near criti-
cal chemical potentials, there is a metastable phase at strong coupling. On the
Coulomb branch, the probe-branes we will use are D3-brane giant gravitons, which
extend along the three non-radial spatial coordinates of AdS5, whereas on the Higgs
branch, the probe-branes are D5-brane giant gravitons, which, in addition to ex-
tending along the same coordinates in AdS5 as the D3-branes, also wrap around
the torus formed by the two directions in S5 which involve the TsT-transformation.
Giant gravitons were studied in, for example, [48–51], and in [52,53] they were stud-
ied in the Lunin-Maldacena background. We show that for near critical chemical
potentials, the metastable phases of β-deformed N = 4 SYM at finite temperature
and weak coupling persist at strong coupling as well.
The structure of this chapter is as follows. In section 3.1, we find the gravity dual
describing the β-deformed theory, and in section 3.2, we carry out the probe-brane
calculation which establishes the existence of a metastable phase at strong ’t Hooft
coupling. Finally, we summarize our results in section 3.3.
3.1 Gravity Dual
3.1.1 AdS5 Black Hole Spinning in S
5
Let us first review the Type IIB supergravity solution dual to finite temperature
N = 4 SYM with chemical potentials. The solution describes an AdS5 black hole
spinning in S5. The ten-dimensional background metric is given by [46]
ds210 = ∆˜
1/2ds25 +R
2∆˜−1/2
3∑
i=1
X−1i
{
dr2i + r
2
i
(
dφi +R
−1A(1)i
)2}
, (3.1.1)
where
ds25 = −H(r)−2/3f(r)dt2 +H(r)1/3[f(r)−1dr2 + r2dΩ23,1] (3.1.2)
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is the metric of the AdS5 black hole, and dΩ3,1 is the volume element of the S
3. We
have
Hi(r) = 1 +
qi
r2
, (3.1.3a)
H(r) = H1(r)H2(r)H3(r), (3.1.3b)
f(r) = 1−
(r0
r
)2
+
( r
R
)2
H(r), (3.1.3c)
r0 = rH
(
1 +
(rH
R
)2
H(rH)
)1/2
, (3.1.3d)
Xi = H(r)
1/3/Hi(r), (3.1.3e)
Aiµ = − ei
r2 + qi
δµ,0, (3.1.3f)
ei =
√
qi(r
2
0 + qi), (3.1.3g)
∆˜ =
3∑
i=1
Xir
2
i , (3.1.3h)∑
i
r2i = 1. (3.1.3i)
In addition to the metric, we have the self-dual five-form F (5) = dc4 = dc˜4 + ∗dc˜4
with [35]
c˜4 =
[( r
R
)4
∆−
∑
i
r20 + (−r2H + qi)
R2
r2i
]
dt ∧ ǫ(3)+
+
∑
i
( ei
R2
)
r2i (Rdφi) ∧ ǫ(3),
(3.1.4)
where ∆ ≡ H2/3∆˜, and ǫ(3) is the volume form with respect to R2dΩ3,1.
After going to the co-rotating frame
φi → φi − R−1Ai0(rH)t, (3.1.5)
in which the horizon of the black hole is static, the only change in the metric (3.1.1)
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is
Ai0 → ei
r2H + qi
− ei
r2 + qi
. (3.1.6)
Also, the new expression for dc˜4 is
c˜4 =
[( r
R
)4
∆+
∑
i
1
R2
{
e2i
r2H + qi
− (r20 − r2H + qi)
}
r2i
]
dt ∧ ǫ(3)+
+
∑
i
( ei
R2
)
r2i (Rdφi) ∧ ǫ(3).
(3.1.7)
We can identify the chemical potentials of the field theory on the boundary as
µi = Ai0(∞)/R = R−1 ei
r2H + qi
. (3.1.8)
3.1.2 TsT-Transformation
The idea of Lunin and Maldacena [47] was to obtain the Type IIB background de-
scribing the β-deformed theory by performing a TsT-trans-formation on the solution
describing N = 4 SYM at finite temperature. The TsT-transformation is a solution
generating technique which involves a T-duality, followed by a shift, and then another
T-duality. The general rules for T-duality transformations are given in [55]. We also
found [56] a useful reference for how to derive the action of a TsT-transformation
on the metric g and the NS 2-form b. T acts on g, b, and the dilaton φ as follows
(i, j > 1):
g11 → 1
g11
(3.1.9a)
gij → gij − g1ig1j − b1ib1j
g11
(3.1.9b)
g1i → b1i
g11
(3.1.9c)
bij → bij − b1ib1j − b1ig1j
g11
(3.1.9d)
b1i → g1i
g11
(3.1.9e)
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e2φ → e
2φ
g11
(3.1.9f)
A shift s, given by
ϕ2 → ϕ2 + γϕ1, (3.1.10)
acts on g as
g11 → g11 + γ2g22 + 2γg12 (3.1.11a)
g1i → g1i + γg2i, (3.1.11b)
and on b as
b1i → b1i + γb2i. (3.1.12)
Starting with b = 0, a TsT-transformation gives for i, j > 2 (Gij , Bij are the TsT-
transformed fields):
Gij = Ggij +Gγ
2
[
gijg22g11 + g1ig2jg12 + g1jg2ig12−
−g1ig1jg22 − gijg12g12 − g2ig2jg11
]
,
(3.1.13)
where
G ≡ 1
1 + γ2(g22g11 − g212)
. (3.1.14)
For i ≤ 2 or j ≤ 2, we have
Gij = Ggij. (3.1.15)
For b, a TsT-transformation gives
Bij = Gγ(g1ig2j − g1jg2i). (3.1.16)
(Note that if g1i = g2i = g1j = g2j = 0, then Gij = gij and Bij = bij .) The dilaton
transforms as
e2φ → Ge2φ, (3.1.17)
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and, finally, the n-forms transform as [57]
∑
q
Cq ∧ e−B =
∑
q
cq ∧ e−b + γ
[∑
q
cq ∧ e−b
]
[ϕ1][ϕ2]
, (3.1.18)
where for a general p-form ωp we have defined
ωp = ω¯p + ωp[y] ∧ dy, (3.1.19)
where ω¯p does not contain any legs in dy.
3.1.3 The β-deformed Solution
Let us first take a look at the how the TsT-transformation was used in [47] to obtain
a Type IIB supergravity background that describes the β-deformed theory at finite
temperature. Starting with the solution in AdS5 × S5
ds2 = ds2AdS5 +R
2
3∑
i=1
(dr2i + r
2
i dφ
2
i ), (3.1.20a)
C4 = ω4 + 4R
4ω1 ∧ dφ1 ∧ φ2 ∧ φ3, (3.1.20b)
e2φ = e2φ0 , (3.1.20c)
then going to coordinates
φ1 = ϕ3 − ϕ2, (3.1.21a)
φ2 = ϕ1 + ϕ2 + ϕ3, (3.1.21b)
φ3 = ϕ3 − ϕ1, (3.1.21c)
and performing a T-duality along ϕ1, followed by a small shift ϕ2 → ϕ2 + γϕ1,
(γ ≡ β) and then another T-duality along ϕ1, one obtains the TsT-transformed
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Lunin-Maldacena solution
ds2 = ds2AdS5 +R
2

 3∑
i=1
(dr2i +Gr
2
i dφ
2
i ) + γˆ
2Gr21r
2
2r
2
3
(
3∑
i=1
dφi
)2 , (3.1.22a)
BNS = R2γˆG(r21r
2
2dφ1 ∧ dφ2 + r22r23dφ2 ∧ dφ3 + r23r21dφ3 ∧ dφ1), (3.1.22b)
C2 = −4R2γˆω1 ∧ (dφ1 + dφ2 + dφ3), (3.1.22c)
C4 = ω4 + 4GR
4ω1 ∧ dφ1 ∧ φ2 ∧ φ3, (3.1.22d)
e2φ = Ge2φ0 , (3.1.22e)
where
G−1 = 1 + γˆ2(r21r
2
2 + r
2
2r
2
3 + r
2
3r
2
1), (3.1.23a)
γˆ = R2γ ≡ R2β, (3.1.23b)
and
r1 = cosα, (3.1.24a)
r2 = sinα cos θ, (3.1.24b)
r3 = sinα sin θ, (3.1.24c)
dω1 = cosα sin
3 α sin θ cos θdα ∧ dθ, (3.1.24d)
dω4 = ωAdS5 . (3.1.24e)
In order to obtain the correct background for the β-deformed theory at finite
temperature and with chemical potentials, we should perform a TsT-transformation
on the solution given in the previous section. First, we note that a coordinate change
φi → φi + vt followed by TsT is the same as vice versa. This follows directly from
the form of the transformation rules: as long as a coordinate transformation does
not mix the two coordinates along which we T-dualize with each other, the TsT-
transformed expressions behave as tensors. It is convenient to make the coordinate
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change
φ′i = φi +R
−1Ai0t, (3.1.25)
after which, apart from a few scaling factors, the metric is the same as in (3.1.20a).
Only the components of the metric and BNS involving the coordinates φi are affected
by the TsT-transformation. This means that we can take the LM solution (3.1.22)
for the metric and BNS and simply make the following substitutions
R→ ∆˜−1/4R, (3.1.26a)
A(1) → ∆˜−1/4A(1), (3.1.26b)
ri → X−1/2i ri, (3.1.26c)
to obtain the correct form of the Type IIB supergravity solution describing β-
deformed N = 4 SYM at finite temperature with chemical potentials:
ds210 = ∆˜
1/2ds25 +R
2∆˜−1/2
[
3∑
i=1
X−1i
{
dr2i +Gr
2
i dφ
′2
i
}
+
+ γˆ2G
r21r
2
2r
2
3
X1X2X3
(
3∑
i=1
dφ′i
)2 ]
, (3.1.27a)
BNS = γˆGR2∆˜−1/2
(
r21r
2
2
X1X2
dφ′1 ∧ dφ′2+
+
r22r
2
3
X2X3
dφ′2 ∧ dφ′3 +
r23r
2
1
X3X1
dφ′3 ∧ dφ′1
)
, (3.1.27b)
e2φ = Ge2φ0 , (3.1.27c)
where
G−1 = 1 + γˆ2
(
r21r
2
2
X1X2
+
r22r
2
3
X2X3
+
r23r
2
1
X3X1
)
, (3.1.28a)
γˆ ≡ R2∆˜−1/2γ. (3.1.28b)
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Using (3.1.18), we have that
C0 = 0, (3.1.29a)
C2 = γ [c4][ϕ1][ϕ2] , (3.1.29b)
C4 − C2 ∧ B = c4, (3.1.29c)
C6 − C4 ∧ B = 0, (3.1.29d)
C8 = 0, (3.1.29e)
where we have used that b = 0 and B ∧ B = 0.
3.2 Probe-Brane Calculation
3.2.1 Coulomb Branch
We will now perform a probe-brane calculation in the TsT-transformed background.
The Coulomb branch of the theory is probed by a D3-brane, static in the co-rotating
frame (in which the horizon of the black hole also is static), and extending in all the
directions of AdS5 except the radial direction [58]. In the field theory, separating a
D3-brane from the stack of N branes at the origin, corresponds to turning on VEVs
φi = diag(vi,− vi
N − 1 , · · · ,−
vi
N − 1). (3.2.1)
The action for a general Dp-brane has the form
SDp = −τp
∫
dp+1σ e−φ
√
− det
(
Gˆab + Fab − Bˆab
)
−
−τp
∫
Mp+1
∑
q
Cˆq ∧ eF−Bˆ,
(3.2.2)
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where τp =
1
(2π)pgs
, and hats denote pullbacks onto the world-volume Mp of the
brane. For the D3-brane, F = Bˆ = 0, and the induced metric is given by
∆˜1/2
(−H(r)−2/3f(r)dt2 +H(r)1/3r2dΩ23,1)+
+∆˜−1/2
{
3∑
i=1
X−1i Gr
2
iA
2
i0 + γˆ
2G
r21r
2
2r
2
3
X1X2X3
(
3∑
i=1
Ai0
)2}
dt2,
(3.2.3)
so that
e−φ
√
− det
(
Gˆab
)
= e−φ0r3∆˜
{
G−1H1/3f−
−∆˜−1H
[
3∑
i=1
X−1i r
2
iA
2
i0 + γˆ
2 r
2
1r
2
2r
2
3
X1X2X3
(
3∑
i=1
Ai0
)2 ]}1/2
.
(3.2.4)
For the Wess-Zumino term, we have
∫
M4
(Cˆ4 − Cˆ2 ∧ Bˆ) =
∫
M4
cˆ4 =
=
∫
M4
[( r
R
)4
∆+
∑
i
1
R2
{
e2i
r2H + qi
− (r20 − r2H + qi)
}
r2i
]
dt ∧ ǫ(3),
(3.2.5)
which is the same as for the N = 4 case analyzed in [35].
First we note that, at the horizon, the terms that are introduced by the defor-
mation have no dependence on any of the coordinates parameterizing the S5; this is
because f(rH) = Ai0(rH) = 0. If we turn on just one chemical potential µ2 = µ3 = 0,
then the probe-brane action is minimized for r1 = 1, r2 = r3 = 0, in which case
G = 1, and all γ-dependence disappears. Therefore, the analysis is exactly the same
as for the undeformed case; for close to but above critical chemical potential, there
will be a metastable state at r = rH , which decays towards the run-away direction
r = ∞ [35]. For two equal chemical potentials (µ1 = µ2, µ3 = 0), the undeformed
probe-brane action is minimized for r3 = 0, but has no dependence on r1 or r2. Since
no such dependence is introduced at the horizon by the β-deformation, there is still a
50
2.0 2.5 3.0 3.5 4.0 4.5 5.0
r
1
2
3
4
5
V
Figure 3.1: The D3 probe-brane action V in the undeformed background for chemical potentials
µi = (q, q, q) as a function of the radius r. Up to a factor of n, this is the same as the action of a D5
probe-brane in the deformed background. Everything is in units of R. The solid line corresponds
to critical chemical potential q = 1, the dashed line corresponds to q = 0.7, and the dot-dashed line
corresponds to q = 1.2. In all cases, we have put rH = 1.5.
meta-stable state at r = rH . For three equal critical chemical potentials, the probe-
brane action has no dependence on either of the coordinates ri in the undeformed
case. Again, at the horizon, no such dependence is introduced by the β-deformation.
We note that a probe-brane at the black hole horizon r = rH should correspond to
zero VEVs in the field theory.
3.2.2 Higgs Branch
The Higgs branch is probed by a D5-brane extending in the same directions as the
D3-brane of the Coulomb branch, but in addition wrapping the torus formed by the
two coordinates of the S5 that are involved in the TsT-transformation [42, 43]. In
the field theory, this corresponds to VEVs given by
〈φ1〉 = Λ(1) ⊗ U(n), (3.2.6a)
〈φ2〉 = Λ(2) ⊗ V(n), (3.2.6b)
〈φ3〉 = Λ(3) ⊗ V †(n)U †(n), (3.2.6c)
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with
Λ(i) = diag(v(i),− v
(i)
m− 1 , · · · ,−
v(i)
m− 1). (3.2.7)
Also, we will need to turn on a world-volume flux along the directions of the torus:
Fϕ1ϕ2 =
1
γ
. (3.2.8)
One way of seeing this is that the D3-brane RR-charge of one D5-brane should be
the same as that of n = 1/γ D3-branes. Using (3.1.29) and F ∧F = B ∧B = 0, the
Wess-Zumino term is∫
M6
(
Cˆ6 + Cˆ4 ∧ (F − Bˆ) + 1
2
Cˆ2 ∧ (F − Bˆ)2
)
=
∫
M6
cˆ4 ∧ F, (3.2.9)
which indeed is equal to n times the corresponding expression (3.2.5) for a D3-brane,
which in turn is the same as that for a D3-brane in the undeformed background
corresponding to N = 4 studied in [35].
For the world-volume part of the action, a more involved calculation gives
e−φ
√
− det
(
Gˆab + Fab − Bˆab
)
=
= e−φ0γ−1r3∆˜
(
H1/3f − ∆˜−1H
3∑
i=1
X−1i r
2
iA
2
i0
)1/2
,
(3.2.10)
which also is precisely equal to n times the corresponding result for a D3-brane in
the undeformed background. Therefore all the results of [35] apply in the TsT-
transformed case. In particular, for nearly critical chemical potentials, there is a
metastable state with a D5-brane situated at r = rH , which will eventually be
“ejected” towards infinite radius.
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3.3 Summary
We have found the Type IIB supergravity background which describes β-deformed
N = 4 SYM with chemical potentials at strong ’t Hooft coupling. At finite tempera-
ture, this solution describes a black hole rotating in the internal (deformed) S5. The
Coulomb branch is probed by a D3-brane, whereas the Higgs branch is probed by
a D5-brane wrapping a torus. On both the Coulomb branch and the Higgs branch,
for near (and above) critical chemical potentials there are metastable states in which
the probe-branes reside at the black hole horizon and tunnel out towards infinite
radius. This matches the weak coupling picture of the previous chapter.
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Chapter 4
Holographic Methods for
Computing Spectra
The holographic prescription for computing the glueball spectrum is to study fluc-
tuations around a particular background and look for solutions that satisfy correct
boundary conditions in the IR and UV. Such solutions exist only for specific val-
ues of K2 = −M2, where K is the four-momentum of the fluctuations. These K2
correspond to poles of the correlator 〈OO〉 (where O is the operator in the dual
field theory corresponding to the fluctuation in question), and give us the glueball
spectrum of the dual field theory. In [11], an explicitly gauge-invariant formalism
was developed for studying fluctuations in five-dimensional non-linear sigma models
consisting of a number of scalars coupled to gravity. The gauge-invariant formalism
has the advantage that it allows one to study fluctuations of both the scalars and the
metric degrees of freedom, while effectively decoupling them from each other. As we
will see, the linearized equations of motion for the fluctuations can be solved alge-
braically for the gravitational degrees of freedom, and one ends up with a system of
coupled differential equations that involve only the scalar fluctuations. Formulas for
these linearized equations of motion for the fluctuations were given in [11] in terms
of a superpotential W , from which the potential for the scalars could be derived.
This chapter closely follows [11]. However, we will derive the generalized ver-
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sions of the formulas given therein, which hold for an arbitrary potential V not
necessarily obtainable from a superpotential. These methods have applications to
both bottom-up approaches where the models are formulated in five dimensions, as
well as top-down approaches where the five dimensional system originates from a
consistent truncation of a higher-dimensional model in string theory or M-theory.
In the following two chapters, we will apply them to compute the spectra of a few
ten dimensional systems in Type IIB supergravity, for which there exist consistent
truncations to five dimensional non-linear sigma models.
4.1 The Model
We start with a non-linear sigma model whose action is
S =
∫
dr
∫
ddx
√−g
[
R
4
− 1
2
Gabg
MN∂MΦ
a∂NΦ
b − V (Φ)
]
, (4.1.1)
where Gab(Φ) is the non-linear sigma model metric and V (Φ) is a potential for the
scalars. The cases we will be interested in have d = 4, and the backgrounds will be
of the form
ds2 = dr2 + e2Adx21,3, (4.1.2)
where A(r) is a warp factor.
The equations of motion for the scalars following from the action (4.1.1) read [11]
∇2Φa + GabcgMN(∂MΦb)(∂NΦc)− V a = 0, (4.1.3)
whereas Einstein’s field equations read
−RMN + 2Gab(∂MΦa)(∂NΦb) + 4
d− 1gMNV = 0. (4.1.4)
Here, we have defined Va ≡ ∂V/∂Φa, and indices are lowered and raised using the
non-linear sigma model metric Gab and its inverse. Furthermore, Gabc is the Christof-
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fel symbol with respect to the non-linear sigma model metric
Gabc =
1
2
Gad(∂cGdb + ∂bGdc − ∂dGbc). (4.1.5)
For special cases, V can be written in terms of a superpotential W as follows:
V =
1
2
W aWa − d
d− 1W
2. (4.1.6)
When this is the case, and provided the background is assumed to depend only
on the radial coordinate r, we obtain the first order equations of motion from the
superpotential as
A′ = − 2W
d− 1 ,
Φ′a = W a,
(4.1.7)
where prime denotes the derivative with respect to r.
4.2 Equations of Motion in the ADM formalism
We will now generalize the results of [11] to cases where the potential V can not nec-
essarily be written in terms of a superpotential. The idea is to slice space-time along
the radial coordinate and rewrite everything in terms of d-dimensional quantities in
the ADM formalism.
We start by writing the metric on the form
gMN =
(
g˜µν nν
nµ nµn
µ + n2
)
, (4.2.1)
where tilde is used to refer to d-dimensional quantities and the indices µ and ν run
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over the d-dimensional space-time. The inverse metric is given by
gMN =
1
n2
(
n2g˜µν + nµnν −nν
−nµ 1
)
. (4.2.2)
The tangent vectors XMµ are given by X
r
µ = 0 and X
ν
µ = δ
ν
µ. We have a normal
vector NM = (0, n), N
M = n−1(−nµ, 1). The second fundamental form is
Kµν = nΓrµν = −
1
2n
(∂rgµν −∇µnν −∇νnµ), (4.2.3)
and one can derive the following relations
Γσµν =Γ˜
σ
µν −
nσ
n
Kµν ,
Γrµr =
1
n
∂µn+
nν
n
Kµν ,
Γσµr =∇µnσ −
nσ
n
∂µn− nKµν
(
gνσ +
nνnσ
n2
)
,
Γrrr =
1
n
(∂rn + n
ν∂νn+ n
µnνKµν),
Γσrr =∂rn
σ + nµ∇µnσ − n∇σn− 2nKσµnµ − nσΓrrr,
(4.2.4)
where Γ˜σµν is the d-dimensional Christoffel symbol corresponding to the metric g˜µν .
Let us now write down the expressions for the equations of motion using the
quantities defined above. The equation of motion for the scalars becomes
{
∂2r − 2nµ∂µ∂r + n2∇2 + nµnν∇µ∂ν − (nKµµ + ∂r lnn− nµ∂µ lnn)∂r+
[n∇µn− ∂rnµ + nν∇νnµ + nµ(nKνν + ∂r lnn− nν∂ν lnn)] ∂µ
}
Φa+
Gabc
[
(∂rΦ
b)(∂rΦ
c)− 2nµ(∂µΦb)(∂rΦc)+
(n2g˜µν + nµnν)(∂µΦ
b)(∂νΦ
c)
]
− n2Gab ∂V
∂Φb
= 0,
(4.2.5)
Einstein’s equations separate into normal, mixed, and tangential components, ob-
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tained by projecting with PMN = NMNN − g˜µνXMµ XNν , PMNµ = NMXNµ , and
PMNµν = X
M
µ X
N
ν , respectively. The normal component reads
(nKµν )(nKνµ)− (nKµµ)2 + n2R˜− 4n2V + 2Gab
[
(∂rΦ
a)(∂rΦ
b)−
2nµ(∂µΦ
a)(∂rΦ
b) + (nµnν − n2g˜µν)(∂µΦa)(∂νΦb)
]
= 0.
(4.2.6)
The mixed component is given by
∂µ(nKνν)−∇ν(nKνµ)− nKνν∂µ lnn + nKνµ∂ν lnn−
2Gab(∂rΦ
a − nν∂νΦa)∂µΦb = 0.
(4.2.7)
and the tangential component is
−∂r(nKµν ) + nσ∇σ(nKµν ) + nKµν (nKσσ + ∂r lnn− nσ∂σ lnn)+
n∇µ∂νn+ nKµσ∇νnσ − nKσν∇σnµ − n2R˜µν+
2n2Gab(∇µΦa)(∂νΦb) + 4n
2V
d− 1δ
µ
ν = 0.
(4.2.8)
4.3 Linearized Equations of Motion
We will now expand the equations of motion in fluctuations of the metric and the
scalar fields to linear order. To this end, we expand the scalars as
Φa → Φa + ϕa, (4.3.1)
and the metric as
gµν → e2A(ηµν + hµν),
nµ → νµ,
n→ 1 + ν,
(4.3.2)
58
with
hµν = h
TT µ
ν + ∂
µǫν + ∂νǫ
µ +
∂µ∂ν

H +
1
d− 1δ
µ
νh, (4.3.3)
where hTT
µ
ν is traceless and transverse, and ǫ
µ is transverse. Altogether, we have the
fluctuation variables {ϕ, ν, νµ, hTT µν , h,H, ǫµ}. To first order, these transform under
diffeomorphisms as
δϕa = Φ′aξr, δν = ∂rξr, δνµ = ∂µξr + e2A∂rξµ, δhTT
µ
ν = 0,
δǫµ = Πµνξ
ν , δH = 2∂µξ
µ, δh = 2(d− 1)A′ξr,
(4.3.4)
where
Πµν = δ
µ
ν −
∂µ∂ν

(4.3.5)
is the transverse projector.
In [11], the following gauge invariant variables were defined
a
a = ϕa − Φ
′a
2(d− 1)A′h,
b = ν − ∂r(h/A
′)
2(d− 1) ,
c = e−2A∂µνµ − e
−2A
h
2(d− 1)A′ −
1
2
∂rH,
d
µ = e−2AΠµνν
ν − ∂rǫµ,
e
µ
ν = h
TT µ
ν .
(4.3.6)
Next, the fluctuations were separated into two groups X = {h,H, ǫµ} and Y =
{ϕ, ν, νµ, hTT µν}. The variables Y were rewritten in terms of the gauge invariant
variables and X . Then Einstein’s equations were expanded order by order, and it
was shown that by performing a diffeomorphism, these could be written on a form
such that at each order all the terms involving X cancelled, using the equations
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of motion at the previous order in the expansion. In this way, gauge invariant
expressions for the linearized equations of motion were found. Indeed, these were
the same as what is obtained by putting the variables X to zero by hand everywhere,
only keeping Y in the expansion, then switching to the gauge invariant variables at
the end of the calculation. This can be viewed as the gauge choice X = 0, but as
pointed out in [11] really leads to gauge invariant expressions. Thus, we will expand
around a background (assumed to be dependent only on r) to linear order using the
following prescription:
φa → Φa + aa,
n→ 1 + b,
nµ → e2A(dµ + ∂
µ

c),
g˜µν → e2A(ηµν + eµν).
(4.3.7)
It will be useful that
nKµν → −∂rA+
1
2
(
∂µdν + ∂νd
µ + 2
∂µ∂ν

c− ∂reµν
)
, (4.3.8)
nKµµ → −d∂rA+ c, (4.3.9)
and
R˜µν = −
1
2
e−2Aeµν . (4.3.10)
Expanding the linearized equations of motion for the scalars (4.2.5) to first order,
we obtain
∂2ra
a + e−2Aaa + dA′∂raa + 2GabcΦ′b∂rac+
∂dGabcΦ′bΦ′cad −
∂V a
∂Φc
a
c − Φ′a(c+ ∂rb)− 2V ab = 0.
(4.3.11)
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Defining a “background covariant” derivative as
Drϕ
a = ∂r + GabcΦ′bϕc, (4.3.12)
and using (4.1.3), we can write (4.3.11) as
[
D2r + dA
′Dr + e−2A
]
a
a−(V a|c −RabcdΦ′bΦ′d)ac−
Φ′a(c+ ∂rb)− 2V ab = 0,
(4.3.13)
where Rabcd is the Riemann tensor with respect to the non-linear sigma model metric
Rabcd = ∂cGabd − ∂dGabc + GaceGebd − GadeGebc. (4.3.14)
Let us now expand Einstein’s equations. At first order, the normal component
of (4.2.6) gives
2(d− 1)A′c+ 4Φ′a(Draa)− 4Vaaa − 8V b = 0, (4.3.15)
where we use the notation Φ′a ≡ GabΦ′b. The mixed components (4.2.7) give
−1
2
dµ + (d− 1)A′∂µb− 2Φ′a∂µaa = 0. (4.3.16)
Here, we have used that eµν and dµ are transverse, and that R = 0 at first order. The
tangential component of (4.3.16) implies that
b =
2Φ′aa
a
(d− 1)A′ . (4.3.17)
Plugging into (4.3.15) gives
c =
8V Φ′aa
a
(d− 1)2A′2 +
2Vaa
a
(d− 1)A′ −
2Φ′aDra
a
(d− 1)A′ . (4.3.18)
Thus, we have obtained b and c algebraically in terms of aa. Using (4.1.7), one can
61
show that
∂rb =
[
− 2dΦ
′
a
d− 1 +
2Va
(d− 1)A′ +
4Φ′bΦ
′bΦ′a
(d− 1)2A′2 +
2Φ′aDr
(d− 1)A′
]
a
a. (4.3.19)
Plugging everything into (4.3.13) finally gives us
[
D2r + dA
′Dr − e−2AK2
]
a
a−[
V a|c −RabcdΦ′bΦ′d +
4(Φ′aVc + V aΦ′c)
(d− 1)A′ +
16V Φ′aΦ′c
(d− 1)2A′2
]
a
c = 0.
(4.3.20)
This is the linearized equation of motion for the scalar fluctuations aa that we need to
solve. As explained, it will in general only admit solutions with the correct IR and UV
behaviour for special values of −K2 = M2, which in turn give us the spectrum. Let
us point out that it is in general non-trivial to determine which boundary conditions
are correct to impose.
In the special case where V can be written in terms of a superpotential W ,
(4.3.20) agrees with the formula given in [11]:
[(
δabDz +W
a
|b −
W aWb
W
− 2d
d− 1Wδ
a
b
)(
δbcDz −W b|c +
W bWc
W
)
−
δac e
−2AK2
]
a
c = 0.
(4.3.21)
4.4 Numerical Methods
We will now describe how to set up the computation of the spectrum numerically.
Suppose that we have a system of n scalar fields satisfying a second order linear dif-
ferential equation, and that the boundary conditions in the IR single out p linearly
independent solutions, whereas the boundary conditions in the UV single out q solu-
tions. A solution is completely characterized by evaluating it and and its derivative
at a chosen point. Therefore, let us form vectors (aIR(i), ∂ρaIR(i)) where different i
denote different solutions in the IR, and we have suppressed the field index. These
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are p column vectors of size 2n. By evolving them numerically from the IR, we can
evaluate them at any point we like, and therefore they are functions of ρ. Similarly,
we form q column vectors from the UV solutions, (aUV (i), ∂ρaUV (i)). The question
that we need to answer is whether, for a particular value of K2, we can find a solu-
tion that interpolates between the correct IR and UV behaviours. In other words,
we want to know whether we can find a linear combination of the p solutions in the
IR and write it in terms of a linear combination of the q solutions in the UV. For
p = q = n, this is true if and only if the deterimant of the matrix formed by putting
the IR and UV column vectors next to each other is equal to zero. It is convenient to
evaluate this matrix at a point chosen between the IR and UV. In other words, the
linearly independent solutions satisfying the boundary conditions in the IR and in
the UV, respectively, are evolved numerically to a midpoint, where the determinant
is evaluated. If it is zero for a particular value of K2, there is a pole in the correlator.
This is the midpoint determinant method described in [59].
We would now like to generalize this method to include cases where p and q are
not necessarily equal to n. In such cases, the matrix obtained by putting the IR and
UV column vectors next to each other is not generally a square matrix, and therefore
we can not answer the question of whether the vectors are linearly independent by
evaluating a determinant. The method we will use instead is the following. First
we normalize the vectors (aIR(i), ∂ρaIR(i)) and (aUV (i), ∂ρaUV (i)). Let us denote by
Xai (i = 1, . . . , p+ q, a = 1, . . . , 2n) the matrix formed by putting these normalized
column vectors next to each other. Then we construct an orthonormal basis eia
(i = 1, . . . , p+ q, a = 1, . . . , 2n) for the subspace spanned by these vectors. Finally,
we project the normalized vectors onto the basis and form a matrix Y ij = e
i
aX
a
j.
This is now the (p+q)×(p+q) matrix whose determinant we compute at a midpoint
between the IR and UV. Again, if it is equal to zero, there is a pole in the correlator.
4.5 Summary
We have studied a generic five-dimensional non-linear sigma consisting of a number
of scalars coupled to gravity. Expanding around a background and linearizing the
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equations of motion in fluctuations of the scalar fields and the metric, we found
that the equations of motion for the fluctuation of the metric degrees of freedom
could be solved algebraically in terms of the scalar fluctuations. In the end, the
linearized equations of motion become a set of coupled differential equations for the
scalar fluctuations, equation (4.3.20). The holographic prescription for obtaining the
spectrum is to solve this differential equation for different values of −K2 = M2 and
impose that the fluctuations obey the correct behaviour in the IR and in the UV.
It is only for special values of M2 that well-behaved solutions exist, and these M2
make up the spectrum. Finally, we have described numerical methods to be used for
the practical implementations of these studies.
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Chapter 5
Glueball Spectra of SQCD-like
Theories
In this chapter, we will study the spectrum of scalar glueballs in SQCD-like theories,
whose gravity description is in terms of Nc D5 branes wrapping an S
2 inside a CY3-
fold, and Nf backreacting D5 flavor branes wrapping a non-compact two-cycle inside
the same CY3-fold [12]. The dual field theory is believed to be similar in the IR to
N = 1 SQCD with a quartic superpotential for the quark superfields. However, the
full theory cannot be dual to SQCD for a number of reasons. It does not have an
SU(Nf ) × SU(Nf ) × U(1)R global symmetry as SQCD does, but instead only one
SU(Nf ) (broken further to U(1)
Nf by smearing the flavor branes as will be discussed
later). Also, for Nf < Nc, the Affleck-Dine-Seiberg superpotential [60] tells us that
SQCD does not have a vacuum, whereas for the systems we will study backgrounds
exist with Nf < Nc.
Using the holographic techniques described in the previous chaper, we will find
how the mass of the lightest scalar glueball in the spectrum depends on the number of
flavors for a few different backgrounds. First we will show that a consistent truncation
to a five-dimensional non-linear sigma model exists. This five-dimensional model
contains four scalar fields coupled to gravity. In the gravity picture, Seiberg duality
is realized for these theories as a diffeomorphism, i.e. just a change of variables
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[12, 13]. Therefore, the background itself does not change under Seiberg duality,
but since we have changed variables, the dictionary interpretation of the dual field
theory is changed. We show that the Lagrangian of the five-dimensional non-linear
sigma model is invariant under a set of transformations of the scalar fields and
Nc → Nf−Nc. It follows that anything that can be computed within this framework
will obey Seiberg duality.
The backgrounds correponding to the setup described above have been found to
fall into two categories known as Type A and Type N [13,14]. Type A backgrounds
are special cases of Type N backgrounds for which the VEV of the gaugino condensate
as well as the mesons are zero. We will study the spectrum of a few backgrounds
of Type A for which the dilaton grows linearly in the UV. In the IR, there are
different possible behaviours for the background (known as Type I, II and III [14])
corresponding to different vacua in the dual field theory. These backgrounds have
a singularity in the IR which is “good” according to the criterion given in [15],
and are believed to capture the non-perturbative physics of the dual field theory.
This criterion states that the g00 component of the metric should not increase as we
approach the singularity (the idea is that proper energy excitations should correspond
to lower and lower energy excitations from the point of view of the field theory as
one approaches the singularity in the IR).
The D5 flavor branes are smeared along the transverse angular coordinates, break-
ing the SU(Nf ) global symmetry to U(1)
Nf (this procedure was first introduced in
the context of flavor branes in [61]). The consistent truncation to five dimensions
does not contain fluctuations of the gauge fields on the branes. However, it still con-
tains fluctuations of the Ramond-Ramond 3-form F(3). Therefore, when Nf ∼ Nc,
the fluctuations that we consider mix glueballs and mesons. Since the fluctuations
do not involve the gauge fields on the brane, the meson-glueballs whose spectrum
we compute are U(1)Nf -singlets.
Imposing the boundary condition on the fluctuations in the IR that their kinetic
terms are regular, and in the UV that the fluctuations correspond to normalizable
modes, we find that the mass of the lightest scalar glueball increases as the number
of flavors is increased, until the point Nf = 2Nc is reached after which the opposite
66
behaviour is observed. For a particular class of backgrounds that are Seiberg dual
to themselves, we demonstrate explicitly that the spectrum obeys Seiberg duality.
There is by now a large literature on systems with back-reacting flavors. In the
future, it would be interesting to apply the same techniques to study the glueball
spectra of the various systems studied in [13, 14, 62–89].
This chapter is organized as follows. In section 5.1, we describe the general setup
and the backgrounds that we will study. In section 5.2, we derive the consistent
truncation to the five-dimensional non-linear sigma model and discuss the Seiberg
duality it obeys. Section 5.3 contains the computation of the spectra. Finally, we
summarize our results in section 5.4.
5.1 Gravity Duals of SQCD-like Theories
The backgrounds we will be interested in are obtained from wrapping Nc D5 color
branes on an S2 inside a CY3-fold, then adding Nf back-reacting flavor branes
that wrap a non-compact two-cycle inside the same CY3-fold. This is described in
detail in [12], where evidence is given for that the backgrounds obtained are dual
to a field theory with similar behaviour in the IR as N = 1 SQCD with a quartic
superpotential for the quark superfields.
5.1.1 Action and Equations of Motion
We will now write the Type IIB supergravity action and the equations of motion
that follow from it. The action (in Einstein frame) is given by
S = SˆIIB + S
(flavors), (5.1.1)
where SˆIIB describes Type IIB supergravity in the truncation to the metric, the
dilaton, and the RR 3-form (gµν , φ, F(3)), and S
(flavors) is the action of the flavor
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branes. We have that
SˆIIB =
1
2κ2(10)
∫
d10x
√−g
[
R − 1
2
∂µφ∂
µφ− 1
12
eφF 2(3)
]
, (5.1.2)
where κ10 is the 10d gravitational coupling constant. We will choose coordinates as
(xµ, ρ, θ, ϕ, θ˜, ϕ˜, ψ), where ρ is the radial coordinate, the angles 0 ≤ θ ≤ π and 0 ≤
ϕ < 2π parametrize an S2, and the angles 0 ≤ θ˜ ≤ π, 0 ≤ ϕ˜ < 2π, and 0 ≤ ψ < 4π
parametrize an S3. The flavor branes extend along the external coordinates xµ, the
radial coordinate ρ, and the angular coordinate ψ. Their action is given by
S(flavors) = TD5
Nf∑[
−
∫
M6
d6xeφ/2
√−g(6) +
∫
M6
P [C6]
]
, (5.1.3)
where TD5 is the D5-brane tension, g(6) is the determinant of the pullback of the
metric to M6, the world volume of the flavor brane, and similarly P [C6] is the
pullback of Ramond-Ramond 6-form C6. In order to simplify the analysis and avoid
delta function sources in the equations of motion, we distribute the flavor branes
evenly over the transverse angular coordinates (θ, ϕ, θ˜, ϕ˜). This so-called smearing
of the flavor branes breaks the global SU(Nf ) symmetry to U(1)
Nf . We obtain
S(flavors) =
TD5Nf
(4π)2
[
−
∫
d10x sin θ sin θ˜eφ/2
√−g(6) +
∫
C6 ∧ Ω4
]
, (5.1.4)
where
Ω4 = sin θ sin θ˜dθ ∧ dθ˜ ∧ dϕ ∧ dϕ˜. (5.1.5)
The equation of motion for the dilaton is
1√−g∂µ
(
gµν
√−g∂νφ
)− 1
12
eφF 2(3) −
Nf
8
eφ/2
√−g(6)√−g(10) sin θ sin θ˜ = 0, (5.1.6)
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while Einstein’s equations read
Rµν − 1
2
gµνR =
1
2
(
∂µφ∂νφ− 1
2
gµν∂λφ∂
λφ
)
+
eφ
12
(
3FµσλF
σλ
ν −
1
2
gµνF
2
(3)
)
+ T (flavor)µν ,
(5.1.7)
where
T µν(flavor) = −
Nf
8
sin θ sin θ˜eφ/2δµαδ
µ
βg
αβ
(6)
√−g(6)√−g(10) . (5.1.8)
Finally, Maxwell’s equation for the F(3) is given by
∂µ
(√−geφF µνλ) = 0. (5.1.9)
5.1.2 Type A Backgrounds
In this chapter, we will be interested in so-called Type A backgrounds. For these
backgrounds the VEV of the gaugino condensate is zero, as are the VEVs of the
meson matrix. Type A backgrounds can be obtained starting from the ansatz [12]
ds2 =µ2e2f
[
µ−2dx21,3 + e
2kdρ2 + e2h(dθ2 + sin2 θdϕ2)+
e2g˜
4
(dθ˜2 + sin2 θ˜dϕ˜2) +
e2k
4
(dψ + cos θ˜dϕ˜+ cos θdϕ)2
]
,
F(3) =− µ2
[Nc
4
sin θ˜dθ˜ ∧ dϕ˜+ Nf −Nc
4
sin θdθ ∧ dϕ
]
∧
(dψ + cos θ˜dϕ˜+ cos θdϕ),
(5.1.10)
with µ2 = α′gs. Here, f , k, h, and g˜ are taken to be functions of the radial coordinate
ρ. For the backgrounds that we will be interested in the IR is at ρ = 0 and the UV
at ρ =∞.
69
Making a change of variables to P , Q, and Y through
e2h =
P +Q
4
,
e2g˜ =P −Q
e2k =4Y,
(5.1.11)
the BPS equations can be solved as (f = φ/4) [13, 14]
Q =Q0 + (2Nc −Nf )ρ,
Y =
1
8
(P ′ +Nf ),
e4(φ−φ0) =
e4ρ
(P 2 −Q2)Y ,
(5.1.12)
where φ0 and Q0 are integration constants, and P satisfies a second order differential
equation given by
P ′′ + (P ′ +Nf )
(
P ′ +Q′ + 2Nf
P −Q +
P ′ −Q′ + 2Nf
P +Q
− 4
)
= 0. (5.1.13)
5.1.3 IR and UV Expansions
We will be interested in backgrounds for which P grows linearly in the UV.1 For
Nf < 2Nc, these have the UV expansion (around ρ =∞) given by
PUV = (2Nc −Nf )ρ+ (Nc +Q0) + NfNc
4(2Nc −Nf)ρ
−1 +O (ρ−2) , (5.1.14)
whereas if Nf > 2Nc
PUV = −(2Nc−Nf)ρ− ((1 +Q0)Nc −Nf )− Nf(Nf −Nc)
4(2Nc −Nf) ρ
−1+O (ρ−2) . (5.1.15)
1The alternative is that the P grows exponentially in the UV, in which case the spectrum only
contains a continuum.
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Figure 5.1: P as a function of ρ for the Type A background with Type II IR behaviour
and Q0 = 1.2. The different lines correspond to different number of flavors: dotted
is Nf = Nc, dashed is Nf = 1.4Nc, and solid is Nf = 1.8Nc.
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Figure 5.2: P as a function of ρ for the Type A background with Type III IR
behaviour. The different lines correspond to different number of flavors: dotted is
Nf = Nc, dashed is Nf = 1.4Nc, and solid is Nf = 1.8Nc.
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Figure 5.3: P as a function of ρ for the Type A background with Type II IR behaviour
and Q0 = 1.2. The different lines correspond to different number of flavors: dotted
is Nf = 2.2Nc, dashed is Nf = 2.6Nc, and solid is Nf = 3Nc.
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Figure 5.4: P as a function of ρ for the Type A background with Type III IR
behaviour. The different lines correspond to different number of flavors: dotted is
Nf = 2.2Nc, dashed is Nf = 2.6Nc, and solid is Nf = 3Nc.
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In the IR, there are several different possible behaviours for the background.
Here, we will focus on two different ones, that of Type II and Type III [14]. For
Type II and Q0 > 0 we have that [12]
P
(II)
IR = Q0 + 4h1
√
ρ−
(
2Nc +
8h21
3Q0
+Nf
)
ρ+O (ρ3/2) . (5.1.16)
There are two integration constants: Q0 and h1. Solutions exist that interpolate
smoothly between the Type II IR and the linear dilaton behaviour in the UV [12].
In order to obtain such solutions, one must dial the integration constants Q0 and h1,
essentially making h1 a function of Q0. This leaves us with one free parameter Q0
for the Type II solutions.
In the case of Type III, Q0 = 0 and P has the following behaviour in the IR:
P
(III)
IR = 4h1ρ
1/3 − 9Nf
5
ρ+
8h1
3
ρ4/3 +O (ρ5/3) . (5.1.17)
Now, requiring that the solution has the UV asymptotics of PUV completely fixes the
one parameter h1. Both the Type II and Type III backgrounds have a singularity in
the IR, which satisfies the criterion for being a “good” singularity given in [15].
Figure 5.1 shows P as a function of ρ for the Type A background with Type
II IR behaviour and Q0 = 1.2 for a few different number of flavors Nf < 2Nc.
Figure 5.2 shows the corresponding plots for the Type A background with Type III
IR behaviour. Figures 5.3 and 5.4 are the same as Figures 5.1 and 5.2 but for flavors
Nf > 2Nc.
5.1.4 Dual Field Theory
We will now describe in more detail some aspects of the field theory conjectured to
be dual to the backgrounds described above. First, consider the case of no flavors.
Then the dual field theory is a four-dimensional N = 1 supersymmetric field theory,
obtained from a twisted compactification of six-dimensional SYM on S2 where the
twisting is such that it preserves four supercharges [90, 91]. At weak coupling, this
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field theory consists of a massless vector multiplet, V , as well as a Kaluza-Klein
tower of massive chiral and vector multiplets, Φk and Vk. The infinite number of
KK modes reflects the fact that the UV completion is not given by a quantum field
theory (in fact, it is given by a Little String Theory). If it were possible to separate
the scale set by the size of the S2 from the scale Λ at which the theory becomes
strongly coupled, we would have a gravity dual of N = 1 SYM. Unfortunately, this
is not the case. The Lagrangian of the field theory without flavors has the generic
form
L =
∫
d4θ
∑
k
(
Φ†ke
VΦk +mk |Vk|2
)
+
∫
d2θ
[
WαWα +
∑
k
(
Wk,αW
α
k + µk |Φk|2 +W(Φk, Vk)
)]
,
(5.1.18)
where Wa and Wk,α are the curvatures of V and Vk, and mk and µk are the masses
of the massive vector and chiral multiplets comprising the Kaluza-Klein tower. The
superpotential W(Φk, Vk), governing the interactions between the KK chiral and
vector multiplets, is given by
W(Φk, Vk) =
∑
i,j,k
zijkΦiΦjΦk +
∑
k
fˆ(Φk)Wk,αW
α
k . (5.1.19)
With the introduction of flavors, we also have to add the terms [12]
∫
d4θ
(
Q¯†eV Q¯+Q†e−VQ
)
+
∫
d2θ
∑
p,i,j,a,b
κijp Q¯
a,iΦabp Q
b,j
(5.1.20)
to the Lagrangian. Here, a, b = 1, . . . , Nc are indices of the fundamental and anti-
fundamental representations of SU(Nc) and i, j = 1, . . . , Nf are indices of the fun-
damental and anti-fundamental representations of SU(Nf). Since the smearing pro-
cedure described above breaks SU(Nf ) to U(1)
Nf , the κijp must serve the role of
breaking this symmetry in the field theory, however its exact form is not known.
In principle, we could have also considered the more general case where there is a
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superpotential for the flavors too. Again, the form of such a superpotential is not
known.
As mentioned above, it is not possible to separate the scale set by the size of the
S2 from the scale Λ at which the field theory becomes strongly coupled. Nevertheless,
we can imagine integrating out at least some of the KK modes, if not all the way
down to Λ. This then gives rise to an effective superpotentialWeff containing quartic
terms
Weff ∼
∑
p,i,j
κ2p,i,j
2µ2p
(Q¯iQj)
2. (5.1.21)
This means that in the IR the field theory is similar to N = 1 SQCD with a quartic
superpotential (bearing in mind that not all the KK modes can be integrated out in
this fashion).
5.2 5d Formalism
5.2.1 5d Effective Action
We will now derive the 5d effective action of the non-linear sigma model which is a
consistent truncation of the 10d system discussed in the previous section. We start
with the ansatz given in (5.1.10), and plug it into the Type IIB supergravity action
given by (5.1.1). We will assume that the background functions (f, g˜, h, k, φ) only
depend on the coordinates (xµ, ρ), and integrate over the angular coordinates. In
fact, because of Lorentz invariance it is sufficient to first consider the case where
the background functions only depend on the radial coordinate ρ, then generalize to
the case when they can also depend on the external coordinates xµ. Performing the
integration over the angular coordinates yields
S10d =
4µ4N2c (4π)
3
2κ2(10)
∫
dρ
∫
d4xe8f+2g˜+2h+2k (T − V ) , (5.2.1)
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where
T = e−2k
[
9 (f ′)2
4
+ h′f ′ +
k′f ′
2
+ g˜′f ′ +
(h′)2
16
−
(φ′)2
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+
1
16
(g˜′)2 +
h′k′
8
+
1
4
h′g˜′ +
1
8
k′g˜′
]
,
(5.2.2)
and
V =
1
256
e−2(2(f+h)+k+2g˜)×[
16e4h+φN2c + e
φ+4g˜ (Nc −Nf) 2 + 8e 12 (4(f+h+k)+φ+4g˜)Nf+
e4f+2k
(
e4g˜
(−16e2h + e2k)+ 16e4h+2k − 64e4h+2g˜)
]
.
(5.2.3)
Notice that theWess-Zumino term, whose only effect is to change the Bianchi identity
of F3, does not appear in this action, from which the Einstein, dilaton and Maxwell
equations are derived.
Let us change coordinates to
f = A + p− x
2
, g˜ = −A− g
2
+ log 2− p+ x,
h = −A + g
2
− p+ x, k = −A + log 2− 4p,
(5.2.4)
with inverse
A =
1
3
(8f + 2g˜ + 2h+ k)− log 2, g = −g˜ + h + log 2,
p = −1
6
(4f + g˜ + h+ 2k) +
1
2
log 2, x = 2f + g˜ + h− log 2,
(5.2.5)
and also change the radial coordinate as dr = eA+kdρ. This leads to
S10d =
4µ4N2c (4π)
3
2κ2(10)
∫
dr
∫
d4xe4A (T − V ) , (5.2.6)
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with
T = 3A′2 − g
′2
4
− 3p′2 − x
′2
2
− φ
′2
8
, (5.2.7)
and
V =
1
128
e−2(g+2(p+x))
[
16
(−4eg+6p+2x (1 + e2g)+ e4g + 1)+
e12p+2x+φ
(
e4gN2c + (Nc −Nf) 2
)
+ 8e2g+6p+x+
φ
2Nf
] (5.2.8)
Recognizing that for a metric given by ds25 = dr
2+ e2Adx21,3 (where the function A is
the warp factor) the Ricci scalar is (up to partial integrations) equal to R = −12A′2,
we can write this as the action of a 5d non-linear sigma model
S5d =
∫
dr
∫
d4x
√−g
[
R
4
− 1
2
Gabg
MN∂MΦ
a∂NΦ
b − V (Φ)
]
, (5.2.9)
where Φ = [g, p, x, φ], and the non-linear sigma model metric is diagonal with entries
Ggg =
1
2
, Gpp = 6, Gxx = 1, and Gφφ =
1
4
. One can verify that every solution to the
5d equations of motion following from this action also solves the full 10d Type IIB
supergravity equations of motion. This shows that the five-dimensional non-linear
sigma model is a consistent truncation of the 10d Type IIB supergravity system.
Finally, let us point out that by studying the five-dimensional system, we cannot see
excitations of KK modes in the S2 × S3. Therefore, only part of the spectrum is
accessible for us to study using the methods of Chapter 4.
5.2.2 Superpotential from the BPS Equations
Using the BPS equations, it is possible to find a superpotential W , in terms of which
the potential V can be written as
V =
1
2
W aWa − 4
3
W 2. (5.2.10)
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In order to derive the BPS equations, we will consider spinors in Type IIB SUSY
variations that satisfy [12]
ǫ = iǫ∗, Γθϕǫ = Γθ˜ϕ˜ǫ, Γrθ˜ϕ˜ψǫ = ǫ. (5.2.11)
The gravitino variation δψx = 0 gives
f ′ =
e−2f−2g−2h+
φ
2
16
(
e2g Nf −
(
e2g − 4e2h)Nc) (5.2.12)
where prime denotes differentiation with respect to ρ. These equations are the same
as the ones coming from the dilatino variations with φ = 4f . Further, δψθ = 0 gives
h′ =
1
4
e−2(f+h)
(
eφ/2Nc + e
2(f+k) − eφ /2Nf
)
, (5.2.13)
while δψθ˜ = 0 gives
g˜′ = e−2(f+g˜)
(
e2(f+k) − eφ/2Nc
)
, (5.2.14)
and, finally, δψψ = 0 gives
k′ =
1
4
e−2(f+h+g˜)
[
− eφ/2 (4e2h − e2g˜)Nc − 4e2(f+h+k)+
8e2 (f+h+g˜) − e2(f+k+g˜) − eφ2+2g˜Nf
]
.
(5.2.15)
The equation of motion for A gives us an expression for the superpotential
W = −3
2
∂A
∂r
= −e
−A−k
2
(8f ′ + 2g′ + 2h′ + k′) , (5.2.16)
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where (as above) prime denotes differentiation with respect to ρ. Using the above
BPS equations, one arrives at
W =
1
16
e−g−2(p+x)
[
e6p+x+
φ
2
((−1 + e2g)Nc +Nf)−
4
(
1 + e2g + 2eg+6p+2x
) ]
.
(5.2.17)
Using (5.2.10), one can check that this superpotential W reproduces the Type A
5d potential V given in (5.2.8). Also, the equations of motion derived from the
superpotential are precisely the BPS equations given above.
5.2.3 Seiberg Duality
For the models considered in this chapter, Seiberg duality is realized on the gravity
side as a diffeomorphism. While the background does not change, the change of
variables means that the dictionary describing quantities in the dual quantum field
theory changes.
In terms of the variables (P , Q, Y , φ), Seiberg duality transforms [12]
Q→ −Q,
Nc → Nf −Nc,
(5.2.18)
leaving P , Y , and φ unchanged. Using the relations
e3A =
e2φ(P 2 −Q2)√Y
16
,
e2g =
P +Q
P −Q,
e6p =
4e−φ√
P 2 −Q2Y ,
e2x =
eφ(P 2 −Q2)
16
(5.2.19)
we see that in terms of the 5d variables, a Seiberg duality simply takes the form g →
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−g (and, as usual, Nc → Nf−Nc). It is straightforward to see that both the potential
V and the non-linear sigma model metric Gij are invariant under this transformation.
It follows that the whole 5d theory exhibits Seiberg duality, and therefore anything
that we can compute within this framework, including the spectrum, will manifest
Seiberg duality.
Considering that Seiberg duality is normally only a duality in the IR, it may seem
odd that the whole 5d Lagrangian is invariant under the Seiberg duality transforma-
tions. However, in [92] it is argued that N = 1 SQCD with a quartic superpotential
for the quark superfields can satisfy an exact Seiberg duality, where not only the IR
of two different field theories are the same, but they in fact represent two different
descriptions of the same renormalization group flow. The fact that in our setup
Seiberg duality corresponds to diffeomorphisms supports the view that Seiberg dual-
ity is exact for these backgrounds. However, it is not clear how this happens from a
field theory perspective. One can make the following schematic argument in the IR.
Starting with a superpotential W = hµ−1(Q˜Q)2, we first Seiberg dualize, obtaining
Wˆ = hµM2 + q˜Mq, where M is the meson field and q and q˜ are the dual quark
and anti-quark fields. For Nf < 2Nc, h is a relevant operator, so we can integrate
out M , solving 0 = ∂Wˆ/∂M = 2hµM + q˜q. Plugging M back into Wˆ gives us an
effective superpotential W˜ = −h−1µ−1(q˜q)2/2. As can be seen, this superpotential
is of the same form as the one that we started with, but describing a theory with
N˜c = Nf −Nc colors and N˜f flavors. Furthermore, the coupling h has been inverted,
consistent with that for N˜f > 2˜Nc the coupling appearing in front of the quartic
term of the superpotential is irrelevant. It is, however, clear that this argument
only works in the IR. In order to argue from the field theory that Seiberg duality is
exact, one would have to take into account the KK modes that become important
in the UV. From this point of view, it still remains somewhat mysterious why the
backgrounds we are considering seem to have an exact Seiberg duality and what it
means in terms of the dual field theory.
80
5.3 Scalar Spectra
In this section, we will study some different Type A backgrounds, and compute the
mass of the lightest scalar glueball as a function of the number of flavors. In Chap-
ter 4, a system of coupled differential equations for the fluctuations were derived,
equation (4.3.20)
[
D2r + dA
′Dr − e−2AK2
]
a
a−[
V a|c −RabcdΦ′bΦ′d +
4(Φ′aVc + V aΦ′c)
(d− 1)A′ +
16V Φ′aΦ′c
(d− 1)2A′2
]
a
c = 0.
(5.3.1)
Changing the radial coordinate as dr = eA+kdρ, (4.3.20) becomes
[
δab∂
2
ρ + S
a
b ∂ρ + T
a
b − δab e2kK2
]
a
b = 0, (5.3.2)
with
Sab =2Gabc∂ρΦc + 4 (∂ρp+ ∂ρA) δab ,
T ab =∂bGacd∂ρΦc∂ρΦd−
4e−8p
[(
4(V a∂ρΦ
c + V c∂ρΦ
a)
3∂ρA
+
16V ∂ρΦ
a∂ρΦ
c
9(∂ρA)2
)
Gcb + ∂bV
a
]
.
(5.3.3)
This is the second order linear differential equation for the scalar fluctuations that we
need to solve for different values of K2 imposing the certain boundary behaviour in
the IR and UV. In the IR, we will require that the kinetic terms for the fluctuations
are regular. In the UV, we will require that the fluctuations are normalizable. This
gives us the spectrum. In the following, we will put xf = Nf/Nc, and rescale
P → NcP and similarly for Q and Y . All masses are given in units of
√
α′gsNc.
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5.3.1 Boundary Conditions in the UV
5.3.2 Nf < 2Nc
We will now expand the differential equations for the scalars (5.3.2) in the UV. For
Nf < 2Nc, the background is given by (5.1.14). We obtain that
Sab =2δ
a
b +O
(
ρ−1
)
,
T =


−4 0 4 −2
0 −6 −1 −1
2
2 −6 −3 1
2
−4 −12 2 −3

+O
(
ρ−1
)
.
(5.3.4)
A basis that diagonalizes T to leading order is given by
B =


−1 2
3
0 1
1
2
1
6
1 0
1 −1
6
−3 1
2
0 1 −6 −1

 , (5.3.5)
such that B−1TB is diagonal. To leading order, this diagonalizes the differential
equations for the fluctuations, and we obtain four independent differential equations
∂2ρa
1 + 2∂ρa
1 − (8 +K2)a1 =0
∂2ρa
2 + 2∂ρa
2 − (8 +K2)a2 =0
∂2ρa
3 + 2∂ρa
3 −K2a3 =0
∂2ρa
4 + 2∂ρa
4 −K2a4 =0
(5.3.6)
with solutions a1,2 ∼ e(−1±
√
9+K2)ρ and a3,4 ∼ e(−1±
√
1+K2)ρ. Note that if we imagine
expanding the fluctuations as aa = λa(ρ)e(−1±
√
Ca−M2)ρ with λa(ρ) =
∑
n a
a
nρ
ba,n,
the above analysis captures the Ca but not the function λa(ρ). Therefore, the expo-
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nential factors are in general multiplied by powers of ρ.2 However, the exponential
behaviour is all we need for setting up the boundary conditions in the numerics. We
are interested in the subleading behaviour so we pick the minus signs. In [59], a
normalizability condition for the fluctuations was given:
∫
dze2AGabψ
aψb =
∫
dρe3A+kGabψ
aψb <∞. (5.3.7)
In our case, we have in the UV that (xf = Nf/Nc)
e3A+k = e2ρ+2φ0
[√
1− xf
8
ρ1/2 +O(ρ−1/2)
]
, (5.3.8)
so that the subdominant fluctuations are always normalizable, while the dominant
ones are not. Let us also point out that for M2 > 1 or M2 > 9, we start getting
oscillatory behaviour for fluctuations in the UV, signalling the start of a continuum.
5.3.3 Nf > 2Nc
Similar considerations as in the last section (but with a different B) now lead to
solutions of the form a1,2 ∼ e(−1±
√
9+(xf−1)K2)ρ and a3,4 ∼ e(−1±
√
1+(xf−1)K2)ρ (times
powers of ρ). Note that the appearance of xf is Seiberg duality at work (restoring
units, it takes gsα
′NcK2 → gsα′Nc(xf − 1)K2).
2The validity of the expansion in powers of ρ−1 hinges on that it is possible to find a basis in
which the components with different exponential behaviour do not mix. In the case of [3], this can
be checked explicitly. However, in that case, P is exponentially close to P = 2Ncρ in the UV, so
that we can always work with analytical expressions. In the present case, only the UV expansion of
P in powers of ρ−1 is known. While we cannot verify that there exists a basis in which the different
exponential behaviours do not mix, the fact that we can go to reasonably high cut-offs in the UV
(around ρ = 15) before the numerics break down suggests that such a basis exists.
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5.3.4 Boundary Conditions for Type II in the IR
For Type II backgrounds, it is natural to expand the fluctuations in the IR as
a
a =
∞∑
n=0
a
a
nρ
n/2. (5.3.9)
We will choose boundary conditions such that the kinetic terms of the scalars do
not blow up, i.e. that the derivative ∂ρa
a does not blow up in the IR. This fixes
a
a
1 = 0 and, after plugging in the ansatz (5.3.9) into the differential equations for the
fluctuations (5.3.2), leads to four linearly independent solutions
a(1) =


1
0
0
0

 +


−2 + 2xf
Q0
+
16h21
Q20
2+2Q0−xf
2Q0
2+4Q0−xf
2Q0
2−xf
Q0

 ρ+O(ρ3/2), (5.3.10)
a(2) =


0
1
0
0

+


12 + 12
Q0
− 6xf
Q0
−6 + 3xf
2Q0
+ 3
h21
−12 + 3xf
2Q0
+ 3
h21
3xf
Q0
+ 6
h21

 ρ+O(ρ3/2), (5.3.11)
a(3) =


0
0
1
0

+


4 + 2
Q0
− xf
Q0
−2 + xf
4Q0
+ 1
2h21
−4 + xf
4Q0
+ 1
2h21
xf
2Q0
+ 1
h21

 ρ+O(ρ3/2), (5.3.12)
a(4) =


0
0
0
1

+


2−xf
2Q0
xf
8Q0
+ 1
4h21
xf
8Q0
+ 1
4h21
xf
4Q0
+ 1
2h21

 ρ+O(ρ3/2). (5.3.13)
This fixes our boundary conditions in the IR.
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5.3.5 Boundary Conditions for Type III in the IR
For Type III backgrounds it is natural to expand the fluctuations as
a
a =
∞∑
n=0
a
a
nρ
n/3. (5.3.14)
We see that the requirement that the derivatives of the fluctuations do not blow up
in the IR now leads to aa1 = a
a
2 = 0, which is a stronger requirement than for Type
II, and consequently leads to fewer than four allowed linearly independent solutions
in the IR:
a(1) =


0
−1
6
1
0

+


0
−1
−2
0

 ρ+


0
−h1K2
12
h1K2
2
0

 ρ4/3 +O(ρ5/3),
a(2) =


0
− 1
12
0
1

 +


0
1
2
1
0

 ρ+


0
−h1K2
24
0
−h1K2
2

 ρ4/3 +O(ρ5/3).
(5.3.15)
Now that we have fixed the boundary conditions, singling out a number of allowed
linearly independent solutions in the IR and UV, the question becomes whether for
a particular value of K2 it is possible to find linear combinations of the allowed
solutions in the IR which when evolved towards the UV can be written as linear
combinations of the allowed solutions in the UV. The numerical methods used for
determining this are outlined in section 4.4.
5.3.6 Results
Figure 5.5 shows the mass squared of the lightest scalar glueball as a function of
xf = Nf/Nc for a couple of Type A backgrounds with Type II IR behaviour. As
can be seen, the mass increases with the number of flavors, until the special point
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Figure 5.5: The mass squared of the lightest scalar glueball as a function of the
number of flavors for a couple of Type A backgrounds with Type II IR behaviour:
Q0 = 20 (squares) and Q0 = 1.2 (dots).
Nf = 2Nc (where the theory has certain peculiar properties) where it reaches the
start of the continuum, M2 = 1, and after that decreases as a function of the number
of flavors.
Figure 5.6 shows the mass squared of the lightest scalar glueball as a function
of xf = Nf/Nc for the Type A background with Type III IR behaviour. Again the
same pattern can be seen.
Under Seiberg duality, the integration constant Q0 → −Q0. Since for a Type A
background with Type III IR behaviour Q0 = 0, such backgrounds are Seiberg dual
to themselves (Q = (2Nc − Nf)ρ → (2Nc − Nf )ρ). In Figure 5.7, the dots are the
same as in Figure 5.6, and the squares are what is obtained under Seiberg duality,
mapping points as xf → xfxf−1 . Also, under Seiberg duality, M2 → (xf − 1)M2,
since we are working in units α′gsNc → α′gs(Nf −Nc). As can be seen, the Seiberg
dualized spectrum falls on the same trajectory.
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Figure 5.6: The mass squared of the lightest scalar glueball as a function of the
number of flavors for the Type A background with Type III IR behaviour.
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Figure 5.7: The mass squared of the lightest scalar glueball as a function of the
number of flavors for the Type A background with Type III IR behaviour with the
Seiberg dualized spectrum superimposed.
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5.4 Summary
We have been able to find a consistent truncation of the ten-dimensional Type IIB
supergravity system describing Nc D5 color branes and Nf backreacting D5 flavor
branes to five dimensions. The five-dimensional system is a non-linear sigma model
coupled to gravity. In this model, Seiberg duality is realized at the level of the
Lagrangian, i.e. any quantity that we can compute will automatically obey Seiberg
duality.
We have computed the mass squared of the lightest scalar glueball for a few
different Type A backgrounds, and found that the mass increases with the number
of flavors for Nf < 2Nc, but shows the opposite behaviour for Nf > 2Nc. For a
class of backgrounds that are Seiberg dual to themselves, we have seen explicitly
how Seiberg duality is realized for the spectrum.
In the future, it would be interesting to apply the same techniques in order to
compute the spectra of different systems with back-reacting flavors. For example,
gravity duals that exhibit walking behaviour were found in [3,93,94], and in particular
one could imagine adding flavors to the walking backgrounds of [3] (for which P grows
linearly in the UV) studied in more detail in the next chapter and find out how their
spectra are affected. It would be interesting to know what the effect of flavors is on
the light scalar present for these backgrounds. We leave these questions for a future
study.
88
Chapter 6
Walking Dynamics from
Gauge-Gravity Duality
In this chapter, we will study backgrounds in Type IIB supergravity, which exhibit
walking behaviour, i.e. a suitably defined gauge coupling stays nearly constant in
an intermediate energy regime. The backgrounds are obtained from the same kind
of setup as those of the previous chapter, i.e. Nc number of D5-branes wrapping an
internal S2, but we will now allow the solutions to have a more general form. In
other words, the backgrounds we will study in this chapter will be of so-called Type
N, which means that the VEV of the gaugino condensate is non-zero. Although, the
walking backgrounds that are the main topic of this chapter do not have flavors, we
will initially keep them in the analysis, so that we may generalize the results about
Seiberg duality of the previous chapter to Type N systems.
The walking theories of this chapter share qualitative features of a certain class
of phenomenological models known as Walking Technicolor. Technicolor models are
gauge theories that become strongly coupled at the TeV scale [17]. In these theories,
electroweak symmetry would be dynamically broken much like chiral symmetry is
broken by the chiral condensate in QCD. Furthermore, the large hierarchy between
the electroweak scale and the Planck scale would no longer be a problem, for the
same reason that there is no hierarchy problem associated with the smallness of ΛQCD
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relative to the Planck scale, i.e. dimensional transmutation. Technicolor models with
walking dynamics [95, 96] are viable candidates for physics beyond the Standard
Model. However, finding explicit examples of such theories has proved difficult due
to their strongly coupled nature. Recently, there has been a resurgence of interest in
the lattice community, with many studies investigating whether field theories with
walking behavior can be found [97].
While plotting the gauge coupling as a function of energy scale gives an indi-
cation that one is dealing with a walking theory, it does not prove this is the case
conclusively. The reason is that such a plot depends on what regularization scheme
one uses. In the holographic picture, this is simply the fact that one could just as
well have chosen a different radial coordinate corresponding to the energy scale. The
lattice studies mentioned above are subject to analogous problems. Therefore, it is
important to find well-defined physical questions to ask about the theory.
One such question is whether a light scalar exists in the spectrum. The existence
of such a light scalar is conjectured to be due to the breaking of the approximate
scale invariance of the walking region. It would then be the pseudo-Goldstone boson
associated with dilatations, the dilaton.1 It is an open question whether the dilaton
is a generic feature of walking theories. From a phenomenological viewpoint, its
existence would have significant consequences. Not only would its mass be lower
than the dynamical scale set by where the walking theory becomes strongly coupled.
To first order, it would also couple to the Standard Model fields in the same way as
the Higgs does. Using the techniques of Chapter 4, we find the existence of a light
state in the spectrum of the walking theories that we study. Its mass is suppressed
by the length of the walking region, suggesting that it might be interpreted as a
dilaton.
The structure of this chapter is as follows. In section 6.1, we review Type IIB
supergravity backgrounds known as Type N. Even though the walking models which
are the main topic of this chapter have no flavors, we keep them in the analysis for
now. We find a consistent truncation to a five-dimensional non-linear sigma model,
and generalize the results regarding Seiberg duality of the previous chapter. Next,
1Not to be confused with the dilaton of string theory.
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in section 6.2, we describe the walking backgrounds whose spectra we will study.
In section 6.3, we present our the results, and finally, we summarize our findings in
section 6.4.
6.1 Type N Backgrounds
We will now describe Type N backgrounds. For now, we keep the flavor degrees of
freedom, although eventually we will be interested in walking backgrounds, for which
Nf = 0. Since Type N backgrounds are solutions of Type IIB supergravity coming
from the same setup as in the previous chapter, i.e. Nc D5 color branes wrapped
on an S2 inside a CY3-fold, and Nf backreacting D5 flavor branes wrapped on a
non-compact two-cycle inside the same CY3-fold, the formulas for the action and
the equations of motion are the same as in section 5.1.1. The difference is that the
ansatz for Type N is more general than the one for the Type A backgrounds of the
previous chapter.
6.1.1 Ansatz and BPS Equations
The Type N ansatz is given by
ds2 =µ2e2f
[
µ−2dx21,3 + e
2kdρ2 + e2h(dθ2 + sin2 θdϕ2)+
e2g˜
4
(
(ω˜1 + adθ)
2 + (ω˜2 − a sin θdϕ)2
)
+
e2k
4
(ω˜3 + cos θdϕ)
2
]
,
F(3) =
µ2Nc
4
[
− (ω˜1 + bdθ) ∧ (ω˜2 − b sin θdϕ) ∧ (ω˜3 + cos θdϕ)+
dyµ ∧ (∂µb(−dθ ∧ ω˜1 + sin θdϕ ∧ ω˜2)) + (1− b2) sin θdθ ∧ dϕ ∧ ω˜3
]
−
µ2Nf
4
sin θdθ ∧ dϕ ∧ (dψ + cos θ˜dϕ˜),
(6.1.1)
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where µ2 = α′gs, and
ω˜1 =cosψdθ˜ + sinψ sin θ˜dϕ˜,
ω˜2 =− sinψdθ˜ + cosψ sin θ˜dϕ˜,
ω˜3 =dψ + cos θ˜dϕ˜.
(6.1.2)
As can be seen, the Type A ansatz corresponds to the special case a = b = 0.
Let us assume that the background functions a, b, f , g˜, h, and k only depend
on ρ. We will derive the BPS equations considering spinors in Type IIB with SUSY
variations that satisfy
ǫ = iǫ∗, Γθϕǫ = Γ12ǫ, Γρ123ǫ = (A+ BΓϕ2)ǫ. (6.1.3)
The gravitino variation δψx = 0 gives
f ′ =
Ae−2f−2g˜−2h+φ2
16
[
4e2h Nc + e
2g˜
(
Nf −
(
a2 − 2ba + 1)Nc) ]+
Be−2f−g˜−h+φ2Nc(b− a)
4
(6.1.4)
and
b′ = 2A(a− b) + Be
−g˜−h
2Nc
[
4e2hNc + e
2g˜
(
Nf −
(
a2 − 2ba + 1)Nc) ], (6.1.5)
where prime denotes differentiation with respect to ρ. These equations are the same
as the ones coming from the dilatino variations with φ = 4f . Further, δψθ = 0 gives
h′ =
Ae−2f−2h
4
[
e
φ
2
((
a2 − 2ba+ 1)Nc −Nf)− (a2 − 1) e2(f+k)]+
Be−2f−g˜−h
2
[
a
(−e2(f+g˜) − e2(f+k) + eφ/2Nc)− beφ/2Nc]
(6.1.6)
92
and
a′ =A (−2 − 2e−2g˜+2k) a + Be−2f−3g˜−h
2
[
2
(
a2 − 1) e2(f+g˜+k)−
4e2h+
φ
2Nc + e
2g˜+φ
2
(
Nf −
(
a2 − 2ba + 1)Nc) ]. (6.1.7)
δψθ˜ = 0 gives
g˜′ =A
(
e−2g˜+2k − e−2f−2g˜+φ2Nc
)
+
Be−2f−g˜−h
2
[
a
(
e2(f+g˜) − e2(f+k) + eφ/2Nc
)− beφ/2Nc] (6.1.8)
and the constraint
0 = 4Aae−f−g˜−h+k + Be−f−2g˜−2h+k (4e2h − (a2 − 1) e2g˜) . (6.1.9)
Finally, δψψ = 0 gives
k′ =
Ae−2f−2g˜−2h
4
[
8e2(f+g˜+h) +
(
a2 − 1) e2(f+g˜+k)
− 4e2(f+h+k) − 4e2h+φ2Nc + e2g˜+
φ
2
((
a2 − 2ba+ 1)Nc −Nf) ]
+ Be−2f−g˜−h
[
a
(−e2(f+g˜) + e2(f+k) + eφ/2Nc)− beφ/2Nc]
(6.1.10)
and the constraint
0 =4Ae−3f−g˜−h−k
[
beφ/2Nc − a
(−e2(f+g˜) + e2(f+k) + eφ/2Nc) ]
+ Be−3f−2g˜−2h−k
[
8e2(f+g˜+h) +
(
a2 − 1) e2(f+g˜+k)
− 4e2(f+h+k) − 4e2h+φ2Nc + e2g˜+
φ
2
(
Nca
2 − 2Ncab−Nf +Nc
) ]
.
(6.1.11)
Solving for A in the first constraint and plugging into the second one leads to
0 =e2g˜
(
e2(f+g˜) − 4e2(f+h) + eφ/2(Nf − 2Nc)
)
a
+ beφ/2
(
e2g + 4e2h
)
Nc − e2f+4g˜a3 + e2g˜+φ2 a2bNc.
(6.1.12)
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Using that
A2 + B2 = 1, (6.1.13)
we obtain
A = 4e
2h − (a2 − 1) e2g˜√
e4g˜ (a2 − 1)2 + 16e4h + 8 (a2 + 1) e2(g˜+h)
, (6.1.14)
and
B = − 4ae
g˜+h√
e4g˜ (a2 − 1)2 + 16e4h + 8 (a2 + 1) e2(g˜+h)
. (6.1.15)
We would like to point out that due to the presence of constraints, it is non-trivial
to find a superpotential W that generates the 5d potential V . If we simply follow
section 5.2.2 and use the equation of motion for A, i.e. W = −3
2
∂A/∂r (where dr =
eA+kdρ), we would end up with expressions containing A and B. In order to rewrite
these as functions of the scalar fields, we would have to use one of the constraints (as
we did in writing (6.1.14) and (6.1.15)). However, there is an ambiguity due to the
fact that we there are two different constraints we can use, (6.1.9) and (6.1.11). In
either case, we end up with a superpotential that is only related to the 5d potential
through V = 1
2
W aWa − 43W 2 if evaluated on the classical solution. In other words,
in order for this identity to be valid, one needs to use the constraint. This is enough
when only considering the background, but since we will study fluctuations around
the background in order to compute spectra, we need the more general formalism of
Chapter 4 that is valid for any 5d potential V .
In order to solve the BPS equations, it is convenient to go to the variables P , Q,
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Y , τ , and σ defined through [13]
e2h =
1
4
(
P 2 −Q2
P cosh τ −Q
)
,
e2g =P cosh τ −Q,
e2k =4Y,
a =
P sinh τ
P cosh τ −Q,
b =
σ
Nc
.
(6.1.16)
In terms of these variables, the BPS equations can be written as a single second
order differential equation for P :
P ′′ + (P ′ +Nf)
(
P ′ +Q′ + 2Nf
P −Q +
P ′Q′ + 2Nf
P +Q
− 4 cosh τ
)
, (6.1.17)
where Q and τ are given by
Q =
(
Q0 +
2Nc −Nf
2
)
cosh τ +
2Nc −Nf
2
(2ρ cosh τ − 1) (6.1.18)
and
sinh τ =
1
sinh(2(ρ− ρ0)) . (6.1.19)
The dilaton and Y are given by
e4(φ−φ0) =
1
(P 2 −Q2)Y sinh2 τ (6.1.20)
and
Y =
1
8
(P ′ +Nf). (6.1.21)
Here Q0, φ0, and ρ0 are integration constants. Without loss of generality, we put
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ρ0 = 0 in the following.
6.1.2 5d Effective Action
We will now derive a consistent truncation to five dimensions of the ten-dimensional
model under consideration. The derivation is analogous to that of section 5.2.1.
Plugging the ansatz (6.1.1) into the Type IIB action given by (5.1.1) and performing
the integration over the angular coordinates yields
S10d =
4µ4(4π)3
2κ2(10)
∫
dρ
∫
d4xe8f+2g˜+2h+2k (T − V ) , (6.1.22)
where
T = e−2k
[
− e
2g˜−2h
128
a′2 − N
2
c e
−4f−2h+φ−2g˜
128
b′2 +
9f ′2
4
+
h′2
16
−
φ′2
64
+
g˜′2
16
+ f ′h′ +
f ′k′
2
+
h′k′
8
+ f ′g˜′ +
1
4
h′g˜′ +
1
8
k′g˜′
]
,
(6.1.23)
and
V =
e−2(2(f+h)+k+2g˜)
256
×[
8e2(2f+h+2k+g˜)a2 + 8e4f+2h+6g˜a2 + 16e4(f+h+k)+
(
a2 − 1)2 e4(f+k+g˜) − 64e2(2(f+h)+k+g˜)−
16
(
a2 + 1
)
e2(2f+h+k+2g˜) + 16e4h+φN2c + 8(a− b)2e2h+φ+2g˜N2c+
eφ+4g˜
(
Nf −
(
a2 − 2ba + 1)Nc)2 + 8e 12 (4(f+h+k)+φ+4g˜)Nf
]
.
(6.1.24)
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Changing to variables
f = A + p− x
2
, g˜ = −A− g
2
+ log 2− p+ x,
h = −A + g
2
− p+ x, k = −A + log 2− 4p,
(6.1.25)
with inverse
A =
1
3
(8f + 2g˜ + 2h+ k)− log 2, g = −g˜ + h+ log 2,
p = −1
6
(4f + g˜ + h + 2k) +
1
2
log 2, x = 2f + g˜ + h− log 2,
(6.1.26)
and also changing the radial coordinate as dr = eA+kdρ, we obtain
S10d =
4µ4N2c (4π)
3
2κ2(10)
∫
dr
∫
d4xe4A (T − V ) , (6.1.27)
with
T = 3A′2 − 1
4
e−2ga′2 − N
2
c e
φ−2x
64
b′2 − g
′2
4
− 3p′2 − x
′2
2
− φ
′2
8
, (6.1.28)
and
V =
e−2(g+2(p+x))
128
×[
e12p+2x+φ
(
2e2g(a− b)2 + e4g + (a2 − 2ba + 1)2)N2c−
2
(
a2 − 2ba + 1) e12p+2x+φNfNc + e12p+2x+φN2f + 8e2g+6p+x+φ2Nf+
16
(
a4 + 2
((
eg − e6p+2x)2 − 1) a2 + e4g − 4eg+6p+2x (1 + e2g)+ 1)
]
(6.1.29)
Recognizing that for a metric given by ds25 = dr
2 + e2Adx21,3 the Ricci scalar is (up
to partial integrations) equal to R = −12A′2, we can write this as the action of a 5d
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non-linear sigma model
S5d =
∫
dr
∫
d4x
√−g
[
R
4
− 1
2
Gabg
MN∂MΦ
a∂NΦ
b − V (Φ)
]
, (6.1.30)
where Φ = [g, p, x, φ, a, b], and the non-linear sigma model metric is diagonal with
entries Ggg =
1
2
, Gpp = 6, Gxx = 1, Gφφ =
1
4
, Gaa =
e−2g
2
, and Gbb =
N2c e
−2x+φ
32
. It can
be shown that any solution to the equations of motion following from this 5d action
also satisfy the equations of motion of the original 10d system. Therefore, the 5d
non-linear sigma model derived in this section is a consistent truncation.
6.1.3 Seiberg Duality for Type N
We can generalize the arguments of section 5.2.3 to Type N. For these backgrounds,
Seiberg duality corresponds to the transformation [13]
Q→ −Q,
σ → −σ,
Nc → Nf −Nc,
(6.1.31)
leaving P , Y , φ, and τ unchanged. Using the relations
e3A =
e2φ(P 2 −Q2)√Y
16
,
e2g =
P 2 −Q2
(cosh τP −Q)2 ,
e6p =
4e−φ√
P 2 −Q2Y ,
e2x =
eφ(P 2 −Q2)
16
(6.1.32)
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we see that in terms of the 5d variables, a Seiberg duality takes the form
eg → e
g
e2g + a2
,
a→ a
e2g + a2
,
b→ Nc
Nc −Nf b,
Nc → Nf −Nc.
(6.1.33)
Again, it is straightforward to see that both the non-linear sigma model metric Gab
and the potential V of the previous section are invariant under these transformations.
It follows that the whole 5d theory obeys Seiberg duality.
6.2 Walking Backgrounds
In the remainder of this chapter, we will focus on a particular class of Type N
solutions that have walking behaviour. These have Nf = 0 and Q0 = −Nc, and can
be thought of as deformations of the background known as non-singular Maldacena-
Nunez [16]. In the IR, they behave as the walking solutions found in [93]. Non-
singular Maldacena-Nunez corresponds to Pˆ = 2Ncρ. The reason that we want our
solutions to asymptote to Maldacena-Nunez in the UV (ρ → ∞) is that we then
obtain a non-trivial (discrete) spectrum.
Consider a small perturbation around Pˆ , so that
P (ρ) = Pˆ (ρ) + ǫp(ρ). (6.2.1)
Linearizing the second order differential equation for P that determines the back-
ground, equation (6.1.17), we find two possible behaviours in the UV (ρ → ∞):
p(ρ) ∼ e−4ρ and p(ρ) ∼ e2ρ (up to factors that are powers of ρ and are irrelevant for
the purpose of setting up the numerics). In order for the perturbative expansion in ǫ
to be consistent, we need to pick the first behaviour which is decaying exponentially.
Solving (6.1.17), we set up the boundary conditions in the UV corresponding to the
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Figure 6.1: A few backgrounds with walking behaviour compared to non-singular
Maldacena-Nunez (black line).
small deformations around Pˆ so that
P = Pˆ +Nce
4(ρ∗−ρ), (6.2.2)
and evolve numerically towards the IR. ρ∗ sets the scale at which, going from the
UV to the IR, the solutions start to deviate from non-singular Maldacena-Nunez.
Another scale is set by the VEV of the gaugino condensate which is of order ρ ∼ 1.
A few examples of walking backgrounds are depicted in Figure 6.1.
In the IR (ρ → 0), P becomes nearly constant for these backgrounds. More
precisely, they fall into the class of Type N backgrounds that have an IR expansion
known as Type I:
P = P0 +
4
3
c3+P
2
0 ρ
3 +
16
15
P 20 c
3
+ρ
5 +O(ρ6), (6.2.3)
where P0 and c+ are integration constants. Due to the fact that we want the back-
grounds to asymptote to non-singular Maldacena-Nunez in the UV, c+ and P0 are
not independent, but need to dialed in such a way that the correct UV behaviour
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Figure 6.2: The four-dimensional gauge coupling λ as a function of the radial coor-
dinate ρ for the same backgrounds as those in Figure 6.1.
is obtained. Thus, we have a one-parameter family of solutions parameterized by
P0 ≈ 2Ncρ∗.
A four-dimensional gauge coupling λ can be defined which is essentially the in-
verse of the size of the S2. It is given by
λ =
g2Nc
8π2
=
Nc coth ρ
P
. (6.2.4)
In Figure 6.2, we plot this gauge coupling as a function of the radial coordinate ρ
for the same backgrounds as those in Figure 6.1. As can be seen, there is a scale
ρ ∼ 1 set by the gaugino condensate below which the gauge coupling diverges. In
an intermediate region, we can obtain walking behaviour. This behaviour continues
until the scale set by ρ∗ after which all the backgrounds behave as non-singular
Maldacena-Nunez towards the UV.
While Figure 6.2 certainly suggests that we are dealing with a walking the-
ory, it does not prove this is the case conclusively. The reason is that the plot
is regularization-scheme dependent. In the holographic picture, this corresponds to
the fact that we can always rescale the radial coordinate ρ. In other words, we need
to compute something that is actually physical, such as the spectrum.
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6.3 Scalar Spectra
In this section, we will apply the methods developed in Chapter 4 in order to compute
the spectra of the walking backgrounds of the previous section. Let us remind the
reader that the differential equation for the scalar fluctuations aa that we need to
solve is given by (5.3.2)
[
δab∂
2
ρ + S
a
b ∂ρ + T
a
b − δab e2kK2
]
a
b = 0, (6.3.1)
with
Sab =2Gabc∂ρΦc + 4 (∂ρp+ ∂ρA) δab ,
T ab =∂bGacd∂ρΦc∂ρΦd−
4e−8p
[(
4(V a∂ρΦ
c + V c∂ρΦ
a)
3∂ρA
+
16V ∂ρΦ
a∂ρΦ
c
9(∂ρA)2
)
Gcb + ∂bV
a
]
.
(6.3.2)
Before doing so, we need to discuss which boundary conditions to impose on the
scalar fluctuations in the IR and UV.
In the following, we will put µ = 1, and rescale P → NcP , and similarly for Q
and Y . The masses that we will compute will be in units of
√
α′gsNc.
6.3.1 Boundary Conditions in the UV
In the UV, the background is exponentially close to non-singular Maldacena-Nunez.
Let us go to a basis in which the matrices S and T become diagonal in the UV to
leading order in 1/ρ (ignoring exponentially suppressed terms). Such a basis is given
by
a
a → Bab ab, (6.3.3)
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where
B =


−1 2
3
0 1 0 0
1
2
1
6
1 0 0 0
1 −1
6
−3 1
2
0 0
0 1 −6 −1 0 0
0 0 0 0 1 −1
0 0 0 0 1 1


. (6.3.4)
The matrices S and T take the following form in the UV:
S =


8ρ
4ρ−1 0 0 0 0 0
0 8ρ
4ρ−1 0 0 0 0
0 0 8ρ
4ρ−1 0 0 0
0 0 0 8ρ
4ρ−1 0 0
0 0 0 0 4−8ρ
1−4ρ 0
0 0 0 0 0 4−8ρ
1−4ρ


, (6.3.5)
T =


−8(48ρ
2−24ρ+5)
3(1−4ρ)2 − 169(1−4ρ)2 0 0 0 0
− 8
(1−4ρ)2 −
32(12ρ2−6ρ+1)
3(1−4ρ)2 0 0 0 0
0 0 0 0 0 0
0 0 0 2(1−2ρ)
2
ρ2(4ρ−1) 0 0
0 0 0 0 4
4ρ−1 0
0 0 0 0 0 32ρ−4
1−4ρ


. (6.3.6)
Expanding the fluctuations as
a
a = eCaρ
∑
n
a
a
nρ
ba,n , (6.3.7)
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where the exponents ba,n can take on non-integer values, plugging into the differential
equation (6.3.1), and expanding in powers of 1/ρ, we find2
C1,2,6 = −1±
√
9 +K2,
C3,4,5 = −1±
√
1 +K2.
(6.3.8)
We are interested in the subdominant behaviour, so we pick the minus signs in these
expressions. In [59], a normalizability condition for the fluctuations was given:
∫
dre2AGaba
a
a
b =
∫
dρe3A+kGaba
a
a
b <∞. (6.3.9)
In our case, we have in the UV that
e3A+k = e2ρ+φ0/2
[
ρ1/2
16
+O(ρ−1/2)
]
, (6.3.10)
so that the subdominant fluctuations are always normalizable, while the dominant
ones are not. Let us also point out that the presence of the square roots in the
exponentials signal the start of a continuum at M2 = 1 and at M2 = 9 above
which the fluctuations start to exhibit oscillatory behaviour in the UV. Note that
the consistent truncation used in [59], in order to compute the spectrum of non-
singular Maldacena-Nunez, corresponds to keeping only the fluctuations that fall off
as e(−1−
√
1+K2)ρ in the UV, i. e. (a3, a4, a5).
In conclusion, we now have six linearly independent solutions in the UV with
the subdominant behaviour. We will evolve these numerically from the UV to a
midpoint where we will compare them to solutions evolved from the IR. These IR
solutions will be found in the next section.
2When setting up the boundary conditions in the UV, the exponential behaviour is the most
important, since up to an overall factor that affects both aa and its derivative, the effect of the ba,n
is suppressed by 1/ρ. Therefore, Ca is all we need for running the numerics.
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6.3.2 Boundary Conditions in the IR
Using (6.2.3), we can expand the differential equations for the scalar fluctuations
(6.3.1) in the IR (ρ→ 0). Writing the fluctuations as
a
a =
∞∑
n=−∞
a
a
nρ
n
(6.3.11)
and plugging into (6.3.1), we obtain


a
1 = a10 + a
1
1ρ+ 4(a
5
0 − a10)ρ2 +O (ρ3) ,
a
2 = a20 + a
2
1ρ+O (ρ3) ,
a
3 = a30 + a
3
1ρ+O (ρ3) ,
a
4 = a40 + a
4
1ρ+O (ρ3) ,
a
5 = a50 + (−4a10 + 2a50)ρ2 + a53ρ3 +O (ρ4) ,
a
6 = a6−1ρ
−1 − 2
3
a
6
−1ρ+ a
6
2ρ
2 +O (ρ3) ,
(6.3.12)
The solutions are determined by the 12 integration constants a10, a
1
1, a
2
0, a
2
1, a
3
0, a
3
1,
a
4
0, a
4
1, a
6
−1, a
6
2, a
5
0, and a
5
3. Suppose we want to impose boundary conditions such
that the kinetic terms of the action do not blow up in the IR. The kinetic term of
the action is ∫
dr
√−gGabgrr∂rΦa∂rΦb =
∫
dρe3A−kGab∂ρΦa∂ρΦb. (6.3.13)
We have that
e3A−k =
1
2
e4(A+p) =
eφ0/2
8
√
2c
3/2
+
+O(ρ3). (6.3.14)
All components of the non-linear sigma model metric are of order 1, except
G55 =
1
8ρ2
+O(ρ0). (6.3.15)
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Figure 6.3: The spectrum as a function of P0/Nc ≈ 2ρ∗.
This means that we must set a50 = a
6
−1 = 0 in the IR. It is not clear which IR
boundary conditions to impose on the first four fields. For definiteness, we will
in the following choose aa0 = 0, i.e. Dirichlet, for all the scalar fluctuations. Six
parameters remain: a11, a
2
1, a
3
1, a
4
1, a
5
3, and a
6
2. Again, by alternately setting all but
one of these parameters equal to zero, we obtain six linearly independent solutions
in the IR.
6.3.3 Results
The numerical results are plotted in Figure 6.3, where the spectrum as a function
P0/Nc ≈ 2ρ∗ is shown. As can be seen, the spectrum contains a state which becomes
lighter as P0 (or alternatively the length of the walking region ρ∗) is increased. When
ρ∗ is of the same order as the scale set by the gaugino condensate, i.e. ρ ∼ 1, this
state disappears from the spectrum.
Furthermore, the spectrum contains two towers of states converging on M2 = 1.
As the length of the walking region is increased, these become heavier, so that the
discrete spectrum effectively disappears into the continuum. Going to a variable a
defined through √
1−M2 = 3
4a− 1 , (6.3.16)
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Figure 6.4: The two towers of states in terms of the variable a defined in (6.3.16).
we can more clearly see how the two towers behave. The result is plotted in Fig-
ure 6.4. As ρ∗ → 0, the spectrum agrees with that of non-singular Maldacena-Nunez
computed in [59].
6.4 Summary
In this chapter, we studied ten-dimensional systems which can be thought of as Nc
D5-branes wrapping an internal S2. At first, we included flavor degrees of freedom,
obtained from Nf back-reacting flavor branes. We derived a consistent truncation to
a five dimensional non-linear sigma model consisting of six scalars coupled to gravity,
and showed how Seiberg duality is realized from the five-dimensional point of view,
generalizing the results of the previous chapter to apply to Type N systems.
We then turned our attention to a particular class of backgrounds that exhibit
walking behaviour. We would like to emphasize that these are not Walking Tech-
nicolor models, since they do not yield a mechanism for electro-weak symmetry
breaking. However, the set of results collected in this chapter supports the idea
that this system is a very interesting laboratory, in which walking can be studied
systematically, and in which dynamical questions can be addressed in a calculable
form, providing a guidance for model building.
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The class of solutions we found yields the four-dimensional gauge coupling of a
walking theory (the Lagrangian of which, for present purposes, we do not need to
know), in the sense that there is an intermediate region where the gauge coupling is
approximately constant. While the interpretation in terms of the dual field theory
is at this point not well understood, the very fact that we observe a particle in the
spectrum with a mass much lower than the dynamical scale of the theory suggests
that its existence is due to the spontaneous breaking of an approximate symmetry.
If this symmetry is scale invariance, then the light scalar would be interpreted as the
dilaton, the pseudo-Goldstone boson of dilatations. From the gravity point of view,
it is clear that scale invariance is broken in the IR by the gaugino condensate, and
in the UV at the scale set by ρ∗.
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