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Abstract
These days, detection of Visual Attention Regions (VAR), such as moving ob-
jects has become an integral part of many Computer Vision applications, viz. pat-
tern recognition, object detection and classification, video surveillance, autonomous
driving, human-machine interaction (HMI), and so forth. The moving object iden-
tification using bounding boxes has matured to the level of localizing the objects
along their rigid borders and the process is called foreground localization (FGL).
Over the decades, many image segmentation methodologies have been well studied,
devised, and extended to suit the video FGL. Despite that, still, the problem of video
foreground (FG) segmentation remains an intriguing task yet appealing due to its
ill-posed nature and myriad of applications. Maintaining spatial and temporal co-
herence, particularly at object boundaries, persists challenging, and computationally
burdensome. It even gets harder when the background possesses dynamic nature,
like swaying tree branches or shimmering water body, and illumination variations,
shadows cast by the moving objects, or when the video sequences have jittery frames
caused by vibrating or unstable camera mounts on a surveillance post or moving
robot. At the same time, in the analysis of traffic flow or human activity, the perfor-
mance of an intelligent system substantially depends on its robustness of localizing
the VAR, i.e., the FG. To this end, the natural question arises as what is the best
way to deal with these challenges?
Thus, the goal of this thesis is to investigate plausible real-time performant im-
plementations from traditional approaches to modern-day deep learning (DL) models
for FGL that can be applicable to many video content-aware applications (VCAA). It
focuses mainly on improving existing methodologies through harnessing multimodal
spatial and temporal cues for a delineated FGL. The first part of the dissertation
is dedicated for enhancing conventional sample-based and Gaussian mixture model
(GMM)-based video FGL using probability mass function (PMF), temporal median
filtering, and fusing CIEDE2000 color similarity, color distortion, and illumination
measures, and picking an appropriate adaptive threshold to extract the FG pixels.
The subjective and objective evaluations are done to show the improvements over a
number of similar conventional methods.
v
The second part of the thesis focuses on exploiting and improving deep convolu-
tional neural networks (DCNN) for the problem as mentioned earlier. Consequently,
three models akin to encoder-decoder (EnDec) network are implemented with various
innovative strategies to improve the quality of the FG segmentation. The strategies
are not limited to double encoding - slow decoding feature learning, multi-view recep-
tive field feature fusion, and incorporating spatiotemporal cues through long-short-
term memory (LSTM) units both in the subsampling and upsampling subnetworks.
Experimental studies are carried out thoroughly on all conditions from baselines
to challenging video sequences to prove the effectiveness of the proposed DCNNs.
The analysis demonstrates that the architectural efficiency over other methods while
quantitative and qualitative experiments show the competitive performance of the
proposed models compared to the state-of-the-art.
vi
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Chapter 1
Introduction
1.1 Overview
This chapter elaborates the motivation, aims, and objectives of the research, and
provides the background information of foreground localization. Furthermore, the
key contributions and methodology are briefly disclosed. Finally, the thesis structure
is outlined.
1.2 Motivation
The advancement in the state-of-the-art technology for visual acquisition has resulted
in low-cost digital video recording devices, and the progress in High-Performance
Computing (HPC) for processing a large volume of data has promoted the installation
of cameras everywhere, on fixed and moving platforms. According to a study, there
were more than 245 million professionally installed video surveillance cameras globally
used in a daily basis in 2014 [96]. In year 2016, it leaped by 100 million to an
estimated 350 million, including an approximate of 62 million surveillance cameras
in North America [97]. In China, at the same time, there are 176 million surveillance
cameras active and the country extends them to 570 million, by 2020 that’s nearly
one camera for every two citizens [142]. According another study in the late 2017,
the total number of cameras in the world will reach about 45 billion that includes few
billions of cell phones equipped with cameras, autonomous cars, security cameras, and
smart home products, and so forth by 2022 [75]. The overwhelming volume of data
captured through such deluge of devices raises the question of how to monitor and
analyze the information? Humans cannot efficiently perform these tasks over such
prevalence of information because after 20 minutes of monitoring a human operator
misses 90% of activity on the screen. It urges to have intelligent systems that are
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capable of automatically extracting application-specific information, for instance, the
presence of an object, in the scene being monitored. The system can be a tool to
help humans to perform intriguing and time-consuming tasks and to maintain the
efficiency of video-based applications by processing only relevant detail. Most video
data have redundant information, such as background information, which costs a
massive volume of storage and computing resources.
Moreover, the scenes monitored exhibit illumination changes, motion changes,
secondary illumination effects cast by the moving objects, and random pixel intensity
variations due to capturing devices. To this end, what is the best way to deal with
these challenges? At the same time, in the analysis of traffic flow or human activity,
the performance of an intelligent system substantially depends on its robustness of
foreground localization [170].
The goal of this thesis is to improve the fundamental algorithms and introduce
new deep learning architectures for foreground localization that can be applicable to
many Video Content Aware Applications (VCAA).
(Image: https://ihsmarkit.com, https://www.envisioninteligence.com)
Figure 1.1: Examples for video surveillance camera placements.
(a) (b)
(Image: http://www.businessinsider.com, https://cosmosmagazine.com)
Figure 1.2: Applications of video cameras: (a) AImotive’s customized Toyota Prius
has cameras in front, on its sides, and in back. (b) Onboard cameras are key to
developing truly independent robots.
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The applications of FGL is myriad as a probable application environment depicted
by Fig. 1.3. For example, the FGL-based automatic people and vehicle detection,
counting, and tracking system can address the following sectors:
Figure 1.3: A probable application environment of foreground localization.
• Object recognition: In general, recognition identifies an object to be part of
a group of objects. This process can be carried out by object segmentation and
extraction followed by a classification task. For instance, in case of traffic signal
recognition, where the traffic signal is segmented into a single object based on
some primitive features, such as color intensities and texture information; later,
it is recognized to identify the class of traffic signals. Thus, such systems require
FG segmentation mechanism to locate the specific object in a video frame or
image.
• Security: Many industries or public facilities such as airports are interested
in locating and tracking people to monitor human presence in forbidden areas,
like borders crossings, or people walking in wrong directions, and suspicious
activities can be automatically detected and shared with security agents.
• Human gesture or action recognition: It is a rapidly growing application
area of foreground detection/localization. The FG identification is employed at
an early stage to extract the human or simply the gesture to process towards
the recognition or classification stage [124,125].
• Safety: Anomaly detection in public areas, such as parks, lounges, railway
stations, or bars to detect abandoned objects, and to estimate crowd sizes for
safety purposes.
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• Data compression: Content-aware data compression that keeps intact the
essential foreground objects while applying higher data compression rate on the
background for big video data.
• Optimization: Based on the detected FG, a system can perform object index-
ing for statistical analysis on the people on a platform, for instance, to optimize
flows in railways. It can help to answer - How many people are waiting? How
long? Moreover, where are they usually going? Thus, peak times can be iden-
tified to optimize operation.
• Autonomous driving and traffic safety: It assists in getting accurate vi-
sual perception around a vehicle resulting in improved road traffic safety and
autonomous navigation.
1.3 Evaluation of foreground localization
Predicted Class
Positive Negative
Actual Class
Positive TP FN
Negative FP TN
Table 1.1: Confusion matrix.
There are many objective evaluations methods, like Local Refinement Error (LRE),
Missed-classification Ratio (MCR), Probabilistic Rand Index (PRI), Variation of In-
formation (VoI), and F-measure. Among them, the f-measure is the most widely
accepted and standardized method, which is a weighted harmonic mean measure of
recall and precision, i.e., size of the intersection divided by the union of the two
regions. It is also referred as Intersection-over-Union (IoU) or Figure-of-Merit (FoM)
and defined as (1.1).
F −measure = 2× (Precision×Recall)
Precision+Recall
, (1.1)
where recall is the detection rate and precision is the percentage of correct prediction
compared to the total number of detections as positives. The recall and precision are
given by (1.2), where TP, FN , and FP refer true positive, false negative, and false
positive, respectively as described by the confusion matrix in Table 1.1.
Recall =
TP
TP + FN
,Precision =
TP
TP + FP
(1.2)
This dissertation utilizes the f-measure for quantitative analysis.
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1.4 Contributions to knowledge
A reliable FG localization algorithm should be robust and able to handle sudden
and gradual illumination changes, high frequency moving objects, repetitive motion
in the background (such as tree leaves, flags, waves in the sea or lake, etc.) and
long-term scene changes (a car is parked for a month, for instance). Thus, there
have been many algorithms proposed fundamentally based on GMM by the CV com-
munity over the past two decades since the pioneer work reported by Stauffer and
Grimson [139]. For instance, Effective GMM [78], GMM-based conditional random
filed [159, 160], Variational clustered GMM [24], and Wavelet transformation-based
GMM [91]. However, such high complexity algorithms are not necessary for specific
surveillance purposes, including monitoring an automatic teller machine (ATM) in a
shopping complex or bank. Because in such cases, the surveillance camera is fixed at
a place and the background environment is known prior to monitoring. In such con-
ditions, it is recommended to employ simplistic models to the moving objects in the
given environment being monitored. To this end, this thesis, firstly, introduces two
simplistic algorithms: a probabilistic based model with a non-supervised threshold
and 3D-color space model using distance vector for constrained environment BGS.
The outcomes of these models have been published in [144].
Although the multivariate GMM is well exploited for BGS in [139], the threshold
value used to separate BG and FG in such algorithms requires tuning for every new
video feed. In order to circumvent this, this thesis takes advantage of color similar-
ity, color distortion, and illumination measures for an effective FG enhancement. The
color similarity and distortion measures have been used in industries to measure color
differences of fabricated materials. We explore another application of the measures in
the framework of BGS by utilizing them to enhance the FG features and to find ap-
propriate thresholds. The concept of using such measures is plausible since traditional
GMM based BGS techniques tend to miss-classify pixels when the FG and BG pixels
are similar in color or distorted by the brightness and illumination variation or by the
capturing technology (including camera motion). We have successfully utilized the
aforesaid measures in [143] to estimate an appropriate threshold through empirical
mathematical derivations, which controls the minimum amount of data that model
the BG. This basic model then has gone through further improvement, whereby it
takes advantage of feature fusion to enhance the primary FG feature and then uses
a histogram-based strategy to find an optimal threshold. The threshold is then em-
ployed to extract a final refined FG. Thus, the proposed algorithm consists of three
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major processing stages: BG estimation and FG detection, FG feature enhancement,
and FG refinement. The outcomes of the improved model have been published in [3].
It is also very crucial to adopt the cutting-edge CV technologies, like DL for FGL.
Deep learning networks have been successfully applied to big data for knowledge
discovery, knowledge application, and knowledge-based prediction. Consequently,
the deep CNN has become a driving force of the modern era autonomous driving,
video surveillance, drug and food inspection, and so forth. Thus, this thesis also
extends the work on utilizing DL for FG. It harnesses the power of CNN-based image
semantic segmentation ideas for video foreground localization. It improves the basic
EnDec CNN through the following innovative approaches:
1. Slow encoder-decoder CNN with micro auto-encoder blocks, batch normaliza-
tion, and channel-wise residual feature concatenation.
2. Multi-view receptive field to capture scale-invariant features of FG objects.
3. CNN-LSTM model to exploit spatiotemporal cues for delineate FGL.
Finally, this thesis analyses the performances of the proposed approaches on pub-
licly available benchmark data-sets for video FGL. All the findings at every stage of
the research have been published through or submitted to internationally recognized
IEEE conferences, journals, and transactions.
1.5 Methodology
The following research methodology is pursued for this doctorate:
• Literature review: An extensive background study was conducted on the exist-
ing works in the area of foreground localization. Research articles and papers
published by official international conferences and journals were reviewed in
depth to understand the research carried out so far in the field of FGL to find
research gaps and to set the milestones of this thesis. The papers studied are
mainly from IEEE, ACM, IET, Elsevier, and Springer.
• Foundation: Various texts and online materials on image and video processing,
neural networks and deep learning were studied for an understanding of the
critical theoretical and practical methodologies towards FGL. The study also
covered associated topics, including histograms, adaptive threshold, morpholog-
ical operations for noise reduction, and deep CNNs. The texts are ranging from
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the classical image processing book, Digital Image Processing by G. Woods [43]
to online resources, the Stanford CS231n - Convolutional Neural Networks for
Visual Recognition [38].
• Programming paradigm: Python with Keras using Tensorflow backend and
MATLAB were used to develop algorithms and DL models for FGL and to
test and verify the output of the proposed logic(s).
• Data-sets: In order to test the algorithms and models, publicly available bench-
mark video sequences with varying challenges are used. Moreover, the results
achieved are analyzed with ground-truths and quantitatively compared to liter-
ature results using standard measurement matrices. The performance measures
indicate the strength and weakness of the proposed algorithms and models over
the existing works by other researchers.
• Dissemination: The outcomes are presented at and/or disseminated through
IEEE international conferences, transactions, and international journals, like
IET, and Springer whereby the proposed work are reviewed by experts in the
field. Experts’ feedback is one of the rich sources towards the advancement of
knowledge that is used for continuous improvement of the proposed methods.
• Knowledge exchange: We conduct regular seminars with our peers at our com-
puter vision and sensing systems laboratory (CVSSL) and meet experts at var-
ious conferences as another source of gaining knowledge.
1.6 Research findings
During this doctorate research the proposed methodologies and related works have
been published and/or presented in international IEEE conferences, journals, and
transactions. The list of publications as follows:
• T Akilan, QMJ Wu, Y Yang, Fusion-based foreground enhancement for back-
ground subtraction using multivariate multi-model Gaussian distribution, Jour-
nal of Information Sciences, 430, 414-431, 2018 (IF > 4.5).
• T Akilan, QMJ Wu, et al., A 3D CNN-LSTM-based image-to-image foreground
segmentation, IEEE Trans. ITS, 2018 (Under review: T-ITS-18-01-0043).
• T Akilan, and QMJ Wu, sEnDec: An improved image-to-image CNN for fore-
ground localization, IEEE Trans. ITS, 2018 (Under review: T-ITS-18-02-0167).
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• T. Akilan, and QMJ Wu, Double encoding - Slow decoding image to image CNN
for foreground identification with application towards intelligent transportation,
IEEE GreenCom 2018 (Submitted: #1570441560).
• T Akilan, and QMJ Wu, An improved video-foreground extraction strategy
using multi-view receptive field and EnDec CNN, IEEE Trans. on Broadcasting,
2018 (Under review: BTS-18-058).
• T Akilan, QMJ Wu, et al., Effect of fusing features from multiple dcnn archi-
tectures in image classification, IET Image Process., 2018.
• T Akilan, QMJ Wu, et al., A late fusion approach for harnessing multi-cnn
model high-level features, IEEE Int. Conf. SMC, 2017.
• T Akilan, QMJ Wu, et al., A feature embedding strategy for high-level cnn
representations from multiple convnets, IEEE GCSSIP, 2017.
• T Akilan, QMJ Wu, et al., Fusion of transfer learning features and its applica-
tion in image classification, IEEE CCECE, 2017.
• T Akilan, QMJ Wu, and J Huo, A unified threshold updating strategy for
multivariate gaussian mixture based moving object detection, Intr. Conf. High
Performance Computing & Simulation (HPCS), 570-574. IEEE, 2016.
• T Akilan, QMJ Wu, et al., Video foreground detection in non-static back-
ground using multi-dimensional color space, Procedia Computer Science 70,
55-61, 2015.
1.7 Thesis structure
This thesis consists of ten chapters, initially with this introductory chapters, which
provide a concise synopsis of the work. Gradually, it spans out on proposed algo-
rithms and models. Finally, it concludes with discussions and directions for future
work. It is structured as follows:
Chapter 1 discusses the motivation, aims and objectives, and research methodology.
Chapter 2 discloses briefly the key background details from conventional CV perspec-
tive to modern deep DL with definitions, equations, derivations, and expositions.
Chapter 3 reviews the classical and modern foreground detection/localization algo-
rithms discovered in the literature. It is dedicated to brushing up the present and past
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contributions in the field. However, in the core chapters also the relevant literature
reviews are given in concise form whenever it is possible to enhance the understanding
of the proposed ideas.
Chapter 4 proposes two sample-based FGL algorithms using probability mass func-
tion with a non-supervised threshold computation and a 3D-color space model using
distance vector for background suppression. Empirical study is carried out with var-
ious color spaces, like RGB, YCbCr, YIQ, and YUV.
Chapters 5 and 6 intent to present novel ideas to update the threshold of GMM-based
BGS with respect to color distortion, similarity and illumination measures in pixel-
level. These cues are interesting as the CIDE2000 color similarity and color distortion
have not been used for foreground localization by the CV community so far.
Chapter 7 introduces two elegant ideas to improve the learning ability of a basic
image-to-image CNN network through micro-auto-encoder blocks in the subsampling
subnetwork and slow decoding blocks in the upsampling subnetwork.
Chapter 8 introduces akin to Inception modules with multi-view receptive field to
capture scale invariant FG clues. And to capture the spatiotemporal features, it uses
a temporally median filtered BG model stacked as the third channel of input data
that takes two consecutive frames as the first two channels.
Chapter 9 harnesses the ability of LSTM modules in handling time series data. It
implements a 3D CNN-LSTM network that takes four frames at a time to predict the
FG region in the current frame.
Chapter 10 concludes the thesis with overall discussions and intuitive directions for
future work.
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Chapter 2
Background
2.1 Overview
This chapter lays a strong foundation of the dissertation by providing the definitions,
mathematical derivations, and background information on the key topics relevant to
the work presented.
2.2 Computer vision
Computer vision is the science that focuses on the ultimate goal of creating a similar,
if not better, the capability of the human vision system (the way eyes and brain work
together) to a machine or computer. The core components of CV are: an automatic
feature extraction, analysis and understanding of useful detail from a single visual
or a sequence of visuals, i.e., videos. The development of the core units requires a
depth knowledge of theoretical and algorithmic basis of signal processing and artificial
intelligence or neural networks.
2.3 Foreground
In a formal dictionary definition, the part of a view that is nearest to the observer,
especially in a picture or photograph. However, in this thesis context, the pixel or
group of pixels that represent moving object(s) in a scene monitored.
2.4 Background
In a formal dictionary definition, the area or scenery behind the primary object of
contemplation, especially when perceived as a framework for it. However, in this
10
thesis context, the pixels that are not part of FG region or the pixels that represent
near static objects in a scene monitored.
2.5 Foreground localization
Locating the moving objects with a tight binary mask in video sequences that are
captured from stationary/non-stationary cameras. It is a core task in computer vision
for robust video surveillance applications.
2.6 Background subtraction
It is a technique in the field of computer vision, wherein the foreground FGt in a
current scene It is extracted by subtracting it from its known background BGt and
regulated by a threshold τ as:
FGt = abs(It −BGt) > τ (2.1)
The process is then described via flow diagrams in Fig. 2.1, where the pt, Ft,
and Mt represent values of the new pixel, FG pixel, and the BG model pixel at the
time t. Then, the extracted FG then can be used for high-level analysis, like object
recognition. Generally, in a scene the region of interest (ROI) are objects, such as
humans, vehicles, etc. in its FG.
Figure 2.1: A background subtraction paradigm.
2.7 Gaussian mixture models
It is a probabilistic model that considers all the data points are generated from a
mixture of a finite number of Gaussian distributions with unknown trainable param-
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eters. The following subsections provide clear derivation of multivariate Gaussian
distributions from univariate case.
2.7.1 Univariate Gaussian distribution
The univariate (1D) distribution is the normal distribution introduced by Johann
Carl Friedrich Gauss in early 19th century. It is given by:
p
(
x;µ, σ2
)
=
1√
2piσ2
exp
(
− 1
2σ2
(x− µ)2
)
. (2.2)
Where, −∞ < x <∞, µ is the mean of the distribution, σ is the standard deviation
and the exponential term, − 1
2σ
(x− µ), is a quadratic function of x. Thus, as the
coefficient of the quadratic term is negative the parabola points downwards. The
1√
2piσ2
is a normalizing factor to ensure that;
1√
2piσ2
∫ ∞
−∞
exp
(
− 1
2σ2
(x− µ)2
)
= 1. (2.3)
2.7.2 Multivariate distribution
In multivariate distribution, the exponential term in the univariate distribution (2.2)
is replaced with the following quadratic form:
exp
[
−1
2
(x− µ)TΣ−1(x− µ)
]
, (2.4)
where x is a vector-valued random variable, X = [X1...Xn]
T , µ ∈ Rn, and covariance
matrix Σ ∈ Sn++. The Sn++ is the space of symmetric positive definite matrices, defined
by: Sn++ = {A ∈ Rn×n : A = AT and xTAx > 0 for all x ∈ Rn such that x 6= 0}.
Therefore, for any non-zero vector z, zTΣ−1z > 0 and it satisfies (2.5) for any vector
x 6= µ.
(x− µ)TΣ−1(x− µ) > 0
−1
2
(x− µ)TΣ−1(x− µ) < 0. (2.5)
Thus, the multivariate Gaussian distribution is written in the form:
p(x;µ,Σ) =
1
(2pi)n/2
1
|Σ|1/2 exp
[
−1
2
(x− µ)TΣ−1(x− µ)
]
. (2.6)
Similar to the univariate distribution the coefficient 1
(2pi)n/2
1
|Σ|1/2 is the normalizing
factor to ensure that;
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Figure 2.2: Plots of a bivariate normal distribution.
1
(2pi)n/2
1
|Σ|1/2
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
exp (∆) dx1dx2...dxn = 1, (2.7)
Where, ∆ = −1
2
(x− µ)TΣ−1(x− µ). Figure 2.2 shows an example of a bivariate nor-
mal joint density of two independent (i.e. Σ is a diagonal matrix) variables X1 and
X2 where, µ1 = µ2 = 0 and σ1
2, σ22 are 0.25 and 1.0 respectively.
2.7.2.1 The covariance matrix
The covariance matrix Σ of multiple variables play a center role in multivariate dis-
tribution. For a pair of random variables X and Y , their covariance matrix is defined
as;
Σ[X, Y ] = E[(X − E[X])(Y − E[Y ])]
= E[XY ]− E[X]E[Y ], (2.8)
where E[i] is the expectation of i, Σ is an n × n matrix whose (p, q)th entry is
Cov[Xp, Xq] and n is the number of random variables involve in the distribution.
From (2.8) for any random vector X ∈ Rn with mean µ ∈ Rn the Σ can be defined
as;
Σ[X, Y ] = E[(X − µ)(X − µ)T ]
= E[XXT ]− µµT .
(2.9)
The Σ must be invertible in order for existence of Σ−1 as it is required in (2.7) of the
multivariate Gaussian distribution. It follows that must be full rank and symmetric
positive definite as well.
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2.7.2.2 Generalization
In order to achieve a simplified multivariate model, which can easily be computed
and implemented for real-time video FG classification the following derivations are
necessary. The derivations are given from a bivariate case and then extended to
general multivariate case. Let assume the bivariate random variables x1 and x2 are
independent and x =
[
x1
x2
]
, µ =
[
µ1
µ2
]
, Σ =
[
σ1
2 0
0 σ2
2
]
so that the joint
probability density function of x1 and x2 is computed by using (2.6) as;
p(x;µ,Σ) =
1
(2pi)2/2
1
|Σ|1/2
exp
(
−1
2
ΨTΣ−1Ψ
)
, (2.10)
where Ψ =
[
x1
x2
−
−
µ1
µ2
]
, the inverse of the covariance matrix Σ−1 is nothing but
taking reciprocal of the entries and |Σ| 12 = (σ12σ22)
1
2 since Σ is a diagonal matrix.
Calculation of the inverse covariance matrix for a bi-variate case is given below.
Σ−1 =
Adj(Σ)
det(Σ)
=
(cofactor Σ)T
det(Σ)
, (2.11)
where, the cofactor of Σ is defined as cΣ;
cΣ =
[
(−1)1+1σ22 0
0 σ1
2
]
=
[
σ2
2 0
0 σ1
2
]
(2.12)
and det(Σ) = (σ1
2 · σ22 − 0 · 0) = σ12 · σ22. Thus, Σ−1 is given by;
Σ−1 =
[
σ2
2 0
0 σ1
2
]
× 1
σ12σ22
=
[
1/σ1
2 0
0 1/σ2
2
]
. (2.13)
In general, case for an n-dimensional Gaussian with mean µ ∈ Rn and covariance
matrix Σ = diag (σ1
2, σ2
2, ..., σn
2) the determinant |Σ| = σ12 × σ22 × ... × σn2 and
the inverse covariance matrix Σ−1 = diag
(
1
σ12
, 1
σ22
, ..., 1
σn2
)
. Thus, (2.10) is further
reduced to (2.14).
p(x;µ,Σ) =
1√
2piσ1
e
− 1
2
(
x1−µ1
σ1
)2
× 1√
2piσ2
e
− 1
2
(
x2−µ2
σ2
)2
. (2.14)
Therefore, the overall distribution can be computed from independent distributions
of the variables as;
P (x;µ,Σ) =
n∏
i=1
p(xi;µi, σi). (2.15)
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Then, for a set of n independent variables the multi-variate Gaussian distribution is
defined as;
p(x;µ,Σ) =
1
(2pi)n/2
1
(
∏n
i=1 σi)
1/2
exp
[
−1
2
(
n∑
i=1
∆
)]
. (2.16)
Where, ∆ = [(xi − µi)/σi]2, which is square of the Mahalanobis distance between the
concerned distributions.
2.8 Deep learning
It is a subset of machine learning (ML), like shown in Fig. 2.3 research based on
extracting features and data representations, unlike task-dependant algorithms. The
objective is of moving ML closer to the ever expected goal of artificial intelligence
(AI). It includes forward neural netowrks, convolutional neural networks, recurrent
neural networks, etc.
AIMLDLBigData
Enabling
Hardware
Supervised/unsupervised Learning
Figure 2.3: A Vann diagram showing how deep learning (DL) is a kind of represen-
tation learning, which is in turn a part of machine learning (ML).
2.9 Convolutional neural network
It is a biologically-inspired variant of DL as depicted in Fig. 2.4. It subsumes one or
more Convolutional layers (Conv), non-linear activation layers, like Rectified Linear
Unit (ReLU) and Batch Normalization (BN), and then followed by one or more Fully
Connected (FC) or densely connected layers, like in a multi-layer DL architectures.
In Fig. 2.4, T (·) denotes a transformation operation or transfer functions, in-
cluding Conv, Pooling (max, average), Linear rectification, BN, Softmax probability
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Figure 2.4: Deep learning to convolutional neural network.
estimation, Cost calculation, etc. An actual CNN implemented for handwritten digit
recognition is shown in Fig. 2.5.
Figure 2.5: An example of CNN architecture: A handwritten digit classifier.
In Fig. 2.5, there are two parts: (i). Feature extractors - the input data goes
through several convolutional layers to extract progressively more complex and ab-
stract features, (ii). Classifiers the densely connected layers, and objective functions.
The Feature extractors that map the raw data to a transformed feature space, then
a score function that maps the extracted features to class scores, and finally a loss
function that evaluates the relationship between the prediction and the ground truth
numerically. Thus, the CNN algorithm casts this as an optimization problem in which
it will minimize the loss function through backpropagation aka backpropagation (BP)
with respect to the parameters of the score function.
The feature extractor in the majority of the CNN architectures used in these
days for standard applications, like object recognition/ classification is implemented
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based on the same principles to ensure some degree of shift, scale, and distortion-
invariant by using local receptive fields, shared weights, and spatial sub-sampling. It
is achieved by having series of Conv layers with interspersed pooling (Pool) and ReLU
layers followed by two or three FC top layers while the last layer being a Softmax
classifier [64], [72], [132]. Besides that, the network architectures are as a rule-of-
thumb parametrized to be large and regularized during training using dropout [134].
It is has been empirically proven that the representation depth is beneficial for the
classification accuracy, and that state-of-the-art performance on various data-sets
can be achieved through ConvNet architecture [76], [133] with substantially increased
depth.
2.9.1 Convolution layers
The convolution or conv layers are the heart of CNN, which contain neurons that take
their synaptic inputs from a local region of the input volume called local receptive
field (i.e., the filter, interchangeably the kernel), whereby neurons detect local visual
features: oriented edges, end-points, or corners. The weights of the convolution
neurons within a feature map are shared, so the position of the local feature becomes
less critical, thereby yielding shift invariant. The feature map of a conv layer w.r.t.
filter ω, its associated bias b and input image/ patch (aka set of input activations) x
is computed as:
C(m,n) = b+
K−1∑
k=0
K−1∑
l=0
ω(k, l) ∗ x(m+ k, n+ l), (2.17)
where ∗ represents the convolutional operation. A sample feature map generation
through conv layer is shown in Fig. 2.6.
2.9.2 Densely connected layers
Densely connected layers or commonly known as fully connected (FC) layers take
flattened, i.e., 1D output activations of the previous layer (be it a convolutional,
pooling, or fully connected) and connects it to every single neuron it activates. Thus,
the FC layers are not spatially located (just one-dimensional vectors), which implies
that there can be no convolutional layers once a FC layer is employed in the chain
of CNN. It can be expressed as FC = f(matmul (input flat,WFC) + bFC) which
is technically a matrix multiplication and vector addition where, f(·) performs an
activation operation, matmul performs matrix multiplication on the flattened input
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Figure 2.6: Convolution feature map generation in LeNet5 [77].
batch of vectors and weight matrix (WFC), and bFC is the bias vector associated with
each output activations. FC layers are to support the final classification process as
shown in fig. 2.7, where the Softmax function, σ(·) is given by (2.20).
(Image:https://www.tensorflow.org)
Figure 2.7: An example of top fully connected layer.
2.10 Activation function
The goal of using activation function f is to bring non-linearity into networks, thus to
find the optimal weights. The adaptation of activation functions in neural networks
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(NN) can be referenced to the work of McCulloch and Pitts in late 1943 [90], where
the activation function rectifies the input to either 1 or −1 if its value is positive
or negative, respectively. However, in CNNs, it takes a real-valued input (generally,
the value strengthen after the convolved feature summation as shown in fig. 2.6)
and performs a mathematical operation to convert it to range of [0, 1]. Historically,
the sigmoid function is a default choice; however, it has recently fallen out of favor
and it is rarely ever used [123] due to its technical drawbacks. Besides the sigmoid
function, there are several other activation functions in practice such as Tanh non-
linearity (tanh), Rectified Linear Unit (ReLU), Leaky ReLU, Parametric ReLU, and
Randomized ReLU.
2.10.1 ReLU
The rectilinear units or ReLUs are nonlinear activation functions generally used after
convolutional operations. The ReLU can be formally defined as in (2.18) when taken
a case where there are K number of anchor vectors, denoted by wk ∈ RN , k =
1, 2, . . . , K. For a given input x, the correlations with ak and k = 1, 2, . . . , K, defines
a nonlinear rectification to an output y = (y1, . . . , yK)
T , where
yk(x, ak) = max(0, a
T
k x) ≡ ReLU(aTk x), (2.18)
i.e., it clips negative values to zero while keeping positive ones intact. The benefit
of ReLU is sparsity, overcoming vanishing gradient issue, and efficient computation
than other activation units.
2.10.2 Sigmoid
The Sigmoid activation function, on the other hand, has output in the range [0, 1] for
an input x and it is defined by
f(x) =
1
1 + exp(−x) . (2.19)
Therefore, it is very appropriate for binary classification tasks, like in this work and
linear regression problems. A thorough exposition of the purpose of activation func-
tions in NN with graphical examples can be found in [73].
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2.10.3 Softmax
The Softmax activation is defined as,
σ(z)j =
ezj∑K
k=1 e
zj
forj = 1, ..., K (2.20)
where, z is a K-dimensional vector of arbitrary real values and the output σ(z) K-
dimensional vector of real values in the range (0, 1) that add up to 1 as the normal-
ization happens via the sum of exponents term dividing actual exponentiation term
forming a valid probability distribution. Thus, if the final layer at the end of a CNN
is a Softmax classifier, then it yields the actual probability scores for each class label.
Some cases, the Softmax layer is modified to calculate the cross-entropy loss through
taking negative logarithm on (2.20);
Lj = −log
(
ezj∑K
k=1 e
zj
)
(2.21)
where the logarithm is actually base e (natural logarithm).
2.10.4 Batch normalization
The batch normalization operation has multifaceted benefits:
i. Reducing internal co-variate shift - During training, there is a change in the
distribution of activation maps as network parameters are being tuned. Such
condition challenges the learning, but the BN alleviate pressure by maintaining
the mean and standard deviation of the activation close to 0 and 1, respectively.
ii. Effect of regularization - Since the batch of examples given in the training are
normalized, it increases the generalization of the model. It is also claimed that
BN allows to reduce the strength of dropout.
iii. Counterbalancing vanishing or exploding gradients - When the BN is located prior
to non-linearity, it avoids an undesirable situation, where the training saturates
areas of non-linearities, solving the issues of vanishing exploding gradients.
Mathematically it can be defined as follows. Let the output of a layer X ∈ RN,D,
where N is the number of samples available in the mini-batch and D is the number
of hidden neurons, then normalized matrix Xˆ is given as in (2.22) [63].
Xˆ =
X− µB√
σ2B + 
, (2.22)
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where µB, σ
2
B, and  refer to the mean and variance of the mini-batch, and a small
value of 0.001 to prevent division by zero, respectively. Then the layer maintains its
representational strength by testing the identity transform as:
y = γXˆ + β, (2.23)
where, β and γ are trainable parameters that are initialized with β = 0 and γ = 1,
in this work. Note that, when β = µB and γ =
√
σ2B +  Eqn. (2.23) returns the
previous layer’s activation map.
2.11 Long-short term memory
Long short-term memory or the LSTM NNs are the advanced version of the general
recurrent neural networks (RNN). The LSTMs overcome the vanish and exploding
gradient issues of general RNNs by using the Constant Error Carousel (CEC) cells that
use an identity activation function. The LSTM-based NNs interconnect sequential
memories both in the long and in the short term, which makes them apt architecture
for time-dependent tasks, viz. handwriting recognition [111], speech/language iden-
tification [45], robot control/localization [151], driver distraction detection [163], and
action recognition.
In every iteration, an LSTM module updates the state parameters and outputs
by controlling a hidden vector h given by (2.29) and a memory register vector m
given by (2.28). The LSTM networks inherit the ability to learn short-term tempo-
ral dependencies in sequences as Graves et al. [68] drive the associated parameter
computation at an iteration step t, like:
gu = σ(Wuht−1 + IuXt), (2.24)
gf = σ(Wfht−1 + IfXt), (2.25)
go = σ(Woht−1 + IoXt), (2.26)
gc = tanh(Wcht−1 + IcXt), (2.27)
mt = g
t mt−1 + gu  gc, and (2.28)
ht = tanh(g
o mt). (2.29)
Where, σ is the logistic Sigmoid function given by (2.19),  denotes element-
wise vector multiplication. Hence, the Wu, Wf , Wo, and Wc are recurrent weight
matrices while the Iu, If , Io,and Ic are the associated projection matrices. Thence,
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the gates gu, gf , go, and gc refer to the input gate, the forget gate, the output gate,
and the cell gate respectively.
2.12 Transfer learning
The essence of CNN architecture is how precisely modeling raw data samples through
multiple processing layers with non-linearities; when a deep CNN has many parame-
ters, for instance, the AlexNet [72] contains more than 60 million parameters, making
it powerful function approximator. Such, deep neural networks have demonstrated ro-
bustness in visual-based classification, recognition, and detection. However, training
these models requires, large amount of labeled data (for instance, 14,197,122 images,
21841 classes in ImageNet 2016, Sep.), because directly learning many such param-
eters from small data-sets, which contain only a few thousand training images is
hard [103]. At the same time, there is a need for a careful initialization for optimized
and efficient training. Hence, to train CNNs using large annotated images require
specialized hardware, for instance, the GPUs (good GPU would cost few thousand
dollars), GPU programming skills, energy and time.
Figure 2.8: Block diagram describing transfer learning technique.
Transfer learning (TL) techniques circumvent the shortcomings above. Its pri-
mary goal is to transfer learned knowledge between the source and target domains
so that it can overcome the deficit of training samples for some categories in the
new tasks. Transfer learning has been coexisted in Machine Learning (ML), Arti-
ficial Intelligence (AI), and Neural Network (NN) with various terminologies, such
as knowledge transfer, meta-learning, inductive transfer, parameter transfer, life-long
learning, or context-sensitive learning [29]. It is a strategy, which has been highly ap-
preciated in recent years by CV communities to design NNs that can leverage learned
properties from a source domain into a target domain.
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Thus, when the task in target domain is trained on different statistics than the
source domain, but using the learned parameters of the source task, it is conceived
as transfer learning (refer Fig. 2.8). Here, the outcome of using TL is tri-fold: less
time is required for learning the target domain task, less information is needed of
experts (usually human), and more cases can be dealt efficiently [29], [2]. These
benefits drive researchers to exploit TL techniques in many applications, including
image/video/speech/action classification and recognition. Hence, it has progressed in
modern-day DCNN, where it is employed to reduce training time, specialized hard-
ware requirements, and effort to initialize parameters (weights and biases) of the
network [116], [175]. For instance, in [116], Razavian et al. show the performance
gain of employing transfer learning in image classification using a single pre-trained
DCNN, which outmatches most of the state-of-the-art hand-crafted features. Besides
that, initializing a CNN with transferred weights can boost the generalization of the
network on the new domain that lingers even after fine-tuning [175]. Generally, in
transfer learning a base network is trained on a the source domain then its weights are
copied to the new network in the target domain, and a back-propagation operation is
carried through the entire network (end to end) to fine tune the new network toward
the new task.
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Chapter 3
Literate review
Recent state-of-the-art technology in transistor fabrication has driven the clock rate
of Central Processing Unit (CPU) and Graphic Processing Unit (GPU) to reach
super high frequency; thus, the computational speed of processors has enormously in-
creased. Hence, it has paved the way for bigger available physical memory or Random
Access Memory (RAM) and storage disk space in modern computers. Consequently,
it has enabled application of computer vision technologies in several fields, such as
Multimedia-based surveillance, Industrial Automation [82], Automotive, and Intelli-
gent transportation systems. In such applications, the FGL module plays an integral
role in guiding vision-based solutions to ignore unwanted region of a scene monitored
by exploiting visual properties and shifting the attention to moving objects, such
as running vehicles and walking people. It is crucial when it comes to priority spe-
cific data compression on Terabyte (TB) size multimedia (mainly video) surveillance
footage.
For example, consider Fig. 3.1, where (a) is an actual scene1, and (b) is the
useful FG region, which is about 25 to 30% of the actual scene. This piece of in-
1 A scene in Railway data sequence downloaded from
http://www.cs.cmu.edu/~yaser/new_backgroundsubtraction.htm
Figure 3.1: A scene and its useful region of interest.
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formation is valuable for a video compression algorithm so that it can use selective
techniques to compress the FG and BG regions differently, whereby details of the
useful FG region remain intact while the BG region experiences higher compression
rate. Besides, once the FG objects/regions are well localized, the fruitful low-level
visual cues of the current scene can be extracted, and it can be, then, employed
for high-level analysis. The followings are few applications as the product of such
high-level analysis: autonomous/intelligent driving [6, 170], object indexing and re-
trieval [20,74,143], traffic monitoring (detecting, counting or tracking of objects) [167],
human activity recognition (run, walk, jump, squat, etc.) [55], human-machine in-
teraction (in general, human-machine interface- HMI) [46], moving object tracking
(many live sports telecasting channels have adopted this) [184], scene classification,
digital forensics [118,157], image quality assessment [4, 28], and so forth.
Pixel-based
Region-basedHybrid
Sample-based Probability-based Subspace-based
Codebook-based Neural network-based
Figure 3.2: Categories of foreground localization algorithms.
The FGL algorithms and models can be categorized as the Venn diagram in Fig-
ure 3.2. There are five categories:
1. Sample-based [11,62,137,144,146],
2. Probability-based [3, 34,65,139,149,158],
3. Subspace-based [10,52,102],
4. Code book-based [138,164,176], and
5. Neural network (NN)-based [8, 41,122,177,181].
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Then, all these five categories can be grouped into pixel-based, region-based, and
the combination of the two strategies. The sample-based algorithms create a BG from
the past set of N frames, i.e., for each pixel location there are N samples stored. If
there are k number of pixels in the BG that have a distance smaller than a threshold
τ to the incoming pixel, then the pixel is classified as FG. The probabilistic models
work on the principle of stochastic process, like Gaussian mixture models (GMM)
[3, 94] and Conditional Random Field (CRF)-based algorithms [187]. The subspace-
based approaches perform a transformation of data to a subspace, such as Eigenspace
or Principal Component Analysis (PCA)-based subspace. Then, they form a BG
model using the subspace and estimate the FG. The Code-book generates a dictionary
that consists of color, intensity, temporal features, or similar representations. Same
properties of a new pixel are compared with the dictionary values to determine it’s
status. The NN-based models are kind of generating a classifier through training to
handle the segmentation task. The trained weights of a NN serve as BG model and
can be updated to reflect the changes occurred in the scene. Here, a learning system,
which formulates FGL as a structured input-output matching problem. Such models
have gained their reputation after breakthrough performances in the ImageNet-Large-
Scale Visual Recognition Challenge (ILSVRC). The NN-based techniques have been
exploited for image semantics/ labeling [130, 178], medical image partitioning [109,
119], and recently for video FG segmentation [169] as well. The main challenges
in CNN-based FG detection is that dealing with time-dependent motion and the
dithering effect at bordering pixels of FG objects. We address these issues in Chapters
7, 8, and 9, by excogitating an encoder-decoder (EnDec) CNN-LSTM that utilizes
ResNet [56]-like residual connections for lost feature recovery and LSTM units to
handle spatiotemporal motion of FG objects. To facilitate the training process, we
take advantage of intra-domain transfer learning.
3.1 Pixel-based background modeling
Pixel-based methods have received great acclamation since Stauffer and Grimson [139]
introduced multi-model Gaussian or the GMM for real-time tracking for video surveil-
lance. Due to its applicability, the GMM is utilized in many applications such
as object detection, recognition, and tracking. The GMM is a statistical model,
where each BG pixel is represented as a mixture of k number of Gaussian mod-
els; then based on persistence and variance of each distribution, m distributions
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are chosen to represent the BG. Following the work of Stauffer and Grimson, sev-
eral researchers in this domain have proposed various techniques in order to im-
prove the statistical model. Among them, some researchers focus on techniques to
update the model parameters, for instance, Zivkovic [186] implements an adaptive
algorithm to choose a required number of Gaussian components per pixel and up-
date the model parameters. Similarly, Dawei et al. [32] and Zhou et al. [182] take
advantage of expectation-maximization (EM), k-means clustering, Kernel density es-
timation (KDE) and Markov random field (MRF) for parameter updates and to
refine the estimated FG respectively. Since the MRF-based FG refinement is an it-
erative process, it generally consumes higher processing time. On the other hand,
Yang et al. [160] utilizes a spatial relationship between neighboring pixels through a
conditional random field (CRF), which influences the learning process of the GMM-
based classification for in-door video segmentation. This model faces a significant
toll in computational speed and implementation complexity. To address this issue,
Mukherjee et al. [91] propose a wavelet-based decomposition and a variable number
of clustering technique (referred as WavGMM hereafter). This approach decomposes
the input scene into multi-resolution sub-bands so that useful features in different
scales can be incorporated in the learning step as temporal data with the considera-
tion that the sub-bands are relatively independent. At the same time, this method
achieves better computational speed because the sub-bands are smaller compared to
the original input image. Lee [78] proposes a technique to balance GMM convergence
speed and stability through computing appropriate learning rate when parameters of
a Gaussian are updated and integrates a Bayesian framework to isolate the most-likely
BG Gaussian distributions and generate an intuitive representation of the believed-
to-be-BG. This approach, however, falls into the cost of additional computation and
updates.
Besides the GMM based approaches, Bayesian-based BG modeling frameworks
also have frequently been adapted for BG-FG separation. In [113], Zhu et al. take a
multilayered Gaussian distribution to initialize each pixel for dissimilar BG contents
and a recursive Bayesian learning based on texture correlation to refine the detected
FG. Likewise, Li et al. [79] use Bayesian decision rule that incorporates spectral,
spatial, and temporal features to define BG. Vosters et al. [152] compute an Eigenstate
model from a training set of BG images that are recorded under various lighting
conditions from a fixed viewpoint and reconstruct a generalized BG.
Some researchers use local features, like texture and color to model a BG through
that detecting the FG. For instance, Hofmann et al. [60] come up a Pixel-based
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adaptive segmenter (PBAS) that follows the principle of a non-parametric paradigm.
Thus, the BG is generated from a dictionary of recently observed pixel values and
then the FG region is localized depends on a predetermined threshold. Charles et
al. [137] coined a system as SuBSENSE, an abbreviation of Self-Balanced SENsitivity
SEgmenter that adapts and integrates Local Binary Similarity Pattern (LBSP) as
additional features to pixel intensities in a non-parametric BG model that is then
automatically tuned using pixel-level feedback loops. Authors in [66] approach the
background modeling as evidence collection of each pixel in a scene with a weight-
sample-based method. They also use a minimum-weight and reward-and-penalty
weighting strategy to account rapidly changing scenarios in a way that most inefficient
sample is replaced instead of the oldest sample or a random sample. Then a pixel
is classified as BG if the sum of the weights of the active samples is larger than a
manually set specific threshold; otherwise, it is classified as FG. Besides the simplicity
of the method, it records a poor FG detection accuracy.
Hence, there are more pixel-based algorithms proposed; notably with MRF [126],
non-parametric models, such as ViBe (visual background extraction) [174] that rely
on the sample consensus, non-parametric Bayesian models [50], algorithms based
on artificial neural network (ANN), like [40, 87, 106, 114], and BG modeling with
perception-inspired confidence interval [53]. A complete study can be found in [16] and
[168]. Although the pixel-based approaches possess good characteristics, they perform
poorly when input frames contain non-static backgrounds, illumination changes, or
noise [143].
3.2 Region-based background modeling
The idea of region-based BG modeling is, incorporating the correlation between a pixel
and its neighboring pixels or regions in bigger level to improve BG-FG classification
accuracy [19,26,67,117,131]. Chiranjeevi and Sengupta [26] perform the classification
via a multi-channel correlogram with kernel fuzzy c-mean membership function. They
use inter-channel and multi-channel correlograms called Multi-channel kernel fuzzy
Correlogram (MKFC) to improve classification accuracy. In contrast to GMM based
BGS algorithms, which use a fixed threshold to decide if a pixel belongs to FG, they
use Generalized Tverksy index (GTI) based similarity measure between the current
frame and the BG estimated by MKFC to decide if a region belongs to FG. Since
this method does not require clean BG sequences for initial training, there will be
considerable miss-classification at first few frames of a sequence. It is a common issue
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in GMM based algorithms as well. On the other hand, Varadarajan et al. [149] propose
a method that takes the spatial relationship between pixels into account through a
region-based GMM in contrast to the traditional GMM that works on individual pixels
rather than regions [3]. In [19] Cao et al. use the spatial and temporal information to
calculate total variation based on the Robust principal component analysis (RPCA)
with the assumption that dynamic BG is sparser than the moving FG that has smooth
boundary and trajectory. Likewise, authors of [50] and [93] also come up with models
to exploit pixel distributions over the time. In [50], Haines and Xiang employ Dirichlet
Process Mixture Models (DPMM) for primary FG detection and an MRF constructed
using a 4-way neighborhood of a pixel to refine the detection. While, Narayana et
al. [93] have a field of distributions with one distribution at each pixel location by
separating the various aspects of a BG modeling system, the likelihood of background
and foreground, and a prior, into disjoint entities. Then, they compute the posterior
probability of BG and FG, conditioned on the observed pixel values using Bayes’ rule.
In the direction of utilizing spatiotemporal cues, the MRF is widely adopted.
For instance, Jiuyue et al. [67] propose a model with a Bayesian formulation for
temporal coherence, a Gaussian function for spatial FG representation, and KDE
for combined spatial-temporal BG representation. Shih-Shinh et al. [131] carry out
motion and color based regional segmentation, which exploits both intensity and edge
information in an initial process. Then, they proceed with a statistical framework, the
MRF labeling and perform an optimization process for final classification. Finally,
they merge same label classes that have similar color regions to extract the BG. This
approach produces an unsatisfactory result when an object moves at a high pace
since it predominately depends on motion estimation. Similarly, Patras et al. [108]
also take advantage of MRF for labeling regions, which are segmented initially by
watershed segmentation. Although that algorithm takes static spatial and temporal
interaction of region process into account, it over-segments regions in times due to
region-merging. Thus, it raises complication in region classification. Crivelli et al. [31]
employ a method so-called mixed-state statistical framework based on mixed-state
MRF and mixed-state CRF to jointly model motion detection (symbolic) and BG
image reconstruction (numeric).
On the other hand, Zhao et al. [180] use spatiotemporal patches, called video-
bricks, to characterize both the appearance and motion information through obser-
vation of all the BG blocks at a given location under various lighting conditions lie
in a low dimensional PCA-based subspace computed, while blocks with moving FG
are widely distributed outside. This video-brick based technique fails in the surface
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with strong specular reflection as it breaks the Lambertian assumption2. In [117],
Ren et al. propose a region-based adaptive mean-shift algorithm with GMM clus-
tering for saliency detection. In [23], Chen et al. carry out a region-based object
recognition by using simplified pulse-coupled neural network based on both temporal
pulsing detail and spatial distributions of the image.
Due to the nature of providing stable detail of non-static backgrounds, descriptor-
based algorithms are also highly appreciated [49,136,153] in BG modeling. St-Charles
et al. [135, 136] integrate a similarity feature based on Local binary patterns (LBP)
with colors in pixel-level to negate the sensitivity of LBP features to change in dy-
namic BG regions and highly contrasted/noisy areas. This method costs higher com-
putational time unless the required color information has already been kept locally
to compute inter-frame LBSP descriptors. Similarly, Nonaka et al. [101] perform an
adaptive Radial reach correlation (RRC) to model the BG changes. The RRC is quite
similar in nature to the LBP. Heikkila and Pietikainen [57] directly use the texture-
based descriptor, LBP to model the BG. Wan-Chen et al. [153] and Guo-Hao [49]
model the BG as a sample of a binary descriptor to identify foregrounds under il-
lumination variations. Oliver et al. [102] use extracted image features rather than
each pixel to classify the BG based on Eigen-background using characteristic roots
decomposition. In [120], Russel and Gong apply a block matching algorithm on the
image regions of incoming frames based on a fixed-size database which represents
typical BG, where scores of the heuristic matching determine FG regions. In [48],
the authors exploit Local Binary Patterns (LBP) with local Singular Value Decom-
position (SVD) operator to extract invariant representation that is similar to the
LBSP in [137]. Then, they use SAmple CONsensus(SACON) approach for building
the BG model based on statistics of the pixel processes (about 300 frames). Then,
they employ the Hamming distance, like applied in [177] with a threshold to classify
each pixel as FG or BG. These models require static and clean background samples
to build up the dictionary; thus, they lack application for real-world problems. Sim-
ilarly, Allebosch et al. [5] also employ local features, such as, Local Ternary Pattern
(LTP) based edge descriptors and RGB color cues to classify individual pixels. They
form two backgrounds based on the aforesaid edge descriptors and color cues and
create two FG masks. Then, using a pixel-wise logical AND operation they refine
the detected FG region.
2 The radiant intensity observed from an ideal diffusely reflecting surface is directly proportional to
the cosine of the angle between the direction of the surface normal and the incident light
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In the literature [177], Zhang et al. develop a NN that has a Stacked Denoising
Auto-Encoder (SDAE) learning module and a binary scene modeling based on density
analysis. Whereby, the SDAE encodes the intrinsic structural information of a scene.
The encoded features of image patches are then hashed in Hamming space, and then
based on the hash method a binary scene is modeled through density analysis, which
captures the spatiotemporal distribution information. Similarly, Zhao et al. [181]
also take advantage of NNs with a stacked multilayer Self-Organizing Map (SOM) to
model the BG. In which, the model is initially trained using some BG samples, and
then, the trained model is used for FG detection for a new sample. At the same time,
the BG model is updated online for BG maintenance. Gemignani and Rozza [41]
extend the basic SOM model of Zhao et al. with a self-balancing multi-layered SOM
that tracks a long time pixel dynamics for better FG detection.
Besides the advantages of region-based BG modeling, it still suffers from false
positives when FG objects are not rough-shape ones.
3.3 Hybrid background modeling
Some researchers try to capitalize on the best of pixel- and region-based approaches
under an integrated framework called hybrid-based BG modeling [35, 36, 65, 99, 158].
Ning et al. [99] introduce an approach for moving object tracking for PTZ-based video
sequences with a weighted Gaussian-like KDE to model the BG, where the features of
the model estimation are local patterns like LBP rather than pure pixel intensities and
the local patterns are extracted from a set of hierarchical ensembles. Javed et al. [65]
decompose the input scene into Gaussian and Laplacian images. Then, apply Ro-
bust Online PCA (OR-PCA) to both the images for BG modeling. It is a cleaver
approach since the Gaussian image is robust against the noise of small pixel varia-
tions and Laplacian image preserves edge features. In the end, they utilize an MRF
similar to [67, 108, 131] to exploit structural information and similarities to improve
the segmented FG. In contrast to the above methods, the BG modeling problem has
been addressed through a layered operation flow. For example, Evengelio et al. [36]
propose two-layered pixel- and region-based feed-back system. Where, the classifica-
tion results from region-based is fed-back to the pixel-based to achieve a better BG
model. While, Wang et al. [158] come up with a split Gaussian model that exploits
the power of fusing a motion computation method based on spatiotemporal tensor
formulation, and a multi-cue appearance comparison to cope with conditions such as
shadows, illumination changes, dynamic background, stopped and removed objects.
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Similar to [117], Escudero-Vinolo and Bescos [35] also use Mean-shift to cluster sim-
ilar regions and perform an inter-cluster fusion based on color vector angle measure.
Then, they extract confirmed BG regions, which are overlapping with a basic-pixel
level segmentation. In general, at pixel-level, some rules are applied to predict the
BG values, then integrated with region-level information, for instance, optical-flow
motion. Some cases, frame-level, i.e., global information are also considered in the
integration of pixel and region level BG modelings to handle sudden changes in the
input video streams.
Besides the above uni-modal approaches, there is a shift in attention towards
multi-modal FGL system too, like Bianco et al. [12] (IUTIS-5). They explore a way
of harnessing multiple state-of-the-art motion detection algorithms for achieving an
enhanced FG mask. They obtain a solution tree by Genetic Programming (GP).
Sajid et al. [121] also focus on multi-modal framework that creates multiple BG
models of the scene and use them as BG model bank. To identify the FG pixels from
changing BG pixels, they apply Mega-Pixel (MP)-based spatial de-noising to pixel-
level probability estimation on variant color spaces and get multiple FG regions. Then
they are fused to localize the final FG.
Although researchers try to propose new methods for FGL task, it is equally
important to improve the existing methods. At the same time, driving an ultimate
model to address a diversity of scenarios remains a challenging task. Thus, to achieve
higher accuracy and alleviate implementation complexity in Chapters 5 and 6 we
propose the following improvements to Multivariate GMM (MVGMM) based BG-FG
separation: (i). The distance measure between a pixel and Gaussian distributions is
improved by utilizing properties of Bhattacharyya measure, (ii). A novel method is
introduced to enhance FG feature and to find an optimal threshold to extract accurate
FG region. The results of this threshold method are compared with the performance of
highly credited Kittler-Illingworth algorithm, and (iii) A new framework is presented
to validate the detected FG region by utilizing estimated posterior probability of
MVGMD.
3.4 CNN-based semantic segmentation to FGL
The deep convolutional neural networks, have become a cutting-edge technique in CV
systems. For instance, the CNNs have shown state-of-the-art performance in object
segmentation, detection, and localization tasks over traditional methods, like GMM
[3,143], Graph-cut, Non-parametric models [144], Visual Background extractor (ViBe)
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[11], and Pixel-Based Adaptive Segmenter (PBAS) [60]. The advanced solutions for
FGL are built upon a CNN architecture, the Fully Convolutional Network, a.k.a.
FCN [130]. It is a pioneer model that reinterprets the standard visual classification
network as layers of fully 2D convolutional computations without spatial pooling
and fully connected layers. It has been exploited for many applications, including,
semantic segmentation [18, 112]. This model introduces feature-level augmentations
through skip connections that combine deep, coarse, semantic detail and shallow, fine,
appearance cues from chosen mid-layers. In contrast, our models in Chapter 7, 8, 9
perform the coarse-level feature fusion in a structured manner that differs from the
residual connections of ResNet, as an example shown in Fig. 3.3. The ResNet was
built upon the philosophy of increasing the network depth via residual connections
instead of widening for a better object representation. This architecture negates the
vanishing gradient of deep networks by carrying important information form earlier
to later layers. Although such shortcuts seem, like an addition to the conventional
CNN connections, it alleviates training and reduces the number of parameters [56].
An illustration for the ResNet connection is depicted in Fig. 3.3 (a), where X is
input feature, H(X) is a desired transformation, and F (X) is a residual mapping.
In [56], the feature fusion operation H(X) = F (X) + X is performed by a shortcut
connection and element-wise addition. In Contrast, our model stacks the features
depth-wise as H(X) = F (X)
⊗
X, like in Fig. 3.3 (b), where
⊗
denotes coarse-
level feature concatenation. This favors to have less number of filters in conv layers
resulting less computation.
Figure 3.3: CNN feature flows: (a) ResNet flow, and (b) the residual feature mapping
of our models.
Olaf et al. [119] restructures the FCN as EnDec CNN shown in Fig. 3.4, referred
U-net for bio-medical cell segmentation. Wherein, the activation maps after each
convolution (conv) in the encoding stage are concatenated with the spatially matching
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activation maps in the decoding stage. It allows the network to exploit the original
contextual information to supplement the features after upsampling at the higher
layers. In other words, it is a remedy for the lost spatial resolution due to pooling
operations or consecutive convolutional kernel striding. Milletari et al. [37] extend
this model to be trained end-to-end on MRI volumes depicting prostate and learns
to predict segmentation for the whole volume at once. They name the network V-net
as it does volumetric medical image segmentation. The significant difference of V-net
from U-net is the volumetric convolutions as the input is a slice-wise volume (3D
patch).
Figure 3.4: U-net architecture. Blue boxes correspond to a multi-channel feature map.
The number of channels is denoted on top of the boxes. The x-y-size is provided at
the lower left edge of the box. White boxes represent copied feature maps and the
arrows refer to the different type of operations [119].
Followed by the successful campaign of the FCN and the U-net, there have been
several DL-based models developed to perform FGL. In the literature [80] Lim et al.
implement a CNN that is similar to the U-net to roughly detect regions of moving
object. It is then complemented by a contour information produced by a BG model.
The BG model is updated frame-by-frame for the unchanged pixels, i.e., for the non-
FG regions as
Btemp = (1− Ct)⊗ Ft + Ct ⊗Bt−1, (3.1)
where ⊗ refers to element-wise product, 1 is the binary mask that has all values are
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1, Ct and Ft denote the predicted binary FG mask and the current frame at time t,
and Bt−1 is the BG model belongs to the previous frame at t − 1 time stamp. The
BG information and two consecutive frames are stacked depth-wise and fed to the
network. In our case, also the proposed models receive the same set of information
as input; however, the BG model is precomputed to avoid run-time computational
complexity. Similarly, Yang et al. [170] exploit the FCN for a Deep Background
modelling (DBFCN). In that, they modify the original FCN structure by including
blocks of three Atrous3 convolutional branches to capture spatial information from
different neighbourhoods and BN blocks for regulating the features. They also include
a Conditional Random Field (CRF) to remove any ambiguous information due to large
receptive in the last layer.
Meanwhile, Babaee et al. [8] employ a conventional CNN, similar to the network
for handwritten digit classifier, LeNet [77] with three conv layers and two FC layers.
The main argument of the approach is that background subtraction can be performed
without temporal information, given a sufficiently good background image. Thus, the
network is trained with randomly selected video frames with segmentation ground-
truths from all different categories and temporally-median filtered SuBSENSE [137]
generated background images patch-wise, like in [177]. At the end, authors carry
out a post-processing to smooth the output through a spatial-median filtering. This
model’s performance is limited by the performance of SuBSENSE in BG generation
and lack of computational efficiency due to patch-based prediction. Similar model
is used in [17] as illustrated by Fig. 3.5. The network is trained with frame patches
size of T = 27, where the BG model is created from few first samples (150 frames) of
each sequence and the network is trained dataset specifically by taking the first half
of images that have ground truths is considered as training data while the second
half is used as a test set. The pixel classification process is determined by feeding
the trained model with the two patches extracted from the input and median images
centred on that pixel.
3 It allows user to explicitly control the resolution at which feature responses computed within
DCNNs. It also allows us to effectively enlarge the FOV of filters to incorporate larger context
without increasing the number of parameters or the amount of computation
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Figure 3.5: The network is trained with two small patches extracted from the input
and background images in gray-scale. The network is inspired by LeNet-5 network
[17].
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Chapter 4
Video foreground detection in
non-static background using
multi-dimensional color space
4.1 Summary
Foreground localization through background subtraction is a vital task in video
sequence-based applications. It is a very challenging process when the BG is non-
static. Although there have been many algorithms proposed in the literature, most
of them are complex in terms of either mathematical modeling or computational re-
quirements. This chapter proposes two computationally simple algorithms for video
FG detection using multi-dimensional color space when the BG is non-static. The
algorithms utilize pixel level temporal intensity for FG and BG classification. The al-
gorithms are tested on two sets of outdoor video sequences where the backgrounds are
non-static. The experimental results show that the algorithms adequately perform
well on the given environments
4.2 Introduction
Over the past decade utilizing video surveillance systems has largely increased since
it is a way of eco-friendly approach in comparison to using multiple electromagnetic
(EM) wave-based sensors and sensor networks for surveillance purposes. As a con-
sequence, researchers in computer vision related fields proposed many robust BG
suppression/subtraction models for real-time FG detection [22,51,53,70,85,115,145,
171, 173]. For an automated video surveillance system, the BG suppression plays
an inevitable role. BG subtraction fundamentally helps the system to ignore the
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unwanted area of a scene being monitored and bring the attention to moving ob-
jects, for instance, a moving car or a walking man. Thus, the important foreground
information can be extracted for further analysis, such as traffic monitoring (vehi-
cle detection, counting, and tracking), human activity recognition (run, walk, jump,
squat), human-machine interaction or interface (HMI), moving object tracking (many
live sports telecasting channels adopts this) and so forth.
A reliable BG subtraction algorithm should be robust and able to handle sudden
or gradual illumination changes, high frequency moving objects, repetitive motion
in the background (such as tree leaves, flags, or sea waves) and long-term scene
changes (a car is parked for a month, for instance). Thus, there were many algo-
rithms proposed fundamentally based on statistical analysis like Gaussian mixture
models (GMM) over the past two decades since the pioneer work of Stauffer and
Grimson [139]. For instance, Effective GMM [78], GMM-based Conditional Random
Filed [159, 160] Variational clustered GMM [24], and Wavelet transformation-based
GMM [91]. However, such high complexity algorithms are not necessary for certain
surveillance purposes, such as monitoring an automatic teller machine (ATM) in a
shopping complex or bank. Because, in such cases the surveillance camera is fixed
at a place and the background environment is known prior to monitoring. In such
conditions, it is recommended to employ simplistic models to detect the foregrounds,
i.e., the moving objects in the given environment being monitored. To this end, this
chapter presents two computationally efficient algorithms: probabilistic-based model
with non-supervised threshold and 3D-color space model using distance vector for
BGS. The contribution of this chapter is twofold; proposing simple techniques for
non-static BG suppression for a constrained environment and reporting their experi-
mental results and limitations. The remainder of this chapter is organized as follow:
Section 4.3 describes the algorithms in detail, Section 4.4 presents the experimental
results, and Section 4.5 concludes the chapter with discussions and recommendations
for future work.
4.3 The algorithm
4.3.1 Probabilistic-based background suppression with non-
supervised threshold
For a known environment, its BG can be modelled based on stochastic theories us-
ing collected samples prior to actual monitoring. Considering that, every pixel in
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the scene has its own Probability Mass Function (PMF), PMFN,c(Iu,v) with inten-
sity ranging from 0 to 2n, where N is number of samples collected to estimate the
BG, the channel parameter c ∈ RD. In the case of RGB colour space, c ∈ R3 ≡
{Red,Green,Blue}, Iu,v is the pixel intensity value at image coordinate (u, v) and n
is number of bits used to represent the intensity values of each channel. Figure 1 de-
scribes this concept where, a scene is monitored over the time t = 1 to t = N . Then,
PMF of the pixel at coordinate (u, v) is calculated for the first channel, for instance,
red channel followed by for all other channels, for instance, blue and green channels.
Similarly, the PMF for all other pixels in the scene respect to all the channels, also,
can be calculated easily. Once the probabilistic based BG model of each pixel respect
to concerned channels is calculated, then total likelihood probability of an incoming
new pixel (Iu,v) to be the BG can be calculated as in (4.1).
Ψ
(
Iu,v
)
=
D∏
c=1
P
(
Iu,v|Iu,v
)
, (4.1)
where the conditional probability of the pixel is P (Iu,vIu,v), D is the dimension of the
colour model, and c is the channel index. If it is RGB colour model then, D = 3 and
C ≡ {1 = Red, 2 = Green, 3 = Blue}. Now the new pixel (Iu,v) can be classified as
either FG or BG based on the condition given in (4.2).
FGu,v = Ψ
(
Iu,v
)
< τu,v, (4.2)
where τ the threshold specific to the pixel at can be estimated in an unsupervised
manner from the prior BG probabilities of the pixel respect to each channel as given
in (4.3). The value, Ts determines the minimum prior probability of the pixel to
be in the BG. Thus, if a new pixel has a likelihood probability, Ψ
(
Iu,v
) ≥ τu,v then
Iu,v ∈ BG else Iu,v ∈ FG.
τu,v = argmin (PR (Iu,v) , PG (Iu,v) , PB (Iu,v)) (4.3)
Fig. 4.1 describes an example for a scene monitored over a discrete time interval
t = 1, 2, ..., N , where the PMF is calculated for a pixel I at coordinate (u, v) for the
first channel, in this case, the R (red) channel. Similarly, the PMF for all other pixels
in the scene respect to all the channels, also, can be calculated easily.
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Figure 4.1: An example for PMF computation: (a) Collected samples, (b). Splitting
color channels, (c). Extracted red channel of a scene over a period N and (d) PMF
of a pixel at (u, v) observed over the same period N .
4.3.2 Euclidean distance-based background suppression in
3D-color space
A point in 3D space can be, uniquely, represented as shown in Fig. 4.2, where P (x, y, z)
and P ′(x′, y′, z′) are two points located at the coordinates (x, y, z) and (x′, y′, z′),
respectively.
Figure 4.2: 3D Geometrical representation of (a). Point P , (b). Point P ′, and (c)
The distance between P and P ′.
In Fig. 4.2,
⇀
OP is the distance vector of the point, P from the origin, O and its
magnitude is measured as in (4.4)
|
⇀
OP | =
√
x2 + y2 + z2. (4.4)
Similarly, magnitude of the distance vector,
⇀
OP ′ is calculated as |
⇀
OP ′| = √x′2 + y′2 + z′2
by using (4.4). Then if P and P ′ refer the same point in the space, the Euclidean
distance (ed) between them will be a null vector,
⇀
0. The Euclidean distance between
any two points in a 3D space is measured as in (4.5).
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|−→ed| =
√
(x− x′)2 + (y − y′)2 + (z− z′)2 = δ, (4.5)
where δ → 0 as P and P ′ come closer. Thus, to check if two points refer the same
location in the space (5) can be used with a preferred precision (against a threshold
value). This simple mathematical model can be used to classify background and
foreground pixels in a scene if the scene is represented in a 3D-color space, for instance,
RGB, YCbCr, YUV, or YIQ, like shown in Fig. 4.3. The reader may refer Douglas [69],
Gonzalez [43], and Nixon [100] for detail of various colour models.
Figure 4.3: Example of 3D-color space.
Generally, in color spaces, the type of lights can be distinguished wholly in terms
of human perception of colors; and each color has two technical aspects: (i) Lumi-
nance, the indication of the brightness of light, (ii) Chromaticity, the property that
distinguishes red from blue and red from pink [69]. Thus, color spaces facilitate the
specification of colors in some widely accepted standards. Technically, a color space is
a specification of a coordinate system and subspace within that system, where a single
point represents each color [43]. There are numerous color models in use today due
to the fact that color science is a broad field that encompasses many areas of applica-
tion. In this chapter, some of the interesting ones, namely, RGB, YCbCr, YIQ, and
YUV are used. In the case of RGB color space, to eliminate illumination variance in
the frames the model in (4.6) [148] is employed. The illumination variance generally
occurs due to exposure of camera rapidly changes while scene capturing process. It
will cause missed-classification of significant number of image pixels.
[
Rˆ, Gˆ, Bˆ
]T
=
[
(R−G)√
2
,
(R +G− 2B)√
6
,
(R +G+B)√
3
]T
(4.6)
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In this algorithm, from a set of collected frames prior to actual monitoring task a
generalized BG model is formed for each channel by using median filtering at pixel
level as in (4.7).
Ic,ψ (u, v) = argmedian (Ic (u, v, k)) , (4.7)
where k = 1, 2, ..., N the sequence of samples of a pixel at image coordinate (u, v)
of the channel c and ψ denotes the generalized background model of the channel. If
Mc,ψ = argmed(Ic,k) then the overall generalized background model will be BG =
[MR,ψ,MG,ψ,MB,ψ]. Then an incoming new pixel at image coordinate (u, v) can be
classified as foreground if it satisfies the condition in (4.8), which is similar to (4.5).
∣∣∣−→ed(u,v)∣∣∣ = √[MR,ψ,(u,v) − IR,(u,v)]2 + [MG,ψ,(u,v) − IG,(u,v)]2 + [MB,ψ,(u,v) − IB,(u,v)]2 < δu,v,
(4.8)
where the pixel level threshold δu,v can be determined as in (4.9) from Euclidean
distances of each pixel between the first frame and the subsequent frames till the last
one collected in modelling the generalized BG in (4.7).
δ(u,v) = argmean
[
|−→d (u,v,1,2)|, |−→d (u,v,2,3)|, ..., |−→d (u,v,k−1,k)|
]
(4.9)
4.4 Experimental results
This section provides the experimental results of the presented algorithms for two
different video sequences in four different colour spaces: RGB, YCbCr, YIQ, and
YUV. The WavingTree video sequence has 287 frames taken from Wallflower [147].
In this sequence, there is a tree swaying continuously causing a non-static background
while a man entering the scene at frame no. 242 from the right and leaving to the
left at frame no. 260. The WaterSurface video sequence is taken from perceptual
computing datasets [79]. It has 560 frames of a waving sea at the background while
a man entering the scene at frame no. 483 and staying at the middle of the scene for
a while. In both the cases, the background is non-static. Figures 4.4 and 4.5 show
visual outputs of the algorithms: Algorithm I simple probabilistic and Algorithm II
Euclidian distance-based with respect to hand-segmented ground truths of notable
few frames. The results also provide a comparison with two GMM-based BGS models;
the standard GMM model introduced by Stauffer and Grimson [139] and the GMM
model with Wavelet transformation proposed by Mukherjee et al. [91]. These two
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models are denoted as oriGMM and wavGMM here after. Note that, wavGMM
works on grayscale input images only.
Figure 4.4: Sample results for the WaterSurface dataset.
Figure 4.5: Sample results for the WavingTree dataset.
Algorithm I Algorithm II oriGMM wavGMM
RGB YCbCr YIQ YUV RGB YCbCr YIQ YUV RGB YCbCr YIQ YUV Gray
Accuracy 0.9815 0.9527 0.9743 0.9870 0.9836 0.9849 0.9831 0.9842 0.9710 0.9744 0.9766 0.9653 0.9781
Recall 0.7584 0.3774 0.6652 0.8852 0.9233 0.9526 0.9147 0.9377 0.8890 0.8045 0.7768 0.7989 0.8711
Precision 0.9887 0.9736 0.9829 0.8952 0.8641 0.8579 0.8651 0.8612 0.7644 0.8367 0.8880 0.7463 0.8387
F-measure 0.8584 0.5439 0.7934 0.8902 0.8927 0.9028 0.8892 0.8978 0.8220 0.8204 0.8288 0.7717 0.8546
Table 4.1: Performance comparison of the proposed algorithms for WaterSurface
dataset.
Algorithm I Algorithm II oriGMM wavGMM
RGB YCbCr YIQ YUV RGB YCbCr YIQ YUV RGB YCbCr YIQ YUV Gray
Accuracy 0.9810 0.8097 0.9366 0.9830 0.9857 0.9850 0.9832 0.9858 0.8970 0.9185 0.8440 0.8844 0.8330
Recall 0.9466 0.2754 0.6428 0.9701 0.9801 0.9838 0.9707 0.9782 0.9691 0.7781 0.4934 0.6412 0.8004
Precision 0.9545 0.9774 0.9804 0.9186 0.9615 0.9565 0.9614 0.9628 0.7150 0.9002 0.8705 0.8920 0.6497
F-measure 0.9505 0.4297 0.7765 0.9436 0.9707 0.9699 0.9660 0.9704 0.8230 0.8347 0.6301 0.746 0.7172
Table 4.2: Performance comparison of the proposed algorithms for WavingTree
dataset.
The Tables 4.1 and 4.2 tabulate the performance of the proposed algorithms in
comparison to the oriGMM and wavGMM, where the best figures are in red ink. We
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Figure 4.6: Average performance comparison across all the color-spaces and datasets.
can see that the Algorithm II shows consistent performance than Algorithm I. When
an average performance is considered as shown in Fig. 4.6 across all the color-spaces
and datasets, the Algorithm II achieves ∼ 15% improvement in terms of f-measure
compared to oriGMM and wavGMM, while the Algorithm I shows competitive results
only.
4.5 Discussion and conclusion
The results show that the computationally simple algorithms perform well on the
tested two non-static BG video sequences in comparison to the two GMM-based
algorithms. Although the algorithms find required thresholds which determine the
FG without any fixed parameters, i.e., in a non-supervised manner, they are not
robust enough for various scenarios. For instance, the video streams do not have set
of initialization frames prior to actual monitoring or the video inputs have congested
moving objects in the scene. It is because performance of the algorithms largely
depends on the collected samples, which estimate each pixel value in the BG either
by a conditional probability or Euclidian distance values. These models also do not
have the ability to update themselves on-line to adopt the changes in the scene. In
contrast, the GMM-based models have rules to absorb the scene progress since they
model each pixel value as a mixture of k number of Gaussian distributions. Then,
based on persistence and variance of each distribution, m|m < k distributions are
chosen to represent the BG. However, in such models there are application depended
parameters, such as learning rate and a threshold which decides the amount of scene to
be fall into BG have to be tuned for the best performance. Therefore, the simplicity of
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the proposed algorithms is useful for indoor surveillance systems, where the cameras
are stably fixed and used to monitor a predetermined zone. On the other hand, effect
of various colour spaces is found to be applicable in these BG subtraction techniques,
but there is no significant improvement compared to the results achieved using the
original RGB colour space.
As for future the improvement;
i A weight parameter can be introduced to control the prior probabilities of each
intensity level at each pixel. For instance, if an intensity value is classified as
FG in the current frame it will have less probable to be in BG at the same pixel
coordinate, so its weight in the BG prior probability can be set to lower than
its initial value. By doing so the model will have the knowledge to adopt a new
BG intensity level and to remove an old intensity value, which becomes least
probable as the scene evolve.
ii The Euclidean distance-based algorithm can be improved by taking variance
information of each channel into the distance calculation like in Mahalanobis
distance so that it will be able to adopt rapid scene changes.
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Chapter 5
A Unified Threshold Updating
Strategy for Multivariate Gaussian
Mixture Based Moving Object
Detection
5.1 Summary
Moving object detection is vitally used in video surveillance applications. Traditional
Gaussian mixture model (GMM)-based background subtraction (BGS) methods usu-
ally perform well well when the background is stationary. However, they require
parameter tuning to deal with dynamic backgrounds, whose pixel values change over
time.. Notably, the threshold which determines the pixels associated with moving
objects from the resultant of BGS. Since there is no ultimate solution this Chapter
intents to present a novel idea to update the threshold of GMM based BGS with
respect to color distortion, similarity and illumination measures in pixel level. Ex-
tensive experiments are carried out to demonstrate the effectiveness of the proposed
method in comparison to some of the long-familiar GMM-based BGS methods in
the literature. However, note that this chapter is not attempted to provide an ap-
proach for real-time operation, instead it investigates a potential way of utilizing the
measures above to set a threshold automatically to detect moving objects in video
sequences.
5.2 Introduction
Moving object detection is a crucial process in applications related to computer vision
mainly in video surveillance. This process ignores trivial information in a scene and
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raises attention to moving objects. In order to achieve this, over the past years,
many algorithms have been proposed either based on a predictive or probabilistic
mechanism [89,105,156,161]. For example, approaches that utilize filters like Wiener
[147] come under the first category while the approaches which model the background
(BG) based on probabilistic distributions, like Gaussian [139] come under the second
category. In general, all these approaches fall into three strategies namely pixel-,
region-, and hybrid- based methods.
Among them the Gaussian distribution-based approaches have received greater
attraction since Stauffer and Grimson [139] proposed GMM for real-time tracking
in a video surveillance. Due to its applicability, there have been several methods
such as [78, 84, 91, 92, 160] proposed to improve the performance of [139]. Zhou et
al. [84] introduces Markov random field (MRF) in an iterative process to refine the
foreground (FG) with expectation maximization (EM). Mukherjee et al. [92] come
up with a support weight mechanism (SWM) and histogram of gradients (HoGs) for
better distance measurement and in [91] they use wavelet-based decomposition and
a variable number of clustering technique to improve the GMM. Yang et al. [160]
employ conditional random field (CRF) in spatial domain to support GMM based
video segmentation. In [78], Lee attempts to incorporate incremental EM type of
learning into a recursive filter such that parameter learning of each Gaussian follows
a predefined schedule.
In all the standard GMM-based FG detection algorithms, the threshold which
classifies the FG and BG is tuned exclusively for each video sequence [144]. This
approach does not perform effectively, in times, even after the threshold is tuned for
the particular video due to illumination changes or when objects appear with similar
color as the BG. To address this issue, this chapter attempts to achieve a unified
model which exploits pixel-based color similarity and distortion measures along with
illumination coefficient to update the threshold adaptively.
The rest of this chapter is organized to provide details of the algorithm are de-
scribed in Section 5.3. The proposed method is applied for foreground localization
(i.e., moving object detection) on various datasets and the results are presented in
Section 5.4 while conclusions are drawn in Section 5.5.
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5.3 Proposed Algorithm
5.3.1 Multivariate Gaussian Mixture Model
The Gaussian mixture model used in this work differs from the standard GMM in-
troduced by Stauffer and Grimson [139] in the following ways:
i It assumes that each channel is independent with unequal variance value while
[139] assumes that each channel is independent with same variance value.
ii It uses a new distance measure based on Bhattacharyya and Mahalanobis dis-
tances in choosing appropriate Gaussian components which model the BG
while [139] uses Mahalanobis distance measure for the same purpose.
iii In the standard GMM based BGS, FG classification is based on a fixed threshold
which has to be tuned for better performance exclusive to each video sequence.
This is the same technique used in some of the improved versions such as in
Yang et al. [160], Lee [78], and Mukherjee et al. [91]. Contrastingly, in this
work the threshold is automatically updated based on color distortion, color
similarity, and illumination coefficient measures.
iv This work also process a FG refinement based on FG estimation directly from
pixel wise posterior probability.
Figure 5.1: Process-flow of the proposed algorithm.
Block diagram shown in Fig. 5.1 depicts the process flow of the proposed algo-
rithm. The algorithm exploits a Multivariate Gaussian Mixture Model (MVGMM) for
estimating the BG and probability of each pixel to belong to the BG. The probability
calculation of a multivariate Gaussian distribution is expressed as in (5.1).
p(x;µ,Σ) =
1
(2pi)n/2
1
|Σ|1/2 exp
[
−1
2
ΨTΣ−1Ψ
]
, (5.1)
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where x is a vector-valued random variable X = [X1...Xn]
T , mean vector µ ∈ Rn,
covariance matrix Σ ∈ Sn++, and n is the dimension of the multivariate variable. The
Sn++ is the space of symmetric positive definite n × n matrices and the coefficient
1
/[
(2pi)n/2 × |Σ|0.5
]
is a normalizing factor, and Ψ = (x − µ). The multivariate
variable in this case is pixel intensities correspond to each pixel values in RGB color
space. As noted earlier channels of the color space are assumed to be independent and
have unequal variance level. Thus, the covariance matrix of the color space become a
diagonal matrix as in (5.2), which results an efficient determinant and inverse matrix
computation of the covariance matrix.
Σj,t = σ
2
j,t.I, (5.2)
where I is the identity matrix and j is the pixel index of rolled input frame at time t in
a video sequence. Then, to determine the matching Gaussian distributions of each new
pixel a new distance measure is used by utilizing parts of Bhattacharyya measure and
Mahalanobis distance. It is because, among various distance measures such as Chi-
squared, Mahalanobis, Euclidian, and Matusita, the Bhattacharyya measure is stable,
unbiased, self-consistent, and applicable to any distribution [1]. In Bhattacharyya
measure, similarity between two multivariate distributions is calculated as;
B =
1
8
(M2 −M1)T
[
Σ1 − Σ2
2
]−1
(M2 −M1) + 1
2
ln
Γ
Υ
, (5.3)
where Mi is the mean vector Σi is the covariance matrix of i
th distribution Γ =
|(Σ1 + Σ2)/2| and Υ =
√|Σ1| |Σ2|. Meanwhile, the Mahalanobis distance (DM) of
multivariate distribution is given by;
D2M =
n∑
i=1
[(xi − µi)/σi]2, (5.4)
which is already part of probability calculation of multivariate GMM as in (5.1). Thus,
to alleviate computational burden the Bhattacharyya measure in (5.3) is modified as
in (5.5).
newB =
1
8
n∑
i=1
[(xi − µi)/σi]2 + 1
f
ln
(√
|σi|2
)
, (5.5)
where f is the number features involve for example, if a 3-D color space is used
then f = 3 and Σ =
∏f
c=1 σ
2
c . Introducing the logarithmic term of variance values
provides better stability in the distance measure. Hence, accuracy in the BGS and FG
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detection are enhanced. Then, parameters of the multivariate Gaussian distributions
are updated if the following condition is met.∑d
f=1
newBj,t < γ
∑d
f=1
σj,t, (5.6)
where γ is a control value set to in the range of 2.02.5 and j is the pixel index of
rolled input video frame at time t. Consequently, rest of the parameters are updated
as suggested by Stauffer and Grimson [139];
µt = (1− β)µt−1 + βXt, (5.7)
σ2t = (1− β)σ2t−1 + β(Xt − µt)T (Xt − µt), (5.8)
ωt = (1− α)ωt−1 + α, (5.9)
where α and β are application dependent learning rates set to be in the range [0, 1).
For unmatched distributions means and variances remain unchanged while weight will
be updated as ωt = (1−α)ωt−1, i.e., reduced by the factor of (1−α). If a pixel does not
match with any of the distributions, then the least weighted distribution is updated
with: ωt = ωinitial, σ
2
t to a highest value, and µt = Xt. Considering that changes
in the BG is sparse, then the BG can be represented by the distributions associated
with higher weights. Thus, once the distributions are ranked in descending order of
the weight matrix, and the first L distributions satisfying the following precedent are
selected to represent the background;
BG = arg min
L
(∑C
c=1
ωt,c > Th
)
, (5.10)
where Th controls the minimum amount of data that form the BG. In the standard
GMM based BGS algorithms, the threshosld which classify the FG pixels in resultant
of estiamted BG subtracted from current frame is set to a fixed value throughout the
whole sequence. This approach causes missed-classification of pixels when the BG and
FG pixels are similar in color. For instance, when the standard GMM model given
in [139] is tuned for best performance for Watersurface video sequence , it fails to
classify part of pixels inside the red rectangular region shown in Fig. 5.2 as FG since
BG pixels in that region are also quite similar to the FG color. To address this issue
we consider there is no ultimate solution for a problem and explore a method which
can utilize color distortion (∂), color similarity ($), and illumination (ϑ) measures to
set unique threshold for every pixel in the current frame. Thus, the threshold Th1 is
updated at pixel-level on the run as described in the following subsection.
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Figure 5.2: Unclassified FG Region.
5.3.2 Threshold updating
Setting a fixed threshold to classify FG and BG causes missed-classification due to
color similarity, distortion, and illumination changes. In order to overcome this situ-
ation, the following hypothesizes are taken.
i The fixed threshold has to be lowered if a FG pixel in the current frame is very
similar to BG pixel at the same coordinate, so that the pixel will be correctly
classified as FG.
ii Similarly, when a pixel experiences higher color distortion or illumination vari-
ance the threshold to classify the pixel to be FG has to be updated to account
the changes.
Considering the aforementioned hypotheses, the fixed threshold Th1 is modified
as
Th1 = Th1 × ℵ, (5.11)
where ℵ is a control variable that adjusts the fixed threshold Th1 having an initial
value of 60 to adopt the changes and it is calculated by (5.12). We achieve the
mathematical derivations through empirical method to support the stated hypotheses.
ℵ = abs[$ − (∂ + ϑ)]∂ + ϑ
.
(5.12)
The color similarity measure ($) is calculated by (5.13) based on CIEDE2000
Color-Difference aka ciede00 formula as described in Sharma et al. [128]. It is de-
rived from thorough empirical study. The color similarity is calculated between the
current frame and the previous frame. We would like to give credit to Sharma et al.
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for the source code of the color-difference calculation made publically available for
researchers. Hence, the color distortion (∂) is measured by (5.14) as described in [54].
$j,t =
abs(ciede00j,t − argMed(ciede00)
argStd(ciede00)
, (5.13)
where argMed(·) and argStd(·) are the operations to extract median and standard
deviation values from the calculated ciede00. Note that lower value of ciede00 indi-
cates that the two pixels are very similar in terms of appearance. So for that pixel,
considering the hypothesis-I, the threshold value has to be lowered so that chances of
this pixel to be classified as FG increases.
∂j,t =
√√√√(∑f
c=1,j,t
Ic,j,t
)2
−
[∑f
c=1,j,t (Ic,j,t × µc,j,t)2∑f
c=1,j,t (µc,j,t)
2
]
, (5.14)
where Ic,j,t and µc,j,t are the intensity value and running mean respectively of a pixel
j respect to time t and channel The illumination coefficient (ϑ) is defined by (5.15).
ϑj,t = L
∗
j,t
/
a∗j,t + L
∗
j,t
/
b∗j,t, (5.15)
where L∗j,t, a
∗
j,t, and b
∗
j,t are values of each channel in Lab color space of a pixel j at
time t.
5.3.3 Foreground refinement
The detected FG is refined based on the following rules. First of all two different FG
estimations are performed by (5.16) and (5.17).
FGE1 = abs(It −Bt) > Th1, (5.16)
where It and Bt represent pixel values in the current frame and reconstructed BG
by (5.10) respectively at time t and Th1 is the threshold value defined by (5.11).
At the same time, another FG estimation is carried as in (5.17) by thresholding the
probability p calculated in (5.1).
FGE2 = p > ciede00× |ln(∂ + 1/ϑ)|, (5.17)
where ciede00, ∂ and ϑ are color similarity, color distortion and illumination coefficient
values, respectively. Then, to refine the FG outlier pixels (ζ) when compared FGE1
and FGE2 are taken to another FG validation process with lower threshold as;
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ζ = FGE1 ⊕ FGE2, (5.18)
where ⊕ represents a binary XOR operation.
FGE3 = abs(Iζ,t −Bζ,t) > Th1,ζ ×
( ℵζ
ciede00ζ
)
. (5.19)
Finally, the validated FG is achieved by merging the FGs determined by (5.16)
and (5.19) as
FG = FGE1 ∪ FGE3. (5.20)
5.4 Experimental results
5.4.1 Nature of the experiments
This section demonstrates the performance of the proposed method on various datasets
as a comparison to other GMM-based algorithms: GMM [139], crfGMM [160], and
Effective GMM (EGMM) [78]. A short description of the datasets used is given in
Table 5.1. The experiments are carried out with number of mixture components
k = 5 while other parameters were tuned for best results. Processing time per frame
(PTPF) is recorded based on MATLAB R2015a on Windows 8 64bit, with i74770
CPU at 3.40 GHz PC. The proposed method utilizes a standard RGB to Lab color
space conversion since the color similarity measure is based on Lab color space.
Datasets (DS) Sequence
Frame
size
Notes
(a). Wallflower [147] WavingTrees 120×160 Sawing tree in the BG as
a person enters the scene.
(b). Complex back-
ground [79]
WaterSurface 128×160 Person walking in front of
a water surface.
(c). Carnegie mellon [129]
Camera
motion
240×360 Man walks across as car
enters the scene.
(d). Change detection [158] Pedestrian 240×360 Pedestrians and cyclist
are crossing across.
(e). Change detection [158] Highway 240×320 Trees branches sway as
vehicles move on.
Table 5.1: Description of the datasets used for validation.
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5.4.2 Visual results
Visual results of key frames are shown in Fig. 5.3 and 5.4, where columns from left
to right show the input frame in RGB, ground truth, and results from the proposed
method, GMM, crfGMM, and EGMM respectively.
Figure 5.3: Visual comparisons of the results for frames no. 250 - 1st row and no.
559 - 2nd row form datasets (a) and (b), respectively.
Figure 5.4: Visual comparisons of the results for frames 435 - 1st row, 626 - 2nd row,
and 827 3rd row from datasets (c) - (e) respectively.
5.4.3 Quantitative analysis
The quantitative analysis exploit evaluation matrices described in (1.1), which is a
weighted harmonic mean measure jointly with recall and precision. Table 5.2 tab-
ulates the performance evaluation of the proposed and other algorithms, where the
figures in red ink represent the best performances. According to the visual and quan-
titative comparisons shown in Figures 5.3, 5.4, 5.5, and 5.5b the proposed algorithm
produces competitive results. It is because the standard GMM and its improved ver-
sions such as EGMM and crfGMM do not focus on automatically setting a threshold
based on pixel level variations presently occur in terms of color and illumination.
On the hand, crfGMM takes greater processing time due to repeated neighborhood
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Figure 5.5: Performance comparison.
DS Algorithm Recall Precision F-measure PTPF (ms)
a
Proposed 0.9252 0.9245 0.9248 114.56
GMM 0.8042 0.3884 0.5238 91.00
EGMM 0.9647 0.3033 0.4615 106.20
crfGMM 0.6713 0.3906 0.4939 597.00
b
Proposed 0.9159 0.9114 0.9137 111.80
GMM 0.7611 0.7683 0.7647 65.60
EGMM 0.8294 0.5002 0.6241 129.10
crfGMM 0.6798 0.4699 0.5557 782.60
c
Proposed 0.9133 0.9264 0.9198 429.90
GMM 0.6795 0.5215 0.5901 258.60
EGMM 0.8233 0.2812 0.4192 362.20
crfGMM 0.7419 0.4649 0.5717 1399.40
d
Proposed 0.7237 0.9182 0.8094 431.10
GMM 0.6420 0.5042 0.5648 298.40
EGMM 0.7190 0.2804 0.4034 368.40
crfGMM 0.6919 0.3742 0.4857 1530.80
e
Proposed 0.5890 0.7829 0.6723 403.90
GMM 0.6531 0.5549 0.6000 267.16
EGMM 0.7928 0.4428 0.5682 332.42
crfGMM 0.6143 0.4524 0.5211 1409.92
Table 5.2: Performance comparison. The best figures are in red ink.
computations. Similarly, the EGMM also considerable computational cost since it em-
ploys incremental EM-based learning recursively to update parameter of each Gaus-
sian. In our case, the computational cost higher than the GMM and EGMM due
to validation process resulting in less than a frame per second when considered an
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average processing time across all the experiments, while the standard GMM is able
to reach higher than a frame per second. When an average performance is considered
across all the data sequences, the proposed model gains ≈ 20% improvement to the
traditional GMM in terms of f-measure.
5.5 Conclusion
The proposed algorithm exploits color distortion, color similarity, and illumination
variation measures to derive a mathematical expression to update pixel-based thresh-
old per frame, which detects moving objects through multivariate Gausian mixture
model-based background subtraction. The results proved that the taken hypothe-
sizes and the empirical method used to drive the threshold automatically are valid
for the datasets used in the experiments. Hence, the performance evaluation shows
that the proposed algorithm is more robust than the compared algorithms in terms
of f-measure. However, the standard GMM takes lesser processing time per frame
compared to the proposed algorithm.
Future work can be dedicated to further exploring robust methods to utilize color
distortion and similarity measures along illumination measures in the region and
global levels to facilitate accurate foreground localization.
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Chapter 6
Fusion-based Foreground
Enhancement for Background
Subtraction Using Multivariate
Multi-model Gaussian Distribution
6.1 Summary
These days, detection of visual attention regions (VAR) such as moving objects has
become an important pre-processing stage in many computer vision applications. In
this chapter, we examine the problem of separating moving objects a.k.a. Foreground
(FG) in a scene, which has a near-static background (BG). We address the difficulty in
setting an adaptive threshold in the multi-model Gaussian-based BG-FG separation
through a novel FG enhancement strategy by assimilating color and illumination
measures. We formulate the problem mathematically by using a histogram of a fused
feature of color and illumination measures. The proposed method is an extension of
Chapter 5 and it improves the BG-FG separation by introducing the following items:
i A new distance measure to check if a pixel matches a Gaussian distribution.
ii A new strategy to enhance the primary resultant of traditional background
subtraction (BGS) with fusion of color and illumination measures.
iii A computationally speedy histogram-based methodology to find an appropriate
threshold adaptively to separate BG and FG.
iv A FG validation process through probability estimation of Multivariate Gaus-
sian Model Distribution (MVGMD).
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We test the proposed algorithm on five different video sequences. The experimen-
tal results demonstrate that the proposed approach works well in challenging condi-
tions, at the same time, it performs competitively against state-of-the-art GMM-based
algorithms and few other methods as well.
6.2 Introduction
Figure 6.1: A scene and its useful region of interest.
The availability of High Performance Computing (HPC) has enabled application
of Computer Vision (CV) technology in several fields, for instance, Multimedia video-
based surveillance, Industrial Automation [82], Automotive, and Transportation. In
such applications, BG-FG separation module plays an integral role in guiding a vision-
based system to ignore unwanted region of a scene being monitored by utilizing visual
properties and bringing attention to moving objects, such as running cars and walking
people. It is very important when it comes to content aware processing and analysis,
like video compression of surveillance footage. For example, consider Fig. 6.1, where
the sub-figures show: (a) an actual scene and (b) useful FG region, which is ∼
25 − 30% of the actual scene. This piece of information is valuable for a video
compression algorithms to compress the FG and BG regions differently, whereby
details of the useful FG region remain intact while the BG region under goes higher
rate of compression. Besides, once the FG region is defined, the fruitful low-level
visual cues of the current scene can be extracted and then employed for high-level
analysis, such as object indexing and retrieval, traffic monitoring (detecting, counting
or tracking of objects) [165], human activity recognition (run, walk, jump, squat,
etc.) [55] , human-machine interaction [83], moving object tracking (many live sports
telecasting channels have adopted this), scene classification, digital forensics [118,157],
and so forth.
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The core issue in background subtraction and foreground localization is, what
exactly models the BG. In recent literature, for this task, many algorithms have been
proposed either with pixel-based, region-based, or a hybrid strategy using cues of both
pixel and region. There are several surveys can be found on these methods; among
them the articles by Bouwmans [16] and Xu et al. [168] are very comprehensive and
good to refer when more detail is required. This thesis also provides review on these
methods in Chapter 3.
6.3 The proposed algorithm
Before the discussion on the proposed algorithm the following subsection summaries
the major steps involved in traditional GMM-based BG modeling.
6.3.1 The applied multivariate Gaussian mixture model
The GMM-based BG modeling introduced by Stauffer and Grimson [139] assumes
that the variables, i.e., the color channels (Red, Green, and Blue) are independent
and having the same variance values so that the Gaussian probability density function
of the history of each pixel1, {X1, ..., Xt} is given by
P (Xt|µ,Σ) = 1
(2pi)n/2
1
|Σ|1/2 exp (4) . (6.1)
Here, at time t, Xt is a vector that contains values of intensities of each channel
of a pixel, µt is the mean value of each channel, Σ is the covariance matrix of
the concerned multi-variable, the intensity values of the RGB color space, 4 =
−1
2
(Xt − µt)TΣ−1(Xt − µt), 1(2pi)n/2
1
|Σ|1/2 is a normalizing factor, and n is number of
channels. The covariance matrix Σ becomes σ2I since the channels are assumed to be
independent, where I is an identity matrix. The Gaussian distribution in (6.1) have
to be evaluated for every pixel per frame basis and the parameters µt and Σ need to
be updated according to every new pixel observation.
Then, when K number of Gaussian distributions are used, the weights of the
distributions at time t, ωk,t are computed as follows if a pixel value falls within τ × σ
of a distribution k, where τ is set to 2.0 - 3.0.
ωk,t = (1− θ)ωk,t−1 + θ(Mk,1), (6.2)
1 The pixel history is the pixel process over time about a pixel, {x0, y0}. It records the pixel’s
intensity or color values.
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where θ is the learning rate and Mk,t is 1 for the matching distribution and 0 for
others. Thus, the parameters µt, σt, and distribution weight ωt are updated with
application specific learning rates β and θ based on the following rules.
µt = (1− β)µt−1 + βXt. (6.3)
σ2t = (1− β)σ2t−1 + β(Xt − µt)T (Xt − µt). (6.4)
ωt = (1− θ)ωt−1 + θ. (6.5)
At the same time, for unmatched distributions the means and variances remain
unchanged and weight is updated like ωt = (1− θ)ωt−1. In the case of non-matching
distributions, the least possible distribution is updated as ωt = ω0 and σ
2
t to a highest
value, and µt = Xt. Then, the first D distributions of ordered Gaussian distributions
with respect to the value of ω/σ are selected as BG model, where
BG = argminD
(
D∑
k=1
ωk
)
> T. (6.6)
Here, T is a measure of the minimum set of the data that must be considered for the
BG.
6.3.2 The proposed framework
The MVGMD is well exploited for BGS in [139]; however, the threshold value used
to separate BG and FG in MVGMD based BGS algorithms require tuning for every
new video feed. In order to circumvent this, the proposed algorithm takes advan-
tage of color similarity, color distortion, and illumination measures for an effective
FG enhancement. The color similarity and distortion measures have been used in
industries to measure industrial color differences of fabricated materials. We explore
another application of the measures in BGS by utilizing them to enhance the FG
features and to find appropriate thresholds. The concept of using such measures is
plausible since traditional GMM based BGS techniques tend to miss-classify pixels
when the FG and BG pixels are similar in color or distorted by the brightness and
illumination variation or by the capturing technology (including camera motion). We
have successfully utilized the aforesaid measures in Chapter 5 and in [143] to estimate
an appropriate threshold through empirical mathematical derivations, which controls
the minimum amount of data that model the BG. However, the method presented
in this work is entirely different as it takes advantage of feature fusion approach to
enhance the primary FG feature and then uses a histogram-based strategy to find
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Figure 6.2: First level of foreground features.
Figure 6.3: Fused foreground features and its corresponding intensity histogram.
an optimal threshold. The optimal threshold is then employed to extract a final re-
fined FG. Thus, The proposed algorithms consists of three major processing stages:
BG estimation and FG detection, FG feature enhancement, and FG refinement. The
following subsections elaborate the stages, clearly.
6.3.2.1 Background estimation
Background estimation is the core stage in this algorithm. This algorithm employs
an applied MVGMD, which is a slight variation from the GMM introduced by Stauf-
fer and Grimson [139], in which they consider that the variables are independent
with same variance value. However, in this work we assume that the channels are
independent, but do not have the same variance so that concept of MVGMD is fully
exploited. Besides that, Mahalanobis distance is used to check if a pixel matches a
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GMM in [139], but in this work we introduce a new distance measure to pick the
matching distribution(s).
The condition stated in [139] that checks if a pixel falls within τ × σ of a re-
spective distribution to update mixture parameters does not suffice in a multivariate
environment. To address this, in this work, the condition is improved as in (6.7),
which is a varied version of Bhattacharyya measure. Utilizing this measure is rea-
sonable since among the affinity groups of distance measures: Chi-squared distance,
Mahalanobis distance, Euclidian distance, and Matusita the Bhattacharyya measure
is stable, unbiased, self-consistent, and applicable to any distribution [1].
d∑
f=1
Bf < υ
d∑
f=1
σf , (6.7)
where υ is a control value which is set to 2.0 based on experiments, σf is the standard
deviation of the feature (i.e. a channel in RGB) f , d is the number of features in
the multivariate distribution, and Bf is a new distance measure defined by (6.8).
The choice of υ has slight impact on the model. Larger and smaller value of υ may
cause some percentage of data points generated by Gaussian model to match and not
to match, respectively, with the current pixel. The random resulting noise can be
removed by a simple connected component analysis [139], [7].
Bf =
1
8
n∑
i=1
[
X− µi
σi
]2
+
1
d
ln
√
|Σi|, (6.8)
where X, i, and n denote the vector value of a new pixel, the ith Gaussian distribution,
and total number of distributions, respectively. If the condition is satisfied, then the
parameters µ, σ, and distribution weight ω are updated according to (6.3) - (6.5) as
described in [139]. Once the parameters are updated accordingly, the background
BGt at time t can be estimated as (6.9).
BGt = BGt−1 + Ωt, (6.9)
where Ω denotes updated weight and mean multiplied matrix of the three channels
(red, green, blue) and calculated as in (6.10). Note that, the initial background BG0
is simply initialized as array of zeros.
Ωt = [ΩR,t; ΩG,t; ΩB,t]
T , (6.10)
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where ΩR,t =
K∑
k=1
ωr,k × µr,k, ΩG,t =
K∑
k=1
ωg,k × µg,k, ΩB,t =
K∑
k=1
ωb,k × µb,k, k is the
kth distribution in K number of matching distributions that model the current BG.
Consequently, the foreground FG1t is extracted through general matrix subtraction
operation as expressed by (6.11).
FG1t = abs (CF
∗
t −BG∗t ) , (6.11)
where superscript * denotes the data have been converted to 1-D grayscale space(GS),
CFt is the current frame, and BGt is the estimated BG at time t. This conversion is
required since our target is to get a 1-D binary foreground mask to identify the moving
objects. The conversion from a 3-D RGB color space to 1-D gray scale is given by
(6.12), which is a weighted sum of the R,G, and B components of a respective input.
The weights are taken form NTSC standard for luminance, which are plethorically
used values in computer vision domain for transforming an 8 − bit color image to
8− bit gray scale image.
GS = 0.2989 [R] + 0.5870 [G] + 0.1140 [B] , (6.12)
where [.] denotes matrix of values.
6.3.3 Color similarity measure
To address the missed-classification of pixels when BG and FG are similar in color, it is
necessary to analyze per pixel color similarity between the current frame CFt and the
previous frame CFt−1. Although, there are many other color similarity measures such
as KL-divergence based algorithms they are computationally cumbersome and gen-
erally, work on image patches not on pixel-level [150]. Thus, we exploit CIEDE2000
color difference to compute color similarity, which provides a color similarity map
in pixel-level with less complex computation. The CIEDE2000 formula was intro-
duced to compute industrial color differences in the early 2000s, which is based on the
CIE1976Lab∗ color space [128]. At this juncture we acknowledge openly available
source code from Sharma et al.. Given a pair of color values in CIE1976Lab∗ space
L∗1, a
∗
1, b
∗
1 and L
∗
2, a
∗
2, b
∗
2, the color similarity ∆Cs is calculated as:
∆Cs(L∗1, a
∗
1, b
∗
1;L
∗
2, a
∗
2, b
∗
2) =
√√√√ ∑
f={L,C,H}
(
∆f
kfSf
)2
+RT
∆C
kCSC
∆H
kHSH
, (6.13)
where f - feature refers to L - lightness, C - chroma, and H - hue, RT is a hue rotation
term used to correct deflection in the blue region of the ellipse axis direction for
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Figure 6.4: Step diagram of color similarity calculation through CIEDE2000.
visual perception [172] and the weights or compensations for neutral colors are given
by SL, Sc, and SH for the visual perception action on the three features: lightness,
chroma, and hue respectively. The correction factors kL, kC , and kH are related with
observation environment and set to unity. ∆L,∆C, and∆H are respective channel
differences between CFt and CFt−1. The entire derivation of CIEDE2000 consists
of twenty long expressions including the computation of aforesaid correction factors
and channel difference coefficients. Since there are clear derivations available in [128]
and [172], we omit them in this chapter to save chapter length.
A block diagram shown in Figure 6.4 describes the process of calculating ∆Cs,
whereXY Z denotes the operation that converts RGB color space into CIE1931XY Z
color space. This conversion is required since the input video frames we have for
experiments are in RGB color space and there is no direct conversion from RGB to
CIE1976Lab∗ color space.
The calculated color similarity measure at time, t is taken as FG2t:
FG2t = ∆Cst. (6.14)
Note that higher the similarity value indicates a change in the monitored scene i.e. a
moving object while a lower value indicates a stationary scene, i.e., the BG.
6.3.4 Color distortion measure
Global and local illumination and brightness changes cause color distortion. As the
result of that, the traditional GMM based BS techniques suffer from false FG detec-
tion. To address this, we account the color distortion measure which is parameterized
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by running mean of pixel process St, brightness sharpened value Vt, and brightness-
weighted value Pt in the normalized color channel at time t. This approach has gained
its success in code-book model based applications [54]. The color distortion ∆Cd in
the current frame CFt is measured as described in (6.15) - (6.19). This measurement
is a variation from the color distortion method described in [54] to account the history
of pixel process Ht at time t.
Ht = Ht−1 + CFt, (6.15)
St =
d∑
f=1
(Hf,t/Nt)
2, (6.16)
Vt =
d∑
f=1
(Hf,t/Nt × CFf,t), (6.17)
P t = Vt/St, (6.18)
∆Cdt =
√√√√[( d∑
f=1
CF 2f,t
)
− Pt
]2
, (6.19)
where Ht is a periodically accumulated pixel values over time t, f represents the color
features, d is number of features, Nt is the number of frames up to time t accumulated
in Ht. Thus, the estimated color distortion at time t is assigned to FG3t:
FG3t = ∆Cdt. (6.20)
Note that higher the distortion value indicates a change in the monitored scene i.e.
a probable moving object.
6.3.5 FG feature enhancement and detection
The traditional BGS approach does not effectively detect FG when the moving object
and the BG possess same or similar color values. The detection is further affected
due to noise created by illumination changes. Such unfavorable conditions can be
addressed by the proposed techniques shown in Fig. 6.2 and Fig. 6.3. Here, an
enhanced potential FG region is formed by fusion of the initial foreground region
FG1t, the color similarity map FG2t, and the color distortion map FG3t. This
fusion process recovers most of the missing FG pixels in FG1t by additive and range
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Figure 6.5: Optimal threshold adjustment in the histogram of enhanced FG features.
normalizing (rNorm) operations carried out, sequentially. The normalizing operation
is nothing but to bring the resultant of additive operation in the range of values that
can be stored in the number of bits used to represent pixel intensities in the raw
image. Thus, the enhanced FG feature eFG is derived as in (6.21). The contribution
of each of the features: FG1, FG2, and FG3 in the FG detection is also analyzed
and results are presented in section 4.4.
eFGt = rNorm(FG1t + FG2t + FG3t). (6.21)
By checking eFG against a threshold value, an accurate FG can be determined.
Finding an optimal threshold value to separate the FG from eFG is discussed after a
short discussion on traditional way of BGS. In traditional BGS, the binary FG region
is extracted as:
FGB = abs (CF −BG) > Th, (6.22)
where the threshold value Th is set experimentally depend on nature of the video
sequence to get better performance. In fact, it is a grueling task to tune thresholds
automatically to suit input video feeds. Although the aforementioned approaches are
better than parametric models, still certain level of tuning is required for different set
of input feeds. Thus, to overcome such shortcomings, in this work, the threshold is
adaptively set in an online process by exploiting intensity histogram of the enhanced
FG feature eFG as shown in Figure 6.5. In Figure 6.5:
Th1 = i|f(i) = argmax(f), (6.23)
and
Th2 = argmax(i)|i ∈ hist(eFG). (6.24)
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(i.e., Th1 is the intensity value corresponds to the highest frequency and Th2 is the
maximum intensity value appeared in the histogram of eFG). Here, eFG < Th1 is
definite BG region and eFG > Th2 is the definite FG region. It is because in eFG
the higher intensity values represent the moving objects and lower intensity values
represent the BG. At the same time larger area in the scene is BG. This is an axiom
in surveillance videos. However, these two values: Th1 and Th2 are not optimal to
achieve noise reduced FG binary mask. So the optimal threshold τopt must be chosen
between Th1 and Th2 and we compute it as described in (6.25). The expression is
derived from empirical method with an axiom of considering that more number of
blighter pixels appear in eFG higher the threshold value can be set to separate the
FG.
τopt = Th1 + abs (Th2 − Th1)/(− log (Ψ)), (6.25)
where
Ψ =
∫ i2
i1
f(i)di
/∫ i2
0
f(i)di. (6.26)
Here, i1 and i2 are two intensities chosen around the FG peak in the histogram
shown in Fig. 6.5. The value Ψ can be approximated discretely as n/N , where n =
number of pixels in the range i1 to i2 and N is total number of pixels in the raw
image. To simplify the calculation, i2 is set to the maximum intensity appeared in
the histogram of eFG and i1 is set to i2−1. Thus, FG binary mask FGB is determined
by (6.27).
FGB = eFG > τopt. (6.27)
This proposed threshold method is computationally simple yet performs better
than the sophisticated Kittler-Illingworth threshold algorithm noted as KIth here
after. Experiments were carried out by using KIth in place of the proposed threshold
technique without any other changes in the proposed FG detection method, and the
results are analyzed in section 4.4. As an example, the detected FG binary mask
by applying (6.27) for the frame CFt in Fig. 6.2 is shown in Figure 6.6 along with
corresponding enhanced foreground eFG and ground truth FGG on its left and right
respectively. The binary mask FGB has, excessively, detected some regions compared
to the FGG. This can be overcome by a novel validation process described in the
following subsection.
67
Figure 6.6: Detected FG with optimal threshold.
Figure 6.7: Validated foreground.
Figure 6.8: Process block diagram of the proposed algorithm.
6.3.6 Foreground validation
The FG binary mask is determined effectively as described in the previous subsections,
nevertheless, it has to be validated to overcome fault detection. In this work, we devise
a method which utilizes the posterior probability of the pixels given by (6.1) to refine
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the FG determined by (6.27). The validation process is described in the following
steps while Figure 6.8 depicts the entire process of the proposed framework.
Step 1. A potential FG region FGp is detected from the posterior probability Pb as
given in (6.28).
FGp = Pb < Γ, (6.28)
where Γ depends on initial learning rate β, color illumination coefficient Υ,
and a weighted color measure ~ in Y CbCr color space as expressed in (6.29)
- (6.31).
Υ =
Y
Cb
+
Y
Cr
+ ∆Cd, (6.29)
where Y,Cb, and Cr represent individual channel of the current frame in
Y CbCr color space. Meanwhile, ∆Cd is color distortion measure given by
(6.19).
~ =
|∆Cs− argmed(∆Cs)|
arg std(∆Cs)
, (6.30)
where ∆Cs is color similarity measure given by (6.13), arg med(.) and
arg std(.) are the operations to find median and standard deviation values of
∆Cs. By using (6.29) and (6.30), Γ is derived as;
Γ = β ×
√
[~−Υ]2
/
Υ. (6.31)
Step 2. By comparing FGp and FGB a set of outlier pixels ϕ can be found. Then,
for those set of pixels, value of Γ is increased by 30% so that some missing
potential FG pixels can be recovered and FGp is updated as FGp(ϕ) =
Pb(ϕ) < Γ(ϕ) ∗ 1.3.
Step 3. Similar to Step 2, another set of outlier pixels ψ in FGB is found by comparing
FGB with the updated FGp. Then, for those set of pixels, the threshold τopt
is increased by 50% so that some possible BG pixels can be removed and
FGB is updated as FGB(ψ) = eFG(ψ) > τopt ∗ 1.5
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Step 4. Finally, a convex hull region FGC is formed on the updated FGp using a
convex hull operator Ĉ (Φ) and a binary AND logical operation is performed
between FGC and the updated FGB to achieve an validated foreground re-
gion FGv as FGv = Ĉ (Φ) ∩ FGB. For instance, the validated FG for the
frame CFt given in Fig. 6.2 is shown in Fig. 6.7 along with respective FGB
and FGC .
Note that in Step 2 and 3 excessive increment of Γ and τopt would cause pixel
missed-classification; those values were set empirically in this work and fixed for all
the experiments.
6.4 Experimental results
Video
Seq.
Benchmark
database
Frame
size
General description
Water
surface
Complex back-
ground [79]
120×160 A person is walking on a shore of a water
body. Illumination changes.
Railway
Carnegie mel-
lon [129]
240×360
Man is walking across as a car enters the
scene. A strong breeze causes the camera
to be jittery during scene capturing.
Pedestrian CD-net [158] 240×360 Pedestrians and cyclist cross across. Illu-
mination changes.
Canoe CD-net [158] 240×320
Exhibits dynamic background motion.
People on a canoe paddle on waging water
channel which has continuous ripples.
Highway CD-net [158] 240×320
Tree branches sway as vehicles move on
a road. Frequent natural illumination
changes.
Table 6.1: Description of the video sequences used for validation.
The proposed algorithm is evaluated for its efficacy by comparing its performance
on five different video sequences listed in Table-6.1. The comparisons are done qual-
itatively and quantitatively. Since the major motivation of the proposed method
is to improve the accuracy of GMM-based BG-FG separation the comparisons are
shown against the standard GMM, and its improved versions such as CRF, EGMM,
and WavGMM. For these algorithms we use their source codes in MatLab to test
on the stated data sequences, so their processing times are also compared. In addi-
tion, comparisons are made against non-GMM based algorithms as well, where the
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results of the methods are adopted from [167]. The non-GMM based methods com-
pared in this chapter are Bayesian object detection in dynamic scenes (BOD), Online
robust dictionary learning (ORDL), Mairal et al. [88], Background subtraction via
robust dictionary learning (BRDL) [179], Fuzzy color histogram (FCH), Lin et al.
(RPCA) [81], Wang et al. (RPMF) [155], Xiaowei et al. (DECOLOR) [183], and
Cheng et al. (S-SVM) [25]. For these methods their processing times are not com-
pared, since they were not reported in the literature and we do not have their source
codes.
Hence, experiments are carried out to demonstrate the effectiveness of the pro-
posed threshold method by comparing the results with Kittler-Illingworth method of
threshold (noted as OursKIth here after). Besides that, further analysis are presented:
i to see which feature either color similarity or distortion contribute the most in
the FG feature enhancement,
ii to evaluate the improvements achieved through the assumption made earlier
which states that all the channels are independent but do not have the same
variance. For these two experiments visual results are avoided to limit length
of the chapter, and
iii to elaborate the limitations of the proposed model.
6.4.1 Qualitative analysis
Visual results are shown in comparison to other methods from different categories on
different data sequences. As stated earlier the results of non-GMM based algorithms
are adopted from [167]. The quantitative evaluation is provided in subsection III-B.
Railway: This is one kind of surveillance video to monitor a railway crossing. As
shown in Figure 6.9(a), car running on the road and man walking down the road
should be separated as FG. Although, the BG is relatively static the task of FG sep-
aration becomes challenging due to camera jitter, illumination changes, and closer
color similarity between FG and BG. In Figure 6.9, one can see that the proposed
method effectively separated the FG regions in comparison to GMM, EGMM, BOD,
S-SVM, and DECOLOR. It is found that methods like S-SVM and DECOLOR also
produced very competitive results. Results for more challenging scenarios are pro-
vided in Figure 6.10 and 6.11.
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Figure 6.9: Comparisons of foreground extraction for Railway data sequence: (a).
original scene, (b). ground truth, and (c) to (i) show the detected FG of different
methods GMM, EGMM, BOD, S-SVM, DECOLOR, Ours, and OursKIth respectively.
Figure 6.10: Comparisons of FG separation for WaterSurface data sequence: (a).
original scene, (b). ground truth, and (c) to (i) show the detected FG of different
methods GMM, EGMM, FCH, RPCA, DECOLOR, Ours, and OursKIth respectively.
WaterSurface2: This video sequence is a regular outdoor video recorded at a shore,
where the water surface has continuous waves and there is also considerable level of
illumination changes that cause a non-static BG. As shown Figure 6.10(a) the man
walking along the shore should be classified as FG. Figure 6.10 presents the BG-FG
separation results of different algorithms, where we can see that the proposed method
separated the FG region closer to ground truth and better than other algorithms.
Pedestrians : It is an outdoor video sequence which consists of pedestrians and
bicyclist passing on a street segment, where frame to frame illumination changes
drastically. Figure 6.11(a) shows results of some key frames for comparison, where
the walking people and the passing bicyclist are considered as FG. In Figure 6.11(g),
we can see that results of the proposed method are better than other algorithms
shown in Figure 6.11.(c) to (f). Although, the WavGMM [91] performs quite well in
2 http://perception.i2r.a-star.edu.sg/bk_model/bk_index.html
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Figure 6.11: Comparisons of FG separation on Pedestrians data sequence: Columns
(a) to (h) show original significant scenes with frame IDs embedded, ground truth,
and detected FG of different methods CRF, EGMM, GMM, wavGMM, Ours, and
OursKIth respectively.
separating FG, it produces accountable noisy FG when level of illumination changes
gets high and it is obvious in frame no. 700, 846, and 942, for instance. Meanwhile,
the proposed method is not affected by the illumination changes.
Highway : This is a typical traffic monitoring video of a surveillance application.
As shown in Figure 6.12(a), cars moving on the highway are to be classified as FG and
the rest of the scene including swaying tree branches at the side of the highway to be
classified as BG. As we can see in Figure 6.12(g), the proposed approach successfully
classified the FG region regardless of motion in the BG and unpredictable illumination
changes. For instance, in frame no. 1654 and 1664 the swaying tree branches and
in frame no. 1674 and 1700 the swaying tree branches and edge of the road due to
illumination changes are also detected in a considerable amount as FG by the other
algorithms, except the proposed method.
Canoe: A canoe crossing a water body, where the BG is very unstable due to
waving water surface, swaying trees at the shore, and slight illumination changes.
Besides, the captured video of the scene is in low quality, as well. Thus, separating
the FG becomes very challenging in this video sequence and the compared algorithms
detect lot of waving water surface as part of FG region. As shown in Figure 6.13(a),
the moving canoe and the people in it are considered as FG and the rest of the scene
to be BG. In Figure 6.13(g), we can see that the proposed algorithm is able to detect
the FG region better than the other algorithms, though the scene is very challenging.
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Figure 6.12: Comparisons of FG separation on Highway data sequence: Columns
(a) to (h) show original significant scenes with frame IDs embedded, ground truth,
and extracted FG of different methods CRF, EGMM, GMM, waVGMM, Ours, and
OursKIth respectively.
Figure 6.13: Comparisons of FG separation Canoe data sequence: Columns (a) to
(h) show original significant scenes with frame IDs embedded, ground truth, and de-
tected FG of different methods CRF, EGMM, GMM, waVGMM, Ours, and OursKIth
respectively.
6.4.2 Quantitative analysis
The ground truth labels provided in databases of each respective data sequence can
be utilized to analyze the performance of the proposed algorithm in pixel-level in
terms f-measure and processing time per frame (PTPF). The f-measure or figure of
merit (FoM) is a weighted harmonic mean measure with recall and precision given by
(1.1).
Tables 6.2 - 6.5 compare performance of the proposed method with other algo-
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Table 6.2: Average F-measure Comparison on Railway data sequence
GMM EGMM ORDL BRDL Mairal. Ours OursKIth
0.4192 0.736 0.866 0.833 0.794 0.9084 0.8902
rithms. In tables 6.2 - 6.4, average f-measure of other algorithms are compared with
the proposed method, where boldface values are the best results. The average val-
ues are calculated respect to the available GTs in each video sequence as listed in
table 6.1. In Table 6.5, although wavGMM exhibits the best PTPF; it is because
it works on 1-D grayscale image while others process each frame in 3-D RGB color
space. On the other hand, it is understood that using KIth provides competitive
results with our simple thresholding method it consumes extra processing time since
KIth depends mostly on complex mathematical computation. Hence, further analyses
are presented in Figure 6.14 - 6.17. Figure 6.14 shows f-measure comparison in terms
of box-plots on three data sequences: Pedestrian, Highway, and Canoe, where we can
see that the proposed method possess the best results. Figure 6.15 shows PTPF com-
parison on the same set of data sequences aforementioned, while Figure 6.16 describes
pattern of PTPF of the proposed algorithm, GMM, CRF, EGMM and wavGMM, re-
spectively for first 500 frames from respective data sequences. From this timing plot,
one can see that the proposed method takes high processing time during settling pe-
riod and afterwards its processing time falls into a closer range. In the future work,
if the method can be improved through programming to lower the initial process-
ing time then the over all average PTPF will be reduced. Note that the processing
times are recorded when the respective algorithms are executed individually on a PC
with Intel(R) Core(TM) i7-3770 CPU@3.40GHz, 16.0GB RAM, and 64-bit operating
system.
Table 6.3: Average F-Measure Comparison On Watersurface Data Sequence
GMM EGMM FCH RPCA RPMF Ours OursKIth
0.7647 0.534 0.721 0.730 0.840 0.8718 0.8440
Table 6.4: Average F-Measure Comparison On Pedestrian, Highway, And Canoe Data
Sequences
Video CRF EGMM GMM WavGMM Ours OursKIth
Pedestrian 0.4857 0.5599 0.5492 0.6584 0.8507 0.8526
Highway 0.5211 0.6071 0.5752 0.6423 0.8522 0.8456
Canoe 0.3127 0.3866 0.4411 0.4840 0.8128 0.6456
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Table 6.5: Average PTPF (in Sec.) Comparison On Pedestrian, Highway, And Canoe
Data Sequences
Video CRF EGMM GMM WavGMM Ours OursKIth
Pedestrian 1.3922 0.2615 0.2428 0.0921 0.4844 0.5018
Highway 1.5385 0.2478 0.2734 0.0794 0.4732 0.5363
Canoe 1.6270 0.3458 0.2541 0.0780 0.4436 0.4865
Figure 6.14: F-Measure comparison on various input feeds vs methods.
6.4.3 Contribution of the features
In order to analyze the impact of the fused features in melioration of FG detection, the
features are fused one by one with the main feature FG1 and the resulted FoM of FG
detection with respect to level of feature fusion is tabulated. Figure 6.17 describes
the fused features’ combined FoM confidence intervals on all the data sequences
through an error bar based on descriptive statistics of repeated measures by group,
where the fused features are f1 → FG1, f2 → FG1 + FG3, f3 → FG1 + FG2 and
f4→ FG1 + FG2 + FG3. One can see that fusion of FG3 with FG1 achieve better
improvement around 2.5% than fusion of FG2 with FG1, while all feature fusion
gains more than 5% improvements when comparing average FoM of FG1 alone.
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Figure 6.15: Processing time comparison on various input feeds vs methods.
Figure 6.16: Processing time of the proposed algorithm vs input feeds.
6.4.4 Fully utilized MVGMD
From the above all results presented it is well understood that the proposed method
improves the FG detection considerably. However, what is the impact caused by fully
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Figure 6.17: FoM error bar vs level of fused FG features.
utilizing a MVGMD which considers all the features are independent with different
variance per feature?. To examine this, (a)- experiments are carried out by considering
all the features have same channel variance referred as partially utilized MVGMD
without any other changes in the proposed method and the results are compared in
table 6.6 with (b)- the actual method presented in this chapter. The results show
that using fully utilized version of MVGMD gains remarkable performance in terms
of FoM.
Table 6.6: Impact of fully utilized MVGMD in terms of FoM
Railway WaterSurface Highway Pedestrian Canoe
(a) 0.5617 0.8096 0.8150 0.3399 0.4784
(b) 0.9063 0.8460 0.8522 0.8507 0.8121
6.4.5 Limitations of the proposed model
Although the model performs better than other GMM-based algorithms compared
in the chapter, it does not have a strategy to tackle with shadows of moving objects
and sudden changes in region-level. We demonstrate this limitation using two video
sequences in CD-net database: BusStation and Bungalows. These sequences contain
scenes with prevalent hard and soft shadow and intermittent shades.
Two failed cases, one per each data sequence to show the limitation of the proposed
algorithm are shown in Fig. 6.18 and Figure 6.19. In Figure 6.18, we can see that the
78
Figure 6.18: BusStation frame no. 1096: The proposed model fails to distinguish
moving shadow and sudden region level changes.
Figure 6.19: Bungalows frame no. 650: The proposed model fails to distinguish the
moving shadow.
model has considered the moving shadow as FG and suffered from region-level sudden
changes as people walking on the payment. The region-level sudden changes happen
as at one instance, the moving object blocks the Sunlight and in the next instance,
the region is exposed to the Sunlight. Due to such high sudden region-level changes
and intermittent moving shadows the model achieves poor FoM of 0.7103 compared
to the average performance of 0.8639 across tested baseline data sequences in Table
6.1.
Similarly, in Bungalows video sequence also the proposed model performs poorly
with FoM of 0.5828, since every moving object appears in the scenes comes with
nearly equal volume of shadow region. At the same time, the other GMM-based prior
art algorithms compared in this work also suffer from this weakness. For instance, the
WavGMM [91], which is the best among the others also weakly performs and achieves
FoM of 0.5292 and 0.4015 on Bus station and Bungalows sequences respectively. On
the other hand, the state-of-the-art algorithm the SuBSENSE [135] produces average
FoM of 0.8890 in these challenging sequences.
These experiments demonstrate the weakness of the proposed model. However, in
the baseline datasets employed in the experiments, the moving shadows are considered
as part of the foreground in the ground truth since the proportion of the shadow
regions is small enough in comparison to the actual FG regions. Thus, the algorithm
performs better on those data sequences. Note that, by employing a pre-processing
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stage to remove shadows effectively at each frame can easily improve the proposed
algorithms performance.
6.5 Conclusion
Although many researchers and scientists propose new algorithms for BG-FG classi-
fication, it is equally worth to come up with new techniques in order to meliorate the
existing methods. Thus, This work presents a genuine effort of exploiting measures
such as color similarity, color distortion, and scene illumination variation to enhance
foreground features along with a novel adaptive threshold and foreground validation
rule to improve BG-FG separation. The qualitative and quantitative analysis on the
selected data-sets proves that the concept of fusing the aforesaid measures works ef-
fectively. The drawback of the algorithm exists in higher processing time due to the
layered validation process, and it does not have a mechanism to counterbalance the
effect of moving object shadow.
The future work, thus, would be dedicated to fixing the processing time from
either the framework perspective or programming perspective, for instance, utilizing
GPUs and handling the shadows jointly with BG modeling. In addition, thoughts
can be given to exploiting color and illumination features in the local-temporal level
instead of global-temporal level to enhance the foreground features and to extract the
foreground region robustly.
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Chapter 7
sEnDec: An Improved Image to
Image CNN for Foreground
Localization
7.1 Summary
Although it is not immediately intuitive that Deep Convolutional Neural Network
(DCNN) can yield adequate feature representation for a Foreground Localization
(FGL) task, recent architectural and algorithmic advancements in Deep Learning
(DL) have shown that the DCNN can be a forefront methodology for this pixel-level
classification problem. In FGL, the DCNNs face an inherent trade-off between mov-
ing objects, i.e., the foreground (FG) and the non-static background (BG) scenes,
through learning from local- and global-level features. Driven by the recent success
of innovative structures for image classification and semantic segmentation, this work
introduces a novel architecture, called Slow Encoder-Decoder (sEnDec) that aims to
improve the learning capacity of a traditional image-to-image DCNN. The proposed
model subsumes two subnets for contraction (encoding) and expansion (decoding),
wherein both phases it uses intermediate feature map up-sampling and residual con-
nections. In this way, the lost structural detail due to spatial subsampling is recovered.
It helps to get a more delineated FG region. Comparative experimental results on
sixteen benchmark video sequences, including baseline, dynamic background, camera
jitter, shadow effects, intermittent object motion, night time, and bad weather show
that the proposed sEnDec model performs very competitively against the prior- and
state-of-the-art approaches.
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7.2 Introduction
Foreground localization is a fundamental task in various problems in the computer
vision domain, like salient object detection and recognition [15], content-aware im-
age/video processing [47], object segmentation [20], foreground object extraction [143],
image quality assessment [28], visual tracking [184], [13] object discovery [74], and
human-robot interaction [46]. The main objective of FGL is to place a tight mask
on the most probable region of pixels, i.e., the moving objects in a scene. Such mask
is, in many ways, very informative than a simple detection with bounding box as
it allows close localization of objects, which is important for applications, such as
autonomous driving [178]. The FGL can be formularized as
Fz =
Iz − (1− αz)Bz
αz
, (7.1)
where for an obsered pixel z, the Fz, Iz, Bz, and αz are the observed color, FG
color, BG color, and alpha parameter of the captureing device, respectively. It has
been automated with myriad algorithms, including graph-cut that requires a user
supplied scribble or box on the FG and BG [86], probabilistic models like Gaussian
Mixture Models (GMM) [186] and Markov Random Field (MRF) [187], and top-down
approaches that firstly detect objects then classify pixels inside the detected object
boundary based on shape priors [42]. Recently, DCNN-based approaches, like the
image-to-image basic architecture depicted in Fig. 7.1 for localizing FG regions in
video sequences have gained wider adoption [170].
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⇐= Encoding Subnetwork =⇒
⇐= Decoding Subnetwork =⇒
Figure 7.1: Block diagram of a basic image-to-image CNN.
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The applications of Neural Networks (NN) for visual-based problems possess a
long history; arguably, from one of the pioneer computer vision systems, the Mark I
Perceptron machine by Rosenblatt in late 1950s [14]. Presumably, concurrent with
that Hubel and Wiesel’s [61] discovery of neural connectivity pattern of cat’s visual
cortex inspires Fukushima to come up with a netwrok, coined Neocognitron [39],
which is invariant to image translations. The Neocognitron devised with a backprop-
agation mechanism paved a way for the modern-day DCNN, a multi-layered NN that
integrates layers of several convolution, rectification, sub-sampling, and normaliza-
tion operations. In which, the low-level convolutional (conv) layers operate similar
to Gabor filters and color blob detectors [2] that extract primitive information, like
edges and textures, while the top-level layers provide the abstractive meaning of the
input visuals, like shapes and structures. In contrast to the traditional machine learn-
ing (ML) theories, the DCNNs emphasize automatic feature-extraction and learning
from large amount of data. The practical theories of advanced CNN architectures was
proposed by Hinton et al. [58]. Thence, the DCNNs have become the front runner for
a numerous visual-based tasks followed by surpassing achievements of Hinton’s team
comprising Alex Krizhevsky in the ImageNet 2012 Large-Scale Visual Recognition
Challenge (ILSVRC) [72]. Hence, there has been an upsurge of success in applying
DCNNs to semantic segmentation/labeling [130], [30], instance segmentation [178],
medical image segmentation [109], [119], and so forth.
Thereupon we are interested in developing a deep CNN for the problem of FG
object/region localization. To this end, the key contribution of this work as follows:
i Improving the learnability of a basic image-to-image CNN through a strategy,
called slow-encoding and slow-decoding. In this, an input feature map at a
stage in the contraction path is encoded twice before reaching completely to
the next-level of reduced spatial dimension. Such each level of double encoding
functions, like a micro auto-encoder. While in the expansion path each spatial
dimension of decoded feature maps is enhanced by two sets of residual feature
concatenations that bring to fuse two individual encoded feature maps of same
spatial dimensions from the contraction path.
ii Providing empirical evidence to prove the effectiveness of the proposed strategy.
iii Thoroughly testing the proposed sEnDec network on various categories of video
sequences and comparing its outcomes with prior- and state-of-the-art methods.
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iv It analyses four binarization methodologies, namely dataset-specific global thresh-
old, Otsu’s threshold, Kittler-Illingworth thresholding, and segmentation using
variational Bayesian estimation of a Gaussian mixture for creating binary FG
mask from the probability saliency map.
Rest of this chapter organization as follows: Sections 7.3, 7.4, and 7.5 present
the proposed model-sEnDec, the detail of experiments, and conclusion with future
directions, respectively.
7.3 The proposed CNN architecture: sEnDec
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⇐= Encoding subnetwork =⇒
⇐= Decoding subnetwork =⇒
Figure 7.2: Schematic drawing of the proposed DCNN: sEnDec.
In common with most of the DL-based pixel-level classifiers, the proposed sEnDec
CNN has two architectural phases: encoding and decoding, where both stages exploit
structured residual feature fusions. The model does not use any pooling or hidden FC
layers but subsumes conv, convT, and cat layers networked to capture spatiotemporal
contextual cues of FG objects.
A layer-wise depiction of the proposed image-to-image CNN is shown in Fig. 7.2.
Where, the type of layer and its operation is differentiated with color notation as
follows. Tender blue - input/ output, tender red - conv that preserves the spatial
dimensionality of its input, tender green - conv that reduces the spatial dimension
by half of its input (subsampling), gray - depthwise cat, yellow - convT, and tender
orange - conv that maintains its input spatial dimensionality and includes BN before
ReLU operation. The network is capable of taking any spatial dimensions of images,
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as it resizes them to 240 × 320 by using nearest-neighbor scaling algorithm to meet
the input layer requirement. The input layer expects a three-channel data-feeds in
Gray-scale, where the first two channels are the current frame and a frame before
n timestamps, and the last channel is a generalized BG information. Hence, in the
model, all the conv layers employ a filter of 3 × 3 kernel with a stride rate of 1 in
all directions, except the sub-sampling conv layers that perform convolutions with a
stride rate of 2. The output feature map of a convolution C w.r.t. a kernel ω, its
associated bias b, and input image/ patch (aka set of input activations) x is computed
as:
C(m,n) = b+
K−1∑
k=0
K−1∑
l=0
ω(k, l) ∗ x(m+ k, n+ l), (7.2)
where ∗, K, {m,n}, and {k, l} refer to convolutional operation, size of the kernel,
origin of the patch, and element index of the filter respectively. The outputs of each
conv layer are immediately processed by Rectilinear unit (ReLU) activation defined,
as f(x) = max(x, 0), where x is an input neuron.
Figure 7.3: Illustration of convolution and transpose (de) convolution operations:
A 2D conv with K = 3, S = 2, and P = 1, and its corresponding convT with
K ′ = K,S ′ = 1, and P ′ = K − P − 1.
The convT layer performs up-sampling, i.e., the gradient of 2D conv such that its
output spatial dimension becomes twice as the input (expanded), as Fig. 7.3 illustrates
without loosing the connectivity pattern. The insigight of using convT over image
resizing process, is that it has trainable parameters. It is achieved by inserting zeros
between consecutive neurons in the input receptive field, then sliding the conv kernel
with unit stride [33]. If a conv operation is governed by kernel size of K, stride rate
of S, padding size of P , and its output has size of i′ then the associated convT can
be generated with a kernel K ′ = K, stride S ′ = 1, padding P ′ = K − P − 1, i˜′,
and α, where i˜′ is the size of the diluted input obtained by imputing S − 1 zeros
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between each input neuron, and α = (i + 2P − K) mod S denotes the number of
zeros inserted to the top and right edges of the input resulting an output map size of
O′ = S(i′ − 1) + α +K − 2P .
The BN plays a vital role in avoiding training saturation around non-linearities and
vanishing/exploding gradients. When an output feature map of a layer Z ∈ RN,H ,
where N and H denote the number of samples in the batch and hidden neurons,
respectively; then the normalization of Z is computed as
Zˆ =
Z− µB√
σ2B + 
, (7.3)
where Zˆ, µB, and σ
2
B refer to the normalized matrix, mean and variance of the batch,
respectively.
7.3.1 Deep slow encoding
In contrast to the basic image-to-image CNN referred to Fig. 7.1, the proposed model
encodes an input feature map twice such a way firstly the input is encoded by spatial
sub-sampling conv, followed by up-sampling through convT to match with the spatial
dimension of the original input to the conv layer, then the up-sampled feature maps
are concatenated depthwise with the original input features. At this stage, the new
feature maps (after cat) are encoded to generate spatially halved output feature maps.
This sequence of operations can be generalized, as when the output of layeri is sub-
sampled at layeri+1, the proceeding layeri+2 performs up-sampling and produces
output feature maps with the same spatial dimension as the output of layeri. Since,
the outputs of layeri and layeri+2 have equal spatial dimensions they can be depthwise
fused, like shown in Fig. 7.4. This chapter refers this deep slow encoding strategy
as a block of micro auto-encoder. There are three such blocks interconnected in the
encoding subnetwork of the proposed sEnDec. The blocks are highlighted by enclosed
broken blue lines in Fig. 7.2.
7.3.2 Deep slow decoding
The up-sampling subnetwork exploits a slow decoding strategy, whereby spatially
matching two sets of feature maps from every stage of encoding subnetwork are con-
catenated through lost feature recovery mechanism, the residual feature flows to cre-
ate high resolution representation. Each concatenation is interspersed with a layer
that carries out conv, BN, and ReLU operations sequentially. This work denotes this
sequential layer interconnections as a block of slow decoder. There are three such
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Figure 7.4: The exploited residual feature flow and resolution recovery mechanism.
blocks, as highlighted by enclosed broken red lines in Fig. 7.2. Thus, the hierarchical
layers of transponse covolutional and symmetirc residual feature cat operations ex-
tract the different level of textural and shape information of the scene. In this way,
the network directly takes object-specific shape cues into account for FG object local-
ization, which is often missed out in other approaches based only on conv layers [130].
It defines a non-linear local to global representation of objects based on their shape
prior details.
In summary, the proposed slow encoder-decoder network takes a multi-channel
input with dimension of 240× 320× 3, terminates encoding process when the spatial
dimension reaches of 15 × 20. Then it carries out the decoding sequentially with
structured residual feature flows from lower to higher layers. Finally, the top layer
generates a sigmoid probability map that has same spatial dimensionality as the
bottom input layer. In total, the sEnDec utilizes 5, 376, 977 trainable parameters.
Since sEnDec is trained with exemplar segmentation ground truths it does not require
any additional inference aids, such as region proposals. Therefore, the network differs
from scene understanding, where the co-occurrences of objects and other spatial and
contextual properties are explicitly exploited to perform the FGL.
7.3.3 Training strategy
Input: To capture the spatio-temporal features we feed the input layer of sEnDec
with gray-scale two consecutive frames (ft, ft−1) and a temporally median filtered
generic BG model (b0) stacked depthwise as depicted in Fig. 7.5. Where, the target
segmentation, yt corresponds to the current frame, ft. As this work uses the widely
accepted benchmark database, Change detection (CDnet) [158], the initial frames
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that have no segmentation ground truths are utilized to generate the BG model, b0.
The number of such frames used in this study is listed in Table 7.3.
Figure 7.5: Input data configuration:G.T-Ground truth, I-Image, Med(·)- Median
filtering in temporal domain over collected k samples prior to training, b0 - The
precomputed BG model, and ft - Input scene at time t.
Transfer learning: Since the number of samples available with ground truths is
less, it is crucial to initialize the network parameters, i.e., weights and biases appro-
priately. To this end, the sEnDec is trained on samples from one video sequence, then
retrained on a target video sequence using previously learned parameters as initial
values. This intra-class transfer learning approach provides better generalization of
the model and enhances the FGL performance. The dataset pairs involved in this
approach are tabulated in Table 7.1.
Target Source Target Source
Highway Traffic Traffic Highway
Office CopyMachine Boulevard Highway
Pedestrians Overpass CopyMachine Pedestrians
PETS2006 Overpass PeopleInShade Overpass
Canoe Boats BusStation Pedestrians
Boats Canoe Sofa BusStation
Overpass Pedestrians Tramstop Boulevard
Fall Highway SnowFall Boulevard
Table 7.1: The dataset pairs involved in model initialization.
Optimizer: The network is trained to optimize the binary cross-entropy loss
defined by (7.4), where the loss is added up over all the pixels in a mini-batch. We
achieve this with Adam optimizer1 and a base learning rate of 0.0002.
1 It performs stochastic optimization by merging both optimizer RMSProp and AdaGrad. Refer
https://www.tensorflow.org/.
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E = −1
n
N∑
n=1
[pn log pˆn + (1− pn) log(1− pˆn)], (7.4)
where it takes two inputs. First one is the output from the final layer of the network
(refer conv 17 in Fig. 7.2) with dimension of N × C × H × W , which maps the
probability predictions pˆn = σ(xn) ∈ [0, 1] using Sigmoid non-linearity function σ(.)
given by
y =
1
1 + exp(−x) . (7.5)
The second one is target pn ∈ [0, 1] with the same dimension as the first one,
where N,C,H, and W represent the batch size, number of channels, height, and
width respectively of the inputs.
7.3.4 Binarization
It is important to create a binary mask from the probability map. In this work, three
methods: a dataset specific global threshold (G-th) value empirically set in the range
of [0.15, 0.85], an automatic binarization approach, the Otsu’s method (O-th), and
Gaussian smoothened version of Otsu’s method (OG-th) are used to generate binary
masks. The Otsu’s technique iteratively computes the threshold value, τ that lies in-
between two peaks of the intensity histogram of a bi-model image, whereby intraclass
variances are minimum [104]. The weighted sum of within-class variance is defined
as
σ2ρ(τ) = ρ0(τ)σ
2
0(τ) + ρ1(τ)σ
2
1(τ), (7.6)
where the weights ρ0 and ρ1 are the probabilities of BG and FG discriminated by
a threshold τ , and the variances of these two classes are σ20 and σ
2
1 respectively and
they are computed as follows:
ρ0(τ) =
∑τ
i=1 P (i) & ρ1(τ) =
∑I
i=τ+1 P (i)
µ0(τ) =
∑τ
i=1
iP (i)
ρ0(τ)
& µ1(τ) =
∑I
i=τ+1
iP (i)
ρ1(τ)
σ20(τ) =
∑τ
i=1[i− µ0(τ)]2 P (i)ρ0(τ) & σ21(τ) =
∑I
i=τ+1[i− µ1(τ)]2 P (i)ρ1(τ)
An explicit derivation of the method can be found in [104]. This binarization
process is part of predicting/infererencing stage only as the numerical analysis is
made on the binary FG mask.
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7.3.5 Environment
The entire training and testing are carried out on an environment summarized in
Table 7.2. The training and testing require about 16.5s and 15ms per sample respec-
tively, when the batch size is set to 8. Thus, on that particular setting the speed of
FG probability prediction is ∼ 67 frames per second (FPS).
# Component Remarks
1. CPU Intel(R) Core (TM) i7-6850K CPU @ 3.60GHz
2. GPU GeForce GTX 1080 Ti with 12GB memory
3. RAM Kingston DDR 4 2400 MHz 6412GB
4. Software Python with Keras using Tensorflow backend
Table 7.2: The environment.
7.4 Experimental setup, results, and discussion
7.4.1 Dataset
Experiments are conducted on sixteen video sequences from the CD-net [158] bench-
mark database. It consists of diversified change and motion, including near static and
dynamic backgrounds, camera jittery, shadow, intermittent object motion, and con-
ditions, like night times, and bad weather. Table 7.3 provides a succinct description
of the datasets.
The Baseline represents a mixture of mild challenges, like subtle background
motion, isolated shadows, swaying tree branches, and natural illumination changes.
The Highway, Office, PETS2006 and Pedestrians sequences are from this kind. The
Highway sequence contains high-volume of traffic flow on a highway with dynamic
branches of trees and their shadows on the highway surface. The color of the ve-
hicles oftentimes alike to the highway (dark gray) or shadows (black). The Office
is an indoor scene that contains a near-stationary person but it experiences inten-
sive illumination when his position or action have slight change. The Pedestrians
sequence also faces strong illumination variation, which causes the foreground object
appearance becoming similar to the background. The PETS2006 sequence contains
crowded people walk up and down at a station with shining floors and soft shadows
of the people casting on the floor.
The Dynamic background category contains video sequences that have strong
dynamic background motion: boats and canoes on shimmering water, swaying tree
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branches and leaves or a man walking on a park bridge in front of a shimmering water
body. The Canoe, Boats, Overpass and Fall belong to this group.
The Camera jitter datasets have outdoor videos captured by vibrating cameras
due to strong wind or unstable mount. The magnitude of jitter varies from one video
to another. The Traffic and Boulevard sequences are from this type.
The Shadow category comprises indoor and outdoor scenes with strong as well
as faint shadows. Here, some shadows are cast by moving objects as well. We take
CopyMachine, PeopleInShade, and BusStation sequences from this category. Hence,
we chose the Sofa and Tramstop sequences from the Intermittent object motion
set that has videos containing background objects moving away, abandoned objects,
and objects stopping for a short while and then moving away. Lastly, from the Bad
weather category we select the SnowFall sequence for investigation.
7.4.1.1 Training and test sets
To create exclusive training and test data samples, the available sequential frames
that have ground truth segmentation samples of FG objects are split in an orderly
manner such that the first 70% goes to the training set and the rest (30%) of the
frames goes to the test set. This splitting approach is more appropriate as the images
in the target datasets are frames from videos. Otherwise, a random selection of
samples may pick a framet for training set while picking a temporally closest frame,
like framet+1 for test set as depicted in Fig. 7.6. There can be many such instances
Dataset Frame size (W ×H) Category N frames w/t GT N Frames for BG
Highway 320× 240
Baseline (BL)
1229 520
Office 360× 240 1447 580
Pedestrians 360× 240 753 300
PETS2006 720× 576 900 300
Canoe 320× 240
Dynamic
background (DB)
342 840
Boats 320× 240 6026 1930
Overpass 320× 240 440 2330
Fall 720× 480 564 1400
Traffic 320× 240
Camera jitter (CJ)
609 900
Boulevard 320× 240 1004 790
CopyMachine 720× 480
Shadow (SH)
1869 495
PeopleInShade 380× 244 829 280
BusStation 360× 240 832 300
Sofa 320× 240 Intermittentobject motion (IO) 2243 495
Tramstop 480× 295 Night videos 1250 495
SnowFall 720× 480 Bad weather (BW) 656 795
Table 7.3: Dataset summary.
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Figure 7.6: Random vs ordered splits: G.T- ground truth, I- raw image, Sq.#- se-
quence ID.
in this method, resulting in mere exclusiveness of training and test sets. Thus, it
will lead the model to produce higher f-measure or FoM inappropriately. Figure 7.6
demonstrates the two methods, in which n is the total number of samples in the
sequence and k = round(n × 0.7) that is the dividing point (frame no.) for the
ordered split.
7.4.2 Evaluation
The quantitative analysis is performed according to a standardized evaluation scheme,
called F −measure. It ensures the performance of FGL as a weighted harmonic mean
measure of recall and precision, i.e., size of the intersection divided by the union of
the two regions. It is also referred as intersection-over-union (IoU) or figure of merit
(FoM) and defined as defined by (1.1).
7.4.3 Step-by-step analysis
7.4.3.1 Sanity check
To validate the performance gain of our slow encoding-decoding strategy, firstly we
compare performance of the basic structure (Fig. 7.1) with our improved architecture
(Fig. 7.2). For this test, we choose three video sequences: two from the Baseline
category (Highway and Office) and another from the Camera jitter category (Traffic).
Both the cases, the models are trained from scratch. Table 7.4 and Bar-charts in
Fig. 7.7 compare the sanity check results.
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Dataset Model G-th O-th OG-th Average
Highway
Basic 0.9244 0.9223 0.9205 0.9224
sEnDec 0.9545 0.9519 0.9506 0.9523
Office
Basic 0.9333 0.9343 0.9352 0.9343
sEnDec 0.9527 0.9551 0.9549 0.9542
Traffic
Basic 0.7650 0.7258 0.7317 0.7408
sEnDec 0.7853 0.7337 0.7419 0.7536
Table 7.4: Sanity check results of the proposed sEnDec compared to the basic model.
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Figure 7.7: Bar chart comparison- sanity test results of the sEnDec and basic model:
F-measure vs video sequences.
The sanity test on diversified three datasets shows that our sEnDec model im-
proves the FGL nearly by 1% to 3% in terms of F-measure compared to the basic
image-to-image CNN. Taking this as an empirical evidence, we proceed to investigate
the performance of the sEnDec on all the datasets described in Section 7.4.1 with
training strategy elaborated in Section 7.3.3.
7.4.3.2 Visual analysis
Performance of the sEnDec is investigated through visual comparisons between the
predicted FG regions and the respected ground truths for all the test sequences and
samples. However, it is irrational to show all the outputs here; thus, one sample per
dataset is shown in Figures 7.8 and 7.9. From these comparisons, it is noticed that
the proposed model has localized the moving objects closely to the ground truths.
Nonetheless, it is necessary to numerically analyse for a quantitative validation.
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Figure 7.8: Sample results. Row 1-8: Highway, Office, Pedestrians, PETS2006, Ca-
noe, Boats, OverPass, and Fall video sequences. Col. 1-5: input frames, ground
truths, sEnDec’s score-maps, binary FG masks generated with G-th and O-th, re-
spectively.
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Figure 7.9: Sample results. Row 1-8: Traffic, Boulevard, CopyMachine, PeopleIn-
Shade, BusStation, Sofa, Tramstop, and SnowFall video sequences. Col. 1-5: input
frames, ground truths, sEnDec’s score-maps, binary FG masks generated with G-th
and O-th, respectively.
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7.4.3.3 Numerical analysis
Table 7.5 compares the performance of our sEnDec with some of the results published
in the literature for prior-art and state-of-the-art techniques numerically. These meth-
ods include the probabilistic-based as well as NN-based approaches.
The proposed sEnDec shows a greater level of consistency when compared to the
prior-art and state-of-the-art methodologies, based on the results tabulated in Ta-
ble 7.5 and their mean average performances per category shown in Fig. 7.10. When
it is further analyzed considering performances across all the datasets as elaborated
via box-plots in Fig. 7.11, it is clear that the proposed model exhibits a stable per-
formance that surmounts most of the existing approaches.
For instance, it gains the following improvements in terms of f −measure: 18%,
9%, 2%, 5%, 4.5%, and 4% when compared to EGMM (2004), PBAS (2012), IUTS-5
(2017), Lim et al. (2017), MBS (2017), and DBFCN (2018) respectively. Hence,
compared to the sanity check results (trained with random initialization) of Traffic
sequence, the transfer learning approach provides ≈ 10% improvement. This percent-
age can be varied for other sequences based on the nature of the scenes.
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Figure 7.10: Sequence category-wise performance analysis.
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Method →
Dataset ↓
EGMM
[186]
(2004)
PBAS
[60]
(2012)
IUTIS-5
[12]
(2017)
Lim
[80]
(2017)
MBS
[121]
(2017)
DBFCN
[170]
(2018)
Ours: sEnDec
G-th O-th OG-th
Highway 0.9038 0.9451 0.9535 - 0.9217 0.9412 0.9573 0.9557 0.9558
Office 0.6564 0.9420 0.9686 0.9586 0.9719 0.9236 0.9713 0.9700 0.9702
Pedestrians 0.9597 0.9363 0.9669 - 0.9566 0.8394 0.9514 0.9404 0.9429
PETS2006 0.8327 0.8736 0.9354 - 0.8648 0.9059 0.9465 0.9327 0.9362
Canoe 0.8851 0.7196 0.9462 - 0.9345 - 0.9554 0.9379 0.9398
Boats 0.7474 0.3611 0.7332 - 0.9041 - 0.9262 0.9227 0.9224
OverPass 0.8673 0.7925 0.9272 - 0.8990 - 0.9355 0.9178 0.9188
Fall 0.4239 0.8714 0.9361 - 0.5668 0.8203 0.9292 0.9299 0.9303
Traffic 0.6137 0.7485 0.8302 - 0.6781 - 0.8701 0.8407 0.8419
Boulevard 0.5654 0.6602 0.7680 0.8990 0.8672 - 0.9284 0.9300 0.9300
CopyMachine 0.6597 0.8727 0.9260 - 0.8711 - 0.9402 0.9409 0.9409
PeopleInShade 0.8819 0.8919 0.9103 - 0.9016 - 0.9535 0.9549 0.9552
BusStation 0.7874 0.8609 0.8826 0.8565 0.8695 - 0.8886 0.8747 0.8753
Sofa 0.6524 0.7381 0.7914 - 0.8455 0.8645 0.9240 0.9210 0.9235
Tramstop 0.5781 0.8243 0.6080 0.8780 0.8856 - 0.8899 0.8294 0.8284
SnowFall 0.7631 - 0.8453 - 0.8782 - 0.9408 0.8643 0.8716
Table 7.5: F-measure-based performance comparison: G-th, O-th, and OG-th stand for global, Otsu, and Gaussian smoothed
Otsu threshold methods applied, respectively. The values in red and blue are the best and the second best figures, respectively.
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EGMM to sEnDec ≈ 18.0%
PBAS to sEnDec ≈ 9.0%
IUTS-5 to sEnDec ≈ 2.0%
Lim to sEnDec ≈ 5.0%
MBS to sEnDec ≈ 4.5%
DBFCN to sEnDec ≈ 4.0%
Figure 7.11: Overall performance analysis of various models.
7.4.4 Extended experiment
This section is part of our submitted conference paper in GreenCom 2018. It refers
the SEnDec as Double Encoding - Slow Decoding (DESD) CNN. Thus, here after we
use DESD instead of SEnDec. This extended experimental study is to investigate the
impact of various approaches for transforming the salient map, i.e., probability scores
generated by the proposed network to binary FG mask. To this end, the binarization
process is carried out with:
i A dataset specific global threshold (G-th) value is empirically set in the range
of [0.15, 0.85].
ii Otsu’s method (O-th) as described in [104].
ii Kittler-Illingworth thresholding (KI-th) as derived in [71].
iv A variational Bayesian estimation of a Gaussian mixture(BGM)distribution as
in [95,98].
The Otsu’s technique iteratively computes a threshold value that lies in-between
two peaks of the intensity histogram of a bi-model image, whereas Kittler-Illingworth’s
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method formulates each cluster or class as individual Gaussian-distributions with a
mean and variance independent of the chosen threshold and uses a novel principal
to minimize the clustering error (minimum error principle). The BGM is a variant
of the GMM with variational inference algorithm that maximizes a lower bound on
model evidence rather than data likelihood [185].
This extended experiment is conducted on ten video sequences chosen from Table
7.3. The subjective and objective studies as follow.
7.4.4.1 Subjective analysis
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Figure 7.12: F-measure vs model: Performance analysis across all the video sequences.
The subjective evaluation of the DESD is performed through visual comparisons
between the predicted FG and the respected ground truth. To manage the presen-
tation of this chapter, one sample per dataset is shown in Fig. 7.16. From these
comparisons, it is noticed that the proposed model has identified the FG objects
tightly to the ground truths, regardless of the binarization method. The following
subsection provides the objective analysis in terms of f-measure.
7.4.4.2 Objective analysis
Table 7.6 compares the performance of our DESD CNN with some of the results
published in the literature for prior-art and state-of-the-art techniques. These meth-
ods include the traditional approaches as well as NN-based models. Referring to
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Figure 7.13: F-measure vs binarization method.
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Figure 7.14: Processing time vs binarization method.
Table 7.6 and their performances across all data sequences shown in Fig. 7.12, the
proposed network shows a greater level of consistency when compared to the prior-
art and state-of-the-art methodologies. It is clear that the proposed model exhibits
a stable performance that surmounts most of the existing approaches. Among the
traditional approaches the IUTS-6 (2017) achieves the best results, while among the
DL-based models the MBS (2017) performs better. From these best models, the
proposed network improves the FG identification by ∼ 3% and ∼ 5%, respectively.
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Figure 7.15: FGL speed of sEnDec including binary mask creation.
Hence, compared to the sanity check results (trained with random initialization) of
Traffic sequence, the transfer learning approach provides ≈ 10% improvement. This
percentage can be varied for other sequences based on the nature of the scenes.
Figures 7.13 and 7.14 investigate performance of various binarization algorithms
that transform the salient maps to binary FG mask. Among them, the global thresh-
olding (G-th) performs well with the best f-measure and processing time per frame.
At the same time, the variational Bayesian Gaussian distribution (BGM) method
records the worse performance. The Otsu’s (O-th) and Kittler-Illingworth’s (KI-th)
methods performs competitively between them in terms of processing time; however,
O-th outperforms KI-th in f-measure significantly. In over all, considering the model’s
inference time and the FG binary mask generation the proposed system produces very
high speed of foreground localization as shown in Fig. 7.15.
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Input Grou.truth Prob. map G-th O-th KI-th BGM
Figure 7.16: Subjective analysis on the CD-net [158] benchmark database. Sample
results - Row 1-10: Highway, Office, Pedestrians, PETS2006, Fall, Traffic, Boulevard,
BusStation, Sofa, and Tramstop video sequences.
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Method →
Dataset ↓
EGMM
[186]
(2004)
PBAS
[60]
(2012)
IUTIS-5
[12]
(2017)
Lim
[80]
(2017)
MBS
[121]
(2017)
DBFCN
[170]
(2018)
Ours: sEnDec
G-th O-th KI-th BGM
Highway 0.9038 0.9451 0.9535 - 0.9217 0.9412 0.9629 0.9472 0.9630 0.9426
Office 0.6564 0.9420 0.9686 0.9586 0.9719 0.9236 0.9713 0.9603 0.9627 0.9632
Pedestrians 0.9597 0.9363 0.9669 - 0.9566 0.8394 0.9541 0.9494 0.9205 0.9523
PETS2006 0.8327 0.8736 0.9354 - 0.8648 0.9059 0.9465 0.9324 0.9024 0.9399
Fall 0.4239 0.8714 0.9361 - 0.5668 0.8203 0.9371 0.9199 0.8843 0.8192
Traffic 0.6137 0.7485 0.8302 - 0.6781 - 0.8842 0.8731 0.8844 0.8679
Boulevard 0.5654 0.6602 0.7680 0.8990 0.8672 - 0.9395 0.9298 0.9377 0.9059
BusStation 0.7874 0.8609 0.8826 0.8565 0.8695 - 0.8920 0.8908 0.8874 0.8787
Sofa 0.6524 0.7381 0.7914 - 0.8455 0.8645 0.9358 0.9354 0.9297 0.9280
Tramstop 0.5781 0.8243 0.6080 0.8780 0.8856 - 0.8899 0.8470 0.8674 0.8431
Table 7.6: F-measure performance comparison: G-th, O-th, KI-th, and BGM stand for binarization methods with global, Otsu
and Kittler-Illingworth thresholdings, and variational Bayesian Gaussian distribution, respectively. The values in red and blue
are the best and the second best figures, respectively.
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7.5 Conclusion
The deep learning architectures seamlessly have a more significant impact on our en-
tire society, the task of creating them better will become ever-more critical. Thence,
this work introduces new structural improvements to the basic image-to-image DCNN.
Unlike classification, much computation in foreground localization is spent in optimiz-
ing background modeling and post-processing stages to get a few more valid pixels in
the foreground. For this reason, we advocate that the proposed slow encoder-decoder
DCNN is an elegant solution for accurate and real-time foreground localization.
To evaluate the performance of the sEnDec DCNN, we tested on sixteen challeng-
ing video sequences collected from benchmark CD-net database. The experimental
results show that the implemented model performs better than or very competitive
to the prior- and state-of-the-art methods without any ad-hoc post-processing. Thor-
ough experiments are also carried out to investigate the necessity of appropriate model
parameter initialization and type of binarization.
This network can apply to many other applications, including intelligent vehicular
technologies and medical image segmentation. Besides that, the model can be further
optimized for the number of filters and layers, thus to optimize the number of learnable
parameters. Finally, it must be noted that a perfect FGL is still an intriguing task
and a good FGL system should use the knowledge derived from its ultimate purpose.
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Chapter 8
An Improved Video-foreground
Extraction Strategy Using
Multi-view Receptive Field and
EnDec CNN
8.1 Summary
Foreground (FG) pixel labeling plays a vital role in video surveillance. Recent engi-
neering solutions have attempted to exploit the efficacy of deep learning (DL) models
initially targeted for image classification to deal with FG pixel labeling. One major
drawback of such strategy is the lacking delineation of visual objects when training
samples are limited. To grapple with this issue, we introduce a multi-view (recep-
tive field) fully convolutional neural network (MV-FCN) that harness recent seminal
ideas, such as, fully convolutional structure, inception modules, and residual network-
ing. Therefrom, we implement a system in an encoder-decoder fashion that subsumes
a core and two complementary feature flow paths. The model exploits inception mod-
ules at early and late stages with three different sizes of receptive fields to capture
invariant features to various scales. The features learned in the encoding phase are
fused with appropriate feature maps in the decoding phase through residual connec-
tions for achieving enhanced spatial representation. These multi-view receptive fields
and residual feature connections are expected to yield highly generalized features for
an accurate pixel-wise FG region identification or localization.
It is, then, trained with sequence-specific segmentation samples to predict de-
sired FG objects. The comparative experimental study on eleven benchmark video
sequences validates that the proposed model achieves very competitive performance
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with the prior- and state-of-the-art algorithms. The experiments cover various condi-
tions, like input configurations with a single frame 3-channel (RGB) and two consecu-
tive grayscale frames stack with a grayscale generic background model. It also reports
that how well a transfer learning approach can be used to enhance the performance
of the proposed MV-FCN.
8.2 Introduction
Foreground region labeling is a crucial task in video surveillance used to detect mov-
ing objects in challenging conditions. It requires robust algorithms to handle varying
environmental factors, like illumination changes and dynamic backgrounds [16]. It
is also an integral part of various machine-vision problems, such as object segmen-
tation [20], [143], [3], image quality assessment [28], object discovery [74], visual
tracking [184], and human-robot/machine interaction [46]. The primary objective of
FG labeling is to place a tight mask on the most probable regions, in which moving
objects mostly humans and vehicles can be identified. Such mask is, in many ways,
very informative than a simple detection with bounding box as it allows close localiza-
tion of objects, which is essential for retrieval, recognition, autonomous driving, and
object preserved data compression for cloud-based systems [178]. Besides, obtaining
pixel-level foreground labels is also an important step towards general machine un-
derstanding of scenes. An example application setup is drawn in Fig. 1.3 to conceive
the importance of this work.
Much attention has been paid to automate this process; and thus, there has been
myriad of algorithms proposed that mainly include statistical approaches. For in-
stance, Gaussian mixture models (GMM) [94], clustering algorithms, like conditional
random field (CRF) [187] and graph-cut [86]. However, some researchers focus on
neural network (NN) models, like Self-Organizing Maps (SOM) [181] for this task.
Here, a reasonable approach is to formulate it as a structured output problem that
can be solved by training a system in an image-to-image fashion. This approach
has been adopted in recent years’ deep convolutional neural networks (DCNN/ deep
convnets) for FG region labeling and gained wider acceptance.
One of the main challenges in DCNN-based methods is that dealing with objects
of very different scales and the dithering effect at bordering pixels of FG objects. To
deal with these challenges, we propose a new model inspired by Google introduced In-
ception module [141] that performs convolution of multiple filters with different scales
on the same input by simulating human cognitive processes in perceiving multi-scale
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information and Microsoft introduced ResNet [56] that acts as lost feature recovery
mechanism. To enhance the knowledge of proposed network, we exploit intra-domain
transfer learning that boosts the correct FG region prediction. Using this methodol-
ogy is also inspired by human-like reasoning, in which the network learns new task
precisely and more quickly by applying already learned knowledge, i.e., the weights
and biases [154].
Subsequently, the deep CNNs have been effectively exploited for semantic seg-
mentation/labeling [130], instance partitioning [178], and medical image section-
ing [109], [119]. Thereupon we are interested in implementing a DCNN for the
problem of FG object/region identification. Thus, the key insight of this chapter
is to propose a deep convnet that enhances feature learning for a better FG-region
localization based on novel strategies introduced in the recent literature.
Here, we formulate the FGL problem as a binary classification task, where a
DCNN is trained end-to-end with exemplary FG segmentations to predict the most
probable region of moving objects in a given input frame. The proposed model is
a multi-view receptive field fully convolutional neural network taking advantage of
ResNet-like connections and Inception-like modules. It has two architectural phases:
an encoder and a decoder that mainly combines inception modules and residual con-
nections. Besides, the network is fully convolutional without any max pooling and
fully connected layers.
In 2015, researchers from Microsoft introduced a CNN architecture with residual
connections termed as ResNet that won the 1st place in the ILSVRC image classifica-
tion competition with 3.57% top-5 error. This network was built upon the philosophy
of increasing depth of the network instead of widening, through residual connections
to provide a better data representation. The ResNet architecture negates the vanish-
ing gradient issue raises in deep networks by carrying important information in the
previous layer to the next layer. Although such connection seems like an addition to
the traditional CNN approach, it alleviates the training of the network and reduces
number of parameters [56]. An illustration for the ResNet connection is given in
Fig. 8.1a, where X is input feature, H(X) is any desired mapping, and F (X) is a
residual mapping. In [56], the residual feature fusion operation H(X) = F (X) + X
is performed by a shortcut connection and element-wise addition. Contrastingly, our
model stacks the futures depthwise as H(X) = F (X)
⊗
X, like shown in Fig. 8.1b,
where
⊗
denotes feature-map concatenation. This favors to have less number of fil-
ters in convolutional layers at the same time to carry forward earlier layer’s features
intact.
107
The inception module was a micro-architecture first introduced in [140] by Szegedy
et al., following the success of ResNet [141], [27]. The module acts as computation
of multiple filters with different scales on the same input as in Fig. 8.1c. Also, it
performs average pooling at the same time. Where, all the branches maintain the
same spatial dimension of the previous layer’s output by using stride of 1 (S1) in all
the operations. Finally, all the outcomes are aggregated along the channel dimension
that to take advantage of multi-level feature representation, resulting in a higher dis-
criminatory encoding. However, our module allows us to striding rate > 1 in each
branch and performs the feature concatenation whenever the spatial dimension of the
branches are matching as an example shown in Fig. 8.1d. Thus, the proposed model
has Inception-like feature fusion at different stages of down-sampling and up-sampling
sub-networks as depicted in Fig. 8.2.
(a) ResNet residual feature fusion in [119].
(b) Feature embedding in this work.
(c) Original Inception module in [140]. (d) Inception-like model used in this work.
Figure 8.1: The ResNet-like and Inception-like modules.
The rest of this chapter organization as follows. Section 8.3 describes the proposed
model. Sections 8.4 presents details of the experimental setup and results along with
discussion on existing FG detection algorithms. Finally, Section 8.5 concludes the
chapter with future directions.
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8.3 Proposed MV-FCN architecture
Figure 8.2: Layer schematic of the MV-FCN: Convk, Si, CTransk, Concat, and BN
stand for convolution using kernel size of k and stride of i, transpose convolution with
filter size of k, activation maps concatenation, and batch normalization operations,
respectively.
Figure 8.2 abstracts away details of the proposed MV-FCN with a schematic. The
MV-FCN integrates two complementary feature flows (CFF) and a pivotal feature flow
(PFF). The PFF is essentially an encoder-decoder CNN while CFF1 and CFF2 com-
plement PFF’s learning ability. The PFF only uses convolution kernels size of 3× 3,
while CFF1 and CFF2 utilize filters size of 5× 5 and 9× 9 respectively in their first
conv layers. However, after their first sub-sampling convolutional operations they use
filter size of 3 × 3 in their subsequent layers, so their output activation maps match
a middle layer in the PFF for a successful feature-level augmentation. Thus, the
features learned in the complementary layers are merged with appropriate intermedi-
ate feature maps in the PFF through residual connections. Using such heterogeneous
convolutional kernels captures information available from different scales and provides
both local and global context [9] and the fusion of feature maps from encoding layers
that hold high-frequency detail resulting to sharper foreground boundaries.
In the encoding phase of PFF, four convolutional layers are networked sequentially
after the very first conv layer that generates 16 channels with spatial dimension same
as the input. Each of the four conv layers performs spatial subsampling by using a
kernel size 3×3 with stride of 2 such that the encoding process outputs activation map
with a dimension of 15 × 20 × 96. The decoding phase, on the other hand, employs
109
Layer ID Layer type (k, s) Output Shape Input (layer ID)
E
n
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in
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su
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et
1 Input Layer (b, 240, 320, 3) mini-batch
2 Conv2D (3, 1) (b, 240, 320, 16) 1
3 Conv2D (5, 1) (b, 240, 320, 16) 1
4 Conv2D (9, 1) (b, 240, 320, 16) 1
5 Conv2D (3, 2) (b, 120, 160, 16) 2
6 Conv2D (3, 2) (b, 60, 80, 32) 5
7 Conv2D (5, 4) (b, 60, 80, 32) 3
8 Concatenation (b, 60, 80, 64) 6, 7
9 Conv2D (3, 2) (b, 30, 40, 32) 8
10 Conv2D (3, 2) (b, 30, 40, 32) 7
11 Conv2D (9, 8) (b, 30, 40, 32) 4
12 Concatenation (b, 30, 40, 96) 9, 10, 11
13 Conv2D (3, 2) (b, 15, 20, 32) 12
14 Conv2D (5, 4) (b, 15, 20, 32) 7
15 Conv2D (3, 2) (b, 15, 20, 32) 11
16 Concatenation (b, 15, 20, 96) 13, 14, 15
17 Conv2D (3, 1) (b, 15, 20, 64) 16
D
ec
o
d
in
g
su
b
n
et
18 Conv2DT (3, 2) (b, 30, 40, 64) 17
19 Concatenation (b, 30, 40, 160) 18, 12
20 Conv2D (3, 1) (b, 30, 40, 32) 19
21 Conv2DT (3, 2) (b, 60, 80, 32) 20
22 Concatenation (b, 60, 80, 96) 21, 8
23 Conv2D (3, 1) (b, 60, 80, 32) 22
24 Conv2DT (3, 2) (b, 120, 160, 16) 23
25 Concatenation (b, 120, 160, 32) 24, 5
26 Conv2D (3, 1) (b, 120, 160, 32) 25
27 Conv2DT (3, 2) (b, 240, 320, 64) 26
28 Concatenation (b, 240, 320, 112) 27, 2, 3, 4
T
op
29 BatchNorm. (b, 240, 320, 112) 28
30 Conv2D (3, 1) (b, 240, 320, 128) 29
31 Dropout (b, 240, 320, 128) 30
32 Conv2D (3, 1) (b, 240, 320, 1) 25
Total number of trainable parameters 494,337
k - kernel size, s - stride rate, b - mini-batch size
Table 8.1: Layer detail of the MV-FCN.
four transpose convolutional layers interspersed with residual feature concatenations
and regular conv layers. Consequently, the decoding stage ends up with an inception
module (layer 28 in Table 8.1) that merges the first stage activations from PFF,
CFF1, and CFF2 with the final stage decoding activations resulting to a feature map
of 240× 320× 112.
The extracted features from various conv layers in the encoding path are also
combined with spatially matching up-sampled feature maps in the decoding path
systematically. As stated earlier in the previous sections and chapters, this strategy
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is an elegant solution for the lost of spatial resolution due to series of subsampling
and convolutional operations carried out over the encoding process [119]. Hence, all
the convolutions are immediately followed by ReLU activation functions, except the
transpose convolution (it is generally referred as deconvolution) and the final layer.
Top classification layers consist of a batch-normalization, conv with 128 channels
followed by drop out of 0.3, and finally a single channel output conv with Sigmoid
activation function. Table 8.1 summarizes the network detail, where conv2D and
conv2DT denote 2D convolution and its transpose, respectively. The integers in the
parentheses in layer type refer the kernel size and stride rate in the order while the b
in output shape refers the mini-batch size. In total, the proposed model takes 494,337
trainable parameters.
In summary, the MV-FCN does not employ max pooling or hidden fully connected
(FC) layers, but subsumes convolutional (conv), transpose convolutional (CTrans),
and symmetric expanding paths with inception and residual connections to capture
contextual information for an accurate FG inferencing. The network is capable of
taking any spatial dimensions of input images and resize them into 240 × 320 by
using nearest-neighbor scaling algorithm to match with the input layer dimension.
The convolutional layers use stride rate of 1 in all directions, except the sub-sampling
layers that perform convolution with a stride rate of k−1, where K is the kernel size.
Dataset Frame size (W ×H) Nature N framesa N frames for BG
Highway 320× 240
Baseline
1229 520
Office 360× 240 1447 580
Canoe 320× 240
Dynamic
background
342 840
Boats 320× 240 6026 1930
Overpass 320× 240 440 2330
Traffic 320× 240
Camera jitter
609 900
Boulevard 320× 240 1004 790
CopyMachine 720× 480
Shadow
1401 495
PeopleInShade 380× 244 829 280
TwoPositionPTZCam 570× 340 PTZ camera 449 750
Turnpike 0 5fps 320× 240 Low Framerate 350 750
Table 8.2: Dataset summary.
a Number of frames considered with ground truths, in which both the FG and BG are presented in
the same frame.
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Figure 8.3: Ordered exclusive split of training and test sets: G.T- ground truth, I-
RGB raw input image, S.q#- sequence ID.
8.3.1 Training strategy
8.3.1.1 Exclusive sets
We target the widely used benchmark database the change detection 2014 [158].
Table 8.2 briefs the properties of the datasets. To form exclusive sets of training and
test data, the available samples are divided in sequence order, whereby training set
takes 70% while test set takes 30% of the total number of samples that have ground
truths with FG and BG information in a particular dataset. This way of data splitting
is more appropriate rather than a random selection since the images in the datasets
are frames from video sequences. Because, a random choice of samples may pick a
framet for training set while picking a temporally closest frame, like framet+1 or
framet−1 for test set. There can be many such instances in random selection resulting
in mere exclusiveness of training and test sets. Figure 8.3 demonstrates the data split
used in this work, in which n is the total number of samples that has ground truths in
the sequence and k = bn× 0.7c that is the dividing point (frame no.) for the ordered
split.
8.3.1.2 Input configuration
Experiments are carried out with two configurations: Single frame-based and double
frame-based with a generic BG model. In the single-frame setting, we employ data
augmentation by applying random transformations with rotation within 10 degrees,
translation vertically and horizontally with a fraction of 0.1 from the total height and
width, and zooming in range of 0.1 inside image samples. These data augmentations
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are done on training images and the corresponding ground truths during training.
Naturally, this allows the network to learn invariant to such transformations, without
a need to see these variant samples in the annotated benchmark datasets. The double-
frame setting is exactly the same manner as shown in Chapter 7 Fig. 7.5.
8.3.1.3 Optimizer
The MV-FCN is trained by using Adam-optimizer that minimizes binary cross-entropy
loss defined by (8.1), where optimizer takes a base learning rate of 0.0002 with a learn-
ing rate scheduler that reduces the learning rate by factor of 0.8 over the training.
E = −1
n
N∑
n=1
[pn log pˆn + (1− pn) log(1− pˆn)], (8.1)
where it takes two inputs; first one is the output from the final layer of the network
(layer 32 in Table 8.1) with dimension of N ×C ×H ×W , which maps the FG pixel
probabilities pˆn = σ(xn) ∈ [0, 1] using Sigmoid non-linearity function σ(.) defined
earlier in Eqn. 7.5. And the second one is target pn ∈ [0, 1] with the same dimension
as the first one, where N,C,H, and W represent the batch size, the number of
channels, hight, and width respectively of the inputs. In this case, pn is the ground
truth segmentation images whose pixel values are normalized. The network is trained
on each video sequence separately.
8.3.1.4 Transfer learning
Model Fine-tuned for Model Transferred from
Highway Turnpike 0 5fps
Office CopyMachine
Canoe Boats
Boats Canoe
Overpass Pedestrians
Traffic Highway
Boulevard TwoPositionPTZCam
CopyMachine Office
PeopleInShade Pedestrians
TwoPositionPTZCam Turnpike 0 5fps
Turnpike 0 5fps TwoPositionPTZCam
Table 8.3: Transfer learning detail for fine-tuning the proposed MV-FCN.
To improve the network’s learning experience we incorporate intraclass domain
transfer. Table 8.3 lists the fine-tuning dataset pairs. For instance, the pre-trained
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network with TwoPositionPTZCam is fine-tuned for Turnpike 0 5fps. Here, both
the domain have moving vehicles as FG objects. The theoretical and philosophical
expositions of transfer learning can be found in [162] and [107].
8.3.1.5 Training environment:
Python with Keras libraries (Tensorflow backend) is used as a software platform for
the implementation of the model. The network is then mainly trained on a GeForce
GTX 1060-6 GB GPU with Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz and 32 GB
memory (RAM). In average, the training takes about 2 hours on the GPU for each
dataset when batch size is 8 and maximum of 30 epochs. The testing is carried out
on another GPU - GeForce GTX 1080 Ti-12 GB and it takes about average of 22ms
per sample, i.e., it achieves about 45fps.
8.3.2 Binary foreground mask
Figure 8.4: Creating FG mask: Applying an appropriate threshold to the score-map
generated from the last classification layer of MV-FCN for a frame taken from the
Office dataset.
It is also crucial to create a binary mask that localizes the interested FG region. We
apply a threshold to the score-map generated by the trained MV-FCN at frame-level
to form a binary FG mask, like shown in Fig. 8.4, where the threshold τ is a dataset-
specific global parameter set empirically in the range [0.05, 0.75]. Then to clean noisy
artifacts, we post process the binary image through neighborhood pixel connectivity
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that removes regions with less than 50 pixels. In another approach, We employ the
Otsu’s clustering-based model to choose appropriate threshold automatically, since
the score-map is a representation of bi-modal image. Otsu’s algorithm iteratively finds
a threshold τ that lies in between two peaks of the intensity histogram such that the
intra-class variances of FG and BG classes are minimum. There, the weighted sum
of within-class variances is defined as:
σ2ρ(τ) = ρ0(τ)σ
2
0(τ) + ρ1(τ)σ
2
1(τ), (8.2)
where the weights ρ0 and ρ1 are the probabilities of BG and FG classes clustered by
a threshold τ , and the variances of these two classes are σ20 and σ
2
1 respectively. An
explicit derivation of the method can be found in [104]. An extended derivation is
given in Chapter 7. Note that the binarization process is not part of the MV-FCN
training procedure, but exclusive for testing stage as the numerical analysis is made
on the binary masks.
8.4 Experimental setup, results, and discussion
To provide a better understanding of the model’s performance, we select eleven vari-
ous sequences from the change detection database [158]. The video sequences consist
of diversified change and motion, including benchmarks of baseline, dynamic back-
ground, camera jitter, shadow, videos shot with PTZ camera, and low frame-rate. A
succinct description of the datasets is given in Table 8.2. Hence, the general nature
of the datasets as follows.
The baseline benchmark represents a mixture of mild challenges, like subtle back-
ground motion, isolated shadows, swaying tree branches, and natural illumination
changes.
The dynamic background category includes scenes with strong (parasitic) BG
motion: boats and canoes on shimmering water, or a man walking on a shore of a
shimmering water body.
The camera jitter datasets contain outdoor videos captured by vibrating cameras
due to high wind and unstable mount. The jitter magnitude varies from one video to
another.
The shadow category comprises indoor video exhibiting strong as well as faint
shadows. Here, some shadows are cast by moving objects.
Lastly, in PTZ camera recordings, adjustments in camera strongly changes the
backgrounds of a recorded video. Such conditions break the assumption of traditional
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BG modeling algorithms assume that the recording devices are relatively static or
move slowly, and thus it challenges the most algorithms. Note that this category of
video sequences are not suitable for the double frame-based experiments since the
viewpoint of the sequence is changed time to time as the cameras span around. So
the motion detail captured by taking two consecutive frames along with a generalized
BG model will be entirely different when the camera pans from one point to another.
Thus, this category of video sequences is omitted for the double frame-based FGL.
8.4.1 Step-by-step analysis
8.4.1.1 Impact of complimentary feature flows
It is always a good practice to carry out a sanity check to quickly evaluate whether
a claim or the result of a calculation can possibly be true. Thus, to validate our
approach of multi-view receptive field we conduct experiments with different com-
bination of complementary feature flows as described in Fig. 8.5. The Office video
sequence from the baseline dataset and the Traffic sequence from the camera-jitter
category are chosen for the experiments. The results are compared in Table 8.4a and
Fig. 8.4b.
Experiment
Dataset
Office Traffic
A 87.99 82.27
B 89.02 75.01
C 90.06 82.23
D 91.27 84.88
(a) Results: impact of complimentary
feature flows. (b) Bar-chart: Impact of complimentary
feature flows.
Table 8.4: Results: impact of complimentary feature flows.
116
(a) Experiment A: Pivotal feature flow.
(b) Experiment B: Combined feature flow of PFF & CFF2.
(c) Experiment C: Combined feature flow of PFF & CFF1. (d) Experiment D: Combined feature flow of PFF, CFF1 &
CFF2.
Figure 8.5: Network configurations for investigating impact of complimentary feature flows.
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(a) (b) (c) (d) (e)
Figure 8.6: Visualizing impact of complimentary feature flows: (a) Input frame, (b)
- (e) are the salient map of PFF, combined feature flow of PFF & CFF2, PFF &
CFF1, and PFF & CFF1 & CFF2, respectively.
A frame from Traffic video sequence and its corresponding FG salient map gen-
erated by different feature flows are shown in Fig. 8.6. It shows that when all the
feature flows are combined differentiation between background and foreground is very
strong. On the other hand, when they are not combined we can see that there is a
notable fussiness in the salient map that will lead a misleading segmentation of the
foreground. It is evident in the f-measure tabulated in Table 8.4a and in Fig. 8.4b.
8.4.1.2 Impact of transfer learning
Dataset
MV-FCN’s performance with:
G-th(S) O-th(S) G-th(P) O-th(P)
Highway 0.9207 0.8708 0.9264 0.8790
Office 0.9127 0.9574 0.9610 0.9175
Canoe 0.8492 0.8400 0.9404 0.9315
Boats 0.8493 0.8403 0.8727 0.8600
Overpass 0.8733 0.8128 0.8825 0.8707
Traffic 0.8488 0.7683 0.8563 0.8054
Boulevard 0.7565 0.6816 0.8737 0.8116
CopyMachine 0.9212 0.8998 0.9443 0.9349
PeopleInShade 0.9163 0.8963 0.9532 0.9396
TwoPos.PTZCam. 0.7953 0.7067 0.8411 0.8326
Turnpike 0 5fps 0.8225 0.8060 0.8946 0.9100
Over all average 0.8605 0.8255 0.9042 0.8812
Table 8.5: Performance comparison of random vs transfer learning-based model ini-
tialization in terms of f-measure: S and P stand for type of training strategy, scratch
and fine tuning pre-trained model. Global and Otsu threshold methods are referred
by G-th and O-th respectively.
To validate the effectiveness of model initialization using transfer learning-based
approach discussed in Section 8.3.1.4, experiments are conducted with single-frame
input configuration and the outcome in terms of f-measure is tabulated in Table 8.5
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and Fig. 8.7. It is found that fine tuning the model with pre-trained weights provides
consistent performance with overall average improvement of ∼ 4− 6%.
Hi
gh
wa
y
Of
fic
e
Ca
no
e
Bo
ats
Ov
erp
as
s
Tr
affi
c
Bo
ule
va
rd
Co
p.M
ac
hi.
Pe
op
leI
nS
ha
.
Tw
oP
os
.
Tu
rn
pik
e0.6
0.7
0.8
0.9
Sequence Category
F-
m
ea
su
re
G-th(S) O-th(S) G-th(P) O-th(P)
Figure 8.7: Performance vs model initialization in terms of f-measure: S and P stand
for type of training strategy, scratch and fine tuning pre-trained model. Global and
Otsu threshold methods are referred by G-th and O-th respectively.
Figure 8.8: MV-FCN salient map when: (b) trained from scratch, (c) fine-tuned with
intra-class transfer learning.
The impact of transfer learning is visualized using one sample from the Office
dataset in Fig. 8.8. Respect to the salient maps (i.e., the probability score maps),
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we can see that when the network is fine-tuned with pre-trained weights, the model
generates the probability scores that have near-zero fussiness between FG and BG.
It is apparently evident as the intensity histogram of the salient map produced by
the network trained from scratch has multiple peaks, while the intensity histogram of
the salient map has well distinguished two peaks; one belongs to FG, and the other
belongs to BG. Thus, the transfer learning-based parameter initialization allows the
network to produce stronger discrimination of FG regions from BG as the distribution
of probability falls around two distinct peaks, generally with the intensity values of 0
(dark as BG) and 255 (bright as FG). Taking the above outcomes as an empirical proof
for the multi-view receptive field fully convolutional network (MV-FCN), experiments
are carried out on all the datasets listed in Table 8.2 with the two input conditions
stated earlier: the single frame-based and the double frame-based with a temporally
median filtered BG model.
8.4.1.3 Qualitative analysis
For a visual inspection, three sample results from the single frame-based foreground
localization1 from a selected video sequence per category from Table 8.2 are shown
in Fig. 8.9 - Fig. 8.14. These visual comparisons against the respective ground truths
show that the proposed MV-FCN localize the FG objects very closely; however, it has
to be quantitatively analyzed for further validation. The following subsection 8.4.1.4
provides the numerical analysis in terms of f-measure.
Figure 8.9: Office dataset. Col. 1-5: Sample input frames, MV-FCN generated score-
maps, binary FG masks with empirical and Otsu’s thresholds. Col. 6: training and
validation FoM and loss respectively in the top and bottom.
1 Rest of the results will be available in the project web page.
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Figure 8.10: Overpass dataset. Col. 1-5: Sample input frames, MV-FCN generated
score-maps, binary FG masks with empirical and Otsu’s thresholds. Col. 6: Training
and validation FoM and loss respectively in the top and bottom.
Figure 8.11: Traffic dataset. Col. 1-5: Sample input frames, MV-FCN generated
score-maps, binary FG masks with empirical and Otsu’s thresholds. Col. 6: Training
and validation FoM and loss respectively in the top and bottom.
8.4.1.4 Quantitative analysis
In FG localization, the standard performance measure used is f-measure or FoM. The
FoM measures the similarity between the predicted FG and the ground-truth, and it
is defined as a weighted harmonic mean measure of recall and precision, i.e., a region
of intersection divided by the union of predicted and actual FG regions. It is also
referred as intersection-over-union (IoU) as in (8.3).
FoM =
2× (Precision×Recall)
Precision+Recall
2, (8.3)
2 2×TP/(TP+FN)×TP/(TP+FP )
TP/(TP+FN)+TP/(TP+FP ) =
2×TP 2
TP (TP+FP+TP+TN) =
2×TP
(TP+FP )+(TP+FN)
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Figure 8.12: PeopleInShade dataset. Col. 1-5: Sample input frames, MV-FCN gen-
erated score-maps, binary FG masks with empirical and Otsu’s thresholds. Col. 6:
Training and validation FoM and loss respectively in the top and bottom.
Figure 8.13: TwoPositionPTZCam dataset. Col. 1-5: Sample input frames, MV-FCN
generated score-maps, binary FG masks with empirical and Otsu’s thresholds. Col.
6: Training and validation FoM and loss respectively in the top and bottom.
where recall is the detection rate defined by TP/(TP +FN) and precision is the per-
centage of correct prediction compared to the total number of detections as positives,
given by TP/(TP + FP ), where TP, FN , and FP refer true positive, false negative,
and false positive respectively. For a given output X from the proposed MV-FCN,
i.e., the probabilities over a set of pixels V = {1, 2, · · · , N} in the input image, and
Y ∈ {0, 1} the ground-truth assignment for the set V , where 0 and 1 refer the BG
and FG object pixels respectively, then (8.3) can be formalized as (8.4).
FoM =
2× I(X)
U(X)
, (8.4)
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Figure 8.14: Turnpike 0 5fps dataset. Col. 1-5: Sample input frames, MV-FCN
generated score-maps, binary FG masks with empirical and Otsu’s thresholds. Col.
6: Training and validation FoM and loss respectively in the top and bottom.
where I(X) and U(X) can be approximated as follows:
I(X) =
∑
v∈V
Xv ∗ Yv +  ≡ TP, (8.5)
U(X) =
∑
v∈V
(Xv + Yv) +  ≡ (TP + FP ) + (TP + FN), (8.6)
where  is a very small value set to 1e− 08.
The Table 8.6 quantitatively compares the performance of our MV-FCN with some
of the results recorded in the literature from prior-art and state-of-the-art techniques.
These methods include the probabilistic-based approaches as well as neural network
(NN)-based learning algorithms in recent years. Figure 8.15, on the other hand,
summarizes the results, where SFO-th, SFG-th, DFO-th, DFG-th, BoU, and BoO
refer single frame-based model training with Otsu and global threshold, double-frame
together with generalized BG as input channels with Otsu and global threshold, best
results of our method, and best results of other methods stated in the Table 8.6
respectively. In overall average performance across all the experiments, it is found
that using two frames along with a generalized BG the model improves ∼ 6.5% and
∼ 6.0% when global and Otsu threshold are applied, respectively. At the same time,
considering the best performances across all the datasets, like shown in Fig. 8.15 and
8.16 our model gains ∼ 8.75% improvements compared to prior- and state-of-the-art
results.
123
Method →
Dataset ↓
Ours: Single-Fr. Ours: Double-Fr Others
G-th O-th G-th O-th Prob. Models NN Models
Highway 0.9264 0.8790 0.9685 0.9675 0.9330 [52], 0.8790 [149], 0.9436 [137] 0.8789 [177], 0.9466 [181]
Office 0.9610 0.9175 0.9708 0.9684
0.5864 [149], 0.9032 (ViBe) [166],
0.9087 (RePROCS) [166], 0.9620 [137]
0.9605 [181], 0.9606 [41]
Canoe 0.9404 0.9315 0.9563 0.9526 0.7923 [137], 0.6131 [66] 0.7258 [177], 0.6337 [181]
Boats 0.8727 0.8600 0.9168 0.8735
0.8324 [149], 0.7532 [12]
0.6932 [137], 0.6401 [66]
0.8121 [8], 0.6017 [181],
0.6560 [177]
Overpass 0.8825 0.8707 0.9502 0.9442 0.6924 [48], 0.8572 [137], 0.7209 [66] 0.5970 [181]
Traffic 0.8563 0.8054 0.8679 0.8109
0.8302 [12], 0.8204 [52], 0.7951 [137]
0.7482 [149], 0.7332 [48], 0.7983 [66]
0.7750 [181], 0.8120 [41]
Boulevard 0.8737 0.8116 0.9413 0.9396 0.8174 [52] 0.7528 [137], 0.7157 [66] 0.8623 [8]
CopyMachine 0.9443 0.9349 0.9525 0.9509
0.9289 [137], 0.8865 [48], 0.9217 [66]
0.8171 (ViBe) [166], 0.8535 [5]
0.9534 [8], 0.9039 [41]
PeopleInShade 0.9532 0.9396 0.9628 0.9401 0.8986 [137], 0.8976 [5], 0.8948 [66] 0.9197 [8], 0.9178 [41]
TwoPos.PTZCam. 0.8411 0.8326 NA NA 0.8285 [137], 0.8315 [5], 0.8342 [66] 0.8704 [8]
Turnpike 0 5fps 0.8946 0.9100 NA NA 0.8967 [137], 0.9100 [66] 0.4917 [8]
Table 8.6: F-measure performance comparison: S- training from scratch, P- pre-trained model fine-tuning, Global and Otsu
stand for the two used thresholding methods. Values in red are the best figures while the ones in blue are the second best.
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Figure 8.15: Performance comparison: F-measure vs method.
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Figure 8.16: Best performance comparison: F-measure vs dataset.
In general, most of the state-of-the-art methodologies use patch-wise processing
and multimodal-based algorithms for BG establishment and/or a feedback-based ap-
proach as post-processing to refine the primarily detected FG regions. Such setup
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ensues complex computations and higher processing time due to the time-consuming
iterative pursuit of the low-rank matrix or sparse matrix. On the contrary, the pro-
posed model processes the whole input image as a single entity during inferencing.
Then it refines the output by a none iterative post-processing, resulting ∼ 22ms
(mean average processing time) per frame, i.e., ∼ 45 FPS (see Fig. 8.17) on GTX
1080 Ti GPU for FG prediction once the network is trained.
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Figure 8.17: Inferencing speed of the proposed MV-FCN.
8.5 Conclusion
This chapter put an NN forwards for foreground localization that is inspired by recent
innovations in deep learning, such as, ResNet, Inception modules, and Fully convolu-
tional network. The proposed model utilizes a heterogeneous set of convolutions to
capture invariant features at different scales.
In the traditional approaches, much time has been spent on sophisticated mathe-
matical modeling to optimize background generation and post-processing to get a few
more valid foreground pixels. Besides that, feature engineering and manual parame-
ter tuning of traditional methods become unneeded since the network parameters can
be learned from exemplar FG segmentation ground truths during training. For these
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reasons, we advocate that the proposed multi-view receptive field FCN is a novel
addition to neural-based FG localization systems.
Extensive experiments are conducted to analyze the proposed model’s performance
under various conditions:
i. Training with random-state model initialization.
ii. Fine tuning model with transferred pre-trained model parameters.
iii. Input configuration with single frame in RGB color space.
iv. Input configuration that takes gray scale two consecutive frames and a temporar-
ily median filtered BG model.
The qualitative and quantitative performance evaluations of the proposed MV-
FCN on various challenging video sequences collected from benchmark datasets demon-
strate that the model performs better than or very competitively to the prior- and
state-of-the-art methods. However, the limitation of the network comes with a high
number of trainable parameters. We leave this for our future direction, where we plan
to optimize the network to achieve better results with fewer number parameters. In
application point of view, the MV-FCN can be exploited for many other applications,
like MRI slice partitioning and path segmentation for autonomous vehicles. Finally,
it must be considered that a perfect FG prediction is still an open and intriguing task
and a good FG detection system should use the knowledge derived from its ultimate
purpose.
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Chapter 9
A 3D CNN-LSTM Based
Image-to-Image Foreground
Segmentation
9.1 Summary
Foreground (FG) segmentation has been widely studied due to its vital role in many
applications, including intelligent transportation and video surveillance. Most of the
existing algorithms are based on traditional CV techniques that perform pixel-level
processing assuming that FG and Background (BG) possess distinct visual charac-
teristics. Recently, the state-of-the-art solutions exploit Deep Learning (DL) models
targeted initially for image classification. The major drawbacks of such strategy
are the lacking delineation of FG regions and missing temporal information as they
achieve FG segmentation based on single frame object detection. To grapple with
this issue, we excogitate a 3D Convolutional Neural Network (CNN) with Long Short-
Term Memory (LSTM) pipelines that harness seminal ideas, viz. Fully Convolutional
Networking (FCN), 3D transpose convolution, and Residual Network (ResNet) con-
nections.
Thence, a FG segmenter is implemented in an Encoder-Decoder (EnDec) fashion
and trained on representative FG segments. The model is a Vanilla structure, which
fuses the encoded spatiotemporal features with appropriate decoded feature maps for
achieving enhanced representation. Finally, the FG is separated by using Nobuyuki
Otsu’s method and an empirical global threshold. The analysis of experimental results
via standard quantitative metrics on seven benchmark datasets including both indoor
and outdoor scenes validates that the proposed 3D CNN-LSTM achieves competitive
performance in terms of Figure of Merit (FOM) or F-measure evaluated against prior-
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and state-of-the-art methods. We also compare the results with our another model
discussed in Chapter 8, the Multi-view receptive field fully convolutional network
(MV-FCN).
9.2 Introduction
These days, video-based intelligent systems have become ubiquitous due to a myr-
iad of easily accessible low price camera devices. Such systems face a crucial chal-
lenge of processing massive volume of data from multiple feeds at the same time.
It is also required for them to tackle with varying environmental factors, like illu-
mination changes, dynamic backgrounds, and so forth [169]. These demands per-
plex the real-time operation of systems. In the analysis of traffic flow or human
activity, the performance of an intelligent system substantially depends on its fore-
ground segmentation robustness. An example of FG detection is shown in Fig.9.1.
Besides being a core unit of video analytic intelligent frameworks, the FG segmen-
tation is also an integral part of various machine-vision problems, for instance, au-
tonomous/intelligent driving [6, 170], object segmentation/retrieval [20, 74, 143], im-
age quality assessment [28], visual tracking [184], and human-robot/machine inter-
action [46]. The primary objective of FG detection is to place a tight mask, where
the appearance of an object, a vehicle or human is monitored. Such FG mask is
very informative than bounding box as it allows close localization of objects. It
can be achieved by employing several algorithms categorized into five groups: i)
Sample-based [11, 62, 137, 144, 146], ii). Probabilistic-based [3, 34, 65, 139, 149, 158],
iii). Subspace-based [10,52,102], iv). Codebook-based [138,164,176], and v). Neural
network (NN)-based [8, 41,122,177,181].
Figure 9.1: Traffic flow and its foreground (Input frame, Ground truth, 3D CNN-
LSTM score-map, and Predicted FG mask).
The sample-based algorithms create a BG from the past set of N frames, i.e., for
each pixel location there are N samples stored. If there are k number of pixels in the
BG that have a distance smaller than a threshold τ to the incoming pixel, then the
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Figure 9.2: An overview of the proposed CNN-LSTM image-to-image network: E(·)
- binary cross-entropy error.
pixel is classified as FG. The probabilistic models work on the principle of stochas-
tic process, like Gaussian mixture models (GMM) [3, 94] and Conditional Random
Field (CRF)-based algorithms [187]. The subspace-based approaches perform a
transformation of data to a subspace, such as Eigenspace or Principal Component
Analysis (PCA)-based subspace. Then, they form a BG model using the subspace
and estimate the FG. The Codebook generates a dictionary that consists of color,
intensity, temporal features, or similar representations. Same properties of a new
pixel are compared with the dictionary values to determine it’s status. The NN-
based approaches are kind of models that generate a classifier through training to
handle the segmentation task. The trained weights of a NN serve as BG model and
can be updated to reflect the changes occurred in the scene. Here, a learning systems,
which formulates FG segmentation as a structured input-output matching problem.
Such models have gained their reputation after a breakthrough performances in the
ImageNet-Large-Scale Visual Recognition Challenge (ILSVRC).
The NN-based techniques have been exploited for image semantics and labeling
task [130, 178], medical image partitioning [109, 119], and recently for video segmen-
tation [169], as well. The main challenges in CNN-based FG detection is that deal-
ing with time-dependent motion and the dithering effect at bordering pixels of FG
objects. We address these issues, by excogitating a 3D EnDec CNN that utilizes
ResNet [56]-like residual connections for lost feature recovery and LSTM units to
handle spatiotemporal motion of FG objects. To facilitate the training process, we
take advantage of intra-domain transfer learning.
In summary, the key contribution of this chapter is a novel 3D deep FCN for
FG segmentation that deals with the time-dependent video data via LSTM cells
in an EnDec architecture. The proposed model harnesses seminal strategies, like
3D convolutions, residual connections, and 3D transpose convolutions introduced in
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the recent literature for precise BG-FG representation. The rest of this chapter is
organized as follows: Section 9.3 elaborates the architectural information. Section 9.4
describes the experimental setup, analyses the performance, and highlights some key
characteristics of the compared existing methods. Finally, Section 9.5 concludes the
chapter with future directions.
9.3 The CNN-LSTM based foreground segmenter
This section provides a soup-to-nuts description of the proposed model. The proposed
3D CNN-LSTM model abstracted by Fig. 9.2 has the following variations from the a
basic image-to-image CNN like U-net discussed in Chapter 1:
i. The max-pooling operations achieve invariant features but has a toll on object
localization accuracy [21]. To circumvent this, we perform subsampling process
by zero padded conv with a kernel size of 3 and stride of 2.
ii. Our model entirely uses 3D conv layers embedded with LSTM modules for long-
short term temporal feature considerations both in encoding and decoding sub-
nets.
iii. The proposed model uses 3D convolutions in the encoding stage, so it employs
3D transpose conv in decoding path in contrast to 2D standard upsampling op-
erations.
The LSTM is an advanced version of Recurrent Neural Networks (RNNs) [59].
The Constant Error Carousel (CEC) cells in LSTM use an identity activation func-
tion and have self-routed connections to themselves with a constant weight of 1.0. So,
errors backpropagated through the LSTMs cannot explode or vanish [127]. It is con-
sidered to be biologically plausible structure, to a certain level and has been proved
to solve previously unlearnable DL tasks involving temporal data. There are many
variations of LSTMs, such as decoupled extended Kalman filter LSTM-RNN [110],
bi-directional [45], and Connectionist temporal classification (CTC) [44]. LSTM is
applicable to several real-world tasks, like handwriting recognition [111], speech/lan-
guage identification [45], robot control/localization [151], and driver distraction detec-
tion [163]. Thus, our model also harnesses the LSTM to capture temporal connections
between consecutive frames to detect FG objects.
A simplified version of the proposed model with single stage of encoding and
decoding is shown in Fig. 9.4. It has only one level of subsampling (convolutional
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Figure 9.3: A layer-wise schematic of the proposed 3D CNN-LSTM. It exploits 3D
conv embedded with 2D LSTM both in the encoding and decoding phases, and resid-
ual layer concatenation and 3D transpose conv layers only in the decoding subnetwork.
encoding) and one level of up-sampling (decoding). However, the actual network
has five levels of encoding and four levels of up sampling stages. Where, encoding
stage subsumes six layers while decoding stage consists of eighteen layers, including
3D-convT (4) residual feature concatenation (4), and final classification layers (BN,
3D-Conv). Thus, Fig. 9.3 overviews the entire 3D CNN-LSTM structure via a lu-
cid schematic while layer configurations and connectivity pattern are tabulated in
Table 9.1. The network integrates three major components: encoder, decoder, and
classifier. It maintains a constant number of filters (16) at each layer (except the
penultimate layer, that produces 20 feature maps) and the kernel size, k = 3. Hence,
the spatial dimension of feature maps is linearly reduced by half through striding
the kernel at a rate of 2 in the encoding phase. Thus, the last layer of the encoder
generates feature maps that have spatial dimension of 15× 20 as the network’s input
layer accepts frames with spatial dimension of 240× 360 (layer ID 1 - 6). To achieve
precisely decoded feature maps there are four mini-decoder blocks sequentially net-
worked (layer ID 7 - 22). Where, each block subsumes a 3D transpose conv, a 3D
conv+2D LSTM, a concatenation, and again a 3D conv+2D LSTM layers connected
serially. Hence, the final layer of the decoder produces feature maps with same spatial
dimension as the network’s input. Every stage in the decoder receives residual cues
from encoding stage via shortcuts as shown in Fig. 9.3. The final classifier module
consists of a Batch Normalization (BN) and 3D conv layers with Sigmoid function as
classifier. Thus, output of the 3D CNN-LSTM is the probability map of the current
frame estimated based on the observed n frames including the present one (layer ID
23 - 24). Except the last layer all other conv related layers employ ReLU activator.
At this juncture, it is vital to discuss about the intricacies of the core compo-
nents and the functions utilized in the proposed network. To this end, the following
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Figure 9.4: Simplified 3D CNN-LSTM model with single stage EnDec.
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Layer ID Layer type (k, s) Output Shape Input (layer ID)
E
n
co
d
in
g
su
b
n
et 1 Input Layer (b, n, 240, 320, 3) mini-batch
2 Conv3D+LSTM2D (3, 1) (b, n, 240, 320, 16) 1
3 Conv3D+LSTM2D (3, 2) (b, n, 120, 160, 16) 2
4 Conv3D+LSTM2D (3, 2) (b, n, 60, 80, 16) 3
5 Conv3D+LSTM2D (3, 2) (b, n, 30, 40, 16) 4
6 Conv3D+LSTM2D (3, 2) (b, n, 15, 20, 16) 5
D
ec
o
d
in
g
su
b
n
et
7 Conv3DT (3, 2) (b, n, 30, 40, 16) 3
8 Conv3D+LSTM2D (3, 1) (b, n, 30, 40, 16) 7
9 Concatenation (b, n, 30, 40, 32) 5, 8
10 Conv3D+LSTM2D (3, 1) (b, n, 30, 40, 16) 9
11 Conv3DT (3, 2) (b, n, 60, 80, 16) 10
12 Conv3D+LSTM2D (3, 1) (b, n, 60, 80, 16) 11
13 Concatenation (b, n, 60, 80, 32) 4, 12
14 Conv3D+LSTM2D (3, 1) (b, n, 60, 80, 16) 13
15 Conv3DT (3, 2) (b, n, 120, 160, 16) 14
16 Conv3D+LSTM2D (3, 1) (b, n, 120, 160, 16) 15
17 Concatenation (b, n, 120, 160, 32) 3, 16
18 Conv3D+LSTM2D (3, 1) (b, n, 120, 160, 16) 17
19 Conv3DT (3, 2) (b, n, 240, 320, 16) 18
20 Conv3D+LSTM2D (3, 1) (b, n, 240, 320, 16) 19
21 Concatenation (b, n, 240, 320, 32) 2, 20
22 Conv3D+LSTM2D (3, 1) (b, n, 240, 320, 20) 21
23 BatchNorm (b, n, 240, 320, 20) 22
Top 24 Conv3D (3, 1) (b, n, 240, 320, 1) 23
Total number of trainable parameters 298,529
k - kernel size, s - stride rate, b - mini-batch size,
n - number of frames taken for representing the temporal domain.
Table 9.1: Layer detail of the proposed 3D CNN-LSTM.
subsections provide the fundamentals.
9.3.1 ConvLSTM layers
The 3D conv is pertinent to spatiotemporal representation learning. It performs con-
volutional operations spatiotemporally unlike 2D conv layer that does only spatially.
Thus, a 3D conv extracts short-term temporal features resulting in an output volume
that is received by the embedded LSTM units to retain long-term temporal connec-
tivity cues between consecutive frames. The conv operation is determined by its filter
weights that are updated through training. All the filter weights are fixed like a sys-
tem memory; some literature refer it as anchor vectors since they serve as reference
visual patterns in the testing phase.
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Figure 9.5: A standard LSTM module with three gates.
An output feature map of a conv C w.r.t. kernel ω, bias b, and an input image/-
patch x is computed as
C(m,n) = b+
K−1∑
k=0
K−1∑
l=0
ω(k, l) ∗ x(m+ k, n+ l), (9.1)
where ∗, K, {m,n}, and {k, l} represent the conv operation, size of the kernel, first
coordinate or origin of the image/patch, and element index of the kernel respectively.
Hence, feature map dimension of the conv layer is given by (Is −Ks + 2× P )/S + 1,
where Is, Ks, P , and S denotes size of input image/path, filter size, number of zero-
padded pixels, and stride rate respectively.
The conventional 1D LSTMs do not take spatial dependency into consideration;
however, in this work, the 2D LSTMs cover the spatiotemporal relationships as they
are integrated with 3D conv. Figure 9.5 describes a standard LSTM unit, where
X1, . . . , Xt are the inputs, Ct is the cell state, Ht is the hidden state, and it, ft, and
ot are the gates of a ConvLSTM block. If ’∗’ and ’◦’ denote the conv operator and
Hadamard product, then computation of the ConvLSTM block can be derived as:
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it = σ(Wxi ∗Xt +Whi ∗Ht−1 + bi), (9.2)
ft = σ(Wxf ∗Xt +Whf ∗Ht−1 + bf ), (9.3)
ot = σ(Wxo ∗Xt +Who ∗Ht−1 + bo), (9.4)
Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗Xt +Whc ∗Ht−1 + bc), (9.5)
Ht = ot ◦ tanh(Ct), (9.6)
where σ is the recurrent activator, Wx and Wh are the spatial dimension of conv
kernels. In this case, σ is a hard sigmoid function.
9.3.2 Transpose convolution
The 3D transpose conv layers perform upsampling of 3D conv such that spatial di-
mension of the output feature maps become as twice as the input without losing
the connectivity pattern. In contrast to spatial resizing (extrapolation), the trans-
pose layer has trainable parameters. It is done by inserting zeros between consecutive
neurons in the input receptive field, then sliding the conv kernel with unit strides [33].
9.3.3 Activation functions
This section outlines the activation functions used in the proposed model. Additional
information on activation functions can be referred to Chapter 2, Section 2.10. The
activation functions improve NN’s representation ability by introducing nonlinear
factors, since the linear representation of conv operation faces its limits when it comes
to deep architectures. The ReLU can be formally defined as (9.7) when taken a case
with K number of anchor vectors, denoted by wk ∈ RN , k = 1, 2, . . . , K. For a given
input x, the correlations with ak and k = 1, 2, . . . , K, defines a nonlinear rectification
to an output y = (y1, . . . , yK)
T , where
yk(x, ak) = max(0, a
T
k x) ≡ ReLU(aTk x), (9.7)
i.e., it clips negative values to zero while keeping positives intact. The benefit of ReLU
is sparsity, overcoming vanishing gradient issue, and efficient computation than other
activations. Sigmoid, on the other hand, has output in the range [0, 1] for an input
x and it is defined by
f(x) =
1
1 + exp(−x) . (9.8)
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It befits a binary classifier, as used in this work and linear regression problems. Hard-
Sigmoid is a linear piece-wise function that approximates the outputs as a linear
interpolation between pair of cut-points. It is computationally very fast [73].
The batch normalization operation can be mathematically formulated as fol-
lows. Let the output of a layer X ∈ RN,D, where N is the number of samples in
the mini-batch and D is the number of hidden neurons, then normalized matrix Xˆ is
given as
Xˆ =
X− µB√
σ2B + 
, (9.9)
where µB, σ
2
B, and  refer to the mean and variance of the mini-batch, and a small
value of 0.001 to prevent division by zero, respectively. Then, the layer maintains its
representational strength by testing the identity transform as
y = γXˆ + β, (9.10)
where, β and γ are trainable parameters that are initialized with β = 0 and γ = 1, in
this work. Note that, when β = µB and γ =
√
σ2B +  it returns the previous layer’s
activation map. Employing BN has multifaceted benefits, including training process
with much higher learning rates without much attention to initialization [63].
9.3.4 Training strategy
Dataset Frame size (W ×H) Nature N frames
Highway 320× 240
Baseline
1229
Office 360× 240 1447
Canoe 320× 240
Dynamic
background
342
Boats 320× 240 6026
Overpass 320× 240 440
Boulevard 320× 240 Camera jitter 1004
CopyMachine 720× 480 Shadow 1401
Table 9.2: Dataset summary.
Exclusive sets: Experiments are carried on widely accepted video sequences from
change detection 2014 [158] benchmark database. Table 9.2 briefs the properties of
the datasets. To form exclusive sets of training and test, the available samples with
ground truths are divided such a way the training set takes first 70% of frames and the
137
Figure 9.6: Sequence generation for the 3D CNN-LSTM model.
test set takes the rest. This approach is more appropriate than a random selection of
frames used in [8] for video FG segmentation. Because, an arbitrary choice of samples
may pick a frame, It for training set while picking a temporally closest frame, like It+1
or It−1 for test set. There can be many such instances in random selection resulting in
mere exclusiveness of training and test sets. Note that, in [169], 90% of the samples
are selected for training and only 20 samples from the rest are considered for testing
from each dataset. To meet the input layer requirement of the proposed model,
the training and test datasets, have to be rearranged to form a 5D data sequence
as shown in Fig. 9.6, where t, k refer the number of frames taken to represent the
temporal domain and total number of sequential samples in the particular dataset.
Accordingly, the same arrangement is done for the corresponding ground truths as
well.
Training: The 3D CNN-LSTM is trained specifically to each dataset with Adam-
optimizer that minimizes binary cross-entropy loss defined by Eqn. (9.11), where the
base learning is set to 0.0002 with a scheduler that reduces the learning rate by factor
of 0.8.
E =
−1
n
N∑
n=1
[pn log pˆn + (1− pn) log(1− pˆn)] , (9.11)
where it takes two inputs; first one is the output from the final layer of the network
with dimension of N × t× C ×H ×W , which maps the FG pixel probabilities pˆn =
σ(xn) ∈ [0, 1] using Sigmoid classifier, σ(.) defined earlier in Eqn. 9.8. And the second
one is target pn ∈ [0, 1] with the same dimension as the first one, where N, t, C,H,
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and W represent the batch size, the number of frames in temporal axis and channels,
hight, and width respectively. In this case, pn is the normalized segmentation ground
truth images.
Transfer learning: To improve the network’s trainability in short-span of epochs,
it is necessary to have proper weight initialization. It can be achieved by transfer
learning, where the model learns new task efficiently by using already learned param-
eters or knowledge [2]. To this end, we incorporate intraclass domain transfer and
fine-tuning following the dataset pairs given in Table 9.3. For instance, the model is
pre-trained on TwoPositionPTZCam then fine-tuned for Boulevard.
Model fine-tuned to Model transferred from
Highway Turnpike 0 5fps
Office CopyMachine
Canoe Boats
Boats Canoe
Overpass Pedestrians
Boulevard TwoPositionPTZCam
CopyMachine Pedestrians
Table 9.3: The dataset pairs used for model fine-tuning.
Environment: Python with Keras (Tensorflow backend) is used as a software
paradigm. The network is trained on a GTX 1080Ti 12GiB with Intel(R) Core(TM)
i7-6850K CPU @ 3.60 GHz, 64 GiB memory, and Ubuntu 64-bit OS. In average, the
training takes about 1.5 to 2 hours depends on dataset when batch size and max
number of epochs are set to 8 and 30 respectively, and the testing takes 68.66ms per
sample, i.e., ∼ 15fps.
9.3.5 Binary foreground mask
It is also crucial to create a binary mask that segments FG region from BG. We apply
a empirical dataset-specific global threshold value ([0.05, 0.75]) to transform score-
maps generated during inferencing. Then to clean noisy artifacts, a neighborhood
connectivity-based post-processing is carried out removing regions of 50 pixels or less.
As the score-map represents a bi-modal grayscale image, we employ the Nobuyuki
Otsu’s clustering algorithm with and without Gaussian smoothing to choose an ap-
propriate threshold adaptively. Otsu iteratively computes a threshold value, τ that
lies in-between two peaks of the intensity histogram of a bi-model image, whereby
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intraclass variances are minimum [104]. The weighted sum of within-class variance is
defined as
σ2ρ(τ) = ρ0(τ)σ
2
0(τ) + ρ1(τ)σ
2
1(τ), (9.12)
where the weights ρ0 and ρ1 are the probabilities of BG and FG clustered by a
threshold τ , and the variances of these two classes are σ20 and σ
2
1 respectively. An
explicit derivation of the Otsu method can be found in Chapter 7, Section 7.3.4 or
the reader can refer to [104]. This binarization process is part of testing stage only
as the numerical analysis is made on the binary FG mask.
9.4 Experimental setup, results, and discussion
This section examines the proposed model through comparisons to existing meth-
ods, including classical approaches and recent NN-based ones. The highlights of the
compared methods are also provided on-the-fly. Comparison is also made against
our another network, the single frame-based MV-FCN in Chapter 8. The MV-FCN
is also an EnDec-like architecture but differs from 3D CNN-LSTM in the following
manners:
i. It uses 2D conv in place of 3D conv.
ii. It does not utilize LSTM layers since it just considers the current frame itself for
predicting FG, like an object detector.
iii. It uses three different kernels that convolve with the same input and generate
three feature flow paths. The generated feature maps are, then, merged along
the EnDec path.
Layer detail and connectivity pattern of the MV-FCN are given in Table 8.1.
The model is evaluated on seven video sequences from the benchmark change de-
tection database [158] that consists of both indoor and outdoor scenes. A succinct
description of the datasets is given in Table 9.2. General nature of the datasets as
follows: the baseline represents a mixture of mild challenges, like subtle background
motion, isolated shadows, swaying tree branches, and natural illumination changes;
the dynamic background includes scenes with strong (parasitic) BG motion, and
shimmering water; the camera jitter contains outdoor videos captured by vibrating
cameras due to high wind; and the shadow category comprises indoor video ex-
hibiting strong as well as faint shadows, where the shadows are even cast by moving
objects.
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9.4.1 Qualitative analysis
(a) Sample results of the Highway dataset. Col. 1-6: input frames,
ground truths, 3D CNN-LSTM score-maps, binary FG masks with
empirical, Otsu and Gaussian smoothing + Otsu thresholds.
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Figure 9.7: Qualitative analysis on Highway video sequence.
(a) Sample results of the Office dataset. Col. 1-6: input frames,
ground truths, 3D CNN-LSTM score-maps, binary FG masks with
empirical, Otsu and Gaussian smoothing + Otsu thresholds.
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Figure 9.8: Qualitative analysis on Office video sequence.
(a) Sample results of the Canoe dataset. Col. 1-6: input frames,
ground truths, 3D CNN-LSTM score-maps, binary FG masks with
empirical, Otsu and Gaussian smoothing + Otsu thresholds.
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Figure 9.9: Qualitative analysis on Canoe video sequence.
A visual inspection is carried out by comparing the predicted FG regions with
the ground truths. We limit the qualitative presentation with two samples per data
sequence as shown in Fig. 9.7 - Fig. 9.13 due to space constraints. A bar chart on
the right of each visual sample (Gl-th - Global threshold, Ot-th - Otsu’s threshold,
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(a) Sample results of the Boats dataset. Col. 1-6: input frames,
ground truths, 3D CNN-LSTM score-maps, binary FG masks with
empirical, Otsu and Gaussian smoothing + Otsu thresholds.
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Figure 9.10: Qualitative analysis on Boats video sequence.
(a) Sample results of the Overpass dataset. Col. 1-6: input
frames, ground truths, 3D CNN-LSTM score-maps, binary FG
masks with empirical, Otsu and Gaussian smoothing + Otsu
thresholds.
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Figure 9.11: Qualitative analysis on Overpass video sequence.
(a) Sample results of the Boulevard dataset. Col. 1-6: input
frames, ground truths, 3D CNN-LSTM score-maps, binary FG
masks with empirical, Otsu and Gaussian smoothing + Otsu
thresholds.
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(b) F-measure on
Boulevard dataset.
Figure 9.12: Qualitative analysis on Boulevard video sequence.
Ot-Ga-th - Otsu’s Gaussian smoothed Otsu’s threshold) compares the average per-
formance our 3D CNN-LSTM model with our MV-FCN. Full segmentation results
will be available on the project site.
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(a) Sample results of the CopyMachine dataset. Col. 1-6: in-
put frames, ground truths, 3D CNN-LSTM score-maps, binary
FG masks with empirical, Otsu and Gaussian smoothing + Otsu
thresholds.
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Figure 9.13: Qualitative analysis on CopyMachine video sequence.
9.4.2 Quantitative analysis
The standard performance measure in terms of f-measure (refer Chapter 1, Section
1.3) is tabulated in Table 9.4. While the plots in Fig. 9.14, and box plots in Fig. 9.15
analyze the performance of the proposed network in comparison to the single frame-
based MV-FCN, existing traditional approaches, and NN-based algorithms from re-
cent years. Figure 9.14 compares the results wrt datasets, where the best FoM of the
proposed model is compared with the best results of our MV-FCN and all other meth-
ods listed in Table 9.4. On the other hand, Figure 9.15 summarizes all the results of
individual methods across all datasets. From these graphical analysis it is found that
the NN-based models have the potential for precise FG segmentation, while our pro-
posed 3D CNN-LSTM outperforms all the methods including our MV-FCN. Hence, It
is noticed that using Gaussian smoothing with Otsu’s algorithm for 3D CNN-LSTM
does not have significant impact. It proves that the network generates very strong
FG probability map that has ignorable noise.
The key aspects of the compared existing methods as follows (detailed literature
review is given in Chapter 3). The [66] and [149] are pixel-based probabilistic models.
The [177] is a Stacked Denoising Auto-Encoder (SDAE) learning module along with a
binary scene modeling based on density analysis. Similarly, [181] also takes advantage
of NNs with a stacked multilayer Self-Organizing Map (SOM) to model the BG.
[41] extends the basic SOM model of [181] with a self-balancing multi-layered SOM
that tracks a long time pixel dynamics for better FG detection. Besides, [137], [48],
[5] employ local features, such as, Local Ternary Pattern (LTP) and Local Binary
Patterns (LBP) to form background models then to detect FG. On the other hand,
[8], [169], and [12] exploit CNN-based models for FG segmentation.
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Method →
Dataset ↓
3D CNN-LSTM Single Fr. MV-FCN Others
Global-th Otsu-th Global-th Otsu-th Prob. Models NN Models
Highway 95.20 95.58 92.64 87.90 87.90 [149], 94.51 [52] 94.36 [137] 87.89 [177], 94.12 [169], 94.66 [181]
Office 95.19 95.14 96.10 91.75
58.64 [149], 90.32 (ViBe) [166],
90.87 (RePROCS) [166], 96.20 [137]
92.36 [169], 96.05 [181], 96.06 [41]
Canoe 93.83 88.23 94.04 93.15 79.23 [137], 64.56 [3], 61.31 [66] 72.58 [177], 63.37 [181]
Boats 90.88 91.14 87.27 86.00
83.24 [149], 75.32 [12]
69.32 [137], 64.01 [66]
81.21 [8], 60.17 [181], 65.60 [177]
Overpass 90.21 88.02 88.25 87.07 69.24 [48], 85.72 [137], 72.09 [66] 59.70 [181]
Boulevard 87.07 81.35 87.37 80.70 81.74 [52], 75.28 [137], 71.57 [66] 86.23 [8]
CopyMachine 95.53 94.58 94.43 93.49
92.89 [137], 88.65 [48], 92.17 [66]
81.71 (ViBe) [166], 85.35 [5]
95.34 [8], 90.39 [41]
Table 9.4: Performance Comparison in terms of FoM: Global-th and Otsu-th stand for the two thresholding methods applied.
Values in red are the best FoM while the ones in blue are the second best.
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In overall analytic observation, the proposed model performs consistently regard-
less of the challenging conditions. The model mainly outperforms the existing ap-
proaches when the background has dynamic nature. It shows that considering the
long-short term temporal dependencies is crucial for an accurate foreground local-
ization. When an average performance is taken across all the video sequences, the
CNN-LSTM based EnDec network, gains ∼ 11% and ∼ 6.5% compared to con-
ventional statistical approaches and modern NN-based learning systems respectively.
Besides, the computationally intensive nature of LSTM results ≈ 69ms mean average
processing time per frame, i.e., ≈ 14.5FPS predication speed on GeForce GTX 1080
Ti when batch size is set to 8.
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Figure 9.14: Performance vs dataset.
9.5 Conclusion
This work excogitates an encoder-decoder deep learning model for video foreground
segmentation that harnesses 3D convolution/ transpose convolution, LSTM modules,
and residual connections. It captures short-long term spatiotemporal features collec-
tively from a set of n frames before predicting the FG region of the current frame. In
contrast to conventional approaches, DL models do not require feature engineering
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Figure 9.15: Overall performance comparison.
and manual parameter tuning as the network parameters are learned from FG seg-
mentation exemplars during training. Therefore, it is reckoned that the proposed 3D
CNN-LSTM is a new addition to the state-of-the-art FG segmentation/localization
algorithms.
The qualitative and quantitative analysis with seven benchmark video sequences
demonstrates that the network is a performant model when dealing with FG detection
challenges involving lighting variations, cast shadow, dynamic backgrounds in indoor
and outdoor environments. The results also show that our model superiorly performs
most of the cases when compared with traditional and modern NN-based foreground
segmentation methods. However, improvement can be still made, for instance, (i).
The network can be optimized for less number of trainable parameters. We leave this
as our future direction, and (ii). The input data can include a generic background
model either a precomputed one or computed in run-time. So, it is expected to cap-
ture highly temporal cues of moving objects resulting high delineated segmentation.
The proposed 3D CNN-LSTM model is applicable to many computer vision-based in-
telligent systems not just limited to path segmentation for autonomous vehicles and
crowd segmentation for video surveillance. Finally, it is understood that developing
a robust FG segmentation model is still an open-end problem.
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Chapter 10
Conclusion
The dissertation is an effort to provide a detailed overview of video foreground local-
ization, followed by proposing a number of enhancements to traditional methods and
modern deep learning-based approaches. The video foreground localization is often
considered as one of the most core and challenging task in computer vision. It has
many applications in a variety of areas from video surveillance to autonomous driv-
ing. Through this work, we have tried to explore and exploit new methods that can
help precise motion detection followed by a full mask of the moving object extraction
towards video foreground localization.
In Chapter 1, the fundamental aspects and rationale of video foreground local-
ization have been discussed followed by a discussion on the various applications and
standardized evaluation method to quantify the quality of localization. It is also
important to highlight the exploited methodologies and the dissertation’s expected
outcomes. Thus, Chapter 1 serves that purpose too. As a preparation to the reader,
the Chapter 2 lays a strong foundation through providing amble backgrounds from
definitions to a depth of essential topics involved in this dissertation. It is then ex-
tended, whereby Chapter 3 is dedicated to providing a well-round literature review
on existing methods for foreground localization, their types, and advantages.
With the foundation ready, the dissertation elaborates the proposed enhancements
of traditional approaches for foreground localization in Chapters 4, 5, and 6. Later,
it introduces improvements to deep learning-based encoder-decoder foreground de-
tection models with spatiotemporal features in Chapters 7, 8, and 9. Each of the
proposed works inherits some contributions and limitations, as summarized next.
10.1 Contributions and limitations
The contributions of the proposed models can be divided in two broad categories:
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1. Traditional methods: Simple sample-based and improving foreground detection
of GMM.
2. Deep learning methods: Slow encoding slow decoding CNN, multi-view recep-
tive field CNN, and using long-short term spatiotemporal cues.
The categories and their characteristics are discussed in the following subsections
followed by a summary.
10.1.1 Traditional methods
Although there have been many sophisticated algorithms introduced, they are gener-
ally very high complexity ones and are not necessary for specific surveillance purposes,
such as monitoring an ATM in a shopping complex or bank. Because in such con-
ditions, the surveillance camera is fixed at a place and the background environment
is known prior to the actual monitoring operation. In such cases, it is recommended
to employ simplistic models to detect the foregrounds, i.e., the moving objects in
the given environment. To this end, Chapter 4 presents two simplistic algorithms: a
probabilistic based model with non-supervised threshold computation and a 3D-color
space model using distance vector for background suppression. The empirical study
is carried out with various color spaces, like RGB, Y CbCr, Y IQ, and Y UV . It is
found that using a pixel-level background modeled by PMF in temporal domain and
3D-color space improves the FG localization performance ∼ 15% compared to the
traditional GMM-based model, in average.
The main limitation of the proposed approach is that demand for a high number
of prior samples and sensitiveness to illumination and shadow. Thus, as for future
directions, the following can be considered.
i A weight parameter can be introduced to control the prior probabilities of each
intensity level at each pixel. For instance, if an intensity value is classified as
FG in the current frame, it will have less probable to be in BG at the same
pixel coordinate, so its weight in the BG prior probability can be set to lower
than its initial value. By doing so, the model will have the ability to adopt
a new BG intensity level and to remove an old intensity value which becomes
least probable as the scene evolve.
ii The Euclidean distance-based algorithm can be improved by taking variance
information of each channel into the distance calculation like in Mahalanobis
distance so that it will be able to adopt rapid scene changes.
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Hence, the traditional GMM-based background subtraction methods usually per-
form well when the background is stationary. However, they require parameter tuning
to deal with dynamic backgrounds, whose background pixel values change over the
time. Notably, the threshold which determines the pixels associated with moving
objects from the resultant of BGS. Considering that, the Chapters 5 and 6 intent to
present a novel idea to update the threshold of GMM-based BGS with respect to color
distortion, similarity and illumination measures in pixel-level. These cues are inter-
esting ones as the color similarity and distortion have not been used for foreground
localization by the CV community so far.
Thus, Chapter 5 empirically derives a unified model using the measures above
that adaptively computes an appropriate threshold to extract the FG region from the
resultant of BGS. The conducted experiments demonstrate the effectiveness of the
proposed unified model. In comparison to some of the long-familiar GMM-based BGS
methods in the literature, the model gains ≈ 20% improvement in terms of f-measure.
However, the proposed method does not attempt to provide a real-time performance,
rather it investigates a potential utilization of the aforementioned measures to set a
threshold automatically to detect moving objects in video sequences. Thus, it lacks
processing speed as it gets less than a frame per second while the standard GMM
achieves higher than a frame per second in average considering the processing time
across all the experiments.
Similarly, Chapter 6 extends the idea of exploiting the color similarity, distortion,
and illumination measures through a fusion strategy. It addresses the difficulty in
setting an adaptive threshold in the multi-model Gaussian-based BG-FG separation
through a novel FG enhancement strategy by assimilating color and illumination
measures. It formulates the problem mathematically by using a histogram of a fused
feature of color and illumination measures resulting improvement of the FGL by
introducing the following contributions:
i A new distance measure to check if a pixel matches a Gaussian distribution.
ii A new strategy to enhance the primary resultant of traditional background
subtraction with fusion of color and illumination measures.
iii A computationally speedy histogram-based methodology to find an appropriate
threshold adaptively to separate BG and FG.
iv A FG validation process through probability estimation of multivariate Gaus-
sian model distribution.
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The experimental study demonstrates that the proposed approach works well in
challenging conditions, at the same time, it performs competitively against state-of-
the-art GMM-based algorithms and some other traditional methods as well. Although
the model performs better than other compared GMM-based algorithms, it does not
have a strategy to tackle with the cast shadows of the moving objects and sudden
changes in region-level. For instance, when the model has an overall average perfor-
mance of 0.8639 f-measure across all the tested baseline data sequences in Table 6.1 it
falls to 0.7103 f-measure due to intermittent moving shadows in the video sequence,
the BusStation from the CD-net benchmark database.
Thus, the proposed models in Chapters 5 and 6 expose to the drawback of higher
processing time due to the layered FG validation process and having no mechanism
to counterbalance the effect of moving object’s cast shadows. It prompts to have a
future work dedicated to fixing the processing time from either the framework per-
spective or the programming perspective, for instance, utilizing GPUs and handling
the shadows jointly with BG modeling. Also, thoughts can be given to exploiting
color and illumination features in the local-temporal level instead of global-temporal
level to enhance foreground features and to extract the foreground region robustly.
10.1.2 Deep learning-based models
The deep learning networks have become a state-of-the-art solution in computer vi-
sion and been successfully applied to big data for knowledge discovery, knowledge
application, and knowledge-based prediction. As a result of that, the deep CNN has
become a cornerstone of the modern era autonomous driving, video surveillance, drug
and food inspection, and so forth. Thus, this dissertation extends its work on utiliz-
ing DL for FGL. It harnesses the power of CNN-based visual semantic segmentation
strategies for video foreground localization. It improves the basic encoder-decoder
CNN trough innovative approaches, viz.:
1. Slow encoder-decoder CNN with micro auto-encoder blocks, batch normaliza-
tion, and channel-wise residual feature concatenation (Chapter 7).
2. Multi-view receptive field to capture scale-invariant features of FG objects
(Chapter 8).
3. CNN-LSTM model to exploit spatiotemporal cues for a delineate FGL (Chap-
ter 9).
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The Chapter 9 harnesses the ability of LSTM modules in handling time series
data, like speech signal. It implements a 3D CNN-LSTM network that takes four
frames at a time to predict the FG region in the current frame. Thus, the intuition
of utilizing the LSTM units instead of pure 3D convolution is that capturing not
just temporal features but long-short term spatiotemporal cues. This LSTM-based
spatiotemporal model gains ∼ 11% and ∼ 6.5% in an overall average performance
when compared to conventional statistical approaches and modern NN-based learn-
ing systems respectively. However, it faces low fps with ∼ 15 due to the massive
computational overhead of stacked LSTM cells both in the encoding and decoding
subnetworks. It is then addressed by taking only two consecutive frames in grayscale
stacked depthwise along with a generalized BG model without LSTM modules in
Chapter 7 and 8.
The Chapter 8 introduces akin Inception modules with a multi-view receptive
field to capture scale invariant FG clues. Moreover, to capture the spatiotemporal
features, it uses a temporally median filtered BG model stacked as the third channel
of input data that takes two consecutive frames as the first two channels. It achieves
an average of ∼ 8.75% improvements compared to the state-of-the-art and a high
processing speed of 45fps on a GTX 1080 Ti.
The Chapter 7, on the other hand, proposes two elegant ideas to improve the
learning ability of a basic image-to-image CNN network through micro-auto-encoder
blocks in the subsampling subnetwork and slow decoding blocks in the upsampling
subnetwork. That chapter also presents empirical grounds for how well the proposed
architectural changes improve the FGL and carries out rigorous experiments on var-
ious challenging benchmark video sequences. This proposed model also takes the
same input configuration as in Chapter 8 to extract spatiotemporal information of
moving objects. Besides the complexity of the structure, it records very competitive
performance it achieves a higher frame rate of 49fps on a GTX 1080 Ti.
In terms of f-measure, both multi-view CNN and 3D CNN-LSTM models with
spatiotemporal cues perform quite the same with a mean average of ∼ 92%, while
the slow-encoder slow-decoder model achieves a mean average f-measure of ∼ 93%
with even higher FPS than the other two architectures. However, we believe that
optimizing the 3D CNN-LSTM model for the number of filters and number of layers,
including the input layer configuration such a way to account a generic BG model will
improve its performance (higher f-measure and higher fps). We leave this for future
direction.
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10.2 Applications
The effectiveness of most of the VCA-based high-level tasks depend on the robust-
ness of FGL model. Therefor, this work can be extended towards multi-object FG
detection that can be applicable to the following applications: multi-tasking even-
t/activity and action detection/recognition, simultaneous localization and mapping
(SLAM), intrusion detection, video surveillance, object counting and tracking, obsta-
cle avoidance, path finding, human machine interaction, image quality assessment,
selective data compression, autonomous driving and traffic safety, and so forth.
10.3 Dissemination
One of the objectives set at the beginning of this Ph.D. is disseminating the findings
at every stage through internationally recognized conferences and journals. The fol-
lowing statistic summarizes the publication, wherein I am the author or co-author of
the work.
Dissemination type Total
Journal
Published 2
Under review 3
Conference
Published 15
Submitted 2
Archive 1
Table 10.1: Publication summary since 2015.
152
Bibliography
[1] Frank J Aherne, Neil A Thacker, and Peter I Rockett. The bhattacharyya
metric as an absolute similarity measure for frequency coded data. Kybernetika,
34(4):363–368, 1998.
[2] T. Akilan, Q. M. J. Wu, W. Jiang, and A. Safaei. A late fusion approach
for harnessing multi-cnn model high-level features. In IEEE Inter. Conf. Sys.,
Man, and Cyberneti. (SMC), volume abs/1705.04301, April 2017.
[3] Thangarajah Akilan, Q.M. Jonathan Wu, and Yimin Yang. Fusion-based fore-
ground enhancement for background subtraction using multivariate multi-model
gaussian distribution. Information Sci., 430-431:414 – 431, 2018.
[4] Alireza Alaei, Romain Raveaux, and Donatello Conte. Image quality assessment
based on regions of interest. Signal, Image and Video Processing, 11(4):673–680,
2017.
[5] Gianni Allebosch, David Van Hamme, Francis Deboeverie, Peter Veelaert, and
Wilfried Philips. C-efic: Color and edge based foreground background seg-
mentation with interior classification. In Int. Conf. Comput. Vis. Imaging and
Comput. Graphics Theory and Applicat., pages 433–454, 2016.
[6] Melih Altun and Mehmet Celenk. Road scene content analysis for driver assis-
tance and autonomous driving. IEEE Transactions on Intelligent Transporta-
tion Systems, 18(12):3398–3407, 2017.
[7] Stefan Atev, Osama Masoud, and Nikos Papanikolopoulos. Practical mixtures
of gaussians with brightness monitoring. In Intelligent Transportation Systems,
2004. Proceedings. The 7th International IEEE Conference on, pages 423–428.
IEEE, 2004.
153
[8] Mohammadreza Babaee, Duc Tung Dinh, and Gerhard Rigoll. A deep con-
volutional neural network for video sequence background subtraction. Pattern
Recognition, 76:635 – 649, 2018.
[9] Vijay Badrinarayanan, Alex Kendall, and Roberto Cipolla. Segnet: A deep con-
volutional encoder-decoder architecture for image segmentation. IEEE Trans.
Pattern Analysis and Mach. Intelli., 2017.
[10] Christopher J Bahr and William C Horne. Subspace-based background subtrac-
tion applied to aeroacoustic wind tunnel testing. Int. Journal of Aeroacoustics,
16(4-5):299–325, 2017.
[11] O. Barnich and M. Van Droogenbroeck. Vibe: A universal background subtrac-
tion algorithm for video sequences. IEEE Trans. Image Process., 20(6):1709–
1724, 2011.
[12] Simone Bianco, Gianluigi Ciocca, and Raimondo Schettini. How far can you get
by combining change detection algorithms? Inter. Conf. Image Analy. Process.,
pages 96–107, 2017.
[13] M. Bilal. Algorithmic optimisation of histogram intersection kernel support
vector machine-based pedestrian detection using low complexity features. IET
Computer Vision, 11(5):350–357, 2017.
[14] H.D. Block. A review of perceptrons: An introduction to computational geom-
etry. Information and Control, 17(5):501 – 522, 1970.
[15] A. Borji, M. M. Cheng, H. Jiang, and J. Li. Salient object detection: A bench-
mark. IEEE Trans. Image Process., 24(12):5706–5722, Dec 2015.
[16] Thierry Bouwmans. Traditional and recent approaches in background modeling
for foreground detection: An overview. Computer Science Review, 1112:31 –
66, 2014.
[17] Marc Braham and Marc Van Droogenbroeck. Deep background subtraction
with scene-specific convolutional neural networks. In Systems, Signals and Im-
age Processing (IWSSIP), 2016 International Conference on, pages 1–4. IEEE,
2016.
154
[18] L. Caltagirone, S. Scheidegger, L. Svensson, and M. Wahde. Fast lidar-based
road detection using fully convolutional neural networks. In IEEE Intelli. Ve-
hicles Symposium (IV), pages 1019–1024, June 2017.
[19] X. Cao, L. Yang, and X. Guo. Total variation regularized rpca for irregularly
moving object detection under dynamic background. IEEE Trans. Cybern.,
PP(99):1–14, 2015.
[20] F. Chen, H. Yu, R. Hu, and X. Zeng. Deep learning shape priors for object
segmentation. In IEEE Conf. Comput. Vis. Pattern Recognit., pages 1870–1877,
June 2013.
[21] L. C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille. Deeplab:
Semantic image segmentation with deep convolutional nets, atrous convolution,
and fully connected crfs. IEEE Trans. Pattern Analy. Mach. Intelli., PP(99):1–
1, 2017.
[22] Shengyong Chen, Jianhua Zhang, Youfu Li, and Jianwei Zhang. A hierarchical
model incorporating segmented regions and pixel descriptors for video back-
ground subtraction. IEEE Transactions on Industrial Informatics, 8(1):118–
127, 2012.
[23] Y. Chen, Y. Ma, D. Kim, and S. Park. Region-based object recognition by color
segmentation using a simplified pcnn. IEEE Trans. Neural Networks Learni.
Syst., 26(8):1682–1697, 2015.
[24] Zezhi Chen and Tim Ellis. Self-adaptive gaussian mixture model for urban
traffic monitoring system. In Computer Vision Workshops (ICCV Workshops),
2011 IEEE International Conference on, pages 1769–1776. IEEE, 2011.
[25] Li Cheng and Minglun Gong. Realtime background subtraction from dynamic
scenes. In Computer Vision, 2009 IEEE 12th International Conference on,
pages 2066–2073. IEEE, 2009.
[26] P. Chiranjeevi and S. Sengupta. Detection of moving objects using multi-
channel kernel fuzzy correlogram based background subtraction. IEEE Trans.
Cybern., 44(6):870–881, 2014.
[27] F. Chollet. Xception: Deep learning with depthwise separable convolutions. In
IEEE Conf. Comput. Vis. Pattern Recogniti. (CVPR), pages 1251–1258, 2017.
155
[28] Li Sze Chow and Raveendran Paramesran. Review of medical image quality
assessment. Biomedical Signal Processing and Control, 27:145–154, 2016.
[29] Diane Cook, Kyle D. Feuz, and Narayanan C. Krishnan. Transfer learning for
activity recognition: a survey. Knowledge and Information Systems, 36(3):537–
556, 2013.
[30] Camille Couprie, Cle´ment Farabet, Laurent Najman, and Yann Lecun. Convo-
lutional Nets and Watershed Cuts for Real-Time Semantic Labeling of RGBD
Videos. Journal of Mach. Learn. Research, 15:3489–3511, 2014.
[31] Toma´s Crivelli, Patrick Bouthemy, Bruno Cernuschi-Fr´ıas, and Jian-feng Yao.
Simultaneous motion detection and background reconstruction with a con-
ditional mixed-state markov random field. Int. Journal of Comput. Vis.,
94(3):295–316, 2011.
[32] L. Dawei, L. Xu, and E. Goodman. Illumination-robust foreground detec-
tion in a video surveillance system. IEEE Trans. Circui. Syst. Video Technol.,
23(10):1637–1650, 2013.
[33] Vincent Dumoulin and Francesco Visin. A guide to convolution arithmetic for
deep learning. stat, 1050:23, 2016.
[34] Ahmed Elgammal, David Harwood, and Larry Davis. Non-parametric Model
for Background Subtraction, pages 751–767. Springer, 2000.
[35] M. Escudero-Vinolo and J. Bescos. A robust framework for region based video
object segmentation. IEEE Int. Conf. on Image Process., pages 26–29, 2010.
[36] R. Evangelio, M. Patzold, I. Keller, and T. Sikora. Adaptively splitted gmm
with feedback improvement for the task of background subtraction. IEEE
Trans. Information Foren. Secu., 9(5):863–874, 2014.
[37] Milletari Fausto, Navab Nassir, and Ahmadi Seyed-Ahmad. V-net: Fully con-
volutional neural networks for volumetric medical image segmentation. In 3D
Vision (3DV), Fourth International Conference, pages 565–571, 2016.
[38] Li Fei-Fei, Johnson Justin, and Yeung Serena. Cs231n: Convolutional neural
networks for visual recognition. http://cs231n.github.io/.
156
[39] K. Fukushima. Neocognitron: A self-organizing neural network model for a
mechanism of pattern recognition unaffected by shift in position. Biological
Cyberneti., 36:193202, 1980.
[40] G. Gemignani and A. Rozza. A robust approach for the background subtrac-
tion based on multi-layered self-organizing maps. IEEE Trans. Image Process.,
25(11):5239–5251, 2016.
[41] Giorgio Gemignani and Alessandro Rozza. A novel background subtraction
approach based on multi layered self-organizing maps. In IEEE Inter. Conf.
Image Process. (ICIP), pages 462–466, 2015.
[42] R. Girshick, J. Donahue, T. Darrell, and J. Malik. Rich feature hierarchies for
accurate object detection and semantic segmentation. In IEEE Conf. Comput.
Vis. Pattern Recognit., pages 580–587, June 2014.
[43] Rafael C. Gonzalez and Richard E. Woods. Digital Image Processing (3rd Edi-
tion). Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 2006.
[44] Alex Graves, Santiago Ferna´ndez, Faustino Gomez, and Ju¨rgen Schmidhuber.
Connectionist temporal classification: labelling unsegmented sequence data
with recurrent neural networks. In Proc. inter.l conf. Machi. learning, pages
369–376. ACM, 2006.
[45] Alex Graves, Navdeep Jaitly, and Abdel-rahman Mohamed. Hybrid speech
recognition with deep bidirectional lstm. In Automatic Speech Recognit. Under-
standing (ASRU) Workshop, pages 273–278, 2013.
[46] Advik Iyer Guha and Stefanie Tellex. Towards Meaningful Human-Robot Col-
laboration on Object Placement. In RSS Workshop on Planning for Human-
Robot Interaction: Shared Autonomy and Collaborative Robotics, 2016.
[47] C. Guo and L. Zhang. A novel multiresolution spatiotemporal saliency detection
model and its applications in image and video compression. IEEE Trans. Image
Process., 19(1):185–198, Jan 2010.
[48] L. Guo, D. Xu, and Z. Qiang. Background subtraction using local svd binary
pattern. In IEEE Conf. Comput. Vis. Pattern Recognit. Workshops (CVPRW),
pages 1159–1167, 2016.
157
[49] H. Guo-Hao and H. Chun-Rong. Binary invariant cross color descriptor using
galaxy sampling. IEEE Int. Conf. Pattern Recogniti., pages 2610–2613, 2012.
[50] T. S. F. Haines and T. Xiang. Background subtraction with dirichletprocess
mixture models. IEEE Trans. Pattern Analy. Mach. Intelli., 36(4):670–683,
2014.
[51] Bohyung Han and Larry S Davis. Density-based multifeature background sub-
traction with support vector machine. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 34(5):1017–1023, 2012.
[52] Guang Han, Jinkuan Wang, and Xi Cai. Background subtraction based on
modified online robust principal component analysis. Inter. Journal of Mach.
Learni. Cyberneti., 8(6):1839–1852, 2017.
[53] M. Haque and M. Murshed. Perception-inspired background subtraction. IEEE
Trans. Circui. Syst. Video Technol., 23(12):2127–2140, Dec 2013.
[54] Doli Anggia Harahap, Anton Satria Prabuwono, and Azizi Abdullah. Codebook
model for real time robot soccer recognition: a comparative study. In FIRA
RoboWorld Congress, pages 162–169. Springer, 2011.
[55] Jun He, Laura Balzano, and Arthur Szlam. Incremental gradient on the grass-
mannian for online foreground and background separation in subsampled video.
In Computer Vision and Pattern Recognition (CVPR), 2012 IEEE Conference
on, pages 1568–1575. IEEE, 2012.
[56] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recogni-
tion. In IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), pages 770–778,
June 2016.
[57] Marko Heikkila and Matti Pietikainen. A texture-based method for modeling
the background and detecting moving objects. IEEE transactions on pattern
analysis and machine intelligence, 28(4):657–662, 2006.
[58] Geoffrey Hinton, Simon Osindero, Max Welling, and Yee-Whye Teh. Unsu-
pervised discovery of nonlinear structure using contrastive backpropagation.
Cognitive science, 30(4):725–731, 2006.
[59] Sepp Hochreiter and Ju¨rgen Schmidhuber. Long short-term memory. Neural
computation, 9(8):1735–1780, 1997.
158
[60] Martin Hofmann, Philipp Tiefenbacher, and Gerhard Rigoll. Background seg-
mentation with feedback: The pixel-based adaptive segmenter. In Comput. Vis.
Pattern Recognit. Workshops (CVPRW), pages 38–43. IEEE, 2012.
[61] D.-H. Hubel and T.-N. Wiesel. Receptive fields and functional architecture of
monkey striate cortex. J Physiol., 195(1):215243, 1968.
[62] T. Huynh-The, O. Banos, S. Lee, B. H. Kang, E. S. Kim, and T. Le-Tien. Nic:
A robust background extraction algorithm for foreground detection in dynamic
scenes. IEEE Trans. Circui. Sys. Video Technol., 27(7):1478–1490, 2017.
[63] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep
network training by reducing internal covariate shift. In Inter. Conf. Mach.
Learning, pages 448–456, 2015.
[64] M. Jaderberg, K. Simonyan, A. Vedaldi, and A. Zisserman. Reading text in the
wild with convolutional neural networks. International Journal of Computer
Vision, 116(1):1–20, jan 2016.
[65] Sajid Javed, Seon Ho Oh, Andrews Sobral, Thierry Bouwmans, and Soon Ki
Jung. OR-PCA with MRF for Robust Foreground Detection in Highly Dynamic
Backgrounds, pages 284–299. Springer, 2015.
[66] Shengqin Jiang and Xiaobo Lu. Wesambe: A weight-sample-based method for
background subtraction. IEEE Trans. Circui. Sys. Video Techno., 2017.
[67] H. Jiuyue, C. Li, Z. Kim, and Z. Xiong. Spatio-temporal traffic scene modeling
for object motion detection. IEEE Trans. Intelligent Transport. Sys., 14(1):295–
302, 2013.
[68] Kazuya Kawakami. Supervised Sequence Labelling with Recurrent Neural Net-
works. PhD thesis, Ph. D. thesis, Technical University of Munich, 2008.
[69] Douglas A Kerr. The cie xyz and xyy color spaces. Colorimetry, 1(1):1–16,
2010.
[70] Wonjun Kim and Changick Kim. Background subtraction for dynamic texture
scenes using fuzzy color histograms. IEEE Signal processing letters, 19(3):127–
130, 2012.
159
[71] Josef Kittler and John Illingworth. Minimum error thresholding. Pattern recog-
nition, 19(1):41–47, 1986.
[72] A. Krizhevsky, I. Sutskever, and G. Hinton. Imagenet classification with deep
convolutional neural networks. In NIPS, pages 1097–1105, 2012.
[73] C.-C. Jay Kuo. Understanding convolutional neural networks with a math-
ematical model. Visual Communication and Image Representation, 41:406 –
413, 2016.
[74] S. Kwak, M. Cho, I. Laptev, J. Ponce, and C. Schmid. Unsupervised object
discovery and tracking in video collection. In IEEE Inter. Conf. Comput. Vis.
(ICCV), pages 3173–3181, 2015.
[75] LDV-Capital. 45 billion cameras by 2022 fuel business opportunities. http:
//www.ldv.co/insights. Accessed: 2018-02-23.
[76] Y. LeCun, B. Boser, J.S. Denker, D. Henderson, R. E. Howard, W. Hubbard,
and L. D. Jackel. Backpropagation applied to handwritten zip code recognition.
Neural Computation, 1(4):541–551, 1989.
[77] Yann LeCun, LD Jackel, Le´on Bottou, Corinna Cortes, John S Denker, Harris
Drucker, Isabelle Guyon, UA Muller, Eduard Sackinger, Patrice Simard, et al.
Learning algorithms for classification: A comparison on handwritten digit recog-
nition. Neural networks: the statistical mechanics perspective, 261:276, 1995.
[78] Dar-Shyang Lee. Effective gaussian mixture learning for video background
subtraction. IEEE transactions on pattern analysis and machine intelligence,
27(5):827–832, 2005.
[79] L. Li, W. Huang, I.-H. Gu, and Q. Tian. Statistical modeling of complex
backgrounds for foreground object detection. IEEE Trans. Image Process.,
13(11):1459–1472, 2004.
[80] Kyungsun Lim, Won-Dong Jang, and Chang-Su Kim. Background subtraction
using encoder-decoder structured convolutional neural network. In Advanced
Video and Signal Based Surveillance (AVSS), 2017 14th IEEE International
Conference on, pages 1–6. IEEE, 2017.
160
[81] Zhouchen Lin, Minming Chen, and Yi Ma. The augmented lagrange multi-
plier method for exact recovery of corrupted low-rank matrices. arXiv preprint
arXiv:1009.5055, 2010.
[82] Huaping Liu, Di Guo, and Fuchun Sun. Object recognition using tactile mea-
surements: Kernel sparse coding methods. IEEE Transactions on Instrumen-
tation and Measurement, 65(3):656–665, 2016.
[83] Huaping Liu, Yuanlong Yu, Fuchun Sun, and Jason Gu. Visual–tactile fusion for
object recognition. IEEE Transactions on Automation Science and Engineering,
14(2):996–1008, 2017.
[84] Zhou Liu, Kaiqi Huang, and Tieniu Tan. Foreground object detection using
top-down information based on em framework. IEEE Transactions on image
processing, 21(9):4204–4217, 2012.
[85] Francisco Javier Lo´pez-Rubio and Ezequiel Lo´pez-Rubio. Features for stochas-
tic approximation based foreground detection. Computer Vision and Image
Understanding, 133:30–50, 2015.
[86] J. Ma, S. Li, H. Qin, and A. Hao. Unsupervised multi-class co-segmentation via
joint-cut over l1 -manifold hyper-graph of discriminative image regions. IEEE
Trans. Image Process., 26(3):1216–1230, March 2017.
[87] L. Maddalena and A. Petrosino. A self-organizing approach to background
subtraction for visual surveillance applications. IEEE Trans. on Image Process.,
17(7):1168–1177, 2008.
[88] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online learn-
ing for matrix factorization and sparse coding. Journal of Machine Learning
Research, 11(Jan):19–60, 2010.
[89] Hassan Mansour and Anthony Vetro. Video background subtraction using semi-
supervised robust matrix completion. In Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2014 IEEE International Conference on, pages 6528–6532.
IEEE, 2014.
[90] Warren S. McCulloch and Walter Pitts. A logical calculus of the ideas immanent
in nervous activity. The bulletin of mathematical biophysics, 5(4):115–133, Dec
1943.
161
[91] Dibyendu Mukherjee, QM Jonathan Wu, and Thanh Minh Nguyen. Multireso-
lution based gaussian mixture model for background suppression. IEEE Trans-
actions on Image Processing, 22(12):5022–5035, 2013.
[92] Dibyendu Mukherjee, QM Jonathan Wu, and Thanh Minh Nguyen. Gaussian
mixture model with advanced distance measure based on support weights and
histogram of gradients for background suppression. IEEE Transactions on In-
dustrial Informatics, 10(2):1086–1096, 2014.
[93] Manjunath Narayana, Allen Hanson, and Erik G. Learned-Miller. Background
subtraction: Separating the modeling and the inference. Mach. Vision Appli.,
25(5):1163–1174, 2014.
[94] T. M. Nguyen, Q. M. J. Wu, and H. Zhang. Asymmetric mixture model with
simultaneous feature selection and model detection. IEEE Trans. Neural Net-
works and Learn. Sys., 26(2):400–408, Feb 2015.
[95] Thanh Minh Nguyen and QM Jonathan Wu. Asymmetric mixture model with
variational bayesian learning. In Neural Networks (IJCNN), 2014 International
Joint Conference on, pages 285–290. IEEE, 2014.
[96] Jenkins Niall. 245 million video surveillance cameras installed glob-
ally in 2014. https://technology.ihs.com/532501/245-million-video-
surveillance-cameras-installed-globally-in-2014. Accessed: 2018-02-
23.
[97] Jenkins Niall. North american security camera installed base to reach 62 million
in 2016. https://technology.ihs.com/583114/north-american-security-
camera-installed-base-to-reach-62-million-in-2016. Accessed: 2018-
02-23.
[98] Christophoros Nikou, Aristidis C Likas, and Nikolaos P Galatsanos. A bayesian
framework for image segmentation with spatially varying mixtures. IEEE
Transactions on Image Processing, 19(9):2278–2289, 2010.
[99] L. Ning, W. Hefeng, and L. Liang. Hierarchical ensemble of background models
for ptz-based video surveillance. IEEE Trans. Cybern., 49(1):89–102, 2014.
[100] Mark S Nixon and Alberto S Aguado. Feature extraction & image processing
for computer vision. Academic Press, 2012.
162
[101] Yosuke Nonaka, Atsushi Shimada, Hajime Nagahara, and Rin-ichiro Taniguchi.
Evaluation report of integrated background modeling based on spatio-temporal
features. In Computer Vision and Pattern Recognition Workshops (CVPRW),
2012 IEEE Computer Society Conference on, pages 9–14. IEEE, 2012.
[102] N. Oliver, B. Rosario, and A. Pentland. A bayesian computer vision system
for modeling human interactions. IEEE Trans. Pattern Anal. Mach. Intell.,
22(3):831–843, 2000.
[103] Maxime Oquab, Leon Bottou, Ivan Laptev, and Josef Sivic. Learning and trans-
ferring mid-level image representations using convolutional neural networks. In
Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern
Recognition, CVPR ’14, pages 1717–1724, Washington, DC, USA, 2014. IEEE
Computer Society.
[104] Nobuyuki Otsu. A threshold selection method from gray-level histograms. IEEE
trans. sys., man, and cyberneti., 9(1):62–66, 1979.
[105] Amit Pal, Gerald Schaefer, and M Emre Celebi. Robust codebook-based video
background subtraction. In Acoustics Speech and Signal Processing (ICASSP),
2010 IEEE International Conference on, pages 1146–1149. IEEE, 2010.
[106] Esteban J. Palomo, Enrique Domı´nguez, Rafael M. Luque-Baena, and Jose´
Mun˜oz. Image compression and video segmentation using hierarchical self-
organization. Neural Processing Letters, 37(1):69–87, 2013.
[107] Sinno Jialin Pan and Qiang Yang. A survey on transfer learning. IEEE Trans.
on Knowl. and Data Eng., 22(10):1345–1359, October 2010.
[108] I. Patras, E.-A. Hendriks, and R.-L. Lagendijk. Video segmentation by map
labeling of watershed segments. IEEE Trans. Pattern Anal. Mach. Intell.,
23(3):326–332, 2001.
[109] S. Pereira, A. Pinto, V. Alves, and C. A. Silva. Brain tumor segmentation using
convolutional neural networks in mri images. IEEE Trans. Medical Imaging,
35(5):1240–1251, 2016.
[110] Juan Antonio Pe´rez-Ortiz, Felix A Gers, Douglas Eck, and Ju¨rgen Schmidhuber.
Kalman filters improve lstm network performance in problems unsolvable by
traditional recurrent nets. Neural Networks, 16(2):241–250, 2003.
163
[111] Vu Pham, The´odore Bluche, Christopher Kermorvant, and Je´roˆme Louradour.
Dropout improves recurrent neural networks for handwriting recognition. In
Inter. Conf. Frontiers in Handwriting Recognit. (ICFHR), pages 285–290, 2014.
[112] Pedro Pinheiro and Ronan Collobert. Recurrent convolutional neural networks
for scene labeling. In International conference on machine learning, pages 82–
90, 2014.
[113] Z. Song Q. Zhu, Y. Xie, and L. Wang. A novel recursive bayesian learning-
based method for the efficient and accurate segmentation of video with dynamic
background. IEEE Trans. Image Process., 21(9):3865–3876, 2012.
[114] Graciela Ramirez-Alonso and Mario I. Chacon-Murguia. Object detection in
video sequences by a temporal modular self-adaptive som. Neural Computing
and Applications, 27(2):411–430, 2016.
[115] Juan Alberto Ramirez-Quintana and Mario Ignacio Chacon-Murguia. Self-
adaptive som-cnn neural system for dynamic object detection in normal and
complex scenarios. Pattern Recognition, 48(4):1137–1149, 2015.
[116] Ali Sharif Razavian, Hossein Azizpour, Josephine Sullivan, and Stefan Carlsson.
Cnn features off-the-shelf: An astounding baseline for recognition. In Proc.
CVPR Workshops, pages 512–519, 2014.
[117] Z. Ren, S. Gao, L.-T. Chia, and I.-H. Tsang. Region-based saliency detection
and its application in object recognition. IEEE Trans. Circui. Syst. Video
Technol., 24(5):769–779, 2013.
[118] Paul Rodr´ıguez and Brendt Wohlberg. Translational and rotational jitter invari-
ant incremental principal component pursuit for video background modeling.
In Image Processing (ICIP), 2015 IEEE International Conference on, pages
537–541. IEEE, 2015.
[119] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional
networks for biomedical image segmentation. In Inter. Conf. Medical Image
Computing and Comput.-Assisted Intervention, pages 234–241. Springer, 2015.
[120] D. Russell and G. Shaogang. A highly efficient block-based dynamic background
model. IEEE Conf. Adv. Video Signal Based Surveill., pages 417–422, 2005.
164
[121] Hasan Sajid and Sen-Ching Samson Cheung. Universal multimode background
subtraction. IEEE Transactions on Image Processing, 26(7):3249–3260, 2017.
[122] Dimitrios Sakkos, Heng Liu, Jungong Han, and Ling Shao. End-to-end video
background subtraction with 3d convolutional neural networks. Multimedia
Tools and Applications, 2017.
[123] A.N. Samatin Njikam and H. Zhao. A novel activation function for multilayer
feed-forward neural networks. Appl. Intell., 45(01):75–82, 2016.
[124] Andres Sanin, Conrad Sanderson, Mehrtash T Harandi, and Brian C Lovell.
Spatio-temporal covariance descriptors for action and gesture recognition. In
Applications of Computer Vision (WACV), 2013 IEEE Workshop on, pages
103–110. IEEE, 2013.
[125] Allah Bux Sargano, Plamen Angelov, and Zulfiqar Habib. Human action recog-
nition from multiple views based on view-invariant feature descriptor using
support vector machines. Applied Sciences, 6(10):309, 2016.
[126] A. Schick, M. Bauml, and R. Stiefelhagen. Improving foreground segmenta-
tions with probabilistic superpixel markov random fields. IEEE Int. Conf. on
Comput. Vis. Pattern Recognit. Workshops, pages 27–31, 2012.
[127] Ju¨rgen Schmidhuber. Deep learning in neural networks: An overview. Neural
networks, 61:85–117, 2015.
[128] Gaurav Sharma, Wencheng Wu, and Edul N Dalal. The ciede2000 color-
difference formula: Implementation notes, supplementary test data, and math-
ematical observations. Color Research & Application, 30(1):21–30, 2005.
[129] Y. Sheikh and M. Shah. Bayesian modeling of dynamic scenes for object detec-
tion. IEEE Trans. Pattern Analy. Mach. Intelli., 27(11):1778–1792, 2005.
[130] E. Shelhamer, J. Long, and T. Darrell. Fully convolutional networks for seman-
tic segmentation. IEEE Trans. Pattern Analy. Mach. Intelli., 39(4):640–651,
2017.
[131] H. Shih-Shinh, F. Li-Chen, and H. Pei-Yung. Region-level motion-based fore-
ground segmentation under a bayesian network. IEEE Trans. Circui. Syst.
Video Technol., 19(4):522–532, 2009.
165
[132] D. Silver, A. Huang, C.J. Maddison, A. Guez, L. Sifre, G. Van den Driessche,
J. Schrittwieser, I. Antonoglou, V. Panneershelvam, M. Lanctot, S. Dieleman,
D. Grewe, J. Nham, N. Kalchbrenner, I. Sutskever, T. Lillicrap, M. Leach,
K. Kavukcuoglu, T. Graepel, and D. Hassabis. Mastering the game of go with
deep neural networks and tree search view publication. Nature, 529:484–489,
Jan 2016.
[133] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for
large-scale image recognition. CoRR, abs/1409.1556, 2014.
[134] J.T. Springenberg, A. Dosovitskiy, T. Brox, and M. Riedmiller. Striving for
simplicity: The all convolutional net. International Conference on Learning
Representations (ICLR), 2014.
[135] P. L. St-Charles, G. A. Bilodeau, and R. Bergevin. Flexible background subtrac-
tion with self-balanced local sensitivity. In IEEE Conf. Compu. Vis. Pattern
Recognit. Workshops, pages 414–419, June 2014.
[136] P. L. St-Charles, G. A. Bilodeau, and R. Bergevin. A self-adjusting approach to
change detection based on background word consensus. In IEEE Winter Conf.
Applicati. of Comput. Vis., pages 990–997, Jan 2015.
[137] P. L. St-Charles, G. A. Bilodeau, and R. Bergevin. Subsense: A universal
change detection method with local adaptive sensitivity. IEEE Trans. Image
Process., 24(1):359–373, 2015.
[138] P. L. St-Charles, G. A. Bilodeau, and R. Bergevin. Universal background
subtraction using word consensus models. IEEE Trans. Image Process.,
25(10):4768–4781, 2016.
[139] Chris Stauffer and W Eric L Grimson. Adaptive background mixture models for
real-time tracking. In Computer Vision and Pattern Recognition, 1999. IEEE
Computer Society Conference on., volume 2, pages 246–252. IEEE, 1999.
[140] C. Szegedy, Wei Liu, Yangqing Jia, P. Sermanet, S. Reed, D. Anguelov, D. Er-
han, V. Vanhoucke, and A. Rabinovich. Going deeper with convolutions. In
CVPR, pages 1–9, June 2015.
[141] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna. Rethinking the
inception architecture for computer vision. In IEEE Conf. Comput. Vis. Pattern
Recogniti. (CVPR), pages 2818–2826, June 2016.
166
[142] Francis-Chan Tara. 22 eerie photos show how china uses facial recog-
nition to track its citizens as they travel, shop and even use toi-
let paper. http://www.businessinsider.com/how-china-uses-facial-
recognition-technology-surveillance-2018-2. Accessed: 2018-02-23.
[143] Akilan Thangarajah, QM Jonathan Wu, and Jie Huo. A unified threshold
updating strategy for multivariate gaussian mixture based moving object de-
tection. In High Performance Computing & Simulation (HPCS), 2016 Interna-
tional Conference on, pages 570–574. IEEE, 2016.
[144] Akilan Thangarajah, QM Jonathan Wu, AK Singh, B Mandon, and AK Chowd-
hury. Video foreground detection in non-static background using multi-
dimensional color space. Procedia Computer Science, 70:55–61, 2015.
[145] Yonghong Tian, Yaowei Wang, Zhipeng Hu, and Tiejun Huang. Selective eigen-
background for background modeling and subtraction in crowded scenes. IEEE
transactions on circuits and systems for video technology, 23(11):1849–1864,
2013.
[146] P. Tiefenbacher, M. Hofmann, D. Merget, and G. Rigoll. Pid-based regulation
of background dynamics for foreground segmentation. In IEEE Inte. Conf.
Image Process. (ICIP), 2014.
[147] Kentaro Toyama, John Krumm, Barry Brumitt, and Brian Meyers. Wallflower:
Principles and practice of background maintenance. In Computer Vision, 1999.
The Proceedings of the Seventh IEEE International Conference on, volume 1,
pages 255–261. IEEE, 1999.
[148] Koen Van De Sande, Theo Gevers, and Cees Snoek. Evaluating color descriptors
for object and scene recognition. IEEE transactions on pattern analysis and
machine intelligence, 32(9):1582–1596, 2010.
[149] S. Varadarajan, P. Miller, and H. Zhou. Spatial mixture of gaussians for dy-
namic background modelling. In IEEE Inter. Conf. Advanc. Video and Sig.
Based Surveillance, pages 63–68, 2013.
[150] Jaume Verge´s-Llah´ı and Alberto Sanfeliu. Evaluation of distances between color
image segmentations. In Iberian Conference on Pattern Recognition and Image
Analysis, pages 263–270. Springer, 2005.
167
[151] Phongtharin Vinayavekhin, Michiaki Tatsubori, Daiki Kimura, Yifan Huang,
Giovanni De Magistris, Asim Munawar, and Ryuki Tachibana. Human-like
hand reaching by motion prediction using long short-term memory. In Inter.
Conf. Social Robotics, pages 156–166. Springer, 2017.
[152] Luc Vosters, Caifeng Shan, and Tommaso Gritti. Real-time robust background
subtraction under rapidly changing illumination conditions. Image and Vision
Computing, 30(12):1004 – 1015, 2012.
[153] L. Wan-Chen, L. Shu-Zhe, Y. Min-Hsiang, and H. Chun-Rong. Real-time binary
descriptor based background modeling. 2nd Asian Conf. Pattern Recogniti.,
pages 722–726, 2013.
[154] Huayan Wang and Qiang Yang. Transfer learning by structural analogy. In
Proceedings of the Twenty-Fifth AAAI Conference on Artificial Intelligence,
AAAI’11, pages 513–518. AAAI Press, 2011.
[155] Naiyan Wang, Tiansheng Yao, Jingdong Wang, and Dit-Yan Yeung. A prob-
abilistic approach to robust matrix factorization. In European Conference on
Computer Vision, pages 126–139. Springer, 2012.
[156] Shih-Chieh Wang, Te-Feng Su, and Shang-Hong Lai. Detecting moving objects
from dynamic background with shadow removal. In Acoustics, Speech and Signal
Processing (ICASSP), 2011 IEEE International Conference on, pages 925–928.
IEEE, 2011.
[157] Tian Wang and Hichem Snoussi. Detection of abnormal visual events via global
optical flow orientation histogram. IEEE Transactions on Information Foren-
sics and Security, 9(6):988–998, 2014.
[158] Y. Wang, P. M. Jodoin, F. Porikli, J. Konrad, Y. Benezeth, and P. Ishwar.
Cdnet 2014: An expanded change detection benchmark dataset. In IEEE Conf.
Comput. Vis. Pattern Recognit. Workshops, pages 393–400, June 2014.
[159] Yang Wang. Foreground and shadow detection based on conditional random
field. In International Conference on Computer Analysis of Images and Pat-
terns, pages 85–92. Springer, 2007.
[160] Yang Wang, Kia-Fock Loe, and Jian-Kang Wu. A dynamic conditional random
field model for foreground and shadow segmentation. IEEE transactions on
pattern analysis and machine intelligence, 28(2):279–289, 2006.
168
[161] Garrett Warnell, Dikpal Reddy, and Rama Chellappa. Adaptive rate compres-
sive sensing for background subtraction. In Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2012 IEEE International Conference on, pages 1477–1480.
IEEE, 2012.
[162] Karl Weiss, Taghi M. Khoshgoftaar, and DingDing Wang. A survey of transfer
learning. Journal of Big Data, 3(1):9, May 2016.
[163] Martin Wollmer, Christoph Blaschke, Thomas Schindl, Bjo¨rn Schuller, Berthold
Farber, Stefan Mayer, and Benjamin Treﬄich. Online driver distraction detec-
tion using long short-term memory. IEEE Trans. Intelli. Transportation Sys.,
12(2):574–582, 2011.
[164] Mingjun Wu and Xianrong Peng. Spatio-temporal context for codebook-based
dynamic background subtraction. AEU-Inter. Journal of Electroni. Communi-
cat., 64(8):739–747, 2010.
[165] Yuanyuan Wu, Xiaohai He, and Truong Q Nguyen. Moving object detection
with a freely moving camera via background motion subtraction. IEEE Trans-
actions on Circuits and Systems for Video Technology, 27(2):236–248, 2017.
[166] Huaxin Xiao, Yu Liu, and Maojun Zhang. Fast `1-minimization algorithm
for robust background subtraction. EURASIP Journal on Image and Video
Process., 2016(1):45, Dec 2016.
[167] Pei Xu, Mao Ye, Xue Li, Qihe Liu, Yi Yang, and Jian Ding. Dynamic back-
ground learning through deep auto-encoder networks. In Proceedings of the 22nd
ACM international conference on Multimedia, pages 107–116. ACM, 2014.
[168] Yong Xu, Jixiang Dong, Bob Zhang, and Daoyun Xu. Background modeling
methods in video analysis: A review and comparative evaluation. {CAAI}
Trans. Intelli. Technol., 1(1):43 – 60, 2016.
[169] L. Yang, J. Li, Y. Luo, Y. Zhao, H. Cheng, and J. Li. Deep background modeling
using fully convolutional network. IEEE Trans. Intelli. Transportation Sys.,
19(1):254–262, 2018.
[170] Lu Yang, Jing Li, Yuansheng Luo, Yang Zhao, Hong Cheng, and Jun Li. Deep
background modeling using fully convolutional network. IEEE Transactions on
Intelligent Transportation Systems, 19(1):254–262, 2018.
169
[171] Min-Hsiang Yang, Chun-Rong Huang, Wan-Chen Liu, Shu-Zhe Lin, and Kun-
Ta Chuang. Binary descriptor based nonparametric background modeling for
foreground extraction by using detection theory. IEEE Transactions on Circuits
and Systems for Video Technology, 25(4):595–608, 2015.
[172] Yang Yang, Jun Ming, and Nenghai Yu. Color image quality assessment based
on ciede2000. Advances in Multimedia, 2012:11, 2012.
[173] Jian Yao and Jean-Marc Odobez. Multi-layer background subtraction based
on color and texture. In Computer Vision and Pattern Recognition, 2007.
CVPR’07. IEEE Conference on, pages 1–8. IEEE, 2007.
[174] Q. Yinshi, M. Xianbing S. Shuifa, and H. Song. A background extraction and
shadow removal algorithm based on clustering for vibe. IEEE Int. Conf. on
Machine Learn. Cyberne., 1:52–57, 2014.
[175] Jason Yosinski, Jeff Clune, Yoshua Bengio, and Hod Lipson. How transferable
are features in deep neural networks? CoRR, abs/1411.1792, 2014.
[176] Lianjun Zhang, Yao Lu, Mukai Chen, and Wencai Zou. A codebook based
background subtraction method for image defects detection. In Inter. Conf.
Computational Intelli. and Security (CIS), pages 704–706, 2014.
[177] Yaqing Zhang, Xi Li, Zhongfei Zhang, Fei Wu, and Liming Zhao. Deep learning
driven blockwise moving object detection with binary scene modeling. Neuro-
computing, 168:454 – 463, 2015.
[178] Ziyu Zhang, Sanja Fidler, and Raquel Urtasun. Instance-level segmentation for
autonomous driving with deep densely connected mrfs. IEEE Conf. Comput.
Vis. Pattern Recognit. (CVPR), pages 669–677, 2016.
[179] Cong Zhao, Xiaogang Wang, and Wai-Kuen Cham. Background subtraction via
robust dictionary learning. EURASIP Journal on Image and Video Processing,
2011(1):972961, 2011.
[180] Youdong Zhao, Haifeng Gong, Yunde Jia, and Song-Chun Zhu. Background
modeling by subspace learning on spatio-temporal patches. Pattern Recognition
Letters, 33(9):1134 – 1147, 2012.
[181] Z. Zhao, X. Zhang, and Y. Fang. Stacked multilayer self-organizing map for
background modeling. IEEE Trans. Image Process., 24(9):2841–2850, 2015.
170
[182] L. Zhou, H. Kaiqi, and T. Tieniu. Foreground object detection using top-down
information based on em framework. IEEE Trans. Image Process., 21(9):4204–
4217, 2012.
[183] Xiaowei Zhou, Can Yang, and Weichuan Yu. Moving object detection by de-
tecting contiguous outliers in the low-rank representation. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 35(3):597–610, 2013.
[184] Yu Zhou, Xiang Bai, Wenyu Liu, and Longin Jan Latecki. Similarity fusion for
visual tracking. Inter. Journal of Comput. Vis., 118(3):337–363, 2016.
[185] Jinlin Zhu, Zhiqiang Ge, and Zhihuan Song. Variational bayesian gaussian
mixture regression for soft sensing key variables in non-gaussian industrial pro-
cesses. IEEE Transactions on Control Systems Technology, 25(3):1092–1099,
2017.
[186] Z. Zivkovic. Improved adaptive gaussian mixture model for background sub-
traction. Intel. Conf. Pattern Recognit., 2(2):28–31, 2004.
[187] W. Zou, C. Bai, K. Kpalma, and J. Ronsin. Online glocal transfer for auto-
matic figure-ground segmentation. IEEE Trans. Image Process., 23(5):2109–
2121, 2014.
171
Appendix A
IEEE Permission to Reprint
In reference to IEEE copyrighted material which is used with permission in this thesis,
the IEEE does not endorse any of University of Windsors products or services. Inter-
nal or personal use of this material is permitted. If interested in reprinting/republish-
ing IEEE copyrighted material for advertising or promotional purposes or for creating
new collective works for resale or redistribution, please go to https://www.ieee.org/
publications_standards/publications/rights/permissions_faq.pdf to learn how
to obtain a License from RightsLink.
172
Appendix B
Elsevier Permission to Reprint
In reference to Elsevier copyrighted material which is used with permission in this the-
sis, the Elsevier does not endorse any of University of Windsors products or services.
Internal or personal use of this material is permitted. If interested in reprinting/re-
publishing Elsevier copyrighted material for advertising or promotional purposes or
for creating new collective works for resale or redistribution, please visit: https://
www.elsevier.com/about/our-business/policies/copyright#Author-rights.
173
Appendix C
Code Samples
The code samples will be provided upon request. You are welcome to reach the author
at thangara@uwindsor.ca.
174
Vita Auctoris
Name : Thangarajah Akilan
Education :
2018 Doctor of Philosophy
Electrical and Computer Engineering
University of Windsor, Canada
2013 Master of Engineering (Thesis)
Microelectronics and Embedded Systems
Asian Institute of Technology, Thailand
2011 Bachelor of Engineering
Computer Systems Engineering
Curtin University, Australia
175
