L^iO, 1) and /" are given; in particular, the orders of the diameters d n (W r , £ ), Ρ < q, r > 1, are completely determined.
The assertion of Theorem 3 for ρ = 1 or q < 2 is not new: it follows at once from the estimates (2) and (3').
Besides these theorems, which have to do with intersections, we prove the following result: • q or 2 < ρ < q,
The first results on the diameters of classes of smooth functions were obtained by Kolmogorov [8] (p = q = 2). Steckin [9] obtained for an estimate of the diameters of W[ in L 2 and W x in L°° the equality (« < m)
In 1960 Tihomirov calculated the exact values of the diameters d n (W^, C), and then Tihomirov, Babadzanov and Makovoz (see [5] and [10] - [12] ) proved the inequalities (1) in the case p~> q. For 1 <p < q < 2 the relations (1) were obtained by Ismagilov [13] ; ( 2 ) The symbols C, C', and Β in the following denote various absolute positive constants.
he also observed that the equivalence
Before the appearance of the present paper the asymptotic behavior of d n {W r p , L q ), ρ <q, q > 2, was known only for ρ = 1, r > 2 (Gluskin [14] ). In [14] it was shown that for an exact estimate of d n {W\, C) it is sufficient to get a good estimate of the diameter d n {B™, I™). Later, Maiorov [15] carried out this reduction of the problem of determining the order of the quantity d n (Wp, L q ) to the corresponding "finite-dimensional" problem for all ρ and q(p<q).
The "finite-dimensional" problem of estimating the diameters d n {B™', Ι™), ρ < q, also has independent interest. A sufficiently accurate estimate for d n {B^, I™) was known only for 1 < ρ < q < 2 and for 1 = ρ < q < °°. In the first case it follows directly from (2), and in the second case it is a consequence of the following result of the author (see [16] ):
We mention that for application to an estimate of the diameters d n (W[, C) for r > 2 it is even sufficient to use the earlier estimate of Ismagilov [13] :
For a proof of Theorem 2 we use the following obvious corollary of Theorem 1:
For m> η and 1 < ρ < 2
ί \ (4)
For application of Corollary 1 the power of the factor (1 + \n(m/n)) appearing in (4) is not of importance to us, and we shall not concern ourselves with a determination of the exact value of this power; we mention only (see [17] , and also the estimate (3)) that for Let A' = {a jJ }" =l JL l be a matrix with η rows and m columns (n < m). We denote by e f (1 < i < w) the columns of the matrix A'.
An important point in the proof of the theorem is the construction of a matrix A' having the following two properties: *) Any η columns e i , . . . , e t οϊΑ' are linearly independent. **) For any set e,· , . . . , e ( -(1 < i k < m) the coefficients in the expansion η satisfy the inequality (λ = {λ 1; . . . , λ η })
In
We prove Theorem 1 under the assumption that a matrix A' satisfying *) and **) has been constructed. For χ Ε R m and 1 <i<mwe let (x) t denote the rth coordinate of the vector x.
We consider the η-dimensional subspace L C R m spanned by the row vectors ί_ν,·}" of A', and we show that for any point ζ Ε Β™ there is an element y G L such that
(7)
We make use of the following well-known corollary of Helly's theorem on the intersection of convex sets (for a proof see [2] , § 1): if y\, . . . , y' n and ζ are vectors in R m , m> n, then for the distance in the metric of F£ from ζ to the subspace generated by y\, . . . , y' n to be less than or equal to p 0 it is necessary and sufficient that for any set i v . . . , i n+1 , We determine the values of the quantities (y' t ) i . Using (9) and (10) We estimate the quantities |(z -Σ?^),-|, 1 < k < η + 1. Using (9) and (6) 
For Λ = « + 1 it is easy to verify that
-
•ίη = 0.
Since the set of columns {e t }%=\ was chosen arbitrarily, the estimate (7) follows from (11), (11 ) , and the above corollary of Helly's theorem. Thus, Theorem 1 follows from the existence of a matrix A' satisfying the conditions *) and **).
For the construction of such a matrix A' we shall need several auxiliary statements. LEMMA 1. For any integer η and any a > 0 it is possible to find a set of vectors Ω η (α) = {ζ { }Ί with z t e S",( 3 ) 1 < ζ < k, such that k<(C • οΓ 1 
)" and for any y e S" there is a number i for which
Without regard to the size of the constant C, Lemma 1 is easy to prove directly; to save space we refer to [6] , where the question of the size of C is considered.
Suppose that we are given integers q and m (1 < q < m) and a number a > 0. In By \E\ we denote the number of elements in any finite set E, and by N(x), χ = {x t } R", we denote the set of all numbers i, 1 </'<«, such that x t Φ 0.
LEMMA 4. //{a,·}" is a set of real numbers, Consequently, The lemma is proved. We make use of the following simple estimate for the number of combinations C^:
Indeed, We proceed to the construction of a matrix A' satisfying the conditions *) and **). Here we use probability arguments.
On the set D mn of all m χ η matrices A = {e f/ -}^= 1 " =1 with elements equal to ± 1 we introduce a measure that assigns to each matrix A the measure TT m ' n . Then μΏ ηιη = 1.
For.y >0 let (see (12) where C is the constant from (14) . Then, by (14) , for ζ < z 0 we have Consequently, for ζ < z 0 (23) can be written as follows:
where
We now fix the numbers a and θ, setting
(here the constant Β is the same as in (19) and z 0 is defined by (20)) and
We show that if the absolute constant B' is sufficiently small, then (see (25)) g(Θ, a, C o • z)< CL" 9] (Ccr 1 )"" (5/< i (for ζ< z 0 and η >n 0 ).
Indeed (see (14) , and consider also (5)), 
for η > n 0 . From (19) and (28) it follows that for some constants B, B', 0 < z 0 < 1, 0 < C o < 1, and η > n 0 there exists a matrix Λ = {e ii }^L 1 
Applying Lemma 5 for this matrix A and the number θ (see also (13)), we get (see (29))
It is easy to see (see (29) and (30)) that by a very small change in the elements of the matrix A = {e^·} it is possible to get an m χ η matrix A' = {e^·} for which the following conditions hold: 1) le.,1 > 1/2, 1 < 1 < m, 1 </<«. The matrix A' thus constructed is the desired one, i.e. it satisfies the conditions *) and **).
The condition *) holds by (31), part 4). We prove that the condition **) holds. By 
•+c i+v
Since the set {e ( }£ί j was chosen arbitrarily, the last estimate implies directly the condition **) for the matrix A . Thus to conclude the proof of Theorem 1 it suffices to prove (34).
Since (see (31), part 1)) ||e ( .|| " > y/n/2 (1 < / < m), it follows (see (33), (12) , and (31), part 2)) that '
which proves (34), a). 
1.
If we now apply Lemma 4 for this value ί = t Q > 1 to the set of numbers {X fc }"', then we get that all the numbers {i k }" can be partitioned into two groups Ε and Ε such that: 1) \E\ < η • 4y 2 t 2 , and consequently (see (35) and (32)) also Σ *ί.
(36)
From (36) and (37) it follows (see also (13) and (31), part 3)) that
Next (see (12) , (34) and (31), part 3)), we have ί _ 
Σ VJI <F(^l')·/ Σ tiY<F(A')-(-Σ λί
2) Again using Theorem 1 and (38), for 2 < ρ < °° we have
We now establish a lower bound. Then, using Lemma 4, it is not hard to see that such a matrix Τ satisfies the requirements of Theorem 4.
We have also the following result, which is close to Theorem 4, but is somewhat simpler:
For any positive number θ there exists a constant C e > 0 such that for any η > 1 there is a plane £«. e C#\ dim £."."> η (Ι -Θ),
such that if χ & L ne , then
What is more, if we set Z.°.e = {*e# n :(x), = 0 for t>«(l then for sufficiently small C e > 0 the measure of those re O" for which the plane T(L°e) does not satisfy the last assertion is smaller than 2~n. The author thanks Professor V. M. Tihomirov for an interesting discussion of these results.
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