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Abstract—In this paper, we consider a MIMO networked
control system (NCS) in which a sensor amplifies and forwards
the observed MIMO plant state to a remote controller via a
MIMO fading channel. We focus on the MIMO amplify-and-
forward (AF) precoding design at the sensor to minimize a
weighted average state estimation error at the remote controller
subject to an average communication power gain constraint of
the sensor. The MIMO AF precoding design is formulated as an
infinite horizon average cost Markov decision process (MDP). To
deal with the curse of dimensionality associated with the MDP,
we propose a novel continuous-time perturbation approach and
derive an asymptotically optimal closed-form priority function
for the MDP. Based on this, we derive a closed-form first-
order optimal dynamic MIMO AF precoding solution, and
the solution has an event-driven control structure. Specifically,
the sensor activates the strongest eigenchannel to deliver a
dynamically weighted combination of the plant states to the
controller when the accumulated state estimation error exceeds
a dynamic threshold. We further establish technical conditions
for ensuring the stability of the MIMO NCS, and show that the
mean square error of the plant state estimation is O ( 1
F¯
)
, where
F¯ is the maximum AF gain of the MIMO AF precoding.
I. INTRODUCTION
A. Background
Networked control systems (NCSs) have drawn great at-
tention in recent years due to their growing applications in
industrial automation, smart transportation, remote robotic
control, etc. [1]. In this paper, we consider an NCS consisting
of a multiple-input multiple-output (MIMO) dynamic system
(a potentially unstable plant), a multiple-antenna sensor and
a multiple-antenna controller, and they form a closed-loop
control as illustrated in Fig. 1. In the NCS, the sensor senses
the state of the MIMO plant and transmits the plant state
to the remote controller over a MIMO fading channel so as
to stabilize the MIMO plant. The performance of the NCS
is closely related to the communication resource allocation
(e.g., power and precoding control) at the sensor over the
MIMO channel. There are many existing works on MIMO
precoding for multi-antenna communication systems. In [2],
the authors analyze the achievable capacity region of a MIMO
point-to-point system. In [3], [4], antenna selection, dynamic
link adaption and joint precoding are considered to increase
the data rate or minimize the mean squared error (MSE) for
MIMO systems. However, these solution frameworks focus
on optimizing physical layer performance (e.g., throughput,
MSE), and they are not directly related to the end-to-end
performance of the NCS. The optimization objective of the
MIMO precoding problem in an NCS should be directly
related to the NCS performance. Furthermore, the precoding
should be adaptive to both the channel fading matrix (which
reveals good transmission opportunities) and the MIMO plant
state information (which reveals the urgency of the information
streams).
NCS is in fact a very challenging problem because it
embraces both information theory (for modeling the dynamics
of the physical channel) and control theory (for modeling
the dynamic systems under imperfect state feedback control).
Most of the existing works focus on the study of stabilization
of an NCS under various information structures or commu-
nication scenarios (see the survey papers [1], [5] and the
references therein). For example, in [6, Chap. 1–9], the authors
focus on designing encoding and decoding schemes at the
sensor and the controller under various types of information
structures to achieve plant stabilization. In [7], the authors
consider noiseless digital channel between the sensor and the
controller and give a lower bound on the channel rate for
ensuring the NCS stability. In [8], the authors model the
communication channel as a packet loss erasure channel and
give a lower bound on the successful transmission probability
to ensure the NCS stability. In [9], [10], the authors study
the stabilization of NCS over additive white Gaussian noise
(AWGN) channels and obtains a minimum channel capacity
requirement for stabilization. In [11], the authors consider
memoryless Gaussian channel between the sensor and the
controller and establish a sequential rate distortion framework
to design encoder and decoder in order to achieve NCS
stability. In [12], the authors study multi-input networked
stabilization with a fading channel between the controller and
plant. In all these works, the key focus is on achieving the NCS
stability, which is only a weak form of control performance. In
[6, Chap. 10-12], the authors focus on stochastic optimization
problems for NCSs. However, the per-stage cost only depends
on the plant state and plant control actions, which fails to
capture the communication cost. Furthermore, the stochastic
optimizations therein are solved using numerical methods in
dynamic programming theories [13]. There are also some
works on communication resource optimization for NCSs. In
[14], [15], a sensor scheduling scheme is proposed to minimize
the linear quadratic Gaussian (LQG) cost (reflecting the plant
performance) and the communication cost (penalizing the
information exchange between the sensor and the controller).
However, the communication channel in [14] is a simplified
on-off error-free model, and the result therein cannot be
extended to the MIMO fading channels. In [16], the authors
consider sensor power control by solving a discrete-time MDP
formulation which minimizes the average state estimation
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2error and average power cost. In [17], the authors consider
similar control and communication optimization by solving a
continuous-time infinite horizon discounted total cost problem.
The optimal solutions in [16] and [17] are obtained by solving
the associated optimality equations, which is well-known to
be very challenging [13]. The optimality equations therein are
solved using the conventional numerical value iteration algo-
rithm (VIA) [13], [18], which suffers from slow convergence
and lack of insights. In addition, [16] assumes single-antenna
fading channels and the solution cannot be extended to the
MIMO fading channels. Moreover, the works that consider
MIMO transmission between the sensor and the controller in
NCSs propose either (i) static precoding where the precoder is
not adaptive to the system states (e.g., the encoder and decoder
structure in [11] and [19] only depends on the variance of
the Gaussian source and variance of the measurement noise),
(ii) dynamic precoding but solutions are based on numerical
solutions (e.g., [15], [16]), or (iii) dynamic precoding based on
closed-form heuristic schemes (e.g., [20], [21]). On the other
hand, there are some papers (e.g., [22]–[24]) that consider the
optimization in NCSs from the perspective of the team deci-
sion problem, where structural coding and encoding schemes
are proposed and the schemes are based on a sufficient statistic
that is obtained by compressing the common information at the
distributed decision makers. At one step of solving the team
decision problem, the coordination strategy decision problem
(c.f., Chap. 12.3 of [6]) is formulated as a (partially observed)
Markov decision process (POMDP), and the MDP/POMDP is
solved using numerical value iteration algorithms [13], [18]
with huge computational complexity.
B. Our Contribution
In this paper, we consider a MIMO NCS where a sensor
delivers the MIMO plant states to a remote controller over a
MIMO wireless fading channel using the amplify-and-forward
(AF) precoding as illustrated in Fig. 1. Using the separation
principle of control and communications [11], [25], the MIMO
AF precoding is chosen to minimize the average weighted
MIMO plant state estimation error at the remote controller
subject to the average communication power gain constraint
of the sensor. Specifically, the MIMO AF precoding problem
is formulated as an infinite horizon average cost MDP. To
address the challenge of curse of dimensionality and lack of
design insights for numerical solutions to MDP, we propose
a novel continuous-time perturbation approach and obtain
an asymptotically optimal closed-form priority function for
solving the associated optimality condition of the MDP. Based
on the structural properties of the MIMO AF precoding, we
show that the solution has an event-driven control structure.
Specifically, the sensor only needs to activate the strongest
eigenchannel to transmit a dynamically weighted combination
of the MIMO plant states over the MIMO wireless channel
when the accumulated state estimation error exceeds a dy-
namic trigger threshold (which depends on the instantaneous
plant state estimation error and the instantaneous MIMO
fading channel matrix as well as the state estimation error
covariance). Furthermore, we establish the closed-form first-
order optimal characterization of the dynamic trigger threshold
via the closed-form priority function. In addition, we derive
sufficient conditions regarding the communication resource
needed to stabilize the MIMO plant in the MIMO NCS. We
   
Signaling
feedback link   
x(n)
Sensor
y(n)
Control action 
generator
   Controller
u(n)
MIMO AF
precoding
MIMO 
channel
Actuator
Dynamic plant system 
x(n+1)=Ax(n)+Bu(n)+w(n)
x ̂(n) State
estimator
F(n)x(n)
Fig. 1: A typical architecture of a MIMO NCS with MIMO amplify-
and-forward (AF) precoding and analog state transmission over the
MIMO fading channel.
show that the achievable MSE of the plant state estimation
is O ( 1
F¯
)
, where F¯ is the maximum AF gain of the MIMO
AF precoding. Finally, we compare the proposed scheme with
various state-of-the-art baselines and show that significant
performance gains can be achieved with low complexity.
Notations: Bold font is used to denote matrices and vectors.
AT , A† and A‡ denote the transpose, conjugate transpose and
element-wise complex conjugate of A respectively. Tr (A)
represents the trace of A. I represents identity matrix with
appropriate dimension. ‖A‖F denotes the Frobenius norm of
A = [akl]. µmax(A) represents the largest eigenvalue of a
symmetric matrix A. ‖A‖ represents the Euclidean norm of
a vector A. |x| represents the absolute value of a scaler x.
Sn (Sn+) represents the set of n × n dimensional (positive
definite) symmetric matrices. ∇xf(x) denotes the column
gradient vector with the k-th element being ∂f(x)∂xk . ∇2xf(x)
denotes the Hessian matrix of f(x). f (x) = O (g (x)) as
x → a means limx→a f(x)g(x) < ∞. Re{x} represents the real
part of x. x ∼ N (0,X) (x ∼ CN (0,X)) means that the
real-valued (complex-valued) random variable x is circularly-
symmetric Gaussian distributed with zero mean and covariance
X. Denote B \A = {x ∈ B|x /∈ A}.
II. SYSTEM MODEL
Fig. 1 shows a MIMO networked control system (NCS),
which consists of a MIMO plant, a multiple-antenna sensor
and a multiple-antenna controller, and they form a closed-loop
control. Furthermore, we consider a slotted system, where the
time dimension is partitioned into decision slots indexed by n
with slot duration τ . The sensor has perfect state observation of
the MIMO plant state x(n) at any time slot n. The controller
is geographically separated from the sensor, and there is a
MIMO wireless channel connecting them. At time slot n, the
sensor transmits x(n) to the remote controller over a wireless
MIMO fading channel using the MIMO amplify-and-forward
precoding F(n). The received signal at the controller is y(n),
which is passed to the state estimator at the controller to obtain
a state estimate xˆ(n) based on the local information. Then,
xˆ(n) is passed to the control action generator to generate a
control action u(n). The actuator which is co-located with the
plant uses control action u(n) for plant actuation.
Such an NCS with a wireless fading channel covers a lot
of practical application scenarios. For example, in intelligent
automobiles [26] the sensors (e.g., air bag sensor, fuel pressure
sensor, engine sensor) are located all over the vehicle body
and collect the real-time information that reflects the operation
3conditions. This information is sent to the central processor in-
side the vehicle body. The processor generates control actions
that control various subsystems of the vehicle.
A. Stochastic MIMO Dynamic System
We consider a continuous-time stochastic plant system with
dynamics x˙(n) = A˜x(n)+B˜u(n)+w˜(n), t ≥ 0, x(0) = x0,
where x(n) ∈ RL×1 is the plant state process, u(n) ∈ RM×1
is the plant control action, A˜ ∈ RL×L, B˜ ∈ RL×M , and
w˜(n) ∼ N (0,W˜) is an additive plant disturbance with zero
mean and covariance W˜ ∈ RL×L. Without loss of generality,
we assume W˜ is diagonal1. Since the sensor samples the plant
state once per time slot (with duration τ ), the state dynamics
of the sampled discrete-time stochastic plant system is given
by [28]
x(n+ 1) = Ax(n) + Bu(n) + w(n), n = 0, 1, 2 . . . (1)
where A = exp(A˜τ), B = A˜−1
(
exp(A˜τ) − I)B˜, and
w(n) =
´ τ
0
exp(A˜s)w˜((n+1)τ−s)ds is a random noise with
zero mean and covariance W =
´ τ
0
exp(A˜s)W˜ exp(A˜s)ds.
We have the following assumptions on the plant model:
Assumption 1 (Stochastic Plant Model). We assume that the
plant system
(
A,B
)
is controllable.
B. MIMO Wireless Channel Model
The communication channel between the sensor and the
controller is modeled as a MIMO wireless fading channel. We
assume that the sensor is equipped with Nt antennas. Using
multiple-antenna techniques, the sensor can deliver L parallel
plant state streams to the receiver through spatial multiplexing.
Let F ∈ CNt×L be the MIMO amplify-and-forward2 (AF)
precoding matrix at the sensor. The controller is equipped
with Nr antennas and we assume L ≤ min{Nt, Nr} [29].
The received signal y ∈ CNr×1 at the controller is given by
y(n) = H(n)F(n)x(n) + z(n) (2)
where H(n) ∈ CNr×Nt is the channel fading matrix (CSI)
from the sensor to the controller and z(n) ∼ CN (0, I) is an
additive channel noise. Furthermore, we have the following
assumptions on the CSI H(n).
Assumption 2 (MIMO Channel Model). H(n) remains con-
stant within each decision slot and is i.i.d. over slots. Specif-
ically, each element of H(n) follows a complex Gaussian
distribution with zero mean and unit variance.
1For non-diagonal W˜, we can pre-process the plant using the whitening
transformation procedure [27]. Specifically, let the eigenvalue decomposition
of W˜ be MW˜MT = T, where M is a unitary matrix and T is diagonal. We
have xM(n+1) = AMxM(n)+BMu(n)+wM(n), where xM = Mx,
AM = MAM
T , BM = MB, wM = Mw and E
[
wMw
T
M
]
= T.
Therefore, the optimization in the NCS based on the original plant state x
can be transformed to an equivalent optimization based on the transformed
plant state xM with diagonal plant noise covariance.
2Note that we consider the AF precoding due to its computational sim-
plicity. In [30], [31], it has also been shown that a static AF precoding is
optimal in the sense that it achieves the necessary condition for stability of
linear time-invariant systems.
C. Information Structures at the Sensor and the Controller
Let an0 = {a(0), . . . , a(n)} denote the history of the
realizations of variable a up to time n. The knowledge at
the sensor and the controller at time slot n are represented by
the information structures IS(n) and IC(n) which are given
below, respectively:
IS(n) =
{
x0,w
n−1
0︸ ︷︷ ︸
plant-related states
, Hn0 , z
n−1
0︸ ︷︷ ︸
com.-related states
}
,
IC(n) =
{
un−10︸ ︷︷ ︸
plant-related states
, En0 ,y
n
0︸ ︷︷ ︸
com.-related states
}
, n = 1, 2, . . .
and IS(0) = {x0,H(0)} and IC(0) = {E(0),y(0)} and we
denote E(n) , H(n)F(n). There are several observations on
the information structures at the sensor and the controller:
Remark 1 (Observations on IS(n) and IC(n)).
• For IS(n) at the sensor, x0 is the initial plant state,
wn−10 can be obtained using
(
xn0 ,u
n−1
0
)
(according to
(1)), which are locally available at the sensor, Hn0 can be
obtained by the uplink training pilots from the controller
due to the reciprocity property of the wireless channel
[32], zn−10 can be obtained using
(
xn−10 ,E
n−1
0 ,y
n−1
0
)
(according to (2)), where F(n) in E(n) = H(n)F(n)
is the locally generated precoding action, and yn−10
can be obtained by causal feedback from the controller
as illustrated in Fig. 1. Therefore, the information in
IS(n) can be obtained locally at the controller. We
will discuss the implementation considerations in Section
IV-D regarding the associated signaling feedback from
the controller to the sensor.
• For IC(n) at the controller, un−10 are the past plant
control actions, En0 can be locally measured using the
dedicated pilots from the sensor [33], and yn0 are the
received signals over the wireless fading channel. There-
fore, the information in IC(n) can be obtained locally at
the controller.
III. MIMO AF PRECODING PROBLEM FORMULATION
In this section, we first define the MIMO AF precoding
policy and establish the no dual effect property in our NCS.
Next, we give the optimal plant control policy based on the
no dual effect property, which is the certainty equivalent
(CE) controller. We then formulate the MIMO AF precoding
problem for the MIMO NCS and utilize the special problem
structure to derive the optimality conditions.
A. MIMO AF Precoding Policy and Optimal CE Controller
Let FS(n) = σ ({IS(m) : m ∈ [0, n]}) be the minimal σ-
algebra containing the set {IS(m) :
m ∈ [0, n]} and {FS(n)} be the associated filtration at the
sensor. At time slot n, the sensor determines the MIMO AF
precoding action F(n) according to the following policy:
Definition 1 (MIMO AF Precoding Policy). A MIMO AF pre-
coding policy Ω for the sensor is FS(n)-adapted at time slot n,
meaning that F(n) is adaptive to all the available information
at the sensor up to time slot n (i.e., {IS(m) : m ∈ [0, n]}).
Furthermore, the precoding action F(n) satisfies the following
AF gain constraint of the sensor, i.e., Tr
(
F†(n)F(n)
) ≤ F¯
for all n, where F¯ is the maximum AF gain of the sensor.
4As indicated in [15] and [16], the joint communication and
plant control optimization problem is challenging, because the
design of the communication policy and the plant control
policy are coupled together3. However, by establishing the
no dual effect property (e.g., [11], [25]), we can obtain
the optimal plant control policy for the joint optimization
problem, which is given by the CE controller. Specifically,
let xˆ(n) = E
[
x(n)
∣∣IC(n)] be the plant state estimate at the
controller and ∆(n) = x(n) − xˆ(n) be the state estimation
error. The no dual effect property is established as follows:
Lemma 1 (No Dual Effect Property). Under the MIMO AF
precoding policy in Definition 1, we have the following no
dual effect property in our NCS:
E
[
∆T (n)∆(n)
∣∣IC(n)] = E[∆T (n)∆(n)∣∣IS(n)], ∀n
(3)
Proof. please refer to Appendix A.
Using the no dual effect property in Lemma 1 and Prop.
3.1 of [11] (or Theorem 1 in Section III of [25]), the optimal
plant control policy is given by the certainty equivalent (CE)
controller:
u∗(n) = Ψxˆ(n), ∀n (4)
where Ψ = −(BTZB + R)−1BTZA is the feedback gain
matrix, Z satisfies the following discrete-time algebraic Ric-
cati equation4 (DARE): Z = ATZA − ATZB(BTZB +
R)−1BTZA+Q, and Q ∈ SL+ and R ∈ Sm+ are the weighting
matrices for the plant state deviation cost and plant control
cost of the LQG control associated with the CE controller
[11], [25].
We need to design a MIMO AF precoding policy such that
the MIMO plant system state is bounded. Specifically, we
have the following definition on the admissible MIMO AF
precoding policy:
Definition 2. (Admissible MIMO AF Precoding Policy): A
MIMO AF precoding policy Ω is admissible if the plant state
process is stable under Ω and the CE controller in (4), i.e.,
limn→∞ EΩ
[ ‖x(n)‖2 ] <∞ under u∗ in (4).
B. MIMO AF Precoding Problem Formulation and Optimality
Conditions
Under the CE controller in (4) a given admissible MIMO
precoding policy Ω, the optimization objective of the MIMO
NCS is reduced to an average state estimation error which is
given by:
D (Ω) = lim sup
N→∞
1
N
EΩ
[
N−1∑
n=0
∆T (n)S∆(n)τ
]
(5)
where S ∈ SL+ is a constant weighting matrix. Similarly, the
average communication power gain cost at the sensor is given
by
P (Ω) = lim sup
N→∞
1
N
EΩ
[
N−1∑
n=0
Tr
(
F†(n)F(n)
)
τ
]
(6)
3The coupling is because the communication control action will affect the
state estimation accuracy at the controller, which will in turn affect the plant
state evolution [15], [16].
4We assume that (A,Q1/2) is observable as in the classical LQG control
theories. This assumption together with Assumption 1 ensures that the DARE
has a unique symmetric positive semidefinite solution [34].
We consider the following MIMO AF precoding optimization:
Problem 1. (MIMO AF Precoding Optimization for MIMO
NCS):
min
Ω
D (Ω) + λP (Ω) (7)
= lim sup
N→∞
1
N
EΩ
[
N−1∑
n=0
(
∆T (n)S∆(n) + λTr
(
F†(n)F(n)
) )
τ
]
where λ ∈ R+ is the communication power price. The
system state is χ(n) ,
{
∆(n − 1),Σ(n),H(n)}, where
Σ(n) = E
[(
x(n)− xˆ−(n)])(x(n)− xˆ−(n))T ∣∣IC(n− 1)] is
the one-step state prediction error covariance and xˆ−(n) ,
E
[
x(n)
∣∣IC(n− 1)] is the one-step plant state prediction. The
state dynamic of χ(n) is given by5
∆(n) =
(
I−Ka(n)Ea(n))
· (A∆(n− 1) + w(n− 1))−Ka(n)za(n) (8)
Σ(n+ 1) = A
(
Σ(n)−Σ(n)(Ea(n))†
· (Ea(n)Σ(n)(Ea(n))† + I)−1Ea(n)Σ(n))AT + W (9)
with initial conditions ∆(n) = 0, and Σ(0) = 0, where
Ka(n) = Σ(n)(Ea(n))†
(
Ea(n)Σ(n)(Ea(n))† + I
)−1
is the
Kalman gain, Ea(n) =
(
E(n)
E‡(n)
)
is an augmented 2Nr × L
matrix and za(n) =
(
z(n)
z‡(n)
)
is an augmented 2Nr × 1 noise
vector.
Given an admissible MIMO AF precoding policy Ω, the
system state process {χ(n)} is a controlled Markov chain with
the following transition probability:
Pr
[
χ(n+ 1)
∣∣χ(n),F(n)]
= Pr
[
∆(n)
∣∣χ(n),F(n)]
· Pr [Σ(n+ 1)∣∣Σ(n),H(n),F(n)]Pr [H(n+ 1)] (10)
where Pr[∆(n)|χ(n),F(n)] and Pr[Σ(n+ 1)|Σ(n),H(n),
F(n)] are the state estimation error and the error covariance
transition probabilities associated with the dynamics in (8) and
(9). Hence, Problem 1 is an infinite horizon average cost MDP
with system state χ(n) and per-stage cost
(
∆T (n)S∆(n) +
λTr(F†(n)F(n))
)
τ . Exploiting the i.i.d. property of the MIMO
fading channel, the optimality condition of Problem 1 is given
by the following reduced Bellman equation according to Prop.
4.6.1 of [13] and Lemma 1 of [36]:
Theorem 1 (Sufficient Conditions for Optimality). If there
exists (θ∗, V ∗(∆,Σ)) that satisfies the following optimality
equation (i.e., reduced Bellman equation) for given ∆,Σ:
θ∗τ + V ∗ (∆,Σ) (11)
=E
[
min
F∈Ω(χ)
[(
(∆′)TS(∆′) + λTr
(
FF†
))
τ
+
∑
∆′,Σ′
Pr
[
∆′,Σ′
∣∣χ,F]V ∗ (∆′,Σ′) ]∣∣∣∣∆,Σ],
5Here, we adopt the augmented complex Kalman filter in [35] to obtain
the plant state estimate, which is the minimum MSE estimator for a complex-
valued plant state measurement (i.e., y in our problem). Please refer to
Appendix B for the iterative equation of the plant state estimate xˆ(n) in
order to obtain the dynamics of ∆.
5and for all admissible MIMO AF precoding policies Ω,
V ∗(∆,Σ) satisfies the following transversality condition:
lim
N→∞
1
N
EΩ [V ∗ (∆(N),Σ(N)) |χ(0)] = 0 (12)
Then, we have the following results:
• θ∗τ = minΩD (Ω) + λP (Ω) is the optimal cost of
Problem 1.
• Suppose there exists an admissible stationary MIMO AF
precoding policy Ω∗ with Ω∗ (χ) = F∗, where F∗ attains
the minimum of the R.H.S. in (11) for given χ. Then, Ω∗
is the optimal MIMO AF precoding policy for Problem
1.
Proof. please refer to Appendix B.
Note that the optimal MIMO AF precoding F∗(n) adapts
to χ(n), which consists of both the plant state information
(∆(n− 1),Σ(n)) and the CSI H(n). Unfortunately, the
Bellman equation in (11) is very difficult to solve because
it involves a huge number of fixed point equations w.r.t.
(θ∗, V ∗(∆,Σ)). Numerical solutions such as value iteration
or policy iteration [13] have exponential complexity w.r.t. L
(the dimension of x) and are not scalable.
IV. CLOSED-FORM FIRST-ORDER OPTIMAL MIMO AF
PRECODING
In this section, we shall establish a continuous-time pertur-
bation approach to derive an approximate closed-form priority
function. We show that the approximate priority function is
asymptotically accurate for small τ . Based on that, we derive
the closed-form MIMO AF precoding solution and show that
the solution has an event-driven control structure. We also
derive an achievable upper bound of the mean square state
estimation error in the NCS, and discuss how the system
parameters affect this upper bound.
A. Continuous-Time Approximation
We first consider a perturbation of the priority function
V ∗(∆,Σ) in Theorem 1 w.r.t. the slot duration τ . Based on
that, the optimality condition in Theorem 1 reduces to the
partial differential equation (PDE) as below.
Lemma 2. (Perturbation Analysis for Solving the Optimality
Equation): If there exists (θ, V (∆,Σ)) where6 V ∈ C2 that
satisfies
• the following multi-dimensional PDE:
θ = ∆TS∆ + E
[
min
F∈Ω(χ)
[
λTr
(
FF†
)
−2Re{∇T∆VΣF†H†HF∆/τ}] ∣∣∣∣∆,Σ]+∇T∆V A˜∆
+
1
2
Tr
(
∇2∆V W˜
)
+ Tr
(
∂V
∂Σ
W˜
)
(13)
• and V (∆,Σ) = O(‖∆‖2),
Then, for any ∆,Σ,
V ∗ (∆,Σ) = V (∆,Σ) +O (τ) (14)
6V ∈ C2 means that V (∆,Σ) is second order differentiable w.r.t. to each
variable in (∆,Σ).
where O (τ) is the asymptotically small error term.
Proof. please refer to Appendix C.
As a result, solving the optimality equation in (11) is
transformed into a calculus problem of solving the PDE in
(13). Furthermore, the difference between the solution of the
PDE (i.e., V (∆,Σ)) in (13) and the priority function in (11)
(i.e., V ∗(∆,Σ)) is O (τ) for sufficiently small slot duration τ .
In the next subsections, we shall focus on solving the PDE in
(13) by leveraging the well-established theories of differential
equations.
Let Ω˜∗ be the minimizer of the R.H.S. of (13) and θ˜∗ =
lim supN→∞
1
N
∑N−1
n=0 EΩ˜
∗
[
∆T (n)S∆(n) + λTr
(
F(n)F†(n)
)]
be the associated objective function value. The performance
gap between θ˜∗ and the optimal cost θ∗ in (11) is established
in the following theorem:
Theorem 2 (Performance Gap between θ˜∗ and θ∗). If
V (∆,Σ) = O(‖∆‖2) and Ω˜∗ is admissible, then the per-
formance gap between θ˜∗ and θ∗ is given by
θ˜∗ − θ∗ = O(τ), as τ → 0 (15)
Proof. Please refer to Appendix D.
Theorem 2 suggests that θ˜∗ → θ∗, as τ → 0. In other words,
the MIMO AF precoding policy Ω˜∗ is asymptotically optimal
as τ → 0.
In this next subsections, we focus on finding the priority
function V (∆,Σ) to solve the PDE in (13). To do this, we
first derive the structural properties of the optimal MIMO
AF precoding solution F∗ that minimize the R.H.S. of (13).
Based on that, we derive asymptotically accurate closed-form
approximate priority function V (∆,Σ).
B. Structural Properties of the MIMO AF Precoding Solution
Ω˜∗
In this section, we give the MIMO AF precoding solu-
tion for given V (∆,Σ). Let σ∗ and U ∈ CNt×Nt be the
largest squared singular value and the associated left singular
matrix of H, respectively. Let Ξ , ∆∇T∆VΣ
/
τ , denote
ν∗ , µmax(Ξ + ΞT ) and q1 be the associated unit column
eigenvector. Then, the MIMO AF precoding solution that
minimizes the R.H.S. of the PDE in (13) is given in the
following theorem:
Theorem 3. (Structural Properties of the Optimal MIMO
AF Precoding Policy): For any given state realization χ, the
optimal MIMO AF precoding Ω˜∗ (χ) = F∗ that minimizes the
R.H.S. the PDE in (13) is given by
• Dormant Mode: If λ > σ∗ν∗, then F∗ = 0.
• Active Mode: If λ < σ∗ν∗, then F∗ =
√
F¯UΥ. Υ ∈
RNt×L is a dynamic power splitting matrix with only
non-zero row (first row) given by qT1 .
Proof. please refer to Appendix E.
It can be observed that the MIMO AF precoding policy
Ω˜∗ has an event-driven control structure with a dynami-
cally changing threshold σ∗ν∗. Specifically, the sensor either
transmits using the maximum communication resource or
shuts down, depending on whether the dynamic threshold
6is larger than λ or not. Furthermore, the dynamic threshold
is adaptive to the plant state estimation error ∆, the state
estimation error covariance Σ and the CSI H. Note that the
optimal MIMO AF precoding F∗ only activates the strongest
eigenchannel σ∗ (with power splitting across the plant states)
to deliver a dynamically weighted combination of the plant
states {x1, x2, . . . , xL}. The power splitting dynamic weight
(first row of Υ) is adaptive to the plant-related states (∆,Σ)
of the MIMO plant system.
C. Closed-Form Approximate Priority Function
Based on F∗ in Theorem 3, the priority function V (∆,Σ)
is given by the solution of the PDE in (13). However, obtaining
the solution to the PDE is very challenging due to the
multi-dimensional nonlinear and coupling structure. Numerical
solutions such as value iteration [13] suffer from the curse of
dimensionality issue and lack of design insights.
We shall adopt the asymptotic analysis techniques [37] to
derive an asymptotic solution of the PDE. The solution is
summarized in the following lemma:
Lemma 3 (Asymptotic Solution of the PDE). The asymptotic
solution of the PDE in (13) is given as follows7:
• if ‖∆‖ is sufficiently small (Low Urgency Regime),
∇∆V =
(
Φ1(Σ) + Φ
T
1 (Σ)
)
∆ +O(‖∆‖3)1 (16)
where the full expression of Φ1(Σ) ∈ RL×L is given in
(67) in Appendix E. Furthermore, we have ‖Φ1(Σ)‖F =
O(‖Σ‖F ).
• if ‖∆‖ is sufficiently large (High Urgency Regime),
∇∆V =
(
Φ2(Σ) + Φ
T
2 (Σ)
)
∆ +O
(
1
‖∆‖3
)
1 (17)
where the full expression of Φ2(Σ) ∈ RL×L is given in
(80) in Appendix E. Furthermore, we have ‖Φ2(Σ)‖F =
O(‖Σ‖F ).
Proof. please refer to Appendix F.
As a result, we adopt the following approximation for the
solution of the PDE in (13):
∇∆V ≈
{ (
Φ1(Σ) + Φ
T
1 (Σ)
)
∆, if ‖∆‖ < ηth(
Φ2(Σ) + Φ
T
2 (Σ)
)
∆, if ‖∆‖ > ηth
(18)
where ηth > 0 is a solution parameter.
Remark 2 (Structure of Decision Region). The decision
region between the active/dormant modes of F∗ in Theorem 3
is jointly determined by the MIMO fading channel σ∗, the
state estimation error ∆ and the one-step state prediction
error covariance Σ. The decision region has the following
properties:
• Shape of the Decision Region Boundary between the
Active/Dormant Modes: Fig. 2(a) shows the shape of the
decision region boundary between the active mode (when
λ < ν∗σ∗) and dormant mode (when λ > ν∗σ∗). The
dynamic threshold ν∗ grows w.r.t. ‖∆‖2 and Σkk at the
7As discussed in Theorem 3, the optimal MIMO AF precoding is only
related to the partial gradient ∇∆V . Therefore, we focus on deriving ∇∆V
for the PDE in (13).
(a) Shape of the decision region boundary w.r.t. state
estimation error ∆1 and error covariance Σ11.
(b) Decision region w.r.t. ∆1 and Σ11 under instability of
A˜ with A˜ = 0.5I, I, 1.5I and λ = 30.
(c) Decision region w.r.t. ∆1 and Σ11 under communica-
tion power price λ with λ = 15, 20, 30 and A˜ = I.
Fig. 2: Decision region between the dormant/active mode w.r.t. ∆1
and Σ11. The system variables and parameters are configured as
follows: ∆2 = 1, ηth = 2.5, Σ = [Σij ] with Σ12 = Σ21 = 0.1
and Σ22 = 0.5, σ∗ = 2, B˜ = Q = R = W˜ = I, F¯ = 1, Nt = 2,
Nr = 2, τ = 0.05.
order of O (‖∆‖2) and O (Σ2kk) for all k, respectively.
This is reasonable because large state estimation error
or large error covariance means there is urgency in
delivering information to the controller, which leads to
activation of the sensor transmission more frequently.
• Impact of Plant Dynamics on Decision Region: The
active mode region enlarges as the instability degree of
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(b) Evolutions of state estimation error ‖∆‖2 and
virtual state estimation error ‖∆˜‖2 in (19).
Fig. 3: Illustrations of the evolutions of the dynamic threshold,
transitions between the active and dormant modes, and evolutions
of the state estimation error. The system parameters are configured
as in Fig. 2 with A˜ = 2I, F¯ = 1 and λ = 100.
the plant dynamics A˜ increases as shown in Fig. 2(b).
This is reasonable because unstable plant means it is
more difficult for stabilization and hence, active mode
covers a larger region to reach a lower plant estimation
cost.
• Impact of Communication Power Price on Decision
Region: The active mode region enlarges as the com-
munication power price λ decreases as shown in Fig.
2(c). This means that for a smaller power price, it is
appropriate to have a large decision region for active
mode so as to reach a low joint plant and communication
cost.
D. Implementation Considerations of the MIMO AF Precod-
ing Solution
Fig. 3 illustrates a sample path of the state evolutions and
the transitions between the active and dormant modes under
the MIMO AF precoding solution in Theorem 3. It can be
observed that the state estimation error ‖∆‖ increases during
the dormant modes and is reset during the active mode (event-
driven when λ < σ∗ν∗). As such, the solution in Theorem 3
has an event-driven control structure with aperiodic reset of
‖∆‖. We summarize the solution as follows:
Algorithm 1. (Dynamic MIMO AF Precoding with Aperiodic
Reset):
the sensor senses x(n) , 
and the controller feeds back 
information to the sensor
the sensor transmits x(n) 
to the controller using 
F*(n)  if λ<σ*(n)ν*(n)
 
the sensor obtains CSI 
H(n) based on tranining
the training pilots from 
the controller
the controller calculates plant state 
estimates, and generates control 
action u*(n) for plant actuation, and 
the sensor observes u(n)
Pilot 
Training
Subframe
Plant Sensing 
& Controller 
Feedback 
Subframe 
(PSCFS)
Event-Driven 
Innovation 
Tx Subframe 
(EDITS)
Plant 
Actuation
Subframe 
(PAS)
one decision slot
one frame
PSCFS EDITS PAS PSCFS EDITS PAS
Fig. 4: Illustrations of the frame structure. The uplink training pilot
from the controller is transmitted at the beginning of a frame once
every coherence time, and the event-driven AF precoding at the
controller will be triggered at every slot if λ < σ∗ν∗, where σ∗
depends on the MIMO channel fading matrix and ν∗ depends on the
state estimation error ∆ and error covariance Σ.
The time slots are grouped into frames as illustrated in
Fig. 4. The controller transmits uplink training pilots at the
beginning of a frame to the sensor, and the sensor estimates
the MIMO channel fading matrix H. At the beginning of the
n-th slot,
• Step 1 [Plant State Sensing of the Sensor and Informa-
tion Feedback of the Controller]: The sensor samples the
plant state x(n). If the rank of the feedback gain matrix in
(4) is less than L (i.e., rank(Ψ) < L), the controller will
feed back a (L−rank(Ψ))–dimensional vector8 u˜0(n−1)
to the sensor, which is a projection of xˆ(n − 1) on the
null space of Ψ. Otherwise, the controller does not need
to feed back.
• Step 2 [Event-Driven AF Precoding and Plant State
Transmission at the Sensor]: Based on u(n − 1)
from the plant and the feedback u˜0(n − 1) from the
controller (if rank(Ψ) < L), the sensor first calculates9
the dynamic threshold ν∗(n) according to Theorem 3.
If λ > σ∗(n)ν∗(n), the sensor is in dormant mode at
the current slot. Otherwise, the sensor calculates F∗(n)
according to Theorem 3 and transmits the x(n) using
F∗(n).
• Step 3 [Plant State Estimation and Plant Actuation]:
The controller calculates the plant state estimate xˆ(n)
based on the received signal y(n) and the local informa-
tion, and generates plant control action u∗(n) according
to (4). The actuator uses u∗(n) to drive the plant to a
new state. The sensor observes the plant control action
u∗(n).
Observe that when rank(Ψ) < L, the controller is required
to feed back u˜0(n− 1) to the sensor every time slot. This is
needed for the sensor to obtain ∆(n−1) in order to calculate
the dynamic threshold ν∗(n). However, this feedback may
be undesirable from the signaling overhead perspective. In
fact, the sensor can approximate ∆(n) using a virtual state
estimation error ∆˜(n) with the following dynamics:
∆˜(n) =
(
I−Ka(n)Ea(n))A∆˜(n− 1) (19)
Note that the R.H.S. of (19) is the conditional mean drift of
∆(n) in (8) and hence, ∆˜(n) tracks the mean of the actual
∆(n). As a result, the sensor can use ∆˜(n) (which can be
8specifically, u˜0(n − 1) = Ψ0xˆ(n − 1) where Ψ0 ∈ R(L−rank(Ψ))×L
and the rows of Ψ0 are the basis that spans the null space of Ψ.
9Based on u(n− 1) and u˜0(n− 1), the sensor first calculates xˆ(n− 1).
Then, it calculates ∆(n−1) = x(n−1)− xˆ(n−1), Σ(n) using (9), which
are use to further calculate ν∗(n) in Theorem 3.
8obtained locally at the sensor) instead of ∆(n) to compute the
MIMO AF precoding F∗ in Theorem 3 as illustrated in Fig.
3b, and no feedback from the controller is needed in Step 1
of Algorithm 1.
E. Performance Analysis
We are interested to analyze the achievable system perfor-
mance (MSE of the plant state estimation) using the proposed
event-driven MIMO AF precoding solution F∗ in Theorem 3,
and how the system parameters such as the maximum AF gain
F¯ and the average power price λ affects the MSE. The result
is summarized below.
Theorem 4 (Achievable MSE under Ω˜∗). For any
given F¯ > 0, the MSE under Ω˜∗ is bounded, i.e.,
limn→∞ EΩ˜
∗[ ‖∆(n)‖2 ] < ∞. Furthermore, the MSE sat-
isfies:
EΩ˜
∗ [‖∆‖2] ≤ Tr(P−PG(P, F¯ , λ)P) (20)
where G(P, F¯ , λ) , E
[´∞
λ/ν∗
(
2F¯ xq1q
T
1
1+2F¯ xqT1 Pq1
)
fσ∗(x)dx
]
and
fσ∗(x) is the PDF of σ∗ (given in equ. (6) of [43]) and P
satisfies the following fixed-point equation:
P = A
(
P−PG(P, F¯ , λ)P)AT + W (21)
Proof. please refer to Appendix G.
Theorem 4 not only gives an upper bound of the MSE under
Ω˜∗, but also leads to the result that Ω˜∗ is an admissible policy
according to Definition 2, as shown below:
Corollary 1. (Admissibility of the MIMO AF Precoding
Policy Ω˜∗): For any given F¯ > 0, Ω˜∗ is an admissible policy
according to Definition 2. That is, the plant state process under
Ω˜∗ and u∗ in (4) is bounded, i.e., limn→∞ EΩ˜
∗[ ‖x(n)‖2 ] <
∞ under u∗ in (4).
Proof. please refer to Appendix H.
Therefore, F¯ > 0 a sufficient condition for the stability
of the NCS and Ω˜∗ in Theorem 3 is an admissible policy
(according to Definition 2). In the following corollary, we
discuss the impact of key system parameters on the MSE
performance:
Corollary 2. (Impact of System Parameters on MSE Perfor-
mance):
• MSE Upper Bound in (20) vs Normalization Parameter
F¯ : The MSE upper bound in (20) decreases at the order
of O ( 1
F¯
)
as F¯ increases.
• MSE Upper Bound in (20) vs Communication Power
Price λ: The MSE upper bound in (20) increases at the
order of O
(
exp(λ)
λd
)
(where d , min{Nt, Nr}) as λ
increases.
Proof. please refer to Appendix I.
The above results illustrate that while F¯ > 0 is sufficient
to maintain NCS stability, the reward of using a larger F¯
is to further suppress the MSE at the order of O ( 1
F¯
)
. On
the other hand, the MSE increases exponentially fast as the
average power price λ increases.
Remark 3 (Extension to Complex-Valued Plant State). Our
proposed solution framework can be easily extended to the
case with a complex-valued plant state. Specifically, the dy-
namics of the continuous-time stochastic plant system before
sampling is given by
x˙(n) = A˜x(n) + B˜u(n) + w˜(n) (22)
where x(n) ∈ CL×1 is the plant state process, u(n) ∈ CM×1
is the plant control action, A˜ ∈ CL×L, B˜ ∈ CL×M , and
w˜(n) ∼ CN (0,W˜) is an additive plant disturbance with zero
mean and covariance W˜ ∈ RL×L. Similarly, we can obtain
the optimal CE controller using the no dual effect property
as in Lemma 1. We then formulate a MIMO precoding AF
optimization problem as follows:
min
Ω
lim sup
N→∞
1
N
EΩ
[
N−1∑
n=0
(
(∆a)† (n)Sa∆a(n)
+ λTr
(
F†(n)F(n)
))
τ
]
where10 ∆a(n) =
[
∆(n)
∆‡(n)
]
is an augmented 2L×1 plant state
error and Sa = diag
(
S,S‡
)
. The system state is χ(n) ,{
∆a(n − 1),Σa(n),H(n)}, where Σa(n) = E[(xa(n) −
xˆa−(n)
])(
xa(n)− xˆa−(n))†∣∣IC(n− 1)] is the one-step state
prediction error covariance and xˆa−(n) , E
[
xa(n)
∣∣IC(n −
1)
]
is the one-step plant state prediction. The state dynamic
of χ(n) is given by
∆a(n) =
(
I−Ka(n)Ea(n))(Aa∆a(n− 1) + wa(n− 1))
−Ka(n)za(n)
Σa(n+ 1) =Aa
(
Σa(n)−Σa(n)(Ea(n))†(Ea(n)Σa(n)
· (Ea(n))† (Aa)† + I)−1Ea(n)Σa(n))+ Wa
with initial conditions ∆a(n) = 0 and Σa(0) = 0, where
Ka(n) = Σa(n)(Ea(n))†
(
Ea(n)Σa(n)(Ea(n))† + I
)−1
is
the Kalman gain, Ea(n) = diag
(
E(n),E‡(n)
)
, Aa =
diag
(
A,A‡
)
, and Wa = diag (W,W). Using the calcu-
lations for solving the PDE as in Lemma 4, we can obtain
the associated closed-form priority function and then obtain
the optimal event-driven MIMO AF precoding solution as
in Theorem 3, which is adaptive to the plant-related states(
∆a,Σa
)
and CSI H.
V. SIMULATIONS
In this section, we compare the performance of the pro-
posed MIMO AF precoding scheme with the following four
baselines. Baseline 1 refers to MIMO AF precoding with
equal power across data streams (AP-EPDS) [38], where
F =
√
F¯
LUΥ˜ and the (l, l)-th element in Υ˜ is one for all
l = 1, . . . , L and the other elements are zero. Baseline 2
refers to MIMO AF precoding for error-free channel (AP-
EFC) [15], where the sensor at each time slot determines
whether to transmit by minimizing the average weighted state
estimation error and the average number of channel uses,
and adopts the BF-EPDS if it transmits. Baseline 3 refers
10Note that the squared estimation error in the per-stage cost can be written
in an equivalent form as ∆†(n)S∆(n) = 1
2
(∆a)† (n)Sa∆a(n) for all n.
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Fig. 5: Normalized MSE of the plant state estimation versus ηth
under the MIMO AF precoding scheme in Algorithm 1 at F¯ = 2
and λ = 1500.
to MIMO AF precoding for SISO packet-dropout channel
with special information structure (AP-SPSIS) [16], where
the sensor at each time slot determines whether to transmit
by minimizing the average weighted state estimation error
and the average power cost, and adopts the BF-EPDS if it
transmits. The power action depends on Θ(n) and the CSI,
where Θ(n) , A∆(n − 1) + w(n − 1). The solutions for
Baseline 2 and 3 are obtained using the brute-force VIA.
Baseline 4 refers to dynamic MIMO AF precoding using
approximate dynamic programming (DAP-ADP) [39], [40]. We
consider the quadratic approximation of the priority function
V˜r = r1∆
TΣ∆+rT2 ∆ (or equivalently∇∆V˜r = r1Σ∆+r2),
where r ∈ R and r2 ∈ RL×1 are tunable parameters and
∆TΣ∆ and ∆ are basis functions in the ADP. We adopt the
average cost temporal-difference iteration learning algorithm
[39], [40] to update (r1, r2) at each time slot. The MIMO AF
precoding solution under ADP is similar to that in Theorem
3 with V replaced by V˜r. We consider a MIMO NCS with
parameters: A˜ =
(
1 2−1 3
)
, B˜ = ( 1 0.20.1 1 ), W˜ = diag(1, 2),
Q = diag(1, 2), R = diag(1, 0.2), Nt = 3, Nr = 2, and
τ = 0.05s.
A. Choice of the Solution Parameter ηth in (18)
Fig. 5 illustrates the normalized MSE of the plant state
estimation versus different values of ηth under the MIMO
AF precoding scheme in Algorithm 1 at a maximum AF gain
F¯ = 2 and communication power price λ = 1500. It can
be observed that the average normalized MSE achieves the
minimum when ηth is around 0.31. Therefore, we choose
ηth = 0.31 when F¯ = 2 and λ = 1500. The optimal choices
of ηth at other maximum AF gains and communication power
prices can be obtained using similar methods.
B. Performance Comparisons
Fig. 6 illustrates the normalized MSE of the plant state
estimation versus the maximum AF gain F¯ at communication
power price λ = 1500. It can be observed that there is sig-
nificant performance gain of the proposed schemes (aperiodic
reset with and without controller feedback) compared with
all the baselines. This gain is contributed by the plant state
and CSI adaptive dynamic MIMO AF precoding. Furthermore,
the performance of the proposed scheme (aperiodic reset with
controller feedback) is very close to that of the brute-force
optimal VIA [13]. Fig. 7 illustrates the normalized MSE of
the plant state estimation versus communication power price
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
maximum AF gain F¯
n
o
rm
a
li
z
e
d
M
S
E
o
f
th
e
p
la
n
t
st
a
te
e
st
im
a
ti
o
n
(p
e
rc
e
n
ta
g
e
in
lo
g
sc
al
e
)
1 0− 1 . 4
1 0 − 1 . 6
1 0− 0 . 6
Brute−force
opt. VIA
1 0− 0 . 8
Proposed aperiodic
reset without feedback
Proposed aperiodic
reset with feedback
BL 1, AP−EPDS
BL 2, AP−EFC
BL 3, AP−SPSIS
BL 4, DAP−ADP
1 0 − 1
1 0− 1 . 2
Fig. 6: Normalized MSE of the plant state estimation versus
maximum AF gain F¯ at λ = 1500.
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000
communi cati on p ower pri c e λ
n
o
rm
a
li
z
e
d
M
S
E
o
f
th
e
p
la
n
t
st
a
te
e
st
im
a
ti
o
n
(p
e
rc
e
n
ta
g
e
in
lo
g
sc
a
le
)
1 0 − 1 . 6
1 0− 1 . 4
1 0− 1 . 2
1 0 − 1
1 0− 0 . 8
Proposed aperiodic
reset without feedback
Proposed aperiodic
reset with feedback
Brute−force
opt. VIA
BL 2, AP−EFC
BL 4, DAP−ADP
BL 3, AP−SPSIS
Fig. 7: Normalized MSE of the plant state estimation versus
communication power price λ at F¯ = 2.
λ at maximum AF gain F¯ = 2. It can be observed that
there is significant performance gain of the proposed schemes
compared with all the baselines across a wide range of λ. Table
I illustrates the one-to-one association of the power price λ and
the absolute average power cost.
C. Comparison with the Brute-Force Optimal VIA
We evaluate the performance loss of our proposed closed-
form MIMO AF precoding policy Ω˜∗ with the optimal brute-
force VIA [13] for solving Problem 1. Specifically, we focus
on the normalized MSE performance under different power
prices and the performance loss is defined as follows:
Perf. Loss (23)
=
(Perf. under Ω˜∗)− (Optimal Perf. using V IA)
Optimal Perf. using V IA
We illustrate the performance loss results in Table II and
Table III. Specifically, Table II shows the performance loss
under various maximum AF gains F¯ at power price λ = 1500.
It can be observed that the performance loss values are under
3% under various maximum AF gains F¯ . Table III shows the
performance loss under various communication power prices λ
at maximum AF gain F¯ = 2. The performance loss values are
under 4% under various power prices λ. Therefore, based on
the above numerical results, our proposed closed-form MIMO
AF precoding solution achieves a very low performance loss
under various system parameter settings.
D. Complexity Comparisons
Table IV illustrates the comparison of the MATLAB com-
putational time of the baselines, the proposed schemes, and
10
λ 400 800 1000 1500 2000 3000 4000 6000
Avg. Pow. Gain Cost 0.1173 0.1088 0.0920 0.0873 0.0846 0.0817 0.0803 0.0784
Avg. Abs. Pow. Cost (W) 2.6306 3.0451 4.8488 5.6796 6.3459 7.2648 8.0645 9.1787
TABLE I: Average power gain cost and average absolute power cost under various communication power prices λ at τ = 0.05s and F¯ = 1.
F¯ 1 1.2 1.4 1.6 1.8 2
Perf. Loss 2.48% 3.55% 2.63% 2.97% 2.21% 2.07%
TABLE II: Performance loss under various maximum AF gains F¯ at
τ = 0.05s and λ = 1500.
λ 1500 1600 1700 1800 1900 2000
Perf. Loss 2.07% 2.90% 3.63% 3.57% 3.50% 3.40%
TABLE III: Performance loss under various communication power
prices λ at τ = 0.05s and F¯ = 2.
the brute-force VIA [13]. The computational time of Baseline
1 is the smallest in all different scenarios, but it has very poor
performance. The computational cost of our proposed schemes
is much smaller than those of Baseline 2–4, due to the closed-
form approximate priority function. Furthermore, our schemes
outperform baselines 2–4.
VI. SUMMARY
In this paper, we propose a closed-form first-order optimal
MIMO AF precoding solution for the MIMO NCS by solving a
weighted average state estimation error at the remote controller
subject to an average communication power gain constraint
of the sensor. Using a continuous-time perturbation approach,
we derive a closed-form approximate priority function and
a closed-form MIMO AF precoding scheme. The proposed
MIMO AF precoding solution is shown to have an event-
driven control structure. We also give sufficient conditions
for ensuring the NCS stability. Numerical results show that
the proposed schemes have low complexity and much better
performance compared with the baselines.
APPENDIX A: PROOF OF LEMMA 1
A. Relationship between the Original NCS and an Au-
tonomous NCS
We consider two NCSs. The first NCS is given as follows
for given control actions un0 :
x(n+ 1) = Ax(n) + Bu(n) + w(n)
y(n) = H(n)F(n)x (n) + z(n) (24)
The second NCS is given as follows with no control actions
applied (i.e., an autonomous system):
x(n+ 1) = Ax(n) + w(n)
y(n) = H(n)F(n)x (n) + z(n) (25)
where ∆(n) = x(n) − xˆ(n), xˆ(n) = E[x(n)∣∣IC(n)],
IC(n) =
{
E
n
0 ,y
n
0
}
and E(n) = H(n)F(n). Furthermore,
define IS(n) =
{
x0,w
n−1
0 ,H
n
0 , z
n−1
0
}
. We let the initial
conditions, system disturbances, CSI, and channel noise be
identical in the two NCSs, i.e., x(0) = x(0), w(n) = w(n),
H(n) = H(n), and z(n) = z(n), and assume that the two
NSCs adopt the same MIMO AF precoding policy. Then, we
establish the following lemma:
Lemma 4. For the two NCSs in (24) and (25), we have x(n)−
E
[
x(n)|IC(n)
]
= x(n)− E[x(n)|IC(n)].
Dimension of x 2 4 6 8
Baseline 1, AP-EPDS 0.0004ms
Baseline 2, AP-EFC 2.43s 3860.2s > 106s
Baseline 3, AP-SPSIS 3.12s 4922.9s > 106s
Baseline 4, DAP-ADP 0.0768s 0.1429s 0.3872s 0.9104s
Proposed Schemes
(aperiodic reset with and 0.0012s 0.0018s 0.0054s 0.088s
without controller feedback)
Brute-force opt. VIA 220.5s > 106s
TABLE IV: Comparison of the MATLAB computational time of the
baselines, the proposed algorithm, and the brute-force optimal VIA
in one decision slot.
Proof. Note that the linearity of the state dynamics for x(n)
and x(n) implies the existence of matrices J(n), K(n) and
L(n) such that
x(n) = J(n)x(0) + K(n)~u(n− 1) + L(n)~w(n− 1)
x(n) = J(n)x(0) + L(n)~w(n− 1) (26)
where ~u(n) =
(
uT (1), . . . ,u(n)
)T
and ~w(n) =(
wT (1), . . . ,w(n)
)T
. Then, we have
x(n)− E[x(n)|IC(n)] (27)
=
(
J(n)x(0) + K(n)~u(n− 1) + L(n)~w(n− 1))
− (J(n)E[x(0)|IC(n)]+ K(n)~u(n− 1)
+ L(n)E
[
~w(n− 1)|IC(n)
])
= x(n)− E[x(n)|IC(n)]
B. State Estimate of an Autonomous System
Since F(n) (F(n)) is a function of IS(n) (IS(n)) and
both NCSs adopt the same MIMO AF precoding policy, we
have F(n) = F(n). Furthermore, we have H(n) = H(n).
Therefore, we have E(n) = E(n). From y(n) and y(n) in
(24) and (25), we know that
y(n) = y(n)−Pk (En0 ) ~u(n) (28)
for some matrix Pk that depends on En0 . The above equation
implies that there is a bijective relationship between y(n) and
y(n). Therefore, given En0 , the information provided by IC(n)
regarding x(n) is summarized in y(n) (see [41], Lemma 5.2.1
of [13]). Therefore, we have
E
[
x(n)|IC(n)
]
= E
[
x(n)|IC(n)
]
(29)
Furthermore, using IC(n) = σ
(
IS(n)
)
= σ (IS(n)) and the
above equation, we have x(n) − E[x(n)|IC(n)] = x(n) −
E
[
x(n)|IS(n)
]
. Therefore, ∆(n) = x(n) − E[x(n)|IC(n)]
only depends on IS(n), which directly proves the no dual
effect property in (3).
APPENDIX B: DYNAMICS OF THE STATE ESTIMATOR AND
THE STATE ESTIMATION ERROR
We adopt the augmented complex Kalman filter (ACKF)
algorithm in [35], which is the minimum MSE estimator for
complex-valued measurement (which is y in our problem).
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Specifically, xˆ(n) follows the following Kalman filter equa-
tion:
xˆ(n) =Axˆ(n− 1) + Bu(n− 1) + Ka(n) (30)(
ya(n)−Ea(n)(Axˆ(n− 1) + Bu(n− 1)− x˜(n)))
with initial value xˆ(0) = x0, where ya(n) =
(
y(n)
y‡(n)
)
is an
augmented 2Nr×1 vector, Ea(n) =
(
E(n)
E‡(n)
)
is an augmented
2Nr × L matrix. Furthermore,
Ka(n) = Σ(n)(Ea(n))†
(
Ea(n)Σ(n)(Ea(n))† + I
)−1
(31)
Σ(n+ 1) = A
(
Σ(n)−Σ(n)(Ea(n))†(Ea(n)Σ(n)(Ea(n))†
+ I
)−1
Ea(n)Σ(n)
)
AT + W (32)
Based on the dynamics of x(n) in (1) and the dynamics of
xˆ(n) in (30), the dynamics of ∆(n) can be obtained as in (8).
The sufficient conditions for optimality in Theorem 1 directly
follows Prop. 4.6.1 of [13] and Lemma 1 of [36].
APPENDIX C: PROOF OF LEMMA 2
For convenience, denote the operators of the R.H.S. of the
Bellman equation in (11) and the PDE in (13) as
Tχ(θ, V,F) =
1
τ
E
[(
(∆′)TS∆′ + λTr
(
F†F
))
τ
+
∑
∆′,Σ′
Pr
[
∆′,Σ′
∣∣χ,F]V ∗ (∆′,Σ′)− V ∗ (∆,Σ) ∣∣∣∣χ]− θ
T †χ(θ, V,F) = ∆
TS∆ + λTr
(
F†F
)
− 2Re
{
∇T∆V (∆,Σ)ΣF†H†HF∆/τ
}
+∇T∆V (∆,Σ)A˜∆
+
1
2
Tr
(
∇2∆V (∆,Σ)W˜
)
+ Tr
(
∂V (∆,Σ)
∂Σ
W˜
)
− θ
A. Relationship between Tχ(θ, V,F) and T †χ(θ, V,F)
Lemma 5. For any χ, Tχ(θ, V,F) = T †χ(θ, V,F) +O(τ).
Proof of Lemma 5. a. Calculation of the per-stage cost: We
first calculate the per-stage cost in (11):
E
[
(∆′)TS∆′τ
∣∣χ] (33)
(a)
=E
[ ((
I−KaEa)((I + A˜τ +O(τ2)I)∆ + w)−Kaza)T S
·
((
I−KaEa)((I + A˜τ +O(τ2)I)∆ + w)−Kaza) τ ∣∣∣χ]
(b)
=E
[
∆TS∆τ +
[
wTSw + ∆T (SKaEa + (KaEa)TS)∆
−∆T (SA˜ + A˜TS)∆τ]τ +O(τ2)∣∣∣χ] (c)= ∆TS∆τ +O(τ2)
where (a) is because A = I + A˜τ +O(τ2)I according to the
dynamics in (1), (b) and (c) are because E[wwT ] = W =
W˜τ + O(τ2)I, Ka = O(τ)I, Σ = O(τ)I according to the
expression of Ka in (8) and the dynamics of Σ in (9).
b. Calculation of the expectation involving the transition
kernel: Substituting the approximate priority function V ∈ C2
into the R.H.S. of (11), we calculate the expectation involving
the transition kernel as follows11:
E
[ ∑
∆′,Σ′
Pr
[
∆′,Σ′
∣∣χ,F]V ∗ (∆′,Σ′) ∣∣∣∣χ]
11Note that although the optimal priority function V ∗(∆,Σ) may not be
C2, the proof just requires the approximate priority function V (∆,Σ) to be
C2. In other words, we are seeking a C2 approximation of V ∗(∆,Σ) with
asymptotically vanishing errors for small τ .
=E
[
V ∗ (∆,Σ) +∇T∆V (∆,Σ)
(
∆′ −∆)
+
1
2
Tr
(
∇2∆V (∆,Σ)
(
∆′ −∆) (∆′ −∆)T)
+ Tr
(
∂V (∆,Σ)
∂Σ
(
Σ′ −Σ))+O(‖∆′ −∆‖3)
+O(‖Σ′ −Σ‖2) +O(‖∆′ −∆‖‖Σ′ −Σ‖)
∣∣∣∣χ] (34)
We then calculate each term in (34) as follows: using (a) of
(33), we have
E
[
∆′ −∆∣∣χ] = A˜∆τ −KaEa∆−KaEaA˜∆τ +O(τ2)1
(d)
= A˜∆τ − 2Re
{
ΣF†H†HF∆
}
+O(τ2)1 (35)
where (d) is because KaEaA˜∆τ = O(τ2)1 and Ka =
Σ(Ea)† +O(τ2)I according to (8). Then,
E
[
(∆′ −∆)(∆′ −∆)T ∣∣χ]
=E
[
wwT −KaEa∆∆T A˜τ − A˜∆∆T (KaEa)T τ +O(τ2)I
∣∣∣χ]
=W˜τ +O (τ2) I (36)
Then, using the calculations in (33) again, we have
E
[
Σ′ −Σ∣∣χ]
=(I + A˜τ +O(τ2)I)(Σ−Σ(Ea)†(EaΣ(Ea)† + I)−1EaΣ)
· (I + A˜τ +O(τ2)I)T + W −Σ
=(A˜TΣ + ΣA˜)τ +O(τ2)I + W = W˜τ +O (τ2) I (37)
Using the calculations in (35)–(37), we can calculate that
O(‖∆′ −∆‖3) is at least O(τ2), O(‖Σ′ − Σ‖2) = O(τ2),
O(‖∆′ − ∆‖‖Σ′ − Σ‖) = O(τ2). Substituting the above
calculations results into Tχ(θ, V,F), we obtain Tχ(θ, V,F) =
T †χ(θ, V,F) +O(τ).
B. Growth Rate of Tχ(θ, V,F)
Denote
Tχ(θ, V ) = min
F
Tχ(θ, V,F), T
†
χ(θ, V ) = min
F
T †χ(θ, V,F)
Suppose (θ∗, V ∗) satisfies the Bellman equation in (11) and
(θ, V ) satisfies the approximate Bellman equation in (13). We
have for any ∆,Σ,
E
[
Tχ(θ
∗, V ∗)
∣∣∆,Σ] = 0, E[T †χ(θ, V )∣∣∆,Σ] = 0 (38)
Then, we establish the following lemma:
Lemma 6. E
[
Tχ(θ, V )
∣∣∆,Σ] = O(τ), ∀∆,Σ.
Proof of Lemma 6. For any χ, we have Tχ(θ, V ) =
minF
[
T †χ(θ, V,F) +O(τ)
] ≥ minF T †χ(θ, V,F) +O(τ). On
the other hand, Tχ(θ, V ) ≤ T †χ(θ, V,F†)+O(τ), where F† =
arg minF T
†
χ(θ, V,F). Since E
[
minF T
†
χ(θ, V,F)
∣∣∆,Σ] =
0, we have E
[
Tχ(θ, V )
∣∣∆,Σ] = O(τ).
C. Difference between V ∗ (∆,Σ) and V (∆,Σ)
Lemma 7. Suppose E
[
Tχ(θ
∗, V ∗)
∣∣∆,Σ] = 0 for all ∆,Σ
together with the transversality condition in (12) has a unique
solution (θ∗, V ∗). If E
[
T †χ(θ, V )
∣∣∆,Σ] = 0 and V (∆,Σ) =
12
O(‖∆‖2), then |V ∗ (∆,Σ) − V (∆,Σ) | = O(τ) for all
∆,Σ.
Proof of Lemma 7. Since V (∆,Σ) = O(‖∆‖2), we have
limn→∞ EΩ [V (∆(n),Σ(n))] <∞ for any admissible policy
Ω (according to Definition 2, we have EΩ
[
‖∆‖2
]
< ∞.).
Then, we have limN→∞ 1NE
Ω [V (∆(N),Σ(N)) |χ(0)] =
0 and the transversality condition in (12) is satisfied for
V (∆,Σ).
Suppose for some ∆′,Σ′, we have V
(
∆′,Σ′
)
=
V ∗
(
∆′,Σ′
)
+ α for some α 6= 0 as τ → 0. Now let τ → 0.
From Lemma 6, we have (θ, V ) satisfies E
[
Tχ(θ, V )
∣∣∆,Σ] =
0 for all ∆,Σ and satisfies the transversality condition in
(12). However, V
(
∆′,Σ′
) 6= V ∗ (∆′,Σ′) because of the
assumption that V
(
∆′,Σ′
)
= V ∗
(
∆′,Σ′
)
+ α. This con-
tradicts the condition that (θ∗, V ∗) is a unique solution of
E
[
Tχ(θ
∗, V ∗)
∣∣∆,Σ] = 0 for all ∆,Σ and the transver-
sality condition in (12). Hence, we must have |V (∆,Σ) −
V ∗ (∆,Σ) | = O(τ) for all ∆,Σ.
APPENDIX D: PROOF OF THEOREM 2
We calculate the performance under policy Ω˜∗ as follows:
θ˜∗τ = EΩ˜
∗[
E
[(
(∆′)TS∆′ + λTr
(
F†F
))
τ
∣∣∆,Σ] ]
(a)
= EΩ˜
∗
[
E
[(
(∆′)TS∆′ + λTr
(
F†F
))
τ
+
∑
∆′,Σ′
Pr
[
∆′,Σ′|χ, Ω˜∗ (χ) ]V (∆′,Σ′)− V (∆,Σ) ∣∣∣∆,Σ]]
(b)
= EΩ˜
∗
[
T †χ(θ, V,F) + θτ +O(τ2)
∣∣∣∣∆,Σ] (39)
where Pr
[
∆′,Σ′|χ, Ω˜∗ (χ) ] is the discrete-time
transition kernel under policy Ω˜∗. (a) is due to 1)
EΩ˜∗
[
V (∆,Σ)
]
< ∞ (according to the conditions
in Theorem 2, we have V (∆,Σ) = O( ‖∆‖2 ) and
EΩ˜∗
[‖∆‖2] is bounded under admissible Ω˜∗) and 2)
EΩ˜∗
[∑
∆′,Σ′ E[Pr
[
∆′,Σ′
∣∣χ, Ω˜∗ (χ) ]∣∣∆,Σ]V (∆′,Σ′) ] =
EΩ˜∗
[
EΩ˜∗
[
V (∆′,Σ′)
∣∣∆,Σ]] = EΩ˜∗[V (∆,Σ)], and (b) is
due to Lemma 5.
Following the notation of the Bellman operators in Ap-
pendix D, we define two mappings: T †χ(V,F) = T
†
χ(θ, V,F)+
θ, Tχ(V,F) = Tχ(θ, V,F) + θ. Let Ω∗ be the optimal policy
solving the discrete-time Bellman equation in (11). Then we
have
E
[
Tχ(V
∗,Ω∗(χ))
∣∣∆,Σ] = θ∗, ∀∆,Σ (40)
Furthermore, we have
T †χ(V, Ω˜
∗(χ)) = min
Ω(χ)
T †χ(V,Ω(χ)), ∀∆,Σ (41)
Dividing τ on both sizes of (39), we obtain
θ˜∗ = EΩ˜
∗[
E
[
T †χ(V, Ω˜
∗(χ)) +O(τ)∣∣∆,Σ]] (42)
(c)
≤EΩ˜∗[E[T †χ(V,Ω∗(χ)) +O(τ)∣∣∆,Σ]]
(d)
= EΩ˜
∗[
E
[
Tχ(V,Ω
∗(χ)) +O(τ)∣∣∆,Σ]]
(e)
=EΩ˜
∗[
E
[
Tχ(V,Ω
∗(χ))− Tχ(V ∗,Ω∗(χ)) + θ∗ +O(τ)
∣∣∆,Σ]]
where (c) is due to (41), (d) is due to Lemma 5, and (e) is
due to (40). Then, from (42), we have
θ˜∗ − θ∗ (43)
≤ EΩ˜∗
[
E
[
Tχ(V,Ω
∗(χ))− Tχ(V ∗,Ω∗(χ))
∣∣∆,Σ]]+O(τ)
(f)
≤ γEΩ˜∗
[
E
[
ω(χ)‖V∗ −V‖ω∞
∣∣∆,Σ]]+O(τ)
(g)
= γEΩ˜
∗[
E
[
ω(χ)
(O(τ))∣∣∆,Σ]]+O(τ) (h)= O(τ)
where (f) holds because
‖Tχ(V,Ω∗(χ))− Tχ(V ∗,Ω∗(χ))‖ω∞ ≤ γ‖V∗ −V‖ω∞ (44)
with V∗ = {V ∗(∆,Σ) : ∀∆,Σ} and V = {V (∆,Σ) :
∀∆,Σ}, for 0 < γ < 1 according to Lemma 3 of [42]
and ‖ · ‖ω∞ is a weighted sup-norm with weights ω =
{0 < ω(χ) < 1 : ∀χ} chosen according to the fol-
lowing rule (Lemma 3 of [42]): The state space w.r.t. χ
is partitioned into non-empty subsets S1, . . . ,Sr, in which
for any χ ∈ Sn with n = 1, . . . , r, there exists some
χ′ ∈ S1 ∪ Sn−1 such that Pr[χ′|χ,Ω∗(χ)] > 0. Then,
we let ρ = min{Pr[χ′|χ,Ω∗(χ)] : ∀χ,χ′} and choose
ω(χ) = 1 − ρ2n if χ ∈ Sn for n = 1, . . . , r. Therefore,
based on the contraction mapping property in (44) and the
definition of the weighted sup-norm, we have
Tχ(V,Ω
∗(χ))− Tχ(V ∗,Ω∗(χ))
ω(χ)
(45)
≤ sup
χ
{
Tχ(V,Ω
∗(χ))− Tχ(V ∗,Ω∗(χ))
ω(χ)
}
=‖Tχ(V,Ω∗(χ))− Tχ(V ∗,Ω∗(χ))‖ω∞ ≤ γ‖V∗ −V‖ω∞
⇒Tχ(V,Ω∗(χ))− Tχ(V ∗,Ω∗(χ)) ≤ γω(χ)‖V∗ −V‖ω∞
This proves (f), and (g) is because ‖V∗ − V‖ω∞ =
supχ
{
|V ∗(∆,Σ)−V (∆,Σ)|
ω(χ)
}
= O(τ) according to Lemma 2,
and (h) is because 0 < ω(χ) < 1 for all χ.
APPENDIX E: PROOF OF THEOREM 3
Let an eigenvalue decomposition of the channel matrix be
H†H = UΠU†, where U ∈ CNt×Nt is a unitary matrix,
Π ∈ RNt×Nt is diagonal with elements being the squared
singular values in a descending order, i.e., σ∗ > σ22 > · · · >
σ2d where d = min(Nt, Nr). Then, using the transformation
of G = U†F, the problem in the PDE (13) becomes:
min
G
[
λTr(G†G)− 2Re{Tr (ΞG†ΠG)}]
s.t. Tr(G†G) ≤ F¯ (46)
where we use Tr
(
F†F
)
= Tr(G†G) under G = U†F. We
further write G =
√
gG˜ such that g = ‖G‖F and Tr(G˜†G˜) =
1. Hence, we write the above problem in the following form:
P1 : U˜(c) = min
G˜,c
[
λ− 2Re
{
Tr
(
ΞG˜†ΠG˜
)}]
c
s.t. Tr(G†G) = c
P2 : min
c
U˜(c)
s.t. 0 ≤ c ≤ F¯ (47)
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We first solve P1 for given c. Since λg is a constant, the
objective of P1 related to G˜ becomes
2Re
{
Tr
(
ΞG˜†ΠG˜
)}
=Re
{
Tr
((
(Ξ + ΞT ) + (Ξ−ΞT )
)
G˜†ΠG˜
)}
(a)
= Re
{
Tr
(
(Ξ + ΞT )G˜†ΠG˜
)}
(48)
where (a) is because Re
{
Tr
(
(Ξ−ΞT )G˜†ΠG˜
)}
=
Re
{∑d
i=1 Tr
(
σig˜i(Ξ−ΞT )g˜†i
)}
= 0 where Ξ−ΞT is
skew-symmetric and g˜i is the i-th row of G˜. Furthermore,
the Tr(G˜†G˜) = 1 is equivalent to
∑Nt
i=1 ‖g˜i‖2 = 1. Also,
the matrix Ξ + ΞT is symmetric and we have Ξ + ΞT =∑rank(Ξ)
i νiqiq
T
i , where νi is the eigenvalue and qi is the
associated L × 1 orthonormal column eigenvectors. There-
fore, (48) becomes Re
{
Tr
((∑rank(Ξ)
i νiqiq
T
i
)
G˜†ΠG˜
)}
=
Re
{∑rank(Ξ)
i νi
∑d
l=1 σ
2
l
∣∣g˜lqi∣∣2}. The optimal G˜∗ of the
above problem under
∑Nt
i=1 ‖g˜i‖2 = 1 is g˜∗1 = qT1 and g˜∗i = 0
for i 6= 1. Substituting G˜∗, P2 in (47) becomes
min
c
[λ− σ∗ν∗] g
s.t. 0 ≤ g ≤ F¯ (49)
where ν∗ = ν1. The optimal solution of the above problem is
g∗ = 0 if λ > σ∗ν∗, and g∗ = F¯ if λ < σ∗ν∗. Combining the
solution of P1 and P2, the optimal precoding is summarized
as follows: if λ > σ∗ν∗, F∗ = 0. If λ < σ∗ν∗, F∗ = UG∗ =√
F¯UΥ, where the first row is the only non-zero row of Υ
which is given by qT1 .
APPENDIX F: PROOF OF LEMMA 3
Substituting F∗ in Theorem 3 into the PDE in (13), we
obtain
θ = ∆TS∆− E
[
[σ∗ν∗ − λ]+ ∣∣∆,Σ] F¯ +∇T∆V A˜∆
+
1
2
Tr
(
∇2∆V W˜
)
+ Tr
(
∂V
∂Σ
W˜
)
(50)
The difficult of solving the above PDE lies in the nonlinear
expectation part. In the following, we will solve the PDE for
small ν∗ and large ν∗ cases, and we further show that they
corresponds to small ‖∆‖ and large ‖∆‖, respectively.
A. Solution of (13) for small ν∗
In this part, we solve the PDE in (50) for small ν∗. We will
show later that small ‖∆‖ leads to this case. Specifically, for
small ν∗, the expectation in (50) becomes
E
[
[σ∗ν∗ − λ]+ ∣∣∆,Σ] = O(ν∗) (51)
Substituting the above equation into the PDE in (50), we obtain
θ = ∆TS∆−O(ν∗) +∇T∆V A˜∆ +
1
2
Tr
(
∇2∆V W˜
)
+Tr
(
∂V
∂Σ
W˜
)
(52)
The solution of the above PDE has the structure V (∆,Σ) =
V˜1(∆,Σ) + J1(∆,Σ) (J1 can be treated as a residual error
term for V ), where V˜1 and J1 satisfy
θ = ∆TS∆ +∇T∆V˜1A˜∆ + 1
2
Tr
(
∇2∆V˜1W˜
)
+ Tr
(
∂V˜1
∂Σ
W˜
)
(53)
O(ν∗) = ∇T∆J1A˜∆ + 1
2
Tr
(
∇2∆J1W˜
)
+ Tr
(
∂J1
∂Σ
W˜
)
(54)
We obtain V˜1 and J1 by solving the above two equations in
the following:
1) Obtaining V˜1: This PDE in (53) is separable with solution
of the form V˜1 = ∆TΦ1(Σ)∆ + ψ1(Σ) for some Φ1(Σ) ∈
RL×L and ψ1(Σ) ∈ R. Substituting this form into (53), we
obtain
∆T
[
S +
(
Φ1(Σ) + Φ
T
1 (Σ)
)
A˜ + Tr
(
∂Φ1(Σ)
∂Σ
W˜
)]
∆ (55)
+
[
1
2
Tr
((
Φ1(Σ) + Φ
T
1 (Σ)
)
W˜
)
+ Tr
(
∂ψ1(Σ)
∂Σ
W˜
)
− θ
]
= 0
In order for the above equation to hold for any ∆ and Σ, we
require the coefficient of ∆T∆ to be zero:
S +
(
Φ1(Σ) + Φ
T
1 (Σ)
)
A˜ + Tr
(
∂Φ1(Σ)
∂Σ
W˜
)
= 0 (56)
Let the eigenvalue decomposition of A˜ be A˜ = M−1ΓM,
where M is an L × L matrix and Γ = diag (µ1, µ2, . . . , µL)
and {µl} are the eigenvalues of A˜. Using the change of vari-
able Z = M∆, denoting ΦM1 (Σ) = (M
−1)†Φ1(Σ)M−1 =
[φM1,kl(Σ)], from (56), we have
SM +
(
ΦM1 (Σ) + (Φ
M
1 (Σ))
T )Γ + Tr(∂ΦM1 (Σ)
∂Σ
W˜
)
= 0 (57)
where SM , (M−1)†SM−1 =
[
sMkl
]
and denote Φ1,M (Σ).
We then solve (57). For the diagonal elements in (57), we have
sMkk + 2µkφ
M
1,kk(Σ) +
L∑
k=1
∂φM1,kk(Σ)
∂Σkk
w˜kk = 0 (58)
where W = diag(w11, . . . , wLL). For φM1,kl and φ
M
1,lk in
Φ1,U (Σ), they satisfy the following coupled ODEs based on
(57) for k < l:
sMkl +
(
φM1,kl(Σ) + φ
M
1,lk(Σ)
)
µl +
L∑
k=1
∂φM1,kl(Σ)
∂Σkk
w˜kk = 0 (59)
sMkl +
(
φM1,kl(Σ) + φ
M
1,lk(Σ)
)
µk +
L∑
k=1
∂φ1,lk(Σ)
∂Σkk
w˜kk = 0 (60)
Even though (59) and (60) are coupled, we can first obtain
φM1,kl(Σ) + φ
M
1,lk(Σ) by solving the ODE by adding (59) and
(60) together. Then, we obtain either φM1,kl(Σ) or φ
M
1,lk(Σ) by
solving one of them. We obtain a solution for the ODEs in
(58)–(60) as follows for k < l:
φM1,kk(Σ) = − s
M
kk
2µk
(61)
φM1,kl(Σ) =
sMkl
µk + µl
(
µl − µk
2w˜ll
Σll +
µl − µk
2w˜kk
Σkk − 1
)
(62)
φM1,lk(Σ) =
sMkl
µk + µl
(
µk − µl
2w˜ll
Σll +
µk − µl
2w˜kk
Σkk − 1
)
(63)
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Using (61)–(63) and the relationship Φ1(Σ) =
(M−1)†ΦM1 (Σ)M
−1, we can obtain Φ1(Σ). Therefore,
∇∆V˜1 =
(
Φ1(Σ) + Φ
T
1 (Σ)
)
∆.
2) Obtaining J1: We first prove the following lemma to
obtain the property of ν∗.
Lemma 8. Let Y = xyT + yxT , where x,y ∈ RL×1, then
the largest eigenvalue of Y is yTx +
√
xTxyTy which is
always positive, and the associated eigenvector is u|u| where
u = x + |x||y|y.
Proof. Consider a vector v = x + zy, we z is real. Then, we
have
yv = (xyT + yxT )x + z(xyT + yxT )y
= (yTx + zyTy)x + (xTx + zxTy)y (64)
Let yTx + zyTy = λ and xTx + zxTy = λz, then we
have Yv = λv. Then, xTx + zxTy = (yTx + zyTy)z ⇒
xTx = yTyz2 ⇒ z = ±
√
xTx
yTy
. Since we are interested
in the larger eigenvalue, letting z =
√
xTx
yTy
, we have λ =
yTx +
√
xTxyTy which is positive due to the Cauchy-
Schwarz inequality.
Letting x = ∆/τ and y = Σ∇∆V =
Σ
((
Φ1(Σ) + (Φ1(Σ))
T
)
∆ +∇∆J1
)
, then
ν∗ =∆T
(
Φ1(Σ) + (Φ1(Σ))
T
)
Σ∆/τ +∇T∆J1Σ∆/τ
+
√
∆T∆
(
∆T (Φ1(Σ) + (Φ1(Σ))T ) +∇T∆J1
)
Σ√
Σ ((Φ1(Σ) + (Φ1(Σ))T ) ∆ +∇∆J1)/τ (65)
Substituting (65) into the PDE in (54) and balancing the order
of ‖∆‖ on both size, we obtain
J1 = O(‖∆‖4) (66)
3) Overall solution and small ‖∆‖ leads to small ν∗:
Combining part 1 and part 2, we obtain the overall solution
as follows:
∇∆V =
(
Φ1(Σ) + Φ
T
1 (Σ)
)
∆ +O(‖∆‖3)1 (67)
where Φ1(Σ) = M†ΦM1 (Σ)M ∈ RL×L, ΦM1 (Σ) =
[φM1,kl(Σ)] is given in (61)–(63). Substituting (66) into (65),
we have ν∗ = O(‖∆‖2) for as ‖∆‖ → 0. Therefore, small
‖∆‖ leads to small ν∗.
B. Solution of (13) for large ν∗
In this part, we solve the PDE in (50) for large ν∗. We will
show later that large ‖∆‖ leads to this case. Specifically, for
large ν∗, the expectation in (50) becomes
E
[
[σ∗ν∗ − λ]+ ∣∣∆,Σ]
= E
[
[σ∗ν∗ − λ] ∣∣∆,Σ]− ˆ λ/ν∗
0
(σ∗ν∗ − λ)fσ∗(x)dx
= E
[
[σ∗ν∗ − λ] ∣∣∆,Σ]−O( 1
ν∗
)
(68)
where fσ∗(x) is the PDF of σ∗ (given in equ. (6) of [43]).
Substituting the above equation into the PDE in (50), we obtain
θ = ∆TS∆− E [[σ∗ν∗ − λ] ∣∣∆,Σ] F¯ +O( 1
ν∗
)
+∇T∆V A˜∆ +
1
2
Tr
(
∇2∆V W˜
)
+ Tr
(
∂V
∂Σ
W˜
)
(69)
The solution of the above PDE has the structure V (∆,Σ) =
V˜2(∆,Σ) + J2(∆,Σ) (J2 can be treated as a residual error
term for V ), where V˜2 and J2 satisfy
θ = ∆TS∆− E [[σ∗ν∗ − λ] ∣∣∆,Σ] F¯
+∇T∆V˜2A˜∆ + 1
2
Tr
(
∇2∆V˜2W˜
)
+ Tr
(
∂V˜2
∂Σ
W˜
)
(70)
O
(
1
ν∗
)
= ∇T∆J2A˜∆ + 1
2
Tr
(
∇2∆J2W˜
)
+ Tr
(
∂J2
∂Σ
W˜
)
(71)
We then obtain V˜2 and J2 by solving the above two equations
in the following:
1) Obtaining V˜2: In this part, we solve the PDE in (70). We
calculate the expectation involved in (70) and obtain
θ = ∆TS∆ + λF¯ − σF¯ν∗ +∇T∆V A˜∆
+
1
2
Tr
(
∇2∆V W˜
)
+ Tr
(
∂V
∂Σ
W˜
)
(72)
where σ , E [σ∗] which depends on the distribution of the
largest singular values σ∗. Specifically, σ can be calculated as
follows:
σ =
ˆ ∞
0
Pr [σ∗ > x] dx =
ˆ ∞
0
(1− Fσ∗(x)) dx (73)
where Fσ∗(x) is the CDF of σ∗ and is given by
[44]: Fσ∗(x) =
∑b
k=1(−1)k−1Cr−1k−1
∑
a∈Ak det(Ta(x)),
where Ak represents the subset of {1, . . . , b} with k el-
ements, Ta(x) is a k × k matrix with (i, j)-th ele-
ment of
´ x
0
φi(a)(x)φj(a)(x)x
b−d exp(−x)dx (where d ,
min{Nt, Nr} and i(a) is the i-th largest element in
a), φi(x) =
√
(i−1)!
(i−1+b−d)!Z
b−d
i−1 (x) and Z
c
k(x) =
1
k! exp(x)x
−c dk
dxk
(exp(−x)xc+k). Using (73), σ can be cal-
culated. We assume that ν∗ = O(‖∆‖2) for large ‖∆‖.
Therefore, we approximate ν∗ using c∆T∆ for large ‖∆‖ and
for some constant c > 0. We will obtain c in the part 2 later
on. Similarly, the PDE in (72) is separable with solution of the
form V˜2 = ∆TΦ2(Σ)∆ + ψ2(Σ) for some Φ2(Σ) ∈ RL×L
and ψ2(Σ) ∈ R. Substituting this form into (72), letting the
coefficient of ∆T∆ to be zero in (72), we obtain
S− cσF¯ I + (Φ2(Σ) + ΦT2 (Σ))A˜ + Tr(∂Φ2(Σ)
∂Σ
W˜
)
= 0 (74)
Similarly as solving (56), we can solve for Φ2(Σ). Denoting
ΦM2 (Σ) = (M
−1)†Φ2(Σ)M−1 = [φM2,kl(Σ)]. The solution is
given by for i < j:
φM2,kk(Σ) = −s
M
kk(c)
2µk
(75)
φM2,kl(Σ) =
sMkl (c)
µk + µl
(
µl − µk
2w˜ll
Σll +
µl − µk
2w˜kk
Σkk − 1
)
(76)
φM2,ji(Σ) =
sMkl (c)
µk + µl
(
µk − µl
2w˜ll
Σll +
µk − µl
2w˜kk
Σkk − 1
)
(77)
where SM(c) , (M−1)†(S − cσF¯ I)M−1 = [sMkl (c)].
Using (75)–(77) and the relationship Φ2(Σ) =
(M−1)†ΦM2 (Σ)M
−1, we can obtain Φ2(Σ). Therefore,
∇∆V˜2 =
(
Φ2(Σ) + Φ
T
2 (Σ)
)
∆.
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2) Obtaining J2: Using Lemma 8, Letting x = ∆/τ and
y = Σ
((
Φ2(Σ) + (Φ2(Σ))
T
)
∆ +∇∆J2
)
, then
ν∗ =∆T
(
Φ2(Σ) + (Φ2(Σ))
T
)
Σ∆/τ +∇T∆J2Σ∆/τ
+
√
∆T∆
(
∆T (Φ2(Σ) + (Φ2(Σ))T ) +∇T∆J2
)
Σ√
Σ ((Φ2(Σ) + (Φ2(Σ))T ) ∆ +∇∆J2)/τ (78)
Substituting (65) into the PDE in (71) and balancing the order
of ‖∆‖ on both size, we obtain
J2 = O
(
1
‖∆‖2
)
(79)
Based on Lemma 8, Φ2(Σ) in part 1, and J2 in
(79), c in (75)–(77) is determined by the following
fixed-point equation f(∆,Σ, c) = c∆T∆, where we
define f(∆,Σ, c) = ∆T
(
Φ2(Σ) + (Φ2(Σ))
T
)
Σ∆/τ +√
∆T∆∆T (Φ2(Σ) + (Φ2(Σ))T ) ΣΣ (Φ2(Σ) + (Φ2(Σ))T ) ∆/τ .
3) Overall solution and large ‖∆‖ leads to large ν∗:
Combining part 1 and part 2, we obtain the overall solution
as follows:
∇∆V =
(
Φ2(Σ) + Φ
T
2 (Σ)
)
∆ +O
(
1
‖∆‖3
)
1 (80)
where Φ2(Σ) = M†ΦM2 (Σ)M ∈ RL×L, ΦM2 (Σ) =
[φM1,kl(Σ)] is given in (75)–(77). Substituting (79) into (78),
we have ν∗ = O(‖∆‖2) as ‖∆‖ → ∞. Therefore, large ‖∆‖
leads to large ν∗.
APPENDIX G: PROOF OF THEOREM 4
Denote Λ(n) = E
[(
x(n)− xˆ(n)])(x(n)− xˆ(n))T ∣∣IC(n)].
According to the classical Kalman filter theory [35], we have
Λ(n) =Σ(n)−Σ(n)(Ea(n))†(
Ea(n)Σ(n)(Ea(n))† + I
)−1
Ea(n)Σ(n) (81)
We first have a convergence result on EΩ˜∗
[
Σ(n)
]
as n→∞
as follows:
Lemma 9. Let {P(n)} be defined as
P(n+ 1) =EΩ˜
∗ [
A
(
P(n)−P(n)(Ea(n))†(Ea(n)P(n)
(Ea(n))† + I
)−1
Ea(n)P(n)
)
AT + W
]
(82)
where P(0) = 0. For any given F¯ > 0, we have Σ(n) ,
EΩ˜∗
[
Σ(n)
] ≤ P(n) and limn→∞Σ(n) = Σ and Tr(Σ) <
∞. Furthermore, Σ ≤ P , limn→∞P(n), where P satisfies
the fixed-point equation in (21).
Proof of Lemma 9. First, it can be verified that the dynamic
system in (1) and (2) under Ω˜∗ is weakly controllable and
weakly observable (according to the definitions in Section 3
of [45]). Then, using Lemma 3.2. of [45], for any F¯ > 0, we
have limn→∞ E
[
Σ(n)
]
= Σ and Tr(Σ) <∞. Using Theorem
3.3. of [45], for any F¯ > 0, we have EΩ˜∗
[
Σ(n)
] ≤ P(n)
where P(n) satisfies (82). Furthermore, using Theorem 3.3.
of [45], for any F¯ > 0, we have Σ ≤ P, where P satisfies
the following fixed equation:
P = EΩ˜
∗ [
A
(
P−P(Ea)†(EaP(Ea)† + I)−1EaP)AT + W]
= A
(
P−PEΩ˜∗
[
(Ea)†
(
EaP(Ea)† + I
)−1
Ea
]
P
)
AT + W
(83)
We calculate the above expectation as follows under Ω˜∗:
EΩ˜
∗ [
(Ea)†
(
EaP(Ea)† + I
)−1
Ea
]
=EΩ˜
∗ [
EΩ˜
∗ [
2Re
{
(HF∗)†
(
2HF∗P(HF∗)† + I
)−1
HF∗
} ∣∣∣∆,Σ]]
(84)
=EΩ˜
∗
[
EΩ˜
∗
[
2F¯ σ∗q1qT1
1 + 2F¯ σ∗qT1 Pq1
∣∣∣∆,Σ]] (85)
=EΩ˜
∗
[ˆ ∞
λ/ν∗
(
2F¯ xq1q
T
1
1 + 2F¯ xqT1 Pq1
)
fσ∗(x)dx
]
(86)
Denoting the above equation to be G(P, F¯ , λ) and substituting
it into (83), we obtain the fixed-point equation for P as in
(21).
Denote Λ = limn→∞ EΩ˜
∗[
Λ(n)
]
. From (81) and Lemma
9, we have
EΩ˜
∗
[Λ(n)]
=EΩ˜
∗ [
Σ(n)−Σ(n)EΩ˜∗
[
(Ea(n))†(
Ea(n)Σ(n)(Ea(n))† + I
)−1
Ea(n)
∣∣∣∆(n),Σ(n)]Σ(n)]
(a)
≤P(n)−P(n)EΩ˜∗
[
(Ea(n))†
(
Ea(n)P(n)(Ea(n))† + I
)−1
Ea(n)] P(n)
(b)
≤P(n)−P(n)EΩ˜∗
[ˆ ∞
λ/ν∗
(
2F¯ xq1(n)q
T
1 (n)
1 + 2F¯ xqT1 (n)P(n)q1(n)
)
fσ∗(x)dx] P(n) (87)
taking limit⇒ Λ ≤ P−PG(P, F¯ , λ)P (88)
where (a) is according to Lemma 3.1. and equ. (13) of [45],
(b) follows the calculations in (86), and the last line follows
the convergence of P(n) in Lemma 9 and the continuity of
(88) w.r.t. P(n). Taking trace operator on both sizes of (88),
we obtain the MSE upper bound in (20).
APPENDIX H: PROOF OF COROLLARY 1
Since x(n) = xˆ(n)+∆(n) and we have shown the stability
of ∆(n) under Ω˜∗ in Theorem 4, it is sufficient to show the
stability of xˆ(n) under Ω˜∗ in order to show the stability of
x(n). We then analyze the stability of xˆ(n) under Ω˜∗. Taking
expectation on condition of IC(n + 1) on both sides of (1)
and substituting u∗(n) in (4),
xˆ(n+ 1) = E
[
A(∆(n) + xˆ(n)) + Bu∗(n) + w(n)
∣∣IC(n+ 1)]
=
(
A + BΨ
)
xˆ(n) + wˆ(n) (89)
where wˆ(n) = E
[
A∆(n) + w(n)
∣∣IC(n + 1)]
and according to Section III.B of [11], we
have Wˆ , limn→∞ E[wˆ(n)wˆT (n)] =
A
(
limt→∞ E[∆(n)∆T (n)]
)
AT + W −
limt→∞ E[∆(n)∆T (n)]. Therefore, if
limn→∞ EΩ˜
∗
[∆(n)∆T (n)] < ∞, we have ‖Wˆ‖ < ∞.
Furthermore, from (89), for large n, we have
E
[‖xˆ(n+ 1)‖2] < ‖A + BΨ‖2E [‖xˆ(n)‖2]+ ‖Wˆ‖ (90)
16
Since ‖A + BΨ‖ < 1 under the optimal CE con-
troller in (4) [34], we have limn→∞ EΩ˜
∗ [‖xˆ(n)‖2] =
‖Wˆ‖2
1−‖A+BΨ‖2 <∞. Based on the above analysis, we conclude
that limn→∞ EΩ˜
∗ [‖x(n)‖2] <∞ under u∗(n) in (4).
APPENDIX I: PROOF OF COROLLARY 2
1) MSE Upper Bound in (20) vs F¯ : We obtain the Taylor
expansion of (84) for large F¯ as follows:
EΩ˜
∗ [
EΩ˜
∗ [
2Re
{
(HF∗)†
(
2HF∗P(HF∗)† + I
)−1
HF∗
} ∣∣∣∆,Σ]]
= P−1 −O
(
1
F¯
)
P−1EΩ˜
∗ [(
2HF∗(HF∗)†
)−1]
P−1 (91)
Substituting this into the upper bound in (20), we obtain
Tr
(
P−PG(P, F¯ , λ)P)
=Tr
(
P−P
(
P−1 −O
(
1
F¯
)
P−1EΩ˜
∗ [(
2HF∗(HF∗)†
)−1]
P−1
)
P
)
= O
(
1
F¯
)
(92)
2) MSE Upper Bound in (20) vs λ: We obtain the Taylor
expansion of (86) for large λ as follows:
EΩ˜
∗
[ˆ ∞
λ/ν∗
(
2F¯ xq1q
T
1
1 + 2F¯ xqT1 Pq1
)
fσ∗(x)dx
]
=EΩ˜
∗
[ˆ ∞
λ/ν∗
(
q1q
T
1
qT1 Pq1
O(1)
)
fσ∗(x)dx
]
=EΩ˜
∗
[
q1q
T
1
qT1 Pq1
O (Cσ∗(λ/ν∗))] (93)
where Cσ∗ is the complementary cumulative distribution func-
tion of σ∗ and we have Cσ∗(λ/ν∗) = O
(
λd
exp(λ)
)
(where
d , min{Nt, Nr}) as λ increases according to (6) of [43]. Fur-
thermore, since ‖q1‖ = 1, we have q1q
T
1
qT1 Pq1
≤ µmax(P−1)I,
where µmax(P−1) > 0 (because P is positive definite and
therefore P−1 is positive definite). Substituting this into (93),
we have
EΩ˜
∗
[ˆ ∞
λ/ν∗
(
2F¯ xq1q
T
1
1 + 2F¯ xqT1 Pq1
)
fσ∗(x)dx
]
≤c(λ)µmax(P−1)I (94)
where we denote c(λ) = EΩ˜∗
[O (Cσ∗(λ/ν∗))] =
O
(
λd
exp(λ)
)
. Substituting (94) into (83), we have
P ≥ A
(
P− c(λ)Pµmax(P−1)P
)
AT + W
≥ A
(
P− c(λ)κP
)
AT + W (95)
where κ , maxx∈RL×1 x
TPµmax(P
−1)Px
xTPx
> 0. From (95), we
have P ≥ Z, where Z satisfies Z = A
(
Z−c(λ)κZ
)
AT +W
[46]. Suppose we are given an λ such that
√
1− c(λ)κA is
stable. Then, we have Z =
∑∞
k=0(1− c(λ)κ)kAkW (AT )k ≥
µmax(W)
∑∞
k=0 (1− c(λ)κ)k Ak(AT )k = O
(
1
c(λ)
)
I =
O
(
exp(λ)
λd
)
as λ increases. Substituting this into the MSE
upper bound in (20), we have
Tr
(
P−PG(P, F¯ , λ)P)
≥ Tr(P− c(λ)κP) ≥ (1− c(λ)κ)Tr(P)
≥ (1− c(λ)κ)Tr(Z) = O(exp(λ)
λd
)
(96)
where the first inequality follows the last inequality in (95).
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