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Introduction
Spectroscopy refers generally to an ensemble of techniques that permit to
measure the interaction of electromagnetic radiation with matter1. The name
reflects the typical spectral distribution of the measured data which are usually
presented as a plot of the response of interest versus the energy, frequency, or
wavelength of the radiation. According to this definition, the history of spec-
troscopy started with the discovery of the white light spectrum by Isaac New-
ton in 1666. This discovery was the starting point of an increasing scientific
effort to characterize the light and its interaction with matter. These studies
must be seen in the context of the debate generated by the different scientific
positions of Isaac Newton and Christiaan Huygens concerning the nature of
light and which animated the scientific community for more than 250 years.
Indeed, until the advent of quantum mechanics, which stated the principle of
complementary for the light (and more generally for matter), the works were
devoted to determined if light is a wave (as suggested by Huygens) or made
of particles (as claimed by Newton). This scientific effort led to the develop-
ment of many spectroscopes and some famous experiments such as the Young’s
double-slit experiment in 1801. As shown in the spectroscopic timeline (see
Figure 1), many great scientific names are associated with the evolution of this
discipline. It can be seen that the invention of new spectroscopic techniques
accompanied the development of quantum mechanics: from the Max Planck’s
blackbody radiation to the Niels Bohr’s atomic model and the photoelectric
effect. Since then, the spectroscope became an essential tool in physical and
analytical chemistry because interpretation of the spectra provides fundamen-
tal informations on matter such as the electronic configuration, the chemical
bonding and the mechanisms of chemical reaction. When applied to sample
in gas phase, spectroscopy permits to study the photoionization of atoms and
molecules. Photoionization is a process in which the matter interacting with
an electromagnetic radiation emits one or several electrons by absorption of
one or several photons. The analysis of the spectra corresponding to the emit-
ted electrons (photoelectrons) gives a rich information on the process and on
the targets.
1Although it does not involve a similar interaction, mass spectrometry is commonly as-
sociated to a spectroscopic technique.
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1666 - Isaac Newton discovers the white light spectrum emerging from a prism
1749 - Thomas Melville studies the spectra of ﬂames and observes the yellow line of sodium in salt
1800 - William Herschel discovers infrared light by studying the heat produced by the sunlight
1801 - Thomas Young uses a double-slit device to observe the interferences due to the diﬀraction of the light
1801 - Johann Wilhelm Ritter discover ultraviolet light by using silver chloride-soaked paper
1802 - William Wollaston discovers the solar absorption lines
1814 - Joseph von Fraunhofer invents the ﬁrst spectroscope
1821 - Joseph von Fraunhofer developed the transmission diﬀraction grating and gives a detailed description of the solar lines
1826 - William Henry Fox Talbot introduces the idea of chemical spectral analysis
1827 - David Brewster produces absorption spectra in a laboratory
1843 - Edmond Becquerel discovers absorption lines in ultraviolet light using photographic methods
1847 - John William Draper suggests the relationship between the temperature and color of light
1852 - August Beer shows that the amount of light absorbed is proportional to the amount of solute in aqueous solutions
1853 - Anders Jonas Ångström measures the hydrogen spectral lines
1859 - Gustav Robert Kirchoﬀ and Robert Wilhelm Eberhard von Bunsen develop the Bunsen-Kirchhoﬀ spectroscope 
1861 - James Clerk Maxwell formulates the equations that bear his name
1862 - Gustav Robert Kirchhoﬀ develops his laws of spectroscopy and coine the term "black body" radiation
1885 - Johann Jakob Balmer ﬁnds a formula to describe the hydrogen line series
1887 - Albert Michelson and Edward Morley give the ﬁrst strong evidence against the ether theory
1888 - Johannes Robert Rydberg ﬁnd the formula of simple spectra
1895 - Wilhelm Conrad Röntgen discovers and characterizes X-rays
1896 - Pieter Zeeman observes splitting of spectral lines by a magnetic ﬁeld
1896 - Antoine Henri Becquerel discovers radioactivity
1897 - Joseph Thomson discovers the electron
1897 - Joseph Larmor derives an expression for the instantaneous total power radiated by an accelerated charged particle
1898 - Alfred-Marie Liénard extend the Larmor formula to the case of a relativistic particle undergoing centripetal acceleration
1900 - Max Planck postulates that the electromagnetic energy could be emitted only in quantized form
1906 - Theodore Lyman discovers ultraviolet series of hydrogen lines
1905 - Albert Einstein explains the photoelectric eﬀect by describing the light as composed of discrete quanta
1908 - Walter Ritz edicts the Rydberg-Ritz combination principle
1909 - Charles Glover Barkla characterizes X-ray radiation
1912 - Max von Laue proposes using crystals to diﬀract X-rays
1913 - Niels Bohr explains the Balmer, Rydberg and Ritz formula of simple spectra by introducing a model that bear his name
1913 - Johannes Stark discovers the splitting of spectral lines in an electric ﬁeld (Stark eﬀect)
1913 - Sir William Henry Bragg and his son Sir William Lawrence Bragg build an x-ray spectrometer 
1916 - Walter Kossel explains the theory of absorption limits in X-ray spectra
1922 - Frederick Sumner Brackett discovers the infrared series of hydrogen lines that now bear his name
1922 - Arthur Holly Compton studies X-ray photon scattering by electrons (Compton eﬀect)
1923 - Lise Meitner discovers the radiationless transition (Auger eﬀect)
1924 - Wolfgang Pauli formulates the exclusion principle to explain the Zeeman eﬀect
1924 - Louis de Broglie generalizes the wave-particle duality to matter
1925 - Friedrich Hund presents empirical rules for atomic spectroscopy (Hund's rules)
1925 - Werner Heisenberg establishes matrix mechanics
1925 - Pierre Victor Auger rediscovers the Auger eﬀect 
1926 - Erwin Schrödinger develops wave mechanics and the equation that bears his name
1927 - Heisenberg develops the uncertainty principle which explains the natural linewidth of spectral lines
1940 - Donald Kerst invents the betatron, a cyclic particle accelerator
1945 - Edwin McMillan supervises the construction of the ﬁrst electron synchrotron
1947 - Frank Elder, Anatole Gurewitsch, Robert Langmuir and Herb Pollock observe the ﬁrst synchrotron radiation 
1947 - Willis Eugene Lamb, Jr. discovers the Lamb shift
1950 - Hannes Olof Gösta Alfvén identiﬁes for the ﬁrst time non thermal synchrotron radiation from astronomical sources
1953 - Charles Hard Townes and James Power Gordon build the ﬁrst ammonia maser
1955 - Alan Walsh develops the atomic absorption spectroscopy (AAS)
1956 - Diran Tomboulian and Paul Hartman perform the ﬁrst X-ray spectroscopy experiments with synchrotron radiation
1960 - Theodore Maiman build the ﬁrst operational (ruby) laser
1963 - Stanley Greenﬁeld and coworkers invent the annular inductively coupled plasma (ICP)
1967 - Walter Grimm design a new glow discharge spectrometer
1976 - John Madey invents the free-electron laser
1982 - Antonio Bianconi and coworkers apply X-ray Absorption Near Edge Structure (XANES) technique
1991 - Reinhard Dörner and coworkers achieve the ﬁrst generation COLTRIMS system
1994 - Volker Mergel build the ﬁrst high resolution COLTRIMS imaging system based on a super sonic jet
1994 - First operating third generation synchrotron in Grenoble: The European Synchrotron Radiation Facility
Figure 1: Timeline of the most important inventions, experiments and theories
that contribute to spectroscopy.
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Until the middle of the twentieth century, the light sources used in the
spectroscopic experiments were rather rudimentary: poor coherence, low in-
tensity, small energy range, etc. And then there was the light... In 1947, Frank
Elder, Anatole Gurewitsch, Robert Langmuir and Herb Pollock observed the
first synchrotron radiation in the General Electric synchrotron (USA). This
observation and the identification of the first non thermal synchrotron radia-
tion from astronomical sources by Hannes Olof Go¨sta Alfve´n in 1950 confirmed
the prediction made few years before by Julian Schwinger in his theory of radi-
ation from accelerated relativistic electrons. As for the invention of the laser,
a few years later in 1960, the discovery of this new radiation source permitted
to elaborate new analytical techniques which benefit different scientific areas:
chemistry, physics, materials, biology, medicine, environment, astrophysics.
The development and the improvement of synchrotron radiation sources all
over the world in the last 50 years constitutes a considerable progress in spec-
troscopy.
Figure 2: Electromagnetic spectrum.
The synchrotron light sources make use of the property of the charged
particles to emit electromagnetic radiation when accelerated. The so-called
“synchrotron radiation” is generated by accelerating radially ultra-relativistic
charged particles through magnetic fields which are synchronized with the
kinetic energy of the particle beam. This radiation has a characteristic polar-
ization and the generated frequencies cover a wide range of the electromagnetic
spectrum (see Figure 2).
As illustrated in Figure 3, a synchrotron light source is a combination of
different devices, and more particularly of three accelerators: the linac, the
booster and the storage ring. The principle is the following: a thin beam of
electrons is emitted and accelerated in a linear accelerator (the linac) until
reaching velocities close to the speed of light. The electrons are then directed
in a synchrotron accelerator, also called “booster” and are accelerated radially
3
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until reaching a nominal energy value. Then the electron beam is injected into
the storage ring where bending magnets located at the end of each straight
section permit to curve its trajectory. The electromagnetic radiation is emit-
ted in a narrow cone in the forward direction, at a tangent to the electron’s
orbit. This radiation is collected in experimental facilities called beamlines
where the beam is filtered and directed on the samples to be studied. In the
new generation of synchrotrons (the third), the storage ring incorporate in-
sertion devices composed of wigglers (or wavers) which are arrays of closely
spaced vertically oriented dipole magnets of alternating polarity. The electron
beam propagating in the wiggler oscillates in the horizontal plane and emit
radiation cones at each bend of the trajectory. The constructive interference
of these radiations give rise to a very bright and energetic light.
Beamline
Storage ring
Bending magnets
Radiofrequency socket
Wigglers or wavers
Booster
Linac
Figure 3: Schematic illustration of a synchrotron light source.
(a) Bending magnet (b) Wiggler
Figure 4
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The synchrotron radiation is notable for its:
• High brightness and high intensity: synchrotron light is hundreds of
thousands of times more intense than light from conventional x-ray tubes
• High level of polarization: synchrotron radiation is highly polarized (lin-
early, elliptically or circularly)
• Tunability: the radiation can be selected in wavelength by monochrom-
atization
• Broad spectrum: synchrotron light is emitted with energies ranging from
infrared light to hard X-rays
• High collimation: the generated photon beam has a small divergence
and a small size source
• Short pulses light emission: the pulse duration is typically less than
10−9s, enabling time-resolved studies
As in a circular particle accelerator, the maximum energy available is lim-
ited by the maximum strength of the magnetic fields and the minimum radius
of the particle path. Then, the available frequency range is related to the size
of the ring. As an example, in the “Soleil” synchrotron light source (France,
2006), electrons are accelerated up to a nominal energy of 2.75 GeV and spin
in a storage ring of 354 m in circumference. The resulting radiation ranges
from infrared (1 eV) to hard X-rays (50 keV) and the use of wigglers permit
to obtain a brilliance of 1020 B.U.2 (10000 times the brilliance of the sunlight).
The nominal energy and the circumference of the “Spring-8” synchrotron light
source (Japan, 1997) are respectively 8 GeV and 1436 m. The resulting ra-
diation ranges from soft X-rays (100 eV) to hard X-rays (300 keV) for an
equivalent brilliance of 1020 B.U..
These values represent the maximal capacities of the synchrotron light
sources. In practice, each beamline covers a reduced energy domain with
different beam intensities. As an example, the “Pleiades” beamline in Soleil
covers the energy domain ranging from 10 eV to 1 keV for a flux of photons on
sample between 107 and 1010 photons.s−1 in a beam size of few mm2. These
characteristics are adapted to the study of single photoionization processes
since multi-photon ionizations are very unlikely at this intensity.
The development of third-generation synchrotron radiation sources in com-
bination with the improvement of the detection techniques made possible to
study very fine structures in the spectra at high photon energies. It gave access
to the vibrational structure (few hundreds of meV) [157], to the measurement
2The brilliance is defined as the number of photons Nγ emitted per sec-
ond, per unit source size, per solid angle and per photon energy bandwidth Γ:
1BU=Nγ .s
−1.mm−2.mrad−2.(0.1%Γ)−1.
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of the intrinsic line shapes and to the resolution of closed states such as the
core orbitals of N2 (less than 100 meV) [311]. The analysis of the vibrational
spectra provides many informations among which the electronic configuration,
the electrostatic potential, the geometry change upon ionization, the nature of
the bonds (bonding, non-bonding, anti-bonding). In this work, we will show
that this technique can also be used to obtain structural information.
Probing with diffraction the structure of matter at the atomic scale re-
quires the use of light or particle beams with wavelengths of the order of the
characteristic interatomic distances. Due to their short wavelength, X-rays
and few-hundred-eV electron beams are thus the ideal sources. For example,
they can efficiently diffract at crystals, exactly as normal waves do when they
strike a diffraction grating. From the observed diffraction patterns, one can
then deduce quantitative structural information such as lattice constants and
symmetry [15]. When used with ultrahigh time resolution, they even allow
one to map structural changes as those occurring in phase transitions [106].
X-rays can also efficiently ionize the inner shells of the atomic or molecular
constituents, thus producing electrons that scatter coherently (i.e., diffract)
within the surroundings of the ionized atom or molecule. The NEXAFS (near-
edge X-ray absorption fine structure) or EXAFS (extended X-ray absorption
fine structure) techniques are based on this principle [324]. The fingerprints
of this coherent electron scattering in the measured spectra provides valuable
information about the local electronic structure and coordination geometries.
Thus, photoelectron diffraction is used extensively in solid state [50] and sur-
face physics [162] to obtain structural information in crystals as well as in bulk
amorphous materials.
When these techniques are applied to gases at low pressure to determine,
e.g., the structure of an isolated molecule, one has to face a severe disadvan-
tage: the extremely low density of the medium in comparison with that of
bulk materials, which, in some cases, prevents one from observing any diffrac-
tion at all. Diffraction is clearly observed in the condensed phase because the
relatively low number of photoelectrons generated by standard X-ray sources
is amply compensated by the large number of atoms present in the solid or
liquid sample (which is of the order of Avogadro’s number, i.e., ∼1023). In
the case of low density media, a possible solution is to increase the intensity
of the light source, so that either more X-rays are efficiently diffracted or the
outgoing flux of diffracted photoelectrons is larger. Thus, high intensity, X-ray
free electron lasers (XFEL) have been recently proposed as the ideal tool for
measurements on isolated species [62]. For example, they have already pro-
vided evidence of X-ray diffraction by single nanocrystals of large membrane
protein complexes [54] and by a single virus particle [331]. Photoelectrons
arising from XFEL irradiation of low-pressure gases have also been suggested
as a way to perform time-resolved imaging of molecular structure (i.e., the
6
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“molecular movie”) by using so-called photoelectron holography [202], which
in some way reminds us the EXAFS spectroscopy. This success is limited,
however, by the complexity, large size (up to 4-5 km) and high cost of XFEL
single-user facilities. For this reason, it is worth exploring more handy alter-
natives, as those provided by third-generation synchrotron radiation sources
in combination with high kinetic energy resolution detection techniques.
In this quest, theoretical calculations are particularly useful since they help
to resolve the experimental features as it gives a better understanding of the
mechanisms involved in the photoionization process. However, the process is
not simple to treat theoretically, mostly because it requires an accurate de-
scription of the continuum wavefunctions which do not decay exponentially at
large distances (as bound states do). Thus, for many years, theoretical calcu-
lations were performed in the fixed nuclei approximation which assume that
the nuclei are fixed at their equilibrium positions. Obviously, this assumption
is no longer valid to resolve the vibrational spectra. In this case, one must also
calculate the electronic wavefunctions outside the equilibrium positions, since
the nuclei move in the potential created by the electrons. This makes cal-
culations significantly more expensive, since the electronic structure must be
determined for many molecular geometries, including the equilibrium one used
in the fixed-nuclei approximation. High accurate method including the nuclear
motion and using a B-spline basis set have been applied successfully to H2,
H+2 and D2 [118, 181], also in the time domain [243, 321]. Unfortunately, such
method cannot be used to treat molecules with more than two electrons. The
general case requires to elaborate more flexible methods, based on different
approximations. Among all the reported existent numerical methods3, very
few have been implemented to treat the nuclear motion. Most of the recent
theoretical results published on the topic have been obtained by Cherepkov
et al. by using the RPA method applied to diatomic molecules such as N2
[340, 226, 339] and CO [1, 338, 335, 178, 2, 336]. Theoretical studies resolving
the vibrational spectra of polyatomic molecules are rare because it requires to
deal with few tens of electrons and various normal modes of vibration. Most of
the vibrational spectra of polyatomic molecules have been calculated by Luc-
chese et al.: N2O [233], SiF4 [259], CF4 [171], [229] and C6F6 [229]. Moreover,
almost none of the existent methods have been used to explore the photoelec-
tron spectra in the high energy region because it requires a very accurate (and
then expensive) description of the high oscillating continuum wavefunctions.
3The Continuum Multiple Scattering Method (CMSM), the Stieltjes-Tchebycheff moment
theory (STMT), the Kohn variational principle Lobatto technique (LDKL), the Multichan-
nel Quantum-Defect Theory (MQDT), the Many-Body Perturbation Theory (MBPT), the
Random Phase Approximation (RPA), the Schwinger variational method and the R-matrix
method.
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The present work started in this experimental and theoretical context. It
aims to study theoretically the vibrationally resolved photoelectron spectra of
diatomic and polyatomic molecules in the high energy region. The method
presented here is based on the Born-Oppenheimer approximation which per-
mits to treat separately electronic and nuclear degrees of freedom. The elec-
tronic structure is calculated using the so-called multicenter B-spline static-
exchange DFT method developed during the last 15 years by Decleva et al.
[357, 359, 14, 394]. As the name suggests, it makes use of the DFT formalism
and B-spline basis sets. The method has been originally used in the fixed-
nuclei approximation and proved to describe accurately the photoionization
process in many molecular systems: H2 [41], N2 [357, 359], CO [360], Cl2
[394], HF, CO2, NH3, H2O, CH4 [361], PH3 [359], BF3 [258], C2H2 [130],
CF4 [395, 131, 80], SF6 [364, 365, 390], C6H6 [415], (CH3 )3N [357], uracil
[393], fullerene [81]. In this work, the multicenter B-spline static-exchange
DFT method has been extended to the calculation of the electronic dipole
couplings in a grid of molecular geometries ; within the Born-Oppenheimer
approximation, we have then involved the vibrational motion by solving the
Schro¨dinger equation in a B-spline basis set.
In the first part of the present manuscript we will explain the theory that
supports the multicenter B-spline static-exchange DFT method. We will start
reminding in Chapter 1 the basic concepts leading to the general formula-
tion of the single photoionization cross section. After introducing the Born-
Oppenheimer approximation, we will detail the different methods that permit
to calculate the electronic structure (Chapter 2) and vibrational structure
(Chapter 3). A particular attention will be paid to the DFT formalism, to
the characteristics of the B-spline functions and to the treatment of the con-
tinuum in the framework of the multicenter B-spline static-exchange DFT
method. Chapter 4 will be devoted to the development of the fully differ-
ential vibrationally resolved cross section formula. In the second part of this
manuscript, we will present most of the results obtained during the PhD thesis
by using the present method. The results are divided in two chapters: one
corresponding to diatomic molecules (H2, N2 and CO) and one to polyatomic
molecules (C2H2, CH4, CF4, BF3 and SF6). Chapter 5 will show a systematic
comparison between the results obtained with the multicenter B-spline static-
exchange DFT method and published experimental and theoretical data for
inner and valence shell photoionization. After discussing the efficiency of the
present method, we will use it to interpret features appearing in new experi-
mental measurements. Chapter 6 will be devoted to the study of inner shell
photoionization of C2H2, CH4, CF4 and BF3 and to the valence shell photoion-
ization of SF6. In all theses cases, the results obtained with the multicenter
B-spline static-exchange DFT method will be compared to new experimental
measurements. These are the first results ever obtained for vibrationally re-
solved cross sections of polyatomic molecules at high photoelectron energies.
8
Introduction
For most of the molecules studied in this work, a simpler model, which permits
to understand the fundamental mechanisms of the different processes, will be
proposed.
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Part I
Theory
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1. General theory
1.1 The photoionization process
Photoionization process consists in the promotion of a bound electron to a
scattering state (see Figure 1.1). Epitomized by the Rutherford’s discovery,
scattering is one of the most important experimental technique to investigate
matter at the microscopic level. The results of such experiments are usually
expressed in terms of cross section which is the quantity used to measure the
probability of a certain collision event.
Figure 1.1: Schematic illustration of the scattering of the photoelectron by
the molecular electrostatic potential in a classical picture. Orange trajectory
corresponds to the scattering path of the electron and dashed black lines to
the asymptotic limits of this trajectory. b is the impact parameter.
For the sake of clarity, let’s consider first the scattering process in a classical
picture. Looking at Figure 1.1, we understand that measuring the scattering
of one particle will give information on how its momentum changed after
the interaction. But the microscopic details of the event is experimentally
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inaccessible. If now, and as shown in Figure 1.2, we are able to reproduce
this experiment with many particle of same initial momentum k0 but random
impact parameters, we can access to some statistical information of the event.
Figure 1.2: Schematic illustration of the scattering process. b is the impact
parameter, contained in the plane perpendicular to the particles flux. dσ is the
area crossed by the particles scattered into the solid angle dΩ. The differential
cross section is equal to the ratio of these two quantities.
We consider a beam of particles weak enough that the incident particles
do not interact one with another. The number of scattered particles Nsc in
a given solid angle dΩ is related to the the number of incident particles N0
crossing the section area dσ perpendicular to k0:
Nsc (dΩ) =
N0
dσ
σ (dΩ) (1.1)
and for a solid angle small enough:
σ (dΩ) =
dσ (dΩ)
dΩ
dΩ (1.2)
where dσ (dΩ) /dΩ is the differential cross section and is the most detailed
information that can be observed in scattering experiments.
For a single photoionization event, this quantity is independent of the
incident flux. Then the cross section is interpreted as the transition probability
per unit of time, per unit target scatterer and per unit flux of the incident
particles with respect to the target. Considering a laser beam emitting a flux
F of photon per unity of time and area, and a transition probability per unity
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of interaction time Γ of the electron from an initial electronic state |n〉 to
another one |m〉, then the cross section is given by:
σ =
Γ
F
(1.3)
1.1.1 Transition probability
The cross section is the transition probability independently of the character-
istics of the laser beam. We want to find the general expression of the single
photoionization cross section, but to do so, we have to evaluate first the tran-
sition probability.
We consider the general case of an electromagnetic field, propagating as a
plane wave with a wave vector k and interacting with an atom or a molecule.
The time dependent Schro¨dinger equation is:
ih¯
∂Ψ(r, t)
∂t
=
[
Hˆ(0)(r) + Vˆ (r, t)
]
Ψ(r, t) (1.4)
where r gather the electronic and nuclear coordinates, Hˆ(0)(r) is the Hamil-
tonian operator of an isolated atom or molecule and Vˆ (r, t) is the interaction
Hamiltonian operator of the molecule with the radiation.
The time dependent wavefunction can be expanded over all the stationary
states:
Ψ(r, t) =
∑
k
ck(t)e
− i
h¯
E
(0)
k tψ
(0)
k (r) (1.5)
where E
(0)
k is the eigenvalue from the time independent Schro¨dinger equa-
tion (TISE) for a given stationary state k, and ck(t) the corresponding coeffi-
cients depending on time.
Introducing (1.5) into (1.4), we end up with:
ih¯
∑
k
dck(t)
dt
e−
i
h¯
E
(0)
k tψ
(0)
k (r) +
∑
k
ck(t)E
(0)
k e
− i
h¯
E
(0)
k tψ
(0)
k (r) =∑
k
ck(t)E
(0)
k e
− i
h¯
E
(0)
k tψ
(0)
k (r) +
∑
k
ck(t)Vˆ (r, t)e
− i
h¯
E
(0)
k tψ
(0)
k (r) (1.6)
and obtain:
ih¯
∑
k
dck(t)
dt
e−
i
h¯
E
(0)
k tψ
(0)
k (r) =
∑
k
ck(t)Vˆ (r, t)e
− i
h¯
E
(0)
k tψ
(0)
k (r) (1.7)
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Projecting onto the ground state ψ
(0)∗
m (r), we have:
ih¯
∑
k
dck(t)
dt
e−
i
h¯
E
(0)
k t
δmk︷ ︸︸ ︷∫
ψ(0)
∗
m (r)ψ
(0)
k (r)dτ
=
∑
k
ck(t)e
− i
h¯
E
(0)
k t
∫
ψ(0)
∗
m (r)Vˆ (r, t)ψ
(0)
k (r)dτ︸ ︷︷ ︸〈
ψ
(0)
m |Vˆ (r,t)|ψ(0)k
〉
(1.8)
where we made use of the Kronecker function properties to express the
orthonormality of the eigenfunctions:
δmk =
{
1 if m = k
0 if m 6= k (1.9)
We finally obtain the equation for the evolution of the cm(t) coefficients:
ih¯
dcm(t)
dt
=
∑
k
ck(t)e
iωmkt
〈
ψ(0)m
∣∣∣Vˆ (r, t)∣∣∣ψ(0)k 〉 m = 1, 2, 3, . . . (1.10)
with:
ωmk =
E
(0)
m − E(0)k
h¯
(1.11)
In order to solve Equation (1.10), we work in the perturbative regime, i.e.,
we assume that the radiation-molecule interaction term is a small perturbation
to the system. In other words, we suppose the interaction of weak intensity.
We define t = 0 as the time reference for the beginning of the field inter-
action. For t < 0, we find the system in a particular stationary state ψ
(0)
n .
Then, we surely have:
cn(t) = 1 (1.12)
ck(t) = 0 k 6= n (1.13)
In the weak field limit, the coefficients hardly vary as a function of time
and the coefficients cn(t) at t = dt can be approximated by their initial values:
dcm(t)
dt
≃ − i
h¯
eiωmnt
〈
ψ(0)m
∣∣∣Vˆ (r, t)∣∣∣ψ(0)k 〉 (1.14)
and:
cm(t) = δmn − i
h¯
∫ t
0
eiωmnt
′
〈
ψ(0)m
∣∣∣Vˆ (r, t′)∣∣∣ψ(0)k 〉 dt (1.15)
which corresponds to a perturbative treatment of first order.
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Since we are considering the case where the final state is different from the
initial one (i.e. m 6= n), the previous equation can be reduced to:
cm(t) = − i
h¯
∫ t
0
eiωmnt
′
〈
ψ(0)m
∣∣∣Vˆ (r, t′)∣∣∣ψ(0)k 〉 dt (1.16)
and the transition probability from |n〉 to |m〉 is given by the square module
of the coefficient:
Pn→m = |cm(t)|2 = 1
h¯2
∣∣∣∣∫ t
0
eiωmnt
′
〈
ψ(0)m
∣∣∣Vˆ (r, t′)∣∣∣ψ(0)n 〉 dt∣∣∣∣2 (1.17)
In order to calculate the transition probability, we have to specify the
interaction Hamiltonian Vˆ (r, t′). To do so, we introduce the mathematical
formulation of the electromagnetic field, assuming a plane wave propagating
in ez direction with a wave vector k and polarized along ex. The electric (E)
and magnetic (B) fields thus can be written as:
E(t) = E0 cos (ωt− kz)ex (1.18)
B(t) = B0 cos (ωt− kz)ey (1.19)
where E0 and B0 are the corresponding amplitudes.
The radiation-matter interaction is completely defined by the interaction
between those fields and the charged particles of the atom or the molecule.
For the hydrogen atom in its ground state, it is well-known that the electric
interaction is much higher than the magnetic one (by a factor of 137 approxi-
mately). Then, it is convenient to make a second approximation by neglecting
the magnetic field.
Usually, electronic transitions for atoms and molecules happen when light
has a wavelength belonging to the visible-UV range (λ ≈ 103A˚). Whereas, the
typical atom diameter d is about 1 A˚. Therefore:
λ≫ d and kz = 2π
λ
≪ 1 (1.20)
According to Equation (1.20), it is reasonable to neglect the spatial de-
pendence of the electric field and reduce the interacting electromagnetic field
expression to:
E(t) ≃ E0 cos (ωt)ex (1.21)
This approximation, known as the dipole approximation, assumes that the
spatial variation of the electric field is weak compared to the size of the system
and that the atom or molecule only “feels“ the temporal evolution of E(t) (see
Figure 1.3).
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Figure 1.3: Schematic representation of the Electromagnetic field-molecule
interaction
By analogy with the classical definition of the potential energy of interac-
tion between charged particles and electric field, one can express Vˆ (r, t′) as a
function of the electric field (in the length gauge) as:
Vˆ (r, t′) = eiH
(0)t/h¯ [d ·E(t)] e−iH(0)t/h¯
=
(
eiH
(0)t/h¯ [d · ex] e−iH(0)t/h¯
)
E0 cos (ωt)
= dˆx
E0
2
[
eiωt + e−iωt
]
(1.22)
Inserting Equation (1.22) in (1.17), the transition probability can be writ-
ten as:
Pn→m =
|E0|2
4h¯2
∣∣∣∣∫ t
0
eiωmnt
′〈ψ(0)m
∣∣∣dˆx∣∣∣ψ(0)n 〉 [eiωt′ + e−iωt′] dt∣∣∣∣2
=
|E0|2
4h¯2
∣∣∣〈ψ(0)m ∣∣∣dˆx∣∣∣ψ(0)n 〉∣∣∣2 ∣∣∣∣∫ t
0
ei(ωmn+ω)t
′
+ ei(ωmn−ω]t
′
dt
∣∣∣∣2(1.23)
Integrating over t, we finally obtain:
Pn→m =
|E0|2
4h¯2
|Tnmx |2
∣∣∣∣∣∣e
i(ωmn+ω)t − 1
ωmn + ω︸ ︷︷ ︸+
ei(ωmn−ω)t − 1
ωmn − ω︸ ︷︷ ︸
∣∣∣∣∣∣
2
(1.24)
emission absorption
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where Tnmx = 〈ψ(0)m
∣∣∣dˆx∣∣∣ψ(0)n 〉 is the transition dipole moment, that must
be different from 0 to give rise to the electronic transition.
Both emission and absorption terms satisfy the Bohr conditions since the
probability is maximum when:
• ω = ωmn ⇒ absorption of a photon whose energy equal to Em − En
• ω = −ωmn ⇒ emission of a photon with an energy equal to Em − En
In the present work, we focus on the single photoionization process, i.e. we
only need to describe the absorption probability. By using the identity:
eiα − 1 = eiα/2
[
eiα/2 − e−iα/2
]
= 2ieiα/2 sin
α
2
(1.25)
and removing the emission term from Equation (1.24), the absorption prob-
ability reads:
Pn→m =
|E0|2
h¯2
|Tnmx |2
sin2 ((ωmn − ω) t/2)
(ωmn − ω)2
(1.26)
The function sin
2 ((ωmn−ω)t/2)
(ωmn−ω)2 is maximum at ω = ωmn. Its maximum value
is t2/4 and its bandwidth at half maximum is 4π/t (see Figure 1.4).
0
0
Figure 1.4: Function sin
2 ((ωmn−ω)t/2)
(ωmn−ω)2 plotted for two different times t1 (red
curve) and t2 (violet curve).
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When t→∞, the central peak of the function become higher and sharper,
such as a Dirac function δ (ωmn − ω). For large values of t:∫
sin2 ((ωmn − ω) t/2)
(ωmn − ω)2
dω ≈ πt
2
(1.27)
Knowing that: ∫
δ (ωmn − ω) dω = 1 (1.28)
we can write:
sin2 ((ωmn − ω) t/2)
(ωmn − ω)2
≈ πt
2
δ (ωmn − ω) (1.29)
Therefore, the transition probability is given by:
Pn→m (t) =
|E0|2 πt
2h¯2
|Tnmx |2 δ (ωmn − ω) (1.30)
1.1.2 Single photoionization cross section
Going back to the definition of the cross section, now we are able to evaluate
the probability transition per unit of interaction time:
Γn→m =
dPn→m (t)
dt
(1.31)
=
|E0|2 π
2h¯2
|Tnmx |2 δ (ωmn − ω) (1.32)
Integrating over ω we obtain:
Γn→m =
|E0|2 π
2h¯2
|Tnmx |2 (1.33)
It is well-known that for a monochromatic electromagnetic field, the photon
flux can be expressed as a function of the amplitude E0 of the electric field as:
F =
E20
8π
1
h¯ω
c (1.34)
Finally, using this last equation and introducing (1.34) into (1.3), we obtain
the final formula for the single photoionization cross section when light is
polarized linearly:
σn→m (ω) =
4π2ω
h¯c
|Tnmx |2 (1.35)
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In the case of randomly oriented molecules, the dipole operator has to be
averaged over all space:
〈
∣∣∣dˆx∣∣∣2〉Ω =
∫ ∣∣∣dˆx∣∣∣2 dΩ∫
dΩ
=
∣∣∣dˆ∣∣∣2
3
(1.36)
Finally, the photoionization cross section corresponding to the n → m
transition is given by:
σn→m (ω) =
4π2ω
3h¯c
|Tnm|2 (1.37)
The cross section is usually expressed in cm2 or barn b (1b = 10−24cm2).
1.2 The Born-Oppenheimer approximation
The Schro¨dinger equation of a molecular system is:
Hˆ (r,R)Ψ (r,R) = EΨ(r,R) (1.38)
where the total Hamiltonian for a molecule is given in atomic units:
Hˆ (r,R) = TˆN (R) + Tˆe (r) + VeN (r,R) + VNN (R) + Vee (r) (1.39)
and:
TˆN = −1
2
M∑
α=1
1
mα
∇2α is the kinetic energy of the nuclei
Tˆe = −1
2
N∑
i=1
∇2i is the kinetic energy of the electrons
VeN = −
N∑
i=1
M∑
α=1
Zα
|ri −Rα| is the Coulomb attraction between electrons and nuclei
VNN =
M∑
α=1
M∑
β>α
ZαZβ
|Rα −Rβ | is the Coulomb repulsion between nuclei
Vee =
N∑
i=1
N∑
j>i
1
|ri − rj | is the Coulomb repulsion between electrons
The index i and j denote the electrons, α and β the nuclei ; N is the
number of electrons, M the number of nuclei and Zα the charge of the nucleus
α.
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The approximation suggested by Max Born and J. Robert Oppenheimer
in 1927 [34] permits to split the total wavefunction Ψ into an electronic ψ and
nuclear χ part:
Ψ(r,R) = ψ(r,R)χ(R) (1.40)
Both wavefunctions are then eigenfunction of an electronic and nuclear
Schro¨dinger equation respectively. The former is obtained by subtracting the
nuclear kinetic energy from the total molecular Hamiltonian and is paramet-
rically dependent of the nuclear coordinates R:
Hˆe(r;R)ψ(r;R) = Ee(R)ψ(r;R) (1.41)
where Ee is the electronic energy of the system.
The electrons feel the Coulomb potential due to the nuclei clamped at cer-
tain positions, which is a sensible approximation since the electrons move or-
ders of magnitude faster than nuclei. Then, by solving the electronic Schro¨dinger
equation varying the nuclear coordinates R, it is possible to obtain Ee as a
function of R. This term is called potential energy surface (PES) (or potential
energy curve (PEC) when it depends on a single nuclear coordinate). Calcula-
tions are made in the adiabatic theorem, i.e. assuming that the PESs obtained
for small steps of R are continuous and correspond to unique electronic states.
In a second step, the nuclear kinetic operator is reintroduced in order to
solve the nuclear Schro¨dinger equation:[
Tˆn(R) + Ee(R)
]
χ(R) = Eχ(R) (1.42)
where E is the total energy of the system.
It can be demonstrated that the Born-Oppenheimer approximation is valid
whenever the PESs are well energetically separated:
E0(R)≪ E1(R)≪ E2(R) · · · ∀ R (1.43)
Within the Born-Oppenheimer approximation, electronic and nuclear struc-
tures can then be treated separately. It is convenient for the purpose of this
work because it reduces the vibronic problem into two separated calculations
involving a smaller number of variables. In the following sections, we will detail
the procedure which permits to obtain the nuclear and electronic structures.
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2.1 Ab initio methods
In this section, the basic ideas of the wavefunction methods will be intro-
duced. A short description of the Hartree-Fock method will permit to establish
the essential concepts to tackle a particular post-Hartree-Fock method: the
CASSCF-MRCI. This method has been used in the present work to evaluate
some of the potential energy curves. Then, a detailed description of the time
independent and time dependent density functional theory will be given. In
the last part of this section, characteristics of some usual basis sets and basis
functions will be presented.
2.1.1 The Schro¨dinger equation
One of the consequence of the wave-particle duality stated by de Broglie (1924)
is the formulation in 1925 of the Schro¨dinger equation, whose most general
form is in atomic units:
i
∂
∂t
Ψ(r, t) = Hˆ(r, t)Ψ(r, t) (2.1)
The Schro¨dinger theory predicts that for a conservative system, standing
waves (or stationary states) can arise. These states are described through the
time-independent Schro¨dinger equation (TISE), in which the application of
the Hamiltonian operator Hˆ(r) on Ψ(r) gives the total energy E:
Hˆ(r)Ψ(r) = E(r)Ψ(r) (2.2)
It is possible to demonstrate that each state can be expanded on an finite
orthonormal basis of states of the Hilbert space:
Ψ(r) =
∑
i=1
ciψi(r) (2.3)
where:
〈ψi | ψj〉 = δij (2.4)
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For non-relativistic particles, the total Hamiltonian operator can be writ-
ten as:
Hˆ(r) = −1
2
N∑
i=1
1
mi
∇2i + Vˆ (r) (2.5)
The first term corresponds to the kinetic energy and Vˆ (r) to the potential
created by the N particles of the system. Since the latter term depends on the
coordinates of several particles and that the TISE is a second order differential
equation, Equation (2.2) cannot be solved analytically for more than two par-
ticles (hydrogen-like atom systems). Then, methods based on approximations
have been developed in order to tackle the many-body problem.
In atomic and molecular physics, a starting point for the resolution of
the TISE is the approximation proposed in 1927 by Born and Oppenheimer:
taking into account the fact that electrons move much faster than nuclei, it is
reasonable to decouple their respective movements and write the wavefunction
of the system as a product of the nuclear and the electronic wavefunction (see
Section 1.2):
Ψ (r,R) = ψ (r,R)χ (R)
The polyelectronic wavefunction only depends parametrically on the coor-
dinates of the nuclei R and both wavefunctions are eigenfunctions of a TISE.
It is an important fact to note that the nuclear TISE depends explicitly on
the electronic energy, i.e. the potential that the nuclei “feel” at different co-
ordinates R. This implies that the electronic TISE has to be solved in a first
step in order to obtain the eigenvalue that will then be used to solve the nu-
clear TISE. In the following sections, we will detail some of the most popular
quantum chemistry methods (mainly the ones used to perform the calculations
presented in this work) that permits to solve the electronic TISE. A particular
attention will be devoted to the description of the density functional theory
(DFT), used to calculate the electronic dipole couplings, as well as some of
the potential energy curves for the molecules of interests.
2.1.2 Molecular orbital theory
The Schro¨dinger equation is the keystone of the chemical physics because it
gives access to the complete information of the system via the eigenfunctions.
More than the nuclei, the electrons determine the chemical properties of in-
terest of the system. For this reason, a constant effort has been provided in
order to solve the electronic TISE.
Considering the general case of a molecule made up of M atoms and N
electrons, the electronic Hamiltonian is given by:
Hˆ (r,R) = −1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
α=1
Zα
|ri −Rα| +
N∑
i=1
N∑
j>i
1
|ri − rj | (2.6)
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The hamiltonian can also be written under the form:
Hˆ (r,R) =
N∑
i=1
hˆi (r,R) +
N∑
j>i
1
|ri − rj | (2.7)
where the one-electron operator is defined by:
hˆi (r,R) = −1
2
∇2i −
M∑
α=1
Zα
|ri −Rα| (2.8)
The barrier to the analytical resolution arises from the bielectronic term
in Equation (2.7). A logical idea to overcome this difficulty is to approximate
this part of the Hamiltonian using an effective potential. All of the methods
presented here are based on such approximation and lay on the molecular or-
bital theory. This theory treats the electrons as moving in the whole molecule
under the influence of the other particles which compose the system. Each of
these electron is described by a wavefunction ϕi called molecular orbitals and
which compose an orthogonal basis set for the total electronic wavefunction
of the system:
ψ (r,R) =
N∏
i=1
ϕi (r,R) (2.9)
where N is the number of electrons of the system. This definition, also
known as the Hartree product does not satisfy the Pauli exclusion principle
which edicts that since electrons are fermions, the electronic wavefunction
has to be antisymmetric by exchange of two electrons. The antisymmetry
requirement was carried out in 1929 by John C. Slater with the use of a
determinant which guarantees the sign change of the total wavefunction when
two columns are exchanged. By splitting the monoelectronic wavefunction
into a spatial and spin part (ϕi = αϕi and ϕ¯i = βϕi), then we can write the
polyelectronic wavefunction as:
ψ (r,R) =
1√
N !
∣∣∣∣∣∣∣∣∣
ϕ1(r1) ϕ¯1(r1) ϕ2(r1) . . . ϕ¯N (r1)
ϕ1(r2) ϕ¯1(r2) ϕ2(r2) . . . ϕ¯N (r2)
...
...
...
...
...
ϕ1(rN) ϕ¯1(rN) ϕ2(rN) . . . ϕ¯N (rN)
∣∣∣∣∣∣∣∣∣ (2.10)
2.1.3 The Hartree-Fock method
The first “procedure“ elaborated to handle the many-body Schro¨dinger equa-
tion from fundamental physical principles was developed in 1927 by Douglas
R. Hartree and subsequently completed by John C. Slater and Vladimir A.
Fock in 1930. Although this method was a real improvement in comparison
with simpler empirical methods developed on the Bohr’s model, it required
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the advent of the first computers in the 1950’s before starting to be efficiently
implemented. In fact, due to the relatively weak computational resources
available at the early years of the method, Hartree-Fock calculations were
restricted for quite a long time to the study of atomic systems.
The electronic TISE (2.1.1) can be rewritten in order to obtain a simplest
expression for the energy of the system:
E =
∫
ψ∗Hˆψdτ∫
ψ∗ψ
=
∫
ψ∗Hˆψdτ (2.11)
where we have considered ψ normalized to 1. In the Hartree-Fock approx-
imation, the polyelectronic wavefunction ψ is defined as a single Slater deter-
minant. The integral from Equation (2.11) can be further simplified using the
Slater-Condon rules. These rules permit to reduce the integral of N-electron
wavefunctions constructed as Slater determinants to sums over integrals of in-
dividual molecular orbitals. It follows that for a one-body operator, the matrix
elements for two wavefunctions differing by more than two orbitals vanish. In
a close-shell system, there as much electrons with spin α than electrons with
spin β. In such case, assuming that an electron with spin α occupies the same
spatial orbital than another electron with spin β, the energy in Equation (2.11)
becomes:
E = 2
N/2∑
i=1
hi +
N/2∑
i=1
N/2∑
j=1
(2Jij −Kij) (2.12)
The first term corresponds to the kinetic energy of the electrons plus their
energy of interaction with the nuclei:
hi =
∫
ϕ∗i (r1)
(
−1
2
∇2i −
M∑
α=1
Zα
|r1 −Rα|
)
ϕi(r1)dr1 (2.13)
The second term corresponds to the energy due to the Coulomb interaction
between an electron in orbital i and an electron in orbital j:
Jij =
∫
ϕ∗i (r1)ϕ
∗
j (r2)
1
|r1 − r2|ϕi(r1)ϕj(r2)dr1dr2 (2.14)
The third term corresponds to the exchange energy which is a pure quan-
tum effect arising from the exchange of two electrons:
Kij =
∫
ϕ∗i (r1)ϕ
∗
j (r2)
1
|r1 − r2|ϕj(r1)ϕi(r2)dr1dr2 (2.15)
In ”unrestricted“ Hartree-Fock, for every spatial orbital ϕi(r1), there is an
equation of the form:
fˆ(1)ϕi(r1) = εiϕi(r1) (2.16)
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fˆ is the Fock operator defined as:
fˆ(1) = hˆi(1) +
N/2∑
j=1
(
2Jˆj(1)− Kˆj(1)
)
(2.17)
where:
hˆi(1)ϕi(r1) =
(
−1
2
∇21 −
M∑
α=1
Zα
|r1 −Rα|
)
ϕi(r1) (2.18)
Jˆj(1)ϕi(r1) = ϕi(r1)
∫
ϕ∗j (r2)
1
|r1 − r2|ϕj(r2)dr2 (2.19)
Kˆj(1)ϕi(r1) = ϕj(r1)
∫
ϕ∗j (r2)
1
|r1 − r2|ϕi(r2)dr2 (2.20)
The summation in Equation (2.17) define the electrostatic Hartree poten-
tial VH(ri) felt by the electron i:
VH(ri) =
N/2∑
j=1
(
2Jˆj(i)− Kˆj(i)
)
(2.21)
In other words, the Hartree approximation reduces the interaction between
N electrons to an interaction between each electron and a homogeneous charge
distribution of the N−1 other electrons. Nevertheless, this mean field approx-
imation is in many cases much too radical since it cannot take into account
any electronic correlation effects.
The variational principle can be applied in order to improve systematically
the value of the energy. According to this principle, any normalized trial
wavefunction Ψ will have an expectation value W that is greater than or
equal to the true ground state of the system E0:
〈Ψ
∣∣∣Hˆ∣∣∣Ψ〉 =W ≥ E0 (2.22)
Practically, the variational principle is implemented following the Self Con-
sistent Field procedure (SCF): an initial guess for the wavefunction is used in
order to calculate the first value of W which will then be improved iteratively
varying some parameters until reaching a certain convergence. As one can see,
the variational theorem implies a simple procedure to ensure that the calcu-
lated energy is correct enough. Nevertheless, one has to keep in mind that
although a specific wavefunction provides a reasonable value for the energy,
this doesn’t mean that the same wavefunction is adapted to describe other
properties of the system. The variational method can be applied to Equa-
tion (2.12) with the condition that the orbitals keep being orthonormal one to
each other during the SCF procedure.
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In the Hartree-Fock approximation, the energy result is affected by an error
which is related to the strength of the correlation energy Ecorr in the system:
Ecorr = Eexact − ElimHF (2.23)
where Eexact corresponds to the exact energy of the system and ElimHF to
Hartree-Fock energy obtained with a complete basis set.
Such correlation energy is partly due to the electronic dynamical corre-
lation which is characterized by the fact that the electrons are not moving
independently (the motion of one affects all the others). Part of the dynamic
correlation is due to the Coulomb interaction which makes the electrons re-
pelling each others. In fact, it is said that the electron create a Coulomb
hole around its position because this electrostatic repulsion ensures that no
other electron will occupy the same region of the space. It has to be noticed,
however, that the Coulomb interaction is not the only origin of this repulsion.
Indeed, the Pauli exclusion principle implies that two fermions of same spin
cannot occupy the same position simultaneously. Then, any electron create
another kind of hole, called Fermi hole, which prevent the presence of another
one.
When the molecular geometry is stretched, the dynamical correlation be-
comes less important because the distances between electrons are getting
larger. However, the correlation energy increases with the stretching which
suggests that it exists a non-dynamical source to the correlation energy.
Considering from one side the serious limitations of the Hartree-Fock meth-
ods and from the other side the constant progress in computing technologies,
a considerable scientific effort has been dedicated to the development of en-
hanced ab initio methods: the so-called post-Hartree-Fock methods. This
new generation of methods is inspired by the Hartree-Fock former one but lies
on different approximations. Although there’s a panel of post-Hartree-Fock
methods, all of them are designed with the same ambition: recovering some
of the dynamical and non-dynamical correlation that is not included in the
Hartree-Fock method. In this perspective, the first logical step is to go be-
yond the monodeterminantal expression of the wavefunction by considering
configuration of interactions.
2.1.4 Configuration interaction
It has been observed that in some cases (e.g., for degenerate states), the system
is better described when the total wavefunction is expressed as a linear combi-
nation of determinants. The determinant corresponding to the ground state is
given by the Hartree-Fock method. The additional determinants correspond to
electronic configurations in which electrons are promoted into virtual orbitals.
Such determinants represent excited states, whose contribution to the total
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wavefunction of the ground state decrease with the order of excitation. The
configuration interaction (CI) method exploits this idea, allowing the electrons
to move more freely since they can occupy virtual orbitals. In this scheme,
the total wavefunction is written:
Ψ = a0ΨHF +
occ.∑
i
vir.∑
r
ariΨ
r
i +
occ.∑
i<j
vir.∑
r<s
arsijΨ
rs
ij +
occ.∑
i<j<k
vir.∑
r<s<t
arstijkΨ
rst
ijk+ · · · (2.24)
where i and j are the occupied MOs in the reference Hartree-Fock wave-
function, r and s the virtual MOs and where the number of index determine
the number of considered excitations (for example, two excitations for Ψrsij :
i→ r and j → s).
The CI calculation can take advantage of the symmetry properties of the
system since it is known that only states of same symmetry will couple. Then,
the linear combination in (2.24) can be reduced to a basis of states with the
same spatial and spin symmetry, also called CSFs (configuration state func-
tions). It can be shown very simply that, according to the Slater-Condon
rules, the Hartree-Fock determinant ΨHF only couples with doubly-excited
states Ψrsij , and the singly-excited states Ψ
r
i with some singly-, doubly- and
triply-excited states Ψrstijk. This analysis can be extended to further orders of
excitation and demonstrates that for each order of excitation, there exist de-
terminants which couple and contribute ”directly“ or ”indirectly“ to the total
energy E.
Then, for a basis of N CSFs, the full-CI solution is given by the N roots
of the CI secular equation:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H11 − E H12 . . . H1j . . . H1N
H21 H22 − E . . . H2j . . . H2N
...
...
...
...
...
...
Hi1 Hi2 . . . Hij − E . . . HiN
...
...
...
...
...
...
HN1 HN2 . . . HNj . . . HNN − E
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (2.25)
where:
Hij =
〈
Ψi
∣∣∣Hˆ∣∣∣Ψj〉 (2.26)
Hˆ being the Hamiltonian of the system.
The configuration interaction method does not contain approximation and
exact solutions for the total wavefunction can be found if all the configurations
are taking into account. Such situation is referred as a full-CI calculation. Un-
fortunately, it is only possible for atoms or small molecules with about a dozen
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or fewer electrons because the number of determinants required in expansion
grows factorially with the number of electrons and orbitals. Often, the basis
of electronic configurations has to be truncated to a certain order of exci-
tations. Such approximation is justified by observing that the Hartree-Fock
determinant generally contributes for 90% to the total wavefunction and that
the rest (the electronic correlation) is mainly composed by single- and double-
excitations. For this reason, truncated CI’s methods are a good compromise
for accurate calculations on ”medium” systems (such as the molecules inves-
tigated in this work), although they present the main disadvantage to be not
size consistent.
2.1.5 Complete active space self consistent field method
The multiconfigurational self-consistent field (MCSCF) method is a CI method
in which accurate reference electronic states1 are generated. Multiconfigura-
tional because it consists in expanding the total wavefunction of the system on
a linear combination of CSFs (as in the CI case). Self consistent field because
the orbitals are also optimized for this combination of configurations. For this
reason, the method can be considered in between the CI method (where the
molecular orbitals are not varied but the expansion of the wave function) and
the HartreeFock method (where there is only one determinant but the molec-
ular orbitals are varied). The SCF procedure is much complex and harder to
converge than for the Hartree-Fock method. Also it is not possible to associate
eigenvalues to the MCSCF orbitals. However, it is still possible to define the
occupation number η as a function of the occupation numbers of the CSFs η′:
ηi =
Nc∑
j
η′i,ja
2
j (2.27)
where Nc is the number of configuration state functions and aj their asso-
ciated coefficients from the linear combination of configurations.
Because of the orthogonality of the CSFs and for a normalized MCSCF,
the coefficients satisfy:
Nc∑
j
a2j = 1 (2.28)
By including the orbital optimization in the SCF, the MCSCF allows the
MOs to be partially occupied and then to describe quasi-degeneration effects
which is part of the non-dynamical correlation. However, the relaxation of
the MOs does not permit to recover any dynamical correlation which depend
mainly on the number of CSFs included. In a more general aspect, the com-
putational cost and accuracy of a MCSCF calculation is determined by the
1The Slater determinants from which the excitations are performed are called reference
states or reference determinants.
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choice (number and type) of the electronic configurations used in the linear
expansion. This basis of configurations constitutes the active space and has
to be defined manually for each calculation. It is the main disadvantage of the
method since the choice of the active space cannot always be deduced from
simple chemical considerations and often requires practical experience. A very
common option is the so-called complete active space (CAS) which divides the
included orbitals in two categories: the inactive and the active ones. The for-
mers are fixed to a specific occupation number (0 or 2) while the actives MOs
are used to generate all possible CSFs (which corresponds to a full-CI). The
number Nc of singlet CSFs is given by the combination of n electrons in m
orbitals:
Nc =
m! (m+ 1)!(
n
2
)
!
(
n
2 + 1
)
!
(
m− n2
)
!
(
m− n2 + 1
)
!
(2.29)
Practically, this number Nc is considerably reduced by considering the molec-
ular symmetry (see Table 2.1). The choice of the CAS depends as much on
the molecule as on the phenomenon to be studied. Then, each CASSCF cal-
culation requires a precocious parametrization otherwise fallacious results can
be obtained. There are no systematic methods to detect such errors, but it
exists general rules that can be used in a first step to choose the CAS:
• Each occupied orbital is generally associated with a correspondent vir-
tual orbital and consequently n and m should not be so different
• The highest occupied orbitals and the lowest virtual orbitals are prefer-
entially chosen
• The natural orbitals analysis from ab initio methods helps to select the
active orbitals according to their occupation numbers (between 0.2 and
1.98)
As an example, we will present in the following the CAS that has been
chosen in this work to calculate the potential energy curves of isoelectronic
N2 and CO molecules. For the ground state and homo ionized states of both
molecules, we made use of a common CAS that is illustrated in Figure 2.1.
As can be seen, the occupied orbitals (1σ2g , 1σ
2
u, 2σ
2
g , 2σ
2
u, 1π
4
u, 3σ
2
g for N2
and 1σ2, 2σ2, 3σ2, 4σ2, 1π4, 5σ2 for CO) are obviously taken into account. In
both cases, the core orbitals are not included in the optimization procedure
and are “frozen” since they are well separated energetically with respect to the
other orbitals and are not expected to exert a strong influence on them. Based
on calculations previously reported in the literature for N2 [17, 294] and CO
[18, 113] it appears sufficient for the purpose of this work to include the two
first virtual orbitals (3σ2u, 1π
4
g for N2 and 6σ
2, 2π4 for CO). Table 2.1 presents
the number of CSFs included in the calculation of the ground states of N2,
N+2 , CO and CO
+. The notation (n,m) denotes the span of the considered
active configuration space, i.e., the n electrons in the m active orbitals.
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N
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Figure 2.1: Complete active space for the present calculation of N2 and CO
Molecule Symmetry CAS Nc CSFs
N2 D∞h (10,8) 1176 176
N+2 D∞h (9,8) 2352 308
CO C∞v (10,8) 1176 328
CO+ C∞v (9,8) 2352 616
Table 2.1: Number of CSFs for each calculation.
The multireference configuration interaction (MRCI) is formally equiva-
lent to the standard CI except that it makes use of a MCSCF wavefunction
as reference instead of the Hartree-Fock one. Thus, a preliminary MCSCF
calculation has to be performed. The CASSCF/MRCI method can then be
summarized in three calculation steps:
HF → CASSCF → MRCI
The CASSCF step represents an additional computational effort but the
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use of a better reference determinant can make the convergence faster in the
MRCI. Despite of this, CASSCF/MRCI is rather expensive compared to other
ab initio methods. Its use is limited to rather small systems and has been
applied in this work only to N2 and CO. A further limitation comes from the
fact that most of the commercial programs that implement the method do
not give the possibility to choose explicitly the electronic configurations to
be included in the CSFs expansion. Due to this technical limitation and to
the variational principle, the system will always decay in the lowest energy
state of specified symmetry. Then, optimization of higher energy states of
same symmetry is a nontrivial task. In the present study, only the ground
states and the three first valence ionized states of N2 and CO have been
calculated. The potential energy curves for the core ionized states cannot
be obtained via the CASSCF/MRCI method since a variational calculation
leads inevitably to the decay of an electron from the HOMO to the singly
occupied core orbital. For such electronic states, and in the case of more
complex molecules (for which CASSCF/MRCI is unadapted), the potential
energy curves have to be obtained using alternative methods. A way to proceed
consists in fitting experimental vibrational energies in order to derive the semi-
empirical analytical Morse potential (see Section 3.2). The limitation of this
method is intrinsic to the Morse potential approximation since it considers
only the first order anharmonic term. Also, the quality of the fitting depends
mainly on the reliability of the experiment which is never easy to determine.
Computational methods which are not based on the CI principle constitute also
possible alternatives to the problem. It is the case of the density functional
theory (DFT) which has been employed in the present work to obtain the
PECs of C2H2 and CF4 molecules but also to calculate the electronic dipole
couplings of all of the systems. A detailed description of the DFT formalism
is exposed in the following section.
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2.2 Density functional theory
2.2.1 The time-independent density functional theory
The electronic density
As seen in the previous sections, ab initio methods use the wavefunction as
a starting point to determine the properties of the system. Nevertheless, one
can also wondering if it is possible to investigate the electronic structure by
using a different quantity. Indeed, the computational effort of the calculation
is mainly due to the fact the wavefunction depends on 3N variables (where
N is the total number of particles of the system). The main goal of the
density functional theory (DFT) is to replace the multielectronic wavefunction
by a rather simple quantity: the electronic density. In this sense, the DFT
formalism is a quantum reformulation of the N -body problem into a one-body
problem. Because it depends only on 3 variables, the electronic density is easier
to manipulate, mathematically and numerically speaking. The central idea of
DFT is to consider that the electronic density can also be used to determine
entirely the properties of the system. We consider a system of N electrons
represented by the wavefunction Ψ (r1, r2, . . . , rN ) where ri corresponds to the
spatial and spin coordinates of the electron i. This quantity is obtained by
integrating the density function over the coordinates of all the other electrons:
ρ (ri) = N
∫
· · ·
∫
ψ∗(r1, r2, . . . , ri, . . . , rN ) (2.30)
×ψ(r1, r2, . . . , ri, . . . , rN )dr1, dr2, . . . , dri−1, dri+1, . . . , drN
According to the Born interpretation, this density divided by N determines
the probability of finding an electron in a volume element independently of
the other N − 1 electrons. This function has notable properties2:
• ρ (r) ≥ 0
• lim
r→∞ ρ (r) = 0
•
∫
ρ (r) dr = N
Since the Hamiltonian involves integral running over two particles, it is
useful to define the second order density:
ρ (ri, rj) (2.31)
= N(N − 1)
∫
· · ·
∫
ψ∗ψdr1, . . . , dri−1, dri+1, . . . , drj−1, drj+1, . . . , drN
2Because electrons are indistinguishable: ρ (ri) = ρ (rj) = ρ (r).
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It can be demonstrated that the bielectronic density considers the Pauli
exclusion principle (or Fermi’s correlation in the DFT terminology):
ρ (ri, ri) = −ρ (ri, ri) = 0 (2.32)
We have seen that post Hartree-Fock methods had to be developed in order
to take into account the correlation energy that arises from the Coulomb in-
teraction between electrons. This correlation as well as the Fermi’s correlation
avoids that the second order density factorizes as:
ρ (ri, rj) =
N
N − 1ρ (ri) ρ (rj) (2.33)
This expression implies that electrons i and j simply do not interact one
with the other. Such situation does not correspond is not physical and so that
we define a function f (ri, rj) that correlates both electrons:
ρ (ri, rj) = ρ (ri) ρ (rj) [1 + f (ri, rj)] (2.34)
Considering the conditional probability of finding the electron j when the
position of electron i is known:
P (rj |ri) = ρ (ri, rj)
ρ (ri)
(2.35)
it is possible to describe how an electron affects the behavior of another
one. Then, the function hXC that account for the correlation between two
electrons can be evaluated by subtracting the monoelectronic density of the
electron j to its conditional probability:
hXC (ri, rj) = P (rj |ri)− ρ (rj) = ρ (rj) f (ri, rj) (2.36)
Because the conditional probability ingrate to N − 1 and ρ (rj) to N , the
integral of the correlation function over the coordinates of the electron j is:∫
hXC (ri, rj) drj = −1 (2.37)
This result describes the effect of the interelectronic repulsions. In partic-
ular, the correlation function prevents an electron to be in the region where
another electron ”stands“. This property is known as the exchange correlation
hole.
The exchange correlation function can be split in two terms: the exchange
function hX which corresponds to the Fermi’s hole and runs over the spins of
same sign and the correlation function hC which corresponds to the Coulomb
hole and originates from the Coulomb interaction of electron:
hXC (ri, rj) = h
si=sj
X (ri, rj) + h
si 6=sj
C (ri, rj) (2.38)
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The objective of DFT is to use the electronic density as the central vari-
able from which the properties of the system will be extracted. The elec-
tronic density should then contain the essential information needed to build
the Hamiltonian operator Hˆ. It can be shown that the number of electrons,
the position of each nucleus and their respective charge are correctly described
by the electronic density. It is then reasonable to think that the electronic den-
sity contain sufficient information to define the Hamiltonian of the system and
that the energy can be expressed as a function of it.
The Hohenberg-Kohn theorem
The applicability of the density to the treatment of the Schro¨dinger equation
has been confirmed by Pierre C. Hohenberg and Walter Kohn in 1964 [163]
through the formulation of two theorems:
• The ground-state energy from the Schro¨dinger equation is a unique func-
tional of the electron density
• The electron density that minimizes the energy of the overall functional
is the true electron density corresponding to the full solution of the
Schro¨dinger equation.
The consequences of the Kohn and Hohenberg’s statements are major: the
density functional theory is formally exact and could give, in principle, the ex-
act energy of the ground state through the variational method. By extension,
any observables can also be calculated exactly from the density of the ground
state, i.e. any observable is a density functional of the ground state.
The exact energy E0 of the ground state is then a functional of the ground
state density ρ0:
E0[ρ0] = T [ρ0] + VeN [ρ0] + Vee[ρ0] (2.39)
In principle, from a system to another, only the term that describes the
interaction between electrons and nuclei is changing.
Rewriting the equation of the energy for any density ρ and splitting the
contributions of the dependent and independent terms, we obtain:
E[ρ] = FHK [ρ] + VeN [ρ] (2.40)
where FHK corresponds to the (universal) Hohenberg-Kohn functional de-
fined as:
FHK [ρ] = T [ρ] + Vee[ρ] (2.41)
where T is the kinetic energy:
T [ρ (r)] =
〈
ψ
∣∣∣∣−12∇2
∣∣∣∣ψ〉 (2.42)
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VeN is the attraction potential created by the nuclei:
VeN [ρ (r)] =
〈
ψ
∣∣∣∣∣−
M∑
α=1
Zα
|r−Rα|
∣∣∣∣∣ψ
〉
= −
M∑
α=1
∫
Zα
|r−Rα|ρ (ri) dri (2.43)
and where the bielectronic term Vee is given by:
Vee [ρ (r)] =
〈
ψ
∣∣∣∣∣∣
N∑
i
N∑
j>i
1
|ri − rj |
∣∣∣∣∣∣ψ
〉
=
1
2
∫∫
ρ (ri, rj)
|ri − rj | dridrj (2.44)
=
1
2
∫∫
ρ (ri) ρ (rj)
|ri − rj | dridrj︸ ︷︷ ︸+
1
2
∫∫
ρ (ri)hXC (ri, rj)
|ri − rj | dridrj︸ ︷︷ ︸
J [ρ (r)] Exc [ρ (r)]
The term denoted Exc is called exchange-correlation energy and is un-
known. It is considered as the non-classical contribution to th electron-electron
interaction. As it can be seen, the second Hohenberg-Kohn theorem gives the
method to obtain the energy of the system. More precisely, it shows that the
variational principle applied with a self-consistent field acting on the density
of the system should lead in principle the exact energy of the ground state
(although it is known than DFT can lead to lower energy values). According
to this theorem, DFT is in principle restricted to the calculation of properties
associated with the ground state.
The Kohn-Sham approach
Although the variational method can be uses in principle to calculate these
properties, its implementation in the DFT formalism is however not straight-
forward. In fact, many models have been developed, such as the Thomas-Fermi
model and its derivatives, but they generally make drastic approximations
which affect the accuracy of the calculations. In 1965 [197], Walter Kohn
and Lu Jeu Sham proposed a simple and accurate approach to the problem:
they suggested to introduce monoelectronic wavefunctions to the formalism.
Therefore, the kinetic-energy term can be easily computed:
Ts [ρ] =
N∑
i
〈
ϕi
∣∣∣∣−12∇2
∣∣∣∣ϕi〉 (2.45)
where:
ρ (r) =
N∑
i
ϕ∗i (r)ϕi (r) (2.46)
As in the Hartree-Fock approximation, the total wavefunction is expressed
as a Slater determinant of N occupied orbitals ϕi (r). However, it is important
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to underline that these monoelectronic wavefunctions do not correspond rigor-
ously to the molecular orbitals and are consequently denominated Kohn-Sham
orbitals. This new representation provides a determinantal wavefunction of N
non-interacting electrons which evolves in an effective potential created by
the rest of the electrons (as in the Hartree-Fock model) and described by the
effective single-particle potential vs. Then the Hamiltonian is written:
Hˆs (r) = Tˆs +
N∑
i
vs[ρ (r)] (2.47)
where it can be seen that bielectronic terms are not included. From Equa-
tions (2.45) and (2.47), it is possible to define the one-electron Hamiltonian
and then to reduce the problem to a set of N independent equations:(
−1
2
∇2 + vs[ρ (r)]
)
ϕi (r) = ǫiϕi (r) (2.48)
Such equation leads to an exact solution which is uniquely defined for any
density but describes an independent-particle system. Returning to Equa-
tion (2.41), the Hohenberg-Kohn functional can be rewritten as:
FHK [ρ] = Ts[ρ] + J [ρ] + Exc[ρ] (2.49)
where the exchange-correlation energy is given by:
Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ] (2.50)
where J [ρ] is the electrostatic Hartree potential and Exc[ρ] the exchange-
correlation energy due to the interaction between the electronic cloud and the
exchange correlation hole. This term accounts for the difference between the
two kinetic energies and for the non-classical part of the bielectronic term. It
includes all the quantum contributions to the electronic correlation but also
the correction to the self-interaction (induced by J [ρ]) for each electron. The
Euler equation then becomes:
µ = vKS [ρ (r)] +
δTs[ρ (r)]
δρ (r)
(2.51)
where:
vKS [ρ (r)] = veN [ρ (r)] +
δJ [ρ (r)]
δρ (r)
+
δExc[ρ (r)]
δρ (r)
(2.52)
= veN [ρ (r)] + vH [ρ (r)] + vxc[ρ (r)]
and where the Hartree potential vH accounts for the classical electrostatic
interaction between electrons:
vH [ρ (r)] =
∫
ρ (r′)
|r− r′|dr
′ (2.53)
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The original idea of Kohn and Sham is in fact to consider the system as a
system of non-interacting electrons moving in the external potential vs = vKS
defined in Equation (2.48). Then, the monoelectronic wavefunctions should
satisfy the equation:(
−1
2
∇2 + vKS [ρ (r)]
)
ϕi (r) = ǫiϕi (r) (2.54)
This set of equations are known as the Kohn-Sham equations. As in the
Hartree-Fock model, they can be solved self-consistently from a set of Kohn-
Sham orbitals which are improved iteratively (see Figure 2.2).
Yes
No
Figure 2.2: Self consistent field procedure applied to DFT.
It is important to stress that the Kohn-Sham equations are formally exact
since they do not include any approximations. In principle, if the exchange-
correlation functional were known, it would be possible to calculate the exact
energy of the ground state. However, in practice, vxc[ρ (r)] is too complicated
and has to be approximated via semi-empirical considerations. There exist a
multitude of exchange-correlation functionals which have been developed from
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the beginning of the DFT. It each one has been designed with the objective
to improve the description of particular properties in specific systems.
2.2.2 Exchange-correlation functionals
So far, we have described an exact theory which treats rigorously the kinetic
energy term and gathers the complexity of the many-particle problem (the part
of the kinetic energy due to the interacting system, the non-classical electron-
electron interaction and the self-interaction correction) into the exchange-
correlation functional. However, implementation of the Kohn-Sham scheme
requires to give a formulation to this functional. It is achieved by the devel-
opment of semi-empirical algorithms based on different approximations. This
particular point constitutes a peculiarity of DFT, as it rises the question of
its affiliation to the ab initio methods category. In fact, the advantage and
the disadvantage of DFT compared to standard ab initio methods is that it is
always possible to find a better functional for a proper system, but there’s no
systematic way towards improve them. There exist different classes of func-
tionals, depending on the nature of the approximation that is made. The first
two important classes are the so-called local density approximation (LDA) and
the generalized gradient approximation (GGA).
Local density approximation
The starting point of any approximations to the exchange-correlation func-
tional is to consider an uniform electron gas of density ρ. This assumption
implies that the electrons are moving on a positive background charge dis-
tribution which is constant everywhere and that the ensemble composed of
infinite particles in an infinite volume is electrically neutral. Logically, such
approximation is adapted for the description of simple metals but is expected
to be inaccurate to treat atoms or molecules. For this reason, and until the
advent of the generalized gradient approximation, DFT was mostly employed
by solid-state physicists rather than chemists.
Defining εxc[ρ (r)] as the exchange-correlation energy per particle, the
exchange-correlation energy in the local density approximation is written:
ELDAxc [ρ (r)] =
∫
ρ (r) εxc[ρ (r)]dr (2.55)
and:
vLDAxc [ρ (r)] =
δELDAxc [ρ (r)]
δρ (r)
= εxc[ρ (r)] + ρ (r)
εxc[ρ (r)]
δρ (r)
(2.56)
Then, Kohn-Sham equations read:(
−1
2
∇2 + veN [ρ (r)] + vH [ρ (r)] + vLDAxc [ρ (r)]
)
ϕi (r) = ǫiϕi (r) (2.57)
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The one-particle exchange-correlation function εxc[ρ (r)] can be split in its
two contributions:
εxc[ρ (r)] = εx[ρ (r)] + εc[ρ (r)] (2.58)
The first term in Equation (2.58) was already derived in the late 1920’s by
Bloch and Dirac (see [277]):
εx[ρ (r)] = Cx
∫
ρ4/3 (r) dr (2.59)
with:
Cx = −3
4
(
3ρ (r)
π
)1/3
(2.60)
Improvement to the exchange energy is obtained by introducing a semi-
empirical parameter α into the pre-factor Cx:
εxα[ρ (r)] = −9
8
(
3
π
)1/3
α
∫
ρ4/3 (r) dr (2.61)
This term is known as the Xα exchange energy.
Unfortunately, no such analytical expression exist for the correlation func-
tional. In order to give an approximated expression of εc (ρ), various authors
have developed functionals that fit the results provided by Monte-Carlo sim-
ulations of homogeneous electron gas: the Vosko-Wilk-Nusair (VWN) [417]
(the most famous), the Perdew-Zunger (PZ81) [287], the Cole-Perdew (CP)
[67], the Perdew-Wang (PW91) [286, 285] (the most accurate), etc.
In the local density approximation, the value of the density of the inhomo-
geneous system is used to calculate the exchange and correlation energy cor-
responding to a homogeneous system and then introduced in Equation (2.55).
It is said ”local” because the energies are calculated assuming that the density
in the neighboring of each positions varies sufficiently smoothly to be consid-
ered constant (i.e. locally uniform). Although the local density approximation
seems to be drastic, experience shows that it has a wide range of applicability
and its predictions are generally comparable or even better than the Hartree-
Fock ones. In the case of molecules, it has been observed that properties such
as equilibrium geometries or harmonic frequencies are in good agreement with
high level ab initio calculations [195, 386]. As we will see concretely with the
calculations performed in this study, LDA is however quite inaccurate when
used to obtain energetic informations (e.g., [365]). LDA is globally a good
approximation since it satisfies the most essential conditions which are:
• the sum-rules
• the cusp condition
• the negativity of the exchange hole
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Generalized gradient approximation
The generalized gradient approximation (GGA) is an improved version of the
local density approximation. The idea is to supplement the information given
by the density at each position ρ (r) by the information given by the gradient
of this density ∇ρ (r). Such transformation is made to account for the non-
homogeneity of the true electron density. Mathematically, it is equivalent to
develop the exchange-correlation functional in a Taylor series and to retain up
to the first order term:
EGEAxc [ρα (r) , ρβ (r)] =
∫
ρ (r) εxc[ρα (r) , ρβ (r)]dr (2.62)
+
∑
σ,σ′
∫
Cσ,σ
′
xc [ρα (r) , ρβ (r)]
∇ρσ (r)
ρ
2/3
σ (r)
∇ρσ′ (r)
ρ
2/3
σ′ (r)
dr+ · · ·
where GEA stands for gradient expansion approximation and where σ and
σ′ are running on the spin state. Contrary to the expectations, adding this
term in the Taylor series expansion of the exchange-correlation functional does
not lead to any improvements, and surprisingly gives in some cases even worse
results than LDA. Such failure is mainly due to the fact that the new exchange-
correlation functional does not satisfy so well the most essential conditions
for the exchange-correlation hole explained before. A way to overcome this
problem is to force the GEA holes to respect these conditions everywhere
and define exchange-correlation functionals (now called generalized gradient
approximation) which are not completely derived from first principles but
developed semi-empirically. As for the LDA, the GGA exchange-correlation
functional is usually split in its two contributions:
EGGAxc [ρ (r)] = E
GGA
x [ρ (r)] + E
GGA
c [ρ (r)] (2.63)
The exchange part can be rewritten as a function of the LDA one:
EGGAx [ρ (r)] = E
LDA
x [ρ (r)]−
∑
σ
∫
F (sσ) ρ
4/3
σ (r) dr (2.64)
where F is an unknown function of the reduced density gradient of spin σ:
sσ (r) =
|∇ρσ (r)|
ρ
4/3
σ (r)
(2.65)
sσ (r) contains the dependence on ∇ρσ (r) and controls the local inhomo-
geneity of the functional. Thus, more homogeneity will be assume for large
gradients or when density is small (as for the Coulomb tail). Two classes of
analytical expression have been proposed for the function F in the late 1980’s.
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One depends on an empirical parameter β and has been formulated by Becke
in 1988 [24]:
FB88 (sσ) =
βs2σ
1 + 6βsσ sinh
−1 sσ
(2.66)
Many recent functionals such as FT97, PW91, CAM(A) and CAM(B)
are based on this function. The other class corresponds to rational functions
such as the one developed by Perdew in 1986 [282] and are free of empirical
parameter:
FB86 (sσ) =
1 + 1.296( sσ
(24π2)1/3
)2
+ 14
(
sσ
(24π2)1/3
)4
+ 0.2
(
sσ
(24π2)1/3
)61/15
(2.67)
Many semi-empirical functionals have been developed for the GGA cor-
relation part and are generally more complex. It would be tedious trying to
give here the expression of each of these functionals. For more information,
we let the reader refer to the Table 2.2 which presents a summary of the com-
mon names and the proper references associated with the most popular GGA
functionals.
EGGAx
B [24]
PW91 [284]
mPW [5]
PBE [283]
G96 [6]
O [153]
EGGAc
B95 [27]
PW91 [285]
PBE [283]
P86 [282]
LYPa [216]
Table 2.2: The most popular GGA functionals.
aContrary to all the other functionals, LYP is not based on the uniform electron gas but
on the correlation energy of the hellium atom.
All the mentioned exchange functionals can be combined with any of the
correlation functionals. Also, the difference in the results provided by the
use of different combinations is generally qualitatively small and in practice,
functionals of the same category are used together or correlation functionals
are combined with the Becke exchange one (e.g., BLYP or BP86). In any case,
the contribution of the exchange functional is almost always larger than the
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correlation one. For this reason, a particular attention has to be devoted to
the proper description of the Ex term.
Hybrid functionals
The main idea of this class of functionals is to use the exact Hartree-Fock
exchange functional and mix it with different correlation functionals:
Exc = E
HF
x + Ec (2.68)
It has been observed and discussed in 1993 by Axel Becke [25, 26] that
the use of several weighted exchange and correlation functionals together with
the exact Hartree-Fock exchange one leads to enhanced results. By using a
gradient corrected BPW91 functional and three semi-empirical parameters a,
b and c, he succeed in reproduce atomization, ionization energies and proton
affinities:
EB3xc = E
LSD
xc + a
(
EHFxc − ELSDx
)
+ bEBx + cE
PW91
c (2.69)
Along the years, many hybrid functionals have been developed and as
before, it would be a very tedious task to enumerate all of them. However, it
is important to mention the most popular one: B3LYP. This functional makes
use of the gradient-corrected BLYP functional:
EB3LY Pxc = (1− a)ELSDx + aEHFxc + bEB88x + cELY Pc + (1− c)ELSDc (2.70)
The most recent hybrid functionals generally make use of less semi-empirical
parameters and give very similar results to B3LYP.
Self interaction correction
So far, the use of approximated exchange-correlation functionals did not take
into account an effect that introduces a small error: the electronic self interac-
tion. This effect is clearly identified when looking to the Kohn-Sham energy
expression for a one electron system:
E[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] + EeN [ρ] (2.71)
where the electrostatic repulsion term is still:
J [ρ] =
1
2
∫∫
ρ (ri) ρ (rj)
|ri − rj | dridrj (2.72)
For a one-electron system, the term J [ρ] contains an unrealistic interaction
of the density with itself. The error introduced by the self-interaction can be
evaluated for the above-mentioned functionals by calculating the sum J [ρ] +
Exc[ρ]. Ideally, a self-interaction free functional should satisfy J [ρ] = −Exc[ρ],
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i.e., Equation (2.71) becomes the exact equation of an electron interacting with
a nucleus. But in practice, strong discrepancies are observed (see Table 2.3)
and are responsible for inaccurate energy values (as well as violation of the
variational principle).
Functional J [ρ] + Exc[ρ] (a.u.) E[ρ] (a.u.)
HF 0.0 -0.49999
SVWN 0.00277 -0.49639
BLYP 0.00140 -0.49789
B3LYP -0.00281 -0.50243
BP86 -0.00074 -0.50030
BPW91 -0.00460 -0.50422
Exact 0.0 -0.5
Table 2.3: Energies obtained for the hydrogen atom by using various exchange-
correlation functionals.
In 1981, Perdew and Zunger suggested a new scheme in which they derived
a new set of equations on the basis of the Kohn-Sham equations but intro-
ducing a self-interaction correction (SIC). The SIC-KS equations are more
complex than the standard KS ones since they involve an orbital dependent
potential. For this reason, the scheme is hardly implemented in the com-
mercial programs. This new scheme leads to significant improvement in the
energetic analysis of atoms but can also be responsible for a deterioration of
the results when applied to molecules. In particular, it has been pointed out
that the SIC-KS scheme used to fail in the description of dissociation curve
(such as H+2 ) due to a bad description of the delocalized exchange hole when
R→∞.
Asymptotic behavior
For the general purpose, a good description of the Kohn-Sham orbitals around
the nuclei is sufficient to provide accurate results. But the study of some
particular properties (such as the electronic affinity) or systems (such as the
interaction of a slow photoelectron with the residual ion) requires a better
description of the potential at large distances. The correlation term in this
case is not problematic since its effect is quite short-ranged. At large distances,
the exchange potential should tend as:
lim
r→∞V (r) = −
1
r
(2.73)
All the above-mentioned exchange functionals rather decrease exponen-
tially and then underestimate the attractive strength of the potential at large
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distances. Although standard functionals give accurate energy results, they
badly reproduce the asymptotic region.
Part of the calculations presented in this work makes use of the LB94 func-
tional. It is a less common functional developed in 1994 by Van Leeuwen and
Baerends [413] in order to describe correctly the asymptotic behavior of the
exchange-correlation potential for atoms and molecules. Showing that most
of the gradient-corrected potentials fail to reproduce accurately the atomic
potential decay at large distances and the density cusp at the nucleus, Van
Leeuwen and Baerends used the asymptotic limit of the exact Kohn-Sham po-
tential to derive a new function F . Comparison of energies and values of the
model potential at different distances for a series of atoms, showed that LB94
is much more accurate than LDA functional, specially for the energies and at
large distances. However, it has been observed that the model presents some
deficiencies, particularly in the atomic intershell region in which LDA excels.
But for the purpose of this work whose ambition is to describe continuum
states, LB94 seems to be a reasonable choice.
Usage
As seen in the previous sections, many functionals have been developed in the
last few decades. Because they lie on semi-empirical considerations and have
been designed to describe different theoretical aspects, these functionals have
not been used for the same purposes, in the same domains and have not been
employed with the same frequency among the years. Some of them became
obsolete while others revealed to work well in different areas and knew a frank
success. It is the case of the B3LYP hybrid functional which is nowadays
broadly used in computational chemistry or the PBE for materials (see Fig-
ure 2.3). The success of these two functionals is such that nowadays the usage
of the other functionals is reduced to 8% of the total.
Many studies have been carried out in order to determine the pros and
cons of DFT method. Also, an abundant literature can be found where sys-
tematical comparisons with experimental data and other ab initio results is
made. In spectroscopy, [350] shows for example that B3LYP calculations of an-
harmonicity and spectroscopic constants for some diatomic molecules (among
them, CO and N2) are reliables and comparable to the more expensive CCSD
and CCSD(T) methods. More particularly, Decleva et al. have shown that
LDA and LB94 functionals are well adapted for the description of continuum
states [363, 362].
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Figure 2.3: Number of papers published and containing the occurence DFT,
B3LYP and PBE in the last 25 years.
2.2.3 Time-dependent density functional theory
Time-dependent density functional theory (TDDFT) can be considered as an
extension of the time-independent density functional theory (TIDFT - also
called DFT in the previous and following sections). It allows to go beyond
the ground-state description by treating excitations and more general time-
dependent phenomena. The scheme of the extended theory is general and is
formulated according to two regimes:
• for a weak time-dependent potential (weak field), a linear-response of the
system can be assumed and time-dependent equations can be managed
at the first order of perturbation
• for a strong time-dependent potential (strong field), a full solution of the
Kohn-Sham equations has to be found
Taking into account the time evolution of the system, we settle the time-
dependent Schro¨dinger equation (TDSE):
i
∂
∂t
Ψ(r, t) = Hˆ (r, t)Ψ (r, t) (2.74)
in which the Hamiltonian reads:
Hˆ (r, t) = −1
2
N∑
i=1
∇2i −
N∑
i
M∑
α=1
Zα
|r−Rα| +
1
2
N∑
i,j
1
|ri − rj | + vext (r, t) (2.75)
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The first three terms (the kinetic energy, the Coulomb attraction between
the electrons and the nuclei and the Coulomb repulsion between the electrons)
are time-independent. Only the last term vext (r, t), which corresponds to the
laser field, carries the dependence in t.
In the dipole approximation, for a flux of photons dense enough to avoid
quantization but with an intensity sufficiently weak to avoid relativistic effects,
the laser field can be treated classically and reads in the length gauge:
vext (r, t) = Ef (t) sin (ωt)
N∑
i=1
ri · α (2.76)
where α stands for the polarization, ω the frequency, E the amplitude
of the electric field and f (t) the envelope of the laser pulse. So far, and in
the conditions of an appropriate laser field, the previous equations are exact
and (2.74) has been numerically solved for simple molecules such as H2 and
H+2 . However, practical complications arise when the Schro¨dinger equation is
applied to more complex molecular systems, as the ones of our interest. By
reducing the many-body TDSE to a set of one-body Kohn-Sham equations,
TDDFT propose a very convenient and elegant way to tackle this difficulty.
However, the Kohn-Sham equations as they have been derived in the time-
independent regime cannot be applied directly and carelessly. In particular,
the Hohenberg-Kohn theorem requires to be extended to the time-dependent
regime. As seen previously, this theorem implies that the variational principle
applied to the functional of the density is a valid technique for the determina-
tion of the ground-state energy. Unfortunately, this principle does not stand
for time-dependent systems since energy is no more a conserved quantity. A
time-dependent equivalent quantity can be found in the quantum mechanical
action defined as:
A [ψ] =
∫ t2
t1
dt
〈
ψ (t)
∣∣∣∣i ∂∂t − Hˆ (t)
∣∣∣∣ψ (t)〉 (2.77)
In 1984, Erich Runge and Eberhard K. U. Gross expounded a theorem
which states that all observables can be derived from the density functional
(as for the Hohenberg-Kohn theorem) and demonstrates3 that the quantum
mechanical action can be used in order to find the solution of Equation (2.74).
The new principle does not lie in the finding of a minimum but in the search-
ing of a stationary function ψ which satisfies A [ψ] = 0. This technical dif-
ference and the fact that the Runge-Gross theorem can only hold for a fixed
initial state makes the quantum mechanical action less useful than its time-
independent counterpart.
3Proofs of this theorem can be found in [313].
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The Runge-Gross theorem gives the procedure to obtain the observables,
but, as before, it is more convenient to simplify the problem by applying the
Kohn-Sham scheme to the TDSE:
ih¯
∂
∂t
ϕi (r, t) =
(
−1
2
∇2 + vKS [ρ (r, t)]
)
ϕi (r, t) (2.78)
where the density of the interacting system is given by:
ρ (r, t) =
Nocc∑
i
|ϕi (r, t)|2 (2.79)
The Kohn-Sham potential can be decomposed as follows:
vKS [ρ (r, t)] = veN [ρ (r, t)] + vH [ρ (r, t)] + vxc[ρ (r, t)] (2.80)
In the time-independent regime, the exchange-correlation potential is nor-
mally related to the functional derivative of the exchange-correlation energy.
Nevertheless, in order to respect the causality principle, vxc[ρ (r, t)] has to be
written as a function of the exchange-correlation action functional Axc:
vxc[ρ (r, t)] =
δAxc
δρ (r, τ)
∣∣∣∣
ρ(r,t)
(2.81)
where τ stands for the Keldysh pseudo-time.
The time-dependent Kohn-Sham (TDKS) equations are formally exact and
the only approximations are introduced by the exchange-correlation function-
als which are defined semi-empirically. Since vxc[ρ (r, t)] depends on time
and on the exchange-correlation action functionals, the static approximated
exchange-correlation functionals are useless and new developments have to be
made in that direction. Due to the complexity and the youth of the TDDFT
compared to TIDFT, there exist only few available functionals, such as the
adiabatic local density approximation (ALDA) which is equivalent to the for-
mer LDA. Newer and more accurate functionals have been developed but the
most commonly used is unquestionably the ALDA one. The success of this
approximation probably lies in its simplicity, but above all on the fact that
it can make use of the existent TIDFT functionals. Assuming that the sys-
tem evolves smoothly in time (which is generally the case for weak fields),
then the local approximation can be applied to the time coordinate and the
exchange-correlation potential can be approximated as:
vALDAxc [ρ (r, t)] = v
LDA
xc (ρ)
∣∣
ρ=ρ(r,t)
(2.82)
Once defined the exchange-correlation functional, the TDKS equations (2.78)
have to be solved by finite time steps, starting from the initial state ϕi (r, t0).
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The state at t0 is generally computed with the time-independent Kohn-Sham
equations and propagated using numerical methods, such as the modified
Crank-Nicholson scheme. Due to the self-consistent approach and depending
on the time propagation step and delay, the full resolution of the TDKS equa-
tions can be very time-demanding. For such cases and assuming the proper
conditions, it is convenient to work in the regime of the linear response theory.
The linear response theory
We assume that initially, the system is in its ground state with the static
density ρ(0) (r). The unperturbed potential is composed only by the nuclear
potential. At a certain time, a small time-dependent perturbation v(1) (r, t) is
applied to the system and induces a change in the density. The density of the
system now depends on time and can be expanded in a perturbative series.
If the field is sufficiently weak, we can retain the terms of the series up to
the first order (the linear term) and the density of the time-dependent system
reads:
ρ (r, t) = ρ(0) (r) + ρ(1) (r, t) (2.83)
where ρ(1) (r, t) is the density deviation induces by the application of the
field.
The induced density ρ(1) (r, t) is related to the density-density response
functions χ(r, r′, t′) through the equation:
ρ(1) (r, t) =
∫ t
−∞
∫
χ(r, r′, t− t′)v(1) [ρ (r′, t′)] dr′dt′ (2.84)
where:
χ(r, r′, t− t′) = 1
ih¯
θ
(
t− t′) 〈ψ0 ∣∣[ρˆ (r, t) , ρˆ (r′, t′)]∣∣ψ0〉 (2.85)
θ (t) being the step function, ψ0 the exact many-particle ground state and
ρˆ (r, t) the density operator defined by:
ρˆ (r, t) = e
i
h¯
Hˆtρˆ (r) e−
i
h¯
Hˆt (2.86)
For a perturbation with a fixed frequency ω, it is convenient to work in
the frequency space and use the Fourier transform of the response function.
Projecting on a complete set of states, the response function can be expressed
in a spectral representation:
χ(r, r′, ω) =
∫
eiωtχ(r, r′, t)dt (2.87)
=
∑
i
〈ψ0 |ρˆ (r)|ψi〉 〈ψi |ρˆ (r′)|ψ0〉
ω − (Ei − E0) + iη +
〈ψ0 |ρˆ (r)|ψi〉 〈ψi |ρˆ (r′)|ψ0〉
ω + (Ei − E0) + iη
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where E0 and Ei are the exact energies of the ground and excited states
respectively and η is a positive infinitesimal. In principle, Equations (2.84)
and (2.87) permit to determine exactly the density functional. However, it also
requires to know the exact values of the wavefunctions and energies, which
is impossible for a many-particle system. Such calculation can however be
achieved through a self-consistent field procedure in the Kohn-Sham scheme.
Following the description of Zangwill et Soven in [444], the response poten-
tial due to a first order change in the electron density induced by the pertur-
bation is taken into account self-consistently, giving rise to a non-interacting
perturbing potential v
(1)
KS [ρ (r, t)] that is given by:
v
(1)
KS [ρ (r, t)] = v
(1) [ρ (r, t)] + v
(1)
H [ρ (r, t)] + v
(1)
xc [ρ (r, t)] (2.88)
where:
v
(1)
H [ρ (r, t)] =
∫
ρ(1) (r′, t)
|r− r′| dr
′ (2.89)
and:
v(1)xc [ρ (r, t)] =
∫∫
ρ(1) (r′, t) δvxc [ρ (r, t)]
δρ (r′, t′)
dr′dt′ (2.90)
which are respectively the induced Coulomb and exchange-correlation po-
tentials in the adiabatic local density approximation (ALDA). These quantities
correspond to an additional electronic interaction due to the redistribution of
the electrons through the effect of the external field.
In the frequency space, the induced density can be rewritten as a function
of the non-interacting response function χKS(r, r
′, ω):
ρ(1) (r, ω) =
∫
χ(r, r′, ω)v(1)
[
ρ
(
r′, ω
)]
dr′
=
∫
χKS(r, r
′, ω)v(1)KS
[
ρ
(
r′, ω
)]
dr′ (2.91)
where:
χKS(r, r
′, ω) =
∞∑
ij
(nj − ni)
ϕi (r)ϕ
∗
i (r
′)ϕj (r′)ϕ∗j (r)
ω − (εi − εj) + iη (2.92)
ni and nj correspond to the occupation numbers of the Kohn-Sham or-
bitals ϕi (r) and ϕj (r) with energies εi and εj . These quantities are obtained
through a simple LDA calculation.
We define the time-independent kernel K (r, r′) as the sum of the Coulomb
interaction and the ALDA exchange-correlation kernel:
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K
(
r, r′
)
=
1
|r− r′| + δ
(
r− r′) ∂vLDAxc (ρ)
∂ρ
∣∣∣∣
ρ=ρ(r)
(2.93)
The ALDA exchange-correlation kernel makes use of the local approxima-
tion in space and in time and contains all the complexity of the many-body
interaction in the linear response approximation.
The induced density can be reformulated as:
ρ(1) (r, ω) =
∫
χKS(r, r
′, ω)v(1)
[
ρ
(
r′, ω
)]
dr′ (2.94)
+
∫∫
χKS(r, r
′, ω)ρ(1)
(
r′′, ω
)
K
(
r′, r′′
)
dr′dr′′
Introducing the latter equation in (2.91), we obtain the expression for the
exact linear density response:
χ(r, r′, ω) = χKS(r, r′, ω) (2.95)
+
∫∫
χKS(r
′′, r′, ω)χ(r, r′′′, ω)K
(
r′′′, r′′
)
dr′′dr′′′
The real challenge for the TDDFT calculation in the linear response regime
is to solve Equation (2.95). To do so, χKS(r, r
′, ω) has to be evaluated in a first
step but the summation over the states i and j in (2.92) is slowly convergent
and often requires to include many unoccupied states. Also, construction of
χ(r, r′, ω) is difficult in a three dimension grid representation. For this reason,
it is convenient to use the modified Sternheimer approach (MSA) [239] since
it does not require to construct explicitly the response functions in order to
solve the inhomogeneous linear response equation.
At the first order perturbation theory, the TDKS Equations (2.78) read:
ih¯
∂
∂t
ϕi (r, t) =
(
−1
2
∇2 + v(0)KS [ρ (r)] + v(1)KS [ρ (r, t)]
)
ϕi (r, t) (2.96)
Considering the time-dependent Kohn-Sham orbitals ϕi (r, t) as a sum of
the static Kohn-Sham orbitals ϕ
(0)
i (r) and a small deviation ϕ
(1)
i (r, t):
ϕi (r, t) =
[
ϕ
(0)
i (r) + ϕ
(1)
i (r, t)
]
e−
i
h¯
εit (2.97)
from Equation (2.96), we obtain a differential equation of the deviation
wavefunction:
ih¯
∂
∂t
ϕ
(1)
i (r, t) =
(
−1
2
∇2 + v(0)KS [ρ (r)]− εi
)
ϕ
(1)
i (r, t) + v
(1)
KS [ρ (r, t)]ϕ
(0)
i (r)
(2.98)
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The external potential is real and for a fixed frequency ω it can be devel-
oped as:
v(1) (r, t) = v(1) (r, ω) e−iωt + v(1)∗ (r, ω) eiωt (2.99)
then the deviation from the TIKS orbitals can be split in a + (positive
frequency) and − (negative frequency) contribution:
ϕ
(1)
i (r, t) = ϕ
(1,+)
i (r, ω) e
−iωt + ϕ(1,−)i (r, ω) e
iωt (2.100)
Introducing the latter expression of ϕ
(1)
i (r, t) and Equation (2.99) in (2.98)
we obtain a set of two linear equations:
ωϕ
(1,+)
i (r, ω) =
(
−1
2
∇2 + v(0)KS [ρ (r)]− εi
)
ϕ
(1,+)
i (r, ω)
+
[∫
K
(
r, r′
)
ρ(1)
(
r′, ω
)
dr′ + v(1) (r, ω)
]
ϕ
(0)
i (r)
−ωϕ(1,−)i (r, ω) =
(
−1
2
∇2 + v(0)KS [ρ (r)]− εi
)
ϕ
(1,−)
i (r, ω)
+
[∫
K
(
r, r′
)
ρ(1)∗
(
r′, ω
)
dr′ + v(1)∗ (r, ω)
]
ϕ
(0)
i (r)
The deviation from the density now reads:
ρ(1) (r, ω) =
∑
i
ϕ
(0)∗
i (r)ϕ
(1,+)
i (r, ω) + ϕ
(0)
i (r)ϕ
(1,−)∗
i (r, ω) (2.101)
In the MSA formalism, the KS eigenfunctions at the first order of pertur-
bation ϕ
(1,±)
i are calculated via the inhomogeneous equation:[
1
2
∇2 − v(0)KS [ρ (r)] + εi ± ω
]
ϕ
(1,±)
i (r, ω) = Pˆ v
(1)
KS [ρ (r, ω)]ϕ
(0)
i (r) (2.102)
where Pˆ is a projector operator that orthogonalizes with respect to the occu-
pied states.
The most efficient algorithms employ v
(1)
KS [ρ (r, ω)] as the basic dynamical
variable, thus avoiding the need of SCF iterations, which are generally unsta-
ble in complex molecules [365].
It is possible to recast Equation (2.102) into a system of linear algebraic
equations of v
(1)
KS [ρ (r, ω)] whose matrix form reads:
[1−K · χ(ω)]V(1)KS(ω) = V(1)(ω) (2.103)
One has to notice that, since the kernel K is energy independent, the
corresponding matrix elements must be computed only once. The χ matrix
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elements are energy dependent and must thus be computed at each photon
energy by solving the inhomogeneous equation (2.102).
In the solution of (2.102) for ϕ
(1,−)
i lying in the continuum, correct bound-
ary conditions must be enforced. Finally, once VKS is obtained, the cross
section is calculated via transition moments that make use of Vscf instead of
the dipole operator.
The main advantage of the TDDFT compared to TIDFT is the inclusion
of electronic excitations/de-excitations. This point is clearly seen by recasting
the system of linear equations (2.101) using (2.101):
∫ (
ω +
1
2
∇2 − v(0)KS [ρ (r)] + εi
)
δ
(
r− r′)ϕ(1,+)i (r′, ω) dr′
−ϕ(0)i (r)
∫ ∑
j
K
(
r, r′
)
ϕ
(0)∗
j
(
r′
)
ϕ
(1,+)
j
(
r′, ω
)
dr′
−ϕ(0)i (r)
∫ ∑
j
K
(
r, r′
)
ϕ
(0)
j
(
r′
)
ϕ
(1,−)∗
j
(
r′, ω
)
dr′ = v(1) (r, ω)ϕ(0)i (r)
∫ (
−ω + 1
2
∇2 − v(0)KS [ρ (r)] + εi
)
δ
(
r− r′)ϕ(1,−)i (r′, ω) dr′
−ϕ(0)i (r)
∫ ∑
j
K
(
r, r′
)
ϕ
(0)∗
j
(
r′
)
ϕ
(1,−)
j
(
r′, ω
)
dr′
−ϕ(0)i (r)
∫ ∑
j
K
(
r, r′
)
ϕ
(0)
j
(
r′
)
ϕ
(1,+)∗
j
(
r′, ω
)
dr′ = v(1)∗ (r, ω)ϕ(0)i (r)
which can be putted into a matrix form:[
ω
(
I 0
0 −I
)
−
(
A B
B∗ A∗
)](
ϕ(1,+) (r′, ω)
ϕ(1,−)∗ (r′, ω)
)
= v(1) (r, ω)
(
ϕ
(0)
j (r)
ϕ
(0)∗
j (r)
)
(2.104)
where integration over r′ is assumed and whereA andB are 2Nocc matrices
defined as:
A =
(
−12∇2 + v
(0)
KS [ρ (r)]− εi
)
δ (r− r′) δij + ϕ(0)i (r)K (r, r′)ϕ(0)∗j (r′)
B = ϕ
(0)
i (r)K (r, r
′)ϕ(0)j (r
′) (2.105)
Equation (2.104) is solved repeatedly in order to obtain ϕ
(1,+)
i (r
′, ω) and
ϕ
(1,−)
i (r
′, ω) which are used in Equation (2.101) to compute the density devi-
ation. The matrix form of the inhomogeneous equations shows that A and B
mix different configurations involving single excitations/de-excitations.
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2.3 Basis
The LCAO formalism provides an efficient technique for the self-consistent
field procedure because it requires to compute all the integrals only once.
This formalism is theoretically exact when a complete basis set is used in the
MOs expansion. But in practice, the completeness of the standard basis are
never reached because it would be necessary to expand the MO on a infinite
number of basis functions. For this reason, every ab initio calculation contain
an intrinsic error which is due to the truncation of the basis. This error can
be reduced by increasing the number of basis functions but also by choosing
types of functions which are adapted to the system. In this section, we will
describe succinctly some common classes of basis sets and basis functions. In
both cases, we will focus on the elements of interests for the present work. A
particular attention will be devoted to the B-spline functions since they are
particularly adapted to the treatment of continuum wavefunctions.
2.3.1 Basis sets
Minimal basis set
As the name suggests, this basis set is the minimal that can be used in a
calculation. It corresponds to a number of basis functions4 equals to the
number of electrons in the system plus the ones needed to complete the valence
shell. In practice, it means that atoms of the first period will require one s
orbital, atoms of the second period two s and three p, atoms of the third
period three s, six p and five d, etc. The basis functions typically used in such
minimal basis are called STO-NG and are described in the next paragraph.
This basis set requires few computational efforts but gives rather poor results
because of its lack of flexibility. Minimal basis sets are generally used for very
expansive calculations or to estimate the contributions of each AO to the MOs.
To perform accurate calculations, and more precisely when post-HF methods
are in use, it is strongly recommended to employ bigger basis sets which allow
to recover some electronic correlation.
Split-valence basis set
During the bonding, each initial AO tends to extend spatially in order to
overlap the most with the other AOs so as to strengthen the bond. This phe-
nomenon cannot be represented by using a minimal basis and additional basis
functions have to be introduced in the set. The molecular bond is strongly
determined by the overlap of valence AOs which contribute much more than
4Rigorously, we should used the precise term of “contracted” functions which will be
introduced in the basis functions paragraph.
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core AOs. Then, a better description of the valence AOs would logically im-
prove the description of the molecular bond. By adding few supplementary
basis functions to represent the valence AOs, the expansion gets some flexibil-
ity and the electron density can be adjusted to the appropriate spatial extent.
Depending on the number of supplementary basis functions, the basis sets are
called valence double, triple, quadruple-zeta, etc., basis sets. Zeta here refers
to the effective charge (commonly written ζ in the expression of the basis func-
tions) and is different for core and valence orbitals: the lower ζ, the smoother
will decrease the orbital and the better it will describe the valence shell.
Polarization functions
Because molecules have a lower symmetry than their constituent atoms, func-
tions of symmetries different from those of the occupied MOs can contribute
to the SCF wavefunction. In order to take into account the asymmetric dis-
tortion of the electronic cloud along the bond axis, basis functions of higher
angular momentum are introduced in the basis set. The so-called polarization
functions are p-orbitals for the first period atoms, d-orbitals for the second
period atoms, f-orbitals for the third period atoms, etc. The use of polariza-
tion functions in the basis set is indicated by the letter P at the end of the
acronym (e.g., DZP for a double-zeta polarized basis set).
Correlation-consistent basis sets
The correlation-consistent (cc) basis sets were developed by Dunning and
coworkers [102] and are the state of the art for post-HF methods. They are
designed to converge systematically to the complete basis set by using empir-
ical extrapolation techniques. To each row of the periodic table corresponds a
shell of appropriate functions to be added to the Hartree-Fock AOs in order
to account for the correlation effects (see Figure 2.4). The adopted notation
is cc-pVNZ, where p stands for “polarization” and VNZ for “valence N-zeta”.
For the atoms of the first and second rows, it is appropriate to use at least the
cc-pVDZ which require to add one s, one p and one d function (the first shell
in the figure). Larger shells of functions can be added in order to introduce
more polarization functions.
Also, there exist augmented versions (aug-cc-pVNZ or avnz) which add
diffuse functions to the previous basis sets. As an example, in this work, we
made use of the aug-cc-pVQZ basis set to calculate the potential energy curves
of N2 and CO molecules.
2.3.2 Basis functions
The two main categories are related to the localized or delocalized nature
of the functions. Functions of the former category are centered on precise
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Figure 2.4: Series of supplementary functions shells in the correlation-
consistent basis set.
coordinates, commonly the atoms, and for this reason, are widely employed in
computational chemistry. The second category is preferentially used in solid
state physics for systems with translational periodicity and will not be treated
here.
Slater type orbitals
The Slater type orbitals (STOs) are based on the solutions of the Schro¨dinger
equation for the hydrogen atom. Since the radial part of the hydrogenic func-
tions contains nodes, positive and negative lobes, and steep variations which
make the calculation very complex, Slater had the idea to keep only the ex-
ponential term, the nodal structure emerging from the expansion. The single-
electron wavefunction can then be written as:
φSTOnlmζ(r) = R
STO
nζ (r)Ylm (θ, φ) (2.106)
where RSTOnζ (r) is the radial part, defined by:
RSTOnζ (r) = (2ζ)
n
√
2ζ
(2n)!
rn−1e−ζr (2.107)
and Ylm (θ, φ) the spherical harmonics. n is the principal quantum num-
ber, l the azimuthal quantum number, m the magnetic quantum number and
ζ the nuclear effective charge.
By their correspondence with hydrogen atomic orbitals, the STOs describe
properly the electron density close to the nuclei (they satisfy the Kato’s cusp
condition) and the exponential decay. Also, their use in the LCAO expansion
permits to describe more complex AOs in the polyelectronic atoms. Unfor-
tunately, such basis functions involve bielectronic integrals which cannot be
solved analytically for polyatomic molecules. In such cases, algorithms have
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to be employed but are hardly implemented in the commercial programs and
imply an additional cost of time.
Gaussian type orbitals
The most common basis functions are the Gaussian type orbitals (GTOs).
They were first introduced by Frank Boys in the 1950’s because of the Gaussian
product theorem which avoid the problem occurring with the STOs: since the
product of two gaussians with different origins can always be described by a
finite sum of gaussians centered on a third point along the axis connecting
them, fast analytical solutions are easily obtained, even for complex molecular
systems.
The radial part of the GTOs reads:
RGTOnζ (r) = Ar
le−ζr
2
(2.108)
where A is a normalization factor.
GTOs do not describe as accurately as STOs do the probability to find
an electron close to the nuclei, neither asymptotically (see Figure 2.5). How-
ever, their use is computationally cheap and a large number of GTOs can
be employed, making the expansion more flexible and then the results more
accurate.
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Figure 2.5: Comparison between a Slater type orbital and a Gaussian type
orbital for n=1 and ζ=1.
Also, improvement to the basis set has been suggested by John Pople by
expanding the STOs on a basis of GTOs. Such basis functions are referenced
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as STO-NG where N stands for the number of GTOs chosen in the expansion:
RSTOnζ (r) =
N∑
i
aiR
GTO
nζ (r) (2.109)
where ai corresponds to the expansion coefficients or “contraction“ coeffi-
cients.
By fitting the STOs with 2 ≤ N ≤ 6 “primitive” gaussians, the calculation
takes advantage of the efficiency of the GTOs but also of the accuracy of
the STOs. It has been observed that contracting 3 gaussians (STO-3G) is
sufficient in many cases.
The B-splines functions
B-splines are Ck−2 piecewise polynomials with specifics properties (among
many of them, a relative flexibility). For this reason, they constitute excel-
lent basis sets and are often used to interpolate functions. B-splines have been
first developed by I. J. Schoenberg in 1949 in order to approximate equidistant
data using analytic functions. In the last few decades, they became a powerful
tool in the framework of atomic and molecular physics. Its advent comes from
the the deficiency of the standard basis functions (as STO or GTOs) to treat
specific molecular problems. For instance, it has been established that the
STOs are unable to describe correctly molecular bonds, excepts when includ-
ing some orbital expansion factors which increase considerably the computa-
tional effort. Although the GTOs represent a real improvement and are more
flexible than the STOs - overall because it is possible to include polarization
or diffusion functions - they also present many limitations. The description
of the continuum states, for example, is problematic since the wavefunction
keeps oscillating to infinity and for this reason, is hardly reproduced using
such bound-like basis sets.
B-splines are very flexible functions and produce smooth curves with con-
tinuous derivatives at every point. They are defined in a finite space (contrary
to STOs or GTOs which are extended to infinity) and the grid of points can
be adjusted as needed, depending on the system. Due to these two properties,
it is possible to reproduce correctly the continuum wavefunctions by using a
linear grid of points and a sufficient density of B-splines.
Mathematical definition In order to properly describe the B-spline func-
tions, few mathematical definitions should be first introduced:
• The order k of the function which define the polynomial degree (maxi-
mum k − 1):
p(x) = a0 + a1x+ . . .+ ak−1xk−1
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• The l+1 breakpoints {ξj} which divide the interval I = [a, b] in l subin-
tervals Ij = [ξj , ξj+1] in a strict ascending order:
a = ξ1 < ξ2 < . . . < ξl+1 = b
• The class Cn which specify the maximum derivation degree n for which
the derivative function fn is still continuous over a specified interval.
• The intermediate breakpoints {νj}, sequence of non-negative integers
which defines the continuity condition Cνj−1 at the associated breakpoint
ξj . They are defined from j = 2, · · · , l since continuity is not required
at the box limit (ν1 = νl+1 = 0).
• The knots {ti}, another sequence of points, defined as:
t1 ≤ t2 ≤ . . . ≤ tm
and associated with ξj and νj as follows:
t1 = t2 = . . . = tµ1 = ξ1
tµ1+1 = tµ1+2 = . . . = tµ1+µ2 = ξ2
...
tµ1+µ2+...+µi−1+1 = . . . = tµ1+...+µi = ξi
...
tµ1+...+µi+...+µl+1 = . . . = tµ1+...+µl+1 = ξl+1
where µj is the multiplicity of the knots ti at ξj and is given by the
relation µj = k − νj which implies that µ1 = µl+1 = k.
The most common choice for knot multiplicity at inner breakpoints is
unity. This choice ensures the maximum continuity Ck−2 in the interval
I = ]a, b[ and is going to be adopted in the following. Then, the number
of B-splines is given by:
n = l + k − 1 (2.110)
These definitions introduced, we now can express any function f in a B-
spline basis set over an interval [a, b]:
f(x) =
n∑
i=1
ciB
k
i (x) (2.111)
f is a linear combination of B-splines, made of l polynomial pieces of order
k, one for each subinterval Ij . For this reason, such a function is conventionally
called a piecewise polynomial function (pp-function).
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The B-spline basis set Relying on the definition of those basic concepts,
we now can better specify the basis set. A single B-spline Bki (x) defined by
the order k > 0 and a set of k + 1 knots possesses the following properties:
• Bki (x) is a pp-function of order k over [ti, ti+k]
• Bki (x) > 0 for x ∈ ]ti, ti+k[
• Bki (x) = 0 for x /∈ [ti, ti+k]
• Bki (x) ∈ Ck−1−µj for x = ξj
• Bkj (x) 6= 0 over ]ti, ti+k[ for j = i− k + 1, . . . , i which implies that there
are exactly k non-zero B-splines on each interval Ij and:
Bki (x) ·Bkj (x) = 0 for |i− j| ≥ k (2.112)
• The previous property reduces the number of expansion terms to k:
f(x) =
n∑
j=1
cjB
k
j (x) =
i∑
j=i−k+1
cjB
k
j (x) for x ∈ [ti, ti+1] (2.113)
• The B-splines are normalized:∑
i
Bki (x) = 1 over [tk, tn+1] (2.114)
• For simple equidistant knots, each Bki (x) is just a translation by one
interval of the previous one. If the knots are not equidistant there is a
smooth change in the shape.
• The index i of each B-spline corresponds to the index of the left knot of
the interval Ij = [ξj , ξj+1] = [ti, ti+1]
• Since the B-splines are defined positive and own a minimal support (i.e.
an interval ]ti, ti+1[ where B
k
j (x) > 0), the expansion coefficients of an
arbitrary function f are close to the function values at the knot. The
main consequence is that wild oscillations in the coefficients are avoided,
cancellation errors are minimal and numerical stability maximal.
• The B-splines satisfy the recursion relation:
Bki (x) =
x− ti
ti+k−1 − tiB
k−1
i (x) +
ti+k − x
ti+k − ti+1B
k−1
i+1 (x) (2.115)
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From the last relation it is possible to construct recursively all of the k
B-splines of order k from a former one of order k = 1 at a specific x. To
illustrate this point, Figure 2.6 presents two consecutive applications of the
formula (2.115) from a B-spline of order k = 1 to construct one of order k = 3.
The former B-spline of order k = 1 is defined by:
Bk1 (x) =
{
1 for ti ≤ x ≤ ti+1
0 otherwise
(2.116)
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Figure 2.6: Construction of a B-spline of order 3 from a B-spline of order 1
It is worth recalling that for each x, we obtain k non-zero B-splines and
their sum equal to 1. The choice of the first and the last k points is completely
free but has to fulfill the increasing order condition:
t1 ≤ . . . ≤ tk ≤ ξ1 and ξl+1 ≤ tn+1 ≤ . . . ≤ tn+k (2.117)
Although it affects only the first and last k B-spline functions but it is
generally adopted to use the following sequence:
t1 = . . . = tk = ξ1 and ξl+1 = tn+1 = . . . = tn+k (2.118)
62
Part I. Theory 2.3. BASIS
This choice is very convenient because it imposes to all B-splines to cancel
outside of the interval I = [a, b]. Furthermore, only the first B1(x) and the
last Bn B-spline are respectively discontinuous at x = a and x = b. In this
context, the boundary conditions can be easily implemented removing B1 and
Bn to satisfy f(a) = 0 and f(b) = 0.
When approximating analytical functions, it is also useful to estimate the
maximum error using the relation:
ε ∼ h
k
j
h!
∣∣∣fk(ηj)∣∣∣ (2.119)
where hj is the width of the interval Ij and ηj ∈ Ij .
Practically, the stable evaluation of splines is accomplished by the recur-
sion algorithm (2.115) and is efficiently implemented in subroutine BSPLVP
[77]. By giving as input values the spline order, the knot sequence, the value
of the abscissa and the index of the “left knot“ ti, BSPLVP evaluates the k B-
splines that are non-zero at x. Another subroutine, called BSPLVD, can also
be used in order to obtain their derivatives (needed in most of the quantum
mechanical applications).
To give a clearer idea of the B-spline basis set construction, an example
is shown in Figures 2.7 and 2.8. In this particular case, an arbitrary func-
tion f(x) is expanded on a B-spline basis set of order k = 4, with an inner
breakpoint multiplicity ξj = 1 and l = 9. The number of B-splines is given
by Equation (2.110): n = 12. However, Figures 2.7 and 2.8 shows only 10 B-
splines. It is due to the fact that, as mentioned above, first and last B-splines
are commonly removed in order to tackle the discontinuity at the edges of the
box.
Figures 2.7 and 2.8 serve to illustrate the use of the basis and include
few B-spline functions. But for complex systems, such as molecules, where
electronic and nuclear wavefunctions require to be accurately described, the
basis set can be very large and with high B-spline parameters. For instance,
the parameters used to perform the calculations are presented in Section 4.5.
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Figure 2.7: Set of B-splines used for the expansion of an ordinary function f
(thick black curve). The colored curves correspond to each B-spline functions
of the set and the red dots to the knot points located at each breakpoints.
x
B
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Figure 2.8: The same ordinary function f is expanded on the same B-splines
basis set than in Figure 2.7, except that B-spline functions are shown here
balanced by their respective coefficients. It appears that three B-splines con-
tribute for more than 80 % to the description of the function. Other coefficients
are very close to 0.
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2.4 Electronic transition to the continuum
2.4.1 Review of the theoretical methods
So far, we have seen that many computational methods have been designed
to solve numerically the Schro¨dinger equation. All of them are able to de-
scribe the ground state of molecules with a degree of accuracy that depends
on their own approximations. All of them are nowadays commonly used in
order to study many molecular properties since they have been implemented
in commercial softwares (such as Molpro or ADF). However, the study of elec-
tronic transitions often requires to investigate excited states whose electronic
configurations cannot be calculated by such programs (e.g., core hole states
- see Section 3.2). Although most of the ab initio methods can be adapted
to describe any electronic state, their implementation in commercial softwares
which are designed for a general purpose complicates or prevents the investiga-
tion of more specific processes. This is the case of photoionization in which the
final electronic state includes one or more electrons in the continuum. Orbitals
that describe electrons in the continuum oscillate at large distances from the
reaction center are generally poorly described by conventional basis and re-
quire more sophisticated treatment. For the molecular single photoionization,
several theoretical methods have been developed in the last forty years. Most
of these methods have been successfully used to obtain total photoionization
cross sections within the fixed-nuclei approximation and/or the single-channel
approximation.
Single-channel methods The most popular is probably the Continuum
Multiple Scattering Method (CMSM) which has been used in conjunction with
muffin-tin (MT) effective potentials, like the Xα local exchange-correlation po-
tential, as in DFT (CO, N2 [305, 92, 349, 74, 84, 83, 59]). This method was for
a long time the only one capable to treat large systems with a reasonably low
computational cost and is now a standard approach in core photoabsorption
studies (NEXAFS). The MT approximation is appropriate for fast electrons
but introduces some non-physical effects a low energies [127, 9]. Another
single channel approach is the Stieltjes-Tchebycheff moment theory (STMT)
(CO [275, 212] ; N2 [433, 308, 304, 212]) which is able to describe shape
resonances near the ionization threshold (see results below) but suffers from
limited energy resolution and range. The Schwinger iterative approach that
has been implemented at the frozen core (FCHF) [232, 230, 353] and relaxed
core (RCHF) [447, 446, 325, 311, 237, 236] levels for polyatomic molecules
can instead produce accurate solutions of the molecular electronic contin-
uum. Another method that has been shown to provide accurate results for
large systems is the present multicenter B-spline static-exchange DFT method
[357, 359, 360, 356, 394], which makes use of the Kohn-Sham density functional
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theory to describe the molecular ionic states and the Galerkin approach to eval-
uate the continuum electron wave function in the field of the corresponding
Kohn-Sham density. One can also mention the logarithmic derivative version
of the Kohn variational principle Lobatto technique (LDKL) [428, 429], which
employs multicenter GTO functions and a one center Lobatto polynomials
expansion, somewhat similar in spirit.
Multi-channel methods Approaches that include additional correlation
and multi-channel interactions, which are particularly important near the ion-
ization threshold, are more sparse. Most have been implemented only for di-
atomics or linear molecules. The multichannel Schwinger variational method
(MCS) has been extended to close-coupling wavefunctions within a configura-
tion interaction framework [372, 224, 225, 19, 235, 22] and is able to account
for electronic correlations leading to sharp resonances at low photon energy
as well as more complex electronic states. Another approach based on the
close-coupling expansion of the wavefunction is the R-matrix method. The
method has been recently used to study valence-shell photoionization of N2
[378]. Also recently a one-center expansion method has been applied within the
close-coupling approach [90]. Due to their high computational cost, the latter
approaches have not been used beyond the fixed-nuclei approximation. One of
the most successful approaches is based on the Random Phase Approximation
(RPA), which makes use of the relaxed-core Hartree Fock (RCHF) approxima-
tion (N2 [60, 179, 333, 226, 340, 339, 227, 329, 409, 342, 401] ; CO [170, 179])
in order to describe core-orbital relaxation effects that may play an important
role, e.g., in K-shell photoionization. At higher energies the RCHF approxima-
tion has also been used (CO [341, 2, 335, 262, 57, 59, 176, 210, 1, 338, 178, 336],
N2 [60]). This is in contrast with the frozen core Hartree Fock (FCHF) approx-
imation, which has widely been used in most earlier and some recent works
(CO [353, 325, 236, 73, 295, 303, 33], N2 [232, 236, 235, 73, 295, 337, 303]).
A very useful alternative to include multichannel couplings is provided by
the multicenter B-spline time-dependent static-exchange DFT method within
the linear response approximation [357, 14]. This method has been shown to
provide accurate results for large systems. Earlier methods that are less em-
ployed nowadays are the multichannel quantum-defect theory (MQDT) (CO
[218]), the many-body perturbation theory (MBPT) (N2 [416, 310]) and the
linear algebraic method (LA) (N2 [69]).
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2.4.2 Multicenter B-spline static-exchange DFT method
Only a few methods described in the previous section have been used to calcu-
late vibrationally resolved molecular photoionization cross section. These have
been applied mostly to diatomic molecules, such as CO [2, 279, 335, 58, 59, 1,
281, 338, 256, 218, 303, 45] or N2 [409, 340, 58, 407, 339, 401, 226, 136, 304,
303, 22, 45], and almost none in the region of high photon energies. As far we
know, none of these methods could be used to compute vibrationally resolved
cross sections for polyatomic molecules. These limitations in the investigation
scope is due to the inclusion of the nuclear motion which requires to evaluate
electronic continuum wave functions and potential energy curves in a dense
grid of internuclear distances. For most of these methods, it makes the cal-
culation prohibitively expensive. In this context, DFT-like methods as those
described in the previous section appear as a useful alternative, since they
can accurately describe continuum states resulting from core and valence-shell
photoionization at a relatively moderate computational cost. In their most so-
phisticated version, they can even include interchannel couplings and describe
some autoionization processes. In this section, we will describe the DFT-like
method that has been used to calculate vibrationally resolved cross section
at high photon energies for diatomic molecules ([45]) as well as polyatomic
molecules [11, 290].
DFT method is appropriate to calculate monoelectronic wavefunctions on
large systems (at least, larger than H2) because it offers a good compromise
between accuracy and computational time. Although this method is rigorously
a ground state theory, calculations on excited states can still be performed at
the single-particle LDA (see Section 2.2.2 level and by using an appropriate
exchange-correlation potential (see Section 2.2.2).
In this method, Kohn-Sham orbitals are used to compute the electronic
transitions. Although, it is often reminded that such orbitals have no physical
meaning, Figures 2.9, 2.10 and 2.11 show that at least they closely resemble to
the Hartree-Fock molecular orbitals (in this example for the inner and valence
shell of CO)5.
5for a deeper analysis, see [371]
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Figure 2.9: Comparison of the Hartree-Fock (black dots) and Kohn-Sham
(colored solid lines) 1σ and 2σ orbitals of CO. Values of the wavefunction has
been taken along the z axis when x = 0 and y = 0.
Figure 2.10: Same as Figure 2.9 for the 1π orbital of CO at x = 0 and y = 0.3.
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Figure 2.11: Same as Figure 2.11 for the 5σ orbital of CO.
The present approach can be simplified as presented in the following scheme:
Construction of the Hamiltonian matrix in the LCAO basis set
Bound states
Generalized diagonalization Galerkin approach
Continuum states
Standard DFT method (ADF)
Initial guess
Electronic dipole couplings
Following the order of this scheme, the next sections present the details of
each steps of the method.
Initial guess
The first step consists in performing a standard LCAO-DFT calculation (LCAO
stands for linear combination of atomic orbitals) for the ground state of the
molecule by using the program ADF (Amsterdam Density Functional). In
these ADF calculations, we use a double zeta plus polarization (DZP) basis
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set centered on each atom and a LB94 or LDA functional to describe exchange
and correlation effects. This permits to generate the Kohn-Sham orbitals for
the ground state as a linear combination of STOs (see Equation 2.106).
The ground state density is expressed in terms of calculated STOs:
ρ0 (r) =
N∑
i=1
ϕ∗i (r)ϕi(r) (2.120)
where the Kohn-Sham orbitals are defined as:
ϕi(r) =
∑
nlm
anlmφ
STO
nlmζ(r) (2.121)
This density is then used as an initial guess to build the hamiltonian matrix
in a new basis set.
Construction of the LCAO basis set
The present method expand the wavefunction in a B-spline basis set. Its first
implementation was making use of a one center expansion (OCE) [357], located
at the geometrical center of the molecule. However, it has been observed that
introducing few off-center elements to the B-spline expansion improves dra-
matically the convergence of the calculation for most of the molecules [394]
and permits to reduce the angular expansion. The multicenter approach sup-
plements the original one-center expansion (OCE) with off-centers located at
non-equivalent nuclei. In this sense, the employed basis set can be called
LCAO. Traditional LCAO basis sets make use of GTOs or STOs functions.
These provide fast convergence for the lowest bound states with a limited
number of basis functions. However it appears difficult to increase the basis
because numerical linear dependences rapidly come up, due to the large over-
lap between functions on different centers. Thanks to the local nature of the
spherical B-spline functions, it is possible to control the overlap between func-
tions, by retaining only a short-range expansion on each off-center and obtain
a sufficient density of states in the continuum without running into numerical
linear dependence problems [14].
The LCAO basis set consists in an expansion of B-splines multiplied by a
symmetry adapted linear combination of real spherical harmonics:
ξipqhlj (r, θ, φ) =
N ia∑
k=1
1
rk
Bij(rk)X
k
pqhl (θk, φk) (2.122)
where:
Xkpqhl (θk, φk) =
l∑
m=−l
bkpqhlmY
R
lm (θk, φk) (2.123)
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and rk = r − R and (θk, φk) = ̂r−R. The {pqhl} set of indexes define
the symmetry of the expanded function. p denotes the irreducible represen-
tation (IR) of the molecular point group under consideration, q stands for
a component of this representation if its dimensionality is greater than one,
h distinguishes between different bases of the same IR corresponding to the
same value of the angular momentum l. The index i distinguishes the shells
of equivalent centers. i 6= 0 defines the off-centers for which N ia corresponds
to the number of equivalent centers. i = 0 defines the one-center expansion
for which N ia = 1.
The real spherical harmonics are defined as:
Y Rlm (θk, φk) =

√
2 ℜ (Ylm) m > 0
Yl0 m = 0√
2 ℑ (Ylm) m < 0
(2.124)
In order to describe correctly bound and continuum states, the radial and
angular parts are expanded over several appropriate centers (see Figure 2.12
and 2.13):
• The center of the molecule (denoted by the superscript 0), which is
associated with a large sphere of radius R0max to correctly account for
the long range behavior of the continuum wave functions.
• The position occupied by each nuclei (denoted by the superscript i 6= 0),
which is associated with a small sphere of radius Rimax to comply with
the Kato cusp. The radius is generally quite small (≈ 1 a.u.) in order
to avoid significant overlap with expansions performed on neighboring
centers.
Thus, considering that the molecule comprises κ non-equivalent nuclei, the
B-splines basis set is defined by the ensemble:
{B0j (r0)} ∪ {B1j (r1)} ∪ ... ∪ {Bκj (rκ)} (2.125)
Since we want to treat both bound and continuum states, the B-splines
are built over two different radial intervals:
[
0;R0max
]
for the set
{
B0j
}
and[
0;Rimax
]
for the set
{
Bij
}
. As we mentioned, R0max ≫ Rimax (see Figure 2.12
and 2.13). Also, each shell i possesses a different number of B-splines N ib .
The B-splines are completely defined by their order k and by the grids of
knots. For the calculations performed in this study, k has been fixed to 10
and the grids defined linearly with a specific density for each shell.
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The LCAO basis set and consequently the cost/accuracy of the calculation
is determined by:
• The point group symmetry of the molecule (for highly symmetric molecules
such as CH4 or SF6, where all the off-centers are equivalent, the explicit
use of symmetry leads to a significant reduction of the computational
effort).
• The B-spline parameters k, R0max, Rimax and N ib .
• The maximum value of the angular momentum limax used in the expan-
sion over each center i.
Actually, because of the large size of the one-center expansion with respect to
the multicenter part, it is the size of the former which dominates the compu-
tational cost.
Figure 2.12: Schematic illustration of the B-spline expansion used to describe
bound and continuum wavefunctions of heteronuclear diatomic molecules such
as carbon monoxide.
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Figure 2.13: Same as Figure 2.12 for polyatomic molecules such as methane.
Construction of the Hamiltonian matrix
The Hamiltonian matrix is generated from the density functional provided by
the ADF calculation and is used to get bound and continuum states. In that
sense, the present method can be called “static-exchange DFT” (by reference
to static-exchange in Hartree-Fock method). A better approximation would
be to build a different matrix for the former and the ion molecule, but the
static approximation has the advantage to provide directly orthogonal bound
and continuum states.
In the LCAO basis, each elements of the matrix reads:
H
pq
ijmnhh′ll′ =
∫
Bim (ri)X
i
pqhl (θi, φi) hˆKSB
j
n (rj)X
j
pqh′l′ (θj , φj) (2.126)
The hamiltonian matrix H is by definition totally symmetric. Then it is
block-diagonal with the quantum numbers p and q and can be partitioned into
blocks for each (p, q) couple. Since the off-center spheres do not overlap, the
only non-zero blocks are diagonal blocks Hii connecting basis functions from
the same set
{
ξipqhl
}
and off-diagonal blocks Hi0 and H0i connecting basis
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functions from two different sets
{
ξ0pqhl
}
and
{
ξipqhl
}
.
Hˆ =

Hˆ00 Hˆ01 . . . Hˆ0i . . . Hˆ0κ
Hˆ10 Hˆ11 . . . 0 . . . 0
...
...
... 0
...
...
Hˆi0 0 . . . Hˆii . . . 0
...
...
... 0
...
...
Hˆκ0 0 . . . 0 . . . Hˆκκ

(2.127)
The largest computational effort corresponds to calculation of the non-
diagonal block elements Hi0 and H0i because polycentric bielectronic integrals
between B-splines are not analytical. To carry out the integration, a numerical
three-dimensional Gauss-Legendre scheme is employed. Also, a rotation of
the coordinate framework of the main center along the polar axis leads to
significant improvement. It allows to reduce the integration to two variables
(r and ϕ). Only the molecular potential has to be numerically integrated over
the whole space. It is clear that the calculation takes a dramatic advantage of
the equivalent nuclei consideration because integrals are calculated only once
for each of the κ non-equivalent centers.
Solutions of the KS equations
Bound and continuum states are obtained by diagonalizing the Kohn-Sham
Hamiltonian (2.127). Every term can be evaluated separately:
• the kinetic energy term and the Coulomb attraction potential do not
present any technical difficulty for the integration.
• VH [ρ (ri)] (the classical electrostatic Hartree potential) is obtained as a
solution of the Poisson equation: ∇2VH = −4πρ (r) in the same basis.
• several semi-empirical exchange-correlation potentials VXC [ρ (ri)] are
available (see Section 2.2.2). Depending on the molecular system and
the properties to study, different choices can be made. In particular, for
few-electron molecules, LB94 and LDA functionals appear to reproduce
quite well the photoelectron spectra [363]. In some cases, LB94 is bet-
ter because it has been designed to describe accurately the asymptotic
behavior of the potential at large distances (see Section 2.2.2).
The diagonalization provides a set of eigenvalues which correspond to the
bound states if the energy is lower than the ionization threshold and to dis-
cretized continuum states otherwise.
Bound and continuum states vary strongly close to the nuclei and require
a dense knot grid around the nuclei. Despite this fact, both kind of states
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do not have the same properties and require different considerations for the
parametrization of the basis:
• the bound wavefunctions spread spatially as the principal quantum num-
ber increases: the description of higher bound states implies a bigger box
size
• continuum states vary at large scales: a rather large box (bigger than
for bound states) is needed
• the asymptotic period of radial oscillations of the continuum wavefunc-
tions decreases linearly with the square root of the energy: the descrip-
tion of higher continuum states requires a denser knot grid
• the density of calculated continuum states is directly related to the size
of the box: the bigger the size, the better the energy resolution is.
The KS equations (2.54) are solved using a generalized diagonalization of
the Hamiltonian. The resulting Kohn-Sham orbitals are expanded on the basis
set and over each center:
ϕnpq =
N0b∑
j=1
∑
h
L0max∑
l
c0npqhljξ
0
pqhlj +
κ∑
i=1
N ib∑
j=1
∑
h
Limax∑
l
cinpqhljξ
i
pqhlj (2.128)
where N ib is the number of B-spline functions for each shell. Here, n distin-
guishes the eigenvectors resulting from the diagonalization. In the continuum
case, they are related to the energy ε and a new set of quantum numbers {hl}.
The continuum
The spectrum of the static-exchange DFT Hamiltonian comprises a point spec-
trum (or bound eigenvalues) located below the energy of the parent ion, and an
essential spectrum (or continuum eigenvalues) above. The latter correspond
to generalized eigenstates that do not belong to a Hilbert space but which
nevertheless can be normalized as. In the following are described two main
approaches used to obtain these continuum states with a correct normaliza-
tion: the diagonalization and the Galerkin (or least-squares) approach.
The diagonalization If the basis set is restricted to those functions which
vanish at the box boundary then the Hamiltonian restricted to the box is
self-adjoint and can be diagonalized. This procedure selects those generalized
stationary eigenfunctions which vanish at Rmax and thus discretizes the con-
tinuum. The quality of this discretization is related to the energy spacing,
then to the density of states:
ρ (εi) =
∂n
∂En
∣∣∣∣
n=i
(2.129)
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For Rmax sufficiently large, the continuum wavefunction can be approxi-
mated by a plane wave. Thus, the discretized spectrum approaches that of a
free particle in a box:
εn ∼ n
2π2
2R2max
(2.130)
and the density can be approximately evaluated by:
ρ (ε) =
Rmax
π
√
2
1√
ǫ
(2.131)
Thus, density of states depends linearly on the box size. In a single-channel
picture, the continuum wavefunction can be obtained at a specific energy by
simply varying the size of the box according to Equation (2.130).
The Galerkin approach In this work, we use a generalization of the Ritz-
Galerkin method originally developed to extract bound states. One of the ad-
vantage of this approach is that the continuum states do not vanishes at R0max
and are obtained for specific energies in a fix basis set [41]. The traditional
Galerkin equations lead to the algebraic eigenvalue problem (H− ES) c = 0.
For the continuous spectrum, the energy ε of the photoelectron is fixed and
such equation does not admit non-trivial solutions c 6= 0 anymore. Then, we
have:
A (ε) c = ac (2.132)
where A (ε) = H − εS. A solution proposed by Fischer and Idrees [123] is to
take as approximate solutions the values of c that correspond to the eigenval-
ues closest to zero. In fact, it has been observed that the minimum modulus
eigenvalue a of A is well separated from the others when the basis set is suffi-
ciently dense and flexible to provide accurate solutions. For n coupled partial
waves, always n eigenvalues are found with moduli smaller than the others.
Due to the lack of boundary conditions, the matrix A is not Hermitian and
the eigenvalues a and eigenvectors c are generally complex. Nevertheless, A is
real, and they necessarily occur by conjugate pairs (a, c) and (a∗, c∗). There-
fore, if all these solutions are associated to the same energy ε, it is possible
to avoid complex representations by taking ℜ(c) and ℑ(c) as independents
solutions. Eigenvectors are efficiently obtained by block inverse iteration [140]
when the eigenvalues are known.
The set of calculated eigenfunctions {ϕε} forms a complete and indepen-
dent set of stationary solutions. From these states, it is possible to form
continuum states that are normalized and which fulfill prescribed scattering
boundary conditions. In the next section, we will detail the theory which gives
the correct normalization to apply to the continuum wavefunctions.
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The method of partial waves The complete set of continuum states ϕε (r)
resulting from the diagonalization of the Hamiltonian matrix is perfectly de-
fined on the whole interval
[
0, R0max
]
. Nevertheless, as a result of the finite
normalization of the basis elements, these continuum states are normalized to
unity and then have to be renormalized to some analytical solutions at large
distances (where the potential can be considered as Coulombian).
The electronic wavefunctions expanded in the B-spline basis sets can be
split into a radial and angular function:
ϕεpqh′l′ (r) =
κ∑
i=0
∑
h
Limax∑
l
N ia∑
k
P kεpqhlh′l′ (rk)X
k
pqhl (θk, ϕk) (2.133)
where:
P kεpqhlh′l′ (rk) =
N ib∑
j=1
cknpqhlh′l′j
1
rk
Bj(rk) (2.134)
Only the OCE expansion is non-zero at large distances. Then, for R0max
sufficiently large:
ϕ−εpqh′l′ (r) ∼
∑
l
P 0εpqhlh′l′ (r)X
0
pqhl (θ, ϕ) (2.135)
Beyond R0max, the radial part of the outgoing wavefunction is assumed to
be an eigenfunction of the Coulomb Hamiltonian Hˆc. Therefore, the solution
for r > R0max can be expressed in terms of linear combinations of the regular
Fεl (r) and irregular Gεl (r) Coulomb functions (see Appendix A.3) and which
asymptotic behavior is described analytically by:
fεl (r)
ρ→∞−−−→
√
2
πk
1
r
sin (θl (ρ)) (2.136)
gεl (r)
ρ→∞−−−→
√
2
πk
1
r
cos (θl (ρ)) (2.137)
where:
θl (ρ) = ρ− lπ
2
− η log 2ρ+ σl (2.138)
σl is the Coulomb phase shift defines as a function of the Euler’s gamma
function Γ:
σl = arg Γ (l + 1 + iη) (2.139)
and ρ = kr.
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Figure 2.14: Schematic illustration of the phase shift ∆φ at r → ∞ between
the Coulomb wavefunctions and the free ones.
∆φ = −η log 2ρ + σl corresponds to the phase shift due to the Coulomb
potential (see Figure 2.14).
The continuum states resulting from the diagonalization should then sat-
isfy boundary conditions of the form:
lim
r→∞P
0
εpqh′l′ (r) =
∑
hl
apqhlh′l′fεl (r) + bpqhlh′l′gεl (r) (2.140)
where the coefficients anpqhlh′l′ and bnpqhlh′l′ define two matrices A and B
that can be determined by fitting the obtained solutions to linear combina-
tions of the asymptotic regular and irregular functions.
We define the K-matrix as:
K = BA−1 (2.141)
TheK-matrix is related to the usual scattering matrix S (see Appendix A.2)
through the equation:
I− iK = (I+ iK)S (2.142)
and the K-matrix eigenvalues kl to the phase shift δl due to the short-range
potential:
kl = tan δl (2.143)
The continuum states are linear combinations of functions that depends
on h and l. In other words, the continuum states are degenerate in energy
and for each ε, specific couplings of {hl} channels can be found in order to
get the correct normalization. fεl (r) and gεl (r) are used to fit the calculated
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continuum wavefunction through the K-matrix elements knpqhl:
ϕεpqh′l′
(
R0max, θ0, ϕ0
)
=
∑
hl
[
δpqhlh′l′fεl
(
R0max
)
+ kpqhlh′l′gεl
(
R0max
)]
X0pqhl (θ0, ϕ0)
(2.144)
∂ϕεpqh′l′ (r, θ0, ϕ0)
∂r
∣∣∣∣
r=R0max
(2.145)
=
[
δpqhlh′l′
∂fεl (r)
∂r
∣∣∣∣
r=R0max
+ kpqhlh′l′
∂gεl (r)
∂r
∣∣∣∣
r=R0max
]
X0pqhl (θ0, ϕ0)
The latter Equations correspond to the so-called K-normalization. Since
the K-matrix is real, numerical implementation is easier. Finally, the com-
puted continuum wavefunctions ϕ˜εhl are renormalized to the correct boundary
conditions by using the two following transformations:
ϕεl (r) = ϕ˜εlA
−1 (2.146)
ϕ−εl (r) = ϕεl (r) (I− iK)−1 (2.147)
A necessary condition for the method to work is that the basis set must
reproduce the asymptotic region. This condition can be easily satisfied with
B-splines by choosing a box size large enough to contain a significant part
of the asymptotic region. Dipole matrix elements are calculated from the
solution of the SCF calculation for each angular momentum l, as a function
of the photoelectron energy and the internuclear distance.
Time-dependent DFT
The DFT method described in the previous paragraphs may be inappropriate
when the coupling between different ionization channels is important and/or
when singly- or doubly-excited Feshbach resonances in which electron corre-
lation have an important contribution. An alternative procedure (generally
more accurate) is to use TDDFT at the first order of perturbation theory
(i.e., as a linear response). The TDDFT approach makes use of many ingre-
dients from the TIDFT method, and for this reason, we refer the reader to
Section 2.2.3 or [358, 365] for a more complete theoretical overview.
Compared to TIDFT, the TDDFT approach permits to introduce cou-
plings between the treated photoionization channels and some single excita-
tion transitions. The electronic wavefunction is then described by a linear
combination of determinants including single excitations:
ψεαpqhl (r, R) =
Nc∑
α′
Θ [ψα (r1, r2, · · · , rN−1, R)ϕεpqhl (rN, R)] (2.148)
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where Nc corresponds to the number of open channels.
The interchannel mixing is visible in the cross section by the emergence
of relatively sharp structures (compared to the shape resonance) appearing at
photon energies corresponding to the coupled single-excitations. As illustrated
in Figure 2.15, each photoionization channel can couple with single-excitation
transitions from a state lower in energy. For this reason, core photoionization
cross sections are much less affected by the inclusion of interchannel couplings
and a TDDFT calculation of the lowest core orbital photoionization gives
equivalent results than TIDFT.
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Figure 2.15: Illustrative scheme of the interchannel couplings between the
different photoionization channels (filled arrows) and some single-excitation
transitions (unfilled arrows).
A comparison of the relevant equations shows that sophisticated methods
such as the random phase approximation (RPA) is formally equivalent to lin-
ear TDDFT, from which it can be obtained by replacing Vxc matrix elements
by the exchange integrals used in RPA. In general, the vxc potential provides a
better description of electron correlation and, for this reason, TDDFT is some-
times a bit more accurate than RPA at a substantially lower computational
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cost, and is often comparable to more sophisticated approaches. It must be
stressed however that, although interchannel coupling and singly excited au-
toionizations are included, double or higher electron excitations are presently
outside the scope of the approach. In many cases, the local density approxi-
mation is appropriate to treat photoabsorption processes in “small” systems
(in atoms [444] as well as in molecules [45, 290, 11, 394, 361, 395, 365, 393]).
In spite of this, there is an important warning to make when slow-decaying
Feshbach resonances come into play. In many cases, the autoionization life-
times of these resonances are comparable or even larger than the time em-
ployed by the nuclei to move significantly. Under these circumstances, the
use of the Born-Oppenheimer approximation is not justified and may lead to
wrong results. This has been clearly shown in the case of the autoioniza-
tion decay of H2 [242], for which an accurate description of the experimental
findings in the region of the autoionizing doubly-excited states requires go-
ing beyond the Born-Oppenheimer approximation. Therefore, although the
TDDFT approach will always do a better job than the DFT one in describing
correlations due to the coupling between different open ionization channels, it
is not guaranteed that it will do so when slow decaying Feshbach resonances
are involved.
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3. Vibrational structure
3.1 General theory
3.1.1 Classical treatment
For polyatomic molecules, the classical kinetic energy of the nuclei in the
cartesian coordinates is written:
T =
1
2
M∑
i=1
mir˙i
2 (3.1)
where r˙i is the position of the nucleus i. The use of mass-weighted coordi-
nates qi makes the expression of the kinetic energy simpler:
T =
1
2
3M∑
i=1
(
dqi
dt
)2
(3.2)
where:
q1 =
√
m1 (x1 − x1,e)
q2 =
√
m1 (y1 − y1,e)
q3 =
√
m1 (y1 − z1,e) (3.3)
q4 =
√
m2 (x2 − x2,e)
...
q3M =
√
mN (zN − zN,e)
The vibrational motion of the molecule is controlled by its potential en-
ergy surface V (q1, q2, · · · , q3M ) which is obtained, in the Born-Oppenheimer
approximation, by solving the electronic TISE in a grid of 3N nuclear coordi-
nates.
This potential can be expanded as a Taylor series around the equilibrium
values of the nuclear coordinates:
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V (q1, q2, · · · , q3M ) = Ve +
3M∑
i=1
(
∂V
∂qi
)
e
+
1
2
3M∑
i=1
3M∑
j=1
(
∂2V
∂qi∂qj
)
e
qiqj
+
1
3!
3M∑
i=1
3M∑
j=1
3M∑
k=1
(
∂3V
∂qi∂qj∂qk
)
e
qiqjqk + · · · (3.4)
By convenience, we choose Ve = 0. Noticing that since Ve is a minimum,
the first derivative is equal to zero, and truncating the Taylor expansion to
the quadratic term, we can write:
V (q1, q2, · · · , q3M ) = 1
2
3M∑
i=1
3M∑
j=1
uijqiqj (3.5)
where uij correspond to the harmonic force constants:
uij =
(
∂2V
∂qi∂qj
)
e
(3.6)
The kinetic and potential energies can be expressed as a function of the
mass-weighted coordinates matrix q and the square matrix of the force con-
stants U:
T =
1
2
q˙T q˙ (3.7)
V =
1
2
qTUq (3.8)
By using the second law of Newton, it is easily demonstrable that U sat-
isfies the equation:
q¨+Uq = 0 (3.9)
However, the set of differential equations in (3.9) is coupled, i.e. that the
second derivative of each coordinate qi depends on all the other coordinates.
These couplings complicate the resolution of Equation (3.9), but they can be
eliminated by choosing an appropriate change of variable.
By using the transformation q = LQ, whereQ is a vector containing a new
set of variables and L is the transformation matrix, it is possible to rewrite
Equation (3.10) as:
V =
1
2
(LQ)T ULQ =
1
2
QLTULQ (3.10)
Then, the eigenvalues matrix equation of U is given by:
UL = LΛ (3.11)
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where Λ is the diagonal matrix of eigenvalues.
Since U is Hermitian, its eigenvectors matrix L is orthonormal and we
have:
LTUL = Λ (3.12)
Then the potential energy becomes:
V =
1
2
QTΛQ (3.13)
which can be developed as:
V =
1
2
3M∑
i=1
λiQ
2
i (3.14)
where λi are the eigenvalues from the diagonal matrix Q.
Equivalently, Equation (3.7) can be reformulated as a function of the ma-
trix Q:
T =
1
2
q˙T q˙ =
1
2
(
LQ˙
)T
LQ˙
=
1
2
Q˙TLTLQ˙ =
1
2
Q˙TL−1LQ˙
=
1
2
Q˙T Q˙ (3.15)
which can be developed as:
T =
1
2
3M∑
i=1
(
dQi
dt
)2
(3.16)
We know that q = LQ and according to Equation (3.11) U = LΛL−1.
Introducing these two expressions in Equation (3.9), we obtain:
L
(
Q¨+ΛQ
)
= 0 (3.17)
The eigenvalues λi are generally non-zero and Equation (3.18) cancels
when:
Q¨+ΛQ = 0 (3.18)
The latter equation can be reformulated as:
d2Qi
dt2
+ λiQi = 0 i = 1, · · · , 3M (3.19)
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The new set of equations is now completely decoupled, and each equation
of (3.19) involve only one coordinate Qi called normal coordinate. These equa-
tions describe the normal modes for any polyatomic systems. For molecules
composed by more than three atoms, solutions are uneasy to obtain. How-
ever, many of their characteristics can be deduced by simple theoretical con-
siderations based on group theory. Equation (3.3) and (3.7) teach us that
the vibrational normal modes depend on the molecular symmetry, the nuclear
masses and the force constants. As a consequence, the simple knowledge of the
molecular formula gives already an idea of the relative nature of the molecular
vibration:
• the heavier the atoms, the lower the vibrational frequency
• the stronger the force constants, the higher the vibrational frequency
The total number of active normal modes is in fact not 3M because some of
them are equivalent to translational or rotational motions. Then, they have to
be removed from the count of normal modes, and depending on the geometry
of the molecules, the total number of normal modes can be:
• 3M−5 for linear molecules (-3 translational modes, -2 rotational modes)
• 3M − 6 for non-linear molecules (-3 translational modes, -3 rotational
modes)
Also, a deeper theoretical analysis of the different normal modes can be
made by using group theory (see section 4.3).
3.1.2 Quantum treatment
In order to treat the nuclear motion in the quantum mechanics formalism,
we first have to give a formulation to the vibrational Hamiltonian. It can be
demonstrated (see for example [307]) that using the classical definitions (3.14)
and (3.16), the vibrational Hamiltonian operator for a non-linear polyatomic
molecule is given by:
Hˆvib = Tˆ + Vˆ =
1
2
3M−6∑
i=1
(
dQˆi
dt
)2
+
1
2
3M−6∑
i=1
λiQ
2
i (3.20)
By using the transformation q = LQ, the kinetic energy operator can be
rewritten as:
dQˆi
dt
= −ih¯
3M∑
j=1
lij
∂
∂qj
(3.21)
According to the chain rule:
∂
∂Qi
=
3M∑
j=1
∂
∂qj
∂qj
∂Qi
=
3M∑
j=1
lij
∂
∂qj
(3.22)
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Then, the vibrational Hamiltonian operator reads:
Hˆvib = − h¯
2
2
3M−6∑
i=1
∂2
∂Qi
+
1
2
3M−6∑
i=1
λiQ
2
i =
3M−6∑
i=1
hˆi (3.23)
Equation (3.23) shows that the vibrational Hamiltonian can be split in
terms of decoupled hˆi in such way that the nuclear wavefunctions χvi (Qi) are
eigenfunctions of the eigenvalues equation:
hˆiχvi (Qi) = εviχvi (Qi) (3.24)
with:
hˆi = − h¯
2
2
∂2
∂Qi
+
1
2
λiQ
2
i (3.25)
Due to the approximation used to develop the potential (3.5), the previous
formulation of the Hamiltonian corresponds to the unidimensional harmonic
oscillator whose eigenfunctions and eigenvalues are respectively:
χvi (Qi) =
(αi
π
) 1
4
(2vivi)
− 1
2 e−αi
Q2i
2 Hvi (
√
αiQi) (3.26)
εvi =
(
vi +
1
2
)
h¯ωi vi = 0, 1, 2, · · · (3.27)
where the first Hermite polynomials are:
H0 (x) = 1 (3.28)
H1 (x) = 2x (3.29)
H2 (x) = 4x
2 − 1
H3 (x) = 8x
3 − 12
and αi =
√
λi
h¯
=
ωi
h¯
=
2πνi
h¯
since ωi = 2πνi =
√
λi (3.30)
vi corresponds to the vibrational quantum number associated with the nor-
mal mode i and ωi to its vibrational frequency.
The total vibrational wavefunction is given by:
ψvib =
3M−6∏
i=1
χvi (Qi) (3.31)
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and the total vibrational energy:
Evib =
3M−6∑
i=1
εvi (3.32)
In the harmonic approximation it is possible to decouple the Hamiltonian
for each normal mode. Also, even though one of the vibrational mode is
strongly anharmonic, it still can be decoupled from the others, assuming that
the rest lays in the harmonic approximation. In the following, we will suppose
that the studied processes occur in such regime and consider Equation (3.24)
as a general formula for the vibrational problem.
The vibrational ground state (also called the zero-point energy) is defined
by the set of quantum numbers (v1, v2, · · · , v3M−6) = (0, 0, · · · , 0). When two
or several normal modes have the same symmetry and describe equivalent vi-
brational motions, then their frequencies vi are equal and the molecule have
degenerated vibrational energies. Quasi-degeneration can occurs when a vi-
brational frequency is accidentally the multiple of one or several other ones
(e.g., the asymmetric stretching, the asymmetric bending and the symmetric
stretching in CH+4 [209]).
Typical vibrational frequencies are of the order of 100 meV, which corre-
spond to a temperature close to 290 K. At room temperature, therefore, the
population of any state other than the ground state is entirely negligible. It
can be shown using the Boltzmann distribution:
pi =
ni
N
=
e−βEi∑
j e
−βEj (3.33)
where β = (kBT )
−1 and kB is the Boltzmann constant.
In the harmonic approximation, the vibrational energies progression is
given by Equation (3.27). Then we have:
pvi =
e−β(vi+
1
2)h¯ωi∑
v′i
e−β(v
′
i+
1
2)h¯ωi
(3.34)
This formula gives an idea of the statistical distribution of the molecules
among the different vibrational levels at the standard experimental conditions.
Table 3.1 shows the first values obtained for the highest and lowest vibrating
molecules studied in this work (the distributions of all the other molecules
varying as a function of their respective harmonic frequencies between these
two limits). In both cases, the energetic distribution is widely dominated by
the first vibrational level for every normal mode of vibrations and molecules
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Molecule
Sym. Deg. Frequency Population per vi (%)
i µ νi (cm
−1) 0 1 2
H2 Σ
+
g 1 4395 99.999 6.088×10−8 3.706×10−17
SF6
A1g 1 835.831 98.232 1.736 3.069×10−2
Eg 2 658.346 95.835 3.991 1.662×10−1
T1g 3 702.391 96.633 3.253 1.095×10−1
T1u 3 1051.865 99.377 6.190×10−1 3.856×10−3
T2g 3 563.563 93.418 6.148 4.046×10−1
T2u 3 379.738 84.014 13.431 2.147
Table 3.1: Vibrational distribution of H2 and SF6. For SF6, frequencies have
been calculated at the Hartree-Fock ab initio level with a 6-311G(d)+p basis
set. The internuclear distances have been set to 1.5867 A˚ according to [376]
and the first vibrational frequency is in good agreement with the value reported
in the same article.
can be assumed to be initially in their ground state (0, 0, · · · , 0) when pho-
toionization occurs.
We have seen that it is reasonable to consider the former molecules in their
ground states. For all the systems studied in this work, the totally symmet-
ric stretching modes associated with the ionized molecules are predominantly
populated. Then, by taking into account the effects of other possible processes
such as the post-collision interaction (PCI)1 or the recoil momentum of the
photoelectron (see Section 5.3.1), it is possible to extract experimentally the
spectrum that corresponds to the particular vibronic transition between the
ground state and the cation in its totally symmetric stretching vibrational
mode. From a theoretical point of view, excitation of a single vibrational
mode reduces the nuclear motion to a one-dimensional problem: since the
vibrational states are decoupled (in the harmonic approximation), the inac-
tive vibrational modes can be treated separately and the nuclear motion is
assumed to be described by the active vibrational mode which, in the case of
the totally stretching mode, depends only on the internuclear coordinate R.
3.1.3 The nuclear motion Schro¨dinger equation in 1D
In the following section, we will treat the case of the diatomic molecule whose
vibrational structure is formally equivalent to the uncoupled totally symmetric
1The PCI line shapes are observable at low photoelectron energies and are due to the
interaction of the photoelectron with the subsequent Auger electron: when Auger electrons
are emitted faster than photoelectrons, the latter feel a partially screened ionic field and
decelerate. A kinetic energy transfer takes place and consequently induces an energetic shift
in the fine structure, positive for the Auger spectrum and negative for the photoelectron
spectrum. Also, a certain asymmetry of the vibrational peaks is reported.
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stretching mode of polyatomic molecules. For a system whose nuclear motion
depends on the coordinate R, the nuclear Hamiltonian reads:
Hˆnuc (R) = − 1
2M
∇2CM −
1
2µ
∇2AB + V (R)︸ ︷︷ ︸
Hˆint
(3.35)
where M is the total mass of the system and µ the reduced mass.
In this last formulation, we can clearly see that the kinetic energy is com-
posed by a translational movement of the center of mass (CM) and an inter-
nuclear motion (AB). The translational part is not quantized and just con-
tribute by adding a constant energy to the the eigenvalues of the nuclear time-
independent Schro¨dinger equation. Let therefore concentrate on the secular
equation for the internal Hamiltonian Hˆint:
Hˆintψint (R) = Eintψint (R) (3.36)
The internal Hamiltonian can also be written in polar coordinates:[
− h¯
2
2µ
(
∂2
∂R2
+
2
R
∂
∂R
)
+
Lˆ2
2µR2
+ V (R)
]
ψint (R, θ, φ) = Eintψint (R, θ, φ)
(3.37)
where Lˆ2 is the square of the total angular momentum operator which
commutes with the Hamiltonian Hˆint.
Thus, the eigenfunctions ψint (R) are also eigenfunctions of Lˆ
2:
Lˆ2ψint (R) = J(J + 1)h¯
2ψint (R) J = 0, 1, 2, . . . (3.38)
and:
Lˆzψint (R) =Mh¯ψint (R) M = −J,−J + 1, . . . , J − 1, J (3.39)
where J and M are the quantum numbers associated to the angular mo-
mentum operators.
We can write without any approximations the eigenfunctions ψint (R) as
a product of a radial part χ (R) and spherical harmonics YMJ (θ, φ):
ψint (R, θ, φ) = χ (R)Y
M
J (θ, φ) (3.40)
In the Eckart conditions [432], it is possible to separate the vibrational
motion (dependence on R) from the rotational one (dependence on the an-
gles). Rotational motion can be neglected since the order of the rotational
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quantum is relatively small (∼ 10−4− 10−3eV). Then, the TISE associated to
the vibrational motion is:
Hˆvib (R)χ (R) = Evibχ (R) (3.41)
where:
Hˆvib (R) = − h¯
2
2µ
(
d2
dR2
+
2
R
d
dR
)
+ V (R) (3.42)
By rewriting:
χ (R) =
ζ (R)
R
(3.43)
one can considerably simplify the TISE for the vibrational motion to:[
− h¯
2
2µ
d2
dR2
+ V (R)
]
ζ (R) = Evibζ (R) (3.44)
As mentioned previously, Equation (3.44) is also valid for polyatomic
molecules when the vibrational motion can be reduced to a one-dimensional
problem. The Lagrangian of a N -body system is given by:
L =
N∑
i=1
mir˙
2
i − V (r1, r2, · · · , rN ) (3.45)
We consider the particular case of high symmetry molecules such as CH4,
CF4, BF3 or SF6 for which the central atom coincides with the center of mass.
In such systems, the totally symmetric vibration corresponds to a displacement
of the Ns equivalent surrounding atoms by a same quantity R with respect to
the central atom. Then, the Lagrangian can be rewritten as:
L =
Ns∑
i=1
miR˙
2
1 − V (R) (3.46)
the reduced mass is then given by:
µ = Nsms (3.47)
where ms is the mass of the equivalent surrounding atoms.
Except for acetylene which is a diatomic-like molecule when the C-H bond
is considered as fixed, the reduced mass of all the mentioned polyatomic
molecules in their breathing mode is given by Equation (3.47) (for a detailed
description of the reduced mass used in this work, see Table B.2).
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3.2 Vibrational eigenfunctions and eigenvalues
The B-splines method
A very efficient method to solve the Schro¨dinger equation for the vibrational
motion, Equation (3.44), makes use of B-spline basis sets. The method, first
implemented to study molecular vibrations by F. Mart´ın et al. [242] has been
successfully applied to several ionization problems in H2 [318, 320, 125, 126,
243, 118, 276, 117, 119, 323, 181, 180].
In this method, the radial wavefunction is expanded on a B-spline basis
set defined on the interval I = [0, Rmax]:
ζ (R) =
N∑
i
ciBi (R) (3.48)
Substituting (3.48) in (3.42), we obtain the secular equation (written in its
matrix form):
Hc = ESc (3.49)
where the matrix elements of the Hamiltonian are given by:
Hij =
∫ Rmax
0
Bi (R)HvibBj (R) dR (3.50)
and those of the overlap matrix by:
Sij =
∫ Rmax
0
Bi (R)Bj (R) dR (3.51)
B-splines are not orthogonal, yet the overlap matrix is band-diagonal and
therefore well conditioned. All the integrals involved in the matrix can be
computed exactly with a Gauss-Legendre integration method on a finite grid.
The secular equation is solved using a standard matrix diagonalization which
provides the eigenfunctions and the eigenvalues of Equation (3.38).
Its resolution requires knowing the effective potential energy term V (R),
which has to be calculated separately, by solving the electronic TISE. It can be
done by using ab initio methods (see Section 2.1) or derived from spectroscopic
parameters as for the Morse potential.
The Morse potential
Simple models have been widely used to approximate PECs. They are par-
ticularly useful when ab initio calculations are not feasible or do not properly
describe the system. The Morse potential is an analytical function which can
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model PECs in the region close to the equilibrium geometry.
As shown in Section 3.1.2, the PEC associated with an uncoupled vibra-
tional mode can be described by a harmonic potential. However, it is clear
that such approximation is too drastic to describe correctly the vibrational
states that do not lie in the very bottom of the PEC.
Taking into account the general behavior of the diatomic PECs (boundary
conditions, value at R = Re, etc.), Philip M. Morse proposed in 1929 [261] a
simple semi-empirical formula that goes beyond the harmonic approximation
and which depend only on three parameters:
VM (R) = V (Re) +De
[
1− e−α(R−Re)
]2
(3.52)
where the well depth De is given by the Birge-Spooner formula:
De =
ω2e
4ωeXe
− ωeXe
4
≃ ω
2
e
4ωeXe
(3.53)
and:
α =
√
ke
2De
= 2πωe
√
µ
2De
(3.54)
ωe corresponds to the harmonic frequency and Xe an anharmonicity cor-
rection.
The eigenvalues of the Schro¨dinger equation can also be extracted analyt-
ically, developing the radial functions in term of Laguerre polynomials [261].
The final expression for the energy is:
εv ∼ ωe
(
v +
1
2
)
− ωeXe
(
v +
1
2
)2
(3.55)
∼ ωe
(
v +
1
2
)[
1−Xe
(
v +
1
2
)]
(3.56)
In the Morse model the anharmonicity constant Xe is given by:
Xe =
ωe
4De
(3.57)
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Figure 3.1: Comparison between harmonic, Morse and CASSCF/MRCI PECs.
In Figure 3.1, we present a comparison between a harmonic potential, a
Morse potential and a PEC obtained at the CASSCF-MRCI theory level (the
latter being considered as the correct reference). It is visible that the harmonic
oscillator only accurately describes the bottom of the PEC at the internuclear
equilibrium distance. The Morse potential has a much better agreement with
the accurate CASSCF/MRCI calculation, although the two curves diverge for
both small and large internuclear distances.
In practice, Morse potentials are built using experimental data. The typ-
ical spectroscopic parameters required to compute Morse potential are the
harmonic vibrational frequency ωe, the anharmonic term Xe and the inter-
nuclear distance at the equilibrium Re. Morse potentials have been used to
compute the vibrational wavefunctions for the ground and core ionized states
of N2, CO, CH4, BF3 and for the 4T
−1
1u inner-valence state of SF6 (see PECs in
Results Part). Some of the Morse parameters used to derive them are shown
in Table B.3.
94
4. Calculation of the cross section
4.1 General definition
Once the vibrational wavefunctions and the dipole matrix elements are calcu-
lated, cross section is computed easily by using Equation (1.37). For randomly
oriented diatomic molecule interacting with a linear polarized light, and in the
Born-Oppenheimer approximation, the vibrationally resolved cross section in
atomic units is given by:
σα
(
v, v′, ω
)
=
4π2ω
3c
∣∣∣∣∫∫ χ∗i,v (R)ψ∗i (r, R) dˆψfα+e−(ε) (r, R)χfα,v′ (R) dRdr∣∣∣∣2
(4.1)
i and fα stand for the initial and final states respectively. α denotes the
electronic state of he residual ion, χ is the vibrational wavefunction and ψ the
electronic wavefunction. v and v′ are respectively the initial and final vibra-
tional quantum number. ω is still the photon energy and ε is the photoelectron
energy.
The dipole moment operator dˆ is in fact the sum of the electronic and the
nuclear dipoles:
dˆ = dˆel + dˆnuc (4.2)
Electronic dipole 
moment
Nuclear dipole moment
Figure 4.1: Schematic illustration of the electronic and nuclear dipole moment
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Thus, Equation 4.1 becomes:
σα
(
v, v′, ω
)
=
4π2ω
3c
∣∣∣∣∫ χ∗i,v (R)χfα,v′ (R) [∫ ψ∗i (r, R) dˆelψfα+e−(ε) (r, R) dr] dR
+
∫
χ∗i,v (R) dˆnucχfα,v′ (R)
[∫
ψ∗i (r, R)ψfα+e−(ε) (r, R) dr
]
dR
∣∣∣∣2 (4.3)
For molecules without center of inversion, the nuclear dipole is non-zero
(see Figure 4.1). Nevertheless, ψ∗i (r, R) and ψfα+e−(ε) (r, R) are eigenfunc-
tions of the electronic Hamiltonian Hˆel with different eigenvalues. They are
orthogonal and the second integral of the second term of the Equation (4.3)
cancel out: ∫
ψ∗i (r, R)ψfα+e−(ε) (r, R) dr = 0 (4.4)
Thus, the single photoionization cross section only depends on the elec-
tronic transition dipole moment del:
σα
(
v, v′, ω
)
=
4π2ω
3c
∣∣∣∣∫ χ∗i,v (R)Tα (ε,R)χfα,v′ (R) dR∣∣∣∣2 (4.5)
where Tα (ε,R) is a function of the internuclear distance R and the photo-
electron energy ε:
Tα (ε,R) =
∫
ψ∗i (r, R) dˆelψfα+e−(ε) (r, R) dr (4.6)
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4.2 Angular distribution
More insight on the photoionization process can be gained looking at the pho-
toelectron angular distribution (PAD). Such spatial information is a sensitive
probe of the structure and dynamics of electronic continua. It corresponds
to an angular resolution of the cross sections that can be done in the labora-
tory frame or in the molecular frame (MFPAD). The laboratory frame angular
distribution could have been resolved experimentally already in the 70’s be-
cause measurement techniques are similar to the ones used in more traditional
spectroscopy. It is generally express as a parameter β which characterizes the
asymmetry of the angularly resolved cross section with respect to the polariza-
tion vector. On the other hand, MFPAD are harder to extract experimentally
because it requires somehow to fix in space the molecules. Several techniques
have been developed in the last two decades, but nowadays the most efficient
in gas phase is without any doubt the COLTRIMS (for Cold Target Recoil
Ion Momentum Spectrometer). As the name suggests, and as illustrated by
the Figure 4.2, the basic idea of the technique consists in measuring in coin-
cidence the momenta of the photoelectron and of the ion fragments resulting
from a dissociative photoionization. Knowing the position of the molecule
with respect to the detectors and the time of flight of the detected particles,
it is then possible to recompose the classical trajectory and deduce the for-
mer momentum of the photoelectron at the time where the photoionization
occurs. The optimal momentum resolution is obtained when the molecular
target is at rest at the fragmentation time, situation that can be approached
by cooling down the gas jet to sub-milli Kelvin temperatures. The original
idea was conceptualized by Lew Cocke and Horst Schmidt-Bo¨cking in 1978,
but ten years were necessary to built up the machinery and perform the first
successful measurements.
4.2.1 Molecular frame angular distribution
Theoretically, the derivation of a cross section formula that depends on the
angles of the photoelectron in the molecular frame consists in rewriting the
equations in a new frame of reference. Although the basic idea is straightfor-
ward, its setting up is not trivial and many years of investigation were needed
to achieve this task. The first expressions for the theoretical MFPAD were
given by Fano and Dill in 1972 [111] for the photoemission processes in 1Σg
electronic state of diatomic molecules. Many papers on this topic were pub-
lished in the following decade, each one treating a different symmetry and lying
on different assumptions. In 1986, Chandra demonstrated that it is possible
to derive an MFPAD expression for the general case (for polyatomic molecules
and any states of the polarization) by making use of group theory [51, 52, 53].
In this section, we will write down the essential steps that permit to obtain
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Figure 4.2: Schematic illustration of the COLTRIMS device (picture from the
Ultrafast Laser Physics of ETH Zurich).
the general formulas.
The lifetime of the molecular core ionized states is generally much lower
than the time of rotation of the molecule. Axis recoil approximation can be
assumed and two coordinate systems whose origins coincide with the center of
mass of the molecule are chosen: the photon frame of reference (which defines
also the laboratory frame) and the molecular frame of reference. When light
is linearly polarized, the first one is defined by the polarization vector which
has a fixed position in the laboratory frame. The second frame of reference is
attached to the molecular target in the equilibrium geometry (see Figure 4.3).
The two coordinate systems are related by the set of Euler’s angles {α, β, γ}
(see Figure 4.4) defined as:
{α, β, γ} = ΩM (4.7)
Molecular frame is brought into coincidence with the photon frame by a
rotation of (−α,−β,−γ).
It is mathematically represented by the Wigner rotation matrixDlmm′ (ΩM )
which transforms any angular functions expressed in the laboratory frame into
the molecular frame. For example, spherical harmonics are transformed as:
Y m
′
l
(
θ′, φ′
)
=
∑
m
Dlmm′ (ΩM )Y ml (θ, φ) (4.8)
where unprimed (primed) variables refer to the molecular (laboratory)
frame of reference.
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Figure 4.3: Photoionization process in the molecular and laboratory frames.
N
α
β
γ
x
y
z
x
y
z
Figure 4.4: Euler angles characterizing the rotation between the rotated frame
(red) with respect to the fixed one (blue). The line of nodes (N) is shown in
green.
By indexing explicitly the symmetry of the final state and bringing out the
coordinate dependences, the vibrationally resolved cross section formula (4.5)
for a light polarization µ′ can be written in the length gauge as:
σvv
′
α (ω) =
4π2ω
3c
∑
p,q,h,l,µ′
∣∣∣T vv′−αpqhlµ′ (ω)∣∣∣2 (4.9)
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where:
T vv
′−
αpqhlµ′ (ω) =
〈
ϕ−εpqhl (r, R)χfα,v′ (R)
∣∣ǫˆµ′ · dµ′∣∣ϕα (r, R)χi,v (R)〉 (4.10)
ϕα is the initial α molecular orbital from which is the electron is emitted,
ϕεpqhl the final electronic continuum state of the photoelectron with energy
ε in the (pqhl)-th channel. ω is the photon energy which is related to the
photoelectron energy ε through the equation ω = IP v,v
′
α + ε, where IP
v,v′
α
is the ionization energy required to create a hole in the α molecular orbital.
p denotes the irreducible representation (IR) of the molecular point group
under consideration, q stands for a component of this representation if its
dimensionality is greater than one, h distinguishes between different bases of
the same IR corresponding to the same value of the angular momentum of
the escaping electron l, χi,v is the initial vibrational state, χfα,v′ is the final
vibrational state, dµ′ represents one of the following spherical components of
the electronic dipole operator:
d−1 =
(dx − idy)√
2
= d×
(
4π
3
)1/2
Y −11
(
θ′, φ′
)
(4.11)
d0 = dz = d×
(
4π
3
)1/2
Y 01
(
θ′, φ′
)
(4.12)
d1 = −(dx + idy)√
2
= d×
(
4π
3
)1/2
Y 11
(
θ′, φ′
)
(4.13)
and ǫµ′ one of the spherical components of the polarization vector:
ǫ−1 =
(ǫx − iǫy)√
2
(4.14)
ǫ0 = ǫz (4.15)
ǫ1 = −(ǫx + iǫy)√
2
(4.16)
In the length gauge d = r and, therefore, d = r.
We see that the cross section depends on the photoelectron coordinates
in the molecular frame, while the dipole operator is defined in the laboratory
frame. Using Equation (4.8), dipole components can be easily expressed into
the molecular frame by expanding on the photon state µ:
dµ′ = d×
(
4π
3
)1/2
Y µ
′
1
(
θ′, φ′
)
= d×
(
4π
3
)1/2 1∑
µ=−1
D1µµ′ (ΩM )Y µ1 (θ, φ)
(4.17)
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In order to derive the equation of the angularly resolved cross section, we
have to use continuum wavefunction that depends explicitly on the photoelec-
tron momentum k. The geometrical transformation proposed in [51], permits
to express them as function of the normalized continuum wavefunctions:
ϕk (r) =
∑
pqhl
ile−iσl(ω)X∗pqhl (θ, φ)ϕ
−
εpqhl (r,R) (4.18)
where the continuum state ϕ−εpqhl (r,R) is called a partial wave and where
we remind that σl (ω) corresponds to the Coulomb phase shift (see Equa-
tion (2.139)).
The scattered electron has a well defined angular momentum l that is
given by the symmetry adaptation of real spherical harmonics defined at the
geometric center of the molecule:
Xpqhl (θ, φ) =
∑
m
bpqhlm Y
m
l (θ, φ) (4.19)
Due to the non-spherical nature of the molecular potential, l is no more
a good quantum number and the sum over l has to be infinite. Nevertheless,
it has been observed that the partial-wave expansion converges rather rapidly
and practically, it is a good approximation to truncate the sum to a limited
number of terms.
Using Equation (4.17) and (4.18), the differential cross section in the molec-
ular frame becomes:
d2σvv
′
αµ′ (ω)
dΩMdΩe
=
4π2ω
3c
∣∣∣∣∣∣
∑
p,q,h,l,µ
(−i)leiσl(ω)D1µµ′ (ΩM )T vv
′−
αpqhlµ (ω)Xpqhl (Ωe)
∣∣∣∣∣∣
2
(4.20)
where Ωe = (θ, φ) and:
T vv
′−
αpqhlµ (ω) =
〈
ϕ−εpqhl (r,R)χfα,v′ (R) |rY µ1 (θ, φ)|ϕα (r,R)χi,v (R)
〉
(4.21)
Then:
d2σvv
′
αµ′ (ω)
dΩMdΩe
=
4π2ω
3c
∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
(−i)l1−l2ei[σl1 (ω)−σl2(ω)] (4.22)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
D1µ1µ′ (ΩM )D1∗µ2µ′ (ΩM )
×T vv′−αp1q1h1l1µ1 (ω)T vv
′−∗
αp2q2h2l2µ2
(ω)Y m1l1 (Ωe)Y
m2∗
l2
(Ωe)
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The products of rotation matrices can be expressed in terms of Wigner
3− j symbols as:
Dj1
m1m′1
(α, β, γ)Dj2
m2m′2
(α, β, γ) (4.23)
=
∑
JMM ′
〈j1m1j2m2 | JM〉
〈
j1m
′
1j2m
′
2 | JM ′
〉DJMM ′ (α, β, γ)
where M = m1 +m2 and M
′ = m′1 +m
′
2. The Wigner 3− j symbols are
related to the Clebsch-Gordan coefficients by:
〈j1m1j2m2 | j3m3〉 = (−1)j1−j2+m3
√
2j3 + 1
(
j1 j2 j3
m1 m2 −m3
)
(4.24)
and have to fulfill the following selection rules to be non-zero:
(
j1 j2 j3
m1 m2 m3
)
6= 0 if

m1 +m2 +m3 = 0
j1 + j2 + j3 is an integer
|mi| ≤ ji
|j1 − j2| ≤ j3 ≤ j1 + j2
(4.25)
Then, Equation (4.23) becomes:
Dj1
m1m′1
(α, β, γ)Dj2
m2m′2
(α, β, γ) =
∑
JMM ′
(−1)M+M ′ (2J + 1) (4.26)
×
(
j1 j2 J
m1 m2 −M
)(
j1 j2 J
m′1 m
′
2 −M ′
)
×DJMM ′ (α, β, γ)
Considering that:
Dj∗mm′ (α, β, γ) = (−1)m−m
′ Dj−m−m′ (α, β, γ) (4.27)
then the product of rotation matrices in Equation (4.22) becomes:
D1µ1µ′ (ΩM )D1∗µ2µ′ (ΩM ) = (−1)µ2−µ
′ D1µ1µ′ (ΩM )D1−µ2−µ′ (ΩM ) (4.28)
= (−1)µ1−µ′
∑
Λ,µ1,µ2
(2Λ + 1)
(
1 1 Λ
µ′ −µ′ 0
)
×
(
1 1 Λ
µ1 −µ2 −(µ1 − µ2)
)
DΛµ1−µ20 (ΩM )
and according to the transformation:(
j1 j2 j3
m1 m2 m3
)
= (−1)j1+j2+j3
(
j1 j2 j3
−m1 −m2 −m3
)
(4.29)
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we can rewrite (4.28) as follows:
D1µ1µ′ (ΩM )D1∗µ2µ′ (ΩM ) = (−1)µ1−µ
′ ∑
Λ,µ1,µ2
(2Λ + 1)
(
1 1 Λ
−µ′ µ′ 0
)
×
(
1 1 Λ
−µ1 µ2 µ1 − µ2
)
DΛµ1−µ20 (ΩM )(4.30)
The product of spherical harmonics can also be simplified by using their
relation with the rotation matrix:
Y ml (β, γ) =
(
2l + 1
4π
) 1
2
Dl0m (α, β, γ) (4.31)
and:
Y m1l1 (Ωe)Y
m2∗
l2
(Ωe) = (−1)m1
2lmax∑
L=0
L∑
M=−L
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2
×
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 M
)
YML (Ωe)
where lmax correspond to the maximum value of the ensemble {l1, l2}.
Finally the Equation (4.22) can be put in the form:
d2σvv
′
αµ′ (ω)
dΩMdΩe
=
4π2ω
3c
(−1)µ′
2lmax∑
L=0
L∑
M=−L
Avv
′
αLM (ΩM , ω)Y
M
L (Ωe) (4.32)
where the amplitudes are given by:
Avv
′
αLM (ΩM , ω)
=
∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ1 (4.33)
×
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 M
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ2
(ω)
×
∑
Λ
(2Λ + 1)
(
1 1 Λ
−µ′ µ′ 0
)(
1 1 Λ
−µ1 µ2 µ1 − µ2
)
DΛµ1−µ20 (ΩM )
These two last equations correspond to the general formula of the vibra-
tionally resolved angular distribution for the single photoionization of fixed-in-
space molecules. It can be applied to molecules of any point-group symmetry
and it provides the maximum information that can be theoretically accessible.
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4.2.2 Averaged molecular frame angular distribution
Different kinds of information can be extracted by integrating Equation (4.36)
over different coordinates. For example, it can be useful to consider the MF-
PADs averaged over all the possible orientations of the polarization vector.
Remembering that the dipole components have been transformed into the
MF thanks to the rotation matrices D1µµ′ (ΩM ) (see Equation (4.18)), we can
eliminate the dependence on the polarization angles by averaging the matrix
product in Equation (4.30). Noticing that:
1
8π2
∫
Dj1m1n1 (ΩM )Dj2∗m2n2 (ΩM ) dΩM =
1
2j1 + 1
δm1m2δn1n2δj1j2 (4.34)
then Equation (4.30) simplifies as:
1
8π2
∫
D1µ1µ′ (ΩM )D1∗µ2µ′ (ΩM ) dΩM =
1
3
δµ1µ2 (4.35)
and the averaged MFPAD reads:
d2σvv
′
αµ′ (ω)
dΩe
=
4π2ω
3c
(−1)µ′
2lmax∑
L=0
L∑
M=−L
Avv
′
αLM (ω)Y
M
L (Ωe) (4.36)
where the amplitudes are given by:
Avv
′
αLM (ω)
=
1
3
∑
p1,q1,h1
l1,m1
∑
p2,q2,h2
l2,m2
∑
µ1
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ1 (4.37)
×
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 M
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ1
(ω)
(4.38)
Such formula permits to obtain an angular distribution that only depends
on the angles of the photoelectron. It is particularly useful in low symmetric
polyatomic molecules where there is many nonequivalent particular orienta-
tions of the polarization vector.
Depending on the degree of information required, it can be convenient to
carry out other integrations or transformations of Equation (4.36) and (4.33).
In particular, it can be useful to express the angular distribution in the lab-
oratory frame as a function of the angle θ′e formed by the photoelectron mo-
mentum and the propagation vector of the light.
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4.2.3 β asymmetry parameter
To transform Equation (4.36) into the laboratory frame, we first have to ex-
press the spherical harmonics as a function of the laboratory frame coordinates.
Taking into account the usual orthogonality of the rotation matrices:∑
m
D¯jm′m (γ, β, α)Djm′′m (α, β, γ) = δm′m′′ (4.39)
and by using Equation (4.8), we can write:
YML (Ωe) =
∑
M ′
D¯LM ′M (ΩM )YM
′
L
(
Ω′e
)
(4.40)
and we now have to evaluate the product D¯LM ′M (ΩM )DΛµ1−µ20 (ΩM ). Notic-
ing the following property of the rotation matrix:
D¯jmm′ (γ, β, α) = (−1)m−m
′ Djm′m (α, β, γ) (4.41)
then we can write:
D¯LM ′M (ΩM )DΛµ1−µ20 (ΩM ) = (−1)−µ1+µ2
∑
KQQ′
(2K + 1)
(
L Λ K
−M ′ 0 M ′
)
×
(
L Λ K
−M µ1 − µ2 Q
)
DKQM ′ (ΩM ) (4.42)
and Equation (4.36) becomes:
d2σvv
′
αµ′ (ω)
dΩMdΩ′e
=
4π2ω
3c
(−1)µ′
2lmax∑
L=0
L∑
M ′=−L
A¯vv
′
αLM ′ (ΩM , ω)Y
M ′
L
(
Ω′e
)
(4.43)
where the new amplitudes read:
A¯vv
′
αLM ′ (ΩM , ω) =
∑
M
Avv
′
αLM D¯LM ′M (ΩM )
=
∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ1 (4.44)
×
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2 ∑
M
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 M
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ2
(ω)
×
∑
Λ
(2Λ + 1)
(
1 1 Λ
−µ′ µ′ 0
)(
1 1 Λ
−µ1 µ2 µ1 − µ2
)
×
∑
KQ
(2K + 1)
(
L Λ K
−M ′ 0 M ′
)(
L Λ K
−M µ1 − µ2 Q
)
DKQM ′ (ΩM )
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Seeing that Q =M +µ2−µ1 and M = m1−m2, it is possible to take out
the sum over Q and M :
A¯vv
′
αLM ′ (ΩM , ω)
=
∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ1 (4.45)
×
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 m1 −m2
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ2
(ω)
×
∑
Λ
(2Λ + 1)
(
1 1 Λ
−µ′ µ′ 0
)(
1 1 Λ
−µ1 µ2 µ1 − µ2
)
×
∑
K
(2K + 1)
(
L Λ K
−M ′ 0 M ′
)(
L Λ K
m2 −m1 µ1 − µ2 Q
)
DKQM ′ (ΩM )
In the laboratory frame, the molecules are randomly oriented with respect
to the polarization vector. To reproduce experimental situations in which the
fragment ions and the photoelectron cannot be measured in coincidence, the
differential cross section has to be averaged over all the possible orientations
of the molecules:
dσvv
′
αµ′ (ω)
dθ′e
=
∫
d2σvv
′
αµ′ (ω)
dΩMdθ′e
dΩM (4.46)
where Ω′e has been reduced to θ′e since emitted electrons for randomly ori-
ented molecules present a cylindrical symmetry along the propagation vector.
The amplitudes A¯vv
′
αLM ′ (ΩM , ω) carry the dependence on the molecular
coordinates. Considering that for averaged orientations of the moleculesM ′ =
0, Q = 0, K = 0 and Λ = L, then the integrated amplitudes take the form:
1
8π2
∫
A¯vv
′
αLM ′ (ΩM , ω) dΩM = A¯
vv′
αL0 (ω)
=
∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ2 (4.47)
×
(
(2l1 + 1) (2l2 + 1) (2L+ 1)
4π
) 1
2
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 m1 −m2
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ2
(ω)
× (2L+ 1)
(
1 1 L
−µ′ µ′ 0
)(
1 1 L
−µ1 µ2 µ1 − µ2
)
×
(
L L 0
0 0 0
)(
L L 0
m2 −m1 µ1 − µ2 0
)
D000 (ΩM )
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where we see that L ≤ 2 and D000 (ΩM ) = 1.
The Wigner 3− j symbols take a simpler form when j3 = 0 and m3 = 0:(
j1 j2 0
−m1 m2 0
)
= (−1)j2+m2 δj1j2δ−m1m2√
2j2 + 1
(4.48)
and some of them can simplified in Equation (4.48):(
L L 0
0 0 0
)
=
(−1)L√
2L+ 1
(4.49)
(
L L 0
m2 −m1 µ1 − µ2 0
)
=
(−1)L+µ1−µ2√
2L+ 1
(4.50)
Now, the integrated cross section is:
dσvv
′
αµ′ (ω)
dθ′e
=
4π2ω
3c
(−1)µ′
2∑
L=0
A¯vv
′
αL0 (ω)PL
(
cos θ′e
)
(4.51)
where:
A¯vv
′
αL0 (ω) =
(
2L+ 1
4π
) ∑
p1,q1,h1
l1,m1,µ1
∑
p2,q2,h2
l2,m2,µ2
il2−l1ei[σl1 (ω)−σl2 (ω)] (−1)m1+µ2 (4.52)
×
√
(2l1 + 1) (2l2 + 1)
(
l1 l2 L
0 0 0
)(
l1 l2 L
−m1 m2 m1 −m2
)
×bp1q1h1l1m1
(
bp2q2h2l2m2
)∗
T vv
′−
αp1q1h1l1µ1
(ω)T vv
′−∗
αp2q2h2l2µ2
(ω)
× (2L+ 1)
(
1 1 L
−µ′ µ′ 0
)(
1 1 L
−µ1 µ2 µ1 − µ2
)
and:
Y 0L
(
θ′e
)
=
(
2L+ 1
4π
) 1
2
PL
(
cos θ′e
)
(4.53)
The differential cross section can also be put in another form. Considering
that an integration over Ω′e would give:
σvv
′
αµ′ (ω) =
4π2ω
3c
(−1)µ′ 4πA¯vv′α00 (ω) (4.54)
the amplitude A¯vv
′
α00 (ω) can be factorized in Equation (4.51):
dσvv
′
αµ′ (ω)
dθ′e
=
4π2ω
3c
(−1)µ′ A¯vv′α00 (ω)
[
1 +
A¯vv
′
α10 (ω)
A¯vv
′
α00 (ω)
cos θ′e +
A¯vv
′
α20 (ω)
A¯vv
′
α00 (ω)
P2
(
cos θ′e
)]
(4.55)
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where:
P2 (x) =
1
2
(
3x2 − 1) (4.56)
The Wigner 3 − j rules shows that µ′ = 1 for A¯vv′α10 and µ′ = 0 for A¯vv
′
α20.
Finally, the differential cross section in the laboratory frame and for randomly
oriented molecules is written:
dσvv
′
αµ′ (ω)
dθ′e
=
σvv
′
αµ′ (ω)
4π
[
1 + µ′βv,v
′
1,α (ω) cos θ
′
e +
(
−1
2
)µ′
βv,v
′
α (ω)P2
(
cos θ′e
)]
(4.57)
where:
βv,v
′
1,α (ω) =
A¯vv
′
α10 (ω)
A¯vv
′
α00 (ω)
(4.58)
and:
βv,v
′
α (ω) =
A¯vv
′
α20 (ω)
A¯vv
′
α00 (ω)
(4.59)
For a linear polarized light, Equation (4.57) becomes:
dσvv
′
αµ′ (ω)
dθ′e
=
σvv
′
αµ′ (ω)
4π
[
1 + βv,v
′
α (ω)P2
(
cos θ′e
)]
(4.60)
The asymmetry parameter β is a function that varies between -1 and 2
and depends only on the photon energy (all the angular dependence being
contained in the second order Legendre polynomial). As presented in Fig-
ure 4.5, angular information can be retrieved from the asymmetry parameter
β by considering the evolution of the function contained in the bracket of
Equation (4.60).
Figure 4.5: Polar plot of [1 + β (ω)P2 (cos θ
′
e)] function for β = −1, 0, 1, 2.
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4.2.4 Total cross section
It is possible to recover the formula of the total cross section given in Equa-
tion (4.9) by averaging over the angles of the photoelectron and all possible
orientations of the molecules:
σvv
′
αµ′ (ω) =
1
8π2
∫∫
d2σvv
′
αµ′ (ω)
dΩMdΩe
dΩMdΩe (4.61)
Such integrals can be easily evaluated, by considering:∫
YML (Ωe) dΩe = δL0δM0
√
4π (4.62)
Then, integrating Equation (4.33):
σvv
′
αµ′ (ω) =
4π2ω
3c
(−1)µ′
√
4π
8π2
Avv
′
α00 (ω) (4.63)
According to the Equation (4.48), it is possible to simplify some terms in
the expression of Avv
′
α00 (ω):
∑
l2,m2
(
(2l1 + 1) (2l2 + 1)
4π
) 1
2
(
l1 l2 0
0 0 0
)(
l1 l2 0
−m1 m2 0
)
=
2l1 + 1√
4π
(−1)l1√
2l1 + 1
(−1)l1−m1√
2l1 + 1
=
(−1)m1√
4π
(4.64)
And since: ∫
DΛµ1−µ20 (ΩM ) dΩM = 8π2δΛ0δµ1−µ20 (4.65)
then:
∑
µ2
(
1 1 0
−µ′ µ′ 0
)(
1 1 0
−µ1 µ2 0
)
=
(−1)1−µ′√
3
(−1)1−µ1√
3
=
(−1)µ1+µ′
3
(4.66)
The irreducible representations characterized by the set {pqh} are by defi-
nition orthogonal, and consequently, products of symmetry adapted spherical
harmonics of same l and m vanishes for different symmetries:∑
m1
bp1q1h1l1m1
(
bp2q2h2l1m1
)∗
= δp1p2δq1q2δh1h2 (4.67)
Finally, we have:
Avv
′
α00 (ω) = (−1)µ
′ 1
3
8π2√
4π
(4.68)
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and Equation (4.63) becomes:
σvv
′
α (ω) =
4π2ω
3c
∑
p1,q1,h1,l1
∑
µ1
∣∣∣T vv′−αp1q1h1l1µ1 (ω)∣∣∣2 (4.69)
which can be reformulated as:
σvv
′
α (ω) =
4π2ω
3c
∑
p,q,h,l
∑
µ
∣∣∣∣∫ χ∗i,v (R)T−αpqhlµ (ω,R)χfα,v′ (R) dR∣∣∣∣2 (4.70)
where the electronic dipole couplings are:
T−αpqhlµ (ω,R) =
〈
ϕ−εpqhl (r,R)
∣∣∣dˆµ∣∣∣ϕα (r,R)〉 (4.71)
The vibrational cross section σvv
′
α (ω) depends on the α-channel, the active
symmetry p1, q1, h1, l1, the initial and final vibrational states
1, the photon or
photoelectron energy.
The calculation procedure can be summarized as illustrated in the Fig-
ure 4.6. Once the vibrational wavefunctions and the dipole matrix elements
have been calculated, they have to be integrated according Equation (4.71).
Integrating/summing the partial cross section over one or several differential
magnitudes leads to partially differential or total cross sections, each one rep-
resenting a specific experimental situation.
Potential energy
curves
Initial density
functional
Vibrational energies
and wavefunctions 
Dipole matrix
elements
Partial
cross section
Vibrational
structure
Electronic
structure
Figure 4.6: General procedure to calculate the single photoionization cross
section.
1In this work, the initial vibrational state v is fixed and always chosen in the ground state
(v = 0)
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4.3 Group theory applied to spectroscopy
Group theory is a powerful theoretical tool to analyze and reduce the com-
plexity of the photoionization process. From a computational point of view,
it permits to save time of calculation by prescribing which transitions are al-
lowed and which partial wave components contribute to both the initial and
final states. This section summarizes and illustrates with an example, some
major results of point-group theory that are used throughout the thesis. Part
of the concepts used here refer to elements of group theory (notes can be found
in Appendix A.1). For a complete account of the formalism of group theory,
which is beyond the scope of this current work, we refer the reader to [71].
4.3.1 Selection rules
Group theory is used in spectroscopy to determine the possible transitions ac-
cording to the initial and final symmetries. The results of this formal analysis
give rise to the selection rules.
Electronic transitions
We have seen in Equation (4.5) that the transition probability between an
initial state |ψn〉 and a finale state |ψm〉 is proportional to:
σnm ∝
∣∣∣∣∫ ψ∗mdˆiψn∣∣∣∣2 (4.72)
where dˆi is a component of the dipole operator.
Depending on the symmetry of the functions ψn, ψm and dˆi (if they have
nodes, are odd or even, etc.), the integral in Equation (4.72) can vanishes
or not. The group theory says that ”an electric dipole transition is allowed
if the direct product of the representations Γn(R) and Γm(R) contains the
IR to which the dipole component dˆi belongs“. Then, knowing the point
group symmetry of a molecule, it is possible (and generally straightforward)
to determine if an electronic transition can occur.
Vibrational transitions
The fundamental vibrational transitions (i.e., the transitions between the vi-
brational ground state and an i-th excited one in any vibrational mode but
in the same electronic state) are induced by IR absorption or Raman scatter-
ing and their amplitude is equivalently described by Equation (4.72). Then,
fundamental vibrational transitions obey to selection rules given by group the-
ory. In the harmonic oscillator approximation, the vibrational wavefunction
is given by Equation (3.26) and since H0 (x) = 1, the vibrational ground state
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is invariant under all symmetries and form a basis for the totally symmet-
ric representation. As a consequence, the excited vibrational states have the
symmetry of their Hermite polynomial, i.e. of their normal mode. According
to the group theory selection rules, the allowed fundamental vibrational tran-
sitions are the ones for which the product of the dipole component and the
vibrational excited state contains the totally symmetric IR (the vibrational
ground state). In other words, only the normal modes of same symmetry
as the Cartesian coordinates (for the IR absorption) or the quadratic func-
tion of the Cartesian coordinate (for the Raman scattering) are active for the
fundamental vibrational transitions.
Vibronic transitions
The vibronic transitions is a more complicated case since it involves both the
electronic and vibrational symmetries. In the Born-Oppenheimer approxima-
tion, the transition is proportional to:
σvv
′
nm ∝
∣∣∣∣∫ χ∗m,{v′}ψ∗mdˆiψnχn,{v}∣∣∣∣2 (4.73)
Then, according to the selection rules, the integral is zero unless the direct
product Γm,{v′} ⊗ Γm ⊗ Γdi ⊗ Γn ⊗ Γn,{v} contains the totally symmetric rep-
resentation Γ1.
In the Franck-Condon approximation (see Section II), the electronic dipole
couplings can be factorized out:
σvv
′
nm = F
vv′
nmσnm (4.74)
where:
σnm ∝
∣∣∣∣∫ ψ∗mdˆiψn∣∣∣∣2 (4.75)
Then, the cross section is proportional to the integral of the initial and
final wavefunctions:
F vv
′
nm =
∣∣∣∣∫ χ∗m,{v′}χn,{v}∣∣∣∣2 = 3M−6∏
k
∫ ∣∣∣χ∗k,v′kχk,vk ∣∣∣2 (4.76)
Then, two selection rules for the vibrational states involved in the vibronic
transition arise:
• for non totally symmetrical vibrational modes, the overlap of wavefunc-
tions with different parity will gives 0. Then, the allowed vibronic tran-
sitions satisfy the condition: ∆vk = 0,±2,±4, · · ·
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• for totally symmetric stretching modes, the geometry at the equilibrium
is generally different for the final state. Then initial and final vibra-
tional wavefunctions are shifted one with respect to the other and all
the vibrational transitions are allowed: ∆vk = 0,±1,±2,±3, · · ·
In this work, only the totally symmetric vibrational mode will be consid-
ered for both ground and ionized electronic states. Going back to the general
vibronic selection rules, Γn,{v} = Γm,{v′} = Γ1 and then, the vibronic transi-
tions are governed by the selection rules applied to the electronic transitions
Γm ⊗ Γn ⊃ Γdi .
4.3.2 Example: the core photoionization of methane
In order to illustrate the efficiency of group theory applied to spectroscopy, we
will study the case of CH4 molecule. The four C-H bonds are disposed along
the vertices of a tetrahedron molecule and then methane is invariant under
the symmetry operations of the Td point group symmetry (see Table 4.1).
Td E 8C3 3C2 6S4 6σd
A1 1 1 1 1 1 x
2 + y2 + z2
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (2z2 − x2 − y2, x2 − y2)
T1 3 0 -1 1 -1 (Rx, Ry, Rz)
T2 3 0 -1 -1 1 (x, y, z) (xy, xz, yz)
Table 4.1: Character table of the Td point group symmetry.
A molecule has three types of internal energy, which are (in decreasing
order of magnitude) electronic, vibrational and rotational. The rotational
states are generally not resolved in photoionization experiment. Their role in
the symmetry of transition matrix elements, therefore, can be neglected.
Vibrational states
We have seen in Section 3.1 that nuclear motion close to the equilibrium po-
sition can be separated in decoupled normal modes, consequently simplifying
the analysis of the molecular vibrations. Group theory permits to operate
such reduction by inferring the symmetries of the normal modes of vibrations.
To do so, one has first to express the nuclear motion in the symmetry group
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of the molecule. The displacement of each atom can be described in terms of
three unitary vectors in the atomic frames of reference (see Figure 4.7). The
transformation of these atomic displacements through the different symmetry
operations is defined by the 3M ×3M transformation matrixM, where M(R)
is the number of atoms in the molecule.
Figure 4.7: Geometrical representation of CH4 molecule.
To determine how many normal modes there are for each IR, there is no
need to evaluate this matrix for each operation symmetry, we only need the
trace of it. Considering the transformations of all the 3M vectors:
• the identity E conserves of course all the vectors
• each C3 axis passes through a different vertex of the cube and do not
conserve any atomic vectors: χ(C3) = 0
• each C2 axis is aligned with a different vector of the central C atom and
then conserve one (1) and flip the two others: χ(C2) = 1− 1− 1 = −1
• each improper rotation S4 rotates two vectors of the central C atom by
π/4 and flip the third aligned one: χ(S4) = −1
• each diagonal plane σd is perpendicular to a different cube face and
passes through two atoms. It conserves the aligned vector of each two
atoms, as well as the one of the central C atom: χ(σd) = 1 + 1 + 1 = 3.
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Td E 8C3 3C2 6S4 6σd
Γnuc 15 0 -1 -1 3
Table 4.2: Representation of the atomic displacements in the Td point group
symmetry.
Then, the representation Γnuc of the atomic displacements is expressed in
the Td point group symmetry as:
This representation can be decomposed in a basis of IR whose coefficients
are given by Equation (A.4):
Γnuc = A1 + E + T1 + 3T2 (4.77)
According to Table 4.1, the T1 IR corresponds to the rotations while the
translations transform as T2. Then, the vibration normal modes are repre-
sented by:
Γvib = A1 + E + 2T2 (4.78)
where A1 and E are Raman active and T2 are both IR and Raman active.
If we now use the set of four C-H bond lengths and the set of six H-C-
H interbond angles as bases, we obtain in a similar way the expression of
the representation for the bond lengths displacements Γstr and for the angles
variations Γben respectively:
Td E 8C3 3C2 6S4 6σd
Γstr 4 1 0 0 2
Γben 6 0 2 0 2
Table 4.3: Representation of the C-H bond lengths and the H-C-H interbond
angles in the Td point group symmetry.
Using the great orthogonality theorem, it easily found that these represen-
tations reduce as:
Γstr = A1 + T2 (4.79)
Γben = A1 + E + T2 (4.80)
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The sum of all the representations Γrot + Γtra + Γstr + Γben should give
in principle the representation Γnuc. But as seen, the sum is one in excess
of the correct number for each symmetry operation, which means that there
is an extra A1 representation which corresponds to the impossible situation
where all the angles are varying by the same quantity. This result is due
to the fact that we treated the six angles as independent while in fact they
are not. Then, we see that vibrational normal modes are composed by four
stretching modes (one for the A1 and three degenerated for the T2) and five
bending ones (two for the E and three degenerated for the T2). The sum of
all the modes is of course consistent with the simple formula 3M −6 = 9. The
totally symmetric stretching mode is the most easy to identify since it implies
a totally symmetric representation, i.e. A1.
Figure 4.8: The CH4 vibrational modes.
Electronic states
In a monodeterminantal picture, the total symmetry of the molecular elec-
tronic state is given by the direct product of each MO symmetry. For CH4,
we have the following configuration: 1A21 2A
2
1 1T
6
2. Since the direct product
of two identical IR at least contains the totally symmetric representation and
that each MO of the ground state is filled by two paired electrons, then we
can deduce that the symmetry of CH4 is A1. In fact, this argument is quite
general and holds for any closed shell molecule, atom or ion: any doubly oc-
cupied level contribute A1. Therefore, for an ion, only the singly occupied
levels will determined the total molecular symmetry. In CH4, the lowest MO
corresponds almost entirely to the C 1s AO. The carbon atom being central
and the 1s AO totally symmetric, we know even without looking to the MO
diagram that the core orbital is a basis for the A1 representation. Then, the
core ionized CH4 molecule is also totally symmetric. As an example, and ac-
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cording to Figure B.4, emission of a valence electron from the HOMO to the
continuum state, would give instead a T2 symmetry for the molecular ion.
The total symmetry of the final state is the direct product of the symmetry
of the residual molecule Γion and of the electron in the continuum Γe− . Be-
cause the ground state is totally symmetric, the selection rules predict that
the direct product Γgs ⊗ Γion ⊗ Γe− should be the same as the ones of the
dipole components (the Cartesian coordinates in the character table). For the
C1s photoionization of methane, we have seen that Γgs = Γion =A1 and then
Γe− =T2 (all the dipole components lying into the T2 IR).
Now we have to analyze the involved vibrational and electronic symmetries
for the photoionization process of interest ; to do this we need to determine
the partial wave contributions to the photoelectron symmetry in the Td point
group of symmetry. Such knowledge is particularly useful for theoretical cal-
culations in order to avoid to evaluate vanishing integrals and gain computa-
tional time. To complete the example, we will study the contribution of the
first three angular momenta to the T2 photoelectron symmetry. In this case,
the character table 4.1 provides directly the information needed to reduce their
representation:
• the totally symmetric functions are defined by x2 + y2 + z2, then the s
AO is characterized by the A1 IR (it is general for all the point group)
• the linear functions are defined by the Cartesian coordinates, then the
p AO is characterized uniquely by the T2 IR
• the quadratic functions are defined by (2z2 − x2 − y2, x2 − y2) and
(xy, xz, yz), then the d AO is characterized by E and T2 IR.
Since the l = 0 function only belong to A1, it will show up only for a
photoelectron having a A1 symmetry. The same logic applies to the l = 1
functions but for the T2 symmetry. The l = 2 functions are represented
by the E and T2 IR. They contribute partially to both symmetries and the
coefficients of the symmetry adapted linear combination (SALC) can be deduce
by constructing explicitly the Wigner operator:
P kij =
lk
g
∑
R
Dk∗ij (R)Rˆ (4.81)
where:
P kijP
n
lm = δknδjlP
k
im (4.82)
i and j refer to the matrix index of the transformation matrix for the rep-
resentation Γk of dimension lk.
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The construction of the projector operator requires the construction of
the transformation matrices which can be a very tedious task. Then, it is
convenient to define a projector operator that employs only the characters
(accessible form the character tables). Summing over the diagonal elements
of the matrix, we obtain the expression:
P k =
∑
i
P kii =
lk
g
∑
R
χk(R)Rˆ (4.83)
Analyzing the transformation of a d AO under all the symmetry operations
of th Td point group and applying the incomplete operator, it is possible to
evaluate the SALC coefficient for the l = 2 partial wave, in this case equal to 1.
For more lower symmetric point groups (e.g., Oh for SF6), the coefficients are
generally real numbers and requires to be evaluated computationally. Table
Page 286 summarizes the different allowed electronic transitions investigated
in this work, as well as the partial waves contribution to each of the possible
photoelectron symmetry in the point group of the molecule.
4.4 Studied molecular systems
The choice of the studied molecular systems for the present study came nat-
urally:
• H2 (dihydrogen, identified in 1766 by Henry Cavendish) is the simplest
compound in the universe. Since it can be numerically solve with minor
approximations, it is a natural good base step for any general molecular
studies.
• N2 (dinitrogen, identified in 1772 by Daniel Rutherford) is the main
compound of earth’s atmosphere (78.084%). As H2, it is a homonuclear
diatomic molecule but owns much more electrons (14 in total). Its treat-
ment then requires the use of ab initio methods but its high symmetry
D∞h makes it affordable by the most accurate ones.
• CO (carbon monoxide, identified in 1800 by William Cumberland Cruik-
shank) is a toxic and short lived gas in earth’s atmosphere. It is a
heteronuclear diatomic molecule, isoelectronic with N2 and has very lo-
calized core MOs on the oxygen and carbon atoms. Polarization of the
electronic cloud is expect to have an influence on the photoionization
cross section and can be directly compared with N2
• C2H2 (acetylene, discovered in 1836 by Edmund Davy) is an unstable gas
in pure form and the simplest alkyne. It is a polyatomic linear molecule,
isoelectronic with N2 and CO. It belongs to the same point group sym-
metry than H2 and N2 and since the core MOs result almost exclusively
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from the linear combination of C 1s AOs, the core photoionization cross
section of C2H2 is expected to present homonuclear diatomic-like fea-
tures.
• CH4 (methane, identified in 1777 by Alessandro Volta) is the simplest
alkane and probably the most abundant organic compound on earth. It is
an important greenhouse gases (much by its quantity in the atmosphere
than by its potential which is about 25 GWP), mainly produced via
natural routes (human-induced or not). It is a few electrons (10 in
total) non-linear polyatomic molecule with a high symmetry and very
localized core MO on the carbon atom (as in CO).
• CF4 (tetrafluoromethane, discovered in 1926) is the simplest fluorocar-
bon and a very potent and stable greenhouse gas (6500 GWP, even
though few abundant in the atmosphere). It is structurally equivalent
to CH4 where hydrogen atoms have been replaced by fluorines (the most
electronegative element), which makes the bonds stronger and more po-
larized. Also, addition of fluorine atoms increase considerably the num-
ber of electrons of the system (42 in total) and reduces the use of high
level ab initio methods.
• BF3 (boron trifluoride, discovered in 1808 by Joseph Louis Gay-Lussac
and Louis Jacques Thnard) is a toxic gas and a useful Lewis acid. It
is a planar polyatomic molecule composed of 32 electrons, containing
polar bonds with fluorine atoms (as for CF4). The main interest of this
molecular system is due to its very wide and well resolved vibrational
progression in the photoelectron spectra and the expected strong influ-
ence of the fluorine atoms to the scattering of the photoelectron at low
photon energies.
• SF6 (sulfur hexafluoride, discovered in 1901 by Henri Moissan and Paul
Lebeau) is a hypervalent molecule and the most potent greenhouse gas
(22800 GWP). It is mainly used as a gaseous dielectric medium in the
electrical industry. It is part of the series of fluorinated molecules and the
biggest system studied in this work (although its complexity is reduced
computationally by the high symmetry of the Oh point group). A par-
ticular outer-valence shell photoionization involving many open-channel
transitions has been investigated, in order to prove the general charac-
ter and the wide-range applicability of the theoretical method developed
here.
Structural details and database are presented in Appendix B.2. The com-
plete molecular diagrams for each of these systems are shown in section B.3.
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4.5 Computational details
It is noteworthy to mentioned some technical details in the implementation of
the present method:
• The vibrational wavefunctions calculated using the B-spline basis set
form an orthogonal basis but have to be normalized to 1:∫
χ∗v (R)χv (R) dR = 1 (4.84)
• The PECs calculated in the CASSCF/MRCI theory level are generally
obtained for a limited range of internuclear distances, depending on the
ionized states. In order to calculate the bound and unbound vibrational
states, the PECs need to be extrapolated at both extremities. By fitting
with pieces of analytical functions at each side of the potentials, we are
able to produce all the PECs on the interval [0.0001, 20].
• For diatomic molecules, when the internuclear distance R is smaller than
twice the maximum radial intervals Rimax of the off-centers, we took
Rimax = R/2 in order to avoid overlap between the off-centers.
• In the off-centers, continuity of the wavefunction is ensured by removing
the last three B-spline functions from the localized set.
• The grid of B-splines is linear but an additional knot point is chosen at
the position of the off-centers in order to obtain a better description of
the cusp in the wavefunction.
• Gauss-Legendre integrations are carried out in a set of radial and angu-
lar intervals with different density of points of integration. These inter-
vals are defined according to the point-group symmetry of the molecule
and to the electronic density. Because the electronic density is strongly
concentrated around the atoms, the number of points of integration is
usually increased close to the nuclei.
• In the resolution of the eigenvalues equation, the global phase of the
wavefunctions is unpredictable. Thus, random signs appear in the dipole
matrix elements values depending on the internuclear distances. They
have to be changed afterward, taking care of the continuity of each cou-
pling function (see Figure 4.10), in order to have a consistent phase
of the calculated wavefunctions for all molecular geometries. Because
the number of geometries, photoelectron energies and photoionization
channels can be very large (as in the case of the 4T−11u photoionization
of SF6), a program has been designed to reconstruct automatically the
continuity of each electronic dipole couplings as a function of the normal
coordinate.
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• The dipole matrix elements depend on the angular momentum of the
photoelectron, the internuclear distance and the photoelectron energy.
The latter is defined in a grid which is generally chosen of quadratic
form:
εk = εmin + k
2 εmax − εmin
N2grid
(4.85)
where Ngrid is the number of energy values contained in the grid.
In order to calculate the single photoionization cross section for specific
values of the photon or the photoelectron energy, one has to interpolate
the dipole matrix elements for each R, l and ε (see Figure 4.9). This
interpolation in ε can be carried out by using B-splines and taking into
account the simple relation: ε = ω − (Ev′ − Ev).
Figure 4.9: Interpolation process for an ordinary dipole matrix element.
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(b) Corrected dipole matrix elements
Figure 4.10: Sign changing operation on the real part of an ordinary set of
dipole matrix elements, for a determined partial wave. Each curve corresponds
to a specific energy ε of the photoelectron energy grid.
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Some important parameters used in the calculation of the different molec-
ular systems are presented in Table 4.4.
Mol. κ NR Nε R
0
max (a.u.) R
i
max (a.u.) N
0
b N
i
b L
0
max L
i
max
N2 1 56 200 25 1.0 200 10 10 1
CO 2 56 200 25 1.0 200 10 10 1
C2H2 2 88 200 40 0.5 400 10 20 1
CH4 1 60 200 40 0.5 200 10 13 1
CF4 1 69 200 40 1.0 400 14 14 2
BF3 1 34 150 30 0.6 200 10 30 2
SF6 1 34 200 25 0.8 200 12 30 2
Table 4.4: Computational parameters for the electronic structure calculation.
The order of the B-splines is always set to k = 10 and the order of the Gauss-
Legendre integration to 12.
All the calculations performed to obtained the vibrational structure of H2,
CO, C2H2, CH4, CF4, BF3 and SF6 made uses of 1000 B-splines of order k = 8
expanded linearly in a box of 10 a.u.
Computational times for the calculation of the electronic structure are
compared in Table B.4 for most of the molecular systems studied in this work
and in the case of core photoionization.
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Introduction
A very simple and usual approach for the description of the vibronic tran-
sitions is the Franck-Condon principle. The so-called Condon approximation
states that the electronic dipole couplings are independent of the nuclear co-
ordinates, at least in a spatial region close to the geometry equilibrium of both
ground and ionized states (the Franck-Condon region). Then, Equation 4.70
can be factorized as:
σvv
′
α (ω) =
4π2ω
3c
T−α (ω)
∣∣∣∣∫ χ∗i,v (R)χfα,v′ (R) dR∣∣∣∣2 (4.86)
This equation shows that the vibrationally resolved cross section is approx-
imately proportional to the overlap between the initial and final wavefunctions.
Then, during an electronic transition, a change from one vibrational energy
level to another will be more likely to happen if the two vibrational wavefunc-
tions overlap more significantly (see Figure 4.11).
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v=0
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2
3
Figure 4.11: Schematic illustration of the potential energy curves and vibra-
tional wavefunctions corresponding to the initial and final states. Dashed lines
delimit the Franck-Condon region.
The Condon approximation can be justified classically by considering that
the electronic transitions are essentially instantaneous compared with the time
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scale of the nuclear motion. Then, the final vibrational level must be instan-
taneously compatible with the nuclear positions and momenta of the initial
vibrational level.
The Franck-Condon principle is a simple and useful tool to predict the
relative intensities of the vibrational peaks in the photoelectron spectra but
is somehow too rudimentary. In fact, many deviations to the Franck-Condon
principle have been observed close to the ionization threshold from the ear-
lier synchrotron radiation experiments. Until the advent of third genera-
tion synchrotron radiation sources and despite few pioneer theoretical works
[84, 73, 295, 423], information on the high energy region was inaccessible. But
because the electronic correlation plays a minor role at high photoelectron en-
ergies, it was commonly assumed that the Franck-Condon was valid far from
the ionization threshold (see for example [198]). Recent experiments using
third generation synchrotron radiation (e.g., [209]) demonstrated the contrary
by revealing the presence of deviations also in the high energy region.
The present work aims to study these Franck-Condon deviations in the
photoelectron spectra of diatomic and polyatomic molecules at low and high
energies. The molecules presented in this part (H2, N2, CO, C2H2, CH4,
CF4, BF3 and SF6) have been widely studied experimentally from the early
60’s. Some of them, such as N2 and SF6, have drawn very soon a particular
scientific interest and have been used as prototypes for the study of structures
in the photoelectron spectra at low energies. In fact, most of the articles
treating the molecular photoionization aim to describe the behavior of the
total cross section in the low energy region. It is only very recently that
some experimental and theoretical investigations have addressed the features
appearing at higher energy, mostly in core photoionization.
In particular, results for N2 and CO obtained from theoretical methods
have led to the observation of interesting interference phenomena that are of-
ten difficult to identify in total photoelectron spectra, especially at high photon
energies [170, 73, 295, 385, 340, 84, 407, 226, 227, 45]. Two of these phenom-
ena lie at the heart of quantum mechanics: (i) two-center coherent electron
emission leading to Young’s type double-slit interferences [75] and (ii) elec-
tron diffraction by the molecule’s atomic centers. These processes are possible
because, at high photon energy, the wavelength λe of the ejected electron is
comparable to or smaller than the size of the molecule [118]; consequently,
ejected electrons experience the same phenomena as normal wave do. As a re-
sult, oscillations in the photoelectron spectra are expected but they are barely
observed in the total photoelectron spectra due to the rapid decrease of the
corresponding cross section with photon energy [64].
Actually there is a growing interest in such interference and diffraction
patterns at high electron kinetic energies, both because of fundamental under-
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standing of the basic phenomenon, which has been hitherto barely explored
due to limitations of the previous generation of synchrotron radiation sources,
and because of its great potential as a means of (i) reconstructing molecular
geometry and (ii) following the time evolution of the electronic cloud dur-
ing chemical processes. The latter aspect has become a real possibility due
to the advent of ultrashort, femto and sub-femtosecond radiation pulses pro-
duced by free-electron lasers or high-harmonic generation sources [435, 202].
While weak EXAFS oscillations in absorption cross sections due to diffrac-
tion are nowadays a standard tool for local structure determination in solid
state, surface science and biological studies, comparable studies in photoelec-
tron emission in the gas phase are just in their infancy. In fact up to now only
two cases have been thoroughly explored: the diatomic homonuclear case,
especially N2 [340, 84, 73, 295, 407, 385, 226, 227], after the Cohen-Fano pre-
diction [64], and the HOMO/HOMO-1 oscillations in C60 and related systems
[221, 65, 81, 129, 436, 220, 201]. It is becoming clear, however, that such in-
terference/diffraction patterns are an ubiquitous phenomenon, although more
complex in non-symmetrical molecules and further complicated in the valence
shell by mixing of different atomic orbitals (i.e. delocalized molecular orbitals),
which on the other side offer an important source of information on electronic
structure and chemical effects. Actually the main experimental difficulty is
to extract the relatively small diffraction features from the rapidly decreasing
cross section as a function of photoelectron energy. The latter difficulty can
be easily overcome by taking the ratios between two related cross sections, the
neatest examples being 1σg/1σu emission in N2 or the HOMO/HOMO-1 in
C60. Alternatively, such oscillations become apparent in angular distribution
parameters and in non-dipolar parameters [392], as well as in the ratios of
vibrationally resolved photoelectron spectra [45]. It is this latter observable
that will be preferentially explored in the present study.
It is clear from the foregoing discussion that, although the basic mechanism
is clear, quantitative interpretation of the experimental results and inversion
of the experimental data to reconstruct molecular parameters will require ac-
curate computational modeling, able at the same time to deal seamlessly all
the way from diatomics to large, non-symmetrical molecules.
Because it has been designed to treat accurately the photoionization pro-
cess at high photoelectron energies and for any kind of molecules, the present
method (described in Section 2.4.2) is particularly suitable to carry out such
study. In this part we present the results obtained for different molecular
systems. The first Chapter will be devoted to analyze the theoretical results
obtained for core and valence shell photoionization of two diatomic molecules:
N2 and CO. In particular, we will analyze the interferences appearing in the
v-ratios at high photon energies and give a simple model that permits to inter-
pret the valence shell photoionization of both molecules. The second Chapter
is devoted to the study of polyatomic molecules. To each section correspond
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a particular molecular system. Because of its structural proximity with N2,
the polyatomic study starts with C2H2. In particular, we will show that the
core shell photoionization of C2H2 indeed resemble the one of N2 and observe
for the first time two-center interferences in a polyatomic molecule. The three
next cases concern the core photoionization of CH4, CF4 and BF3 respec-
tively. It will be shown in particular that diffraction patterns are observed
at high photoelectron energies as in the core shell photoionization of CO. A
simple model will be developed in order to get a better understanding of the
mechanism. Finally, valence shell photoionization of SF6 associated with the
fifth band of the photoelectron spectra will be presented and discussed. In
particular, complex features will be observed in the v-ratios at high energies.
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5. Diatomic molecules
Photoionization of simple diatomic molecules has been extensively inves-
tigated both from the experimental and theoretical points of view. In par-
ticular, a wealth of experimental and theoretical data has been published for
total cross sections corresponding to core as well as valence-shell photoion-
ization of the prototype N2 [134, 189, 60, 227, 293, 151, 434, 317, 333, 308,
84, 429, 58, 237, 83, 224, 356, 225, 326, 378, 379, 235, 437, 357, 372, 43, 337,
416, 69, 304, 260, 232, 359, 74, 22] and CO [134, 189, 398, 160, 200, 154, 316,
293, 151, 349, 325, 429, 58, 59, 336, 414, 230, 275, 353, 360, 74] molecules,
from the ionization threshold up to a few tens of eV above it. More recently,
the advent of high-brilliance 3rd-generation synchrotron radiation sources in
combination with high energy-resolution detection techniques has opened the
way for the determination of vibrationally resolved photoionization spectra
of these molecules, both at low and high photon energies [2, 199, 335, 300,
200, 1, 256, 245, 154, 369, 303, 190, 409, 340, 158, 339, 226, 304, 22]. These
experimental achievements have fostered the development of new theoretical
methods that, in addition to accounting for electronic degrees of freedom, are
also able to describe the molecule’s vibrations [2, 279, 335, 58, 59, 1, 281, 338,
256, 218, 303, 409, 340, 407, 339, 401, 226, 136, 304, 22].
It is well known that, in general, reasonable values of total cross sections
can be obtained by assuming that the nuclei are fixed at their equilibrium posi-
tions (the fixed-nuclei approximation). However, to evaluate the vibrationally
resolved cross sections, one must also calculate the electronic wavefunctions in
a grid of molecular geometries, since the nuclei move in the potential created
by the electrons. This makes the calculations much more expensive.
A large number of pioneering theoretical studies have been performed by
Poliakoff and coworkers, and McKoy and Lucchese. Reviews covering most
early work can be found in reference [296], and in a recent paper [229] (see
also references therein). However, most of these studies have focused on the
valence low-energy region and on the effect of shape resonances in vibrational
branching ratios. Only a few of these studies have been performed in the high
energy region [73, 295, 303].
In this Chapter we present results obtained with the present method for two
diatomic molecules: N2 and CO. The study concerns the core and valence shell
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photoionization. Vibrationally resolved cross sections have been calculated
with DFT and TDDFT method using a LDA or a LB94 functional. Since
a large number of theoretical methods often making use of the fixed-nuclei
approximation have been used to evaluate total photoionization cross sections
at lower energies, we will also discuss the performance of our method (DFT and
TDDFT) for total core and valence-shell photoionization cross sections of N2
and CO at low photon energies. The results obtained with the present method
are systematically compared with the available experimental and theoretical
data at low and high photon energies and for both core and valence-shell
ionization.
5.1 Potential energy curves
In order to calculate the vibrational structure (see Chapter 3), we first need to
evaluate the electronic energy term V (R) in Equation (3.44). The eigenvalues
of the electronic TISE have to be obtained in a sufficiently dense grid of
internuclear distances which range should be at least large as the Franck-
Condon region.
The potential energy curves used in these calculations are obtained from
different methods. The ground state of the neutral molecule and the ground
and excited states of the molecular cation have been evaluated by using a
multi-reference configuration interaction (MRCI) method within the complete
active space self-consistent field (CASSCF) approximation. For electronic
states of the cation containing a hole in the core, we have used Morse poten-
tials using accurate spectroscopic data taken from the literature. Figure 5.1
shows the potential energy curves used in the vibrational motion Schro¨dinger
equation for the N2 and CO molecules. In the case of the ground state of the
neutral molecule, the figure illustrates a comparison between the Morse po-
tential and calculated ab initio potential energy curve. As can be seen, both
potentials are nearly identical in the vicinity of the energy minimum, thus
suggesting that a Morse description of core-hole states for which standard
CASSCF-MRCI calculations are not so easy to perform is accurate enough.
For the ground state of the neutral and the cation, as well as for the lowest
excited (valence) states of the cation, our calculated potential energy curves
are in very good agreement with the ones previously reported in the literature
[294, 135, 215, 342, 426, 219, 409, 10, 17, 133, 105, 104, 434, 265, 279, 18, 49,
107, 405, 178].
5.2 Total cross section
In this section we will present non vibrationally resolved photoionization cross
sections for photon energies going from the ionization threshold up to several
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N2 CO
Figure 5.1: Potential energy curves for the ground state of N2 and CO, the
three first valence electronic states and the K-shell of N+2 and CO
+. Valence
electronic states (solid lines) were obtained using CASSCF-MRCI ab initio
method and core ionized electronic states (dashed lines) are Morse potentials
taken from literature: [382] for N2 ; [245] for the ground state of CO and [157]
for the core ionized states.
hundreds eV above it. These cross sections have been obtained by summing
over all the vibrationally resolved cross sections. In all transformations from
photoelectron energies to photon energies and vice versa, we have used the
values of the adiabatic ionization potentials given in Table B.3.
Before entering in the detailed analysis of each figure, it is important to re-
mind a well-known deviation to the Franck-Condon factor that appears in the
near threshold photoelectron spectra of many molecules: the shape resonance.
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Shape resonance
Shape resonance is a phenomenon that results from the existence of a potential
barrier. The name indicates by itself the dependence of the resonance on the
”shape“ of the barrier and the associated inner and outer wells. Shape res-
onances constitutes a category of resonances involving ”centrifugal barriers”
and which has been found to play a prominent role in a large variety of pro-
cesses in molecular physics. In molecular photoionization, the mechanism is
illustrated by Figure 5.2. It shows that at a certain energy, the photoelectron
can be trapped by the potential barrier and may eventually tunnel and escape.
This temporal trapping generates a quasi-bound state (green line) whose life-
time is short and produces a relatively sharp and strong resonance in the cross
section. This resonance is as strong as the overlap with initial state. Below
this energy and for higher energies, the inner well does not support a quasi
bound state and the resulting wavefunction is essentially an eigenfunction of
the outer well. As seen, the shape resonance phenomenon is a one-electron
process in nature that can be treated at the present level of theory. How-
ever, formation of a quasi-bound state may amplify the many-electron effects.
In general, the photoelectron has a such diffuse wavefunction that it barely
couples with the residual electrons. But since the resonant wavefunction is
enhanced in the core region, overlap with the residual bond states is higher
and can give rises to amplified many-electron effects in the shape resonance
energy range.
Bound state
Continuum state
Resonant state
Figure 5.2: Schematic illustration of the formation of a resonant quasi-bound
state in the inner well of a molecular potential.
The potential barriers that cause shape resonance derives from a compe-
tition between the attractive electrostatic forces and the repulsive centrifugal
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forces and can be simplified as follows:
Veff ∝ Vc + l(l + 1)
r2
for l ≥1 (5.1)
Figure 5.3 presents an example of molecular electrostatic potential taken
along the main axis of CO molecule and calculated at the CASSCF-MRCI
ab initio level of theory. Because of the absence of inversion symmetry, the
resulting two centrifugal barriers have different characteristics (height, width).
As for most of the cases, the barriers resides on the perimeter of the charge
distribution. As illustrated in Figure 5.3, an alternative but equivalent in-
terpretation of shape resonances is to assign them to excitations to virtual
anti-bonding MOs located above the ionization threshold. When looking at
the molecular potential taken in a direction perpendicular to the main axis
(see Figure 5.4), one can notice the absence of centrifugal barrier. Conse-
quently, the shape resonance effects are not expected to manifest in all the
ionization channels. As illustrated by Figure 5.4, for diatomic molecules with
the barrier located along the main axis, shape resonances are observed only in
the symmetry channel associated with the z dipole component (i.e. when the
polarization vector is parallel to the main axis).
Figure 5.3: Molecular electrostatic potential (MEP) of ground state CO cal-
culated using CASSCF-MRCI. The MEP has been taken along the main axis
of the molecule.
The shape resonance is a molecular effect in origin because it results from
the interaction between the photoelectron and an anisotropic potential. In an
isotropic potential, the core photoionization process produces a p-wave pho-
toelectron at infinity. But when considering the anisotropy of the molecular
field, this electron is expected to scatter into the entire range of angular mo-
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Figure 5.4: Same as Figure 5.3. The MEP has been taken along a direction
perpendicular to the main axis of the molecule.
mentum states contributing to the allowed ionization channels. Depending on
the distance between the centrifugal barriers, which is related to the spatial
extent of the atoms, specific angular momentum components of the contin-
uum states will be capable to penetrate the barrier. In other words, shape
resonance affects only a few partial waves of the continuum wavefunction.
Among the earliest and strongest evidences of the shape resonant effects
in molecules are the core photoabsorption spectra of SF6 and the core pho-
toionization of N2. In 1975, J. L. Dehmer and Dan Dill published an article
[83] in which they use nitrogen molecule as a prototype for the study of the
shape resonance effects. The authors performed a calculation using the mul-
tiple scattering method (MSM) and described for the first time the shape
resonance in the 1σg → εσu transition channel. More particularly, they could
observe that this resonance is due to the trapping of the l = 3 component of
the σu wavefunction. So far, shape resonances have been observed experimen-
tally in many molecules, diatomics (e.g., N2, O2, CO, NO, · · · ) as polyatomics
(CO2, OCS, N2O, SF6, BF3, SiF4, NF3, CF4, · · · ). The shape resonance ef-
fects are also visible in the valence-shell photoionization and are expected to be
stronger since the overlap between initial MO and quasi-bound state is higher.
Figures 5.5, 5.6 and 5.7 show the photoionization cross sections of N2 and
CO that correspond to electron removal from the highest-occupied molecular
orbital (HOMO), the HOMO-1 and the HOMO-2 orbitals of both molecules.
The photon energy range goes from the ionization threshold up to 60 eV. The
available experimental data are compared with theoretical results previously
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published in the literature and with those obtained by using the DFT and
TDDFT methods described in the previous section. As can be seen, results
from the TDDFT method are slightly in better agreement with experiment
than those from the DFT method. This is not surprising because, electrons
ejected in this range of photon energies are slow and, therefore, electron cor-
relation is expected to play a significant role. This is especially important
in the vicinity of shape and Feshbach resonances, which lead to the peaks
observed just above the ionization threshold. Previous theoretical methods
also lead to reasonable results, although they were obtained in the fixed nuclei
approximation and, in some cases, they do not predict any structure near the
ionization threshold. RPA results are very close to our TDDFT results and to
experiment, and they also predict the existence of resonance near threshold,
but one should notice that some of these RPA results were obtained by using
effective charges chosen to minimize the differences with the experimental re-
sults. The many structures observed in the R-matrix results for N2 are likely
due to the presence of pseudo-resonances that are the consequence of using
the fixed-nuclei approximation. These resonances are completely washed out
by inclusion of the nuclear motion.
The magnitude and overall shape of the cross sections is very similar for N2
and CO. However, resonance structures near the ionization threshold are dif-
ferent. For instance, while experiments exhibit a pronounced peak at around
23 eV in N2(1π
−1
u ) photoionization, such peak is barely visible in CO(1π
−1)
photoionization. Interestingly, the present TDDFT results predict the exis-
tence of a peak in both cases (although less pronounced than that observed
in N2(1π
−1
u ). Also, N2(2σ
−1
u ) and CO (4σ
−1) photoionization cross sections
are significantly different near threshold. While experiments for the former
predict the existence of a small maximum at around 35 eV, for the latter they
predict a pronounced maximum at around 32 eV. The latter maximum is very
well reproduced by most existing theories, but the former is only reproduced
by the present TDDFT results although 5 eV lower in energy.
In the 1π−1u photoionization channel, a sharp structure is visible in all the
experiments at around 23 eV and is only described by the R-matrix method
(a little bit higher in energy). Then appears a very smooth bump described
by the multichannel methods (MCFCHF, RPA and TDDFT). The energy
position of this feature (∼ 30 eV) indicates that it is due to the mixing with
the 3σg → εσu channel.
It has been shown by multi-channel RPA calculations performed on valence
photoionization of N2 [337] that interchannel couplings are responsible for
unexpected structures in the 2σu → εσg photoionization channel. Indeed,
the contribution of the 1πu → επg channel leads to an enhancement of the
maximum close to the threshold, the 3σg → εσu affects predominantly the
region around 30eV and the 2σg → εσu seems responsible for a bump at
∼ 50eV (see Figure 5.7).
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Figure 5.5: Total cross section for the 3σ−1g and 1π−1u photoionization of N2 as
a function of the photon energy. Symbols correspond to experiments - Circle:
[317], Square: [434], Triangle-up: [151], Triangle-down: [293] ; Lines corre-
spond to theory - Orange solid: R-matrix CASSCF [378], Violet solid: multi-
channel frozen-core Hartree-Fock (MCFCHF) four-channel length gauge [235],
Blue dashed: random phase approximation (RPA) [337], Green dashed-dotted:
scattered-wave (SW) Xα method [74], Maroon pointed: many-body pertur-
bation theory (MBPT) [416], Magenta solid: Linear algebraic method (LA)
[69], Black thick solid: multicenter B-splines time-independent DFT (DFT)
method using a LB94 functional (this work), Red thick solid: multicenter B-
splines time-dependent DFT (TDDFT) method using a LB94 functional ( this
work).
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Figure 5.6: Total cross section for the 5σ and 1π−1 photoionization of CO as a
function of the photon energy. Dots correspond to experiments - Circle: [316],
Square: [151], Triangle-up: [293] ; Lines correspond to theory - Violet solid:
Stieltjes-Tchebycheff moment theory (STMT) [275], Blue dashed: IC random
phase approximation (RPA) in the mixed gauge [360], Green dashed-dotted:
scattered-wave (SW) Xα method [74], Orange solid: logarithmic derivative
version of the Kohn variational principle Lobatto technique (LDKL) [428],
Black thick solid: multicenter B-splines time-independent DFT (DFT) method
using a LB94 functional (this work), Red thick solid: multicenter B-splines
time-dependent DFT (TDDFT) method using a LB94 functional (this work).
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Figure 5.7: Same as Figure 5.5 and 5.6 for the 2σu photoionization of N2 and
the 4σ photoionization of CO respectively.
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Figures 5.8 and 5.9 show photoionization cross sections of N2 and CO from
the K-shell orbitals for photon energies up to ∼35 eV above the ionization
threshold. For N2, the K-shell is formed by the 1sσg and 1sσu molecular
orbitals, which are separated by only 101 meV (see Table B.3) and have a
strongly delocalized character. For CO, this shell consists of the 1σ and 2σ
orbitals, which are separated by almost 250 eV and are almost identical to
the 1s orbitals of O and C, respectively. As for valence-shell photoionization,
the best overall agreement with the existing experimental data corresponds to
the TDDFT and fitted-RPA results. All cross sections exhibit a pronounced
maximum in the interval lying between 5 and 10 eV above the ionization
threshold. This is due to a wide shape resonance.
As seen, the shape resonance effects are stronger in the 2σ−1 photoioniza-
tion of CO than in the 1σ−1 (see Figure 5.9). This due to the polarization
of the anti-bonding 6σ MO which overlap more with the 2σ MO. Because N2
is homonuclear, no such difference in the amplitude of the shape resonance
is observable in the 1σ−1u and 2σ−1u photoionization of N2 (see Figures 5.8a
and 5.7a).
Apart from the shape resonances, no other structures are apparent in
this low energy region, which is the consequence of the K-shell orbitals ly-
ing far away from the rest of the molecular orbitals, i.e., of the weak coupling
with other ionization channels. The peaks resulting from the multichannel
Schwinger configuration interaction (MCSCI) calculations are probably asso-
ciated to pseudo-resonances that result from the use of the fixed nuclei ap-
proximation.
Figures 5.10 and 5.11 show the total cross section obtained with TDDFT
method for all the previously considered photoionization channels of N2 and
CO. The results are plotted in a logarithmic scale and for an extended photon
energy range (up to 600 eV) in order to observe the effect of the interchannel
mixing. In both cases (for N2 and CO), striking resonances show up close
to the ionization threshold of each channel. It is the result of the mixing
of the different photoionization channels with single excitations involving the
transition of an electron from a deepest MOs to Rydberg orbitals. The most
affected channel is the HOMO photoionization one since it can couple with low
and high energetic single excitations. Because the core MO are the deepest,
they are not affected by the interchannel mixing.
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Figure 5.8: Total cross section for the 1σ−1g and 1σ−1u photoionization of N2
as a function of the photon energy. Dots correspond to experiments - Circle:
[339] ; Lines correspond to theory - Violet solid: Stieltjes-Tchebycheff moment
theory (STMT) [308], Maroon dashed: random phase approximation (RPA)
[60], Blue dashed: RPA with the fractional charge basis set RCHF(0.7) [339],
Green dashed-dotted: continuum multiple scattering method (CMSM) [83],
Orange solid: multichannel Schwinger configuration interaction (MCSCI) ten-
channel [225], Black thick solid: DFT method using a LB94 functional (this
work), Black dashed thick: DFT method using a LDA functional (this work),
Red thick solid: TDDFT method using a LDA functional (this work).
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Figure 5.9: Total cross section for the 1σ−1 and 2σ−1 photoionization of CO
as a function of the photon energy. Dots correspond to experiments - Circle:
[157], Square: [256], Triangle-up: [398], Triangle-down: [21] ; Lines correspond
to theory - Violet solid: Stieltjes-Tchebycheff moment theory (STMT) [275],
Maroon dashed: random phase approximation (RPA) [336], Blue dashed: RPA
with the fractional charge basis set RCHF(0.7) [336], Maroon points: frozen-
core Hartree-Fock (FCHF) in the length gauge [325], Blue points: relaxed
core Hartree-Fock (RCHF) in the length gauge [325], Orange solid: logarith-
mic derivative version of the Kohn vartiational principle Lobatto technique
(LDKL) [429], Black thick solid: DFT method using a LB94 functional (this
work), Black dashed thick: DFT method using a LDA functional (this work),
Red thick solid: TDDFT method using a LDA functional (this work). (Ex-
perimental data [157] and [256] were renormalized to our theoretical ones).
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Figure 5.10: Total cross section for the core and valence photoionization of
N2. Each line corresponding to a different photoionization channel. All of
the photoionization cross sections have been calculated with the multicenter
B-splines time-dependent DFT (TDDFT) method using a LB94 functional for
the valence shell and a LDA functional for the core shell.
Figure 5.11: Same as Figure 5.10 for CO.
Very recently, there has been an increasing interest in evaluating photoion-
ization cross sections at high photon energies. Figures 5.13, 5.12, 5.15 and 5.14
show the total cross section corresponding to the core photoionization of N2
and CO for each symmetry channel of the photoelectron and for a large range
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of photoelectron momentum 1. Contribution from the different partial waves
is also shown. Partial waves are associated with the different angular terms
in the symmetry-adapted real-spherical-harmonics expansion that describes
the photoelectron wave function. For example, in N2, a p-wave represents a
continuum electron wave function with outgoing l = 1 character. The total
cross section is just the sum over all partial waves. In general, only the few
first partial waves contribute significantly to the cross section. In the present
calculations, we achieve convergence by including partial waves up to l = 9.
In the N2 figures, we compare our results obtained by using the DFT
method (including the nuclear motion) with recent theoretical calculations re-
ported by Semenov et al. [340, 226] in the fixed nuclei approximation. The
authors employed RPA within the relaxed-core Hartree Fock (RCHF) approx-
imation at low photon energy in order to describe the strong electronic corre-
lation in this region. RCHF is used for higher energies (> 3 a.u.). Since the
authors claim that the standard RCHF method generally overestimates the
influence of the relaxation effects for K-shells and give rise to a shift of the
cross section toward higher energies, they make use of an adjustable param-
eter, the fractional charge ze, which corresponds to some intermediate value
of the charge of the hole state [340]. The value ze = 0.7 has been empiri-
cally chosen to give the best agreement with the experimental data. For all
partial waves, there is a reasonable agreement between the present DFT and
the previous RPA/RCHF results, in particular at high photoelectron energies
where DFT is more appropriate. Nevertheless, the RPA/RCHF methods lead
somehow to sharper minima, which is the consequence of not including the
nuclear motion in their calculations. A similar effect has been reported in H2
photoionization [118, 117, 119].
The present DFT method succeeds in describing the so-called shape reso-
nance for the 1σg → εσu transition at around ke ≤1 a.u. Some disagreement
between RPA and DFT methods can be seen for ke ≤3 a.u. (the RPA re-
gion): for l = 1 (Figure 5.13a), l = 3 (Figure 5.13b), l = 0, 2, 4 (Figure 5.12a)
and l = 2, 4 (Figure 5.12b). The difference comes from the fact that in RPA
there is a significant interchannel coupling close to threshold, as can be clearly
seen in the peak appearing in the 1σ−1u cross section. Evidence of this cou-
pling has been claimed [60], but it is not apparent even in the TDDFT cross
section, which formally includes this coupling, and produces an equally good
agreement with the experimental data [356].
1According to the simple relation between the photoelectron momentum and the photo-
electron energy ke =
√
2ε, the energy range of Figures 5.13, 5.12, 5.15 and 5.14 is equivalent
to a photoelectron energy that goes from 0 to 1200 eV.
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Figure 5.12: Contribution
of the five first partial
waves to the total cross
section of the 1σu → εlσg
(a) and 1σu → εlπg (b)
transitions of N2 as a
function of the photoelec-
tron momentum. Crosses:
RPA (at k ≤ 3a.u.) and
RCHF (at k > 3a.u.)
from [226]. Solid lines:
DFT method using a LDA
functional (this work).
l=1 l=3 l=5
l=7 l=9
Total
Figure 5.13: Contribution
of the five first partial
waves to the total cross
section of the 1σg → εlσu
(a) and 1σg → εlπu (b)
transitions of N2 as a
function of the photoelec-
tron momentum. Crosses:
RPA (at k ≤ 3a.u.) and
RCHF (at k > 3a.u.)
from [340]. Solid lines:
DFT method using a LDA
functional (this work).
l=1 l=3 l=5
l=7 l=9
Total
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Figure 5.14: Contribution
of the nine first partial
waves to the total cross
section of the 2σ → εlσ
(a) and 2σ → εlπ (b)
transitions of CO as a
function of the photoelec-
tron momentum. Solid
lines: DFT method us-
ing a LB94 functional.
Figure 5.15: Contribution
of the nine first partial
waves to the total cross
section of the 1σ → εlσ
(a) and 1σ → εlπ (b)
transitions of CO as a
function of the photoelec-
tron momentum. Solid
lines: DFT method us-
ing a LB94 functional.
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Confinement model
The origin of the minima in the partial wave contributions can be explained in
terms of electron confinement. It appears when the momentum of the ejected
electron approximately satisfies the equation keReq ∼ lπ, where Req is the
molecule’s equilibrium distance. This is very similar to the quantization con-
dition for a particle in a box and, therefore, reflects the fact that an integer
multiple of half-wavelengths fits within the molecular dimensions. The for-
mula is only expected to work qualitatively at high enough momentum of the
photoelectron2, i.e., when the potential felt by the escaping electron is small
compared to its kinetic energy, and it should work better for σ → σ than for
σ → π transitions because, in the former, electrons mainly escape along the
direction of the molecular axis (see [118, 117, 119] for a more detailed descrip-
tion in the case of the H2 molecule). The effect is less pronounced in the CO
partial wave contributions (see Figures 5.15 and 5.14).
l=1 l=2 l=3
Figure 5.16: Schematic illustration of the analogy between nuclear confinement
of the photoelectron and the model of the free particle in a box.
In some cases (when the radial part of the initial MO have nodes) an alter-
native but somehow equivalent interpretation is used to explain the existence
of minima in the partial waves. This interpretation has been formulated by
John W. Cooper in 1962.
Cooper’s minima
In a famous article [70], Cooper analyzed the minima appearing in the atomic
photoionization cross sections of Ne, Ar and Kr. The author explained the
existence of energy dependent minima as due to the nodal structure of the
ground and continuum states. Although such analysis was primarily designed
for the atomic case, a qualitative generalization can be made for molecules.
2ke should however not be too high neither, otherwise the photoelectron is not expected
to feel any barrier at all.
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According to the equation of the cross section (4.48) and considering that
in the length gauge and for a linearly polarized light dˆ = ǫˆ · r, the electronic
dipole matrix elements read:
T−αpqhl (ω,R) =
〈
ϕ−εpqhl (r,R) |ǫˆ · r|ϕα (r,R)
〉
(5.2)
Bound and continuum states can split into a radial and angular part. Then,
by factorizing out the angular integration in (5.2), one can show that the
electronic transition probability is proportional to the integral:
T−αpqhl (ω,R) ∝
∫
P−εpqhl (r,R) rPα (r,R) dr (5.3)
The latter equation shows clearly that the nodal structure defined by the
α symmetry for the bound state and the angular momentum l for the contin-
uum states will give rise to some possible integral vanishing. As an example,
Figure 5.17 shows two situations where a σg bound state can overlap with a
continuum state of ungerade symmetry, angular momentum l and energy ε1
and the same continuum state at higher energy ε2.
-R/2 0 R/2
r
0
R
n
l(r
)
σg
r × σg
ϕ
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Figure 5.17: Schematic illustration of a vanishing electronic dipole transition
moment at the origin of the Cooper’s minima. Two overlapping situations are
represented: a constructive one between the σg bound state (in violet) and
a low photoelectron energy ε1 continuum state (in blue); a destructive one
between the bound state and a continuum state with a photoelectron energy
ε2 that corresponds to a Cooper’s minimum.
As can be seen, the bound state overlaps with the former continuum state
to give positive dipole matrix values. But as the photoelectron energy in-
creases, the frequency of the continuum state increases as well. Then, the
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dipole matrix pass through a maximum when bound and continuum wave-
function maxima coincide and start to decrease until vanishing and changing
sign. The particular cases where the transition moment passes through zero
are called Cooper’s minima and are clearly visible when plotting the contri-
bution of the partial wave to the cross section. Several Cooper minimum can
occur since the vanishing condition is related to the period of oscillation of
the continuum state. In Figure 5.17, the second continuum wavefunction cor-
respond in fact to the second Cooper’s minimum of the partial wave.
In the case of core photoionization of N2 and CO, the minima appear at
regular intervals in each partial waves (see Figures 5.13, 5.12, 5.15 and 5.14).
In the case of N2, they are described equivalently by DFT and RPA methods.
For the N2 σg → σu transition (see Figure5.13a), both methods predict
that the l = 3 partial wave is dominant (∼ 1 Mb) in the low energy region
(small photoelectron momentum ke), followed by the l = 1 (∼ 10−1 − 10−2
Mb) and the l = 5 (∼ 10−3 − 10−4 Mb) partial waves. For the σu → σg
transition shown in Figure5.12a, the situation is slightly different because the
l = 0 and l = 2 partial waves are dominant and comparable in the region of
small ke. For the σg → πu transition (see figure 5.13b), the l = 1 partial wave
dominates for ke ≤ 1 a.u.. As ke increases, partial waves with progressively
higher l values become dominant: l = 1 dominates in the interval [0, 1.5], l = 3
in [1.5, 4.5], l = 5 in ]4.5, 7] and l = 7 in [7, 9]. This is very similar to what
can be observed in Figures 5.12b for N2 and Figures 5.15b and 5.14b for CO
in the case of the σ → π transition. As we will discuss below, the increasing
dominant role of higher partial waves is at the origin of coherent two-center
electron emission in the case of N2 and electron diffraction by the neighboring
center in the case of CO.
For N2 and to a lesser extent for CO, the total photoionization cross sec-
tions oscillate as functions of photon energy, especially for the σ → σ transi-
tions. For CO, the oscillations are much less pronounced. For N2, they have
opposite phase in the 1sσ−1g and 1sσ−1u channels due to the different bonding
character of the orbitals from which the electron is removed. The oscilla-
tions are barely visible in a linear scale (notice that we have used logarithmic
scale in figures 5.13, 5.12, 5.15 and 5.14) because they are superimposed to a
rapidly decreasing background. The rapid decrease is the consequence of the
increasing oscillatory behavior of the continuum wave function with photoelec-
tron energy, which leads to increasing cancellations in the integral given by
Equation (4.71). Oscillations are more clearly visible in the ratio between the
corresponding cross sections because the two rapidly decreasing backgrounds
compensate each other. The results are shown in Figure 5.18a, where they are
compared with experimental data taken from [226]. The agreement between
theory and experiment is very good.
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Figure 5.18: (Upper panel) Ratio of the 1σ−1g and 1σ−1u photoionization cross
sections of N2. DFT calculation: solid line. Experimental data from [226]:
open circles. Total cross section (DFT) for 1σ−1g and 1σ−1u photoionization:
dashed lines. (Lower panel) Same as above for the 1σ−1 and 2σ−1 photoion-
ization cross sections of CO.
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Cohen-Fano model
The oscillations observed in the N2 photoionization cross sections as well as in
other ionization processes involving homonuclear diatomic molecules [8, 203,
126, 119, 12, 370, 255, 185, 251, 125] are the fingerprint of coherent two-center
electron emission. Cohen and Fano gave in 1966 [64] a physical interpretation
of these oscillations in the case of H2 photoionization.
Their original idea is to consider that when the polarization vector is per-
pendicular to the main axis of the molecule, the nuclei act as two-center emit-
ters. The resulting waves interfere as a typical Young’s double slit experiment
and fingerprints of these interferences are expected in the photoionization cross
section.
(a) Young’s double slit interferences (b) Cohen-Fano’s interferences
Figure 5.19: Interference patterns
In the case of homonuclear diatomic molecules, the 1sσg and 1sσu orbitals
can be approximately written
1sσg/u =
1√
2
(1sa ± 1sb), (5.4)
where 1sa and 1sb are atomic 1s orbitals centered on the a and b protons,
respectively.
In this simple picture, and when the wavelength is similar to the internu-
clear distance, the photoelectron is expected to be emitted coherently from
the two atomic centers: ‖kA‖ = ‖kB‖ = ke. This approximation makes sense
for initial MOs that are partially localized, as it is often the case for core
MOs of homonuclear molecules. But as we will see, such approximation can
be reasonably applied to the case of valence shell photoionization for small
molecular systems such as N2 and CO.
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For sufficiently high kinetic energy of the photoelectron, the total cross
section can be approximated as the sum of two resulting plane waves3:
σ˜g/u (ω) ≃ σ(0)g/u (ω) 〈
1
2
∣∣∣eikA·rA ± eikB ·rB ∣∣∣2〉Rˆ (5.5)
where σ
(0)
g/u is the atomic photoionization cross section.
The two vectors rA and rB are related by:
rA = r+
R
2
= rn+
R
2
ez (5.6)
rB = r− R
2
= rn− R
2
ez (5.7)
and:
σ˜g/u (ω) ∝
1
2
∫∫ ∣∣∣eikenA·(rn+R2 ez) ± eikenB ·(rn−R2 ez)∣∣∣2 sin θdθdϕ (5.8)
nBn
An
ze
Figure 5.20: Schematic representation of two plane waves interfering in a point
P, contained in the plane (xz) of the molecular frame of reference.
Assuming that r ≫ R (for fast electron emission, i.e. for high photon
energies), one can write:
nA ∼ nB ∼ n (5.9)
3The model presented in the following corresponds to an alternative derivation of the
Cohen-Fano’s formula starting from two radiating dipole antenna interferences [117].
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and:
σ˜g/u (ω) ∝
1
2
∫∫ ∣∣∣eiken·rneiken·R2 ez ± eiken·rne−iken·R2 ez ∣∣∣2 sin θdθdϕ
∝ 1
2
∫∫
ei2ker
∣∣∣eike R2 n·ez ± e−ike R2 n·ez ∣∣∣2 sin θdθdϕ (5.10)
Using the Moivre identity, we can simplify Equation 5.10 as:
σ˜g (ω) ∝
∫∫
cos2
(
keR
2
cos θ
)
sin θdθdϕ (5.11)
and:
σ˜u (ω) ∝ −
∫∫
sin2
(
keR
2
cos θ
)
sin θdθdϕ (5.12)
Integrating the previous equations using trigonometric identities and inte-
gration by parts, we finally obtain the well known Cohen-Fano’s formula:
σ˜g/u (ω) = σ
(0)
g/u (ω)
(
1± sin keR
keR
)
(5.13)
As it can be seen, the oscillations are described by a sinusoidal function
that depends on the photoelectron momentum and the internuclear distance
(chosen at the ground state equilibrium for fixed nuclei approximation). It
varies from 0 to σ
(0)
g/u which is a smooth decreasing background. The model
predicts also that the σu cross section is exactly shifted by π with respect to
theσg one, i.e., it oscillates in anti-phase as shown in Figure 5.18a.
As mentioned above, due to the rapid decrease of σ˜ with photon energy,
i.e., with ke, oscillations are usually hidden. Thus, very often, they must be
uncovered by dividing the total cross section by a “reasonable“ independent
estimate of σ
(0)
g/u. This may lead to ambiguous interpretations. Instead, as
shown in Figure 5.18, one can consider the ratio of two rapidly decreasing cross
sections associated with different ionization channels. Within this model, the
ratio between the σg and σu cross sections is independent of σ
(0)
g/u and is given
by:
σ˜g (ω)
σ˜u (ω)
≃ 1 + Γ (ke)
1− Γ (ke) (5.14)
where:
(5.15)
where
Γ (ke) =
sin keR
keR
(5.16)
In the case of some heteronuclear diatomic molecules (such as CO), the
lowest molecular orbitals, 1σ and 2σ, are practically identical to the 1s AOs
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of each atoms (1sO and 1sC). Thus, electrons escape from a well localized
area around one of the nuclei. Therefore, coherent two-center emission is not
possible and the above oscillatory pattern is not observed in the correspond-
ing 1σ/2σ ratio (see figure 5.18). Instead another interesting effect may be
observed by choosing the appropriate observables: diffraction by the neigh-
boring atomic centers. The latter effect has also been described in previous
work [211, 446].
In [85], Dehmer et al. shows that in the core photoionization of N2, the
shape resonance energy position, width and amplitude is a sensitive function
of R. In particular they observed that by increasing the internuclear distance,
the resonance shifts to lower energies and become narrower and stronger. At
the contrary, for R > Req the resonance tends to shift to higher energies and
disappear. According to the authors, “this indicates that nuclear motion ex-
ercises great leverage on the spectral behavior of shape resonances, since small
variations in R can significantly shift the delicate balance between attractive
(mainly Coulomb) and repulsive (mainly centrifugal) forces which combine to
form the barrier.”
Figure 5.21 shows the evolution of the shape resonance with the geometry
change as a function of the photoelectron energy for the core and HOMO
photoionization of N2. The grid of R in both cases is linear and varies by step
of 0.5 a.u.. The first evident that the shape resonance at the ground state
equilibrium (around R ∼ 2.05 a.u.) is located at different positions (∼ 11 eV
for 1σ−1g and ∼ 9.5 eV for 3σ−1g ). This difference that was already observable
in the total cross section (Figures 5.8 and 5.5) shows the dependence of the
shape resonance on the electron hole. The two graphics show that the shape
resonance evolves in a very similar way for both photoionization channel. As
formerly described by Dehmer et al. for the core photoionization, the shape
resonance becomes narrower and stronger with the increase of R until reaching
a limit for R ∼ 2.50 a.u. for 1σ−1g and R ∼ 2.45 a.u. for 3σ−1g .
The observation of this dependence on the geometry change proves the
importance of the electronic-nuclear couplings in the photoionization process.
Also, inclusion of the nuclear motion should gives rise to vibrational compo-
nents of the cross section that reflect this dependence, i.e. that differ one to
each other and breakdown the Franck-Condon principle.
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Figure 5.21: Cross sections in the fixed nuclei approximation for the 1σ−1g and
3σ−1g photoionization of N2. Lines correspond to the cross section calculated
for different internuclear distances with a DFT method using a LB94 func-
tional. Thick red and blue curves are specific values of R and violet curve
corresponds to the cross section calculated at the ground state equilibrium
geometry.
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5.3 Vibrationally resolved cross section
5.3.1 Core shell photoionization
In this section we consider photoionization from the 1σg and 1σu orbitals of
N2, and from the 1σ and 2σ orbitals of CO.
Figures 5.22 and 5.23 show the photoelectron spectra that correspond to
the core photoionization of CO and N2 respectively. Contributions from the
different vibrational states are also shown. Compared to CO, the core pho-
toionization study of N2 presents an additional difficulty. As can be seen in the
photoelectron spectrum, the two gerade and ungerade photoionization chan-
nels are quasi-degenerate with an energy splitting smaller than the vibrational
energy spacing. Experimentally, improvements of the detection techniques has
been necessary to resolve the two symmetries. For this reason and during a
long time, no modulations were observed in the N1s photoionization cross sec-
tion because as shown by the Cohen-Fano formula, the gerade and ungerade
cross sections oscillate in anti-phase and their sum should lead to a flat distri-
bution with the photon energy. According to the photoelectron spectrum of
N2, the two symmetries possess the same vibrational energy spacing. The vi-
brational progression is relatively limited (only the two first vibrational levels
have been resolved) and resemble the one of the O1s photoionization of CO.
The energy spacing between the two first vibrational peaks is however larger
in the case of N2 and very similar to the one observed in the C1s photoelectron
spectrum of CO. The latter present a very well resolved vibrational structure
which could have been fitted up to v′ = 2 (v′ = 3 is also visible at ∼202.95 eV
in the measured points). This larger vibrational progression results from a
larger geometry change in the case where an electron is emitted from the 2σ
MO (-∼ 4.9 pm compared to averaged value of -∼ 1.9 pm for the core ionized
states of N2). It has to be noticed that compared to the other cases, emis-
sion of an electron from the 1σ MO of CO results in a bond length relaxation
(∼ 3.9 pm).
From the fitting procedure, its is possible to evaluate the natural linewidth
Γ of the vibrational peaks, which is related to the lifetime of the core hole
through the relation τ = h¯/Γ. The most recent values reported in the literature
are: Γ1σg =116 meV, Γ1σu =124 meV, Γ1σ =95 meV and Γ2σ =167 meV. The
values for the 1σ−1g and the 1σ−1u are very closed and often assumed to be
equals. The difference with CO is due to the localized nature of the core hole.
In particular, since the O1s core hole is bonded to a more electronegative
atom, the electron density in its vicinity is enhanced and the probability of
Auger decay greater. Then, O1s core hole lifetime is small compared to N2,
while for opposite reasons, the C1s core hole lifetime is relatively long.
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Figure 5.22: C1s (upper panel) and O1s (lower panel) photoelectron spectra of
CO taken respectively at ω =440 and 702 eV. Dots correspond to the measured
experimental data from [245]. Lines correspond to the fit of the experimental
data - Solid blue, red and green: fitted vibrational peaks (v′ = 0, 1 and 2
respectively), Solid black: sum of the fitted peaks.
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Figure 5.23: Core photoelectron spectrum of N2 taken at ω =534 eV. Dots
correspond to the measured experimental data from [227]. Lines correspond to
the fit of the experimental data - Solid violet: fitted vibrational peaks for the
2Σ+g final state, Solid orange: fitted vibrational peaks for the
2Σ+u final state,
Solid black: sum of the fitted peaks.(upper panel). Peak numbers indicate the
vibrational quantum number v′ of N+2 .
Figures 5.24 and 5.25 show absolute photoelectron spectra as functions
of photon energy for the lowest vibrational states of the remaining molecular
cation. Comparison with the available experimental data [339, 157, 256, 200]
is also shown. The comparison is made on absolute scale except for the 1σ−1
cross sections of CO, which were measured in arbitrary units (see the lower
panel of Figure 5.25). In this case, the statistics and the resolution of the
experimental data are poorer than in the other three cases.
Good agreement between the present theoretical results, the RPA ones
and the experimental data is obtained in most cases. As already noticed
when discussing Figures 5.8b and 5.12, the N2(1σ
−1
g ) photoelectron spectrum
presents a shape resonance at ω ∼ 420 eV. The resonance is visible in all the
vibrational channels. A similar structure can be seen in the 1σ−1 and 2σ−1
photoelectron spectra of CO (Figure 5.25b).
As has been previously mentioned, the present theoretical results do not
predict the existence of pronounced shape resonances in the N2(1σ
−1
u ) pho-
toelectron spectrum, in good agreement with the experimental data but in
disagreement with the RPA spectra that exhibit pronounced maxima similar
to those observed in the N2(1σ
−1
g ) case.
A closer inspection of the figures corresponding to N2 (1σ
−1
g ) and CO
(2σ−1) shows that the position of the resonance peak moves to lower photon
energies as v′ increases. The shift between two consecutive v′ components is
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approximately 2 eV in both cases. At the contrary, the shape resonance shifts
to higher energies in the CO (1σ−1) case.
As we have seen before, the characteristics of the shape resonance depend
on the internuclear distance. Since the overlap between the initial and different
final vibrational wavefunctions samples different spatial regions, the charac-
teristics of the shape resonance is also sensitive to v′. In the case of the 1σ−1g
photoionization of N2, the bond length is contracted and then the higher the
v′ the larger R will contribute to the cross section. And as the shape reso-
nance in the electronic dipole transition moments tends to be shifted to lower
energies when the nuclear separation increases (see Figure 5.21b), then the
energetic position of the shape resonance in the vibrationally resolved cross
section tends also to be shifted to lower energies as v′ increases. The same
mechanism explains the shape resonance behavior in the CO (2σ−1) cross sec-
tion, as well as for CO (1σ−1) in which the bond relaxation of the ionized state
leads to an enhancement of the lower spatial region and a shift of the shape
resonance toward higher energies with v′.
Feshbach resonances associated with doubly excited states are probably
responsible for the small structures that can be seen in the experimental re-
sults shown in Figure 5.24 at ∼ 415 eV and Figure 5.25 at ∼ 300 eV. They are
less apparent in the 1σ−1u photoionization of N2 (Figure 5.24a, upper panel)
probably due to the lower statistics in the experimental data. Their doubly
excited nature is confirmed by the fact that neither the present TD-DFT re-
sults nor the RPA ones predict the existence of these structures.
Figure 5.26 shows the vibrationally resolved cross section corresponding
to the first five vibrational levels of the two active symmetry channels of the
1σ−1g photoionization of N2 and for an extended photon energy range (up to
1000 eV). Contribution of the different partial wave are also plotted and show
the importance of the vibrational motion in the photoionization dynamics.
Indeed, by looking to the l = 1, 3, 7 partial waves, and more particularly
in the 1σg → εlσu transition channel, it appears that the different minima
change drastically of positions as v′ changes. From v′ = 0 to v′ = 2, the dip
in the l = 1 component is shifted to lower energies by ∼70 eV while it is
shifted by ∼40 eV in the same direction for the l′ = 3 component. Following
the Cooper’s minima picture, this shift to lower energies can be explained as
follow: when the distance between the two nuclei increases, the photoelectron
energy required to vanishes the integral in (5.3) decreases. Since the bond
length of the 1σ−1g state is contracted with respect to the ground state, the
highest vibrational wavefunctions then probe larger internuclear distances for
which the Cooper’s minima appears at lower energies. For higher v′, the
pattern that corresponds to the evolution of the dips is less evident, although
the l′ = 7 and l′ = 9 components seem to indicate a similar behavior.
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Figure 5.24: Vibrationally resolved cross section for the three first vibrational
levels of the 1σ−1g and 1σ−1u photoionization of N2 as a function of the pho-
ton energy. Circles: experimental data from [339]. Thin dashed lines: RPA
with the fractional charge basis set RCHF(0.7) from [339]. Thick black line:
TDDFT method using a LDA functional.
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Figure 5.25: (Lower panel) Vibrationally resolved cross section for the three
first vibrational levels of the 1σ−1 photoionization of CO as a function of the
photon energy. Circles: experimental data from [157]. Squares: experimental
data from [256]. Thick black line: TDDFT method using a LDA functional.
(Experimental data were renormalized to the theoretical ones). (Upper panel)
Vibrationally resolved cross section for the four first vibrational levels of the
2σ−1 photoionization of CO as a function of the photon energy. Circles: ex-
perimental data from [200]. Squares: experimental data from [256]. Thin
solid lines: RCHF with the integer charge ze = 1 from [338]. Thin dashed
lines: RCHF with the fractional charge ze = 0.5 from [338]. Thick black line:
TDDFT method using a LDA functional.
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Figure 5.26: Contribution of the five first partial waves to the vibrationally
resolved cross section of the 1σg → εlσu and 1σg → εlπu transitions of N2 as
a function of the photoelectron momentum. Solid lines: DFT method using a
LB94 functional.
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Figure 5.27: Cross sec-
tions associated with the
l = 1 partial wave in the
fixed nuclei approximation
for the 1σg → εlσu and
1σg → εlπu photoioniza-
tion channels of N2. Lines
correspond to the cross sec-
tion calculated for different
internuclear distances with
a DFT method using a
LDA functional. Thick red
and blue curves are respec-
tively the smaller (1 a.u.)
and bigger (4 a.u.) val-
ues of R in the grid and
violet curve corresponds to
the cross section calculated
at the ground state equilib-
rium geometry.
Figure 5.28: Same as Fig-
ure 5.27 for the l = 3 par-
tial wave.
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Figures 5.27 and 5.28 shows the evolution of the minima with the ge-
ometry change as a function of the photoelectron energy for the l = 1 and
l = 3 partial waves. The shift of the dips toward lower energy values with
R increasing can be clearly appreciated for both partial waves and in both
channels (1σg → εlσu and 1σg → εlπu). As for the shape resonance, the
contraction of the bond length in the core ionized state explains the direction
of the shift toward lower energies in the vibrationally resolved cross section
presented in Figure 5.26. The evolution of the dips with R also shows the
importance of the electronic-nuclear couplings, even at high photon energies.
Figure 5.29 shows the same results presented in Figure 5.24 for the 1σ−1g
photoionization of N2 but for an extended energy range (up to 1000 eV of
the photon energy). This example illustrates the typical behavior of the cross
section for high photon energies: above the shape resonance region, the cross
section decrease as a polynomial function and seems to be structureless. How-
ever, we have seen in Figures 5.13, 5.12, 5.15 and 5.14 that small oscillations are
observable when the cross section is plotted in a logarithmic scale. These fig-
ures seem to indicate that there exist Franck-Condon deviations even far from
the threshold ionization energy but which are unfortunately covered by the
rapid decay of the cross section. During long time, variations at high photon
energies were observed by dividing the total cross section by the atomic cross
section of the emitter atom (see upper panel in Figure 5.30) or by computing
the ratio between two photoionization channels (see Figure 5.18). A more
elegant method to uncover the possible structures consists in taking advan-
tage of the vibrational resolution and compute ratios of vibrationally resolved
cross sections. Since each vibrational component decays equivalently, ratios
between each of these components and one of reference permits to remove this
trend. An example of ratios between two vibrational cross sections, also called
v-ratios is shown in Figure 5.30 for the O1s and C1s photoionization of CO
(middle and lower panels respectively). The first v-ratio that corresponds to
the v′ = 1 over the v′ = 0 component is compared for both photoionization
channel to the Franck-Condon prediction which is constant with the energy.
As seen, deviations to the Franck-Condon distribution are unequivocally un-
hidden by the use of this method. In the following, we will aim to find the
origin of such deviations.
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Figure 5.29: Vibrationally resolved cross section for the three first vibrational
levels of the 1σ−1g photoionization of N2 as a function of the photon energy.
Circles: experimental data from [339]. Thick black line: TDDFT method
using a LDA functional. Enclosed figure: same results in a reduced energy
scale.
Figure 5.30: Ratios of cross sections for the O1s (violet solid line) and C1s
(orange solid line) photoionization of CO. (Upper panel) Ratio between the
total cross section and the atomic cross section that corresponds to the atom
from which is emitted the electron. (Middle panel) Ratio between the v′ = 1
and v′ = 0 cross sections for the O1s photoionization cross section of CO.
Dashed-dotted line: Franck-Condon factor ratio. (Lower panel) Same as the
middle panel for the C1s photoionization of CO.
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Figure 5.31 presents experimental and calculated v-ratios as functions of
photon energy for the core ionization processes N2 → N2(1sσ−1g ) and N2 →
N2(1sσ
−1
u ) (upper pannel), and CO→ CO+(1σ−1, v′) and CO→ CO+(2σ−1, v′)
(lower panel). Oscillations are visible in all the photoionization channels.
In the upper panel of Figure 5.31, the DFT results are compared to an
extension of the Cohen-Fano model in which the nuclear motion has been
included by simple integration of the square root of the Cohen-Fano formula
with the initial and final vibrational wavefunctions:
σ˜v,v
′
g/u (ω) ∝
∣∣∣∣∣
∫ ∞
0
χ∗i,v (R)
[
1± sin keR
keR
] 1
2
χg/u,v′ (R)dR
∣∣∣∣∣
2
(5.17)
The model describes pretty well the oscillations in the v-ratios for both
the N2(1sσ
−1
g ) and N2(1sσ
−1
u ) channels. A blow up of the low energy region,
also shows a very good agreement with the available experimental data.
In the case of CO (lower panel of Figure 5.31b), oscillations are quite ap-
parent, also in the experimental data, but they cannot be explained by the
model because the core 1σ and 2σ orbitals of CO are localized on the atomic
centers. In this case, the origin of the oscillations is diffraction of the elec-
tron ejected from one of the atomic centers by the other atomic center. This
particular point will be studied in detail in the case of polyatomic molecules.
A part from the oscillations, a linear increase with the photon energy
is visible in the v-ratios. This additional deviation to the Franck-Condon
prediction is due to the recoil of the photoelectron momentum on the emitter
atom(s) of the molecule.
Recoil effect
The Franck-Condon principle states that the position and the momentum of
the nuclei are not directly affected by the electronic transition. However, ac-
cording to the conservation of the momentum, the residual ion is expected to
differ from the neutral molecule also by a momentum equal but opposite to
the one of the escaping electron: pM = −pe. It is important to understand
that this recoil momentum is not exactly due to a momentum transfer from
the photoelectron to the nuclei but to the unbalanced momentum remaining
in the molecular ion after emission of the electron. Recoil momentum not only
induces a translational motion but also vibrational and rotational excitations.
The vibrational recoil has been observed several times experimentally for di-
atomic molecules (N2 and CO [407, 136, 385]) as polyatomic molecules (CH4
and CF4 [209, 386, 207, 208]). Effect of the recoil generally comes out as an
increasing deviation to the Franck-Condon factor ratio as a function of the
photoelectron energy (see Figure 5.30). For this reason, the recoil effect has
not been observed experimentally until the advent of third generation of syn-
chrotron radiation sources which gave access to photon energies sufficient to
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appreciate the resulting deviations. In the framework of this study whose pur-
pose is to investigate the photoelectron spectra deep in the continuum, such
effects have to be taken into account. Theoretically, it has been described for
the first time by Domcke and Cederbaum in a quantum mechanical formalism
[100] and reformulated by Gel’ mukhanov [407]. In this paragraph, we will
present a classical approach to the phenomenon. A proper quantum mechan-
ical description of the recoil effects will be presented in the framework of a
simple model in Section 6.1.2.
As we have said already, the recoil momentum is distributed among trans-
lational, rotational and vibrational motions. The first one has no incidence on
the photoionization cross section and can be depreciated. Also, at the present
level of description, we are not interested in resolving the rotational spectra
and will not consider effects on the rotational motion. Then, we are left with
the vibrational induced excitations. Beforehand, we need to postulate two
assumptions: the momentum of the photon is so small that it is negligible ;
the electron is considered (in a first approach) as uniquely bound to one atom,
denoted A. If we consider a diatomic molecule AB initially at rest, departure
of the photoelectron from A with a kinetic energy ε will leave the molecule
with an energy equal to the recoil energy EA =MAp
2
e/2 already contained by
the emitter atom. This energy is distributed between the translation energy
Et =Mp
2
e/2 and the excitation energy Ee which takes the form:
Ee = EA − Et = MB
2(MAM)
p2e (5.18)
where MA, MB and M are respectively the mass of atom A, B and of the
molecule.
The situation described so far can be applied to the core photoionization
case of an heteronuclear diatomic molecule where the electron can be consid-
ered as localized on an atom. The model can be easily extend to the case
of valence photoemission since the valence wavefunction is partially localized
on the individual atoms of the molecule. Treatment of the recoil effect in
the valence photoionization requires nevertheless to estimate the localization
probabilities nA and nB in the vicinity of each atoms:
Ee = nA
MB
2(MAM)
p2e + nB
MA
2(MBM)
p2e (5.19)
In the general case of polyatomic molecules, it can be assumed that the
recoil provoked by the fast photoelectron emission is elastic and that the whole
molecule receives the momentum transfer rigidly. But when the emitted elec-
tron is initially localized around a specific atom, the momentum transfer hap-
pens in a time scale much faster than the vibrational motion and is not redis-
tributed elastically on every atoms. The ”kick“ received by the emitter atom
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generates a vibrational excitation of several normal modes and the recoil mo-
mentum ∆p has to be distributed among all of them:
∆p =
∑
i
∆pipi (5.20)
where ∆pi is a coefficient which represents the change in momentum for
each normal mode. When the emitter atom A is at the center of mass of the
molecule, no rotational excitations occur, MB = MA in Equation (5.18) and
the repartition of the excitation energy for each vibrational mode i is given
by:
Eie = fiEe = fi
p2e
2MA
(5.21)
where fi defines the proportion of excitation energy Ee that ends up in the
vibrational mode i.
For undefined orientation of the photoelectron emission, the previous for-
mula has to be averaged over all the directions. For high symmetric molecules
such as CH4, CF4, BF3 and SF6, the total excitation is independent of the
angle of emission of the photoelectron and the integration gives rise to a factor
1/3. For linear molecules such as C2H2, excitations have to be evaluated for
two active symmetry channels (i.e., for emission parallel and perpendicular to
the main axis of the molecule).
The recoil momentum affects differently the photoelectron spectra depend-
ing on the number of vibrational modes and on the initial MO. In the case of
diatomic molecules, only the stretching vibrational mode exists and can con-
sequently be excited. Then, recoil of the photoelectron emission only induces
excitations of higher vibrational levels. In the case of polyatomic molecules
where the photoelectron is emitted from a localized central MO, the departing
electron causes an additional motion of the emitter atom that results in the
excitation of the asymmetric stretching and bending modes (the vibrational
modes involving the motion of the central atom).
It is possible to get an estimate of the Franck-Condon deviation by using
a procedure exposed in [209]. In the harmonic oscillator approximation, the
two first eigenfunctions of the Hamiltonian in the momentum space are given
by:
χ0 (p) =
e−
p2
2
4
√
π
and χ1 (p) = 2p
e−
p2
2
4
√
4π
(5.22)
where p is the momentum dimensionless coordinate.
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Then, the Franck-Condon amplitudes including the excitation of the first
vibrational quantum number are given by:
〈χ0 (p) | χ0 (p+∆p)〉 = e−
∆p2
4 (5.23)
〈χ1 (p) | χ0 (p+∆p)〉 = ∆p√
2
e−
∆p2
4 (5.24)
A more general form of these amplitudes for all v′ is obtained recursively
and the resulting intensity gives rise to a Poisson distribution:
〈χv′ (p) | χ0 (p+∆p)〉 = S
v′
v′
e−S (5.25)
where S = ∆p2/2. Considering the properties of the Poisson distribution,
the value Si for each vibrational mode can be written (in atomic units) as a
function of the excitation energy Ee and the harmonic frequency ωi:
Si = fi
Ee
ωi
(5.26)
According to Equation (5.25), we have:
〈χ1 (p) | χ0 (p+∆p)〉
〈χ0 (p) | χ0 (p+∆p)〉 = S (5.27)
Then, the v′ = 1/v′ = 0 Franck-Condon ratio including corrections of the
recoil effect is evaluated easily for the diatomic case:(
Fv′=1
Fv′=0
)
rec
=
Fv′=1
Fv′=0
+Rcε (5.28)
where:
Rc =
1
3ωe
[
nA
MB
MAM
+ nB
MA
MBM
]
(5.29)
Results of Equation (5.28) are shown in Figure 5.31 for the core photoion-
ization of N2 and CO. They are compared with theoretical results obtained
with the DFT method. Although the present method is not dynamic (i.e. for
each geometry calculation the nuclei can be considered as having an infinite
mass with respect to the leaving electron), part of the recoil effect is adiabatic
and then can be described by the DFT method. In the case of N2, the photo-
electron is emitted in the two considered photoionization channels from both
atomic centers. Then, for the recoil model we have taken nA = nB = 1/2,
MA = MB = MN and with a harmonic frequency ωe = 294 meV we ob-
tained Rc ∼0.0222 meV−1. For the O1s photoionization of CO, nA = nO ∼ 1,
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nB = nC ∼ 0 and ωe = 269 meV: Rc ∼0.0182 meV−1. For the C1s photoion-
ization of CO, nA = nC ∼ 1 and nB = nO ∼ 0: Rc ∼0.0323 meV−1. As seen
in Figure 5.31, results obtained with this simple model reproduce nicely the
increasing trend visible in the DFT curves4 As expected, the importance of the
effect is inversely proportional to the mass of the emitter atom and deviations
to the Franck-Condon factor ratios is stronger in C1s photoionization than in
O1s photoionization of CO.
The deviations to the Franck-Condon prediction can also be observed by
looking at the vibrational gerade/ungerade branching-ratio of N2. It is shown
in the upper panel of Figure 5.32. DFT method and experimental data are in
very good agreement and, as expected, present striking oscillations. Earlier
RPA results also agree, but they provide a poorer description at low photon
energies. Prediction of the Cohen-Fano model including the nuclear motion
is also shown. As for Figure 5.18, the model reproduces nicely the oscillating
pattern but is out of phase. As a result of the many approximations made to
obtain Cohen-Fano formula, the model does not account for the relative phase
between the N2(1sσ
−1
g ) and N2(1sσ
−1
u ) channels. Vibrational branching ratios
between the 1σ−1 and 2σ−1 photoionization cross section of CO is also shown
(lower panel). No oscillations are visible.
4It has to be mentioned that the recoil effect is taken into account in the Born-
Oppenheimer approximation by the DFT calculation but only for the symmetric stretching
vibrational mode (that is the only vibrational mode in diatomic molecules).
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Figure 5.31: (Upper panel) v′ = 1/v′ = 0 cross section ratios for the 1σ−1g and
1σ−1u photoionization of N2 as a function of the photoelectron energy (upper
panel: large range ; lower panels: small range). Circles: experimental data
from [339]. Squares: experimental data from [158]. Thick black and colored
lines: DFT method using a LDA functional. Red thin lines: TDDFT method
using a LDA functional. Dotted lines: vibrational Cohen-Fano calculations
(see [45]). Thin colored lines: effect of the recoil predicted by Equation (5.28).
(Lower panel) v′ = 1/v′ = 0 cross section ratios for the 1σ−1 and 2σ−1 pho-
toionization of CO as a function of the photoelectron energy (upper panel:
large range ; lower panels: small range). Circles: experimental data from
[245]. Squares: experimental data from Kugeler et al. published in [245].
Thick black and colored lines: DFT method using a LDA functional. Red
thin lines: TDDFT method using a LDA functional. Dashed- dotted lines:
theoretical Franck-Condon values. Thin colored lines: effect of the recoil pre-
dicted by Equation (5.28)
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Figure 5.32: (Upper panel) 1σg/1σu cross section ratios for the photoionization
of N2 as a function of the photoelectron momentum. Circles: experimental
data from [226]. Thin blue and red lines: RPA calculations from [226]. Thick
black lines: DFT method using a LDA functional. Dotted lines: vibrational
Cohen-Fano calculations (see [45]). (Lower panel) 1σ/2σ cross section ratios
for the photoionization of CO as a function of the photoelectron momentum.
Thick black lines: DFT method using a LDA functional.
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5.3.2 Valence shell photoionization
In this section we present vibrationally-resolved photoionization cross sections
for photon energies going from the ionization threshold up to several hun-
dreds eV above it.
Figures 5.33 and 5.34 present ratios between vibrationally resolved pho-
toelectron spectra (v-ratios for short) of N2 and CO, respectively, calculated
by using both the DFT and TD-DFT methods. Only v-ratios associated with
ionization from the outer valence orbitals is shown: 3σg, 1πu and 2σu orbitals
of N2 and 5σ, 1π and 4σ orbitals of CO. The results are compared with very
recent experimental data from [45]. For each molecule, the v-ratios have been
extracted by normalizing the vibrationally resolved cross sections to that of
the dominant v-channel. These ratios vary from ∼1 down to ∼ 10−3 for the
two molecules. The agreement between the results of both theories and the
experimental ones is reasonably good, especially for the TD-DFT ones, which
reproduce most of the peaks appearing near the ionization threshold. The
most important disagreement appears for the very sharp structures lying just
above the threshold. There are also some deviations for the largest v values
and photon energies, which is not surprising because the corresponding vibra-
tionally resolved cross sections are very small and, therefore, the measured
v-ratios might be affected by large systematic errors.
The structures observed just above the ionization threshold are due to
shape resonances and are correctly described by theory for the largest v-ratios.
The structures appearing at slightly higher photon energies are likely due to
interchannel coupling or to resonances associated with singly-excited autoion-
izing states. As mentioned above, description of these effects is not possible
within the DFT approach, but is pretty well achieved within the TD-DFT
method.
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Figure 5.33: Ratios of the vibrationally resolved photoionization spectra to
the v′ = 0 cross section as a function of the photon energy for the 3σ−1g , 1π−1u
and 2σ−1u photoionization of N2. Circles: experimental data from [45] (the
differents colors indicate different runs). Thick black solid line: DFT method
using a LB94 functional. Thin red solid line: TDDFT method using a LB94
functional. Dashed-dotted orange line: Theoretical Franck-Condon value.
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Figure 5.34: Same as Figure 5.33 for the 5σ−1, 1π−1 and 4σ−1 photoionization
of CO.
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Extended Cohen-Fano model
A common feature to all the v-ratios is the presence of pronounced oscilla-
tions around the value predicted by the Franck-Condon (FC) approximation.
These oscillations are less visible for CO than for N2. As shown in [45], they
can also be explained as resulting from coherent two-center electron emission
since valence MOs of both molecules have contributions on both atomic cen-
ters. Indeed, by generalizing Cohen-Fano ideas to the case of vibrationally
resolved photoelectron spectra for both homonuclear and heteronuclear di-
atomic molecules and by using the LCAO expansion ϕα = cAϕA + cBϕB, one
can write a first extension of the Cohen-Fano formula:
σ˜ (ω) = σ(0) (ω)
(
1 + 2cAcB
sin keR
keR
)
(R) (5.30)
where c2A + c
2
B = 1. For the valence orbitals of N2, |cA| = |cB| due to the
inversion symmetry of the molecule, while for the valence orbitals of CO, these
coefficients are different.
A reasonable choice for CO is c2A = 0.32 and c
2
B = 0.68, which correspond
to the normalized electron occupancy of the C and O valence orbitals, re-
spectively, resulting from a simple Hartree-Fock calculation performed with
a minimal basis of atomic orbitals. Photoelectron spectra corresponding to
different final v′ states of the remaining molecular cation probe different re-
gions of R. Thus one can gives an approximation of the v-ratios by replacing
the variable R by the characteristic value Rv′ associated with the v
′ vibra-
tional state, then performing a first-order expansion of σ˜v
′
/σ˜v
′
ref in terms of
δRv′ = Rv′ −Rv′ref , and finally taking the limit to large values of the electron
momentum ke. Hence one obtains:
σ˜v
′
(ω)
σ˜v
′
ref (ω)
=
| 〈χi,v|χfα,v′〉 |2
|
〈
χi,v|χfα,v′ref
〉
|2
[
1 + 2cAcB
δRv′
Rv′ref
cos(keRv′ref )
]
(5.31)
The formula predicts that the σ˜v
′
/σ˜v
′
ref ratio should approximately oscillate
around the Franck-Condon ratio value:
FCv′
FCvref
=
| 〈χi,v|χfα,v′〉 |2
|
〈
χi,v|χfα,v′ref
〉
|2
(5.32)
with a cos(keRv′ref ) dependence and amplitude proportional to δRv
′/Rv′ref .
This is precisely the qualitative behavior observed in all the ratios depicted in
Figures 5.33 and 5.34. Notice that, when Rv′ is smaller than Rv′ref , the ratio
δRv′/Rv′ref is negative and, therefore, the oscillations have opposite phase.
177
CHAPTER 5. DIATOMIC MOLECULES Part II. Results
This can be clearly seen in figure 5.36, when comparing the v′ = 0/v′ = 2 and
v′ = 1/v′ = 2 ratios with the v′ = 3/v′ = 2, v′ = 4/v′ = 2, etc, ones.
The nuclear motion can also be explicitly included by integrated the square
root of the Cohen-Fano formula in (5.30) with the initial and final vibrational
wavefunctions:
σ˜v,v
′
α (ω) ∝
∣∣∣∣∣
∫ ∞
0
χ∗i,v (R)
[
1 + 2cAcB
sin keR
keR
] 1
2
χfα,v′ (R)dR
∣∣∣∣∣
2
(5.33)
The last formula corresponds to an extended version of the Cohen-Fano
formula that takes into account the nuclear motion and can be applied to
both homonuclear and heteronuclear molecules. Results obtained using this
simple model is presented together with the previous experimental data and
the TIDFT calculation for the valence photoionization of N2 and CO in Fig-
ures 5.33 and 5.34. Good agreement between model, theory and experiment
is observed. In particular, results presented in the HOMO photoionization
of N2 and CO agree remarkably well, probably because these particular pho-
toionization channels involves less electronic correlation (not included in the
simple model). Also, it has to be mentioned that the phase matching between
the extended Cohen-Fano v-ratios and the experimental data is a coincidence
since the model is not expected to reproduce the correct phase shift.
Figures 5.35 and 5.36 show a comparison between the previous DFT re-
sults, the experimental data and the extended Cohen-Fano model.
For N2(1π
−1
u ) and CO(1π
−1), the agreement with the model is less satisfac-
tory and essentially qualitative. This is not surprising because equation (5.33)
was derived with a superposition of 1s orbitals centered on each nuclei, i.e.,
1σg ∼ 1sA + 1sB as initial molecular orbital. However, the initial molecular
orbitals in N2 1π
−1
u and CO 1π
−1 photoionization are, at least, a superposi-
tion of 2p+1 (or 2p−1) orbitals, i.e., 1π ∼ 2p+1,A + 2p+1,B (in reality, they
involve even more AOs). In the original paper by Cohen and Fano [64], it
was suggested that photoionization from a π orbital should exhibit twice as
many maxima as from σ orbitals [i.e., the dependence should be sin(2keR) as
opposed to sin(keR) in equation (5.33)]. Checking for this possibility leads
to an even poorer agreement, so it can be concluded that the original model
captures the essential features of the ratios. For completeness, an equivalent
study has been carried out for the original molecular prototype H2. Extended
Cohen-Fano model, experimental data and results obtained using a more ac-
curate numerical method5 are compared in Figure 5.37. As can be seen, the
model reproduces almost perfectly the oscillations in H2, apart from a global
5The theoretical method to obtain the electronic and vibrational wave functions of H2
makes use of B-spline functions and has been successfully applied to study a variety of
ionization problems in H2, such as resonant dissociative photoionization [320, 243] and ion
impact ionization [214] in the dipole approximation. We refer the reader to those works and,
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scaling factor, which is likely due to the assumption of identical σ0 for the two
vibrational channels involved in the ratio and to the fact that, as previously
mentioned, such a simple model does not include any electron correlation or
“molecular” distortion of the initial and final electronic wave functions. In-
terestingly, the period of the oscillations is larger in H2 than in N2 and CO,
reflecting the fact that H2 have an equilibrium internuclear distance signifi-
cantly smaller than N2 and CO (1.4 a.u. compared to 2.07 a.u. and 2.13 a.u.
respectively).
for more details, to the reviews of references [242, 14]. Electron correlation and interferences
between the different ionization and dissociative channels are accounted for. As in [117], we
have not included doubly excited states in the basis of states since we are only interested in
the region of high photon energies.
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Figure 5.35: Ratios of the vibrationally resolved photoionization spectra to
the v′ = 0 cross section as a function of the photon energy for the 3σ−1g ,
1π−1u and 2σ−1u photoionization of N2. Circles: experimental data from [45]
(the different colors indicate different runs). Thick black solid line: DFT
method using a LB94 functional. Thin green solid line: vibrationally resolved
Cohen-Fano results obtained from equation (5.33). Dashed-dotted orange line:
Theoretical Franck-Condon value.
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Figure 5.36: Same as Figure 5.35 for the 5σ−1, 1π−1 and 4σ−1 photoionization
of CO.
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Figure 5.37: Ratios of the vibrationally resolved photoionization spectra to the
v′ = 2 cross section as a function of the photon energy for the photoioniza-
tion of H2. Circles: experimental data from [45] (the different colors indicate
different runs). Thick black solid line: Theoretical results obtained using
the B-splines method described in [242]. Thin green solid line: vibrationally
resolved Cohen-Fano results obtained from equation (5.33). Dashed-dotted
orange line: Theoretical Franck-Condon value.
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5.4 Angularly resolved cross section
There are very few experimental data for vibrationally resolved angular distri-
butions and most of them have been obtained for randomly oriented molecules.
Thus, to gauge the quality of the present calculations, we first present re-
sults for randomly oriented molecules and then for fixed-in-space molecules
for which there are no experimental data.
5.4.1 β asymmetry parameter
In this section, we present the calculated vibrationally resolved electron asym-
metry parameters for K-shell and valence-shell photoionization of N2 (Fig-
ures 5.38 and 5.40) and CO (Figures 5.39 and 5.41). The results are compared
with the available experimental data [200, 339, 336, 241] for photoelectron
energies smaller than 60 eV. In the case of valence-shell photoionization, the
direct comparison over a wide range of photon energies (right panels) can only
be carried out with vibrationally averaged β parameters. Nevertheless, for the
sake of completeness, in the last case we have also included in the figures our
vibrationally resolved results.
As expected, for both N2 and CO, the β parameter tends to a value close
to 2 as the photon energy increases. A β value of 2 is associated to a perfect
p-like electron angular distribution, which is what one would expect for an
electron moving in the field of a perfectly spherical potential. Indeed, at very
high energies, the escaping electron does not see the details of the two-center
potential and, consequently, the resulting angular distribution should have an
almost perfect atomic character. This is so unless the electron wavelength
coincides or is of the order of the internuclear distance, where two-center in-
terferences and diffraction effects are expected to occur (see next section).
The latter effects are responsible for the oscillations that are observed in the
β parameter as it approaches the value of 2 (see right panels in Figures 5.40
and 5.41).
Figures 5.38, 5.40, 5.39 and 5.41 show a very good agreement between
the present results and the available experimental data. They are also in
reasonable agreement with previous theoretical results obtained within the
random-phase approximation [339, 336], although the latter are obtained by
using a free parameter in the theory. As can be seen, the β parameters asso-
ciated with different vibrational levels v′ of the residual molecular cation are
very similar. The largest variations with v′ are observed for photoionization
from the highest-occupied molecular orbital (HOMO), namely N2(3σ
−1
g ) and
CO(5σ−1). These are the orbitals where electron delocalization is more impor-
tant. They also have several nodes along the internuclear axis. Consequently,
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one can reasonably expect that the electron angular distribution should be
more sensitive to the particular range of internuclear distances probed by the
different vibrational levels of the molecular cation. In particular, it can be
seen that the larger v′ the smaller the value of β, i.e., the less atom-like the
angular distribution. This is due to the fact that, as v′ increases, photoion-
ization probes regions of increasingly larger values of R, hence the angular
distribution has a less pronounced atomic character (i.e., β is far lower than
2).
Figure 5.38: Vibrationally resolved electron β asymmetry parameter for the
1σ−1g and 1σ−1u photoionization of N2. Circles: experimental data from [339]
(left and right panels). Thick black solid line: DFT method using a LB94
functional.
The closeness between the averaged β asymmetry parameter and the v′ = 0
component in the HOMO photoionization of N2 and CO, as well for the 2σu
photoionization of N2 is explained by the dominance of the v = 0 → v′ = 0
transition. Indeed, according to the Franck-Condon principle, the fundamental
vibronic transition composed more than 85% of the photoelectron spectrum
in these channels. In the case of the 4σ photoionization of CO, the vibrational
peaks are of comparable intensities and the averaged β asymmetry parameter
deviates from a single vibrational component. This behavior is more apparent
when looking at larger energy range (Figure 5.41).
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Figure 5.39: Vibrationally resolved electron β asymmetry parameter for the
1σ−1 and 2σ−1 photoionization of CO. Circles: experimental data from [336]
(left panel) and [200] (right panel). Thick black solid line: DFT method using
a LB94 functional.
Shape resonances associated with the f-wave photoelectron are observed
in β asymmetry parameter associated with the 3σ−1g photoionization of N2
and 5σ−1 and 4σ−1 photoionization of CO. The absence of shape resonances
in the σu and πu photoionization channel of N2 is consistent with the usual
interpretation which states that only the 3σu virtual MO lays in the shape
resonance region. Then, owing to selection rules, only transition from gerade
states are allowed. In the case of 1π−1 photoionization of CO, the shape
resonance effect is barely visible. As illustrated by the comparison between
5σ−1 and 1π−1 photoionizations in Figure 5.42, it results from the dominance
of the non-resonant 1π → εδ component over the resonant 1π → εσ component
in the 1π−1 channel.
Autoionization is responsible for some structures visible at low energies
in the HOMO photoionization β asymmetry parameter of N2 and CO. In
the 3σ−1g photoionization of N2, it leads to the C2Σ+u state and shows up at
∼ 22eV [372]. The excitation energy of the fourth band has been evaluated
by Stratmann et al. at the CASCI level of theory to 10.58 eV. This state
correspond to the promotion of a bonding σg electron to an anti-bonding
πg MO, i.e. to the configuration (1σ
2
g) (1σ
2
u) (2σ
2
g) (2σ
2
u) (1π
3
u) (3σ
1
g) (1π
1
g).
According to their calculation, the highest-lying open channel corresponds to
the B2Σ+u . Most of the theoretical calculation performed in the fixed nuclei
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approximation conclude that better agreement would be obtained by including
the nuclear motion and averaging on the vibrational components.
As shown in Section 5.2, interchannel couplings play a non-negligible role in
the 2σ−1u photoionization channel of N2. As shown by the discrepancy between
the DFT and the experimental β asymmetry parameter (see Figure 5.40), such
effects are even more visible in the angular distribution. In order to take into
account the interchannel couplings, we performed a TDDFT calculation in the
fixed nuclei approximation (dashed black line). The TDDFT results reproduce
nicely the dips at ∼ 30 eV and ∼ 50 eV and previously associated to couplings
with the 3σg → εσu and 2σg → εσu transition channels. Because deviations
between DFT and TDDFT are concentrated in the shape resonance region
of the 3σ−1g and 2σ−1g photoionization channel, we refer to them as shape
resonance enhancement mediated by continuum-continuum coupling. Similar
mediated resonances have been observed many times in atomic photoionization
and studied in some molecular cases, such as N2 [366] and SF6 [87]. In the case
of the 2σ−1u photoionization of N2, it corresponds to the following mechanism:
when a electron is emitted from the 3σg (or 2σg) MO and trapped into a σu
quasi-bound state, electronic collision may occur and leads to the ejection of
an electron from the 2σu MO by simultaneous de-excitation of the σu wave
electron into its initial MO.
Figure 5.40: Same as Figure 5.38 for the valence shell. Circle: [241], Squares:
[143]. Black dashed line correspond to the vibrational average theoretical
result obtained with the TDDFT method using a LB94 functional.
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Figure 5.41: Same as Figure 5.38 for the valence shell. Circles: [241].
Figure 5.42: Symmetry resolved cross section for the 5σ−1 (upper panel) and
1π−1 (lower panel) photoionizations of CO as a function of the photon energy.
Lines correspond to the DFT method using a LB94 functional - Colored lines:
symmetry components, Black line: total cross section.
5.4.2 MFPADs
In this section we present non-vibrationally and vibrationally resolved MF-
PADs of N2 and CO for two particular molecular orientations: parallel and
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perpendicular to the polarization direction of the incident light. These two
orientations provide information for molecular states of Σ and Π symmetries,
respectively. The first series of figures (5.43, 5.44 and 5.45) shows a compari-
son between the DFT method using a LB94 functional and experimental data
taken from the literature.
Figures 5.43 and 5.44 present results for the O1s and C1s photoionization
of CO respectively. Each figure contains four polar MFPADs taken at differ-
ent photon energies for each orientation of the polarization vector. For the
O1s photoionization channel (Figure 5.43), best agreement between experi-
ment and theory is found for the smallest photon energy (ω = 545 eV). It is
surprising since DFT is expected to be less accurate close to the threshold. For
higher energies, there is a qualitative agreement but almost always a discrep-
ancy on one particular side of the polar plot. In the parallel case, there is an
overestimation in the experimental MFPADs by a constant factor on the side
of the oxygen atom. This constant discrepancy seems to indicate a systematic
error that is angular dependent. For the perpendicular case, the disagreement
is less regular. In all the cases, the the three first components of the MFPADs
present the same shape. As indicated by the photoelectron spectrum (see Fig-
ure 5.22b), v′ = 0 (blue line) is the dominant contribution, followed by v′ = 1
(red) and v′ = 2 (green)6. For the C1s photoionization channel (Figure 5.44),
a good agreement between theory and experiment is found for all the photon
energies in the parallel case. The first photon energy (ω = 301 eV) corresponds
to the beginning of the shape resonance in the total cross section, the second
one (ω = 304.5 eV) corresponds approximately to the energy position of the
shape resonance and the third and fourth ones (ω = 310 eV and ω = 317 eV)
to the end of the shape resonance. Then, Figure 5.44a shows the evolution
of the MFPADs from one side of the shape resonance to the other. It can
be seen how the MFPAD undergoes a drastic change of symmetry passing
through the shape resonance. From a f -like orbital with a strong forward-
backward asymmetry (ω = 301 eV), the MFPAD becomes p-like and more
symmetric at ω = 310 eV, and gain an asymmetry in the opposite direction at
ω = 317 eV. In the perpendicular case, the agreement is only qualitative. For
the two lowest photon energies (ω = 299 and 301 eV), there is an important
discrepancy between theoretical results and experimental data on the side of
the carbon atom. Since the C1s photoelectron spectrum of CO has a larger
vibrational progression, contribution of the three first vibrational components
is better appreciated in the parallel as in the perpendicular case.
6For the sake of clarity, the other vibrational components have not been plotted.
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Figure 5.43: Vibrationally resolved MFPADs for the CO(1σ−1) photoioniza-
tion. Molecules are parallel (perpendicular) to the polarization vector in the
upper (lower) panel. The MFPADs are taken in a plane containing the main
axis of the molecule for photon energies equals to 545, 551.2, 556 and 561 eV.
Circles correspond to non-vibrationally resolved experimental data from [262],
normalized to the theoretical results. Solid lines correspond to vibrationally
resolved theoretical results obtained with the DFT method using a LB94 func-
tional - Colored solid lines: vibrational components (only v′ =0, 1 and 2),
Thick black solid line: sum over all the vibrational components.
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Figure 5.44: Same as Figure 5.43 for the CO(2σ−1) photoionization and for
photon energies equals to 301, 304.5, 310 and 317 eV (upper panel) and 299,
301, 304.5 and 314 eV (lower panel).
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Recent improvement of synchrotron radiation sources and detection tech-
niques have enabled the measurements of the photoelectron angular distribu-
tion for several final vibrational levels and for photon energies covering valence
and core shell photoionization. Figure 5.45a shows vibrationally resolved ex-
perimental data for the C1s photoionization cross section of CO. It is compared
for three different photon energies with the DFT method. The chosen photon
energies correspond more or less to the position of the shape resonance in each
vibrational component: ω ∼ 303.2 eV corresponds to the shape resonance in
v′ = 2, ω ∼ 305.1 eV in v′ = 1 and ω ∼ 310.1 eV in v′ = 0. For this reason,
the v′ = 2 component at ω = 305.1 is similar to v′ = 0 at ω = 310.1. The
agreement between theory and experiment is good, except for an important
discrepancy in the experimental v′ = 0 MFPAD at ω ∼ 310.1 eV on the side of
the carbon atom. Similarly to the non- vibrational case (see Figure 5.44a), it
is possible to observe the transformation of the vibrational MFPADs, from an
asymmetric f -like orbital at ω = 303.2 eV to a less asymmetric p-like orbital
at ω = 310.1 eV. Since the shape resonance in the v′ = 1 component is closer
to ω = 310.1 eV than in the v′ = 2, the resulting vibrational MFPAD is less
deported in the direction of the carbon atom. For the same reason, the v′ = 0
presents an asymmetry in the opposite direction.
The new energy resolution capabilities also enabled to resolved the gerade
and ungerade states in the core photoionization of N2. Figure 5.45b shows
a comparison between non-vibrationally resolved experimental MFPADs and
vibrationally resolved MFPADs obtained with DFT for the 1σ−1g and 1σ−1u
photoionization of N2. The chosen photon energy corresponds to the energy
of the shape resonance in the 1σ−1g photoionization channel. For this reason,
and because the l = 3 partial wave is trapped by the potential barrier, the
angular distribution is almost an f orbital in the gerade-parallel case. Be-
cause the potential barrier is along the z direction, the angular distribution
is aligned perpendicularly in the gerade-perpendicular case. Since the 1σ−1u
photoionization channel do not present any shape resonances, the angular
distribution resembles a p-wave in the parallel case and has a characteristic
“butterfly shape in the perpendicular case.
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Figure 5.45: Same as Figure 5.43 for the CO(1σ−1) photoionization (up-
per panel) and the N2(1σ
−1
g ) and N2(1σ
−1
u ) photoionizations (lower panel).
Molecules are parallel (parallel and perpendicular) to the polarization vector
in the upper (lower) panel. The MFPADs are taken in a plane containing
the main axis of the molecule for photon energies equals to 303.2, 305.1 and
310.1 eV (upper panel) and 419 eV (lower panel). Circles correspond to vi-
brationally resolved experimental results from [1] (upper panel) and to non
vibrationally resolved experimental results from [311] (lower panel).
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So far, we have analyzed non-vibrationally and vibrationally resolved MF-
PADs in the shape resonance region. The present DFT method can also
be used to discuss the evolution of these MFPADS at higher energies. The
second series of figures (5.46, 5.47, 5.48 and 5.49) shows purely theoretical
vibrationally resolved three-dimensional MFPADs calculated with DFT using
a LB94 functional.
Figures 5.46 and 5.47 present our results for K-shell ionization of N2 with
parallel and perpendicular orientations, respectively, at five photon energies:
420, 550, 605, 699 and 750 eV. Only results for the final vibrational levels
v′ = 0 and v′ = 2 are shown. To better understand the origin of the different
structures observed in the MFPAD, the figures also include the total cross
sections and partial-wave contributions as functions of photon energy. Due
to symmetry considerations, only partial waves associated with odd values of
the angular momentum lead to non zero contributions. In the parallel case
(see Figure 5.46), the l = 3 partial-wave contribution presents a pronounced
minimum at around 600 eV for v′ = 0 and at around 520 eV for v′ = 2. The
position of this minimum progressively shifts to lower energies at v′ increases.
Other partial waves also exhibit minima, although they are less pronounced
and, in some cases, they lie very close to the ionization threshold. The ori-
gin of these minima has been explained in Ref. [118, 117] in the context of
H2 photoionization as resulting from electron confinement in between the two
nuclei. This is possible when the electron momentum ke approximately sat-
isfies the equation keR = lπ, which is nothing else than the particle-in-a-box
formula. Indeed, when the molecule is parallel to the polarization direction,
the electron is forced to move along the internuclear axis and, when its wave-
length coincides or is approximately equal to the internuclear separation, it is
transiently trapped and, consequently, does not follow the internuclear axis.
This behavior can be clearly seen in the MFPAD for photon energies in the
vicinity of the minimum of the l = 3 partial wave. In contrast, at lower and
higher energies, the calculated MFPADs indicate that the electron escapes
preferentially along the internuclear axis. For N2, the equilibrium internuclear
distance is Re = 2.07 a.u. and the previous formula predicts that the low-
est energy at which the minima should appear is approximately 30 eV above
threshold for the l = 1 partial wave and 280 eV for the l = 3 one. The first one
is so close to threshold that it is barely seen. Furthermore, at such low energy,
the escaping electron is strongly perturbed by the remaining ionic core, which
cannot be described by the above simple formula because it is only valid for a
free electron.
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Figure 5.46: Vibrationally resolved molecular-frame photoelectron angular dis-
tributions (MFPADs) for the N2(1σ
−1
g ) photoionization. Molecules are parallel
to the polarization vector (indicated by a double arrow). The MFPADs are
represented in the form of 3D polar plots for photon energies equal to 420,
550, 605, 699 and 750 eV. Integrated total and partial photoionization cross
sections as functions of photon energy are shown in a 2D box. Upper panel:
v′ = 0. Lower panel: v′ = 2.
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Confinement is actually observed in the range of photoelectron energies
between 200 and 300 eV, i.e., in the vicinity of the l = 3 minimum. It can
be seen that, for v′ = 2, confinement appears at lower photon energies than
for v′ = 0. This is because the actual internuclear distance that the escaping
electron sees is intermediate between Re and that of the remaining N
+
2 (v
′)
cation, R′. As v′ increases, the mean value of R′ also increases due to the
anharmonicity of the potential energy curves. Therefore, the electron momen-
tum and energy at which confinement should be observed are smaller. This is
similar to what has been observed in H2 [118, 117]. It is worth stressing here
that the minima observed in the different partial waves should not be called
Cooper minima because the latter arise from cancellations in the dipole tran-
sition matrix elements that involve wave functions with one or several radial
nodes. Since the 1σg orbital from which the electron escapes has no radial
node, it is clear that this concept does not apply here.
In the perpendicular case (see Figure 5.47b) and at very low photon en-
ergy, the MFPADs are almost perfect dipole-like, which is the consequence of
the dominance of the l = 1 partial wave and is what one would expect for
a pure atomic system. In other words, the electron mainly follows the direc-
tion imposed by the electric field. As the photon energy increases, one can
see the appearance of smaller satellite lobes whose magnitude progressively
increases. The position of these lobes is approximately given by the simple
formula sin θe = nλe/R, where θe is the angle between the main lobe perpen-
dicular to the internuclear axis and the satellite lobes. This formula is identical
to that used to explain the position of the interference peaks observed in the
famous Young’s double-slit experiment. A behavior similar to that observed
in Figure 5.47b has been reported in [118, 117] for the H2 molecule. One
can thus conclude that the observed angular patterns are due to the coherent
emission of the electron from the two atomic centers in a direction perpendic-
ular to the molecular axis. The above formula predicts that, as the photon
energy increases, i.e., as λe decreases, there is an increasing number of n values
compatible with the constraint | sin θe| ≤ 1. This explains the appearance of
more and more satellite lobes as the photon energy increases. The appearance
thresholds for these satellite lobes as well as the angle they form with the
dominant central lobe is also reasonably explained by this formula. As can
be seen in Figure 5.47b, the appearance thresholds depend on the final value
of v′. Indeed, for v′ = 2, the threshold energies associated with the different
n values are lower than for v′ = 0: for v′ = 2, satellite lobes associated with
n = 2 can be clearly seen at 700 eV, while, for v′ = 0 they are absent at this
energy. The explanation for the v′ dependence is the same as that given in the
previous paragraph: as v′ increases, the mean value of R′ also increases and
the minimum energy (electron wavelength) required to open a new channel n
is smaller (larger).
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Figure 5.47: Same as Figure 5.46 for molecules perpendicular to the polariza-
tion vector.
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Figures 5.48 and 5.49 present our results for O(1s−1) ionization of CO with
parallel and perpendicular orientations, respectively, at five photon energies:
549, 579, 620, 720 and 850 eV. The figures also include the total cross sections
and partial-wave contributions as functions of photon energy. In this case no
selection rule limits the number of contributing partial waves. The partial-
wave contributions exhibit a very complex behavior, with maxima and minima
that do not follow a simple pattern. The main difference with the N2 case is
that the initial orbital from which the electron is ejected is almost perfectly
localized on the oxygen atom. Therefore, one cannot expect angular patterns
associated with coherent emission from the two atomic centers as those ob-
served for N2. Instead, diffraction of the ejected electron by the neighboring
carbon atom should leave its trace in the MFPADs. This should occur when
the electron wavelength is comparable to the CO equilibrium internuclear dis-
tance, which is Re = 2.13 a.u. and corresponds to a photoelectron energy of
approximately 120 eV (i.e., a photon energy of 662 eV). So, according to this
formula, one should observe scattering by the neighboring C atom at around
this energy. In both the parallel and perpendicular cases, one can see that,
around this photoelectron energy, the MFPAD is complex and exhibits lobes
that point to both the C and O atoms, indicating that the electron coming
from the O center is efficiently diffracted by the C center. In the parallel case
the lobes are oriented along the molecular axis, while in the perpendicular
case they are preferentially oriented in the normal direction. As the photon
energy increases in the parallel case (Figure 5.48), the MFPAD is more and
more localized around the O atom, which reflects the fact that there is less
and less diffraction by the neighboring C atom. In the perpendicular case
(Figure 5.49), the MFPAD becomes more and more dipole-like, as if it was a
purely atomic angular distribution, and the additional satellite lobes progres-
sively disappear. This is the opposite behavior to that observed in N2 (see
Figure 5.47b). The transition from the diffraction zone to the atom-like one
occurs earlier for v′ = 2 than for v′ = 0, which is again the consequence of the
effective internuclear distance increasing with v′.
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Figure 5.48: Vibrationally resolved molecular-frame photoelectron angular dis-
tributions (MFPADs) for the CO(1σ−1) photoionization. Molecules are par-
allel to the polarization vector (indicated by a double arrow). The MFPADs
are represented in the form of 3D polar plots for photon energies equal to 549,
579, 620, 720 and 850 eV. Integrated total and partial photoionization cross
sections as functions of photon energy are shown in a 2D box. Upper panel:
v′ = 0. Lower panel: v′ = 2.
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Figure 5.49: Same as Figure 5.48 for molecules perpendicular to the polariza-
tion vector.
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6. Polyatomic molecules
In this Chapter, we present results obtained with the present method for
a series of polyatomic molecules: C2H2, CH4, CF4, BF3 and SF6. The study
concerns the core shell photoionization of the four first molecules and the
HOMO-5 photoionization of SF6. Vibrationally resolved cross sections have
been calculated with DFT method using a LDA functional in all the cases
except for SF6 for which we employed a LB94 functional. TDDFT results
are also shown in the case of CF4 and BF3. The results obtained with the
present method are systematically compared with the available experimental
and theoretical data at low and high photon energies.
6.1 Acetylene
Given the wealth of evidence for double-slit interferences in nitrogen [340, 311,
329, 446, 401, 328], the question arises as to whether a similar phenomenology
can be observed also in systems larger than diatomics. The answer is not
obvious, since polyatomic molecules feature several vibrational modes, some
of which are not totally symmetric. As a result, degenerate electronic levels
may be unstable and split, through vibronic coupling (Renner-Teller effect in
linear molecules [252]), by spontaneously breaking the molecular symmetry.
For closely-spaced core-holes, the symmetry break results in a localization of
the core-hole [132]. The idea that core-holes in polyatomic molecules should
be regarded as being always localized altogether has been around for quite
some time (e.g. [99]).
For example, data available for C2H6 (ethane) and C2H4 (ethene) show
that the energy separation between the σg and the σu core holes is too small
(≤ 50 meV [192, 187]) to be compatible with delocalized core holes.
Acetylene differs distinctively from ethane and ethene, because its C-C
bond length is smaller, 1.203 A˚ [222] versus 1.536 A˚ and 1.337 A˚, respectively,
and comparable to that of nitrogen, 1.112 A˚. Thus, one could reasonably ex-
pect that double-slit interferences associated with delocalized core holes, i.e.,
large core-hole σu/σg energy splittings, should also exist for acetylene. How-
ever, this splitting [192] is comparable to the frequency of the stretching
modes of the molecule and, as a result, the 2Σ+u (v
′ = 1) state of the antisym-
metric carbon-hydrogen stretching mode is partly mixed with the 2Σ+g (v
′ = 0)
state [31]. Still, the most prominent signal corresponds to the excitation of
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the totally symmetric C-C normal mode, which suggests that this is the nor-
mal mode that one should ideally choose to observe double-slit interference
effects. Nevertheless, the issue of core-hole localization versus delocalization
in acetylene is still far from being settled. Indeed, measurements of the σu/σg
ratio reported by Thomas et al. [384] and Hoshino et al. [172] have shown
no indications of double-slit interferences, likely due to the fact that the pho-
ton energy only extended up to 50-60 eV from the threshold. Furthermore,
in the context of asymmetric molecular fragmentation, evidences of core-hole
localization have been reported [3] and similar considerations have also been
expressed by Osipov [274].
6.1.1 Total cross section
Figure 6.1 shows the core photoionization cross section of C2H2 for photon
energies up to ∼360 eV. The broad structure at ∼ 310eV, assigned to a shape
resonance in earlier papers (see [191, 384]), is confirmed by the DFT calcula-
tion which gives the correct width and position. However, the it clearly over-
estimates the cross section for all the photoionization channels. The structure
is also reproduced by a CI calculation performed at the fixed nuclei approx-
imation [223]. This calculation includes shake-up states to the interchannel
couplings which appear to compose the dominant feature at the shape reso-
nance energy. Then, it is reasonable to admit that part of the discrepancy
between the DFT calculation and the experiment is due to a poor description
of the shake-up processes. One-channel CI calculation shows also the impor-
tance an accurate description of the electronic correlation which is expected
to be strong in acetylene. Despite the global improvement obtained using a
six-channel SCI calculation, the sharp structures do not show up in the exper-
iment and the shape resonance appears too narrow. This is a typical artifact
of the fixed nuclei approximation. Indeed, one of the effects of the inclusion of
the nuclear motion is to broaden the structures. As a consequence, relatively
smooth variations such as shape resonances are broaden, while many sharp
peaks appearing in the fixed nuclei total cross section are just washed out.
Resonances due to autoionization and shake-up satellites are visible but are
not taken into account at the DFT level of theory. TDDFT method includes
interchannel couplings but calculation performed at the fixed nuclei approxi-
mation for core photoionization of C2H2 [130] shows very small improvements
of the cross section in the shape resonance region.
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Figure 6.1: Total cross section for the 1σ−1g and 1σ−1u photoionization of C2H2
as a function of the photon energy. Circles correspond to experimental data
from [172] ; Lines correspond to theory - Violet solid: multichannel Schwinger
method with frozen-core Hartree-Fock approximation (MCFCHF) [223], Blue
dashed: multichannel Schwinger configuration interaction (MCSCI) [223] one-
channel, Orange solid: multichannel Schwinger configuration interaction (MC-
SCI) six-channel [223], Black thick solid: DFT method using a LDA functional
(this work).
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As for N2, the shape resonance is present in the 1σ
−1
g photoionization cross
section and more specifically in the 1σ−1g → εlσu channel, but not in the 1σ−1u
(see Figures 6.3 and 6.2). The origin and the behavior of the shape resonance
in the 1σ−1g photoionization of acetylene is essentially the same as the one
predicted by Dehmer for N2 [83]. We can observe that, as for N2, the resonant
continuum wavefunction is predominantly of f -wave character. It is however
trapped by the potential barrier at a higher resonant energy (∼ 10 eV above
ionization threshold). Considering that the potential barrier generally grows
with the nuclear separation, this difference can be attributed to the larger
C-C distance (RC-C =1.2 A˚ compared to RN-N =1.1 A˚). Comparison between
Figures 6.3 and 6.2 for C2H2 and Figures 5.13 and 5.12 for N2 reveals a very
similar behavior. In particular, minima are found to be located at the same
energy positions.
204
Part II. Results 6.1. ACETYLENE
Figure 6.2: Contribution of
the five first partial waves
to the total cross section
of the 1σu → εlσg (a) and
1σu → εlπg (b) transitions
of C2H2 as a function of the
photoelectron momentum.
Solid lines: DFT method
using a LDA functional.
l=1 l=3 l=5
l=7 l=9
Total
Figure 6.3: Contribution of
the five first partial waves
to the total cross section
of the 1σg → εlσu (a) and
1σg → εlπu (b) transitions
of C2H2 as a function of the
photoelectron momentum.
Solid lines: DFT method
using a LDA functional.
l=1 l=3 l=5
l=7 l=9
Total
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6.1.2 Vibrationally resolved cross section
Figure 6.4 shows the photoelectron spectrum at a photon energy of 534 eV.
As can be seen, C 1s photoionization mainly leads to C2H
+
2 ions in the ground
vibrational state v′ = 0 of the C-C symmetric stretching mode. This is be-
cause the equilibrium geometries of C2H2 and C2H
+
2 are very similar for this
core-ionized electronic state. In other words, a vertical one-photon transition
from the ground state of C2H2 necessarily leads to core ionized C2H
+
2 with
a geometry close to that of the ground state, so that the maximum Franck-
Condon overlap corresponds to the v = 0 → v′ = 0 transition. Consequently,
the intensity of the observed peaks decreases rapidly with the degree of vibra-
tional excitation of the remaining C2H
+
2 ion and, for all practical purposes,
it is negligible beyond v′ = 3. Each v′ peak is formed by two components,
which correspond to C 1s ionization from the 1σg and 1σu molecular orbitals.
The energy separation between these two components is 102.7 meV, in good
agreement with the value of the 1σg-1σu splitting reported in previous work.
As can be inferred from Figure 6.4, the high energy resolution of the spectra
allows us to clearly separate the two components.
A photoelectron spectrum measured at 313 eV and reproduced theoreti-
cally in [68] shows that these first vibrational peaks are almost exclusively due
to excitation of the C-C stretching mode. Contribution of the C-H stretch-
ing mode start to be significant at lower photoelectron kinetic energy and is
responsible for the small hump in the place of the third peak. Calculations
performed by Thomas et al. in [388] also concluded to the weak excitation
of the C-H stretching in the lower vibrational part of the band. Then, by
limiting the study to the first two vibrational peaks of the photoelectron spec-
tra, vibrational wavefunctions can be obtained by using a projection of the
potential energy surface along the C-C symmetric stretching coordinate. It
is important to stress here that the present description of the C-C symmet-
ric stretching vibrational mode is rather rudimentary, because in assuming
that the C-H distance remains fixed during the vibration for both the par-
ent molecule and the remaining ion, we neglect the possible mixing between
the two symmetric stretching modes associated with the electronic excitation
(Dushinsky effect).
Figure 6.5 shows the vibrationally resolved cross sections for photon ener-
gies up to ∼360 eV. As observed by Mistrov et al. in [256], the energy position
of the shape resonance in the 1σ−1g photoionization of C2H2 is decreasing with
the vibrational level. It is due to the same mechanism as for N2 (1σ
−1
g ). To
the disagreement already observed in the total cross section, the vibrationally
resolved DFT results present an additional discrepancy in the relative values
of the vibrational components. This is mainly due to the nuclear structure,
i.e. to the choice of the potential energy curves. Two calculations have been
performed, using LDA and harmonic potential energy curves but led to an
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Figure 6.4: Photoelectron spectrum of C2H2 taken at ω = 534 eV. Circles:
experimental data from [11]. Solid lines: fit of the experimental data. Peak
numbers indicate the vibrational quantum number v′ of C2H+2 . The spectrum
has been normalized to the value predicted by theory for the 2Σ+u (1sσu, v
′ = 0)
peak. Inset: Potential energy curves of the ground state of C2H2 (
1Σ+g ) (black
line) and the 2Σ+g (1sσg) (purple line) and
2Σ+u (1sσu) (orange line) states of
core-ionized C2H
+
2 along the C-C symmetric-stretching normal coordinate.
The red arrow indicates a vertical one-photon transition. The horizontal line
in the upper potential energy curves indicates the dissociation limit and the
shaded area below it the vibrational states in the 2Σ+g (1sσg) and
2Σ+u (1sσu)
states.
equivalent result. An accurate treatment of the vibrational structure would
require an ab initio calculation of the potential energy curves at a higher level
of theory (e.g. a CI calculation). The discrepancies observed so far in the core
photoionization of C2H2 are expected to manifest only in the shape resonance
energy region where the electronic correlation plays an important role. In the
following, we will then concentrate on the study at higher photon energies.
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Figure 6.5: Vibrationally resolved cross section for the two first vibrational
levels of the 1σ−1g and 1σ−1u photoionization of C2H2 as a function of the
photon energy. Circles correspond to experimental data from [172]. Solid
lines correspond to the DFT method using harmonic potential energy curves
taken from literature (see Table B.3).
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Figures 6.6 and 6.7 show the measured and calculated 1σg/1σu and v
′ =
1/v′ = 0 ratios as functions of photon energy. As can be seen, both ratios ex-
hibit pronounced oscillations superimposed on a slowly increasing background.
The agreement between theory and experiment is excellent. In particular, the
theory reproduces quite well the differences between 1σg/1σu ratios associ-
ated with different vibrational states of the remaining C2H
+
2 ion, as well as
the phase opposition of the v-ratios in the 1σg and 1σu channels. Similar
oscillations have been observed in non vibrationally resolved 1σg/1σu ratios
resulting from N 1s photoionization of N2 [340]. In that work, the oscillations
in the 1σg/1σu ratios have been interpreted as resulting from Cohen-Fano in-
terferences. These interferences reflect a different phase in the 1σg and 1σu
channels due to the difference in sign in the corresponding linear combinations
of 1s orbitals.
Figure 6.6: v′ = 1/v′ = 0 ratios between vibrationally resolved photoioniza-
tion cross sections in C 1s photoionization of C2H2 for the C-C symmetric
stretching mode of C2H
+
2 in the σg and σu channels. Squares and diamonds:
experimental data from [11]. The error bars include both statistical and sys-
tematic contributions. Dashed lines: results from the simple model discussed
in the text. Solid lines: DFT method using a LDA functional. Theoretical
results have been shifted so that, at high photon energy, they tend to the value
of the Franck-Condon factor ratios determined experimentally.
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Figure 6.7: Vibrationally resolved 1σg/1σu ratios in C 1s photoionization of
C2H2 for the C-C symmetric stretching mode of C2H
+
2 . Solid lines: DFT
method using a LDA functional. (Upper panel) Squares and diamonds: exper-
imental data from [11]. The error bars include both statistical and systematic
contributions. Dashed lines: results from the simple model discussed in the
text. (Lower panel) Dotted dashed lines: results from the DFT method using
a LDA functional for the core photoionization of N2 (see Figure 5.18a).
210
Part II. Results 6.1. ACETYLENE
Scattering model
The similarity of the present 1σg/1σu ratios with those found in N 1s photoion-
ization of N2 suggests that the origin of the oscillations is the same. In order
to ascertain that the observed features are indeed to be interpreted as gen-
uine Cohen-Fano oscillations, Luca Argenti developed in [11] a simple model
in which, in addition to two-center interference effects, we also account for
intramolecular scattering. As we will see for the C1s photoionization of CH4,
the latter effect can lead to diffraction of the ejected electron and, therefore,
to visible structures in the vibrationally resolved cross section ratios.
In the model, the integral vibrationally-resolved photoionization cross sec-
tion σv
′
g/u for a randomly oriented acetylene molecule is estimated within the
single-active-electron approximation as:
σv
′
g/u =
1
4π
∫
dΩR
∫
dΩk 2
4π2k
cω
∣∣ 〈ψk χg/u,v′ | ǫˆ · p |σg/u χ0〉 ∣∣2 (6.1)
Here χ0 is the wave function of the initial ground vibrational state of the neu-
tral molecule and χg/u,v′ is the vibrational wave function for the final ionized
state (either g or u) in either the v′ = 0 or v′ = 1 state of the C-C stretch-
ing vibrational mode. The initial core molecular orbital is approximated with
a symmetry-adapted combination of the 1s core orbitals of the two carbon
atoms as shown in Equation (5.4). In momentum coordinates, this expression
can be reformulated as:
σg/u(p) = e
−ip·RCC e
ip·R/2 ± e−ip·R/2√
2(1± S(R)) 1s(p) (6.2)
where the 1s orbital now is centered on the origin; RCC = (RC1 + RC2)/2
indicates the center of mass of the two carbons and R = RC2 −RC1 is their
relative position. The overlap S(R) turns out to be very small and will be
neglected. The final electronic state is approximated with a plane wave:
〈 r |ψk 〉 = (2π)−3/2 exp(ik · r) (6.3)
therefore, the transition amplitude in (6.21) becomes:
Av′g/u = 〈ψk χg/u,v′ | ǫˆ ·p |σg/u χ0〉 =
ǫˆ · k√
2
1s(k) 〈χg/u,v′ | eik·R/2 ± e−ik·R/2 |χ0 〉
(6.4)
(In this last expression we dropped the term exp[−ip · RCC], related to the
conservation of the total momentum of the CC moiety). Based on these and
other additional assumptions, several authors have already commented on the
effect of the vibrational motion on Cohen-Fano oscillations [136, 407]. As
we will see below, the present model includes effects not considered in those
works, but, when truncated to zeroth order, it leads to similar results.
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As in the first-principle calculations, we will consider only the C-C sym-
metric stretching vibrational mode in which the C-H distance is kept constant:
RC1 = −R/2, RC2 = R/2, (6.5)
RH1 = −(R/2 +RCH)Rˆ, RH2 = (R/2 +RCH)Rˆ (6.6)
To evaluate the vibrational transition amplitude in (6.4) we assume the
harmonic approximation and that the vibrational frequency in both final par-
ent ions is the same as in the initial neutral molecule. In this context, we
can express the internuclear distance in terms of the dimensionless vibrational
normal coordinate of the neutral molecule:
R = R0 + (µω)−1/2Q (6.7)
while the final vibrational state χg/u,v′ can be written as the translation by a
quantity equal to the shift in the equilibrium position, ∆R0g/u = R
0
g/u−R0, of
the vibrational function χg/u,v′ of the neutral molecule:
χg/u,v′ = e
−i√µω∆R0
g/u
Pˆ
χg/u,v′ = D
(√
µω
2
∆R0g/u
)
χg/u,v′ (6.8)
In this last expression, Pˆ is the dimensionless momentum of the harmonic
oscillator canonically conjugated to Q, [Q,P ] = i, while the displacement
operator D(α) is the generator of vibrational coherent states:
D(α) = eαaˆ
†−α∗aˆ, |α〉 = D(α)|0〉 =
∑
v′
|v′〉 e−|α|2/2 α
v′
√
v′!
(6.9)
D†(α) = D(−α), D(α)D(β) = D(α+ β) e(αβ∗−βα∗)/2 (6.10)
In a similar way, the action of any exponential operator whose argument is lin-
ear in the normal coordinate Q can also be expressed in terms of displacement
operators:
eiKQ = D
(
i
K√
2
)
(6.11)
By applying the relations listed above, after some passages, we are led to the
expression:
〈χg/u,v′ | eipR |χ0 〉 = eip R¯
0
g/u
〈
v′
∣∣∣∣−√µω2 ∆R0g/u + i p√2µω
〉
=
= e
− p2
4µω e
ip R¯0
g/u e
−µω
4
(∆R0
g/u
)2 × (6.12)
× 1√
v′!
(
−
√
µω
2
∆R0g/u + i
p√
2µω
)v′
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where R¯0g/u = (R
0+R0g/u)/2. For p = 0, we recover the familiar Franck-Condon
amplitude:
〈χg/u,v′ |χ0〉 = e−
µω
4
(∆R0
g/u
)2 1√
v′!
(
−
√
µω
2
∆R0g/u
)v′
(6.13)
For the vibrational mode under consideration, the factor µω is very large:
µ ≃ 6.5 a.m.u.≃12,000 a.u., ω ≃270 meV≃0.01 a.u., hence µω ≃ 120. The
momentum factor p can be assumed to be of the same order of magnitude of
the final momentum k of the photoelectron. For photoelectron energies up to
∼ 600 eV, the factor exp(−p2/4µω) is thus very close to 1, so we will ignore it
altogether. To be consistent with this approximation, we need also to drop all
those terms arising from the expansion of the last power in Equation (6.12)
which are not linear in p/
√
2µω. To conclude, as long as k2/4µω ≪ 1, the
following approximate expression can be used:
〈χg/u,v′ | eipR |χ0 〉 ≃ 〈χg/u,v′ |χ0〉 eip R¯
0
g/u
(
1− i v
′ p
µω∆R0g/u
)
(6.14)
In this latter linearized form, this expression is essentially equivalent to Equa-
tion (18) in [407], where no assumptions on the form of the vibrational func-
tions was made.
By using the relations (6.14) in (6.4) we finally obtain the expression of
the differential photoionization amplitudes for an oriented molecule:
Av′g ≃
ǫˆ · k√
2
1s(k) 〈χfg ,v′ |χ0 〉
[
2 cos(k · R¯0g/2) + v′
k · ˆ¯R0g
µω∆R0g
sin(k · R¯0g/2)
]
Av′u ≃
ǫˆ · k√
2
1s(k) 〈χfu,v′ |χ0 〉
[
2i sin(k · R¯0u/2)− iv′
k · ˆ¯R0u
µω∆R0u
cos(k · R¯0u/2)
]
We can recover the familiar Cohen-Fano model from these latter expressions
by retaining only the first term within parenthesis. Notice that in the present
treatment the internuclear distance that appears in the final formula is inter-
mediate between that in the neutral and that in the parent ion. As the second
term in the parenthesis shows, the model accounts for the sensitivity of the in-
terference amplitudes to the nuclear motion. This effect, which at this level is
not visible in the amplitude for the transition to the ground vibrational state,
is a manifestation of the nuclear recoil. Indeed, the factor exp(ik ·Ri) can be
seen as a boost by a momentum k on nucleus i. Nuclear recoil is therefore
one of the mechanisms which mirror double-slit interferences to non-Franck-
Condon vibrational excitations and which thus permits to monitor the latter
by looking at the σ1g/u/σ
0
g/u ratios.
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After taking the square module and carrying out the angular integrations,
σv
′
g/u =
1
4π
∫
dΩR
∫
dΩk 2
4π2k
cω
∣∣∣Av′g/u∣∣∣2 (6.15)
the cross sections in plane wave approximation is finally obtained
σv
′
g/u = 2
4π2k3
3cω
1s2(k)
∣∣〈χg/u,1|χ0〉∣∣2 × (6.16)
×
[
1±
sin kR¯0g/u
kR¯0g/u
∓ v
′ k
µω∆R0g/u
cos(kR¯0g/u)
kR¯0g/u
± v
′
µω R¯0g/u∆R
0
g/u
sin(kR¯0g/u)
kR¯0g/u
]
In agreement with the previous approximations, in this last expression we
dropped the terms quadratic in v′. The last term in parenthesis amounts to
a correction to the amplitude of the Cohen-Fano oscillations. This term has
not been considered in previous models. By neglecting this term, we end up
with an equation similar to Equation (20) of Ueda et al. [407]. Indeed, by
borrowing part of their notation, one obtains an expression formally identical
to Equations (22-23) in [407]:
σv
′
g/u = 2
4π2k3
3cω
1s2(k)
∣∣〈χg/u,1|χ0〉∣∣2 [1± χg,uv′ (k)] (6.17)
χg/u,v′(k) =
sin
(
kR¯0g/u + ψ
v′
g/u(k)
)
cos
(
ψv
′
g/u(k) kR¯
0
g/u
) , tanψv′g/u = − v′kµω∆R¯0g/u (6.18)
The recoil thus induces an energy-dependent phaseshift ψv
′
g/u(k) in the Cohen-
Fano oscillations. Within the harmonic approximation adopted here, this
phase shift is known analytically. Comparison with Equation (23) in [407]
leads to the following correspondence with the parametrization chosen by Ueda
et al.:
∆Rv
′
= − v
′
µω∆R¯0g/u
(6.19)
What is indicated in [407] as an effective displacement ∆Rv
′
of the carbon-
carbon internuclear distance appears, within the harmonic approximation, to
be related in a simple way to the parameters of the vibrational mode. On the
basis of Equation (6.7), we can in fact recognize in 1/
√
µω the characteristic
length Rω of the oscillator, and write the formula:
∆Rv
′
Rω
= −v′ Rω
∆R¯0g/u
(6.20)
The internuclear distances in the neutral are R0 = 2.273 a.u., RCH =
2.002 a.u. Theoretical estimate of the C-C internuclear distance exist and have
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been published in [31]: R0g = 2.198 a.u., R
0
u = 2.185 a.u. With these values,
R¯0g = 2.236 a.u., R¯
0
u = 2.230 a.u., ∆R
0
g = −0.075 a.u., and ∆R0u = −0.088 a.u.
In Figure 6.6, the dashed lines show the v′ = 1/v′ = 0 intensity ratios com-
puted with the complete formula (6.16). As can be seen from the figure, the
model reproduces quite nicely the experimental and theoretical results. In par-
ticular, the model accounts for the phase opposition of the oscillations in the
gerade and ungerade cases. The oscillation periods are some 2−3% larger than
the ∆k ∼ 2π/R0g/u value which are expected on the basis of simple dimensional
considerations. A closer inspection of these results show that the two ratios
feature small oscillations around baselines which start at the corresponding
Franck-Condon ratios and increase with the photoelectron energy. This is due
to the momentum transfered to either nuclei as the photoelectron is ejected
(recoil). Since the amplitudes for the photoelectron ejection from the two
nuclei add coherently, the momentum transfer, and therefore the vibrational
excitation, is affected by the same interference features observed in the total
cross section. The largest discrepancy between the plane-wave prediction and
the experiment is in the position of the baselines, i.e. in the Franck-Condon
ratios |〈χg/u,1|χ0〉/〈χg/u,0|χ0〉|2. The latter, however, depend strongly on the
precise value of the contractions ∆R0g/u of the C-C bond length. It is possible
that the theoretical estimates for the equilibrium positions in the parent ions
given in [31] are not accurate enough. In fact, small adjustments to R0g/u are
sufficient to bring the theoretical curves on top of the experimental ones. A
similar discrepancy between theory and experiment is observed also in the case
of the first-principle DFT calculations.
In contrast to the good agreement found for the vibrational ratios, the
σg/σu ratios computed in plane wave approximation turn out to be almost
in phase opposition with respect to the measurements. The prediction of the
model is shown in Figure 6.7a. In the case of the excited final vibrational state
v′ = 1, the nuclear recoil induces a phase shift in the σg/σu ratio that partly
reduces the distance with the experimental points. This effect, however, is still
too small to compensate the error of the Cohen-Fano prediction. Moreover, at
the preset level of approximation, the recoil does not have any effect on the v′ =
0 cross section. The major cause for the observed discrepancy must therefore
be sought in a different mechanism. The phase shift difference between the
v′ = 0 and the v′ = 1 cases predicted by the recoil should presumably show up
in the experiment as well. Unfortunately, the present experimental accuracy
does not allow to draw any conclusion in this sense.
We have extended the present model beyond the plane-wave approximation
[290] by including the contributions from the carbon and hydrogen Coulomb
potentials in the first Born approximation. The corresponding results barely
differ from those shown in Figures 6.7a and 6.6, thus leading further support
to our interpretation of the observed oscillations as resulting from two-center
Cohen-Fano interferences.
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6.2 Methane
The study of CH4 is motivated by the successful previous results and by recent
works published on diatomic molecules. In all molecules, inner-shell molecular
orbitals are localized on the atomic centers, so that electrons can be effectively
ejected from a very localized region of space and can be subsequently scattered
by the neighboring atomic centers thus leading to diffraction. K-shell pho-
toionization experiments on isolated fixed-in-space CO molecules have shown
evidence of such scattering processes in photoelectron angular distributions
[211, 446]. Also, recently observed diffraction of laser-induced tunneling elec-
trons produced by intense infrared femtosecond pulses on N2 and O2 [248, 272].
In these experiments, the oscillating electric field of the laser forces a fraction
of the tunneled electron to go back to the parent ion where it can diffract.
The specific example we consider here is vibrationally resolved C(1s) pho-
toionization of CH4, a molecule for which there is a vast literature [47, 157,
209, 208], but no evidence of diffraction has been reported so far. This is
partly due to the need for high kinetic-energy resolution in combination with
high photon energy (that of X-rays) but also to the fact that emission of a fast
electron is accompanied by recoil of the residual cation [209], thus leading to a
redistribution of the available energy even on symmetry-forbidden vibrational
modes. As shown by Kukk et al. [209], the recoil of CH+4 ions leads to excita-
tion of the asymmetric stretching and bending vibrations, which superimpose
to the dominant symmetric stretching vibrational components. As a result,
the apparent v-ratios increase almost linearly with photon energy, thus hiding
the underlying diffraction.
In this section, we present the results obtained using the multicenter B-
spline static-exchange DFT method. As before, the case of the total cross
section will be treated first. Then, the theoretical v-ratios will be compared
to a new set of experimental data obtained using the SOLEIL synchrotron
(France). Theoretical results obtained for the vibrationally resolved angular
distribution in the laboratory and molecular frames will be discussed at the
end of the section.
6.2.1 Total cross section
Figure 6.8 shows the core photoionization cross section of CH4 for photon en-
ergies up to ∼368 eV. Agreement between DFT model and experimental data
is very good and much better than for Schwinger variational method reported
in [267]. Although rather broad, the experimental structure at ∼ 300 eV can
be attributed to doubly excited states resonances. This assumption is coher-
ent with the fact that theoretical calculations does not yield to such variation
in the cross section. According to [198], these doubly excited states are as-
sociated with the configurations 1a11 2a
2
1 1t
5
2 3a
2
1 and 1a
1
1 2a
2
1 1t
5
2 3a
1
1 2t
1
2. At
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higher energies, the discrepancy between experiment and theory is probably
due to systematic errors in the experimental measurements. Contrary to all
the previous studied cross sections, CH4 does not present any shape resonance
because hydrogen atoms cannot compete against the attractive potential cre-
ated by the central carbon atom.
Figure 6.8: Total cross section for the C1s photoionization of CH4 as a function
of the photon energy. Circles correspond to experimental data from [198] ;
Lines correspond to theory - Violet solid: Schwinger variational method with
Pade´ correction (SVMPC) [267], Black thick solid: DFT method using a LDA
functional (this work).
Figure 6.9 shows the total cross section and the contribution of the differ-
ent partial waves for an extended range of photon energy. Compared to the
previous cases, partial waves in C1s photoionization of CH4 are less structured
and do not present deep minima. Also, it has to be noticed that the l = 1 par-
tial wave is dominant in the whole photon energy range, reflecting the atomic
character of the initial MO and the relatively isotropic molecular potential.
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Figure 6.9: Contribution of the nine first partial waves to the total cross
section of the 1a1 → εlt2 transition of CH4 as a function of the photoelectron
momentum. Solid lines: DFT method using a LDA functional.
6.2.2 Vibrationally resolved cross section
Figure 6.10a (upper panel) shows the photoelectron spectrum for the symmet-
ric stretching mode at a photon energy of 330 eV. The experimental data have
been renormalized to the theoretical results, which are shown by vertical bars.
As can be seen, CH4 photoionization mainly leads to CH
+
4 ions in the ground
vibrational state v′ = 0 of its stretching mode. This is because the equilib-
rium geometries of CH4 and CH
+
4 are very similar. Indeed, as illustrated in
the lower panel, a vertical one-photon transition from the ground state of CH4
necessarily leads to CH+4 ions with a geometry close to that of the minimum
of the potential energy surface (PES), so that the maximum Franck-Condon
overlap corresponds to the v = 0 → v′ = 0 transition. Consequently, the
intensity of the observed peaks decreases rapidly with the degree of vibra-
tional excitation of the remaining CH+4 ion and, for all practical purposes, it
is negligible beyond v′ = 2.
Theoretically, a good description of the geometry of the neutral and core-
ionized state of methane is primordial since the the vibrational progression
present a strong dependency on the geometry change. As for core photoion-
izations of N2 and CO, the real computational challenge lays in the description
of the core-ionized state which is higher in energy than many other electronic
states of the cation. Then, one has to avoid the mixing of such states in the
variational procedure by defining macro-iterations where valence and core MOs
are optimized separately, keeping the core and the valence shell frozen respec-
tively [186]. In the case of methane, Karlsen et al. computed the geometrical
218
Part II. Results 6.2. METHANE
and vibrational parameters at the valence-correlated level of theory. Values
obtained in this work for ground state CH4 (ωe = 3059.9 cm
−1, X11 = −13.7
cm−1) and core ionized state CH+4 (ωe = 3383.5 cm
−1, X11 = −15.8 cm−1)
have been used to derive the Morse potentials.
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Figure 6.10: (Upper panel) Photoelectron spectrum of CH4 taken at ω =
330 eV. Solid lines: fit of the experimental data [290]. Bars: DFT method us-
ing a LDA functional. Peak numbers indicate the vibrational quantum number
v′ of CH+4 . (Lower panel) Potential energy curves of the ground states of CH4
(A1) and CH
+
4 (A1) along the symmetric-stretching normal coordinate. The
vibrational wave functions associated with the relevant vibrational states are
also shown. The vertical red arrow indicates a vertical one-photon transition.
The vertical dashed lines enclose the Franck-Condon region.
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Figure 6.11 shows the vibrationally resolved cross sections for photon en-
ergies up to ∼368 eV. Agreement between theory and experiment is very good
and shows that the vibrational structure has been calculated correctly. Be-
cause CH4 does not present shape resonances, it is not possible to observe
any relative variations of the vibrational components in the vibrationally re-
solved absolute cross section. Then, it is very useful to compute the so-called
v-ratios in order to unravel the possible variations between the vibrational
components.
Figure 6.11: Vibrationally resolved cross section for the three first vibrational
levels of the C1s photoionization of CH4 as a function of the photon energy.
Circles correspond to experimental data from [198]. Solid lines correspond to
the DFT method using a LDA functional.
Figure 6.12 shows the measured and calculated v-ratios as functions of
photon energy. As can be seen, the v-ratios exhibit pronounced oscillations
superimposed to a nearly flat background. The agreement between theory
and the results of the SOLEIL experiment is excellent, even for the very small
v′ = 2/v′ = 0 ratio (notice that experimental statistical errors are significantly
smaller than in previously reported measurements). The oscillations are also
visible, although with larger error bars, in the experiment performed a few
years ago at the Spring-8 synchrotron (Japan) after removing from the v-
ratios the contribution of the asymmetric modes due to recoil (data shown in
Figure 6.12).
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Figure 6.12: Ratios between vibrationally resolved photoionization cross sec-
tions in C 1s photoionization of CH4 for the CH
+
4 symmetric stretching mode.
(Upper panel) v′ = 1/v′ = 0 ratio. (Lower panel) v′ = 2/v′ = 0 ratio. Blue
circles: experimental data from [209] obtained at Spring-8 after removing the
recoil contributions. Violet circles: present experimental data. Both data sets
include the statistical and systematic errors. Black solid lines: results of the
DFT method using a LDA functional. Red dashed lines: results of the sim-
ple model explained in the text. Dashed-dotted lines: ratios predicted by the
Franck-Condon approximation.
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Scattering model
To provide more physical insight into these results, we have performed one-
electron calculations using the model developed by Luca Argenti in [290]. The
initial electronic state of CH4 is represented by the 1s orbital of the C atom,
φ1sC , and the final continuum state of the ionized electron by a plane wave
plus a first order correction representing the scattering from the central C
atom and the four H atoms, ψ−~k (~r) = exp(i
~k ·~r) + ψ−
C,~k
(~r) + ψ−
H,~k
(~r). Within
this model, the transition dipole matrix elements have been evaluated as func-
tions of the symmetric stretching normal coordinate and then used to obtain
vibrationally resolved photoionization cross sections.
In more detail, the vibrationally-resolved photoionization cross section σv′
from the carbon 1s core orbital, φ1sC , of methane in the ground vibrational
state is estimated within the single-active-electron approximation:
σv′ = 2
4π2k
cω
∫
dΩk
∣∣∣ 〈ψ−~k χf,v′ | ǫˆ · ~p |φ1sC χi,0〉 ∣∣∣2 (6.21)
In the final state, the CH+4 parent ion in the (possibly excited) vibrational state
χf,v′ is coupled to an electron state in the continuum ψ
−
~k
with asymptotic
momentum ~k. The latter is computed at the level of the first-order Born
approximation,:
|ψ−~k 〉 = |~k〉+G
−
0 V |~k〉, V = VC +
4∑
i=1
VHi (6.22)
where the interaction between the photoelectron and the parent ion is repre-
sented with an effective potential given by a sum of screened atomic charges:
VC =
1− (Z∗1s,C − 1) e−|~r−~RC|
|~r − ~RC|
, VHi =
e−|~r−~RHi |
|~r − ~RHi |
(6.23)
According to Slater’s prescription, the nuclear effective charge felt by the elec-
tron in the C(1s) orbital is Z∗1s,C = 5.7. At large distances, V reduces to the
Coulomb potential of the parent ion’s single residual charge. In momentum
coordinates, the expression for the electronic part of the final wave function
reads:
ψ−~k (~p) ≃ δ(~p− ~k) + ψ
−
C, ~k
(~p) + ψ−
H, ~k
(~p) (6.24)
where:
ψ−
C, ~k
(~p) = − 1
π2
e−i(~p−~k)·~RC
(k + p)(k − p− i0+)
(
1
|~p− ~k|2
+
Z∗1s,C − 1
|~p− ~k|2 + λ2C
)
(6.25)
ψ−
H, ~k
(~p) = − 1
π2
1
(k + p)(k − p− i0+)
∑
i
e−i(~p−~k)·~RHi
|~p− ~k|2 + λ2H
(6.26)
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In principle, the factors e−i∆~k·~R in the scattering components ψ−
C, ~k
and ψ−
H, ~k
couple the photoelectron to all the degrees of freedom of the nuclei. In prac-
tice, the dominant monopolar term sin(∆kR)/∆kR affects just the totally-
symmetric stretching mode; hence, we will focus on the excitation of the lat-
ter, assuming v′ = 0 for all the other vibrational modes. When computing the
square module of the transition amplitude, Coulomb corrections are retained
to first order only:∣∣∣ 〈ψ−~k χf,v′ | ǫˆ · ~p |φ1sC χi,0〉 ∣∣∣2 ≃ ∣∣ 〈χf,v′ |χi,0 〉 ∣∣2 φ21sC(k)(~k · ǫˆ)2 (6.27)
+2φ1sC(k)(
~k · ǫˆ)〈χf,v′ |χi,0 〉 〈χi,0| ℜ
(
〈φ1sC |ǫˆ · ~p|ψ−H, ~k〉 + 〈φ1sC |ǫˆ · ~p|ψ
−
C, ~k
〉
)
|χf,v′ 〉
In this picture, the violation of the Franck-Condon principle is caused by the
scattering of the photoelectron by the hydrogen atoms incorporated in the
second term on the right-hand side of (6.27).
The total cross section is thus given by:
σv′ ≃ 32π
3k
3cω
φ21sC(k)
∣∣ 〈χf,v′ |χi,0 〉 ∣∣2 (6.28)
+
16π2k
cω
φ1sC(k) 〈χf,v′ |χi,0 〉 〈χi,0 |F (k;λ,R) |χf,v′ 〉
The function F (k;λ,R) accounts for the scattering of the photoelectron by
the hydrogen atoms, which leads to oscillations in the photoionization cross
section, as well as for the non-Franck-Condon character of the excitation of
the symmetric stretching mode. F (k;λ,R) has the following expression:
F (k;λ,R) (6.29)
= −8
3
∑
i
Zi
∫
p2dp φ1sC(p)
P
k2 − p2
∫ 1
−1
d cos θ
p k cos θ
|~p− ~k|2 + λ2i
sin |~p− ~k|dCAi
|~p− ~k|dCAi
where dCAi is the distance between the central carbon atom and the i−th atom
in the effective potential. Notice that, within the present approximations, the
two terms corresponding to the carbon atom do not give rise to any vibronic
coupling. The angular integral has a closed solution in terms of the exponential
integral E1(z), a well known special function. The integral over the momentum
p, as well as that between symmetric vibrational wave functions must instead
be carried out numerically.
The above formula have been evaluated by using the same vibrational wave
functions as in the ab initio calculations described in section II. The results
of the model are shown by dotted lines in Figure 6.12. For photoelectron
energies larger than 50-100 eV, where the first-order correction to the plane
wave description of the continuum electron is a reasonable approximation,
the model reproduces quite nicely the amplitude and approximate periodicity
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π/RCH (where RCH is the C-H distance at the equilibrium geometry) of the
oscillations. The phase is not well described because electron delocalization
and correlation effects, not included in the model, are responsible for addi-
tional phase shifts in the scattering wave function. The relative importance
of the different terms contributing to the continuum wave function ψ−~k (~r) is
illustrated in Figure 6.14. This figure shows that neglect of the ψ−
C,~k
(~r) term,
i.e., of the scattering from the central C atom, has a negligible effect in the
v-ratios beyond 300 eV. In contrast, neglect of the ψ−
H,~k
(~r) term, i.e., of the
scattering by the four H atoms, leads to no oscillations at all. Therefore, the
amplitude and frequency of the oscillations is entirely explained by scattering
from the surrounding H atoms (as illustrated in Figure 6.13). Scattering from
the C atom plays some role below 300 eV by decreasing the amplitude of the
oscillations due to scattering by the H atoms.
In order to fit the measured v-ratios, it is much more useful to use a further
simplification of the above expression, which leads to the following analytical
formula:
σ1
σ0
≃ A+B e−k2/26 [0.42 · cos(2kR¯CH + φ)− sin(2kR¯CH + φ)/k] (6.30)
This expression contains four free parameters: A is an adjusted Franck-Condon
ratio, B controls the oscillation amplitude, R¯CH is the average C-H distance,
and φ is a phase shift. Although, strictly speaking, φ is a function of photoelec-
tron energy, we have assumed that it is a constant since the largest variation
with photoelectron energy comes from the 2kR¯CH term. We have fitted the
experimental data in the range 40-600 eV (in this way, we exclude the low-
energy region in which electron correlation is important). The result of the fit
is R¯0=1.1±0.1A˚, A = 0.452± 0.01, B = 0.020± 0.004, and φ = (0.5± 0.4)π.
The value of the C-H bond distance is in good agreement with that obtained
from spectroscopic data [137].
It is worth noticing here that, as shown in [45] for the case of coherent
two-center photoelectron emission from diatomic molecules, the oscillatory
structures observed in the v-ratios carry structural information associated with
both the initial neutral molecule and the final molecular cation. This is because
the photoelectron probes regions of internuclear distances that are different for
each final vibrational state of the cation. The geometries of CH4 and CH
+
4 are
so similar that the model used here assumes that both species have identical
geometries. However, disentangling the structure of the neutral molecule and
the resulting molecular cation when their geometries are significantly different
requires a more elaborate treatment along the lines described in [45].
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Figure 6.13: Schematic illustration of the photoelectron scattering by the pe-
ripheral H atoms.
Figure 6.14: Origin of the oscillations in the v-ratios (here v′ = 1/v′ = 0).
Black solid line: result of the DFT method using a LDA functional. Red
dashed line: result of the simple model explained in the text. Blue thin line:
results of the simple model obtained by excluding the scattering of the ejected
electron by the central C atom. Turquoise thin line: results of the simple
model obtained by excluding the scattering of the ejected electron by the
peripheral H atoms. The latter curve simply corresponds to the ratio between
the Franck-Condon factors for the two final vibrational states of the CH+4 ion.
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6.3 Angularly resolved cross section
We have seen that in the case of N2 and CO (see Section 5.4), the two-center
interferences leave their signatures in the β asymmetry parameter and the
MFPAD at high energies. Interferences due to intramolecular scattering are
also expected to be observable in the angular distribution. In this section
are shown angular distributions corresponding to the C1s photoionization of
methane in both laboratory and molecular frame. The vibrationally resolved
DFT results are compared with vibrationally and non-vibrationally resolved
experimental data taken from the literature.
6.3.1 β asymmetry parameter
Figure 6.15 shows the vibrationally resolved β asymmetry parameter for two
different photon energy ranges: up to 380 eV (left panel) and up to 1080 eV
(right panel). It is notable that compared to N2 and CO, the different vibra-
tional components have a very similar behavior. In all cases, the DFT results
agree qualitatively with the vibrationally resolved experimental data.
Figure 6.15: Vibrationally resolved electron β asymmetry parameter for the
C1s photoionization of CH4. Circles correspond to experimental data from
[198]. Solid lines correspond to vibrationally resolved theoretical results ob-
tained with the DFT method using a LDA functional.
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The theoretical results do not reproduce the inflection that is observed
experimentally at ∼ 310 eV. TDDFT calculation performed at the fixed nuclei
approximation and published in [361] does not lead to a better agreement in
this energy region. This seems to confirm that the non-monotonous behavior of
the β values at ∼ 310 eV is probably due to doubly excited states. The values
of β are close to 1 near threshold and tend rapidly to 2 with the increase of the
photon energy. Then, in the laboratory frame, the angular distribution does
not present any traces of the diffraction effects. Moreover, above ω ∼ 400 eV,
the β asymmetry parameter has an almost perfect atomic character.
6.3.2 MFPADs
As shown by the simple model, the outgoing electron is essentially scattered by
the H atoms at high photon energies. Because it contains information on the
interplay of the different angular momentum of the photoelectron wavefunc-
tion in the molecular frame, MFPADs are expected to be sensitive probes of
the intramolecular scattering effects. Figure 6.16 show non-vibrationally and
vibrationally resolved MFPADs taken a photoelectron energy of 4.35 eV. The
experimental MFPADs have been obtained by measuring in coincidence the
initial momentum vectors of the photoelectron and the ionic fragments result-
ing from the dissociation by simultaneous double Auger decay. Theoretical
results published in [430] and obtained using the complex Kohn variational
method (CKVM) are also shown. The calculations have been performed at
the same level of theory than the present DFT method but in the fixed nuclei
approximation. As it can be seen, the dominant vibrational MFPAD com-
ponent (v′ = 0) obtained with the DFT method is in very good agreement
for all orientations of the polarization vector as well as for the averaged case.
The MFPADs corresponding to different orientations of the polarization vector
show that the shape of the MFPADs emerge essentially from the competition
between two effects: one is the propensity of the photoelectron to follow the
bonds because of the scattering by the molecular potential ; the other one is
the propensity of the photoelectron to follow the polarization vector because
of the acceleration by the electric field. Because they are averaged over all
possible orientations of the polarization vector, the MFPADs presented in the
last column does not present evidences of such competition. In fact, in such
situation the electron is accelerated by the electric field in all the directions and
is expected to lead to an isotropic contribution to the MFPAD. The effect that
remains is the intramolecular scattering which arises when the photoelectron
escapes along the bonds.
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Figure 6.16: MFPADs for the C1s photoionization of CH4 at a photoelectron
energy of 4.35 eV. The MFPADs are shown for different orientations of the
polarization vector (indicated by a double arrow) - Second column: polariza-
tion vector aligned to a C2 symmetry axis, Third column: polarization vector
perpendicular to a C2 axis and in the plane of two hydrogen bonds, Fourth
column: polarization vector perpendicular to a C3 axis along one bond and in
a plane with another bond. The fifth column correspond to the averaged MF-
PADs. First row: non-vibrationally resolved experimental results from [430].
Second row: theoretical results obtained using the complex Kohn variational
method (CKVM) in the fixed nuclei approximation [430]. Last four rows: vi-
brationally resolved MFPADs calculated with the present DFT method using
a LDA functional for the v′ =0, 1, 3 and 5 vibrational quantum number.
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Indeed, at the considered photoelectron energy (∼4.35 eV), the angular dis-
tribution nicely image the molecular geometry of CH4. However, this molec-
ular geometry mapping is rapidly lost with the increase of the energy. As
shown experimentally and theoretically in Figure 6.17, the averaged MFPAD
becomes much more spherical for slightly higher photoelectron energies. This
radical change of the MFPAD shape indicates a destructive interference due to
the diffraction of the photoelectron by the surrounding H atoms. This inter-
pretation is corroborated by the fact that most spherical angular distribution
is found at ε ∼23 eV, a photoelectron energy which corresponds to the deepest
minima in the v-ratios presented in Figure 6.12. The DFT calculation of the
averaged MFPAD at 80 eV shows that the molecular geometry mapping is re-
covered at higher energies. This alternation between isotropic and molecular
geometric distributions in the molecular frame is as a direct consequence of
the energy dependence of the diffraction effects.
Figure 6.17: Averaged MFPADs for the C1s photoionization of CH4 at
photoelectron energies equal to ∼15.25, 23 and 80 eV. First column: non-
vibrationally resolved experimental results from [431]. Second row: theoretical
results obtained using the complex Kohn variational method (CKVM) in the
fixed nuclei approximation [431]. Last three columns: vibrationally resolved
MFPADs calculated with the present DFT method using a LDA functional
for photoelectron energies equal to 15.24, 23 and 80 eV.
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6.4 Tetrafluoromethane
As seen with the study on CH4, diffraction occurring in the core photoion-
ization process leads to oscillating pattern which contains information about
the molecular structure. More particularly, it has been demonstrated that the
interferences arise essentially from the diffraction of the C1s photoelectron by
the surrounding H atoms. Although this study revealed the mechanism at the
origin of the observed oscillations, it did not discussed the role of the nature of
the peripheral atoms in this process. In fact, the simple model elaborated to
describe the diffraction pattern shows a dependence on some atomic parame-
ters such as the nuclear effective charges Zi and the screening factors λi (see
Equation 6.29). Then, replacement of the H atoms by another set of atoms is
expected to affect the diffraction as much as the new element is different from
hydrogen. Fluorine being the most electronegative element, it should yield to
significant changes in the oscillating pattern.
Several works [410, 267, 263, 208] have carried out comparative studies
of the K-shell photoabsorption/photoionization spectra of CH4 and CF4. In
[410], Ueda et al. made a systematic investigation by substituting one by one
the hydrogen atoms of CH4 by fluorine atoms. Comparison of the photoab-
sorption spectra of CH4, CH3F, CH2F2, CHF3 and CF4 clearly shows a gradual
chemical shift as well as an increasing dominance of the valence-like transi-
tions on the Rydberg-like transitions as the number of F atoms increases. As
we will see in the photoionization of BF3 and SF6, this behavior is commonly
observed in fluorine compounds and is related to the strong electronegativ-
ity of the F atom. Another difference pointed out in [267] is the existence
of a near-threshold resonant peak in the C1s photoionization cross section of
CF4 that does not exist in CH4. Such resonant structure is also found in
another halogenated methane compound: CCl4. Although the structure is
more intense and narrower in the photoionization of CCl4, it seems to proceed
through a similar mechanism. Then, it can be concluded that some charac-
teristics of the peripheral atoms (such as the electronegativity and the atomic
number) has a strong incidence on the molecular potential and consequently
on the photoionization cross section at low energies. A key question is then to
understand how such substitution would affect the photoelectron spectra at
high photon energies, i.e. when the photoelectron is escaping so fast that the
details of the molecular potential has a minor influence on it. In the following,
we will present an analysis of the high energy region of the C1s photoelectron
spectra of CF4. Comparison with the previous study of CH4 will be made in
order to draw conclusions with respect to the above formulated key question.
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6.4.1 Electronic structure
Compared to methane, CF4 is a rather complex molecule since it possesses 42
electrons in total. As for CH4, the C1s AO is very localized on the central
atom but, in contrast, it does not correspond to the lowest core MO. The
electronic configuration of CF4 is shown in Table 6.1. Experimental and the-
oretical vertical ionization energies are also reported. It shows a systematic
disagreement of ∼1 eV between DFT results and experimental values in the
outer valence shell and with increasing discrepancy as the compared MOs get
lower in energy. The DFT energy corresponding to the C1s AO (the 2a1 MO)
is about 3.5 eV smaller than the experimental value. This relatively large dif-
ference is not a relevant criterion to evaluate the accuracy of the Kohn-Sham
orbitals but argue in favor of using a potential energy curve obtained with
different ab initio methods or derived from experiment.
Inner shell 1a21 (F1s) 1t
6
2 (F1s) 2a
2
1 (C1s)
Exp. [184] -695.0 -695.0 -301.8
DFT (LDA) -663.61 -663.61 -305.33
Inner valence 3a21 2t
6
2
Exp. [167] ∼-43.81 ∼-40.30
DFT (LDA) -40.55 -36.97
Outer valence 4a21 3t
6
2 1e
4 4t62 1t
6
1
Exp. [20] -25.11 -22.04 -18.54 -17.51 -16.29
DFT (LDA) -23.87 -21.67 -17.06 -16.57 -15.14
Table 6.1: Comparison between experimental and theoretical vertical ioniza-
tion energies (in eV) for CF4. Theoretical results are obtained using a LDA
exchange-correlation functional and a DZP basis set at C-F∼ 1.316 A˚ (no
geometry optimization).
6.4.2 Vibrational structure
In the case of CF4, we made use of two harmonic potentials essentially derived
from theoretical results (see Table B.3). It has to be mentioned that the wells
of the PECs for the ground and ionized states of CF4 are very deep. There-
fore, the vibrational wavefunctions are localized in a narrow spatial region
and a small geometry change can induce very different overlapping contri-
butions. For instance, in the present calculation, a change of 0.1 pm of the
core-ionized state bond length has been found to lead to a 44% variation of
the Franck-Condon factor ratio. This point shows the remarkable sensitivity
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of the Franck-Condon factor to the bond lengths.
Ab initio calculations have been carried out at the CCSD(T) level of theory
using a cc-pVTZ adjusted basis in [420] and gave the following values for the
harmonic frequencies of the four normal modes of vibration of CF4 ground
state: the symmetric stretching ω1(a1) = 921.57 cm
−1, the bending ω2(e) =
439.91 cm−1, the asymmetric stretching ω3(t2) = 1303.01 cm−1 and another
bending ω4(t2) = 637.89 cm
−1. The corresponding anharmonic constants
have been obtained by using a six-order Canonical Van Vleck Perturbation
Theory (CVPT) method: X11 = −1.109 cm−1, X12 = −0.911 cm−1, X13 =
−6.253 cm−1 and X14 = −0.675 cm−1.
6.4.3 Total cross section
Figure 6.18 shows the C1s photoionization cross section of CF4 for photon
energies up to ∼580 eV. The large peak appearing in the low energy region is
the signature of a shape resonance. As we will see in the next sections, similar
structures are visible in the photoionization cross section of BF3 and SF6. The
presence of strong shape resonances in these molecules arise from the compe-
tition between the attractive coulomb potential and the repulsive centrifugal
forces due to the strongly electronegative surrounding atoms. However, it has
been pointed out in [267] that in the case of CF4, the anti-bonding σ∗(t2)
unoccupied valence state is believed to exist below the C1s ionization thresh-
old. Then, it should not be observable in the photoionization cross section
and any possibles resonances are expected to be due to non-valence states.
First evidences of a shape resonance in the C1s photoionization cross section
of CF4 has been found experimentally in [427] and [398]. A calculation using
the multiple scattering method [368] confirmed the presence of a resonance
near threshold but did not investigate a higher energy region. A deeper char-
acterization of the shape resonance has been carried out in [267] by analyzing
the eigenphase sum which gave an energetic position of 308.3 eV and a width
of Γ ∼ 14 eV. In Figure 6.18 the peak corresponding to the shape resonance
appears at ∼ 315 eV and is much broader than the ones observed in N2, CO
and C2H2.
Contrary to the F1s photoionization cross section of CF4 which is expected
to show two peaks close to the ionization threshold (due to shape resonance
in the t2 and a1 symmetries), the C1s photoionization should lead only to a
single peak because the continuum state has a unique t2 symmetry. However,
as can be seen in Figure 6.18, an extended energy range study reveals the
presence of a second peak at ∼370 eV. It has been observed for first time by
Hitchcock et al. [161] using electron energy loss spectroscopy. This second
peak has similar characteristics (amplitude and width) with the former one
but is located at such high photoelectron energy that it cannot be associated
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with a shape resonance. Even for fluorine compounds, the centrifugal barrier
cannot support resonant states of more than few tens of eV above ionization
threshold (see the pioneer articles by Dehmer et al. on SF6 and BF3 [82, 44]).
Another unexpected feature hardly related to shape resonance is the very
broad and smooth structure shown by the DFT calculation at ∼ 500 eV.
Figure 6.18: Total cross section for the C1s photoionization of CF4 as a func-
tion of the photon energy. Circles correspond to experimental data from [161]
; Lines correspond to theory - Violet solid: Schwinger variational method with
Pade´ correction (SVMPC) [267], Black thick solid: DFT method using a LDA
functional (this work).
Figure 6.19 shows the total cross section and the contribution of the dif-
ferent partial waves for an extended range of photon energy. As observed in
CH4, the l = 1 partial wave is dominant. This similarity between the C1s
photoionization of CH4 and CF4 confirms the importance of the molecular
symmetry as the localized character of the initial MO in the photoionization
process. The molecular potential of CF4 being more anisotropic, the higher
partial waves have a greater contribution to the total cross section than in
CH4. Also, minima due to the confinement of the photoelectron and broad-
ened by the nuclear motion are visible in all the partial waves while it was not
observed in the case of CH4.
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Figure 6.19: Contribution of the eleven first partial waves to the total cross
section of the 2a1 → εlt2 transition of CF4 as a function of the photoelectron
momentum. Solid lines: DFT method using a LDA functional.
6.4.4 Vibrationally resolved cross section
The C1s photoionization spectra of CF4 and CO are often compared in the
literature (see for example [398, 263, 48, 400]). Comparison with CH4 is less
abundant: [263, 267]. Figure 6.20a shows a comparison between experimental
C1s photoionization photoelectron spectra of CH4, CO and CF4 as a function
of the photon energy. It can be seen that compared to CH4 and CO, the
vibrational progression of the CF4 spectra is quite limited and presents almost
no other structure than the main photoionization line (v = 0 → v′ = 0). It
is due to the very small change in the equilibrium bond length (-0.61 pm
compared to -4.9 pm for CO and -4.8 pm for CH4). In general, removal of
a 1s electron from a central atom is expected to lead to a bond contraction.
However, in molecules such as CF4 where the peripheral atoms are halogen
elements, repulsions compete with the former process. Analysis of the natural
linewidths of each photoelectron spectrum reveals further peculiarities in the
photoelectron spectra of CF4. The natural linewidth of CO is about 95±5 meV
for a photon energy of 330eV [48]. Very similar values are obtained at the same
photon energy for CH4 (95.4 meV [47]) and C2H2 (106 meV [31]). However,
the natural linewidth of CF4 is much smaller (∼ 67±2 meV [386]). This
decrease is related to the Auger decay rate which depends on the density of
the valence electrons that couples with the localized core hole. Thus, when
the hydrogen atoms of CH4 are replaced by strongly electronegative atoms
such as fluorine, electronic cloud is expected to be denser on the peripheral
atoms and then core hole lifetime to be lower. In principle, the Auger decay
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rate should also depend on the number of valence electrons: the higher this
number, the more possible Auger decay routes, and consequently the faster
the decay. However, as seen with the present examples, the total number of
valence electrons is not relevant to understand the evolution of the natural
linewidth because screening of the core-hole has to be taken into account.
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Figure 6.20: (Upper panel) C1s photoelectron spectra of CH4, CO and CF4
(left, middle and right panel respectively). Solid lines correspond to experi-
mental data from [263]. (Lower panel) Potential energy curves of the ground
states of CF4 (A1) and CF
+
4 (A1) along the symmetric-stretching normal coor-
dinate. The vibrational wave functions associated with the relevant vibrational
states are also shown. The vertical red arrow indicates a vertical one-photon
transition. The vertical dashed lines enclose the Franck-Condon region.
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Figure 6.21 shows two photoelectron spectra measured at a photon energy
of 360 and 383 eV. Deconvolution of the vibrational peaks is also shown. Non-
symmetric vibrational peaks (the magenta lines) are observed in both spectra
and account for another breakdown of the Franck-Condon principle. In some
cases, it can occur that normal modes forbidden by selection rules are excited
due to non-Born-Oppenheimer effects. However, as in the case of C1s pho-
toionization of CH4, excitations of the non-symmetric vibrational modes are
nicely explained by the recoil momentum effect of the emitted electron on the
central carbon atom. This interpretation is supported by the fact that the
non-symmetric contributions to the photoelectron spectra is increasing with
the photon energy (see Figure 6.21). In particular, a recent study by Thomas
et al. [386] for photon energies up to 1500 eV shows that the increase of
the non-symmetric contributions is linear with the energy and can be qualita-
tively explained by the simple model described in Section 5.3.1. CF4 is of Td
point group symmetry and, as for C1s photoionization of methane, only the
T2 vibrational modes are excited by the recoil momentum: the asymmetric
stretching v3 and asymmetric bending v4. However, theoretical predictions in
[386] shows that contrary to CH4, the momentum transfer affects more the
asymmetric stretching than the asymmetric bending and that the vibrational
excitations are more important than the momentum transfer to the transla-
tion of the molecule. These differences between CH4 and CF4 arise from the
different masses of the ligand atoms and more particularly to the fact that the
heavier fluorine atoms tends to mix the stretching and bending modes that
were almost pure in the case of methane. For an equivalent reason, recoil vi-
brational excitations are expected to be stronger than the recoil translational
excitation and to play a predominant role at high photon energies. In fact, CF4
is a much better prototype than CH4 for the study of recoil effects: the atomic
mass of the central atom being much more different than the molecular mass,
stronger internal excitations are generated. The study of the photoelectron
spectra for a photon energy up to 1500 eV [386] revealed how the v′ = 0, 1, 2
components of the asymmetric stretching mode and the v′ = 0, 1 components
of the asymmetric bending mode show up, one after the other, as the photon
energy increases. At a photon energy of 1500 eV, the v′ = 2 component of
the antisymmetric stretching mode and the v′ = 1 component of the anti-
symmetric bending mode are as intense as the ground state peak. Above this
energy, the recoil excitations become the dominant source in the photoelectron
spectra.
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Figure 6.21: C1s photoelectron spectra of CF4 taken at ω = 360 eV (upper
panel) and ω = 383 eV (lower panel). Dots correspond to the measured
experimental data [406]. Lines correspond to the fit of the experimental data
- Solid dark blue and dark red: deconvoluted symmetric stretching vibrational
peaks (v′ = 0 and 1 respectively), Solid magenta: deconvoluted recoil excited
asymmetric vibrational peaks, Dashed black: subtracted background, Solid
black: sum of the deconvoluted peaks, Solid blue: residue (difference between
the total fitted spectrum and the measured experimental data).
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Figure 6.22 shows the vibrationally resolved cross section for photon en-
ergies up to ∼580 eV. The previously discussed resonant structures appear
in both vibrational components and are shifted to lower photon energies for
higher v′. As for N2 and CO, it indicates that the increase of the nuclear
separation induces a shift of the shape resonance towards lower energies.
Figure 6.22: Vibrationally resolved cross section for the two first vibrational
levels of the C1s photoionization of CF4 as a function of the photon energy.
Solid lines correspond to the DFT method using a LDA functional.
Given the small value of the v′ = 1 component and the rapid decrease of the
cross section with photon energy, it is more convenient to look at the v-ratio.
Figure 6.23 shows the (v′ = 1)/(v′ = 0) v-ratio for an extended photon energy
range (up to 720 eV). The DFT method is compared to experimental data
[406] where the effect of the recoil has been removed. Results of the simple
model discussed in Section 6.2.2 is also shown. As it can be observed, both
experimental and theoretical results oscillate around the theoretical Franck-
Condon factor ratio (∼ 0.037). There is a very good agreement between the
experiment and the DFT method, particularly in the lowest photon energy
region. Both present a sharp peak around 355 eV. This structure is the result
of the energy shifting of the shape resonance (discussed above) that brought
the maximum of the v′ = 1 cross section close to the inter-peaks minimum of
the v′ = 0 cross section located at ∼ 350 eV. The smooth bump observed at ∼
500 eV in the theoretical total cross section is confirmed here by the experiment
and appears logically at slightly smaller energies. For higher photon energies,
the photoelectron is less sensitive to the details of the molecular potential
and effects of the diffraction by the surrounding atoms are expected to be
predominant in the cross section. This argument is confirmed by the good
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agreement between the DFT method and the simple model above 450 eV.
In particular, the simple model indicates that the structure at ∼ 500 eV is
partly due to intramolecular scattering. As for CH4, scattering contributions
from the different atoms have been computed separately and shows that the
photoelectron is mainly scattered by the surrounding atoms. Above 500 eV,
only three experimental points have been measured. The points at highest
energies are in good agreement with both DFT method and simple model.
However, the discrepancy with the point at ∼ 570 eV prevent us to confirm
the characteristics (period and amplitude) of the theoretical oscillations.
Figure 6.23: Ratio between the two first vibrationally resolved photoionization
cross sections in C 1s photoionization of CF4 for the CF
+
4 symmetric stretching
mode. Violet circles: experimental data from [406] including the statistical and
systematic errors. Black solid line: results of the DFT method using a LDA
functional. Red dashed line: results of the simple mode. Blue dashed line:
results of the simple model obtained by excluding the scattering of the ejected
electron by the central C atom. Dashed-dotted line: ratios predicted by the
Franck-Condon approximation.
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6.5 Boron trifluoride
The reduced vibrational progression of the C1s photoelectron spectrum of CF4
has two major disadvantages: a relatively important systematic error in the
experimental measurements due to the low intensity of the second vibrational
peak ; the fact that the observation of the diffraction effects is limited to
a single v-ratio. The choice of a similar molecular system (such as BF3) in
which the core photoionization leads to a larger vibrational progression should
permit to overcome these drawbacks and should give a better understanding
of the effect of the nuclear motion on the diffraction phenomenon. BF3 in the
ground state has almost the same bond length at the equilibrium than CF4
(about ∼1.31 A˚). However, as shown in [387], the bond shrinkage resulting
from the B1s ionization is much larger (∼ −5.8 pm) than after removal of the
C1s electron in CF4 (∼ −0.61 pm). Consequently, the vibrational progression
associated with the B1s photoionization band is richer. It is also richer than
CO (2σ−1) which yet has an equivalent bond shrinkage. The reduced mass of
BF3 being larger than the one of CO, the vibrational spectrum is denser and
the Franck-Condon region selects more vibronic transitions (see Figure 6.26).
Most of the studies dedicated to the photoelectron spectra of BF3 concerns
the valence shell photoionization [374, 149, 150, 86, 148, 166, 442, 238, 231]
and the B1s photoionization [374, 175, 402, 403, 348, 399, 387]. As for CF4,
the influence of the surrounding atoms have been analyzed by comparing BF3
and some halogenated compounds such as BF3, BCl3 and BBr3 [141, 175, 238].
6.5.1 Electronic structure
Table 6.2 reports the experimental and theoretical vertical ionization energies
that corresponds to BF3. The agreement between DFT results and experi-
mental values in the outer valence shell is better with energy differences lower
than 0.8 eV. In the inner shell, the same disagreement is sensibly the same,
particularly for the MO that corresponds to the B1s AO (the 2a’1) which
is about 3.4 eV below the experimental value. For the ground and ionized
states of BF3, we made use of Morse potentials derived from experimental
measurements [387].
According to ab initio calculations [141], MOs with a’1, a”2 and e’ symme-
tries are mainly responsible for the B-F bonding while the ones with a’2 and
e” symmetries are responsible for the F-F bonding.
6.5.2 Vibrational structure
The vibrational structure has been calculated using Morse potentials. For
the ground state, we used accurate parameters obtained by coherent Raman
spectroscopy [195]. For the core ionized state, we used parameters obtained
from the analysis of the experimental B1s photoelectron spectrum [387].
240
Part II. Results 6.5. BORON TRIFLUORIDE
Inner shell 1a’21 (F1s) 1e’
4
1 (F1s) 2a’
2
1 (B1s)
Exp. [146] ∼-694.8 ∼-694.8 ∼-202.8
DFT (LDA) -663.2 -663.2 -206.2
Inner valence 3a’21 2e’
4
1
Exp. - -
DFT (LDA) -37.57 -36.38
Outer valence 4a’21 3e’
4
1 1a”
2
2 4e’
4
1 1e”
4
1 1a’
2
2 (F2p)
Exp. [442] -21.528 ∼-20.12 -19.17 -17.11 ∼-16.63 -15.91
DFT (LDA) -20.76 -19.75 -18.58 -16.34 -16.12 -15.11
Table 6.2: Comparison between experimental and theoretical vertical ioniza-
tion energies (in eV) for BF3. Theoretical results are obtained using a LDA
exchange-correlation functional and a DZP basis set at B-F∼ 1.313 A˚ (no
geometry optimization).
BF3 has four normal modes of vibration: the totally symmetric stretching
v1 (a’1), the out of plane bending v2 (a”2), the asymmetric stretching v3 (e’)
and the asymmetric bending v4 (e’). Their values in the ground state are re-
spectively: ω1(a’1) = 886.20 cm
−1, ω2(a”2) =692.85 cm−1, ω3(e’) =1458.20 cm−1
and ω4(e’) =483.38 cm
−1 [166]. The two last have been found to be Jahn-Teller
active modes [442].
6.5.3 Total cross section
The core photoabsorption spectrum of BF3 is known to present a strong fea-
ture near threshold which was very early attributed to a shape resonance in
the e’ symmetry channel [82, 374]. This shape resonance has been observed
also in photoionization channels from valence MOs [166]. The influence of the
fluorine atoms on the formation of the potential barrier and thus on the shape
resonance has been studied in various articles by comparing the photoioniza-
tion spectra of BF3, BCl3 and BBr3 [175, 238]. The LUMO has been assigned
to the 2a”2 non-bonding MO while the lowest unoccupied anti-bonding MO
corresponds to the 5e’ and is believed to reside above the ionization threshold.
Figure 6.24 shows the total cross section for the B1s photoionization of
BF3. Its two active symmetry channel contributions are also shown. Results
of the DFT method are compared to symmetry-resolved experimental data.
Since (x, y) dipole components are associated with the e’ symmetry and z with
the a”2, the experimental β asymmetry parameter can be used to resolve the
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symmetry channels. Even though both experiment and theory present the
shape resonance at the same energy position (∼ 205 eV), there is a dramatic
discrepancy in the width and amplitude. Also, the experimental data seems to
reveal a weak maximum in the a”2 channel at the same energy position. How-
ever, only the e’ shape resonance is dipole-allowed. This unexpected structure
in the experimental a”2 channel could be due to shape resonance enhancement
by interchannel coupling (as in the 2σ−1u photoionization of N2). However, the
experimentalists themselves [348] suggest a possible failure of the axial recoil
approximation.
Figure 6.24: Contribution of the two photoionization channels 2a’1 → εle’ and
2a’1 → εla”2 to the total cross section for B1s photoionization of BF3. Circles:
experimental data from [348]. (Experimental data were renormalized to the
theoretical ones). Solid lines: DFT method using a LDA functional.
The total cross section for an extended range of photon energy is plotted
in Figure 6.25. Contribution of the different partial waves for the two active
symmetry channels are also shown. As for CH4 and CF4, the l = 1 partial wave
is dominant, particularly in the 2a’1 → εla”2 channel. The shape resonance
results from an increase of the l = 1 and l = 2 components. There is a
clear dip in the total cross section about ke ∼ 1.9 a.u. which is due to the
superimposition of several minima appearing in the l = 2, l = 4(1), l = 4(2)
and l = 5(2). It can be seen that the minima become broader with the increase
of the photoelectron momentum. This behavior was already observable in the
case of CF4 and is the signature of the confinement of the photoelectron. The
absence of minima in the high energy region of the 2a’1 → εla”2 is probably due
to the propensity of the photoelectron to follow the direction of the polarization
vector perpendicular to the molecular plane. A notable fact is that far from
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the ionization threshold, all the partial waves are oscillating with the same
period which looks sensibly different from the one predicted by the simple
formula Tke ∼ π/Req. This behavior will be discussed in the following section.
Figure 6.25: Contribution of the eleven first partial waves to the total cross
section of the 2a’1 → εle’ (a) and 2a’1 → εla”2 (b) transitions of BF3 as a
function of the photoelectron momentum. Solid lines: DFT method using a
LDA functional.
6.5.4 Vibrationally resolved cross section
Figure 6.26 shows the photoelectron spectrum of BF3 at a photon energy of
518 eV. As for CF4, decomposition of the vibrational peaks is also shown,
revealing mainly the excitation of symmetric stretching vibrational modes but
also a few of non-symmetric ones.
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Figure 6.26: (Upper panel) B1s photoelectron spectrum of BF3 taken at
ω = 518 eV. Dots correspond to the measured experimental data [253]. Lines
correspond to the fit of the experimental data - Solid dark blue and dark red:
deconvoluted symmetric stretching vibrational peaks (v′ = 0 and 1 respec-
tively), Solid magenta: deconvoluted recoil excited asymmetric vibrational
peaks, Dashed black: subtracted background, Solid black: sum of the decon-
voluted peaks, Solid blue: residue (difference between the total fitted spec-
trum and the measured experimental data). (Lower panel) Potential energy
curves of the ground states of BF3 (A’1) and BF
+
3 (A’1) along the symmetric-
stretching normal coordinate. The vibrational wave functions associated with
the relevant vibrational states are also shown. The vertical red arrow indi-
cates a vertical one-photon transition. The vertical dashed lines enclose the
Franck-Condon region.
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The high vibrational resolution allows the identification of nine vibrational
peaks. The most intense one corresponds to the v = 0 → v′ = 2 transition,
as predicted by the Franck-Condon principle. The Franck-Condon overlaps
can be seen in the lower panel of Figure 6.26. However, the Franck-Condon
prediction fails at other energies, such as in the shape resonance energy region
(see Figure 6.27). Indeed, at ω = 205 eV, the most populated vibrational
state is not v′ = 2 but v′ = 3. This Franck-Condon breakdown mediated by
the shape resonance shows that the dipole couplings vary significantly with
the bond distance.
Figure 6.27: B1s photoionization cross section of BF3 as a function of the
vibrational quantum number v′ taken at ω = 205 eV (left panel) and ω =
518 eV (right panel). Solid black line: DFT method using a LDA functional.
Dashed-dotted orange line: Franck-Condon distribution renormalized to the
theoretical maximum.
The redistribution of the vibrational peak intensities in the shape resonance
energy region is better seen in Figure 6.28 which shows the vibrationally re-
solved cross sections for photon energies up to 227 eV (upper panel) and up
to 347 eV (lower panel). The shape resonance, located at ω = 205 eV, is very
narrow and intense. As expected, it is shifted to lower energies as the vibra-
tional quantum number v′ increases. At 205 eV, the Franck-Condon principle
is clearly violated because the cross section is not enhanced with the same
intensity for the different vibrational components. Above 212 eV, the spectral
distribution becomes Franck-Condon’s like.
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Figure 6.28: Vibrationally resolved cross section for the nine first vibrational
levels of the B1s photoionization of BF3 as a function of the photon energy.
Solid lines correspond to the DFT method using a LDA functional.
The first eight theoretical v-ratios (respect to the v′ = 2) are plotted in
Figure 6.29. DFT and TDDFT give equivalent results for the low energy re-
gion. This region corresponds to photon energies up to ∼ 350eV where the
cross section present resonant structures (see Figure 6.28). Above ke ∼ 3 a.u.
(i.e., ω ≥ 325 eV), strong oscillations around the Franck-Condon values are
observed. Because the period of oscillation is shorter (Tke ∼1.5 a.u.) than in
the case of CF4 (Tke ∼3.4 a.u.), the oscillations are better characterized. As
observed for CH4, there is a damping of the diffraction effects with the photo-
electron momentum. This is due to the fact that high kinetic photoelectrons
are escaping so fast that they are hardly diffracted by the fluorine atoms.
246
Part II. Results 6.5. BORON TRIFLUORIDE
Figure 6.29: Ratios of the vibrationally resolved photoionization spectra to the
v′ = 2 cross section as a function of the photon energy for the B1s photoion-
ization of BF3. Thick black solid line: DFT method using a LDA functional.
Thin red solid line: TDDFT method using a LDA functional. Dashed-dotted
orange line: Theoretical Franck-Condon value.
It is remarkable that the v-ratios are all very similar (even for the two
first which are just “flipped” compared to the others). It seems that the non-
Franck-Condon behavior is the same for all the vibrational transitions, i.e.
that the relative vibrational intensities are changing similarly as the photon
energy varies. In other words, the envelope of the vibrational spectrum is con-
served but is shifted toward higher or lower v′, depending on the photon energy
(see Figure 6.30). This feature can be used to define a quantity (the Gener-
alized factor or “G-factor”) that permits to emphasize the general character
of the deviation from the Franck-Condon distribution in the photoelectron
vibrational spectra.
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G-factor
Within the Franck-Condon approximation, the vibrationally-resolved pho-
toionization cross section is related to the total cross section by:
σv′(ω) = σTot(ω)Fv′ (6.31)
where Fv′ is the Franck-Condon factor. Stated, otherwise:
σv′(ω)
σTot(ω)Fv′
= 1 (6.32)
If the Franck-Condon approximation breaks down, the right hand side of Equa-
tion 6.32 will generally be a function of the vibrational quantum number v′
(see Figure 6.30):
σv′(ω)
σTot(ω)Fv′
= 1 + f(v′, ω) (6.33)
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Figure 6.30: Schematic illustration of the evolution of the vibrational envelope
with the photon energy.
In the presence of only small deviations, we can conveniently expand the
function f in a Taylor series around the averaged vibrational quantum number
v¯′ =
∑
v′ Fv′v
′:
σv′(ω)
σTot(ω)Fv′
= 1 +G(ω) · (v′ − v¯′) +O[(v′ − v¯′)2] (6.34)
Truncating the expansion to the first two terms, then the deviation of the
vibrationally-resolved branching rations from the Franck-Condon prediction
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can be expressed in terms of the single additional parameter Gv′(ω):
σv′(ω)
σTot(ω)
≃ Fv′
[
1 + (v′ − v¯′)Gv′(ω)
]
(6.35)
One can check the validity of this linearization procedure by verifying the in-
dependence from the vibrational number of the residual functions Gv′ , defined
as:
Gv′(ω) ≡ f(v
′, ω)
(v′ − v¯′) =
1
v′ − v¯′
[
1
Fv′
σv′(ω)/σv′ref (ω)∑
v′ σv′(ω)/σv′ref (ω)
− 1
]
(6.36)
where v′ref is the final vibrational quantum number of reference in the
σv′(ω)/σv′ref v-ratio.
In the cases that have been examined so far (CH4, CF4 and BF3), Gv′
is practically independent of v′. This circumstance gives the opportunity of
reducing significantly the number of free parameters employed in the fitting
of the experimental data, thus improving the statistical significance of the pa-
rameters that are extracted. This aspect is particularly crucial for those cases
where the breakdown of the Franck-Condon approximation manifests at high
photoelectron energies, since the total cross section is very small.
As long as the linear assumption is valid, it is convenient to refer to an
averaged G factor, defined as:
G¯(ω) =
∑
v′
Fv′Gv′(ω) (6.37)
The averaged factor G¯(ω) can also be expressed in the suggestive form:
G¯ =
∑
v′
1
v′ − v¯′
[
σv′(ω)/σv′ref (ω)∑
v′ σv′(ω)/σv′ref (ω)
−
Fv′/Fv′ref∑
v′ Fv′/Fv′ref
]
(6.38)
where we used
∑
v′ Fv′ = 1.
The averaged G-factor of BF3 is plotted in Figure 6.31 for photoelectron
momenta up to 5.2 a.u.. The agreement between experiment and theory is
very good. Compared to CF4, the statistics of the experimental measurement
is sufficient to observe the oscillating pattern. These oscillations have the same
modulated period and amplitude than the DFT curve. However, the peculiar
plateau described by the DFT calculation at ∼ 2.8 a.u. is not reproduced.
The experimental G¯ values are higher than the theoretical ones for ke ≥ 3.
Although the recoil effect has been in principle removed from the experimental
measurement, there may be a small contamination for the highest symmetric
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vibrational peaks. The simple model is in very good agreement with the full
ab initio method and the experimental results above ke ∼ 3 a.u. (in the
energy region where it is expected to work). It confirms that the period of
oscillation is approximately 1.5 a.u. in this energy region and shows that the
predominant non-Franck-Condon effect at high photon energies is due to the
diffraction of the photoelectron by the fluorine atoms.
1 2 3 4 5
Photoelectron momentum (a.u.)
-0
0
0
G
fa
ct
o
r
Figure 6.31: G-factor for the B1s photoionization of BF3 as a function of
the photoelectron momentum. Violet circles: experimental data from [253]
including the statistical and systematic errors. Black solid line: results of the
DFT method using a LDA functional. Red dashed line: results of the simple
mode. Blue dashed line: results of the simple model obtained by excluding
the scattering of the ejected electron by the central B atom.
The G-factor can also be used to compare the Franck-Condon deviations
in the photoionization of different molecular targets. Figure 6.32 shows the
G-factors associated with the C1s photoionization of CF4 (results presented
in Section 6.4.4), the B1s photoionization of BF3 (present results) and the S1s
photoionization of SF6 (results not detailed in this work). As discussed previ-
ously, shape resonances are responsible for most of the structures observed in
the low energy region (for photoelectron momenta below 1.2 a.u.). Above, it
can be noticed that the resonant structures in the CF4 and SF6 G-factor are
much stronger than in CH4 of BF3 and appear in the same momentum region
(between 1.85 and 2 a.u., i.e. for photoelectron energies 46.5 ≤ ε ≤ 54.5 eV).
Above this energy, the CF4 and SF6 G-factors seem to oscillate in phase. The
CH4 and BF3 G-factors have shorter periods of oscillation. It was expected
that the CH4 G-factor has a larger period of oscillation since the bond length
(that governs the diffraction pattern) is the smallest one. However, the phase
match between CF4 and SF6 as well as the mismatch with BF3 contradicts
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this simple picture. Indeed, while the bond length of CF4 and BF3 are almost
the same (∼ 1.31A˚), the SF6 bond length is much larger (∼ 1.58A˚). Expla-
nation to this apparent contradiction can be found in the different geometry
changes upon ejection of the core electron. Since the equilibrium geometry of
the CF4 ground and core ionized states are very close, the nuclear wavepacket
probes a region of the space that is centered on the equilibrium bond length
of the ground state. As a consequence, the period of the oscillations in the
CF4 G-factor is approximately Tke ∼ π/Req ∼ 1.27 a.u. (Req being the bond
length of the ground state at the equilibrium). However, due to an important
contraction of the core ionized bond length in BF3 and to the relaxation of
the core ionized bond length in SF6, the other G-factors present oscillations
whose period is slightly different from the one predicted using the equilibrium
bond length of the ground state. Finally, it can be noticed that contrary to all
the other G-factors, SF6 presents a more complex oscillating pattern at high
energies. The oscillations are not totally regular and seems to result from the
superimposition of two oscillating patterns.
Figure 6.32: Theoretical G-factors as a function of the photoelectron momen-
tum for the core photoionization of several molecules. Lines correspond to
results of the DFT method using a LDA functional, except for the SF6(1a
−1
1g )
which made use of the LB94 functional. The latter result is not detailed in
this work but has been compared successfully with experimental data at low
photon energy.
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6.6 Sulfur hexafluoride
So far in this work, we have studied the photoionization of polyatomic molecules
only from the core. As shown, the photoemission of an electron from a local-
ized orbital around the central atom can lead to complex structures even at
high photoelectron energies, especially when the molecule possesses peripheral
fluorine atoms. However, core shell photoionization is somehow a simpler pro-
cess compared to valence shell photoionization. As shown in the present study
for the valence shell photoionization of N2 and CO (see Section 5.3.2), the
delocalized character of the initial orbital reflects in the photoionization cross
section. Also, and contrary to the core photoionization, possible mixing with
other photoionization channels can occur. From a theoretical point of view,
treating the valence shell photoionization of polyatomic molecules represents
an additional difficulty as it makes harder the development of simple models
such as the one presented all along this study. For a complex molecule as SF6,
the difficulty is such that very few theoretical methods can be used to de-
scribe the valence shell photoelectron spectra: the multiple scattering method
[87], the Stieltjes imaging technique method in the static-exchange approach
[439] and the present method [365, 364, 390]. All these calculations have been
performed in the fixed nuclei approximation because inclusion of the nuclear
motion represents a considerable computational effort. In fact, the numerous
resulting theoretical works published on the core shell photoionization spec-
tra [82, 429, 268, 365, 80] illustrates this difficulty to treat theoretically the
valence photoionization process. Experimentally, it is the other way around
since the study of the core shell photoionization require higher photon energies
and better energetic resolution than for the valence shell photoionization.
There exist interesting applications that uses SF6. In most of the cases,
this molecule is employed as an electron trapper in ionization experiments be-
cause it readily forms the negative ion SF−6 . Since the fluorine atoms are very
electronegative, an electron can be easily caught to form a stable anion against
autodetachment and photodetachment. Photoionization of neutral SF6 is in-
teresting because the outer valence photoelectron spectra exhibit pronounced
structures. By outer valence shell we refer to the generally accepted series of
MOs: (5a21g) (4t
6
1u) (1t
6
2g) (3e
4
g) (1t
6
2u) (5t
6
1u) (1t
6
1g). Photoionization from each
of these MO yields to seven spectroscopic bands. The six first are presented
in the photoelectron spectrum in Figure 6.34. As observed, the 1T2u and
5T1u MOs are nearly degenerate and the three first bands are structureless
even under high resolution experimental conditions. The C2Eg band presents
a complex vibrational structure whose progression (flat on the top) seems to
indicate a splitting of the doubly degenerate state by Jahn-Teller interactions.
The fine structure of the D2T2g and E
2T1u bands are well resolved, although
the former one is structured only in the low energy part. In both cases, the
totally symmetric stretching mode is responsible for the vibrational progres-
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sion. The peaks of the E2T1u band are possibly broadened by predisociation
since threshold for SF3+3 formation has been measured at the adiabatic IP of
the E2T1u state.
6.6.1 Electronic structure
Table 6.3 reports the experimental and theoretical vertical ionization ener-
gies for SF6. Although the DFT calculation inverts the order of the 1t2u and
5t1u MOs which are quasi-degenerated, the sequence of MOs is correctly de-
scribed. With the LB94 exchange-correlation functional and the DZP basis
set employed for the calculation, some energy differences are notable, from a
typical overestimation of ∼ 1.5 eV for the outer valence MOs to an underesti-
mation of 33 eV for the deepest orbital. For the MO of concern in the present
study (the 4t1u), the DFT calculation is in a rather good agreement with the
experimental value.
Inner shell 1a21g (S1s) 2a
2
1g (F1s) 1t
6
1u (F1s) 1e
4
g (F1s)
Exp. [184] -2490.10 -695.04 -695.04 -695.04
DFT (LB94) -2457.10 -692.33 -692.33 -692.33
Inner shell 3a21g (S2s) 2t
6
1u (S1p)
Exp. [184] -244.7 -180.67
DFT (LB94) -235.78 182.09
Inner valence 4a21g 3t
6
1u 2e
4
g
Exp. [184] -44.1 -40.9 -39.8
DFT (LB94) -42.11 -39.13 -37.92
Outer valence 5a21g 4t
6
1u 1t
6
2g
Exp. [164] -26.8 -22.5 -19.7
DFT (LB94) -27.43 -23.52 -20.60
Outer valence 3e4g 1t
6
2u 5t
6
1u 1t
6
1g
Exp. [164] -18.3 -16.9 -17.2 -15.7
DFT (LB94) -20.31 -18.36 -18.52 -17.40
Table 6.3: Comparison between experimental and theoretical vertical ioniza-
tion energies (in eV) for SF6. Theoretical results are obtained using a LB94
exchange-correlation functional and a DZP basis set at S-F∼ 1.586 A˚ (no
geometry optimization).
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6.6.2 Vibrational structure
The potential energy curve chosen for the ground state is an harmonic po-
tential taken from the literature. The one used for the 4t−11u ionized state
has been obtained using experimental values [164] for the harmonic and an-
harmonic Morse parameters. The geometry change has been taken from the
DFT calculation using a LB94 functional. The fundamental vibrational fre-
quencies of the different normal modes have been calculated at the Hartree-
Fock ab initio level with a 6-311G(d)+p basis set: ω1(a1g) = 835.831 cm
−1,
ω2(eg) = 658.346 cm
−1, ω3(t1g) = 702.391 cm−1, ω4(t1u) = 1051.865 cm−1,
ω5(t2g) = 563.563 cm
−1, and ω6(t2u) = 379.738 cm−1.
6.6.3 Total cross section
Many investigations (mostly experimental) have been carried out for inner [82,
120, 174, 429, 268, 269, 365, 297, 80], inner-valence [439, 441, 196] and valence
[87, 134, 7, 168, 164, 443, 439, 365, 364, 390] photoabsorption/photoionization
of SF6. This particular interest stems from the existence of strong resonant fea-
tures dominating the Rydberg transitions. Dehmer et al. [82, 87] interpreted
this unexpected intensity distribution through the cage-like property of SF6,
in which the molecular potential partitions the states into either inner-well
or outer-well states near the electronegative ligands. The Rydberg orbitals
are believed to reside in the outer-well, relatively far from the atomic centers
while virtual orbitals are located in the inner-well and can efficiently over-
lap with the initial state. This former interpretation in SF6 has been in fact
a pioneer work which led, two years later, to a more general description of
shape resonances in molecules [94]. Some of the inner-well virtual states can
lie above the ionization threshold and form quasi-bound resonant states. It
has been pointed out in [257] that four unoccupied MOs exist below the upper
limit of the potential barrier. They have been identified and assigned to the
following energy values: 6a01g at ∼ −5.55± 0.15 eV, 6t01u at ∼ −4.1± 0.3 eV,
2t02g at ∼ +5.4 ± 0.2 eV (or +5.2 eV in [164]) and 4e0g at ∼ +15.8 ± 1.8 eV
(or +15.5 eV in [164]). The energies of the two highest MOs coincide with
the resonant structure observed in the total 4t−11u photoionization cross section
plotted in Figure 6.33. Although the DFT calculation poorly describe the ion-
ization threshold, a comparison with experimental data permits to assign the
sharp structures at 29 eV and 40 eV to shape resonances involving intravalence
transitions to the 2t2g and 4eg MOs respectively. These resonant structures
appear in each photoionization channel at around the same photoelectron ki-
netic energy positions, but their shape vary according to the final molecular
symmetry. The sharpest shape resonant structures appear in the T1u and T2u
bands, i.e. the A, B and particularly the E (the one studied in this Section).
The sharpness of the shape resonances indicates that trapping of the d-wave
electron inside the cage is very effective but only on a limited region of the
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photoelectron kinetic energy. This can be seen in Figure 6.33 which shows the
total cross section associated with the 4t−11u photoionization of SF6 for photon
energies up to 130 eV. Experiment, DFT and multiple scattering methods de-
scribe two resonant structures below 60 eV. The second, associated with the
4eg MO, is weaker but consequently broader than the first one. The TDDFT
result is also presented and gives rise to additional structures around 40 eV
that are however not resolved experimentally.
In 1995, Holland et al. [164] measured the outer valence spectra of SF6
with high accuracy. By comparing the total photoionization cross sections,
the branching ratios and the asymmetry parameters for the six first outer va-
lence bands (2T1u and
2T2u are not resolved), this work showed that shape
resonances associated with 2t2g and 4eg virtual MOs are visible in all the pho-
toionization channels and leave their signature in the asymmetry parameter
plots. It confirmed previous experimental observations in [87, 7] where shape
resonances were also found in the 1t−12g and 3e
−1
g photoionization channels.
However, according to the dipole selection rules within the single particle
approximation, only the MOs whose symmetry is ungerade should overlap
constructively with the 2t2g and 4eg unoccupied valence states. Existence
of shape resonances in the gerade photoionization channels historically found
three explanations: i) In [124], Fock et al. suggested for the first time that
the t1u shape resonance could lie above the ionization threshold in the case of
valence shell excitation. Since the valence shell ionized potentials are slightly
different from the core ionized ones, it may globally shift the inner well vir-
tual MOs of a few eV towards higher energies. Then, the structures observed
near threshold in the gerade symmetry state photoionizations could be at-
tributed to shape resonance associated with the 6t1u MO. This resonance has
been estimated theoretically at ∼ 2.05 eV above the threshold in [7]. ii) An-
other interpretation, supported by [87], consider that interchannel couplings
are responsible for the resonant structure. A possible mechanism [366] is that
continuum-continuum couplings, normally weak compared to ground-state-
continuum couplings, transfer the shape resonant behavior into the gerade
symmetries. Hence, shape resonances appearing in the 1t−11g , 1t
−1
2g and 3e
−1
g
photoionization channels could still be associated with the 2t2g and 4eg MOs.
iii) Interchannel couplings involving discrete-continuum states transitions can
also enhance shape resonances by coupling the gerade→ 6t1u, 6a1g transitions
with the ungerade → 2t2g, 4eg ones. Whatever the interpretation is, observa-
tion of shape resonances in all the valence photoionization channels shows the
complexity of the process compared to the core shell photoionization. This
complexity is such that most of the articles published on the topic conclude
on the necessity of a “theoretical guidance” that can be achieved by perform-
ing accurate calculations (including interchannel couplings) for an extended
energy range. The experiment of Holland et al. [164] also revealed an un-
expected broad variation in the overall photoionization cross section around
255
CHAPTER 6. POLYATOMIC MOLECULES Part II. Results
60 eV photoelectron kinetic energy. The energy position of such structure is
much higher than the predicted shape resonance region. This smooth variation
is observed in all the outer-valence photoionization channels and is particu-
larly strong in the 4t−11u photoionization cross section (see Figure 6.33). Such
feature is reproduced by both DFT and multiple-scattering method, proving
that it is indeed due to a potential effect. This feature originates from the
4t1u → εt1g channel. In [365], Stener et al. ascribed it to a strong centrifugal
barrier generated by the high angular momentum of the photoelectron (l = 4
at this kinetic energy). The same study present a comparison between the β
asymmetry parameters obtained from TIDFT and TDDFT calculations using
a LB94 in the fixed nuclei approximation and experimental data. The three
above mentioned resonances are clearly observed in the 4t−11u photoionization
channel. The TDDFT gives rise to additional peaks (also observed in the total
cross section - see Figure 6.33) which are not resolved experimentally. In gen-
eral, comparison between TIDFT and TDDFT results confirms that inclusion
of the response effects improves significantly the agreement with the experi-
ment only for the C2Eg band where interchannel couplings and autoionization
plays an important role.
Figure 6.33: Total cross section for the 4t−11u photoionization of SF6 as a func-
tion of the photon energy. Circles correspond to experimental data from [164]
; Lines correspond to theory - Violet solid: direct static exchange technique
(STEX) [439], Green dashed: multiple scattering Xα method (MS-Xα) [7],
Black thick solid: DFT method using a LDA functional (this work), Red
Thick line: TDDFT method using a LDA functional (this work).
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6.6.4 Vibrationally resolved cross section
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Figure 6.34: (Upper panel) Valence photoelectron spectrum of SF6 taken at
ω = 50 eV. Lines: measured experimental data [46]. (Middle panel) Enlarge-
ment of the fifth band (4t−11u photoionization channel). Bars: theoretical results
obtained with the DFT method using a LB94 functional. Peak numbers indi-
cate the vibrational quantum number v′ of SF+6 . (Lower panel) PECs of the
ground states of SF6 (A1g) and SF
+
6 (T1u) along the symmetric-stretching nor-
mal coordinate. The vibrational wavefunctions associated with the relevant
states are also shown. The vertical red arrow indicates a vertical one-photon
transition. The vertical dashed lines enclose the Franck-Condon region.
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Because the electron is emitted from a bonding valence MO, the S-F bond
length elongates upon photoionization. The geometry change (∼ 6.1 pm) is
approximately the same (in absolute value) than for BF3. For this reason, the
4t−11u photoelectron spectrum of SF6 presents also an extended vibrational pro-
gression, even a bit larger since the reduced mass of SF6 is bigger. The middle
panel of Figure 6.34 shows the experimental photoelectron spectrum of the E
2T1u band taken at a photon energy of 50 eV. One can distinguish a very weak
peak at 28.18 eV, attributed to an initial excitation of the Jahn-Teller active
mode Eg. The first symmetric vibrational peak v
′ = 0 is located ∼ 85 meV
lower in energy. The energy difference with the following peak v′ = 1 is about
67 meV, i.e. ∼540 cm−1 which is in good agreement with the harmonic fre-
quency of 562.5 cm−1 given by [164]. In [164], Holland et al. also performed a
least-square fitting of the vibrational energies and give an estimate of 2.2583
cm−1 for the first order anharmonic term. As expected, it is a rather small
value compared to the above mentioned harmonic frequency. Theoretical in-
tensities (the bars) obtained with the DFT method using a LB94 functional are
also reported in the figure and present a very good agreement with the exper-
iment. Both experiment and theory agree with the Franck-Condon principle
(illustrated in the lower panel) which predicts that the maximum intensity is
associated with the v = 0→ v′ = 4 vibrational transition. But as for BF3, this
agreement is local and observation of the vibrational intensity distribution at
different photon energies (as shown in Figure 6.35) shows breakdown of the
Franck-Condon principle.
Figure 6.35: 4t−11u photoionization cross section of SF6 as a function of the
vibrational quantum number v′ taken at ω = 35 eV (left panel) and ω =
50 eV (right panel). Solid black line: DFT method using a LB94 functional.
Dashed-dotted orange line: Franck-Condon distribution renormalized to the
theoretical maximum.
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Figure 6.36 shows the vibrationally resolved cross section for two photon
energy ranges: up to ∼47 eV (upper panel) and up to ∼89 eV (lower panel). In
Figure 6.36a, the two shape resonances are clearly visible for all the vibrational
components. Many crossings between each vibrational component occur in
these energy regions (23 ≤ ω ≤∼ 25 eV and 32.8 ≤ ω ≤∼ 36.6 eV). It shows a
strong dependence on the vibronic couplings and a general breakdown of the
Franck-Condon principle.
Figure 6.36: Vibrationally resolved cross section for the eleven first vibrational
levels of the 4t−11u photoionization of SF6 as a function of the photon energy.
Solid lines correspond to the DFT method using a LB94 functional.
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The two above mentioned resonant structures appear in both vibrational
components and are shifted to higher photon energies when v′ increases. It
reflects the relaxation of the bond length associated with the ionization of
a valence bonding MO. The bump observed at ∼ 65 eV in the total cross
section is also present in all the vibrational components and induces a Franck-
Condon violation visible in the overlap between v′ = 2 and v′ = 7 components.
As for BF3, it is convenient to analyze the deviations to the Franck-Condon
behavior by looking at the G-factor. Figure 6.37 shows the averaged G-factor
corresponding to the 4t−11u photoionization of SF6 for photon energies up to
100 eV. Strong deviations to the Franck-Condon prediction are observed in this
energy range. The two structures previously attributed to shape resonances
are neatly observed in both experiment and theory at ∼ 29 eV and ∼ 40 eV.
The smooth variation at ∼ 65 eV is well observed in the theoretical G-factor
(even better than in the absolute cross section). It agrees with a similar
variation of the experimental G-factor at the same energy. Unfortunately, the
experimental statistic is too spread in this energy region to unambiguously
identify it.
Figure 6.37: G-factor for the 4t−11u photoionization of SF6 as a function of the
photoelectron momentum. Violet circles: experimental data from [46]. Black
solid line: results of the DFT method using a LB94 functional.
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Figure 6.38 shows the theoretical averaged G-factor presented in Fig-
ure 6.37 as a function of the photoelectron momentum. It is plotted for
an extended momentum range, up to 9 a.u. (i.e., for photon energies up
to ∼3590 eV). Important deviations to the Franck-Condon prediction are
observed at high momenta. These deviations seem to result from the su-
perposition of different oscillating patterns. In this photoionization channel,
the electron is emitted from a bonding valence MO which is rather delocal-
ized (see Figure 6.39). If the presence of fluorine atoms do not alter too
much the process, multi-center interferences are then expected to show up at
high photon energies and could be responsible for some oscillations. In Fig-
ure 6.38, it is possible to identify two different period of oscillations. One is
shown in the enclosed graphic which correspond to an enlargement of the
main figure in the 1.5 ≤ ke ≤ 3 a.u. region. The period is very short
(Tke ∼ 0.335 a.u.) which could correspond to interferences between centers
separated by (∼ 2π/Tke ∼ 18.76 a.u. ∼ 9.92 A˚). This separation is more
than three times the maximum F-F distance (= 3.172 A˚). It is then difficult
to attribute these short oscillations to two-center’s like interferences. How-
ever, there is another identifiable oscillating pattern whose period is about
∼ 1.3 a.u.. It would corresponds to a distance of ∼ 4.84 a.u. ∼ 2.56 A˚, much
closer to the F-S-F distance.
Figure 6.38: Same as Figure 6.37.
Emitter centers that could be responsible for interferences in the pho-
toionization process are presented in Figure 6.39. The two centers separated
by ∼ 4.4 a.u. could be at the origin of the second oscillating pattern. Al-
though we discuss the interferences in terms of two-center interferences, these
interferences obviously involve all possible centers. A better description would
be obtained by extending the model developed in Section 6.1.2 for six centers
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(the ones that correspond to the two external lobes on each F-S-F direction).
As shown in Figure 6.39, the electronic distribution is concentrated around
four centers in each component of the degenerated 4t1u MO. This four lobes
have an alternative negative (blue) and positive (red) contribution to the wave-
function.
Figure 6.39: Representation of the 4t1u molecular orbital of SF6.
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In this work, we have presented a detailed description of a theoretical
method based on density functional theory specially designed to obtain vibra-
tionally resolved photoionization cross sections of simple molecules within the
Born-Oppenheimer approximation. The method has been successfully applied
to N2, CO, C2H2, CH4, CF4, BF3 and SF6 in a wide range of photon energies.
All along the study, comparison with experimental data permits to observe
several deviations from the Franck-Condon principle at low and high energies.
The origin of these deviations have been attributed to:
• doubly excited states
• shake-up satellites
• autoionization of singly excited states
• shape resonances
• recoil effects
• two-center interferences
• intramolecular scattering
Apart from the doubly excited states and the shake-up satellites, all the
effects have been taken into account at the present level of theory. Moreover,
the use of simple models have permitted us to understand and characterize
the deviations appearing at high energies: the recoil effect, the two-center in-
terferences and the intramolecular scattering.
The first part of the results have been essentially devoted to discuss the
efficiency of the multicenter B-spline static-exchange DFT method by study-
ing N2 and CO, two prototype molecules for which there exists an abundant
literature. This discussion has been carried out by comparing systematically
the results obtained with the present method with available theoretical results
and experimental data.
At high photon energies, static-exchange-DFT and TDDFT lead to almost
identical results in good agreement with experiment for both vibrationally and
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non-vibrationally resolved photoelectron spectra, while, at low photon ener-
gies, TDDFT is able to describe features observed near the ionization thresh-
old but not arising from static-exchange-DFT, such as singly-excited Feshbach
resonances and structures resulting from interchannel coupling. TDDFT also
provides a better description of shape resonances. Very often, this descrip-
tion is of similar quality as that obtained from more elaborate multireference
or close coupling methods, which are prohibitively expensive to obtain vibra-
tionally resolved photoelectron spectra in complex molecules. It is also a bit
more accurate than that provided by RPA methods, whose computational
cost is similar but whose accuracy often relies on the introduction of fitting
parameters.
We have paid a particular attention to the region of high photon ener-
gies, where the electron wavelength is comparable to the bond length and,
therefore, two-center interferences and diffraction are expected to occur. In
this region, the main experimental difficulty is to extract the relatively small
interference and diffraction features from the rapidly decreasing cross section
as a function of photon energy. However, this difficulty can be easily over-
come by determining ratios of vibrationally resolved photoelectron spectra.
The results unambiguously demonstrate the existence of Cohen-Fano inter-
ferences in vibrationally-resolved valence-shell photoionization of homo- and
heteronuclear diatomic molecules. They lead to marked oscillations in the
ratios between vibrationally resolved cross sections. The oscillations are well
reproduced by a straightforward extension of the original Cohen-Fano formula
and by state-of-the-art calculations. Based on these combined experimental
and theoretical results, several aspects of the CF interferences have been un-
covered and clarified for the first time.
Vibrationally resolved photoelectron angular distributions from randomly
oriented and fixed-in-space N2 and CO molecules has also been evaluated.
Both K-shell and valence-shell photoionization have been considered. The
results for randomly oriented molecules are in excellent agreement with ex-
periment, while the absence of experimental data for fixed-in-space molecules
at high photon energies gives our results a predictive value. Vibrationally
resolved β parameters do not depend very much on the chosen vibrational
level, except for the HOMO ionization channel, for which the higher the final
vibrational state the lower the value of β. For fixed-in-space N2 molecules,
the MFPADs exhibit the signature of electron confinement and coherent two-
center interferences, similar to what has been found in H2 photoionization
[118, 117]. For fixed-in-space CO, they exhibit diffraction patterns resulting
from the intramolecular scattering of an electron arising from a very localized
area of the molecule. The conclusions reported in this work suggest that vi-
brationally resolved photoelectron angular distributions can also be used to
determine the structure of these simple molecules.
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The study has been extended to the case of polyatomic molecules, start-
ing with C2H2. We have seen that vibrationally resolved C 1s photoelectron
spectra of acetylene obtained with 3rd generation synchrotron radiation ex-
hibit Cohen-Fano interferences similar to those previously reported in diatomic
molecules. The oscillations are unambiguously observed in both the v and g/u
ratios, for which no correction/adjustment for the rapidly decreasing cross sec-
tion is required. Results obtained with the present method are in excellent
agreement with the experimental measurements. The predictions of experi-
ment and theory are further supported by a simple model that basically follows
the premises of the original Cohen-Fano model developed for H+2 . Although
no quantitative agreement with either the experiment or the first-principles
calculations is found, the qualitative features of the oscillations are correctly
described: the overall period of the oscillations, the fact that the v′=1/v′=0
ratio for the gerade and ungerade case are in phase opposition, and the fact
that there is no discernible influence by the nearby hydrogen atoms. These
results constitute the first evidence of Cohen-Fano interferences ever observed
in a polyatomic molecule. It confirms also the delocalized character of the
core-hole created in the primary photoionization event and demonstrate that
intramolecular core-hole coherence can survive the decoherent influence asso-
ciated to the asymmetric nuclear degrees of freedom that are characteristic of
polyatomic molecules.
As shown in the study of N2, CO and C2H2, two competing processes can
lead to interferences during photoionization. One is the simultaneous emer-
gence of the electron wave from the two centers of the molecule. The other, is
the scattering of the electron by the other atomic center. We have seen that,
according to the extended Cohen-Fano formula, coherent emission from two
atomic centers is no longer possible in the absence of electron delocalization.
This occurs in K-shell photoionization of CO since the inner 1σ and 2σ molec-
ular orbitals are almost entirely localized on the O and C atoms, respectively,
and resemble the corresponding 1s atomic orbitals. A similar situation occurs
in some polyatomic molecules such as CH4, CF4 and BF3, where the 1s orbital
of the central atom is well localized. The present study of the high-energy pho-
toionization of CH4, CF4 and BF3 from the 1s orbital of the central atom gave
unambiguous experimental and theoretical evidence of intramolecular photo-
electron scattering in the collective vibrational excitation. We have shown
that the v-ratios exhibit pronounced oscillations as a function of photon en-
ergy, which is the fingerprint of electron diffraction by the surrounding atomic
centers. This interpretation is supported by the excellent agreement between
first-principles static-exchange and time-dependent density functional theory
calculations and high-energy resolution measurements, as well as by qualita-
tive agreement at high energies with a first-Born approximation model. The
latter model allowed us to rationalize the results for all the v-ratios in terms
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of a G-factor which contains the imprint of the molecular geometry.
In the case of CH4, vibrationally resolved angular distributions in the lab-
oratory and molecular frames have also been presented. Due to the small
electronic density of the hydrogen atoms, intramolecular scattering effects are
barely observed in the β asymmetry parameter which has essentially an atomic
character for all the vibrational components. The MFPADs are more sensitive
to such effects and showed very clearly the resulting constructive and destruc-
tive interferences at different energies.
The last case presented in this work concerned the photoionization of
SF6 from an outer valence orbital. Both experimental and theoretical re-
sults showed very strong deviations to the Franck-Condon distribution at low
energies. The study of the theoretical G-factor at high energies reveals a very
complex pattern which seems to result from the superimposition of different in-
terference fingerprints. One of the identified oscillation pattern possibly arises
from the interferences between the coherent emission from two or more centers.
In a more general aspect, from all the presented results, it can be concluded
that vibrationally resolved photoelectron spectroscopy can be used to deter-
mine the structure of molecules. In this respect, an approach that is worth to
explore is to extract structure parameters by fitting the experimental data to
theoretical results by varying the shape of the Morse potentials.
Some improvements of the present theoretical methods are also necessary
to fully account for the experimental observations in polyatomic molecules. In-
deed, experimental observation of excitations to forbidden vibrational modes
have been ascribed to non-Born-Oppenheimer effects and implies going beyond
the Born-Oppenheimer approximation. In addition, it would be desirable to
extend the present formalism to the time domain by solving, e.g., the time-
dependent Schro¨dinger equation in a basis of Kohn-Sham orbitals. This would
allows one to study the electron dynamics during the photoionization process.
One interesting application would be the investigation of the ultrafast mi-
gration of core-holes, which has attracted considerable interest in the recent
years. Future theoretical developments should focus on solving these problems
in order to improve the performance of present DFT-like methods since these
are currently the only ones able to provide vibrationally resolved information
all the way from diatomics to large, symmetric molecules.
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A.1 Elements of group theory
All molecules can be categorized according to their spatial symmetry group,
i.e., the set of isometries that map equivalent nuclei onto each other. These
may comprise, beyond the identity E: rotations of order n Cn, reflections
σ, and rotoreflections Sn. The most common point groups for molecules are
listed in Table A.1.
Nonaxial Cn Cnv Cnh Dn Dnh Dnd Sn Higher Linear
C1 C2 C2v C2h D2 D2h D2d S4 Td C∞v
Cs C3 C3v C3h D3 D3h D3d S6 Oh D∞h
Ci C4 C4v C4h D4 D4h D4d S8 Ih
C5 C5v C5h D5 D5h D5d S10
C6 C6v C6h D6 D6h D6d
Table A.1: Ordered point group symmetries.
The use of group theory permits to greatly reduce the complexity of the
secular problem on the basis of purely geometrical considerations. In fact,
many quantum numbers familiar from basic quantum mechanics are nothing
else than the indexes of irreducible representations (IR) of the Hamiltonian’s
invariance group. For example, the linear momentum k of a plane waves
identifies an IR of the translation group and, indeed, it is a constant of motion
if the system is translationally invariant.
In the physical application of group theory, a prominent role is occupied
by group representations. In general, a representation Γ is a group homomor-
phism between G and a group of linear maps of a vector space V onto itself,
which can be represented with matrices. A basic result of finite-group theory
ensures that any representation of G can be decomposed into the direct sum
of IRs. IRs are those representations which do not admit proper invariant
subspaces: there is no similarity transformation that brings all the matrices of
the representation to a same block-diagonal form. Point groups, in particular,
have only a finite number of similarity-inequivalent IRs, all of them with finite
267
APPENDIX A. THEORY Appendix
dimension.
The Hilbert space H of molecular states is closed under the action of the
symmetry group G of the molecule, therefore, a basis for H is also a basis
for a unitary representation of the group. The state space H can thus be
written as a finite direct sum of subspaces HΓ in each of which only one IR
Γ is represented (possibly multiple times): H = ⊕ΓHΓ. The importance of
this decomposition relies on the fact that the operations R of the molecular
point-group commute with the Hamiltonian H: [R,H] = 0. This implies that
states corresponding to different IRs Γ and Γ′ are decoupled: 〈ψΓ|H|ψΓ′〉 = 0;
stated otherwise, Γ is a constant of motion. Thus, the problem of finding the
spectrum and the corresponding eigenfunctions of the Hamiltonian breaks up
in several smaller problems defined on symmetry-adapted configuration spaces.
The IRs of a group, formulated in terms of matrices Dαij(R), satisfy the
so-called great orthogonality theorem∑
R∈G
Dα∗ij (R)D
β
lm(R) =
g
nαnβ
δαβδilδjm, ∀α, β, i, j < nα, l, m < nβ
(A.1)
where g is the order of the group and nα, nβ are the dimensions of the IRs α
and β.
A simplification consists in expressing this relation as a function of the
trace of the transformation matrices:∑
R
χ∗α(R)χβ(R) = gδαβ (A.2)
where χα(R) =
∑
mD
α
mm is called the character of the matrix D
α(R).
The vector of IR traces form a basis set which can be used to express the
trace of any reducible representation Γ:
χΓ(R) =
∑
α
aαχα(R) (A.3)
Using Equation (A.2) and (A.3), the expansion coefficients are given by:
aα =
1
g
∑
R
χ∗α(R)χΓ(R) (A.4)
Another important theorem states that:
χΓ⊗Γ′(R) = χΓ(R)χΓ′(R) (A.5)
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A.2 Elements of scattering theory
Continuum states result from the interaction of a free electron with the molec-
ular electrostatic potential. In the molecular case, the electrostatic potential
is not spherical and leads to a complicated change in the wavefunction. Clas-
sically, the scattering process can be separated in three different paths (see
Figure 1.1): the incident path, in which the electron is approaching the tar-
get along an almost straight trajectory ; the interacting path, in which the
electron interacts with the potential; the scattered path, in which the electron
is leaving along an approximately straight trajectory. Due to the complexity
of the process in the interaction region, only the asymptotic behavior of the
particle can be described analytically. However, it is a relevant information
since photoelectrons are measured experimentally at large distances (when
they reach the detector).
In the quantum picture, the description of the scattering process can be
done resolving the TDSE using the time-dependent scattering theory (see for
example [380]).
ih¯
∂
∂t
ψ (r, t) = Hˆ (r, t)ψ (r) (A.6)
If the potential tends fast enough to zero as r →∞, the scattered electron
can be reasonably considered in the asymptotic region as a free particle. This
particular case is considered firstly in the following as an illustrative example.
The Hamiltonian can be written as:
Hˆ (r, t) = Hˆ0 (r) + V (r) (A.7)
where Hˆ0 (r) = −12∇2 is the Hamiltonian of a free particle and V (r, t) is
the interaction potential with the residual ion.
The general solution of this equation has the form:
ψ (r, t) = Uˆ (t)ψ (r) = e−iHˆtψ (r) (A.8)
where Uˆ (t) is the so-called evolution operator.
Then, assuming that the time of radiation by the electromagnetic is suffi-
ciently long that molecules can cross the interaction region and that the time
of flight of the electron is much higher than the interaction time, steady-state
conditions can apply and the asymptotic scattered wavefunction ϕ± of a non-
relativistic electron is then a solution of the free particle TISE:(∇2 + k2)ϕ± (r) = 0 (A.9)
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where + and − refer to the in and out asymptotic conditions:
Uˆ (t)ψ+ (r)
t→−∞−−−−→ Uˆ ′ (t)ϕ+ (r) (incoming) (A.10)
Uˆ (t)ψ− (r)
t→+∞−−−−→ Uˆ ′ (t)ϕ− (r) (outgoing) (A.11)
and U ′ (t) to the free particle evolution operator:
Uˆ ′ (t) = e−iHˆ0t (A.12)
Such approximation is demonstrated to be valid when the potential is
less singular than r−2 at the origin, tends to 0 faster than r−3 at infinity
and is reasonably smooth in between. Nevertheless, Coulomb potential does
not satisfies the second condition since it tends to 1/r as r → ∞. Then, the
scattered wavefunction cannot be anymore considered asymptotically as a free
particle but as a Coulomb wavefunction, solution of the following equation:
Hˆc (r)ϕ
± (r) = εϕ± (r) (A.13)
where the Coulomb Hamiltonian Hˆc (r) is:
Hˆc (r) ∼ −1
2
∇2 − 1
r
(A.14)
Then, the asymptotic evolution operator becomes:
Uˆ ′ (t) = e−iHˆct (A.15)
Considering that every Uˆ ′ (t)ϕ± (r) is the asymptote of a vector Uˆ (t)ψ± (r)
belonging to the Hilbert space, then:
Uˆ (t)ψ± (r)− Uˆ ′ (t)ϕ± (r) t→∓∞−−−−→ 0 (A.16)
Multiplying this equation by the unitary operator Uˆ † (t):
ψ± (r)− Uˆ † (t) Uˆ ′ (t)ϕ± (r) t→∓∞−−−−→ 0 (A.17)
The latter equation can be rewritten as follow:
ψ± (r) = Ωˆ±ϕ± (r) (A.18)
where the so-called Møller operator Ωˆ± is defined by:
Ωˆ± = lim
t→∓∞ Uˆ
† (t) Uˆ ′ (t) (A.19)
The action of the Møller operator is easily understandable: it transforms
any asymptotic vector of the Hilbert space to the scattering eigenstates of the
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Hamiltonian that fulfills some boundary conditions at t→ ∓∞.
It is assumed that the Hilbert space H spanned by the eigenvectors ψ (r)
is the sum of two orthogonal vector subspaces: the bound states subspace B
that contains all the states of H which do not have in or out asymptotes ;
the scattering states subspace R± that contains all the states of H which do
have the in/out asymptotes.1 For some potentials (as molecular ones), the
scattering theory is said “asymptotically complete”. It means that every state
with “in” asymptote also has unique “out” asymptote (and vice versa), and
then R+ = R− = R. Subspaces spanned by the bound and scattering states
are orthogonal, so H = B ⊕R. In such condition:
ψ (r) = Ωˆ+ϕ
+ (r) = Ωˆ−ϕ− (r) (A.20)
Since Ωˆ†±Ωˆ± = 1, asymptotic wavefunctions can be expressed in terms of
actual states:
ϕ± (r) = Ωˆ†±ϕ (r) = Ωˆ
†
±Ωˆ∓ϕ
∓ (r) (A.21)
Finally, outcoming scattering wavefunctions are connected to their corre-
sponding incoming ones through the scattering operator Sˆ:
ϕ+ (r) = Sˆϕ− (r) (A.22)
where:
Sˆ = Ωˆ†+Ωˆ− (A.23)
The single Sˆ operator contains all the information relative to the scattering
process. In particular, it provides the probability that an incident particle with
in asymptote ϕ+ (r) will be observed with out asymptote ϕ− (r). Let’s consider
the actual states arising from the Møller transformation of the asymptote
states:
ψ− (r) = Ωˆ−ϕ− (r) (A.24)
ψ+ (r) = Ωˆ+ϕ
+ (r) (A.25)
The probability amplitude for the scattering process ψi (r)→ ψj (r) is then
given by:
|〈ψ+ (r) | ψ− (r)〉|2 =
∣∣∣〈ϕ+ (r) ∣∣∣Ωˆ†+Ωˆ−∣∣∣ϕ− (r)〉∣∣∣2
=
∣∣∣〈ϕ+ (r) ∣∣∣Sˆ∣∣∣ϕ− (r)〉∣∣∣2 (A.26)
It is possible to give a formulation of the differential cross section in terms
of the S-matrix elements
〈
ϕ+ (r)
∣∣∣Sˆ∣∣∣ϕ− (r)〉.
1Note that R+ = R−.
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Reminding that the spatial projection of the momentum eigenvector |k〉 is
the plane wave:
〈r| k〉 = (2π)− 32 eik·r (A.27)
it is convenient to expand the asymptotic wavefunctions in a basis of plane-
waves:
ϕ± (r) =
∫
ϕ± (k) |k〉 d3k (A.28)
According to Equation (A.22) we can write:
ϕ+ (k) =
∫
〈k| Sˆ ∣∣k′〉ϕ− (k′) |k〉 d3k′ (A.29)
where 〈k| Sˆ |k′〉 is the S-matrix in the momentum space. It is easily demon-
strable that Sˆ commutes with Hˆ0 (see [380]).
Using this property, we can write:
〈k|
[
Hˆ0, Sˆ
] ∣∣k′〉 = (εk − εk′) 〈k| Sˆ ∣∣k′〉 = 0 (A.30)
The momentum-space matrix is then different from zero only when εk =
εk′ , which is nothing more than the energy conservation rule for elastic scat-
tering. The S-matrix can be decomposed into an unscattered and a scattered
part. The latter is represented by the Rˆ operator which is defined by the
relation:
Sˆ = 1− Rˆ (A.31)
The R-matrix should obviously includes the energy conservation which is
expressed by the Dirac function δ (εk − εk′). The S-matrix then takes the
form:
〈k| Sˆ ∣∣k′〉 = δ3 (k− k′)+ i 1
2π
δ (εk − εk′) f
(
k,k′
)
(A.32)
where f (k,k) is the so-called scattering amplitude and is defined only for
εk = εk′ . The meaning of the two terms in Equation (A.32) emerges easily:
the first one corresponds to the unscattered electron for which no momentum
change occur ; the second term arises when the electron is elastically scattered,
i.e. when εk = εk′ and k 6= k′.
This formulation is valid for the single-channel case but can be formulated
also for the multi-channel case (see [183]).
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A.3 Analytical solutions to the Coulomb radial TISE
Analytical solutions can be found by solving the radial Schro¨dinger equation
in the spherical polar coordinates:[
−1
2
(
1
r
d2
dr2
r − l (l + 1)
r2
)
+
Z1Z2
r
]
Pεl (r) = εPεl (r) (A.33)
[
1
r
d2
dr2
r − l (l + 1)
r2
− 2Z1Z2
r
+ 2ε
]
Pεl (r) = 0 (A.34)
We define ρ = kr. Derivatives then transform in:
d
dr
=
d
dρ
dρ
dr
= k
d
dρ
(A.35)
d2
dr2
= k2
d2
dρ2
(A.36)
and the Equation (A.34) becomes:[
k3
ρ
d2
dρ2
ρ
k
− k
2l (l + 1)
ρ2
− 2kZ1Z2
ρ
+ 2ε
]
Pεl (ρ) = 0 (A.37)
Since ε = k2/2:[
1
ρ
d2
dρ2
ρ− l (l + 1)
ρ2
− 2Z1Z2
kρ
+ 1
]
Pεl (ρ) = 0 (A.38)
Defining η = Z1Z2/k and uεl (ρ) = ρPεl (ρ):[
1
ρ
d2
dρ2
− l (l + 1)
ρ2
− 2η
ρ
+ 1
]
uεl (ρ) = 0 (A.39)
We notice immediately that if η = 0, the latter equation reduces to the
free particle Schro¨dinger equation. In our case, the photoelectron of charge
z1 = −1 is scattered by the residual ion. Its effective charge Z∞ depends on
the distance, but when r → ∞ the potential created by the N − 1 electrons
and N protons on can considered Z∞ ∼ 1.
It can be proved (see [249]) that such equation have two independent so-
lutions fl (ρ) and gl (ρ), respectively called regular and irregular continuum
functions. They are characterized by their asymptotic behaviors:
fεl (r)
ρ→∞−−−→
√
2
πk
1
r
sin (θl (ρ)) (A.40)
gεl (r)
ρ→∞−−−→
√
2
πk
1
r
cos (θl (ρ)) (A.41)
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where:
θl (ρ) = ρ− η log 2ρ− lπ
2
+ σl (A.42)
and σl is the Coulomb phase shift defines as a function of the Euler’s
gamma function Γ:
σl = arg Γ (l + 1 + iη) (A.43)
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B.1 Constants and units
Quantity Value (SI and non-SI) Value (a.u.)
Bohr radius 0.529 177 208 59(36)×10−10 m 1
Hartree energy 27.211 383 86(68) eV 1
atomic unit of time 2.418 884 326 505(16)×10−17 s 1
electron charge 1.602 176 487(40)×10−19 C 1
electron mass 9.109 382 15(45)×10−31 kg 1
proton mass 1.672 621 637(82)×10−27 kg 1836.152 672 47(80)
neutron mass 1.674 927 211(84)×10−27 kg 1836.683 6605(11)
atomic mass unit 1.660 538 921(73)×10−27 kg 1822.888 39
fine-structure 7.297 352 5376(50)×10−3 0.007 297 352
reduced Planck constant 1.054 571 628(53)×10−34 Js 1
Boltzmann constant 1.380 648 8(13)×10−23 J.K−1 3.166811 4(29)
speed of light in vacuum 299 792 458 m.s−1 137.035 999 679(44)
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B.2 Atomic and molecular database
Atom Isotope Composition amu amu (a.u.)
H 1 0.999 885(70) 1.007 825 032 07(10) 1837.152 6
B 11 0.801(7) 11.009 305 4(4) 20068.735
C 12 0.9893(8) 12.000 000 0(0) 21874.661
N 14 0.996 36(20) 14.003 074 004 8(6) 25526.041
O 16 0.997 57(16) 15.994 914 619 56(16) 29156.944
F 19 1.0000 18.998 403 22(7) 34631.969
S 32 0.922 23(19) 31.972 071 00(15) 58281.517
Table B.1: Atomic database for H, B, C, N, O, F.
Molecule Angle Bond Reduced mass (a.u.)
H2 H−H mH/2 918.5763
N2 N=N mN/2 12763.021
CO C≡O mCmO
mC +mO
12498.103
C2H2
C-C-H C−H mC +mH
2
11855.907
180◦ C=C
CH4
sp3
4mH 7348.6104
X-C-X
CF4
109.5◦
4mF 138527.88
BF3
F-B-F
sp2 3mF 103895.91
120◦
SF6
F-S-F
sp3d2 6mF 207791.81
90◦
Table B.2: Bond characteristics and reduced masses of H2, N2, CO, C2H2,
CH4, CF4, BF3 and SF6.
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Photoionization Re ∆Re ωe IP
H2
ground 0.742 A˚ [37] 4395 cm−1 [37]
1σ−1g 1.06 A˚ [37] 0.318 A˚ 2297 cm
−1 [37] 15.603 eV [37]
N2
Ground 1.101 A˚ or 1.093 A˚ [382] 2372 cm−1 [382]
1σ−1g 1.076 A˚ [382] -0.017 A˚ 2440 cm
−1 [382] 409.94 eV [55] or 413.45eV [382]
1σ−1u 1.072 A˚ [382] -0.021 A˚ 2437 cm
−1 [382] (g/u splitting: 101meV [382])
2σ−1u 1.077 A˚ [291] -0.024 A˚ 2419.1 cm
−1 [294] 18.558 eV [291]
1pi−1u 1.177 A˚ [291] 0.076 A˚ 1448.0 cm
−1 [294] 16.490 eV [291]
3σ−1g 1.119 A˚ [291] 0.018 A˚ 2194.7 cm
−1 [294] 15.347 eV [291]
CO
Ground 1.132 A˚ or 1.128 A˚ [193] 2169.8 cm−1 [245]
1σ−1 1.167 A˚ [193] 0.039 A˚ 1887 cm−1 [157] 542.54 eV [299] or 541.99eV [382]
2σ−1 1.079 A˚ [193] -0.049 A˚ 2457 cm−1 [157] 296.07 eV [263] or 300.00eV [382]
4σ−1 1.172 A˚ [291] 0.04 A˚ 1734.1 cm−1 [271] 19.483 eV [291]
1pi−1 1.247 A˚ [291] 0.115 A˚ 1562.0 cm−1 [271] 16.326 eV [291]
5σ−1 1.118 A˚ [291] -0.014 A˚ 2214.2 cm−1 [271] 13.768 eV [291]
C2H2
Ground
RC−H : 1.061 A˚ [31] 3222.55 cm
−1 [192]
RC−C : 1.204 A˚ [31] 1997.98 cm
−1 [192]
1σ−1g RC−C : 1.163 A˚ [31] -0.041 A˚ 2231.62 cm
−1 [172] 291.728 eV [378]
1σ−1u RC−C : 1.156 A˚ [31] -0.048 A˚ 2151.05 cm
−1 [172] 291.634 eV [378]
CH4
Ground 1.0853 A˚ [186] 3059.9 cm−1 [186]
1A−11 1.0371 A˚ [186] -0.0482 A˚ 3383.5 cm
−1 [186] 290.689 eV [263]
CF4
Ground 1.3166 A˚ [48] 907.31 cm−1 [386]
2A−11 1.3105 A˚ [386] -0.0061 A˚ 879.75 cm
−1 [386] 301.898 eV [263]
BF3
Ground 1.313 A˚ [205] 888 cm−1 [387]
2A′−11 1.255 A˚ [387] -0.058 A˚ 1032.024 cm
−1 [387] 202.8 eV [402]
SF6
Ground 1.5867 A˚ [376] 833 cm−1 [376]
1A−11g 1.597A˚ * 0.010A˚ 665.27 cm
−1 * 2490.1 eV [184]
4T−11u 1.647 A˚ * 0.061 A˚ 562.5 cm
−1 [164] 22.5 eV [365]
Table B.3: Energetic and structural database for H2, N2, CO, C2H2, CH4, CF4, BF3 and SF6.
(* values calculated in this work with DFT using a LDA functional).
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B.3 Molecular orbital diagrams
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Figure B.1: Molecular orbital diagram for N2.
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Figure B.2: Molecular orbital diagram for CO.
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Figure B.4: Molecular orbital diagram for CH4.
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Figure B.6: Molecular orbital diagram for BF3.
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B.4 Molecular symmetries
See Table Page 286.
B.5 Computational times
See Table B.4 Page 287.
B.6 Overview of the calculated cross sections
See Figures B.8 and B.9 Pages 288 and 289.
285
APPENDIX B. DATA Appendix
Sym. Mol. |ψ0〉 〈ψα| 〈ϕlε| r Partial waves l =
D∞h
H2
N2
C2H2
1Σ+g
ր
→
ց
2Σ+g ⊗
σu z 1(1), 3(1), 5(1), 7(1), 9(1), 11(1), · · ·
piu:1 x 1(1), 3(1), 5(1), 7(1), 9(1), 11(1), · · ·
piu:2 y
2Σ+u ⊗
σg z 0(1), 2(1), 4(1), 6(1), 8(1), 10(1), · · ·
pig:1 x 2(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
pig:2 y
2Π+u:1 ⊗
σg x 0(1), 2(1), 4(1), 6(1), 8(1), 10(1), · · ·
pig:1 z 2(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
δg:1 x 2(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
δg:2 y
2Π+u:2 ⊗
σg y 0(1), 2(1), 4(1), 6(1), 8(1), 10(1), · · ·
pig:2 z 2(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
δg:1 y 2(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
δg:2 x
C∞v CO
1Σ+
ր
ց
2Σ+ ⊗
σ z 0(1), 1(1), 2(1), 3(1), 4(1), 5(1), · · ·
pi:1 x 1(1), 2(1), 3(1), 4(1), 5(1), 6(1), · · ·
pi:2 y
2Π+:1 ⊗
σ x 0(1), 1(1), 2(1), 3(1), 4(1), 5(1), · · ·
pi:1 z 1(1), 2(1), 3(1), 4(1), 5(1), 6(1), · · ·
δ:1 x 2(1), 3(1), 4(1), 5(1), 6(1), 7(1), · · ·
δ:2 y
2Π+:2 ⊗
σ y 0(1), 1(1), 2(1), 3(1), 4(1), 5(1), · · ·
pi:2 z 1(1), 2(1), 3(1), 4(1), 5(1), 6(1), · · ·
δ:1 y 2(1), 3(1), 4(1), 5(1), 6(1), 7(1), · · ·
δ:2 x
Td CH4
CF4
1A1 → 2A1 ⊗
T2:1 z
1(1), 2(1), 3(1), 4(1), 5(1), 5(2), · · ·T2:2 x
T2:3 y
D3h BF3
1A’1 → 2A’1 ⊗
E’:1 x 1(1), 2(1), 3(1), 4(1), 4(2), 5(1), · · ·
E’:2 y
A”2 z 1(1), 3(1), 4(1), 5(1), 6(1), 7(1), · · ·
Oh SF6
1A1g →
2A1g ⊗
T1u:1 z
1(1), 3(1), 5(1), 5(2), 7(1), 7(2), · · ·T1u:2 x
T1u:3 y
2T1u:1 ⊗
A1g z 0(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
Eg:1 z 2(1), 4(1), 6(1), 8(1), 8(2), 10(1), · · ·
T1g:2 x 4(1), 6(1), 8(1), 8(2), 10(1), 10(2), · · ·
T1g:3 y
T2g:1 x 2(1), 4(1), 6(1), 6(2), 8(1), 8(2), · · ·
T2g:2 y
2T1u:2 ⊗
A1g x 0(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
Eg:1 x 2(1), 4(1), 6(1), 8(1), 8(2), 10(1), · · ·
Eg:2 x
T1g:1 y 4(1), 6(1), 8(1), 8(2), 10(1), 10(2), · · ·
T1g:2 z
T2g:1 z 2(1), 4(1), 6(1), 6(2), 8(1), 8(2), · · ·
T2g:3 y
2T1u:3 ⊗
A1g y 0(1), 4(1), 6(1), 8(1), 10(1), 12(1), · · ·
Eg:1 y 2(1), 4(1), 6(1), 8(1), 8(2), 10(1), · · ·
Eg:2 y
T1g:1 x 4(1), 6(1), 8(1), 8(2), 10(1), 10(2), · · ·
T1g:3 z
T2g:2 z 2(1), 4(1), 6(1), 6(2), 8(1), 8(2), · · ·
T2g:3 x
286
Appendix B.6. OVERVIEW OF THE CALCULATED CROSS SECTIONS
Mol.
H diag. Continuum states diagonalization Time per geometry
tBS Sym. R tε1 tεNe
∑
i tεi 〈tεi〉 tBS + tCS Total
N2
Σ+g
1.2+0.7
σu
1.000 0.11 0.10 21.1 0.11
43.03 202.36
2.050 0.10 0.10 21.3 0.11
4.000 0.10 0.97 20.3 0.10
piu
1.000 0.10 0.10 20.8 0.10
2.050 0.11 0.97 20.1 0.10
4.000 0.10 0.97 19.8 0.10
CO
Σ+
1.9+1.8
σ
1.000 0.43 0.28 64.5 0.32
114.00 287.923
2.150 0.34 0.28 60.3 0.30
4.000 0.31 0.28 57.5 0.29
pi
1.000 0.28 0.24 50.4 0.25
2.150 0.24 0.24 48.9 0.24
4.000 0.26 0.24 49.3 0.25
C2H2
Σ+g
5.1+7.2
σu
0.500 0.74 0.72 146.9 0.73
302.63 526.25
2.250 0.73 0.72 146.0 0.73
7.000 0.74 0.70 146.3 0.73
piu
0.500 0.71 0.71 144.0 0.72
2.250 0.72 0.72 144.1 0.72
7.000 0.70 0.72 143.7 0.72
CH4
A1
11+10.4
T2
1.300 7.05 7.07 1410.4 7.05
1477.23 6792.912.050 7.84 7.86 1568.4 7.84
5.000 6.93 7.02 1388.7 6.94
BF3
A’1
58.4+31.0
E’
1.000 11.78 11.83 1884.1 12.56
2327.90 7981.55
2.500 11.32 11.17 1875.4 12.50
4.000 11.32 11.13 1778.1 11.85
A”2
1.000 2.47 2.44 392.2 2.61
2.500 2.45 2.45 400.3 2.67
4.000 2.47 2.42 385.4 2.57
SF6
A1g
258+158.2
A1g
2.000 1.72 1.72 388.2 1.94
8327.07 12810.3
3.000 2.81 2.26 506.0 2.53
6.000 1.51 1.50 326.1 1.63
Eg
2.000 6.26 6.26 1427.8 7.14
3.000 9.71 10.72 2160.3 10.80
6.000 5.57 4.80 1021.3 5.11
T1g
2.000 7.85 7.85 1661.3 8.31
3.000 17.99 18.82 3808.9 19.04
6.000 7.97 7.98 1696.3 8.48
T2g
2.000 11.75 11.75 2507.8 12.54
3.000 26.72 27.53 5717.8 28.59
6.000 11.74 11.76 2510.8 12.55
Table B.4: Detailed computational times (s) obtained on the same machine
using 16 processors (except for BF3 for which 32 processors have been used).
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Figure B.8: Vibrationally resolved cross sections for the valence and core shells
photoionization of N2 and CO.
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Figure B.9: Vibrationally resolved cross sections for the core shell photoion-
ization of N2, C2H2, CH4, CF4, BF3 and SF6.
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