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Introduction
Let Ω I be a simply-connected domain in the complex z-plane, bounded by a closed Jordan curve ∂Ω, and let ft denote the complement of Ω I U∂Ω.
This paper is concerned with the problem of determining approximations to the function w=g(z) which maps conformally the exterior domain Ω onto the disc D R = {w: |w | < R } , (1.1) in such a way that g(∞)=0.
We assume, without loss of generality, that the origia 0 is in Ω I .
Then, the inversion is the so-called transfinite diameter of U ∂Ω or capacity of the
curve ∂Ω.
This quantity plays an important-role in many practical applications ; see e.g. Bergman and Schiffer [2] .
In the present paper we determine approximations to f and hence, by means of (1.4) , to the exterior mapping function g, by using the two numerical procedures described in [11] . These two procedures involve the numerical implementation of two well-known and closely related methods for conformal mapping. The, two methods are respectively the Ritz method (RM) and the Bergman kernel method (BKM). The RM is a variational method based on the so-called property of minimum area, whilst the BKM is based on the use of the Bergman kernel function of the domain Ω*.
Both methods lead to approximations to f(ζ ), of the form (1.6) where {u j (ζ )} is an appropriate set of basis functions.
The theory on which both the RM and the BKM are based is treated extensively in the literature ; see e.g. Bergman [ 1 ] , Gaier [4] and Nehari [10] .
Also, the main theoretical results are summarised in [11] .
For this reason, we do not repeat these theoretical details here.
Instead, we describe briefly the two methods and indicate the modifications needed for constructing, by means of the procedures of [11] , approximations to the exterior mapping function g. In particular,
we consider the problem of selecting the set of basis functions { u j ( ζ ) so that the resulting approximating series ( 1 . 6 ) converges rapidly. For the reasons explained in [9,Sect.2] and [11, Sect.4] , the use of such a basis is an essential requirement for the successful application of both the RM and the BKM. In the present paper, as in [11] , the basis set is selected by using the process first described, in connection with the BKM, in [9] , This process requires knowledge of the dominant singularities 3.
of f(ζ ) in the complement of Ω*. When this information is available the basis set is constructed by introducing into the monomial set ζ j ; j=0,1,2,..., functions that reflect the main singular behaviour of f (ζ ).
The Numerical Methods
Let L 2 (Ω*) denote the Hilbert space of all square integrable analytic functions in Ω*, and let { n j ( ζ ) } be a complete set of L 2 (Ω*). We denote the inner product of L 2 (Ω*) by ( , ), i.e.
As was previously remarked, the RM is based on the so-called property of minimum area, i.e. the property that the derivative f '(ζ ) of f(ζ ) minimizes uniquely the norm
over all functions u ∈ L 2 (Ω* ), satisfying u ( 0 ) = l . More precisely the RM is a variational method for determining approximations to the minimal function f '(ζ ). The details of the method are as follows:
The set ( η j ( ζ ) } is chosen so that η 1 (0)=1 and η j (0)=0 ; j = 2 , 3 , . . . , (2.3) and the (n-l)x(n-1) complex linear system
is solved for the (n-1) unknowns c j ; j =2 ,3,. .. ,n.
Then, the nth RM approximations to the mapping function f(ζ) and the radius R of the disc D R are given respectively by 4.
is the nth RM approximation to f ' ( ζ) .
Given a complete set {η j (ζ)}, the nth BKM approximation to f is obtained by first approximating the Bergman kernel function K(ζ ;0) of Ω* by a finite Fourier series sum.
This kernel function has the reproducing 8) and is related to the mapping function f(ζ) by
Also, the radius of the disc D R is given by
The details of the method are as follows:
The set {η j (ζ ) } n j = 1 is orthonormalized, by means of the Gram-Schmidt process, to give the set of orthonormal functions Then, . n 1 j } ( * j {η = ζ because of (2.8),
is the nth partial Fourier sum of the kernel function. Hence, from (2.9) and (2.10), the nth BKM approximations to the mapping function f(ζ) and the radius R of D R are given respectively by 5,
Let f n (ζ ) be the nth RM or BKM approximation to f(ζ ). Then, from (1.4), the corresponding nth approximation to the exterior mapping function g(z) is given, quite simply, by
14)
The remainder of this section is concerned mainly with the problem of selecting the set of basis functions {η j (ζ ) }. As was previously 
where b=I/p* in the case of the RM, and b=0 in the case of the BKM.
Our problem here is to locate the position of the dominant poles of f (ζ ) from the geometry of the original boundary ∂Ω.
As is shown in [9] and [11] the poles of f ( ζ) can always be determined in the case where the boundary ∂Ω* of Ω* consists of straight line segments and circular arcs. If this is so then f(ζ ) has simple poles at the finite inverse (symmetric) points of the origin in the ζ-plane with respect to the straight line segments and to the circular arcs. This can be established, as in [9 ] and [11] by considering the singularities of the Green's function of Ω* or, equivalently, by arguments based on the symmetry principle which is discussed, for example,
From the symmetry principle we also know that, under the inversion ( 1 . 2 ) , the following two elementary results hold:
(i) A generalized circle Г in the z-plane is transformed into a generalized circle P* in the ζ-plane.
In particular, if Г is a straight line then Г * is a generalized circle passing through the origin of the ζ-plane.
(By a generalized circle we mean a curve that is either an ordinary circle or a straight line.)
(ii) Inverse points with respect to the generalized circle Г in the z-plane are transformed into inverse points with respect to the generalized circle Г * in the ζ-plane.
The above observations lead easily to the following results regarding the poles of f(ζ):
If the original boundary ∂Ω is a polygon then f ( ζ) has no poles.
If ∂Ω consists of straight line segments and circular arcs then the only poles of f(ζ) are due to the circular arcs.
More precisely, a pole 7.
occurs only if the centre of a circular are is in the interior Ω I of ∂Ω and does not coincide with the origin of the z-plane. If p ∈ Ω I is such a centre then f(ζ ) has a simple pole at the point p*=l/p ∈ comp1 . *) Ω (
If the boundary ∂Ω is more general than a curve consisting of straight line segments and circular arcs then there is no standard technique for determining the poles of f(ζ ). However, as is observed in [9] , if a good approximation p* to the pole at ζ=p* can be obtained, by some method, then the introduction of the function
into the set (2,15) is sufficient to remove the influence of the pole from the numerical process.
Branch point singularities are corner singularities.
They occur when, due to the presence of a corner at a point ζ 0 ∈ ∂Ω*, the asymptotic expansion of f(ζ ) in the neighbourhood of ζ 0 involves fractional powers of (ζ-ζ 0 ). The question regarding the choice of suitable basis functions for dealing with such singularities can be answered, as in [9] and [11] , by using the results of Lehman [8] . This is done quite simply as follows:
Let part of the original boundary ∂Ω consist of two analytic arcs Г 1 , and Г 2 which meet at a point z 0 and form there a corner of exterior angle air, where α=p/q>0 is a fraction reduced to lowest terms. Then, under the inversion ( 1 . 2 ) , Г 1 and Г 2 are transformed into two arcs Г * 1 and Г * 3 which meet at the point ζ =l/z 0 ∈∂ Г * and form there a corner of interior angle απ. Because of this, it follows from the results of Lehman [8] that the asymptotic expansion of f ( ζ) , in the neighbourhood of ζ 0 , involves fractional powers of the form
In order to remove the influence of the resulting branch point singularity from the numerical process, we proceed as in [9] and [11] and augment the set (2.15) by introducing the functions It should be observed that a branch point singularity might occur at ζ 0 even when 1/α is an integer. This happens because the asymptotic expansion of f (ζ ) might involve logarithmic terms of the form
where m is a positive integer ; see [8] and [1] ;Sect,4.2]. However, such logarithmic singularities are never very serious and, for this reason,
are not considered further in the present paper.
The evaluation of the coefficients in the linear system (2.4) and the orthonoraalization of the set {η j (ζ)} by means of the Gram-Schmidt process require the evaluation of the inner products 
and hence, by means of (1.2), as
where the path of integration is in the positive sense with respect to Ω. The contour integrals in (2.20) are then computed by Gaussian quadrature, in exactly the same manner as in [9] and [11] . When performing the quadrature, care must be taken to deal with integrand singularities that occur when, due to the presence of a corner at z 0 , the basis set contains singular functions of the form (2.18).
If and FO4AW, and the orthornormalization is performed by using a procedure based on the standard Gram-Schmidt algorithm.
We end this section by observing that the two methods described above, for computing approximations to the exterior mapping function g(z), admit a more direct interpretation. More precisely, the two methods are equivalent to applying respectively the RM and the BKM, with basis set
and inner product The reason, for considering the application of the RM and the BKM to the domain Ω* , rather than to Ω, is that this approach leads easily to the determination of the singular functions needed for constructing the augmented basis.
Numerical Examples
In all the examples considered in this section we compute approximations to the mapping function G ( z ) which maps conformally the exterior domain Ω onto the unit disc
These approximations are given by
where
is the nth approximation to the transfinite diameter of 1 Ω . In (3.1) and (3.2), the approximations f n and R n are given, in the case of the RM, by (2.5) -(2.7) and, in the case of the BKM, by (2.11) -(2.13) .
An estimate of the maximum error in |G n (Z) | is given by the quantity E n . This is obtained, as in [9] and [ll], by computing
at a number of "boundary test points" z j ∈∂ Ω and then determining [l1] . That is, this number is determined by computing a sequence of approximations {G n (Z)}, where at each stage the number n of basis functions is increased by one.
If at the (n+l) th stage the inequality E n + 1 < E n , (3, 5) is satisfied then the approximation G n +2 (z) is computed When for a certain value of n, due to numerical instability, (3.5) no longer holds then we terminate the process and take n = Nopt. Also, in order to safeguard against slow convergence, after n = 19 we begin to compute For the presentation of the results we adopt the format used in [11] .
That is, we denote the two methods respectively by RM/MB and BKM/MB or by RM/AB and BKM/AB to indicate whether the "monomial basis" (2.15) or an "augmented basis" is used. For each example we list the singular functions, the boundary test points and the order of the Gaussian quadrature, which are used respectively for augmenting the set (2,15), for determining the error estimate (3.4) and for computing the integrals We denote a singular function corresponding to a branch point singularity, due to a fractional power r, at a corner ζ j of Ω* by η r j (ζ ) . That is, η r j (ζ ) is defined by (3.6) Augmented Basis.
The following two singular functions, corresponding respectively to the poles of f ( ζ ) at the points ζ j = 1/z. , j = 1,2, are used: Similarly, if a ǂ 1 then for each value of r the four functions η r j (ζ )
can be combined into the two functions (3.13)
where, in this case, the arguments φ j ; j = 1 , 2 , are chosen so that V r j (e i π ζ ) = e i π V r j (ζ ). (3.14)
The constants C r and C r j in ( 3 . 1 1 ) and (3.13) are respectively C r = V ' r (0) and C r j = ' rj v (0) in the case of the RM/AB, and C r -C r j = 0 in the case of the BKM/AB.
It is important to observe that the constants θ j and φ j in (3.11) and (3.13), depend on the branches used for defining the functions v r j (ζ).
For this reason, great care must be taken when constructing symmetric singular functions of the form ( 3 . 1 1 ) or (3.13).
In this example we form the augmented basis, for the cases a = 1 and a ≠ 1, by introducing respectively into the monomial sets (3.9) and Quadrature.
Gauss-Legendre formula with 48 points along AB, BC, ...,HA.
16.
In order to perform the integration, accurately we choose the parametric representations of BC,CD,...,AB to be 
Conclusions
The results given in Section 3 indicate clearly that both the RM and the BKM are capable of producing approximations of high accuracy for the mapping of "difficult" exterior domains.
As in the case of the interior mapping problem, the essential requirement for this is that the basis set contains appropriate singular functions.
Regarding computational efficiency, our experiments here confirm the conclusions reached in [11] , for the interior problem. That is, the two methods require the same computational effort for producing approximations of comparable accuracy.
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